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 Penumpukan botol plastik saat ini sudah tidak terkendali sehingga 
mengakibatkan polusi pada lingkungan. Sampah botol plastik saat ini dapat 
ditukar dengan imbalan yang beragam. Sehingga proses sortir botol plastik 
dapat dilakukan untuk memilih sampah botol plastik. Pada penelitian isi dibuat 
sistem yang dapat mengenali dan mengklasifikasi botol plastik berdasarkan 
label merek dengan 5 kelas berukuran sedang atau 600ml. Metode yang akan 
digunakan adalah teknik pengolahan citra dengan menggunakan 
Convolutional Neural Network  dengan Tensorflow dan model data Faster-
RCNN. Penelitian dibagi menjadi 3 bagain yaitu pre-processing, training, dan 
testing. Pengujian dilakukan dengan menampilkan hasil dari proses bagian 
yang akan dilakukan serta menampilkan hasil akurasi. Berdasarkan dari hasil 
















Plastic bottles waste is currently out of control, causing pollution to the 
environment. Plastic bottles can be exchanged for various rewards. So that the 
plastic bottles sorting process can be used to select plastic bottles waste. In this 
research, a system was created that could analyze and classifly plastic bottles 
based on brand labels with 5 classes of medium size or 600ml. The method 
used is an image processing technique using Convolutional Neural Network 
with Tensorflow and a Faster-RCNN model. The research is divided into 3 
parts, pre-processing, training, and testing. Testing on research is the process 
classificattion object and the acurracy of the system. Based on the test, result 
of the system can recognize objects with an accuracy of 87.12% 
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 Penumpukan sampah botol plastik yang tidak terkendali dapat mengakibatkan polusi pada 
lingkungan. Peningkatan penggunaan botol plastik menjadi salah satu penyebab dimana saat ini telah banyak 
perusahaan minuman dengan berbagai merek yang menggunakan plastik sebagai bahan baku utama dalam 
membuat botol kemasan. Botol plastik membutuhkan waktu yang sangat lama untuk bisa terurai (1). Sampah 
botol plastik dapat dikurangi dengan salah satu caranya adalah daur ulang. Hasil dari daur ulang botol plastik 
dapat dimanfaatkan untuk membuat produk baru yang berbahan dasar plastik (2). Selain dibuat produk baru 
sampah botol plastik juga dapat ditukar dengan sebuah imbalan seperti yang dilakukan oleh perusahaan Danone 
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yang mengembangkan Smart Drop Box (3). Ada pula penelitian yang dilakukan oleh Handoko dkk, yang 
membuat mesin penukaran limbah botol kemasan dengan tiket yang dapat ditukar dengan mata uang (4). 
Penelitian tersebut menggunakan sensor IR Obstacle Avoidance untuk mendeteksi adanya botol dalam mesin. 
Namun metode tersebut hanya dapat mendeteksi ukuran botol plastik. Pendeteksian botol juga dapat dilakukan 
dengan sensor warna RGB TCS3200 (5).  
Pada penelitian ini akan dikembangkan sebuah metode yang dapat mengidentifikasi botol plastik 
dengan menggunakan teknik pengolahan citra (6). Identifikasi botol plastik dengan pengolahan citra sudah 
banyak dikembangkan seperti penelitian yang dilakukan oleh Wang dkk dengan melakukan klasifikasi daur 
ulang botol plastik yang ditentukan dengan warna dan posisi (7). Botol plastik juga memiliki bentuk warna 
yang berbeda sesuai dengan label merek masing-masing. Pengaruh penggunaan sebuah label merek sangat 
berpengaruh terhadap banyaknya penggunaan dan pembelian produk botol plastik (8). Sehingga pengenalan 
botol plastik berdasarkan merek dapat dijadikan objek klasifikasi karena identifikasi botol plastik berdasarkan 
merek tidak mudah dikenali jika hanya menggunakan sensor. Pengenalan merek sudah pernah dikembangkan 
oleh Alireza dkk yang mendeteksi logo dengan metode PPA (Piece-Wise Painting Alghoritm) (9). Selain itu 
pengidentifikasian sebuah label merek juga dapat dilakukan dengan menggunakan metode training data (10).  
Proses pengklasifikasian citra dapat dilakukan dengan berbagai macam metode salah satunya adalah 
CNN (Convolutional Neural Network).  CNN merupakan salah satu jenis Deep Learning yang biasa 
diimplementasikan pada pengolahan citra (11). Beberapa penelitian yang sudah dilakukan menggunakan CNN 
salah satunya adalah penelitian yang dilakukan oleh Afiandi dkk yang mengimplementasikan CNN untuk 
mengklasifikasi pembalap MotoGP menggunakan GPU (12). Deep Learning CNN memiliki beberapa jenis 
framework yang dapat digunakan seperti Tensorflow yang dimiliki oleh Google, Caffe2 yang dimiliki 
Facebook, Microsoft dengan CNTK serta beberapa jenis framework yang lain seperti Theano dan PyTorch.  
Pada penelitian ini dibuat sebuah sistem yang dapat mengklasifikasi botol plastik berdasarkan merek 
menggunakan CNN. Framework yang akan digunakan pada penelitian ini adalah Tensorflow yang dibuat oleh 
Google. Tensorflow merupakan sebuah Machine Learning yang beroperasi pada skala yang besar 
menggunakan data flow graph untuk melakukan perhitungan dan operasi yang sama secara bersamaan (13). 
Pengenalan botol plastik menggunakan Tensorflow sudah pernah dilakukan oleh Valentina dkk namun hanya 
dapat mengenali botol plastik (14). Model yang akan digunakan sebagai media pendukung dalam pembelajaran 
mesin untuk mengenali botol plastik berdasarkan merek adalah model Faster R-CNN dengan sebuah inception 
V2 yang akan mengenali 5 kelas yaitu botol plastik dengan label merek Aqua, Sprite, Fanta, Coca-Cola, dan 
Minute-Maid Pulpy yang berukuran sedang atau 600ml. Model ini dipilih karena memiliki nilai akurasi yang 
baik dari pada model yang lainnya (15). Sehingga diharapkan penelitian ini dapat menjadi metode yang dapat 
digunakan dalam identifikasi sampah botol plastik. 
 
2. METODE 
 Penelitian ini akan menggunakan metode CNN dengan framework dari Tensorflow dengan model 
Faster-RCNN. Model ini dipilih karena dapat menghasilkan performa yang cepat dan akurat dibandingkan 
dengan model yang lain (16).  Tahapan yang dilakukan pada penelitian ini adalah Pre-processing, Training, 

















Gambar 1. Pre-processing Faster-RCNN 
Pengumpulan Data  
Pelabelan Citra (XML) 
Konversi XML ke CSV 
Pembuatan Labelmap 
Konversi ke TFRecord 
Konfigurasi Training Pipeline 
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Pada bagian Pre-processing terdapat bebarapa tahapan yang pertama adalah pengumpulan data. 
Proses pengumpulan data dilakukan dengan mengambil citra botol plastik berdasarkan label merek 
menggunakan kamera Smartphone. Citra botol plastik akan dibagi menjadi 5 kelas dengan berbagai label merek 
seperti pada Gambar 2. Merek yang digunakan yaitu Aqua, Sprite, Fanta, Coca-Cola, dan Minute-Maid Pulpy. 
Jumlah citra yang digunakan dalam penelitian ini dibagi menjadi 2 folder yaitu sebanyak 550 citra yang terbagi 
menjadi 100 citra untuk setiap merek botol plastik dan 50 campuran serta data testing sebanyak 190 citra dari 
5 kelas yang digunakan dengan resolusi 2352 x 4160 pixel. 
 
 
     
Aqua Sprite Fanta Coca-Cola Minute-
Maid 
 
Gambar 2. Citra data botol plastik 
 
Proses selanjutnya adalah pelabelan citra dengan menggunakan software LabelImg.exe. Pelabelan 
citra digunakan untuk memberikan informasi letak citra yang diinginkan dan akan disimpan dalam bentuk .xml. 
Pembuatan label dilakukan dengan cara memberikan batas kotak pada citra yang diinginkan dan diberikan 
penamaan kelas pada setiap citra. Selain itu pemberian label dinilai sangat penting untuk menghasilkan data 
dari proses training yang lebih akurat (17).  Hasil pelabelan selanjutnya akan dirubah menjadi csv sebelum 
data dikonversi kembali ke TFRecord. Konversi xml ke csv akan dibagi menjadi 2 file yaitu train dan test. 
Namun sebelumnya akan dibuat sebuah konfigurasi penamaan atau yang biasa disebut dengan konfigurasi 
Labelmap. Labelmap digunakan untuk memberikan penamaan data agar bisa didefinisikan. Kemudian data csv 
akan dikonversi menjadi data yang dapat dibaca oleh Tensorflow yaitu menggunakan TFRecord. Langkah 
selanjutnya adalah membuat file konfigurasi yang nantinya akan digunakan untuk melakukan konfigurasi dari 
model training. Model Tensorflow yang akan digunakan adalah Faster-RCNN Inception V2. Faster-RCNN 
dinilai memiliki tingkat akurasi yang baik untuk identifikasi citra (18).  Setelah semua tahap pre-processing 





















Gambar 3. Proses Training Data 
 
Proses training data akan diimplementasikan menggunakan Tensorflow dengan versi 1.15 dengan 
bahasa pemrograman Python dengan software Anaconda. Tensorflow memiliki dua metode training data yaitu 
menggunakan CPU dan GPU. Menurut John Lawrence dkk proses training data menggunakan GPU 
merupakan opsi yang paling baik karena memiliki performa yang bagus (19). Detail hardware yang akan 





Export Graph Model 
 
Selesai 
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740M dan RAM 8 GB. Selanjutnya adalah proses training data Faster-RCNN yang digunakan untuk melatih 
data citra. Saat proses training berlangsung akan ditampilkan hasil perhitungan dari nilai loss serta waktu 
training yang diperlukan sampai mendapatkan nilai loss yang diinginkan. Pada penelitian ini target nilai loss 
dari training data yang dilakukan adalah kurang atau sama dengan 0.1. Perhitungan loss pada saat training data 
dapat menggunakan Persamaan 1. 
 
𝐿({𝑝𝑖}, {𝑡𝑖}) =  
1
𝑁𝑐𝑙𝑠
 ∑ 𝐿𝑐𝑙𝑠(𝑝𝑖, 𝑝𝑖
∗) +  𝜆
1
𝑁𝑟𝑒𝑔
∑ 𝑃𝑖 ∗ 𝐿𝑟𝑒𝑔(𝑡𝑖, 𝑡𝑖
∗)𝑖𝑖             (1) 
 
Dimana (𝐿𝑐𝑙𝑠) merupakan Classification Loss, (𝐿𝑟𝑒𝑔) nilai Regression Loss, (𝑝𝑖) nilai probabilitas 
yang diprediksi, (𝑡𝑖) nilai koordinat 4k. Nilai 𝑝𝑖∗ dan 𝑡𝑖∗ merupakan nilai label dasar kebenaran dan dasar 
kebenaran pada masing masing koordinat. Sedangkan  (𝑁𝑐𝑙𝑠) dan (𝑁𝑟𝑒𝑔) adalah nilai Normal dengan 
keseimbangan dari λ (18).  
Setelah proses training data mendapatan nilai loss yang diinginkan selanjutnya adalah mengekstrak 
model data menjadi Inference Graph agar dapat digunakan untuk mengklasifikasi data citra. Pengujian data 
citra botol plastik akan dilakukan dengan menggunakan 10 sampel citra dari masing-masing merek. Tahapan 























Gambar 4. Proses Testing Data Citra 
 
Proses pengujian data atau testing dilakukan dengan memasukkan citra uji berupa botol plastik. 
Kemudian sistem akan membaca model data hasil dari training sebelumnya dan selanjutnya diproses untuk 
mengenali botol plastik berdasarkan merek. Hasil dari proses training telah dikonversi menjadi file protobuf 
(20). Untuk mendapatkan definisi dari label prediksi yang sesuai maka perlu memanggil labelmap dan akan 
diukur nilai akurasi berdasarkan hasil prediksi klasifikasi menggunakan Persamaan 2.  
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                                  (2) 
 
Akurasi klasifikasi diukur berdasarkan nilai TP (True Positive) yang merupakan nilai kebenaran dari 
sebuah prediksi,  nilai TN (True Negative) atau nilai prediksi yang ditolak dalam keadaan positive. Kemudian 
nilai FP (False Positive) atau nilai kelas yang teridentifikasi salah sedangkan FN (False Negative) yaitu nilai 
kelas yang ditolak dalam keadaan negative (21). 
 
3. HASIL DAN PEMBAHASAN (10 PT) 
 Hasil dari penelitian ini akan dibagi menjadi beberapa bagian yaitu saat proses pre-processing, 
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3.1 Pre-processing 
Penelitian ini dimulai dengan mengumpulkan data citra botol plastik dengan label merek yang berbeda 
menggunakan kamera smartphone. Setelah data terkumpul selanjutnya dilakukan proses pelabelan citra 
menggunakan software LabelImg.exe. Pada proses pelabelan, citra yang diseleksi adalah citra botol plastik 
dengan memberikan tanda kotak serta memberikan nama label yang kemudian disimpan dalam bentuk .xml 




Gambar 5. Proses Pelabelan Citra 
 
Setelah seluruh data citra diberikan label, selanjutnya adalah proses konversi xml ke csv. Pada model 
Faster R-CNN sudah disediakan program konversi untuk mengubah file xml ke csv yaitu xml_to_csv.py. Tahap 





Gambar 6. Isi Labelmap 
 
Isi Labelmap terdiri dari nama dari setiap kelas dengan menggunakan simbol untuk menandai setiap 
botol plastik yang terdeteksi. Simbol pada Labelmap terlihat pada Tabel 1. 
 
Tabel 1. Daftar Simbol Botol Plastik 




Minute-Maid Pulpy M 
Sprite S 
 
Setelah Labelmap dibuat selanjutnya adalah proses konfigurasi ke TFRecord. Didalam model telah 
pula disediakan program untuk mengkonfigurasi TFRecord dengan nama kode generate_tfrecord.py. Pada 
program tersebut harus dilakukan perubahan pada baris 31 dengan isi seperti pada Gambar 7.  
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Gambar 7. Konfigurasi TFRecord 
 
Isi dari konfigurasi TFRecord adalah mengisi row-label sesuai simbol pada Labelmap yang sudah 
dibuat. Setelah konfigurasi selesai kemudian dilanjutkan dengan melakukan konfigurasi training. Konfigurasi 
training terdiri dari definisi model dan parameter yang akan digunakan untuk training. Pada proses konfigurasi 
training digunakan program konfigurasi dari Faster-RCNN dengan nama file 
faster_rcnn_inception_v2_pets.config. Setelah seluruh konfigurasi dilakukan langkah selanjutnya adalah 
proses training data. 
 
3.2 Training data 
Pada proses training data akan menggunakan program bawaan dari model Tensorflow yaitu train.py. 
Pada saat proses training berlangsung akan terlihat hasil dari nilai loss dari training data berdasarkan 
Persamaan (1). Saat training dilakukan menggunakan Faster-RCNN-Inception-V2, dimulai dengan nilai 5.0 
dan berjalan hingga nilai training mencapai kurang atau sama dengan 1.0. Pada penelitian ini nilai training 
dilakukan sebanyak 5033 step dengan nilai loss paling kecil sebesar 0.8. Namun membutuhkan waktu yang 
cukup lama dalam proses training yaitu selama lebih dari 48 jam. Hal tersebut masih kurang efektif jika 
komponen hardware masih digunakan untuk training data dengan Tensorflow. Sedangkan saat komponen 
hardware memadai proses training akan semakin cepat dan penggunaan data untuk training akan semakin 
banyak. Saat proses training berlangsung progress training akan ditampilkan pada fitur yang dimiliki oleh 
Tensorflow yaitu Tensorboard. Fitur ini akan menampilkan informasi dan grafik saat proses training 




Gambar 8. Grafik Loss Box Classifier 
 
Training akan tersimpan otomatis pada setiap menitnya atau biasa disebut dengan checkpoint. Setalah 
training selesai dilakukan selanjutnya adalah konversi hasil training ke Inference graph. 
 
3.3 Pengujian Data 
Setelah proses training selesai dilakukan maka selanjutnya adalah proses pengujian data 
menggunakan program Object_detection_image.py yang disediakan oleh model. Dalam penelitian ini akan 
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diukur  akurasi deteksi yang dihasilkan oleh sistem terhadap hasil deteksi citra klasifikasi. Hasil pengujian 
klasifikasi dan identifikasi citra botol plastik dapat dilihat pada Tabel 2. Pada citra hasil deteksi seperti Gambar 
9 terlihat saat botol plastik terdeteksi maka citra botol akan ditandai dengan kotak disekelilingnya dan akan 




Gambar 9. Hasil deteksi citra 
 
Tabel 2. Hasil Pengujian Klasifikasi Botol Plastik 




Aqua 10 9 78,5 
Coca-cola 10 10 97 
Fanta 10 7 65,9 
Sprite 10 10 98,3 
Minute-Maid Pulpy 10 10 95,9 
 
 Berdasarkan hasil dari pengujian mendapatkan nilai total rata–rata akurasi berdasarkan Persamaan 2 
adalah 87.12%. Dari hasil tersebut terlihat hasil deteksi botol pada merek Fanta mendapatkan akurasi yang 
lebih kecil dari data pengujian botol plastik yang lainnya. Hal tersebut bisa dikarenakan proses training data 
yang kurang atau jumlah data training yang kurang banyak. Selain itu pula bentuk dan warna dari botol merek 
Fanta dan Coca-cola yang hampir mirip.  
 
 
4. KESIMPULAN  
Berdasarkan hasil dari penelitian ini sistem dapat mendeteksi dan mengklasifikasi botol plastik 
berdasarkan label merek dengan baik. Sistem berhasil mendapatkan nilai akurasi sebesar 87.12%. Sehingga 
sistem dapat digunakan sebagai metode yang bisa diimplementasikan untuk sortir sampah botol plastik. Pada 
penelitian selanjutnya penambahan jumlah data dan jumlah step datam training dapat diperbanyak agar 
mendapatkan hasil yang lebih baik. 
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