I. INTRODUCTION
Brain Machine Interface (BMI) research groups have utilized diverse linear and nonlinear modeling frameworks [1] [2] [3] [4] [5] [6] [7] [8] to decode neural activities and control a prosthetic device to perform intended movements. The inputs to these models are usually multichannel neuronal recordings collected from selected regions of a primate's brain. Although the simple training strategies in the linear models are attractive, the limitation of linear mappings may hinder generalization capabilities. Furthermore, linear models suffer from an explosion in the number of parameters and the proper selection of inputs in terms of cost function.
Time-Delay Neural Network (TDNN) will replace the linear models in this work due to its ability to approximate arbitrary nonlinear mapping in functional spaces. This topology is more powerful than the linear finite impulse response (FIR) filters because each hidden processing element (PE) output can be a nonlinear adaptive basis for the output space utilized by projection of the high dimensional input data. These nonlinear projections can be linearly combined to form the outputs. The TDNN architecture consists of the delayed versions of the firing counts, which effectively implements a short-term memory mechanism. However, additional delays in the already high dimensional neuronal input (hundred of neurons) bring in a huge number of free parameters. If such a large TDNN is trained by simple error back-propagation algorithm, the convergence of parameters typically need long iterations, since the error back-propagation algorithm only adjusts the weights in the steepest descent direction, and it is also sensitive to the learning rate. Hence, we propose to utilize the scaled conjugate gradient algorithm [10] to determine the step length of the weight update along the conjugate gradient direction, which simultaneously avoids the timeconsuming line search, to get a faster convergence. We also implement a sparse gradient algorithm [9] to derive a sparse weight matrix to decrease model complexity. The algorithm will be described in the next section followed by the (2) . Sk is the change in weight for second derivative approximation. ck is the learning step determined by conjugate gradient described in (5), (6) and (7). hk is a conjugate direction, along which the algorithm updates the weight vector in L (the number of all weights and biases) steps to reach the minimum of the cost function. Otherwise, the algorithm will be restarted by initializing hk+l to the current steepest descent direction gk+1. The scalar~k in (5) will be raised when the denominator of the learning step ak is less than zero, which guarantees that the scaled conjugate gradient still obeys the positive definiteness of the Hessian matrix without implementing the line search.
C. Combining a sparse algorithm into scaled conjugate gradient algorithm A sparse gradient algorithm has been proposed in [9] (10) where Wk1 denotes the ith elements in the vector Wk and Xkh denotes the iih elements in the vector Xk .
Our contribution is to integrate this constraint into the scaled conjugate formulation. Here we minimize (8) with respect to w using scaled conjugate gradient algorithm given by (4-7), where gk is the klh negative of gradient vector derived from (2) and (9) . The update of adaptive penalty factor 2 is given by (11) where q7A is small positive step-size with a condition 0 < 2/J7A <<1 to ensure A asymptotically converging to L EIWi*1P Lagrange 2 = I ( i=' -*)
The sparse conjugate gradient algorithm estimates both a sparse weight matrix and decreases the computation complexity in TDNN training. Therefore we expect that our combination of the two algorithms will produce faster convergence and better control of generalization of the TDNN.
III. BRAIN MACHINE INTERFACES MODEL DESIGN
Dr. Nicolelis primate laboratory at Duke University provided the neural recordings in the modeling analysis presented here. An adult, female monkey was instrumented with high-density microelectrode arrays [11] , implanted stereotaxically in seven cortical neural structures that are involved in the controlling fine arm and hand movements. The task involves the presentation of a randomly placed target on a computer monitor in front of the monkey. The monkey used a hand-held joystick to move the computer cursor so that it intersects the target. The hand position was recorded in real time along with the corresponding neural activity from multiple channels [8] . 192 We trained TDNN by all three algorithms described in section 11 . In the error back-propagation learning rule, we set the constant learning rate a =0.01. In the scaled conjugate gradient algorithm, we set o7k =5e-5 and sk =5e-7. In the sparse gradient algorithm, considering a separate constrain for each coordinate of hand positions, we chose 9X=0.002 and 9y =0.001 for x-, and y-coordinate, respectively. The constraint parameter p was set to 2. The step-size for the Lagrange (11) updates was chosen to be 0.001 and fi was set to 1.5. All the trainings were stopped when the cross validation error continuously increased for more than 5 steps. . We compared the three algorithms in 10 runs with different initial weights. From Table 1 , we can see that, among the three algorithms, error back-propagation obtained the largest MSE than the other two algorithms. And it also took much more epochs to converge with larger variance, which indicated the lack of robustness. The sparse gradient algorithm coupled with the scaled conjugate gradient algorithm has shown both faster convergences along with a smaller variance among runs when compared with the scaled conjugate gradient. However, the proposed algorithm performed at the same MSE and CC level as scaled conjugate gradient. Probably this result is due to the few training steps that are insufficient for the weight decay to work. The L2 norm penalty (p=2) in the sparse gradient algorithm is also not the better generalization performance in the future. Another issue that must be better controlled is the speed of the adaptation with the weight decay, because our results suggest that there is not enough time during the fast adaptation to let the weight decay take effect.
C. Experiment and Comparison Results

