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ON THE BEHAVIOR OF F -SIGNATURES, SPLITTING PRIMES, AND
TEST MODULES UNDER FINITE COVERS
JAVIER CARVAJAL-ROJAS AND AXEL STA¨BLER
Abstract. We give a comprehensive treatment on how certain fundamental objects in
Cartier theory such a F -signatures, splitting primes, splitting ratios, and test modules be-
have under finite covers. We recover previously known results as particular instances. To
this end, we expand on the notion of transposability along a section section of the relative
canonical module as first introduced by K. Schwede and K. Tucker.
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1. Introduction
Cartier theory is concerned with the study of Cartier algebras and their modules; see
Section 2 for details. A central aspect in the theory is the concept of simplicity of a Cartier
module. Let R be an Fp-algebra and C a Cartier algebra defined over R. To a given Cartier
C-module M , we may associate different objects that are useful in understanding the action
of C on M and more specifically its (generic) simplicity. For example, if R is essentially of
finite type over a perfect field, we may consider the test module τ(M,C) ⊂M [BS19], which
is a measurement of the generic simplicity ofM as a CartierC-module. If R is a local domain
and M = R, we may then additionally consider its splitting prime p(R,C) ⊂ R, which is
either nonproper or the unique largest proper Cartier submodule of R and turns out to be
a prime ideal. Roughly speaking, the ideals τ(R,C) and p(R,C) bound the non-simplicity
of R as a Cartier module. More concretely, if r ⊂ R is a nonzero proper Cartier submodule
of R, then r is bounded as follows
τ(R,C) ⊂ r ⊂ p(R,C).
In particular, R is a simple Cartier C-module if and only if τ(R,C) = (1) or p(R,C) = (0).
In fact, if p(R,C) is proper, the Cartier submodules of R form a bounded finite sub-lattice;
in the sense of [Jac85, 8], of radical ideals of R (by bounded, we mean it has a greatest and a
least element).1 Following [Sch10], we call the prime ideals in this lattice centers of F -purity
for (R,C). Thus, p(R,C) is nothing but the maximal center of F -purity of (R,C). In
other words, the closed subscheme defined by p(R,C) in SpecR is the minimal center of
F -purity.
It is worth noting that these concepts have been traditionally studied in tight closure
theory and more specifically in F -singularity theory. For example, (R,C) is said to be F -
pure if p(R,C) ⊂ R is proper, and it is said to be (strongly) F -regular if R is a simple
Cartier C-module.2
Suppose that (R,C) is F -pure, so that p(R,C) is the largest proper Cartier submodule of
R (τ(R,C) being its smallest nonzero one), then; as a matter of fact, R/p(R,C) becomes
a simple Cartier module under the induced action by C. Moreover, there is a numerical
measure of the F -regularity of this F -regular Cartier module. Namely, to (R,C) we associate
a number r(R,C) ∈ (0, 1] called the splitting ratio of (R,C). Roughly speaking, larger
r(R,C) means “milder” singularities of the F -regular pair (R/p(R,C),C). If p(R,C) = 0,
then the splitting ratio is the F -signature of (R,C), and it is denoted by s(R,C).
It is of our interest to study how these objects transform under finite covers of the ground
ring R. In this work, we generalize the transformation rules for the F -signature under finite
morphisms previously introduced in the works [CRST18, Car17] cf. [JS19], and we also
generalize some of the main results in [ST14] regarding the behavior of test ideals under
finite covers. We do this motivated by seeking naturality in the proofs rather than generality
in the statements. These generalizations are achieved by using the formalism of Cartier
modules, and the functors f ∗, f ! introduced by M. Blickle and the second named author
1To see that the lattice is finite, one may use [BK05, Remark 1.1.4 (iii)] and [Bli13, Proposition 3.6], [BB11,
Remark 4/12].
2By considering R being Cohen–Macaulay and M = ωR, analogous considerations lead to the notions of
F -injectivity and F -rationality.
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[BS19]. For instance, under this formalism, our generalized transformation rule for the F -
signature is exhibited as a simple consequence of Grothendieck duality for finite morphisms
cf. [Car17, Theorem 4.9].
In the remainder of this introduction, we summarize our main results. We commence
by explaining what the transformation rules for F -signatures are, then what those are for
splitting ratios and splitting primes. Finally, we express the results concerning test modules
(and non-F -pure ideals). In order to express the aforementioned transformation rules, we
consider the following setup.
Setup 1.1. Let (R,m,k, K) ⊂ (S, n,l, L) be a finite local extension of F -finite local Fp-
domains,3 with f : SpecS −→ SpecR the corresponding morphisms of schemes. Let f !R =
ωS/R denote the relative canonical module, defined as the S-module ωS/R := HomR(S,R).
We consider a section σ : S −→ ωS/R, and set T := σ(1). We additionally consider a Cartier
R-algebra C acting on R.
A simpler, first version of our transformation rule is the following.
Theorem A (Theorem 4.1, cf. [CRST18, Theorem 3.1], [Car17, Theorem 4.11]). Work in
Setup 1.1. If σ is an isomorphism, T is surjective, and T (n) ⊂ m, then the following formula
holds
[l : k] · s(S, f ∗C) = [L : K] · s(R,C).
We also consider a stronger version of this transformation rule that is obtained by weaken-
ing the hypothesis that σ : S −→ ωS/R is an isomorphism. Instead, we may just assume that σ
is a generic isomorphism. The analogous weakening was done in [CRST18, Theorem 4.4] by
incorporating the ramification divisor into the transformation rule. Since we are interested
in inseparable covers as well, we do this instead by using the formalism of transposes along
sections of ωS/R introduced in [ST14, ST15] by K. Schwede and K. Tucker. We develop this
concept in Section 3. The notion of T -transposable Cartier module plays a fundamental role
in this article and for its objectives.
Theorem B (Theorem 4.5, cf. [CRST18, Theorem 4.4]). Work in Setup 1.1. If σ is a
generic isomorphism, T is surjective, and T (n) ⊂ m, then the following formula holds
[l : k] · s(S, f ∗C) = [L : K] · s(R,C),
if R is a T -transposable Cartier C-module.
As a first application (and generalization) of these transformation rules, we obtain a new
transformation rule for splitting ratios [BST12, AE05, Tuc12] under finite morphisms. Our
approach is inspired by the one in [BST12], where splitting ratios were understood as F -
signatures via splitting primes. For this, we need to understand first the behavior of splitting
primes under finite covers.
Theorem C (Theorem 5.1). Work in Setup 1.1. Assume σ is a generic isomorphism, T is
surjective, and T (n) ⊂ m. Then, we have
p
(
S, f ∗C
) ∩R = p(R,C),
3The data (R,m,k,K) means R is a local domain with maximal ideal m, residue field k, and fraction field
K.
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if R is a T -transposable CartierC-module. In that case, we have the following transformation
rule: [
κ(n) : κ(m)
] · r(S, f ∗C) = [κ(p(S, f ∗C)) : κ(p(R,C))] · r(R,C),
where κ(−) denotes the residue field at the respective prime ideal. In particular, (R,C) is
F -pure (resp. strongly F -regular) if and only if (S, f ∗C) is so.
Regarding the behavior of test modules, in Section 6, we prove the following generalization
of [ST14, Main Theorem].
Theorem D (Theorem 6.1). Let f : SpecS −→ SpecR be a finite dominant morphism of
F -finite Fp-schemes. Let C be a Cartier R-algebra and M a Cartier C-module. Then the
following equality holds
TrM
(
f∗τ(f !M, f ∗C)
)
= τ(M,C),
where TrM : f∗f !M −→ M is the Grothendieck trace map (evaluation at 1). In particular,
TrM is surjective if (M,C) is F -regular. Conversely, if TrM is surjective and (f
!M, f ∗C) is
F -regular, then (M,C) is F -regular.
In Corollary 6.3, we specialize this result to transposable Cartier modules using the theory
in Section 3, e.g. Proposition 3.5, Corollary 3.11. For example, we obtain the following
result, which should be compared to [ST14, Theorem 6.25], [MS18, Theorem D].
Theorem E (Corollary 6.3). Working in the setup of Theorem D, we have that
T
(
f∗τ(S, f ∗C)
)
= τ(R,C)
if R is a T -transposable Cartier C-module.
In Section 6.2, we generalize Theorem E to test ideals along closed subschemes (as treated
in [Smo19c, §3.1], [Smo19a, §4]). See Theorem 6.12.
Similarly, in Corollary 6.4, we point out the particular case of Theorem D when A and
B are normal Cohen–Macaulay rings and M is the canonical module of A. Furthermore, in
Section 6.1 we remark the analogous results for non-F -pure modules.
It is worth observing that each one of the aforementioned theorems show that transposabil-
ity plays a crucial role in understanding the behavior of Cartier modules under finite covers.
With this in mind, in Section 7, we revisit Schwede–Tucker’s transposability criterion [ST14,
Theorem 5.7]. In said section, we study how norm functions can be used to translate the cri-
terion from effectiveness of divisor upstairs to the effectiveness of divisors downstairs, where
divisors tend to be much simpler. More precisely, we obtain the following result.
Theorem F (Theorem 7.10). Let f : Y −→ X be a degree-n finite cover of F -finite normal
integral Fp-schemes, and let T be a nonzero global section of Hom X(f∗OY ,OX). Then, there
exists a rational number 1 ≤ c ≤ n such that the following inclusions of Cartier algebras
hold:
Cc·∆X ⊂ C⊤X ⊂ C∆X ,
where ∆ := 1
n
·BranchT and BranchT is the norm of RamT ; see Definition 7.5. Furthermore,
we may take c = 1 if RamT is relatively torsion; see Definition 7.2 for the definition of
relatively torsion divisors.
It is worth noting that in the generically Galois case, the ramification divisor Ram = RamTr
is always relatively torsion; see Proposition 7.8.
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Finally, in Section 8, we illustrate Theorem E in a particularly simple but fundamental
example, namely, the Noether normalization of a Cohen–Macaulay normal singularity. These
examples are simple because they are flat and the base has trivial Picard group. For us, this
means that the branching divisor BranchT is a principal Cartier divisor cut out by the
discriminant of the extension. More concretely, our application is the following.
Theorem G (Theorem 8.1). Let (R,m,k, K) be a Cohen–Macaulay complete normal Fp-
domain, and let A := kJx1, . . . , xdK ⊂ R be a generically e´tale Noether normalization. We
write E for the fraction field of A. Letting (δ) = DR/A be the discriminant of R/A and
∆ := [K : E]−1 · divA δ, there exists a rational number 1 ≤ c ≤ [K : E] such that
Cc·∆A ⊂ C⊤A ⊂ C∆A ,
where transposition is realized with respect to the trace map TrR/A : R −→ A. We may take
c = 1 if the ramification divisor is relatively torsion; see Definition 7.2.
Furthermore, assuming that k is algebraically closed and [K : A] is prime-to-p, if the pair
(A, c · ∆) is either F -regular or F -pure then so is R, and s(R) ≥ [K : E] · s(A, c · ∆). The
converse and equality hold if the ramification divisor is relatively torsion.
Convention 1.2. In this article, all schemes and rings are defined over Fp. We shall denote
the e-th iterate of the Frobenius endomorphism by F e : X −→ X if X is a scheme, or by
F e : R −→ F e∗R if R is a ring. We use the shorthand notation q := pe to denote the e-th
power of the prime p, for instance F e : r 7→ rq. We assume all our schemes and rings to
be F -finite and locally noetherian. We shall often refer to a finite morphism of schemes for
which every component of the source dominates a component of the base as a finite cover
(or simply as a cover).
Acknowledgements. We would like to thank Manuel Blickle, Manfred Lehn, Linquan Ma,
Zsolt Patakfalvi, Karl Schwede, Anurag Singh, Ilya Smirnov, Daniel Smolkin, and Maciej
Zdanowicz for very useful discussions and help throughout the preparation of this preprint.
We are very thankful to Karl Schwede for suggesting to us many ways to improve a first
version of this work such a removing normality from our hypothesis and working out a trans-
formation rule for adjoint ideals under finite covers. The first named author commenced
working on this project while in his last year of Graduate School at the Department of
Mathematics of the University of Utah. He is greatly thankful for their hospitality and sup-
port. He is particularly thankful to his advisor Karl Schwede for his guidance and generous
support.
2. Preliminaries
We briefly record the notions about Cartier algebras, F -signature, splitting primes, split-
ting ratios, and test modules that we will need for the rest of the paper. However, we recall
first some generalities about Hartshornes’s theory of generalized divisors.
2.1. Generalized divisors. We invite the reader to read [Har07, §2], which we follow for
the treatment on generalized divisors. We commence by recalling the weak (non-derived)
version of Grothendieck duality for covers that we will use throughout.
Proposition 2.1 (Grothendieck duality for finite covers). Let f : SpecS −→ SpecR be a
finite cover. Let f ! be the functor from R-modules to S-modules given by f ! = HomR(S,−);
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which respects coherency. Then, the morphism of R-modules
ξ = ξ(M,N) : f∗HomS(N, f !M) −→ HomR(f∗N,M), ψ 7→ TrM ◦f∗ψ
is a natural isomorphism on both M and N . Here, TrM : f∗f !M −→ M is the trace natural
transformation given by the evaluation-at-1 map. The inverse ζ = ζ(M,N) is given by
ζ(ϑ)(n) := ϑ(− · n) for all n ∈ N , in other words(
ζ(ϑ)(n)
)
(s) := ϑ(s · n) for all n ∈ N, s ∈ S.
Of course, by gluing these constructions on affine charts, the same duality applies to a general
cover f : Y −→ X; see [Har77, III, Ex. 6.10].
Remark 2.2. It is worth noting that the map ξ (and therefore ζ) in Proposition 2.1 preserves
the S-linear structures. In other words, we may think of ξ as a natural S-linear isomorphism
ξ′ : HomS(N, f !M) −→ HomR(f∗N,M),
where the S-linear structure of the target is given by the S-linear structure of N , i.e., is given
by pre-multiplication of scalars. We shall often refer to these natural S-linear isomorphisms
as Grothendieck duality as well.4
Definition 2.3 (Canonical modules). Let X be a noetherian equidimensional scheme. We
say that X admits a canonical module if there are morphisms
X
f−→ S i−→ G
where f is a finite dominant morphism, i is a closed embedding and G is a Gorenstein
scheme. If ωG is a fixed dualizing line bundle on G, we define the canonical module of X by
ωX := f
!ωS where
ωS :=Ext
δ
G(OS, ωG) = H
−dimS(i!ωG[dimG]),
and δ = dimG − dimS. If g : Y −→ X is a finite dominant morphism between schemes
admitting canonical modules, we always make the choice of canonical modules compatible
with g, that is, we always set ωY = g
!ωX .
Remark 2.4. Let X be a scheme admitting a canonical module and so that F : X −→ X
is a finite cover, i.e., X is F -finite. In general, the canonical module cannot be defined so
that F !ωX ∼= ωX ; see [ST14, §2.5]. Whenever this is possible, we say that X satisfies (!).
This includes the local case and the (essentially) of finite type case. Indeed, F !ωX is also a
dualizing sheaf and thus by [Har66, Chapter V, Theorem 3.1] one has ωX ∼= F !ωX ⊗L for
some line bundle L so that the local case is clear. In the essentially of finite type case, say
f : X −→ Speck, we may simply take ωX := f !k since k ∼= F !k.
Caveat 2.5. It is worth noticing that in [Har07], Harsthorne assumes that the scheme G in
Definition 2.3 is regular whereby we must be careful when citing this work of his. However,
we remark all his results in [Har07, §1, §2] are valid in our more general setup as well; see
[HK71].
Terminology 2.6 ([Har07]). Let X be a scheme admitting a canonical module ωX . For an
OX -module F, one defines F
ω := Hom X(F, ωX) and refers to it as its ω-dual. Moreover,
we consider the canonical and natural OX -linear maps αF : F −→ Fωω. We refer to α as
4The point is that HomS(N, f
!M) −→ HomR(N,M), ψ 7→ TrM ◦ψ, is an isomorphism of abelian groups that
preserves both R-linear and S-linear structures.
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the ω-reflexive hull, or well as the S2-ification natural transformation if X satisfies S1; see
[Har07, Remark 1.8] for a justification of such a name. We say that a coherent OX -module
F is ω-reflexive if αF is an isomorphism. We denote the (full) subcategory of ω-reflexive
OX -modules by OX -mod
ω. The same terminology applies in a ring and module theoretic
setting.
Remark 2.7. Let X be a schemes admitting a canonical module and satisfying S1. In this
case, the canonical module ωX satisfies S2 [Har07, Lemma 1.3].
5 Moreover, ω-reflexivity and
S2 are equivalent conditions on coherent modules. Indeed, αF : F −→ Fωω is in general
an isomorphism in codimension-0, or generically. However, if F satisfies S1, then αF is an
isomorphism in codimension-1 and so injective. See [Har07, Proposition 1.5] for details.
Moreover, the ω-dual of any (finite) module is ω-reflexive [Har07, Corollary 1.6]. In
particular, Hom X(F,G) is ω-reflexive if so is G by ⊗-Hom adjunction.6 Addditionally, if
f : Y −→ X is a cover. Then, we have natural isomorphisms f∗(Gω) ∼= (f∗G)ω; provided by
Grothendieck duality, for all coherent OY -modules G. In consequence, f
! can be restricted
to a functor f ! : R-modω −→ S-modω. It is worth noting the same cannot be said for the
pullback functor f ∗ unless, for example, f is flat. The same remarks and observations apply
in a ring, module theoretic setting.
Let X be a scheme satisfying the S2 condition (and admitting a canonical module ωX),
and let KX denote its sheaf of total fractions, which has good properties as we assume X
satisfies S1 [Har94, Proposition 2.1]. In particular, we have that a coherent OX -module F
is supported in codimension ≥ 1 if and only if KX ⊗F = 0, and if and only if F is locally
annihilated by nonzerodivisors of OX . In this work, if D is a generalized divisor on X we
denote its corresponding fractional ideal by ID ⊂ KX .7 Moreover, we use the notations
OX(D) := I
∨
D =Hom X(ID,OX)
∼= I−1D = I−D,
which is what Hartshorne denotes by L (D). More importantly, we denote:
ωX(D) :=Hom X(ID, ωX),
which is what Hartshorne denotes by M(D).
Suppose that X also satisfies G0. In particular, ωX is generically free of rank-1 (i.e. locally
free of rank-1 at every generic point of X). In that case, we may use [Har07, 2.4] to find an
embedding ωX −→ KX realizing ωX as a non-degenerate fractional ideal, say I−KX . In this
way, we have defined an anticanonical (generalized) divisor −KX ; see [Har07, Definition–
Remark 2.7]. More generally, we have that ωX(D) is an ω-reflexive OX-module generically
free of rank-1, and it is then isomorphic to a generalized divisor, which Hartshorne denotes
by (−KX)(−D). In particular, any ω-reflexive OX-module that is generically free of rank-1
is isomorphic to ωX(D) for some generalized divisor D, cf. [Har94, Proposition 2.8].
Since we are assuming X is S2, so that OX is ω-reflexive ([Har07, Proposition 1.5]), we
have the following (canonical) relation
(2.7.1) OX(D) ∼= ωX
(
D + (−KX)
)
5In this work, we use Hartshorne’s definiton of Serre’s conditions: a coherent OX -module F satisfies the Sk
condition if depthFx ≥ min{k, dimOX,x} for all x ∈ X .
6Indeed, in that case HomA(M,N) ∼= HomA(M,Nωω) ∼= HomA(M ⊗Nω, ωA) = (M ⊗Nω)ω on affine charts
SpecA ⊂ X .
7This correspondence is “definitional,” yet we like to follow the traditional additive notation.
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for all generalized divisors D on X .
IfX also satisfiesG1, then we may define a canonical divisor KX onX byKX := −(−KX),
which is an almost Cartier divisor, and OX(KX) ∼= ωX by (2.7.1). More generally, we have
that ωX(D) ∼= OX(D +KX) for all generalized divisor D, and so ωX(D) can be realized as
a reflexive generalized divisor.
If f : Y −→ X is a morphism of schemes that satisfy S2 condition, we define the pullback
along f of an almost Cartier divisor D on X as follows. Let i : U −→ X be an open containing
all codimension-1 points such that i∗ID is Cartier, and let j : V −→ Y be the pullback of i
along f . Then, we define f ∗D by If∗D := j∗f ∗U (i
∗ID) (where fU : V −→ U is the pullback
of f to U), which is an almost Cartier divisor. This defines a homomorphism between the
groups of almost Cartier divisors that is compatible with linear equivalence. In other words,
we obtain a morphism of abelian groups
f ∗ : APicX −→ APicY,
where APic denotes the abelian group of almost Cartier divisors module linear equivalence;
see [Har07, Definition after Corollary 2.3].
Denoting by ADivX the group of almost Cartier divisors onX , for a given abelian group A
(such a Q or Z(p)), we define an almost Cartier A-divisor to be an element of A⊗ZADivX =:
ADivAX . We define APicAX in the same way, so that we have a surjective homomorphism
ADivAX −→ APicAX (obtained from twisting ADivX −→ APicX by A). We say that
two almost Cartier A-divisors D1, D1 are A-linearly equivalent and write D1 ∼A D2 is the
difference D1 − D2 vanishes along the projection ADivAX −→ APicAX . If A = Q (resp.
A = Z(p)), D1 ∼Q D2 (resp. D1 ∼Z(p) D2) if and only if there is n ∈ Z nonzero (resp.
prime-to-p) such that nD1 ∼ nD2 in ADivX . Moreover, we define the pullback in between
almost Cartier A-divisors f ∗ : ADivAX −→ ADivA Y by twisting the above defined pullback
by A.
The following proposition establishes the connection between (generalized) divisors and
maps.
Proposition 2.8. Let f : Y −→ X be a cover between schemes satisfying G0 + S2. Let E be
a reflexive divisor on Y and D an almost Cartier divisor on X. Then, there is a canonical
isomorphism of OX-modules:
(2.8.1) Hom X
(
f∗ωY (E), ωX(D)
) ∼= f∗OY (f ∗D −E),
which can also be thought of as an isomorphism of OY -modules
(2.8.2) Hom X
(
f∗ωY (E), ωX(D)
) ∼= OY (f ∗D −E),
as in Remark 2.2. In particular, to any non-degenerate map ϕ : f∗ωY (E) −→ ωX(D) there
corresponds an effective generalized divisor Dϕ ∼ f ∗D −E (on Y ).8
Furthermore, let g : Y ′ −→ Y be a cover of X-schemes satisfying G0 + S2, and set f ′ =
f ◦ g : Y ′ −→ X. Let E ′ be a reflexive generalized divisor on Y ′, and let E and D be almost
Cartier divisors on Y and X respectively. Since the isomorphisms (2.8.1) are natural, we have
8By ϕ being a non-degenerate map, we simply mean that the corresponding morphism OY −→
HomX
(
f∗ωY (E), ωX(D)
)
is injective. In other words, we mean that ϕ; as a global section of the OY -
module HomX
(
f∗ωY (E), ωX(D)
)
, is supported generically (i.e. ϕ is a locally a nonzerodivisor). Recall we
assume Y satisfies S1.
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that for all non-degenerate ψ ∈ HomY
(
g∗ωY ′(E ′), ωY (E)
)
and ϕ ∈ HomX
(
f∗ωY (E), ωX(D)
)
the following equality holds
(2.8.3) Dϕ◦f∗ψ = Dψ + g
∗Dϕ.
Proof. We may work in the affine setting. We denote X = SpecR, Y = SpecS, and
Y ′ = SpecS ′. Next, note that
HomR
(
f∗ωS(E), ωR(D)
) ∼= HomR (f∗ωS(E)⊗R ID, ωR) ∼= HomR (f∗(ωS(E)⊗S f ∗ID), ωR)
where we used the projection formula to say that the canonical morphism f∗ωS ⊗R ID −→
f∗
(
ωS(E) ⊗S f ∗ID
)
is an isomorphism on an open U ⊂ X containing all codimension-1
points on which D is Cartier. Then, this canonical map becomes an isomorphism after
ω-dualization. Next, we observe that(
ωS(E)⊗S f ∗ID
)ωω ∼= I(−KS)(−E)+f∗D = I(−KS)(−(E−f∗D)) ∼= ωS(E − f ∗D),
where in the middle equality between generalized divisors we use [Har07, Proposition 2.8
(b)] and that f ∗D is almost Cartier. Summing up, we have canonical isomorphisms
(2.8.4) HomR
(
f∗ωS(E), ωR(D)
) ∼= HomR (f∗ωS(E − f ∗D), ωR).
In other words, by denoting E∗ := E−f ∗D we may assume D = 0. Note that E∗ is reflexive
by [Har07, Proposition 2.2 (c), (e)]. It is worth noticing that the isomorphism (2.8.4) is
trivial at codimension-1 points or whenever ID ∼= OX . With this reduction in place, we use
Grothendieck duality to conclude:
(2.8.5)
HomR
(
f∗ωS(E∗), ωR
) ∼= f∗HomS (ωS(E∗), ωS) ∼= f∗IE∗ = f∗I−(−E∗) ∼= f∗S(−E∗).
Next, we observe that a non-degenerate element of S(−E∗) is simply an embedding
I−E∗ −→ S, which is the same as an effective divisor linearly equivalent to −E∗. Thus,
we obtain a mapping ϕ 7→ Dϕ ∈ |f ∗D − E|.
For the statement regarding the naturality of ϕ 7→ Dϕ, we note first we may assume
D = 0 as explained above—this will simplify the notation. Then, we consider the following
commutative triangle.
f ′∗ωS′(E
′)
f∗ψ
//
ϕ′ %%❏
❏❏
❏❏
❏❏
❏❏
❏
f∗ωS(E)
ϕ
zz✉✉
✉✉
✉✉
✉✉
✉✉
ωR
By the naturality (on the source) of the first isomorphism in (2.8.5), this diagram transforms
into the following commutative diagram
g∗ωS′(E ′)
ψ
//
ϕ′′ $$❏
❏❏
❏❏
❏❏
❏❏
❏
ωS(E)
x∈IE{{✇✇✇
✇✇
✇✇
✇✇
ωS
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Once again, by naturality of (2.8.5); this time on the target though, we obtain the following
commutative diagram
ωS′(E
′ − g∗E)
y∈IE′−g∗E &&◆◆
◆◆
◆◆
◆◆
◆◆
◆
ωS′(E
′)
y′∈IE′zz✉✉✉
✉✉
✉✉
✉✉
x
oo
ωS′
By writing this down additively, we obtained the claimed divisorial equality. K
Example 2.9. Working in the setup of Proposition 2.8, we may consider the particular case
of D = 0 and E = 0. Then, (2.8.2) translates into the fact that TrωR : f∗ωY −→ ωX is a free
generator ofHom X(f∗ωY , ωX) as an OY -module. Another interesting example is to consider
D = −KR and E = −KS. The hypothesis that D is almost Cartier requires that we assume
X to satisfy G1. By (2.7.1), we just get an isomorphism ωY/X ∼= OY
(
f ∗(−KX) − (−KY )
)
using (2.7.1), where we define ωY/X := f
!OX . We denote KY/X := f
∗(−KX) − (−KY ) and
refer to it as the relative canonical divisor of f . Thus, an injective global section σ : OY −→
ωY/X (i.e. T : f∗OY −→ OX is non-degenerate) defines an effective divisor DT ∼ KY/X . We
often use the notation RamT = DT .
Example 2.10 (Generalized Schwede’s correspondence). Let X be a scheme that satisfies
the conditions G0 + S2 and (!); see Remark 2.4. Then, according to Proposition 2.8 applied
to the Frobenius morphism F e : X −→ X , we have that
Hom X
(
F e∗ωX(D), ωX(D)
) ∼= F e∗OX((q − 1)D)
for all almost Cartier divisors D on X , or well
Hom X
(
F e∗ωX(D), ωX(D)
) ∼= OX((q − 1)D)
where the OX-linear structure on the left-hand side module is given by pre-multiplication.
Thus, to any non-degenerate (under pre-multiplication) map ϕ : F e∗ωX(D) −→ ωX(D) we
associate an effective almost Cartier divisor Dϕ ∼ (q − 1)D. One defines the normalized
divisor of ϕ simply by ∆ϕ :=
1
q−1Dϕ. In this way, ∆ϕ is an effective almost Cartier Z(p)-
divisor such that ∆ϕ ∼Z(p) D. Of particular interest is the case OX(D) = ωR
(
D + (−KX)
)
.
In this case, to any non-degenerate (under pre-multiplication) map ϕ : F e∗OX(D) −→ OX(D)
there corresponds an effective almost Cartier Z(p)-divisor ∆ϕ ∼Z(p) D + (−KX). Hence,
if X also satisfies G1, we have that ∆ϕ + KX ∼Z(p) D. Moreover, in this case, we may
also recover and generalize Schwede’s correspondence between p−e-linear maps and divisors
[Sch09]. Concretely, if ∆ is an effective almost Cartier Z(p)-divisor such that ∆+KX ∼Z(p) D,
then there is a non-degenerate map ϕ : F e∗OX(D) −→ OX(D) for some e > 0 such that ∆ϕ = ∆
and ϕ is unique up to pre-multiplication by global units (i.e. elements of Γ(X,O×X)) and by
powers of ϕ, where ϕn : F en∗ OX(D) −→ OX(D) is defined inductively by ϕn+1 = ϕ ◦ F e∗ϕn.
In particular, using (2.8.3), we have that ∆ϕn = ∆ϕ for all n. With this in place, we see
that Schwede’s correspondence holds in this generality too (using [Har94, Proposition 2.9],
[Har07, Remark 2.9], and Z(p) = colime Zq−1) by the arguments in [Sch09]; see [BS13, §4].
We shall not use this converse part of the correspondence in this work though.
2.2. Cartier algebras, Cartier modules, and the functors f ∗, f !. We first recall
the concepts of Cartier algebras and modules, as well as the functor f ∗, f ! introduced by
M. Blickle and the second named author [BS19]. This is the formalism we need to express
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our transformation rules. For simplicity, we will work below in the affine setting yet every-
thing to be said and defined generalizes to the general scheme-theoretic setting by gluing on
affine charts.
Definition 2.11 (Cartier algebras). Let R be a ring. A Cartier R-algebra C is an N-graded
ring C =
⊕
eCe with C0 = R, and equipped with a graded R-bimodule structure such that
r · κe = κe · rq for all r ∈ R, κe ∈ Ce. We have that Cartier R-algebras form a category in
the obvious way.
Example 2.12 (Full Cartier algebras). LetM be an R-module. One defines the full Cartier
algebra of M as
CM =
⊕
e
HomR(F
e
∗M,M) (setting C0,M := R).
We write Ce,M to denote (CM)e = HomR(F
e
∗M,M). The (graded) left R-module structure
is given by the rule (post-multiplication)
(r · ϕe)(−) := r · ϕe(−) for all r ∈ R,ϕe ∈ Ce,M ,
whereas the (graded) right R-module structure is given by the rule (pre-multiplication)
(ϕe · r)(−) := ϕe(F e∗ r · −) for all r ∈ R,ϕe ∈ Ce,M .
The (graded) ring structure is defined as follows: If ϕe ∈ Ce,M and ϕ ∈ Cd,M , then ϕe · ϕd ∈
Ce+d,M is the composition
F e+d∗ M
F e∗ϕd−−−→ F e∗M ϕe−→ M.
For instance, if we consider X = SpecR to be as in Example 2.10 (also satisfying G1) and
M = R(D) for some almost Cartier divisor D, we have the following interpretation of CR(D):
CR(D) ∼=
⊕
e
R
(
(q − 1)(D −KX)
)
,
where, if we think of an element of R
(
(q−1)(D−KX)
)
as an invertible element xe ∈ K in the
ring of total fractions of R such that div xe+(q−1)(D−KX) is effective, then xe ·xd := xpde xd
by using (2.8.3).
Example 2.13 (Cartier algebra of a divisor). Let X = SpecR be as in Example 2.10 and D
an almost Cartier divisor. By fixing an effective almost Cartier Q-divisor ∆, we may define
C∆ωR(D) to be the Cartier subalgebra of CωR(D) consisting of degree-e homogeneous elements
ϕ such that ∆ϕ −∆ is effective. If R is a normal domain and D = −KR, we often find C∆R
to be defined in the literature as
C∆e,R = Hom
(
F e∗R
(⌈(q − 1)∆⌉), R) ⊂ HomR(F e∗R,R).
These two perspectives are equivalent and we use both in this work [BST12, §4.3.1], [CR18,
§2.1.1.2].
Definition 2.14 (Cartier modules). With the same setting as in Definition 2.11, one defines
a Cartier module as a left C-module that is coherent as an R-module. In other words, a
Cartier module is a coherent R-module M together with a homomorphism of Cartier R-
algebras Ξ: C −→ CM . One defines the category of Cartier modules in the obvious way.
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Next, we proceed to recall the functors f ∗ and f ! associated to a finite cover f : SpecS −→
SpecR [BS19]. Let C be a Cartier R-algebra. One naturally defines a Cartier S-algebra
f ∗C as follows. As a right S-module, f ∗C is equal to C ⊗R S =
⊕
eCe ⊗R S, which is a
graded ring in the obvious way. The graded left S-module structure is defined by the rule:
s · (κe ⊗ s′) := κe ⊗ sqs′ for all s, s′ ∈ S, κe ∈ Ce.
This construction gives a functor f ∗ from the category of Cartier R-algebras to the category
of Cartier S-algebras.
For the “upper-shriek” functor, consider the functor f ! = HomR(S,−) from the category
R-modules to the category of S-modules. It is worth recalling that this functor respects
coherency. The next step is to note that this functor can be extended to a functor from
C-modules to f ∗C-modules. Indeed, let M be a coherent R-module and let µ ∈ f !M =
HomR(S,M), κe ⊗ s′ ∈ f ∗Ce, then one defines (κe ⊗ s′) · µ ∈ f !M as:(
(κe ⊗ s′) · µ
)
(s) := κe · µ(s′sq).
Alternatively, given a homomorphism of Cartier R-algebras Ξ: C −→ ⊕eHomR(F e∗M,M),
we need to define a natural homomorphism of Cartier S-algebras
f !Ξ: f ∗C −→
⊕
e
HomS
(
F e∗ f
!M, f !M
)
.
The map f !Ξ is defined in degree e as follows:
f !Ξ(κe ⊗ s′) := Ξ̂(κe) · s′ for all κe ∈ Ce, s′ ∈ S,
where ϕ̂ is given by Grothendieck duality for finite morphisms; see Proposition 2.1, as the
only element of HomR(F
e
∗ f
!M, f !M) making the following diagram commutative:
f∗F e∗ f
!M
f∗ϕ̂
//
F e∗ TrM

f∗f !M
TrM

F e∗M
ϕ
// M
For ϕ ∈ HomR(F e∗M,M), we define ϕ̂ ∈ HomR(F e∗ f !M, f !M) as
ϕ̂ = ζ
(
F e∗ f
!M,M
)(
ϕ ◦ F e∗ TrM
)
,
which is the same to say that
ϕ̂(F e∗µ)(s) = ϕ
(
F e∗µ(s
q)
)
for all µ ∈ f !M, s ∈ S.
Remark 2.15 (The relatively Gorenstein case). The above argument shows that, if Ξ: C −→
CM realizesC as a Cartier subalgebra ofCM for some R-moduleM , then f
!Ξ: f ∗C −→ Cf !M
realizes f ∗C as a Cartier subalgebra of Cf !M . In particular, if C is a Cartier subalgebra
of CR and ωS/R := f
!R ∼= S, i.e. if the cover R −→ S is Gorenstein,9 then f ∗C can be
realized as a Cartier subalgebra of CS. More concretely, under the hypothesis that there is
an isomorphism of S-modules σ : S −→ ωS/R, say 1 7→ T , Grothendieck duality yields natural
isomorphisms on N :
f∗HomS(N, S) −→ HomR(f∗N,R), ψ 7→ T ◦ ψ.
9In other words, if S is relatively Gorenstein over R.
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Plugging in N = F e∗S, we obtain that, given ϕ ∈ CR, there is a unique ϕ̂ ∈ CS making the
following diagram commutative
F e∗S
ϕ̂
//
F e∗T

S
T

F e∗R
ϕ
// R
Hence, if C ⊂ CR then f ∗C is the right S-span of {ϕ̂ | ϕ ∈ C} in CS.
2.3. F -signatures, splitting primes, and test modules. For the reader’s convenience,
we recall the main objects of study in this work, namely, F -signature, splitting ratios, split-
ting primes, and test modules. For details, we invite the reader to consult the provided
references.
2.3.1. Test modules, F -purity, and F -regularity. LetM be aC-module, where C is a Cartier
algebra over a ring R. As usual, we denote
⊕
e≥1Ce by C+. The Cartier module M is called
F -pure if C+M = M . If N is another C-module and ϕ : N −→ M is a morphism, then ϕ is
called a nil-isomorphism if kerϕ and cokerϕ are annihilated by some power of C+.
We define the test module τ(M,C) as the smallest Cartier submodule N of M for which
the natural inclusion
H0η (Nη) −→ H0η(Mη)
is a nil-isomorphism, where η runs over all associated primes of M . We say that M is
F -regular if τ(M,C) = M . We refer the reader to [BS19, §1] for more details.
If R is a normal Cohen–Macaulay ring satisfying (!) with canonical module ωR and Cartier
operator κR : F
e
∗ωR −→ ωR (see [Car57, Kat70] cf. [EV92, BK05, BS13]), then we say that R
is F -rational (resp. F -injective) if (ωR, κR) is F -regular (resp. F -pure); where by (ωR, κR)
we denote the Cartier module ωR with respect to its full Cartier algebra (as in fact κR ·R =
HomR(F∗ωR, ωR)). See [ST12, §8.1,8.2], cf. [Smi97, Fed83, FW89].
2.3.2. Splitting primes and ratios. Let (R,m,k) be a local ring and C ⊂ CR be a Cartier
subalgebra. Following [BST12], we define the splitting numbers of (R,C) to be
ae(R,C) := λR
(
Ce
/
Cnse
)
,
where the length is taken using the left R-module structures, and Cnse ⊂ Ce is the R-
submodule of Ce of nonsurjective maps, i.e. C
ns
e := {ϕ ∈ Ce | ϕ(F e∗R) ⊂ m}. Finally, we
define the F -signature of (R,C) to be
s(R,C) := lim
e→∞
ae·n
qδ
,
where n := gcd{e ∈ N | ae(R,C) 6= 0} and δ = dimR + logp[k1/p : k]. As a matter of
fact, this limit exists ([Tuc12]) and its positivity characterizes the F -regularity of (R,C);
see [BST12, §3].
If (R,C) is F -pure, its splitting prime [AE05] is defined as
p(R,C) := {r ∈ R | ϕ(F e∗ r) ∈ m for all e ∈ N, ϕ ∈ Ce}.
It is worth noting that (R,C) is F -pure if and only if the ideal defined above is proper. We
may use p(R) to denote p(R,CR). This is a prime ideal and is zero if and only if (R,C) is
14 J. CARVAJAL-ROJAS AND A. STA¨BLER
F -regular; see [AE05, Theorem 1.1], [BST12, Proposition 2.12, Lemma 2.13]. Additionally,
p(R,C) is C-compatible, meaning that
ϕ
(
F e∗p(C)
) ⊂ p(C) for all ϕ ∈ Ce.
In other words, p(R,C) is a Cartier submodule of R. In fact, it is the largest ideal with this
property [Sch10, Remark 4.4], [BST12, Proposition 2.12]. It follows that any map ϕ ∈ Ce
induces a unique map ϕ ∈ Ce,R/p(C) making the following diagram commutative:
F e∗R
ϕ
//

R

F e∗
(
R/p(C)
) ϕ
// R/p(C)
In particular, C induces a Cartier R
/
p(C)-algebra, say C; see [BST12, Definition 2.10]. It
follows that
(
R/p(R,C),C
)
is F -regular; see [AE05, Theorem 4.7], [Sch10, Corollary 7.8],
[BST12, Lemma 2.13], and one defines the splitting ratio of (R,C) to be
r(R,C) := s
(
R/p(C),C
)
.
See [BST12, Theorem 4.2], cf. [Tuc12, Theorem 4.9], [AE05]. We may simply use r(R) to
denote r(R,CR).
2.4. Generalizing a Theorem of Tucker. In this section, we generalize [Tuc12, Theorem
4.11] by K. Tucker on the asymptotic behavior of the free rank of F e∗M as an R-module. To
this end, let (R,m,k) be a local ring. Given a coherent R-module M , we define
M ♭ :=
⊕
e
M ♭e :=
⊕
e
HomR(F
e
∗M,R),
which becomes a graded left CR-module with scalar multiplication given by
ϕ · ϑ = ϕ ◦ F d∗ ϑ : F e+d∗ M
F d∗ ϑ−−→ F d∗R ϕ−→ R, for all ϕ ∈ Cd,R, ϑ ∈M ♭e .
Moreover, M 7→ M ♭ is a contravariant functor from R-mod to the category of graded left
CR-modules.
10 In this subsection, we are going to denote the category of graded left modules
over a Cartier algebra C by C-glmod.
For any Cartier algebra C ⊂ CR and any graded left C-submodule M ⊂ M ♭, we define
the splitting numbers
ae(M) := λR
(
Me/M
ns
e
)
,
where the lengths are computed as left R-modules, and Mnse denotes the (left) R-submodule
of Me of nonsurjective maps, that is
Mnse := Me ∩ HomR(F e∗M,m).
Note that Mnse ⊃ m ·Me, so that the above lengths are always finite. Following [BST12], we
define a semigroup ΓM = {e | ae(M) 6= 0} ⊂ N and nM = gcd(ΓM).
10However, M ♭ is not necessarily finitely generated as an R-module, therefore not a Cartier module.
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Definition 2.16 (Asymptotic splitting ratio). With notation as above and following [Yao05],
we define the asymptotic splitting ratio of M as
#(M) := lim
e→∞
ae·nM(M)
qδ
,
where δ = dimR + logp[k
1/p : k] if ΓM 6= 0 and as 0 otherwise.
Theorem 2.17 (cf. [Tuc12, Theorem 4.11]). If (R,m,k, K) is a local domain, and M is a
finitely generated R-module, then #(M ♭) = rankM · s(R,CR).
Proof. Simply combine [Tuc12, Theorem 4.11] and its proof with [BST12, Proposition 3.5].
K
Given a CartierR-subalgebraC ⊂ CR and anR-moduleM , there are at least two (natural)
ways to construct graded left C-submodules of M ♭, namely M ♮,C and M ♯,C (or simply M ♮
and M ♯, respectively, if there is no ambiguity on the Cartier algebra C). These are defined,
in degree e, as follows:
M ♮,Ce :=
〈
ϕ ◦ F e∗ ρ ∈M ♭e
∣∣ ϕ ∈ Ce and ρ ∈ M∨ = HomR(M,R)〉Z,
M ♯,Ce :=
{
ϑ ∈M ♭e
∣∣ ϑ ◦ F e∗m ∈ Ce for all m ∈ HomR(R,M)}
=
{
ϑ ∈M ♭e
∣∣ ϑm := ϑ(− · F e∗m) ∈ Ce for all m ∈M}.
It is not difficult to check that both M ♮,C and M ♯,C are graded left C-submodules of M ♭.
Furthermore, M ♮ ⊂M ♯, for
(ϕ ◦ F e∗ ρ)m = ϕ
(
F e∗ ρ(m) · −
)
= ϕ · ρ(m) ∈ Ce for all ϕ ∈ Ce, ρ ∈ M∨, m ∈M.
Lemma 2.18. Assume that R is a domain, and let C ⊂ CR be a Cartier R-algebra. Then
M 7→ M ♮ defines a contravariant functor R-mod −→ C-glmod. Consider the functor11
R-mod −→ C-glmod, M 7→ C ⊗R M∨. Then ηM : C ⊗R M∨ −→ M ♮, ϕ ⊗ ρ 7→ ϕ ◦ F e∗ ρ is a
surjective natural transformation of functors.
Proof. One easily verifies that ηM : C ⊗R M∨ −→M ♮, ϕ⊗ ρ 7→ ϕ ◦ F e∗ ρ is a natural transfor-
mation, in particular, one easily verifies that ηM is a map of C-glmod. By construction, the
ηM are surjective. K
Remark 2.19. The natural transformation η of Lemma 2.18 is in general not injective. To see
this, let R be an F -finite local Gorenstein domain so that C is generated by a single element
Φ. Then η with respect to CR is injective since any homogeneous element of CR ⊗M∨ is of
the form ∑
i
Φeri ⊗ ρi = Φe ⊗
∑
i
riρi.
Set ρ :=
∑
i riρi. Then, assuming that Φ
e ⊗ ρ 6= 0, we find r ∈ R and m ∈ M such that
Φe(F e∗ r) 6= 0 and ρ(m) = s 6= 0. We then obtain (Φe ◦ F e∗ρ)(sq−1rm) = Φe(sqr) = s · Φe(r),
which is also nonzero as R is a domain.
Now, consider some subalgebra C of CR generated in degree one by Φ · I, where I is an
ideal of R and M∨ is an R-module such that the natural map I ⊗M∨ −→ R ⊗M∨ is not
11Here, the tensor productC⊗RM∨ is defined as a tensor product of R-bimodules, where the right R-module
structure of M∨ is trivially defined as ϕ · r = r ·ϕ. The (graded) left action of C on C⊗RM∨ is the obvious
one, namely, κe · (κd ⊗ ϕ) = (κeκd)⊗ ϕ.
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injective. Since C inherits the grading of CR and tensor products commute with direct sums,
we may restrict our attention to degree one and obtain a commutative diagram as follows:
C1 ⊗R M∨
ηM,C

// C1,R ⊗R M∨
ηM,CR

M ♮,C // M ♮,CR
Clearly, the lower horizontal map is injective. By the first paragraph, the right vertical map
is also injective. But since C1 as a right R-module is just the ideal I, the top horizontal
arrow is not injective. We conclude that ηM,C is not injective either.
Lemma 2.20. With the same setup as in Lemma 2.18, M 7→ M ♯ defines a contravariant
functor R-mod −→ C-glmod.
Proof. Let g : M −→ N be an R-linear map in R-mod; we have a natural composition map
on N ♭e −→ M ♭e . Let ν ∈ N ♯e , we need to show that ν ◦g ∈M ♯e . For this, take arbitrary m ∈M
and notice that for any r ∈ R
ν ◦ F e∗ g(F e∗ r · F e∗m) = ν
(
F e∗ r · F e∗ g(F e∗m)
)
.
However, the map F e∗ r 7→ ν(F e∗ r · F e∗ g(F e∗m)) is in Ce by the definition of N ♯e .
K
The following result is our generalization of [Tuc12, Theorem 4.11].
Theorem 2.21. Let (R,m,k, K) be a local domain and C ⊂ CR a Cartier R-algebra. Then
#
(
M ♮,C
)
= rankM · s(R,C) = #
(
M ♯,C
)
.
Proof. Let g := rankM be the generic rank of M and consider a short exact sequence of
R-modules
0 −→ R⊕g −→ M −→ T −→ 0,
where T is a torsion R-module, i.e. AnnR T 6= 0. Applying the exact functor F e∗ followed by
the left exact functor HomR(−, R) we obtain an exact sequence
0 −→ HomR(F e∗M,R) ι−→ HomR(F e∗R⊕g, R),
in view that HomR(F
e
∗T,R) = 0 (for R is a domain and T , therefore F
e
∗T , is torsion). In
other words, we have an exact sequence
0 −→M ♭e ι−→
(
R⊕g
)♭
e
.
In order to avoid unnecessarily cumbersome notation in what follows, let us think of the
injective map R⊕g −→ M as an actual inclusion L ⊂ M , with L a free module of rank g.
In this way, ι is nothing but the restriction map. Thus, all we are pointing out is that
this restriction map is injective, i.e. a map ϑ : F e∗M −→ R gets determined by its values at
F e∗L ⊂ F e∗M . By abuse of notation and for sake of clarity, we think of ι as an actual inclusion
M ♭e ⊂ L♭e as well. That is, we realize M ♭e inside L♭e as the maps ϑ : F e∗L −→ R admitting
a (necessarily unique) extension of domain to a map F e∗M −→ R. Moreover, notice this
inclusion respects nonsurjectivity, that is
ι
((
M ♭e
)ns)
= ι
(
M ♭e
) ∩ (L♭e)ns = ι(M ♭e)ns.
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On the other hand, for every nonzero c ∈ AnnR T , we have c ·M ⊂ R⊕g. Therefore, following
the aforementioned conventions, we get inclusions
(2.21.1) L♭e · c ⊂M ♭e ⊂ L♭e.
Indeed, any map ϑ : F e∗L −→ R, when pre-multiplied (i.e. scaled on the right) by c, extends
to F e∗M . In other words, ϑ(F
e
∗ c · −) can be evaluated at elements of M and not just at
elements of L ⊂M .
Next, observe that the inclusion (2.21.1) restricts to
(2.21.2) L∗e · c ⊂M∗e ⊂ L∗e
for both ∗ = ♮, ♯. Indeed, letting ∗ = ♮, the second containment in (2.21.2) just means that
if ϑ ∈ L♭e is a map whose restriction to F e∗M is in M ♮e , then ϑ ∈ L♮e. Then, this containment
holds because any such a ϑ factors through
F e∗L ⊂ F e∗M
F e∗ ρ−−→ F e∗R
ϕ−→ R
for some ρ ∈ M∨ and ϕ ∈ Ce. On the other hand, the first containment in (2.21.2); with
∗ = ♮, just says that any ϑ ∈ L♭e admitting a factorization
F e∗L
F e∗ ρ−−→ F e∗R
ϕ−→ R
with ρ ∈ L∨ and ϕ ∈ Ce, extends to a map in M ♮e after pre-multiplication by c. This is clear
because such an extension would factor as
F e∗M
F e∗ (·c)−−−→ F e∗L
F e∗ ρ−−→ F e∗R ϕ−→ R
A similar reasoning applies to ∗ = ♯.
With the above being said, if M is reflexive, then by a well-known argument among
experts; see [BST12, Lemma 4.17], [CRST18, Lemma 2.7], the containments (2.21.2) imply
#
(
ι(M∗)
)
= #(L∗) for both ∗ = ♮, ♯. For M not necessarily reflexive, we obtain the same
conclusion adapting the aforementioned arguments. We assert the following.
Claim 2.22. #
(
ι(M∗)
)
= #(L∗) for both ∗ = ♮, ♯, even if M is not reflexive.
Proof of claim. Let ∗ denote either ♮ or ♯. We have an exact sequence (of R-bimodules)
0 −→M∗e /(M∗e )ns −→ L∗e/(L∗e)ns −→ L∗e
/(
(L∗e)
ns +M∗e
) −→ 0.
Set A := L∗e/M
∗
e and B := (L
∗
e)
ns
/(
M∗e ∩ (L∗e)ns
)
(as R-bimodules). Observe that A/B is just
the cokernel in the above short exact sequence. Now, recall that mA ⊂ B, in other words
Am[q] ⊂ B.12 On the other hand, we have
λR(A/B) = q
αλF e∗R(A/B)
where pα = [k1/p : k], and where we use λF e∗R(−) to denote the length as right R-modules.13
In this fashion, by using, mutatis mutandis, the argument in the proof of [Tuc12, Lemma
3.2], we conclude that there is a constant C > 0
λR(A/B) = q
αλF e∗R(A/B) ≤ qαλF e∗R
(
A
/
Am[q]
)
≤ CqdimA+α
12Here, a[q] denotes the e-th Frobenius power of an ideal a ⊂ R; i.e. the subideal of a generated by the q-th
powers of elements of a.
13Also, we are making use of the fact that if (R1,m1,k1) ⊂ (R2,m2,k2) is a finite local extension of rings,
then λR1(−) = [k2 : k1] · λR2(−).
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for all e sufficiently large.
Now, as cA = 0, we conclude that dimA < dimR, and so dimA + α < δ. Therefore,
taking lengths in the short exact sequence, dividing by qδ, and letting e −→ ∞ proves the
claim. K
Finally, we may identify the graded left C-module C⊕g with an appropriate submodule
of L♭ and then clearly L∗ = L♭ for both ∗ = ♮, ♯. It is also clear that # (C⊕g) = g · s(R,C).
Combining these observations with the Claim 2.22 proves the theorem. K
3. Transposability along a section of the relative canonical module
We make the following simple observation.
Lemma 3.1. Let f : Y −→ X be a finite cover, and let Hom(f ∗, f !) be the set of natural
transformations σ : f ∗ −→ f !. Then, the mapping σ 7→ (σOX : OY −→ ωY/X) defines a bijection
Hom(f ∗, f !) −→ Γ(Y, ωY/X). Furthermore, under this bijective correspondence, splittings
of OX −→ f∗OY in ωY/X correspond to natural tranformations σ : f ∗ −→ f ! such that the
composition of natural transformations
id
η−→ f∗ ◦ f ∗ f∗◦σ−−→ f∗ ◦ f ! Tr−→ id
is the identity, where η is the unit functor of the adjunction (f ∗, f∗).
Proof. We work in the affine case by setting X = SpecR and Y = SpecS. One readily
verifies that the mapping ωS/R −→ Hom(f ∗, f !) that sends S −→ ωS/R to
M 7→ (ωS/R ⊗R M can−−→ f !M) ◦
(
(S −→ ωS/R)⊗R M
)
is the required inverse. More succinctly, if T ∈ ωS/R, then one defines a natural transfor-
mation σ : f ∗ −→ f ! by declaring that σM : f ∗M −→ f !M is the S-linear map corresponding
by adjunction to the R-linear map M −→ f∗f !M given by m 7→ (s 7→ T (s)m) for all
s ∈ S,m ∈M , and all R-modules M .
We see right away that the composition ωS/R −→ Hom(f ∗, f !) −→ ωS/R is the identity. To
see that the composition Hom(f ∗, f !) −→ ωS/R −→ Hom(f ∗, f !) is also the identity, one uses
that a natural transformation σ : f ∗ −→ f ! must be compatible with the maps in HomR(R,M),
which translates into commutative squares
S
σR
//
s 7→s⊗m

ωS/R
σ 7→
(
s 7→σ(s)m
)

f ∗M
σM
// f !M
for all m ∈ M . Equivalently, σM = (ωS/R ⊗R M −→ f !M) ◦ (σR ⊗R M). The last statement
follows straight away from the definition of the bijections. K
Following Schwede and Tucker [ST14], given a finite cover f : Y −→ X , we choose a natural
transformation σ : f ∗ −→ f !, and set T := TrX ◦σX to be the corresponding global section of
ωY/X , where we use the subscript X instead of OX to simplify notation. Before we consider
the general case, we would like to illustrate with a fundamental example what we are aiming
for. We work in the affine setting for notation ease, we write X = SpecR and Y = SpecS.
Suppose that σR : S −→ ωS/R is injective (i.e. T is non-degenerate). We say that ϕ ∈ Ce,R
is T -transposable if ϕ̂ ◦ F e∗σR : F e∗S −→ ωS/R belongs to the image of HomS(F e∗S, S) under
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the embedding HomS(F
e
∗S, σR) : HomS(F
e
∗S, S) −→ HomS(F e∗S, ωS/R). In other words, ϕ is
T -transposable if there is a necessarily unique map ϕ⊤ ∈ Ce,S making the following diagram
commutative
F e∗S
ϕ⊤
//
F e∗σR

S
σR

f ∗ωS/R
ϕ̂
// ωS/R.
We refer to ϕ⊤ as the T -transpose of ϕ (we suppress T from the notation hoping it is clear
from the context). Notice that, if ϕ is T -transposable, ϕ⊤ is characterized by the equality
(3.1.1) ϕ
(
F e∗T (ss
′q)
)
= T
(
ϕ⊤(F e∗ s)s
′)
for all s, s′ ∈ S. This, is stronger than just requiring ϕ ◦ F e∗T = T ◦ ϕ⊤, which is obtained
by specializing to s′ = 1 in (3.1.1).
Proposition 3.2. With notation as above, suppose that σR is additionally an isomorphism
in codimension-0 and that S has no embedded points, then the injective morphism of Cartier
modules σR : (S, ϕ
⊤) −→ (ωS/R, ϕ̂) induces an isomorphism on test modules.
Proof. See the proof of Corollary 3.11 below. K
Remark 3.3. Recall that saying that S has no embedded points is to say that S satisfies
the S1 condition. If S satisfies S1, then so does R. The converse holds if σR is injective.
Moreover, if σR is an isomorphism in codimension-0 and S satisfies S1, then σR is necessarily
injective. Thus, in view of Proposition 3.2, we see that the natural setup for transposability
seems to be that R and S both satisfy S1 and that σR : S −→ ωS/R is an injective generic
isomorphism. It is worth observing that, if R and S additionally satisfy G0, then σR being
injective implies that it is an isomorphism in codimension-0.
Our first goal is to generalize Proposition 3.2 and the notions behind it to general Cartier
modules (not justM = R). The first difficulty we find is to control ker σM for all (or arbitrary)
M . To bypass this issue, we restrict ourselves to the full subcategory of ω-reflexive modules
(where ω is a a canonical module as in Definition 2.3) as in [Har07], which is very well-
behaved assuming the underlying spaces satisfy S1; see [Har07], cf. [Har94]. To that end,
we introduce the following setup.
Setup 3.4. Let f : Y = SpecS −→ X = SpecR be a finite cover of S1 schemes admitting
canonical modules where σR is a generic isomorphism.
Let K denote the total ring of fractions of R, which is given by K =
∏
ht p=0Rp as R
satisfies S1; see [Har94, Proposition 2.1]. Since R −→ S is integral, we readily see that
L = K ⊗R S is the total ring of fractions of S. In particular, proving something generically
or in codimension-0 boils down to pulling back along SpecK −→ X and replacing f by
fK : SpecL −→ SpecK.
Working in Setup 3.4, we see that σ : f ∗ −→ f ! factors through the S2-ifications. More
precisely, σM : f
∗M −→ f !M factors naturally as
σM : f
∗M
αf∗M−−−→ (f ∗M)ωω ςM−→ f !M
for all ω-reflexive R-modules M . In other words, the mapping M 7→ (f ∗M)ωω defines a
functor f † : R-modω −→ S-modω together with a natural transformation ς : f † −→ f ! factoring
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σ : f ∗ −→ f ! through S2-ifications. The advantage of working with ς instead of σ is the
following.
Proposition 3.5. Work in Setup 3.4. Then, σωωM is an (injective) generic isomorphism for
all finite generically flat R-modules M satisfying S1. In particular, ςM : f
†M −→ f !M is an
(injective) generic isomorphism for all generically flat ω-reflexive R-modules M .
Proof. First, we observe that for any R-module M we have natural isomorphisms of R-
modules:
f∗f !(Mωω) = HomR(S,Mωω) ∼= HomR(S ⊗R Mω, ωR) = HomR(f∗f ∗(Mω), ωR)
∼= f∗HomS
(
f ∗(Mω), ωS
)
= f∗
(
f ∗(Mω)
)ω
,
given by ⊗-Hom adjunction and Grothendieck duality. Nevertheless, we readily see that
this induces a natural isomorphism of f !(Mωω) ∼= (f ∗(Mω))ω of S-modules. In particular,
applying f ! to αM : M −→Mωω yields a natural transformation
βM : f
!M −→ (f ∗(Mω))ω,
which is an isomorphism (resp. an isomorphism in codimension-1) if M is ω-reflexive (resp.
satisfies S1). Notice that αM and so βM are injective provided that M satisfies S1. Consider
the following diagram.
(3.5.1) f !M
βM
//
α
f !M

(
f ∗(Mω)
)ω
α

(f !M)ωω
βωωM
//
εM
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥ ((
f ∗(Mω)
)ω)ωω
where εM is the natural transformation given by
εM :=
(
f ∗(Mω)
δM−→ (f !M)ω)ω
and δM is the (f
∗, f∗)-adjoint of the R-linear map Mω −→ f∗(f !M)ω given by µ 7→ f !µ.14
Of course, the outer rectangle in (3.5.1) is commutative for all M . A straightforward com-
putation verifies that the upper triangle in (3.5.1) is commutative as well (for all M). The
lower triangle, however, is not necessarily commutative, unless αf !M is an isomorphism (or
surjective). In particular, if M satisfies S1 and so does f
!M ,15 then αf !M is an isomorphism
in codimension-1 thereby the lower triangle commutes in codimension-1. Therefore, since
all modules in the lower triangle are reflexive, we have that this triangle is commutative
provided that M satisfies S1; see [Har07, Remark 1.8]. Moreover, in that case, this would
be a commutative diagram of natural isomorphisms.
In conclusion, we have that εM naturally realizes βM as the S2-ification of f
!M in the (full)
subcategory of modules M that satisfy S1. This will be crucial below.
14Alternatively, since f∗(f
!M)ω ∼= (f∗f !M)ω by Grothendieck duality, we may think of δM as the map
corresponding to TrωM : M
ω −→ (f∗f !M)ω by (f∗, f∗)-adjointness.
15Use [The19, Lemma 0AV6] together with the fact that depth is invariant under pushforwards along finite
morphisms.
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On the other hand, specializing to M = R gives us an injective map:
(3.5.2) S
σR−→ ωS/R βR−→ (f ∗ωR)ω = HomS(f ∗ωR, ωS).
It is worth noting that (βR ◦ σR)(1) = βR(T ) = σωR . Then, we may consider the following
composition:
(3.5.3) f ∗HomR(M,ωR)
can−−→ HomS(f ∗M, f ∗ωR)
HomS(f
∗M,σωR)−−−−−−−−−−→ HomS(f ∗M,ωS),
giving us a natural transformation γM : f
∗(Mω) −→ (f ∗M)ω. Dualizing γM further gives
χM = γ
ω
M : f
†M −→ (f ∗(Mω))ω. Moreover, we have the following commutative diagram:
f †M
χM
//
(
f ∗(Mω)
)ω
f ∗M
σM
//
αf∗M
OO
f !M
βM
OO
Note that the diagram is clearly commutative for M = R by construction. Noting that all
natural transformations are compatible with HomR(R,M), we obtain the commutativity for
general M . Next, we prove that this diagram (naturally) realizes χM as σ
ωω
M via εM . More
precisely, we have the following.
Claim 3.6. χM = εM ◦ σωωM for all M . In fact, γM = σωM ◦ δM for all M .
Proof of claim. We verify the latter equality as the former one follows from this one by taking
ω-duals. To see this latter equality, notice that both sides are natural transformations
f ∗(Mω) −→ (f ∗M)ω . Thus, it suffices to check both sides agree at an arbitrary element
1 ⊗ µ ∈ f ∗(Mω) with µ ∈ Mω. On one side, we have γM : 1 ⊗ µ 7→ σωR ◦ f ∗µ, and on the
other σωM ◦δM : 1⊗µ 7→ f !µ◦σM . In this way, we just need to show that σωR ◦f ∗µ = f !µ◦σM
for all µ. However, this is clear (both send 1⊗m to s 7→ T (s)µ(m)). K
In particular, we have that σωωM = ε
−1
M ◦χM if M satisfies S1, and moreover ςM = β−1M ◦χM
if M satisfies S2. Consequently, in either case, we just need to prove that χM = γ
ω
M is an
injective generic isomorphism for all M . Of course, since the domain of χM satisfies S1, it
suffices to prove χM is a generic isomorphism as then its injectivity is automatic. Then, it
is enough to prove that γM is generically an isomorphism. To this end, we recall that γM is
the composition (3.5.3). Note that the map “can” in (3.5.3) is generically an isomorphism
if M is generically flat (or well if f is generically flat). Hence, it suffices to prove that σωR
is generically an isomorphism. To this end, recall that σωR is the image of 1 under the
composition (3.5.2), which is generically an isomorphism (by hypothesis). Generically, we
then have an isomorphism L −→ HomL(f ∗KωK , ωL) of L-modules. Taking ω-duals, we obtain
an isomorphism ωL
ρ←− f ∗KωK using the fact that in dimension 0 all modules are ω-reflexive
[Har07, Lemma 1.1]. Therefore, there is (a unique) l ∈ L such that ρ = l · σωK , where we
notice right away that l cannot be a zerodivisor as ρ is an isomorphism, whence σωK = l
−1 ·ρ
is an isomorphism; as desired. K
Remark 3.7. We notice that, in Proposition 3.5, we may add the extra hypothesis of f being
generically flat and then remove the hypothesis of generic flatness on M ; this was implicitly
pointed out in its proof. We would also like to remark that this condition is determined by
T given the assumption that σR is a generic isomorphism. Indeed, if (R,m,k) ⊂ (S, n,l)
is a local extension of artinian rings rings such that S −→ ωS/R; 1 7→ T , is an isomorphism,
22 J. CARVAJAL-ROJAS AND A. STA¨BLER
then S/R is free if and only if the inclusion of ideals mS ⊂ f !m : T = {s ∈ S | T (sS) ⊂ m}
is an equality. To see this, simply notice that dimk S/mS computes the minimal number of
generators of S as an R-module whereas dimk S/(f
!m : T ) computes the rank of a maximal
rank free quotient of S as an R-module as 1 7→ T is an isomorphism; cf. [BST12, Lemma
3.6].16 This is, of course, all irrelevant if we assume that R satisfies R0.
Definition 3.8 (Transposability). Working in Setup 3.4. Let M be a generically flat ω-
reflexive R-module. We say that a map ϕ ∈ Ce,M is T -transposable if the map ϕ̂ ◦ F e∗ ςM ∈
HomS(F
e
∗ f
†M, f !M) belongs to HomS(F e∗ f
†M, f †M), i.e, if there is a map ψ ∈ Ce,f†M
making the following diagram commutative
F e∗ f
†M
ψ
//
F e∗ ςM

f †M
ςM

F e∗ f
!M
ϕ̂
// f !M
Since ςM is injective, any such map ψ is unique and we denote it by ϕ
⊤ (suppressing T from
the notation hoping it is clear from the context) and refer to it as the transpose of ϕ along T
or simply as the T -transpose of ϕ. We denote the set of T -transposable maps by C⊤M , which
is a Cartier subalgebra of CM .
Let C be a Cartier R-algebra acting on M , we say that M is a T -transposable Cartier
module if C acts on M via T -transposable maps, i.e., the structural map Ξ: C −→ CM
factors through C⊤M ⊂ CM . Thus, by definition, if M is a T -transposable Cartier C-module,
then ςM : f
†M −→ f !M is a morphism of Cartier f ∗C-modules, where f ∗C acts on f †M via
ϕ⊗ s 7→ ϕ⊤ · s.
Remark 3.9. (The exceptional case M = R) Note that, according to Definition 3.8, a T -
transposable Cartier module is necessarily ω-reflexive. Thus, for this definition to apply to
M = R, we need R so satisfy S2, which we find to be too restrictive at the moment. Thus,
we define the same transposability notions for M = R satisfying only S1 by replacing M
by R and ςM by σR in Definition 3.8—this generalizes the preliminary definitions we gave
in the paragraphs that followed Lemma 3.1. Of course, these two notion would coincide for
M = R when both R and S satisfy S2
Remark 3.10. (Degeneracy) Let M (and the setup) be as in Definition 3.8. Let ϕ : F e∗M −→
M be a T -transposable map. We would like to point out that if any map in the set
{
ϕ, ϕ̂, ϕ⊤
}
is nondegenerate, then so are the other two of them. Indeed, ϕ̂ and ϕ⊤ are generically the
same map up to isomorphism (of both source and target) as ςM is generically an isomorphism
by Proposition 3.5. To see why ϕ and ϕ̂ share degeneracy, observe that if ϕ = 0, then so is
ϕ̂ in general and in particular generically. Now, suppose ϕ̂ is generically zero. Since M is
generically flat (so free), we may assume that M = R. Thus, to show ϕ is generically zero,
it suffices to show that TrR : f∗ωS/R −→ R is generically surjective. This, however, follows
precisely because R −→ S is a finite cover which implies ωS/R is generically nonzero and
16To see this last statement, let S ։ R⊕a be an R-quotient of S with maximal rank. This simply means that
the corrsponding direct summand decomposition S ∼= R⊕a⊕M is so that HomR(M,m) ⊂ HomR(M,R) is an
equality. In particular, we have HomR(S,R) ∼= R⊕a⊕HomR(M,R) and HomR(S,m) ∼= R⊕a⊕HomR(M,m),
whence their corresponding quotient is k⊕a. Nonetheless, under the isomorphism S −→ ωS/R, that quotient
corresponds to S/(f !m : T ).
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so there must exist a map in ωS/R whose image contains a nonzerodivisor. Additionally, it
is not clear to the authors whether or not all degenerate maps are always T -transposable,
unless for instance both R and S are integral where degeneracy is trivial.
Corollary 3.11. Work in Setup 3.4. Let C be a Cartier R-algebra and M a T -transposable
Cartier C-module. Then ςM : f
†M −→ f !M induces an isomorphism on test modules, i.e.
τ(ςM) : τ(f
†M, f ∗C) −→ τ(f !M, f ∗C) is an isomorphism.
Proof. First, observe that ςM is an injective generic isomorphism between modules hav-
ing no embedded primes. Since ςM is an injective f
∗C-linear map, we conclude that
ςM(τ(f
†M, f ∗C)) is an C-submodule of f !M that generically agrees with f !M . Thus, we get
an inclusion τ(f !M, f ∗C) ⊂ ςM
(
τ(f †M, f ∗C)
)
by minimality of τ(f !M, f ∗C). Conversely,
since ςM(f
†M) is a f ∗C-submodule of f !M that generically agrees with f !M , it must contain
τ(f !M, f ∗C). Then, ςM
(
τ(f †M, f ∗C)
) ⊂ τ(f !M, f ∗C) by minimality of τ(f †M, f ∗C). K
Remark 3.12. Observe that by definition a T -transposable Cartier module is ω-reflexive.
However, we may also work with S1-modules, at least for understanding their test modules.
Indeed, in this case we have that αM : M −→ Mωω realizes M as a Cartier submodule of
Mωω that agrees generically.17 In particular, τ(αM) is an isomorphism. Thus, in studying
test modules, we may always replace M with its S2-ification.
Remark 3.13. Working in Setup 3.4, assume that R and S satisfy G0. Let C be a Cartier R-
algebra and suppose ωR(D) is a Cartier module withD an almost Cartier divisor. Notice that
the isomorphism βωR(D) : f
!ωR(D) −→ f ∗(ωR(D)ω)ω (defined in the proof of Proposition 3.5)
yields a natural isomorphism f !ωR(D) −→ ωS(f ∗D). On the other hand, assuming both R
and S satisfy G1, we have that
f †ωR(D) = (f ∗I−KR−D)
ωω = If∗(−KR)−f∗D = IKS/R−f∗D−KS = ωS(f
∗D −KS/R).
Moreover, the map ςωR(D) : f
†ωR(D) −→ f !ωR(D) is simply the embedding ωS(f ∗D−KS/R) −→
ωS(f
∗D) given by the effective divisor DT ∼ KS/R. Indeed, this is how the map χωR(D) =
γωωR(D) was constructed in the proof of Proposition 3.5. In particular, we have that f
†R(D) ∼=
S(f ∗D) whereas f !R(D) ∼= S(f ∗D +KS/R) and under these isomorphisms ςR(D) is given by
the embedding S(f ∗D) −→ S(f ∗D +KS/R) defined by the effective divisor DT ∼ KS/R.
Next, we recall and extend [ST14, Theorem 5.7].
Theorem 3.14 (Schwede–Tucker’s transposability criterion). Working in Setup 3.4, assume
that R and S satisfy G1 + S2 and (!).
18 Let D be an almost Cartier divisor on X. Then,
a nondegenerate map ϕ : F e∗ωR(D) −→ ωR(D) is T -transposable if and only if f ∗∆ϕ −DT is
effective, in which case we have ∆ϕ⊤ = f
∗∆ϕ −DT .
Proof. First of all, by Remark 3.10, we know that if ϕ is nondegenerate, then so are ϕ̂ and
ϕ⊤. Next, by (2.8.3), we notice that Dϕ̂ = f ∗Dϕ, and so ∆ϕ̂ = f ∗∆ϕ. On the other hand,
using (2.8.3) again, we readily see that the divisor associated to
ϑ : F e∗ωS(f
∗D −KS/R) −→ F e∗ωS(f ∗D) ϕ̂−→ ωS(f ∗D)
17If C is acting on M via Ξ: C −→ CM , then C acts on Mωω via Ξωω : κe 7→ Ξ(κe)ωω using the canonical
isomorphism (F e∗M)
ωω ∼= F e∗ (Mωω)
18Note that it is enough to assume R satisfies (!) as then S does, for F !ωS = F
!f !ωR = f
!F !ωR ∼= f !ωR = ωS .
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is Dϕ̂ +DT . However, the divisor associated to a composition
F e∗ωS(f
∗D −KS/R) ϕ
⊤−→ ωS(f ∗D −KS/R) −→ ωS(f ∗D)
would be Dϕ⊤+qDT . Therefore, ϑ restricts to ωS(f
∗D−KS/R) if and only if Dϕ̂− (q−1)DT
is an effective divisor, i.e., if ∆ϕ̂ − DT is effective. In that case, ∆ϕ⊤ = ∆ϕ̂ − DT ; as
required. K
4. Transformation rule for the F -signature under finite covers
In this section, we prove transformation rules for the F -signature under finite covers that
generalize the ones in [CRST18, Theorem 3.1, Theorem 4.4], [Car17, Theorem 4.11].
Theorem 4.1. Let φ : (R,m,k) −→ (S, n,l) be a local finite injective homomorphism, with
f : Y −→ X the corresponding morphism of schemes. Suppose that there is an isomorphism
σR : S −→ ωS/R of S-modules such that T := σR(1) is surjective and T (n) ⊂ m. Then, for
any Cartier R-algebra C acting on R the following formula holds
[l : k] · s(S, f ∗C) = [L : K] · s(R,C),
where [L : K] is the minimal generic rank of S as an R-module.19
Proof. Note that by our assumptions f is a finite cover. Of course, we may assume that R
is a domain as otherwise the formula to prove is trivially 0 = 0, and so we may think of φ
as an extension. In that case, [L : K] is simply the generic rank of S as an R-module. Let
d = dimR = dimS and δ = d+ logp[k
1/p : k] = d+ logp[l
1/p : l]. First of all, we have:
[l : k] · ae(f ∗C) = [l : k] · λS
(
f ∗Ce
/
(f ∗Ce)ns
)
= λR
(
f∗
(
f ∗Ce
/
(f ∗Ce)ns
))
.
Next, we assert:
Claim 4.2. The isomorphism given by Proposition 2.1 (cf. also Remark 2.15)
ξ = ξ(R,F e∗S) : f∗HomS(F
e
∗S, S) −→ HomR(F e∗ f∗S,R), ψ 7→ T ◦ f∗ψ
induces an isomorphism
f∗
(
f ∗Ce
/
(f ∗Ce)ns
) −→ (f∗S)♮/((f∗S)♮)ns.
Proof of the claim. We must prove the equality ξ
(
f∗f ∗Ce
)
= (f∗S)♮ and that ψ is surjective
if and only if so is ξ(ψ). The equality ξ
(
f∗f ∗Ce
)
= (f∗S)♮e follows from the hypothesis that
f is Gorenstein, as in Remark 2.15. Indeed, we know that an element of f ∗Ce is a finite sum∑
i ϕ̂i · si, where all ϕi are in Ce, hence
ξ
(∑
i
ϕ̂i · si
)
=
∑
i
T ◦ (ϕ̂i · si) =∑
i
ϕi ◦ F e∗ (si · T ) ∈ (f∗S)♮e.
That is, ξ
(
f∗f ∗Ce
) ⊂ (f∗S)♮e. The converse inclusion holds by noticing that, on the right-
hand side, we hit all the elements of (f∗S)♮e, for any ρ ∈ HomR(S,R) is of the form s · T for
some s ∈ S.
The equivalence between the surjectivity of ψ and ξ(ψ) = T ◦ψ follows from the remaining
two hypothesis on T . Indeed, if T is surjective, then ξ(ψ) is surjective if so is ψ. Conversely,
suppose ψ is not surjective, meaning that it maps F e∗S into n, then, since T (n) ⊂ m, we have
that ξ(ψ) maps F e∗S into m. This proves the claim. K
19That is, [L : K] = min{dimκ(p) S ⊗R κ(p) | ht p = 0}.
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Summing up,
[l : k] · ae(f ∗C) = λR
(
f∗
(
f ∗Ce
/
(f ∗Ce)ns
))
= λR
(
(f∗S)♮e
/(
(f∗S)♮e
)ns)
= ae
(
(f∗S)♮
)
.
Dividing by qδ, letting e→∞, and using Theorem 2.21 we obtain the desired result. K
Remark 4.3. With the same hypothesis as in Theorem 4.1, if S is reflexive as an R-module,
then we have that [l : k] equals frkRf∗S, the free rank of S as an R-module. Indeed,
frkRf∗S = λR
(
HomR(S,R)
/
HomR(S,m)
)
= λR(S · T/n · T ) = λR(l) = [l : k].
In the next section, we discuss how the hypotheses can be weakened by tweaking the
Cartier algebra we consider. Next, we record examples which show that all hypotheses are
necessary; see [CR18, Example 3.15].
Example 4.4. (a) To see that the surjectivity of T is necessary, we may consider [ST14,
Example 7.12]. In this example, we are given with
R =
F2Jx, y, zK
(z2 + xyz + xy2 + x2y
) ⊂ R[u, v](
u2 + xu+ x, v2 + yv + y, z + xv + yu
) ∼= F2Ju, vK
= S
a quasi-e´tale20 and degree 2 extension of 2-dimensional F2-algebras such that TrS/R is not
surjective. In this example, R is a log terminal singularity that is F -pure but not strongly
F -regular. In fact, R is the ring of invariants of S under the action of Z/2Z = {0, 1}
given by
1 · u = u+ 1
1 + u
u2, 1 · v = v + 1
1 + v
v2.
Moreover, one checks that TrS/R(u) = x, TrS/R(v) = y, and TrS/R(uv) = xy + z. Then
TrS/R(S) ⊂ (x, y, z). Note that R is Gorenstein as a complete intersection. Since S
is regular we thus have HomR(S,R) ∼= S. This example is originally due to M. Artin
[Art75].
(b) For the necessity of T (n) ⊂ m, consider any Noether normalization R ⊂ S of a singular
Gorenstein local ring S such that chark ∤ [K(R) : K(S)]. E.g.
R = k
q
x2, y2
y ⊂ kqx2, xy, y2y = S
with chark 6= 2. Then ωS/R ∼= S for S is Gorenstein, say T is a free generator of ωS/R
as an S-module. Then T is surjective, for R ⊂ S must split.
However, Theorem 4.1 fails for otherwise it would imply s(S) ≥ s(R) = 1, but S is
singular. In the concrete example k
q
x2, y2
y ⊂ kqx2, xy, y2y, we have that a free basis
is 1, xy. It is not difficult to see that the dual element of xy in ωS/R, say T , is a free
generator of ωS/R as a S-module. By definition, it sends xy to 1, so T (n) 6⊂ m. Similarly,
we could even consider k
q
xd
y ⊂ kqxy for d > 1.
4.1. Weakening the hypothesis via transposability. In [CRST18, Theorem 4.4], the
ramification divisor was introduced into the transformation rule to bypass the lack of an
isomorphism S −→ ωS/R. This can be done in the generality discussed in this paper as well.
Using the notion of transposability, we may replace T being an isomorphism in Theorem 4.1
to simply saying that R is a T -transposable Cartier C-module.
20That is, e´tale away from the closed point.
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Theorem 4.5. Let φ : (R,m,k) −→ (S, n,l) be a local finite injective homomorphism, with
f : SpecS −→ SpecR the corresponding morphism of schemes, and let C be some Cartier
R-algebra. Suppose there is a generic isomorphism σR : S −→ ωS/R of S-modules such that
T := σR(1) is surjective and T (n) ⊂ m. Let us also assume that R is a T -transposable
Cartier C-module. With these assumptions
[l : k] · s(S, f ∗C) = [L : K] · s(R,C).
In particular, (R,C) is F -regular if and only if (S, f ∗C) is so.
Proof. The proof is verbatim the same as the one for Theorem 4.1 except for Claim 4.2. This
claim must be modified as follows:
Claim 4.6. The natural generic isomorphism
ξ : f∗HomS(F e∗S, S) −→ HomS(F e∗ f∗S,R), ψ 7→ T ◦ f∗ψ
induces a generic isomorphism
f∗
(
f ∗D
/
(f ∗De)ns
) −→ (f∗S)♮/((f∗S)♮)ns.
Proof of claim. Indeed, we still have that ξ sends f∗f ∗De injectively into (f∗S)♮, and sur-
jectivity/nonsurjectivity of maps is preserved under ξ. The only difference now is that the
containment ξ
(
f∗f ∗De
) ⊂ (f∗S)♮ may be proper. However, its kernel is torsion, for, generi-
cally, we still have the required isomorphisms. K
In particular, there is a nonzero c ∈ R such that
(f∗S)♮ · c ⊂ ξ
(
f∗f ∗De
) ⊂ (f∗S)♮
As in Claim 2.22, this suffices to conclude that ξ
(
f∗f ∗C⊤e
)
and (f∗S)♮ have the same splitting
ratios, which is all we need. K
4.2. Recovering previous transformation rules. The transformations treated in this
work are generalizations to the ones found in [CRST18] and [Car17]. However, this may
seem not to be case, for the inclusions f ∗CR ⊂ CS, f ∗C∆R ⊂ Cf
∗∆
S may be proper (unless
for example f is e´tale or more generally a finite torsor). The purpose of this sections is to
remark that, although these Cartier algebras may differ, the F -signatures are the same. The
following proposition guarantees this is the case.
Proposition 4.7. (a) With the setup as in Theorem 4.5, suppose in addition that both R
and S are normal domains. If ∆ ≥ 0 is a Q-divisor on X = SpecR such that ∆∗ :=
f ∗∆− RamT is effective, then s
(
S, f ∗C∆
)
= s
(
S,C∆
∗)
.
(b) With the setup as in Theorem 4.1, we have s
(
S, f ∗CR
)
= s
(
S,CS
)
.
Proof. We start with (a). First of all, by Schwede–Tucker’s transposition criterion [ST14,
Theorem 5.7], the effectiveness condition on ∆∗ implies that C∆ ⊂ (CR)⊤. Therefore,
Theorem 4.5 yields
[l : k] · s(S, f ∗C∆) = [L : K] · s(R,C∆).
Note that [ST14, Theorem 5.7] also implies f ∗C∆ ⊂ C∆∗ .
Rather than proving directly that s
(
S, f ∗C∆
)
= s
(
S,C∆
∗)
, we are going to explain why
we may replace f ∗C∆ by C∆
∗
in the proof of Theorem 4.5 getting the same transformation
rule. To this end, by applying Grothendieck duality to the inclusion f ∗C∆ ⊂ C∆∗ , we get
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right away that ξ
(
f∗f ∗C∆
) ⊂ ξ(f∗C∆∗). In the proof of Theorem 4.5, the key idea was
arguing the existence of a nonzero c ∈ R such that
(f∗S)♮e · c ⊂ ξ
(
f∗f ∗De
) ⊂ (f∗S)♮e
for D the Cartier R-algebra of interest, in our current case D = C∆. The new strategy is
rather to prove that there is a nonzero c ∈ R such that
(4.7.1) (f∗S)♯e · c ⊂ ξ
(
f∗C∆
∗
e
) ⊂ (f∗S)♯e.
At this point, let us note that (b) follows right away by taking c = 1 (and by replacing
C∆
∗
e by f ∗Ce) in light of Remark 2.15. For ∆ 6= 0, we follow the main ideas in [CRST18,
§4]. For instance, we think of C∆e as the p−e-linear maps F e∗R −→ R admitting an extension
to F e∗R
(⌈(q − 1)∆⌉) −→ R,21 and similarly for C∆∗e . Moreover, we will need to tweak C∆∗e
a bit to make (4.7.1) possible. More precisely, we are going to tweak it by C′e ⊂ C∆∗e the
p−e-linear maps extending to a map F e∗R
(⌈(q − 1)∆∗⌉ +D) −→ R, where D is any effective
Weil divisor such that
0 ≤ f ∗⌈(q − 1)∆⌉ − ⌈(q − 1)f ∗∆⌉ ≤ D.
Notice that D depends only on ∆ (not on e), as explained in [ST14, §2.2].22 Thus, this tweak
is asymptotically insignificant and so does not affect the F -signature; see [CRST18, Lemma
2.7]. We will see soon why this is necessary, although unnecessary if (q − 1)∆ were integral
(this has to do with pullbacks not commuting with roundings). Thus, we claim the following.
Claim 4.8. There exists 0 6= c ∈ R such that
(f∗S)♯e · c ⊂ ξ
(
f∗C′e
) ⊂ (f∗S)♯e.
Proof. To see the latter containment, take ψ ∈ C′e and consider ϑ := T ◦ ψ. Notice that
Dϑ = Dψ + qRamT ≥ (q − 1)∆∗ +D + qRamT = (q − 1)f ∗∆+RamT +D,
this means that the domain of ϑ : F e∗S −→ R can be extended to F e∗S
(⌈(q−1)f ∗∆⌉+RamT +
D
)
. Therefore, we are left to show that rs ∈ S(⌈(q− 1)f ∗∆⌉+RamT +D) for all s ∈ S and
r ∈ R(⌈(q − 1)∆⌉). However, this is clear, for
divS(rs) = divS(r) + divS(s) = f
∗ divR(r) + divS(s) ≥ −f ∗⌈(q − 1)∆⌉
(⋆)
≥ −⌈(q − 1)f ∗∆⌉ −D
≥ −⌈(q − 1)f ∗∆⌉ − RamT −D.
It is precisely because of (⋆) that we need to tweak by D.
It remains to construct cmaking the former inclusion possible. For this, we follow the main
steps in the proof of [ST14, Lemma 4.5]. Namely, let 0 6= c0 ∈ R be such that the obvious
analog of [ST14, 4.5.4] holds.23 This just means that, if ϑ ∈ (C∆)♯,f∗S
e
, then ϑ ·c0 : F e∗S −→ R
21Equivalently, maps ϕ : F e∗R −→ R such that Dϕ ≥ (q − 1)∆.
22In fact, in the separable case, we may take D = Ram the ramification divisor.
23However, the reader is warned that there is a typo in there. Namely, the very left hand side should
be cS
(
pi∗⌊pe∆X⌋
)
rather than cS
(⌊pepi∗∆X⌋). The inclusion we are looking for is c0S(f∗⌈(q − 1)∆⌉) ⊂(
R
(⌈(q − 1)∆⌉))⊕[L:K].
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can be extended to a map F e∗S
(
f ∗⌈(q − 1)∆⌉) −→ R. Now, let 0 6= c1, c2 ∈ R such that
divS c1 ≥ RamT and divS c2 ≥ D. Therefore,
c1c2S
(⌈(q − 1)f ∗∆⌉+ RamT +D) ⊂ S(f ∗⌈(q − 1)∆⌉),
for if s ∈ S(⌈(q − 1)f ∗∆⌉ + RamT +D) then
divS(c1c2s) ≥ RamT +D − ⌈(q − 1)f ∗∆⌉ − RamT −D ≥ −f ∗⌈(q − 1)∆⌉.
Consequently, ϑ · (c0c1c2) can be further extended to a map
ϑ : F e∗S
(⌈(q − 1)f ∗∆⌉ + RamT +D) −→ R.
Next, recall that we have an isomorphism S(RamT ) −→ f !R = ωS/R, where T : S(RamT ) −→
R is identified with TrR : f
!R −→ R. Therefore, by Grothendieck duality, the above map
ϑ : F e∗S
(⌈(q− 1)f ∗∆⌉+RamT +D) −→ R factors through T : S(RamT ) −→ R by a map ψ in
HomS
(
F e∗S
(⌈(q − 1)f ∗∆⌉ + RamT +D), S(RamT ))
∼=HomS
(
F e∗S
(⌈(q − 1)f ∗∆⌉ + (1− q)RamT +D), S)
∼=HomS
(
F e∗S
(⌈(q − 1)∆∗⌉+D), S).
In other words, ϑ = ξ(ψ) with ψ ∈ C′e, whereby we may take c = c0c1c2. K
This proves the proposition. K
5. Splitting primes and splitting ratios under finite covers
Since splitting ratios are F -signatures of Cartier algebras [BST12], it is natural to expect
them to satisfy transformation rules. In this regard, we have the following.
Theorem 5.1. With the same hypothesis as in Theorem 4.5 we have that the contraction
of p(S, f ∗C) along φ is p(R,C), i.e. f
(
p
(
S, f ∗C
))
= p
(
R,C
)
. By abuse of notation, we
write
p(S, f ∗C) ∩ R = p(R,C).
Moreover, we have the following transformation rule:[
κ(n) : κ(m)
] · r(S, f ∗C) = [κ(p(S, f ∗C)) : κ(p(R,C))] · r(R,C),
where κ(−) denotes the residue field at the respective prime ideal. In particular, (R,C) is
F -pure (resp. strongly F -regular) if and only if (S, f ∗C) is so.
Proof. First, we show that p
(
S, f ∗C
) ∩ R = p(R,C). To that end, we note that this
equality is to say that, for r ∈ R, the existence of ϕ ∈ Ce such that ϕ(F e∗ r) = 1 is equivalent
to the existence of ψ ∈ f ∗Ce such that ψ
(
F e∗φ(r)
)
= 1.
Let v ∈ S be a unit such that T (v) = 1. Such a v exists because T is surjective and
T (n) ⊂ m. Let ϕ ∈ Ce such that ϕ(F e∗ r) = 1, we claim that ϕ⊤ · v maps F e∗φ(r) to a unit in
S. Indeed, otherwise, if ϕ⊤
(
F e∗ v · φ(r)
) ∈ n, then T ((ϕ⊤(F e∗ v · φ(r))) ∈ T (n) ⊂ m, but
T
(
ϕ⊤(F e∗ v · r)
)
= ϕ
(
F e∗T (v · r)
)
= ϕ
(
F e∗ r
)
= 1.
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Conversely, say there is ψ ∈ f ∗Ce such that ψ
(
F e∗φ(r)
)
= 1, in particular ψ(F e∗ v
q · r) = v.
Since ψ is a finite sum of elements of the form ϕ⊤ ·s, we may assume that actually ψ = ϕ⊤ ·s
for some ϕ ∈ Ce, s ∈ S. In this way, we have:
ϕ⊤(F e∗ sv
q · r) = v.
Hitting this equality with T and using that T ◦ ϕ⊤ = ϕ ◦ F e∗T , we get
ϕ
(
F e∗T (sv
q · r)) = ϕ(F e∗T (svq) · r) = 1,
in other words, ϕ · T (svq) sends F e∗ r to 1. This shows p
(
S, f ∗C
) ∩ R = p(R,C).
Having shown p
(
S, f ∗C
) ∩ R = p(R,C), to prove the claimed transformation rule, we
may assume (R,C) and therefore (S, f ∗C) are F -pure, as otherwise the transformation rule
is trivially true (0 = 0).
Now, observe R ⊂ S restricts to a local inclusion of domains
(5.1.1) R
/
p
(
R,C
) ⊂ S/p(S, f ∗C),
whose corresponding morphism of schemes we denote by f . To simplify notation in our
forthcoming discussion, we will denote p := p(R,C), q := p(S, f ∗C), R := R/p, and
S := S/q.
In order to apply the transformation rule in Theorem 4.5 to (5.1.1), we need it to have
the same sort of properties R −→ S has. In what follows, we explain why this cover satisfies
the hypothesis of Theorem 4.5. To this end, we notice that
(5.1.2) T (q) ⊂ p,
as ϕ
(
F e∗T (s)
)
= T
(
ϕ⊤(F e∗ s)
) ∈ T (n) ⊂ m for all ϕ ∈ Ce, if s ∈ q = p(S, f ∗C). In other
words, T restricts to a unique map T ∈ HomR
(
S,R
)
such that the square
S
T
//

R

S
T
// R
is commutative. The same holds for any S-multiple of T , so that we get an S-linear map
σ : S −→ HomR
(
S,R
)
= ω
S
/
R
, s 7→ T · s = T · s.
Claim 5.2. σ is injective and generically an isomorphism. Moreover, T is surjective and
T (n) ⊂ m
Proof of the claim. The last two statements are quite clear. For the injectivity of σ, consider
the following. If T · s = 0, then T (ss′) ∈ p for all s′ ∈ S. Equivalently,
(5.2.1) ϕ
(
F e∗T (ss
′)
)
= T
(
ϕ⊤(s′s)
) ∈ m,
for all ϕ ∈ Ce. We need to conlude that s ∈ q. Assume to the contrary: there is ϕ ∈ Ce
and s′ ∈ S such that ϕ⊤(s′s) ∈ S r n = S×. Rescaling s′, we may assume that ϕ⊤(s′s) = v.
Since T (v) = 1, we obtain a contradiction to (5.2.1). Therefore, ϕ⊤(s′s) ∈ n for all ϕ ∈ Ce
and s′ ∈ S, consequently s ∈ q, as required. To see σ is generically surjective, it suffices to
show T is nonzero. Equivalently, it suffices to explain why T (S) 6⊂ p, which follows right
away from the surjectivity of T and the F -purity of (R,C). K
Next, we explain why
(
R,C
)
is T -transposable.
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Claim 5.3.
(
R,C
)
is T -transposable. In fact, ϕ⊤ = ϕ⊤ and in particular f
∗
C = f ∗C.
Proof. Recall that ϕ⊤ is the unique map fitting in (3.1.1), and similarly for ϕ⊤. However,
if we reduce (3.1.1) modulo q we obtain that ϕ⊤ satisfies the condition characterizing (and
guaranteeing the existence of) ϕ⊤. K
In this manner, we may combine Theorem 4.5 and Claim 5.3 to obtain the desired trans-
formation rule. K
6. Test modules under finite covers
In this section, we generalize results of [ST14] (also see [MS18, Theorem D]) of the form
T
(
τ(B,∆B)
)
= τ(A,∆A) for a finite dominant morphism SpecB −→ SpecA between normal
integral schemes by considering arbitrary Cartier algebras rather than principal algebras (or
algebras of the form Φea⌈t(p
e−1)⌉ for some ideal a). We also prove a more general version for
Cartier modules which says that TrM
(
f∗τ(f !M, f ∗C)
)
= τ(M,C) for any cover f (this was
proved for flat morphisms in [Sta¨17, Lemma 4.17] under an additional technical assumption).
We explain how the result on rings can be deduced from this more general transformation rule.
We remark the form these results take in the particular case of canonical modules. Finally,
we study analogous results for non-F -pure ideals and test ideals along closed subschemes.
Let us recall some concepts from [BS19] that we shall use in the following result. Fix
a Cartier algebra C and consider Cartier modules for this fixed algebra. Recall that a
morphism Φ : M −→ N of Cartier modules is a nil-isomorphism if both ker Φ and coker Φ
are annihilated by Ce+ := (C+)
e for some (equivalently, all) e ≫ 0. Given any Cartier
module M , one denotes by M := Ce+M the stable image of M under C+. This exists by
[Bli13, Proposition 2.13] and one can show thatM does not admit any nilpotent quotients. In
particular, if N ⊂ M is a nil-isomorphism it is an equality. Moreover, the inclusion M ⊂M
is always a nil-isomorphism. Hence, if one wants to check that an inclusion N ⊂ M is a
nil-isomorphism one may equivalently pass to stable images and show that one obtains an
equality N = M . Finally, we note that the operation taking the stable image commutes with
localization; see [Bli13, Lemma 2.11]. Another useful observation is that H0η (M) = i∗i
!M ,
where i : SpecA/η −→ SpecA is the natural closed immersion; see [BS19, Lemma 3.2].
Moreover, the annihilator of M is always a radical ideal.
Theorem 6.1. Let f : SpecS −→ SpecR be a finite dominant morphism. Let C be a Cartier
R-algebra and M a Cartier C-module. Then, the following equality holds
TrM
(
f∗τ(f !M, f ∗C)
)
= τ(M,C),
In particular, TrM is surjective if (M,C) is F -regular. Conversely, if TrM is surjective and
(f !M, f ∗C) is F -regular, then (M,C) is F -regular.
Proof. By [BS19, Proposition 6.13], there is a natural inclusion of functors τ ◦ f ! →֒ f ! ◦ τ,
which translates to a natural inclusion
τ
(
f !M, f ∗C
) ⊂ HomR (S, τ(M,C)) ⊂ HomR(S,M)
Therefore, TrM
(
f∗τ
(
f !M, f ∗C
)) ⊂ τ(M,C). We thus only have to show the inclusion from
right to left. We will use freely that the formation of τ commutes with localization, that is
τ(M,C)η = τ(Mη,Cη), where Cη = C ⊗R Rη and η is any prime in R [BS19, Proposition
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1.19 (b)]. We shall also use the fact that the (underived) local cohomology functor H0η is a
functor of C-modules (cf. paragraph after [BS19, Example 1.4]).
Before we embark on the proof, let us observe the following. Given any f ∗C-module N ,
the module f∗N naturally carries a C-action (cf. [BS19, Lemma 5.11, Definition 5.12] and,
in the case that N ⊂ f !M for a C-module M , this action is given by κ · ϕ 7→ κ ◦ ϕ ◦ F e
for κ ∈ Ce and ϕ ∈ N . Thus, if we apply TrM in this situation, TrM(f∗f !N) is naturally a
C-submodule of M .
By definition of τ(M) [BS19, Definition 1.10], it suffices to show that for any associated
prime η of M the inclusion
H0η
(
TrM
(
f∗τ(f !M, f ∗C)
))
η
⊂ H0η (M)η
is a nil-isomorphism. In fact, by applying and using that for any Cartier module N the
inclusion N ⊂ N is a nil-isomorphism, it suffices to show that the inclusion
(6.1.1) H0η
(
TrM(f∗τ(f !M, f ∗C)
)
η
⊂ H0η (M)
η
is a nil-isomorphism (equivalently, we have an equality).
Since localization is flat, we have, for a submodule N ⊂ f !M , that (TrM(N))η = TrMη(Nη),
where TrMη denotes the trace map of the base change f
′ of f along the localization SpecAη −→
SpecR. Whenever we have an S-module N , we will write Nη for N ⊗B S ⊗A Aη. Also note
that Tr is compatible with Cartier structures and, in particular, preserves nil-isomorphisms.
Next, recall that Ass f !M = f−1(AssM) by [BS19, Lemma 6.12]. Note that the support
of H0ηS(f
!M)
η
is contained in f−1(η), which consists of a finite number of points. Thus
(6.1.2) H0ηS(f
!M)
η
=
⊕
ν∈f−1(η)
H0ν (f
!M)
ν
,
where we note that the direct summand on the right hand side is zero whenever ν /∈
SuppH0ηS(f
!M)
η
.
By definition of τ, we have for each ν ∈ f−1(η) a nil-isomorphism
H0ν
(
τ(f !M, f ∗C)ν
) ⊂ H0ν (f !Mν),
where again we may pass to the stable image on both sides and take direct sums to obtain
the equality
(6.1.3)
⊕
ν∈f−1(η)
H0ν
(
τ(f !M, f ∗C)
)
ν
=
⊕
ν∈f−1(η)
H0ν (f
!M
ν
).
Putting (6.1.2) and (6.1.3) together, we obtain
(6.1.4)
⊕
ν∈f−1(η)
H0ν (τ(f
!M, f ∗C))
ν
= H0ηS(f
!M)
η
.
Next, we claim the following.
Claim 6.2. TrMη
(
H0ηS(f
!M)
η
)
= H0η (M)
η
.
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Proof of claim. If we restrict the trace map to H0ηS(f
!M)
η
then we may identify it with the
trace map HomAη/η
(
(S/ηS)η,Mη
) −→Mη. In particular, Aη/η is a field and thus (S/ηS)η is
free with 1 being part of a basis S. The containment from left to right of the claim is clear.
Fix an m contained in the right hand side. Fix e≫ 0 such that Ce+H0η (M)η = H0η (M)
η
and
such that the same e also computes H0ηS(f
!M)η. Let ϕ ∈ Ce+ and n ∈ H0η (M)η be such that
ϕ(n) = m.
Our goal is to construct an element α ∈ (f !M)η such that ϕ(α) is (ηS)k-torsion and
ϕ(α(1)) = m. To this end, we define α : (S/ηS)η −→ Mη by setting α(1) = n and α(b) = 0
for all other b ∈ S. Write ϕ = ∑i ϕi, where ϕi is homogeneous of degree i. Then, for any
b ∈ S we have
(6.2.1) ϕ(α)(b) =
∑
i
ϕiα
(
bp
i)
=
∑
i
ϕiα(r1,i) =
∑
i
ϕi(r1,in),
where we write bp
i
=
∑
b∈S rb,ib. If b = 1 in (6.2.1), then r1,i = δi1 and the expression yields
m. For general b, we still have (ηS)k-torsion since n is ηk-torsion. K
Combining the claim and (6.1.4) with (6.1.1), it remains to show that
TrMη
 ⊕
ν∈f−1(η)
H0ν
(
τ(f !M, f ∗C)
)
ν
 ⊂ H0η(TrM(f∗τ(f !M, f ∗C)))
η
.
Moreover, it suffices to show that the left-hand side is contained in TrMη
(
(f ′∗τ(f
!M, f ∗C)
)
η
.
Indeed, we may omit the , since if N ⊂ M and N = N then also N ⊂ M . As the left
hand side is by construction η-torsion, we may also omit the H0η .
By definition of τ(f !M, f ∗C), for any ν, the inclusion H0ν
(
τ(f !M, f ∗C)
)
ν
⊂ H0ν (f !M)ν is
a nil-isomorphism. This entails
H0ν (f
!M)
ν
= H0ν
(
τ(f !M, f ∗C)
)
ν
⊂ H0ν
(
τ(f !M, f ∗C)
)
ν
.
Taking the (direct) sum over all ν’s in the inclusion above, we get⊕
ν∈f−1(η)
H0ν (τ(f
!M, f ∗C)
ν
= H0ηS(f
!M)
η
⊂
⊕
ν∈f−1(η)
H0ν
(
τ(f !M, f ∗C)
)
ν
= H0ηS
(
τ(f !M, f ∗C)
)
η
⊂ τ(f !Mη, f ∗Cη),
where the last equality is obtained by an argument similar to the one leading to (6.1.2).
Applying Tr shows the desired inclusion. K
The following corollary is to obtained by applying Theorem 6.1 to suitable transposability
conditions.
Corollary 6.3. Work in Setup 3.4 and assume that f is dominant. Let C be a Cartier
R-algebra. Then,
(6.3.1) TM
(
f∗τ(f
†M, f ∗C)
)
= τ(M,C)
for all T -transposable Cartier modules M , where TM = TrM ◦ςM . In particular, if M = R is
T -transposable, we have
(6.3.2) T
(
f∗τ(S, f ∗C)
)
= τ(R,C).
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Thus, if (R,C) is F -regular, then T is surjective and (S, f ∗C) is F -regular provided that T
maps non-units into non-units.24 Conversely, if T is surjective and (S, f ∗C) is F -regular,
then so is (R,C). Furthermore, working in the setup of Theorem 3.14, let D be an almost
Cartier divisor on X. Then, if R(D) is T -transposable, we have
(6.3.3) TK
(
f∗τ
(
S(f ∗D), f ∗C
))
= τ
(
R(D),C
)
where we notice that TK : L −→ K coincides with K ⊗R T .
Proof. By Corollary 3.11 we have that ςM (f∗τ(f †M, f ∗C)) = τ(f !M, f ∗C). Applying TrM
and using Theorem 6.1 shows (6.3.1).
For (6.3.3), note that by Remark 3.13 we have f †R(D) ∼= S(f ∗D) and, under this isomor-
phism, TR(D) corresponds to the composition
S(f ∗D)
DT∼KS/R−−−−−−→ S(f ∗D +KS/R) −→ R(D)
where, by naturality, the latter map is the restriction of TK : L −→ K under the inclusions
R(D) ⊂ K and S(f ∗D) ⊂ L. K
Next, we wish to illustrate the simpler form Theorem 6.1 takes in the particular case M =
ωR. For this, we work in the same setup of Theorem 3.14. Thus, if we let κR : F
e
∗ωR −→ ωR be
the Cartier operator of R, then κS := κ̂R : F
e
∗ωS −→ ωS is a Cartier operator as well. Indeed,
as explained in the proof of Theorem 3.14, we have that κS corresponds to the divisor f
∗∆κR
which is zero because so is ∆κR = 0; which is to say κR is a Cartier operator. Summing up,
we have the following.
Corollary 6.4 (cf. [BST15]). Work in the same setup of Theorem 3.14, then we have
TrωR
(
f∗τ(ωS, κS)
)
= τ(ωR, κR). In particular, we see that TrωR : f∗ωS −→ ωR is surjective if
R is F -rational. Conversely, if TrωR : f∗ωS −→ ωR is surjective and S is F -rational, then R
is F -rational if it is Cohen–Macaulay.
It is worth observing that in [BST15] the F -rationality of Cohen–Macaulay normal ring R
is characterized by the surjectivity of TrωR : f∗f
!ωS −→ ωR for all finite covers f : SpecS −→
SpecR. We will comment futher about this in Section 6.0.1.
Remark 6.5. We notice that A. Singh constructed an example of a Q-Gorenstein F -rational
singularity whose canonical cyclic cover is not F -rational; see [Sin03]. In particular, we
cannot expect in Corollary 6.4 (resp. Theorem 6.1) that the F -injectivity of A (resp. the
F -regularity of M) implies the F -injectivity of B (resp. the F -regularity of f !M). We study
this phenomena more closely in the next subsection.
6.0.1. Relationship with splinters. By plugging in C = CR and M = R in Theorem 6.1, we
readily see why strongly F -regular rings are splinters; see [Ma88, Hoc73]. Moreover, we see
that we may take a splitting of the finite cover R ⊂ S to be an element of τ(ωS/R, f ∗CR)
when R is strongly F -regular. In other words, while a splinter always guarantees a splitting
for any finite extension R ⊂ S, a strongly F -regular ring guarantees that splitting to be an
element of τ(ωS/R, f
∗CR). We make this explicit in the following simple corollary.
Corollary 6.6. Let R be a ring. Then, R is strongly F -regular if and only if every (
equivalently some) finite extension R ⊂ S splits by an element in τ(ωS/R, f ∗CR).
24It is worth noting that this hypothesis on T is satisfied for the trace map if R ⊂ S is separable local
extension between normal domains [CRST18, Lemma 2.10].
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It is worth recalling that the problem about the strong F -regularity of splinters is to many
the main open problem in the field of positive characteristic singularity theory. The answer
to this question is known to be positive for Q-Gorenstein rings by [HH94, Sin99] yet far open
beyond this case. Thus, we find convenient to introduce the following concept.
Definition 6.7 (Splinter modules). Let R be an integral domain. We say that a finite R-
module M is a splinter if the trace map TrM : f∗f !M −→ M is surjective for all finite covers
f : Spec(S) −→ Spec(R).
In this way, we may interpret Theorem 6.1 by saying that F -regular Cartier modules are
splinters. We may then wonder whether the converse holds true. More precisely, we may
ask if a splinter module is necessarily F -regular with respect to its full Cartier algebra. Of
course, the main case of interest is the case M = R. Furthermore, we have the following
inclusion of submodules
(6.7.1) τ(M,CM ) ⊂
⋂
f
TrM
(
f∗f !M
)
,
where the intersection traverses over all finite covers f : Spec(S) −→ Spec(R). The question
is then for what (families of) modules equality holds. Remarkably, there is a fundametal
class of modules for which this is known to hold. Namely, the class of canonical modules
over Cohen–Macaulay rings by [BST15], where Blickle–Schwede–Tucker characterized F -
rationality of Cohen–Macaulay rings by the canonical module being a splinter module. In
particular, we may pose the question on whether equality in (6.7.1) holds for M = ωR(εD)
over a normal Cohen–Macaulay ring R, for D a Weil divisor and 0 < ε≪ 1.
6.1. Remarks on non-F -pure modules under finite covers. In view of Theorem 6.1,
it is natural to wonder if a similar, analogous description applies to non-F -pure modules.
More precisely, given a Cartier module (M,C), we denote the stable image M by σ(M,C)
and refer to it as the non-F -pure module (this terminology is borrowed from the particular
case of non-F -pure ideals [FST11]). It is natural to ask if the following formula
TrM
(
f∗σ(f !M, f ∗C)
)
= σ(M,C)
holds. We readily see that the inclusion “⊂” holds, whereas the converse requires the surjec-
tivity of TrM to hold. Concretely, we have the following observation(s).
Proposition 6.8. Work in the setup of Theorem 6.1, then the following inclusion holds
TrM
(
f∗σ(f !M, f ∗C)
) ⊂ σ(M,C).
Moreover, if TrM : f∗f !M −→ M is surjective then the converse containment holds.
Proof. Recall that we already observed in Theorem 6.1 that TrM is a C-morphism. This
implies that
TrM
(
f∗f ∗Ce+f
!M
)
= Ce+TrM
(
f∗f !M
) ⊂ Ce+M.
for all e. The result then follows by taking e sufficiently large, and additionally noting that
if TrM is surjective the displayed inclusion is an equality. K
Analogously to Corollary 6.4, we have the following.
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Corollary 6.9. With notation as in Corollary 6.4, suppose that Tr: f∗ωS −→ ωR is surjective.
Then, we have
Tr
(
f∗σ(ωS, κS)
)
= σ(ωR, κR).
In particular, R is F -injective if so is S. Moreover, if R is local Gorenstein with maximal
ideal m, then σ(ωS, κS) 6⊂ f !m if R is F -pure.
Proof. Use Proposition 6.8. K
In the following example, we illustrate that the equality in Proposition 6.8 does not hold in
general without assuming the surjectivity of the trace. The reader is persuaded to compare
this to the discussion and questions in [ST14, §8].
Example 6.10. Consider the first example in Example 4.4. We notice that R and S are
F -pure Gorenstein local rings; use Fedder’s criterion for R [Fed83]. In particular, if we
choose a Cartier operator κR for R, we have that κS := κ̂R is a Cartier operator for S;
see the discussion just before Corollary 6.4. In this case, we have that σ(R, κR) = R and
σ(S, κS) = S, however TrR(S) = (x, y, z). It is worth noting that τ(R, κR) = (x, y, z) and
τ(S, κS) = S, and so Theorem 6.1 holds—as expected.
6.2. Test ideals along closed subschemes under finite covers. In this section, we
explain how test ideals along closed subschemes—as treated in [Smo19c, §3.1], [Smo19a,
§4]—behave under finite covers. These were introduced as positive characteristic analogs of
adjoint ideals in characteristic zero [Tak08, Tak10].
Fix a Cartier subalgebra C ⊂ CR and a radical C-compatible ideal a with irredundant
primary decompostion a = p1 ∩ · · · ∩ pr. Note that all pi are prime since a is radical. Set
P =
⋃r
i=1 pi. The adjoint ideal τa(R,C) is defined as the smallest Cartier C-submodule of
R not contained in P . The Cartier algebra C is called non-degenerate with respect to a if
there is e > 0 such that Ce(R) is not contained in P . Note that by prime avoidance this is
equivalent to Ce(R) 6⊂ pi for all i. Smolkin proved, for a prime, that τa(R,C) exists if C
is non-degenerate, assuming R is a domain (as well as noetherian and F -finite; as we do)—
see [Smo19a, §4.1] and [Smo19c, §3.1]. Smolkin also explained to us that a similar theory
develops if a is just radical as above and with just R noetherian and F -finite ([Smo19b]). We
will however be able to reduce to the case a prime using Lemma 6.11 below. Nonetheless,
we will assume that R is a domain in order to be able to cite [Smo19c, §3.1] although this
assumption is superfluous.
One says that a pair (R,C) is purely F -regular along a radical ideal a ⊂ R if τa(R,C) = R
(implicitly assuming that τa(R,C) exists). For these ideals, we have the following transfor-
mation rule.
Lemma 6.11. Let R be a domain and a ⊂ R a radical ideal that is a Cartier C-submodule.
Let p1, . . . , pk be the minimal primes of a. Then (R,C) is non-degenerate with respect to a
if and only if (R,C) is non-degenerate with respect to pi for all i = 1, . . . , k. Moreover, in
that case, the following equality holds
τa(R,C) =
k∑
i=1
τpi(R,C),
that is, the test ideal on the left-hand side exists and is given by the sum on the right-hand
side.
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Proof. First of all, note that by [Sch10, Corollary 4.8] the pi are C-compatible ideals and
the statements of the theorem are well formulated. Furthermore, by prime avoidance, C is
non-degenerate with respect to the pi. In particular, τpi(R,C) exists by [Smo19c, Section
3.1.1]. Write P =
⋃
i pi.
By definition, τa(R,C) is the smallest C-compatible ideal not contained in P . If I is any
C-compatible ideal not contained in P , then it is not contained in any pi and hence τpi ⊂ I
for all i.
To finish the proof, assume that
∑
i τpi(R,C) ⊂ P . By prime avoidance, the sum is then
contained in; say, p1. Then, τp1(R,C) ⊂
∑
i τpi(R,C) ⊂ p1, which is a contradiction.
In conclusion,
∑k
i=1 τpi(R,C) is the smallest C-compatible ideal not contained in P and
so coincides with τa(R,C). K
Theorem 6.12. Let f : SpecS −→ SpecR be a dominant finite cover between integral
schemes. Let a ( R be a radical ideal with minimal primes p1, . . . , pk, and set b :=
√
aS.
Let σR : S −→ ωS/R be a generic isomorphism so that T = σR(1) satisfies
(6.12.1)
√
piS = f
!pi :S T,
for all i = 1, . . . , k. Let C be a R-Cartier algebra acting on R in such a way that R is
a T -transposable Cartier module and a ⊂ R is a Cartier C-submodule. Then, b ⊂ S is a
Cartier f ∗C-submodule. Moreover, we have that (R,C) is non-degenerate with respect to pi
if and only if (S, f ∗C) is non-degenerate with respect to at least one prime q ⊂ S lying over
pi, and in that case the following equality holds
(6.12.2) T
(
f∗τq(S, f
∗C)
)
= τpi(R,C)
for any such a prime q. In this way, if (R,C) is non-degenerate with respect to pi, we have
that (S, f ∗C) is non-degenerate with respect to
√
piS if either there is only one prime lying
over pi or T satisfies T ◦ F = F ◦ T (i.e. T (sp) = T (s)p for all s ∈ S). If this holds for all
i = 1, . . . , k, we then have
(6.12.3) T
(
f∗τb(S, f ∗C)
)
= τa(R,C)
In particular, if (R,C) is purely F -regular along a, then T is surjective. The converse holds
provided that (S, f ∗C) is purely F -regular along b.
Proof. We begin by observing that, for any ideal I ⊂ R, the ideal f !I :S T equals {s ∈ S |
T (sS) ⊂ I}. Additionally, it is important to observe that
(f !I :S T ) ∩ (f !J :S T ) = (f !I ∩ f !J) :S T = f !(I ∩ J) :S T
for any two ideals I, J ⊂ R, whence (6.12.1) implies that
(6.12.4) b = f !a :S T.
To simplify notation, we assume C ⊂ CR and f ∗C ⊂ CS. We begin by explaining why
f ∗C ⊂ CS is a Cartier algebra of b-compatible maps, i.e., why b ⊂ S is a Cartier f ∗C-
module. To this end, it suffices to show that ϕ⊤(F e∗b) ⊂ b for all ϕ ∈ Ce. First, observe
that
T
(
ϕ⊤(F e∗b)
)
= ϕ
(
F e∗T (b)
) ⊂ ϕ(F e∗a) ⊂ a,
where the inclusion T (b) ⊂ a is an immediate consequence of (6.12.4), and the last inclusion
follows from our assumption that a is a Cartier C-submodule of R. In this way, we have
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that ϕ⊤(F e∗b) ⊂ T−1(a). Since ϕ⊤(F e∗b) is an ideal of S, this implies ϕ⊤(F e∗b) ⊂ f !a :S T ,
and so ϕ⊤(F e∗ b) ⊂ b by (6.12.4); as claimed.
Next, we prove the statements regarding non-degeneracy. From now onward, we assume
a = p is prime, which is the fundamental case by Lemma 6.11. Let q1, . . . , qn be the primes
of S lying over p, which correspond to the minimal primes of b =
√
pS =
⋂
i qi. First,
suppose (R,C) is non-degenerate with respect to p. In particular, τp(R,C) exists. Now,
from the equality ϕ ◦ F e∗T = T ◦ ϕ⊤, we see that T (S) ⊂ R is a Cartier C-submodule as S
is a Cartier f ∗C-module. By (6.12.4), T (S) cannot be contained in p, so τp(R,C) ⊂ T (S).
Next, let ϕ ∈ Ce such that ϕ
(
F e∗ τp(R,C)
) 6⊂ p.25 In this way, one readily verifies that
ϕ⊤(F e∗S) 6⊂ qi for some i as ϕ ◦ F e∗T = T ◦ ϕ⊤, τp(R,C) ⊂ T (S), and T (b) ⊂ p. Hence,
(S, f ∗C) is non-degenerate with respect to some qi.
Conversely, suppose that ϕ(F e∗R) ⊂ p for all ϕ ∈ Ce and all e > 0. In particular,
T
(
ϕ⊤(F e∗S)
)
= ϕ
(
F e∗T (S)
) ⊂ p
for all ϕ ∈ Ce and all e > 0. In other words, ϕ⊤(F e∗S) ⊂ T−1(p) for all ϕ, and so ϕ⊤(F e∗S) ⊂
b =
⋂
i qi for all ϕ by (6.12.1) as ϕ
⊤(F e∗S) ⊂ S is an ideal. This implies that (S, f ∗C) is
degenerate with respect to qi for all i as f
∗C is generated as a right S-module by maps of
the form ϕ⊤.
Next, assuming (R,C) is non-degenerate with respect to p, we explain why (S, f ∗C) is
non-degenerate with respect to every qi if either
√
pS is prime or T ◦ F = F ◦ T . The first
condition is obvious, for
√
pS is prime if and only if there is exactly one prime of S lying
over p. Let us assume that T commutes with Frobenius. Given ϕ ∈ Ce, let us recall the
equation defining ϕ⊤; see (3.1.1). Using this, we see that for all r ∈ R and s′ ∈ S we have
T
(
ϕ⊤(F e∗ r)s
′) = ϕ(F e∗T (rs′q)) = ϕ(F e∗ rT (s′q)) = ϕ(F e∗ rT (s′)q) = T (s′) · ϕ(F e∗ r)
= T
(
ϕ(F e∗ r)s
′).
Since s′ is arbitrary and σR : S −→ ωS/R is injective, we conclude that ϕ⊤(F e∗ r) = ϕ(F e∗ r) for
all r ∈ R, i.e. ϕ⊤ is an extension of ϕ. Therefore, if ϕ⊤(F e∗S) ⊂ qi, then ϕ(F e∗R) ⊂ qi∩R = p.
In other words, if ϕ(F e∗R) 6⊂ p, then ϕ⊤(F e∗S) 6⊂ qi for all i = 1, . . . , k.
With the statements regarding non-degeneracy in place, we explain why (6.12.2) holds
(assuming the adjoint ideals involved exist). That is, we show the equality
T
(
f∗τq(S, f
∗C)
)
= τp(R,C),
assuming both ideals exist, where a = p is prime and q ⊂ S is a prime lying over p. We start
with the containment “⊃.” For this, it suffices to show that T (f∗τq(S, f ∗C)) is ϕ-compatible
for all ϕ ∈ Ce and that it is not contained in p. The compatibility follows once again from
using that τq(S, f
∗C) is ϕ⊤-compatible for all ϕ ∈ Ce and employing T ◦ ϕ⊤ = ϕ ◦ T .
On the other hand, we see that T
(
f∗τq(S, f ∗C)
)
cannot be contained in p because else
τq(S, f
∗C) ⊂ √pS ⊂ q by (6.12.1), which contradicts its non-degeneracy with respect to q.
Conversely, for the inclusion “⊂,” we use the description of adjoint ideals in terms of test
elements; see [Smo19c, 3.1.11, 3.1.12, 3.1.16]. Let c ∈ τq(S, f ∗C)rq so that c is an f ∗C-test
25To see such a ϕ must exist, use that τp(R,C) =
∑
e≥1
∑
ϕ∈Ce
ϕ(F e∗ cR) for some (any) c ∈ τp(R,C)r p;
see [Smo19c, Lemma 3.1.17]
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element along q using the terminology of [Smo19c, Definition 3.1.15]. Hence, we can write
τq(S, f
∗C) =
∑
e
∑
ϕ∈Ce
ϕ⊤(F e∗ cS).
Hitting this equality by T and using T ◦ ϕ⊤ = ϕ ◦ F e∗T , we conclude that it suffices to show
T (cS) ⊂ τp(R,C).
Next, note that, since c /∈ q, we have by (6.12.1) T (c ·S) 6⊂ p. In particular, we find s ∈ S
such that T (cs) /∈ p. Let now s′ ∈ S, r ∈ Rr p arbitrary. First of all, we see that r /∈ q as q
contracts to p along R −→ S. Then, there are s1, . . . , sn ∈ S and ϕ1, . . . , ϕn ∈ Ce; for some
e > 0, such that
∑
i ϕ
⊤
i
(
F e∗ (si · r)
)
= s′c, for c is an f ∗C-test element along q. In particular,∑
i ϕi
(
F e∗T (si)r
)
= T (s′c). In other words, for all s′ ∈ S, r ∈ R r p, there exists ϕ ∈ Ce for
some e > 0 such that ϕ(F e∗ r) = T (s
′c). Therefore, specializing to s′ = s, we have that T (sc)
is a C-test element along p. Hence, we have that
(6.12.5) τp(R,C) =
∑
e
∑
ϕ∈Ce
ϕ
(
F e∗T (sc)R
)
Now, let s′ ∈ S be arbitrary, and let r = T (sc). By our previous observation, we may find
ϕ ∈ Ce such that ϕ(F e∗ r) = T (s′c), and so T (s′c) ∈ τp(R,C) as a consequence of (6.12.5).
Thus we have established T (cS) ⊂ τp(R,C) as desired. K
Remark 6.13. We notice that the conditions in Theorem 6.12 guaranteeing that (S, f ∗C) is
non-degenerate with respect to every prime lying over one of the pi are natural. Indeed, if
the cover is purely inseparable then it is a homeomorphism and so there is at most one prime
lying over any other prime. On the other hand, if the cover is separable, then the generic
trace map commutes with Frobenius; see [Spe19, Lemma 6].
The following is a simple application of Theorem 6.12 and the restriction theorem for
adjoint ideals.
Corollary 6.14. With the same hypothesis and setting as in Theorem 6.12 suppose that
a = p and b = q are prime. Then, we have that
T
(
τ
(
S/q, f
∗
C
))
= τ
(
R/p,C
)
where T : S/q −→ R/p is the restriction of T : S −→ R given by the inclusion T (q) ⊂ p, and
f : Spec(S/q) −→ Spec(R/p) is the spectrum of the induced homomorphism R/p −→ S/q.
Proof. This is obtained by reducing (6.12.2) modulo p and using [Smo19c, Proposition 3.1.14].
Also, we are using that f
∗
C = f ∗C, which follows just as in Claim 5.3. K
Remark 6.15. We would like to discuss to meaning of (6.12.1) if T = TrS/R when R ⊂ S
is a generically separable extension of normal domains (at least for small heights). To this
end, we start by observing that we always have the inclusion
√
pS ⊂ f !p :S TrS/R since
TrS/R
(√
pS
) ⊂ p; see [Spe19, Lemma 9]. If ht p = 0, then p = 0 and √pS = 0 as we
assume both R and S are integral domains. Then, (6.12.1) just says that σR : S −→ ωS/R
is injective. This, however, is just a consequence of assuming σR is a generic isomorphism
and S satisfying S1. Hence, we see that in height 0 this result recovers (6.12.2) in the
integral case. Let us suppose now p has height 1. We explain what the converse containment√
pS ⊃ f !p :S TrS/R means in terms of divisors. To that end, we observe that saying ht p = 1
amounts to saying that p = R(−P ) where P is an effective reduced divisor on SpecR, and
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similarly
√
pS = S(−Q) for some effective reduced divisor Q on SpecS. Thus, note that
s ∈ f !p :S TrS/R if and only if
TrS/R ·s ∈ f !p = HomR
(
S,R(−P )) = HomR (S ⊗R R(P ), R) = HomR (S(f ∗P ), R),
which means that S(f ∗P ) ⊂ S(Ram + div s), or equivalently s ∈ S(Ram− f ∗P ) = S(−P ∗)
where P ∗ := f ∗P−Ram. Hence, the inclusion q ⊃ f !p :S TrS/R is equivalent to the inequality
of divisors P ∗ ≥ Q. Of course, the same applies for general effective reduced divisors as well.
Concretely, let a := R(−D) and b := S(−E) for reduced effective divisors D and E on
SpecR and SpecS; respectively, such that E is the reduced scheme-theoretic inverse image
of D, i.e. E = (f−1D)red. Then, b = f !a :S TrS/R is equivalent to the divisorial equality
f ∗D −Ram = E. Using the terminology of [ST14, Definition 3.9], such a divisorial equality
is equivalent to requiring that for all height-1 prime ideal q′ ⊂ S the extension of DVRs
Rq′∩R ⊂ Sq′ is: e´tale if q′ does not support E and tamely ramified otherwise [Har77, IV,
Proposition 2.2]; see [CR18, Remark 2.9], cf. [ST14, Remark 4.6].
7. Schwede–Tucker’s transposability criterion revisited
Let f : Y −→ X be a finite cover of normal integral schemes in positive characteristic,
and let T be a nonzero global section of Hom X(f∗OY ,OX). Recall that Schwede–Tucker’s
transposability criterion [ST14] establishes that a OX -linear map ϕ is T -transposable if and
only if f ∗∆ϕ ≥ RamT . Moreover, the transpose, say ϕ̂ : F e∗OY −→ OY , is unique and satisfies
∆ϕ̂ = f
∗∆ϕ − RamT . In other words, we have that
C⊤e,X =
{
ϕ ∈ Ce,X | f ∗∆ϕ ≥ RamT
}
.
In this section, we aim to describe C⊤e,X purely in terms of divisors on X rather than divisors
on Y . To this end, we need the following facts regarding norm functions.
7.1. Norm functions. For a detailed exposition on norms we invite to reader to consult
[The19, Tag 0BCX]. For the purposes of this work, we need the following. Let f : Y −→ X
be a finite cover in between integral normal schemes of (generic) degree d ≥ 1. Then there
exists a norm Nf : f∗OY −→ OX of degree d [The19, Tag 0BD3]. By definition, to say that a
multiplicative function Nf : f∗OY −→ OX is a norm of degree d is to say that the composition
OX
f#−→ f∗OY Nf−→ OX
is given by raising local sections to the d-th power, and if v ∈ OY
(
f−1(U)
)
vanishes at
y ∈ f−1(U) then so does Nf(v) at f(y) ∈ U .
Since, X and Y are both normal integral schemes with respective fraction fields K, L,
then Nf is just the integral restriction of the field extension norm NL/K : L −→ K [The19,
Tag 0BD3]. We often use the notation Nf = NY/X in that case.
Additionally, by considering Nf : f∗O×Y −→ O×X and applying the functor H1(X,−) we get
a homomorphism of abelian groups PicY −→ PicX , which we denote by Nf by abuse of
notation, such that the composition
PicX
f∗−→ Pic Y Nf−→ PicX
is given by L 7→Ld for all line bundle L on X ; see [The19, Tag 0BCY]. This shows that if
L is nontorsion, then so is f ∗L . Moreover, if we realize a line bundle L on Y as a rank-1
subsheaf of L via a Cartier divisor D; i.e. L ∼= OY (D), then Nf(L ) is realized as the rank-1
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subsheaf of K given by NL/K
(
OY (D)
)
. We define Nf (D) to be the Cartier divisor on X
determined by the equality NL/K
(
OY (D)
)
= OX
(
Nf(D)
)
.
The above suggests that we may define a homomorphism of abelian groups
Nf : Div Y −→ DivX
in between Weil divisors as follows. Let D be a Weil divisor on Y corresponding to the rank-
1 subsheaf OY (D) ⊂ L on Y . Then, we define Nf(D) by the following equality of rank-1
subsheaves of K:
NL/K
(
OY (D)
)
= OX
(
Nf(D)
)
.
It is worth noticing that Nf : Div Y −→ DivX is simply given by Nf : Pic f−1(Xreg) −→
PicXreg. Finally, we define Nf on Q-divisors by Nf ⊗ZQ.
We close our remarks with the following simple observations.
Lemma 7.1. Let f : Y −→ X be finite cover of normal integral schemes, and let ∆ be a
Q-divisor on Y . Then, Nf(∆) is effective if ∆ is so.
Proof. First of all, notice that we may assume without loss of generality that ∆ is integral.
Additionally, recall that effectiveness of an integral divisor D on an integral normal scheme
S is equivalent to the inclusion OS ⊂ OS(D) inside K. With this being said, notice that if
OY ⊂ OY (∆), then OX ⊂ OX
(
Nf(∆)
)
as the norm of OY is OX .
26
K
Definition 7.2 (Relatively torsion divisors). Let f : Y −→ X be a finite cover of normal
integral schemes. We say that a divisor D on Y is relatively torsion if mD = f ∗D′ for some
m 6= 0 and some divisor D′ on X .
Proposition 7.3. Let f : Y −→ X be a finite cover of normal integral schemes of degree n.
A divisor D on Y is relatively torsion if and only if f ∗Nf (D) = n ·D.
Proof. Clearly, if n · D = f ∗Nf (D), then D is relatively torsion. Conversely, if D is rela-
tively torsion, say mD = f ∗D′ for some m 6= 0, then applying Nf we obtain mNf (D) =
nD′. Pulling back again we have mf ∗Nf (D) = nf ∗D′ = mnD, dividing by m we obtain
f ∗Nf(D) = n ·D as desired. K
Lemma 7.4. Let f : Y −→ X be a finite cover of normal integral schemes. If D is an
effective divisor on Y , then f ∗Nf (D) ≥ k ·D for some integer 1 ≤ k ≤ n := [L : K].
Proof. Since the effectiveness (and triviality) of a divisor can be checked at finitely many
codimension-1 points, we may assume that X = SpecR is the spectrum of a DVR and
Y = SpecS is the spectrum of a semi-local Dedekind domain, and so a PID. Indeed, once
we have 1 ≤ ki ≤ n that work for all prime components of D we may take the minimum
over the ki to obtain our desired k. We denote the corresponding fraction fields by K and
L. In particular, we may say that D = divS s for some s ∈ S×. Furthermore, we have that
Nf (D) = divRNL/K(s). In this way and setting r := NL/K(s) ∈ R×, we are required to prove
the following inequality
f ∗ divR r = divS r ≥ k · divS s = divS sk
for some integer 1 ≤ k ≤ n. In other words, we must prove that r/sk ∈ L belongs to S for
some integer k ∈ [1, n] (provided that s ∈ S). To this end, notice that, if tm + rm−1tm−1 +
26Indeed, since OY = f
∗OX , we have that the norm of OY is O
n
X = OX .
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· · ·+ r1t+ r0 ∈ R[t] is the minimal polynomial of s, then r = (−1)nrn/m0 , where n = [L : K].
Indeed, we have that
r = NL/K(s) = NK(s)/K
(
NL/K(s)(s)
)
= NK(s)/K
(
sn/m
)
= NK(s)/K(s)
n/m,
and NK(s)/K(s) = (−1)mr0, n/m =
[
L : K(s)
]
. Next, use the equation
sm + rm−1sm−1 + · · ·+ r1s+ r0 = 0
to find s′ ∈ R[s] such that sls′ = r0 with l as large as possible. Also, notice that 1 ≤ l ≤
m ≤ n. Hence, we conclude that if k = l(n/m) then sk divides r; as needed. K
7.2. Transposability along finite covers and branching divisors. Let f : Y −→ X be
a finite cover between normal schemes. Recall that to a global section of the OY -module
ωY/X = Hom X(f∗OY ,OX) we associate an effective divisor RamT on Y that is linearly
equivalent to a relative canonical divisor; see [ST14, §2.4] for further details. We think of
RamT as a divisor on Y that measures the failure of T in generating ωY/X in codimension-
1. We call it the ramification divisor of T . In fact, we have that OY (RamT ) −→ ωY/X ,
v 7→ T (v · −), is an isomorphism of OY -modules. By using norms, we may define a divisor
on X measuring the aforementioned failure.
Definition 7.5 (Branching divisor). Let f : Y −→ X be a finite cover between normal
schemes and let T be a nonzero global section of ωY/X . We define the branching divisor of
T to be the divisor on X given by BranchT = NY/X(RamT ). If Y/X is generically e´tale and
T = TrY/X , then we denote R = RY/X = RamT , B = BY/X = BranchT and refer to them,
respectively, as the ramification divisor and branching divisor of f : Y −→ X .
The following lemma justifies the terminology in Definition 7.5.
Lemma 7.6. With notation as in Definition 7.5, BranchT is supported at prime divisors
whose generic points are the image of the generic point of some prime divisor supporting
RamT .
Proof. By pulling back to the stalk of a codimension-1 point of X , we may assume that
X = SpecR is the spectrum of a DVR and Y = SpecS is the spectrum of a semi-local
Dedekind domain, so a PID. Since R and S are both Gorensetin, we have that ωS/R is
freely generated as an S-module by some R-linear map Φ: S −→ R. Then, there exists a
unique s ∈ S such that T = Φ · s. Then, RamT = divS s and BranchT = divRNS/R(s).
The result then follows by observing that s is a unit if and only if NS/R(s) is so. The
direction “⇒” is clear, the converse follows from recalling that NS/R(s) is the determinant
of the multiplication-by-s R-linear map, and noting that its surjectivity implies that s is a
unit. K
In case f : Y −→ X is additionally flat, we have that BranchT might be simpler than RamT .
More precisely, we have the following.
Proposition 7.7. Let f : Y −→ X be a faithfully flat finite morphism between normal integral
schemes, and let T be a nonzero section of ωY/X . Then, BranchT is a Cartier divisor on X.
Proof. Let Ui be an open covering of X trivializing the vector bundle f∗OY on X . Setting
Vi := f
−1(Ui), we have that f∗OVi is a free OUi-module. We can then define δi ∈ OUi as the
determinant of the OUi-bilinear form T (−·−) on f∗OVi , i.e. the discriminant of T on Ui. We
then have that (Ui, δi) defines a Cartier divisor on X . More specifically, it defines a locally
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principal ideal sheaf DT ⊂ OX . We claim that OX(BranchT ) = D−1T . This equality can
be checked locally and further at codimension-1 points. In particular, we may assume that
X = SpecR is the spectrum of a DVR and Y = SpecS is the spectrum of a PID semi-local
Dedekind domain. Letting Φ ∈ ωS/R be a free generator as an S-module, and write T = Φ ·s
for a uniquely determined s ∈ S. Let si be a free basis for S as an R-module, and let
δ := det
(
T (si · sj)
) ∈ R. Then, our result amounts to the equality of ideals (δ) = (NS/R(s)).
This follows from the equality δ = NS/R(s) · det
(
Φ(si · sj)
)
and noticing that det
(
Φ(si · sj)
)
is a unit precisely because Φ is a free generator of ωS/R. K
Proposition 7.8. Let f : Y −→ X be a (generically) Galois degree-n finite cover of normal
integral schemes. Then, RY/X is relatively torsion.
Proof. We may work in the same setup as in the proof of Lemma 7.6, where we let K ⊂ L
denote the generic field extension. Then, the statement boils down to proving that (sn) =(
NS/R(s)
)
(as ideals of S) if L/K is Galois. We may assume that R ⊂ S is ramified as
otherwise the equality to be shown is (1) = (1). It is worth noting that, by Lemma 7.4
and its proof, we have that NS/R(s) ∈ (sn) unconditionally. We suppose now that L/K is
Galois and show that sn ∈ (NS/R(s)). In fact, it suffices to prove that s ∈√(NS/R(s)) by
Proposition 7.3. To that end, we just need to prove that s belongs to all the ramification
(height-1) primes. This is guaranteed by the Galois condition or symmetry (if it belongs to
one it must belong to all). K
Remark 7.9. In Proposition 7.8, even if f is separable, we cannot expect that if RY/X is
relatively torsion, then f is generically Galois. Indeed, if f is quasi-e´tale then RY/X is
trivially relatively torsion yet this has no bearing on whether not f is generically Galois.
With the above being said, Schwede–Tucker’s criterion yields the following result.
Theorem 7.10. Let f : Y −→ X be a degree-n finite cover of normal integral schemes, and
let T be a nonzero global section of Hom X(f∗OY ,OX). Then, there exists a rational number
1 ≤ c ≤ n such that the following inclusions of Cartier algebras hold:
Cc·∆X ⊂ C⊤X ⊂ C∆X ,
where ∆ := 1
n
· BranchT . Furthermore, we may take c = 1 if RamT is relatively torsion.
Proof. First of all, we may assume that X is affine. The rest of the proof is a direct appli-
cation of Lemma 7.1 and Lemma 7.4. Indeed, to prove C⊤X ⊂ C∆X , we must prove that, for
ϕ : F e∗OX −→ OX , f ∗∆ϕ − RamT ≥ 0 implies ∆ϕ −∆ ≥ 0, which is shown using Lemma 7.1
by noticing that
0 ≤ Nf(f ∗∆ϕ − RamT ) = Nf(f ∗∆ϕ)−Nf (RamT ) = n ·∆ϕ − n ·∆,
and then dividing by n.
To prove the inclusion Cc·∆X ⊂ C⊤X for some c ∈ Q∩ [1, n], we must prove that there exists
c ∈ Q ∩ [1, n] such that, for ϕ : F e∗OX −→ OX , if ∆ϕ ≥ c ·∆ then f ∗∆ϕ ≥ RamT . To achieve
this, we let 1 ≤ k ≤ n as in Lemma 7.4 with D = RamT . Then, by letting c := n/k, we have
that
f ∗∆ϕ ≥ f ∗(c ·∆) = c
n
· f ∗Nf (RamT ) ≥ ck
n
·RamT = RamT
for all ϕ : F e∗OX −→ OX such that ∆ϕ ≥ c · ∆. Furthermore, this also proves that c can be
taken to be 1 if RamT is relatively torsion, for we can then take k = n. K
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8. Trace transposable maps along Noether normalizations of
Cohen–Macaulay singularities
In this section, we aim to illustrate how one can use the ideas from Section 7 to describe the
Cartier algebra of trace transposable p−e-linear maps along Noether normalizations of Cohen–
Macaulay singularities. Since the Noether normalizations of Cohen–Macaulay singularities
are flat and the base has trivial Picard group, Theorem 7.10 takes a simpler form. This is
what we aim to illustrate. More precisely, let (R,m,k) be a reduced complete local Fp-algebra
of dimension d.27 Let X be the spectrum of R. By Cohen–Gabber theorem (see [KS18] for
an elementary proof), R admits a generically e´tale Noether normalization, i.e. there is a
generically e´tale finite (sub)extension A := kJx1, . . . , xdK ⊂ R. We denote by f : X −→ Aˆdk
the corresponding finite cover. It is a well-known fact that R is Cohen–Macaulay if and only
if f is flat; see [Eis95, Corollary 18.17], which just means that R is a free A-module in our
case. In such a case, we have that
HomA(R,A) = f
!A ∼= f !ωA ∼= ωR,
as rank-1 modules over R. Now, we assume that R is a normal domain. In particular, we
may embed HomA(R,A) as an R-submodule of K = K(R). Indeed, if R = Ram denotes
the ramification divisor of f and E := K(A), then the R-linear map
R(R) −→ HomA(R,A), x 7→ TrK/E(x · −)
is an isomorphism of R-modules. In particular, R is a canonical divisor on X . Under this
isomorphism, TrL/K : R(R) −→ A is identified with TrA : HomA(R,A) −→ A. By [AK70,
Theorem 6.8], we have that both the branch locus and ramification locus of f are Weil
divisors on Aˆdk and X respectively. Following [Mil80, I Exercise 3.9], we denote the different
ideal of f by dR/A ⊂ R and its discriminant ideal by DR/A ⊂ A. Let NK/E : K −→ E denote
the norm function ofK/E, which induces a norm function at the integral level NR/A : R −→ A,
so that the different and discriminant ideals are related by the equality NR/A(dR/A) = DR/A.
In particular, the equalities dR/A = R(−R), DR/A = A(−B) hold, where B is the branching
divisor of f . Recall that B is a Cartier divisor since f is flat and further principal since Aˆdk
has trivial Picard group. In fact, B = div δ where δ is the discriminant of T , e.g. DR/A = (δ).
In case X is a Gorenstein singularity, we have that ωR is a free rank-1 R-module, and
so there is a free generator T : R −→ A for the R-module HomA(R,A). In particular, there
is a unique ρ ∈ R such that TrR/A : R −→ A equals T · ρ, and so dR/A = (ρ), R = divR ρ,
DR/A = (δ), and B = divA δ, where δ := NR/A(ρ).
Finally, we notice that, according to [Ska16], we may choose our Noether normalization
so that [K : E] is prime-to-p if k is algebraically closed.
With the above preliminaries in place, we are ready to establish the following.
Theorem 8.1. Let (R,m,k, K) be a Cohen–Macaulay complete normal Fp-domain, and let
A := kJx1, . . . , xdK ⊂ R be a generically e´tale Noether normalization. We write E for the
fraction field of A. Letting (δ) = DR/A and ∆ := [K : E]
−1 · divA δ, there exists a rational
number 1 ≤ c ≤ [K : E] such that
Cc·∆A ⊂ C⊤A ⊂ C∆A ,
27We are assuming in particular that R is equidimensional.
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where transposition is realized with respect to the trace map TrR/A : R −→ A. We may take
c = 1 if R is relatively torsion.
Furthermore, assuming that k is algebraically closed and [K : A] is prime-to-p, if the pair
(A, c · ∆) is either F -regular or F -pure then so is R, and s(R) ≥ [K : E] · s(A, c · ∆). The
converse and equality hold if the ramification divisor R is relatively torsion.
Proof. Since A ⊂ R is faithfully flat, finite, and K/E is e´tale, the first part is just a direct
application of Theorem 7.10 with T = TrR/A. For the second part, we notice that TrR/A is
surjective, and we have TrR/A(m) ⊂ a = (x1, . . . , xd) by [CRST18, Lemma 2.10] or [Spe19,
Lemma 9]. Then, we simply apply Theorem 5.1, Proposition 4.7. For the final statement, if
R is relatively torsion, then C⊤A = C
∆
A and moreover f
∗∆ = R. K
We conclude our observations with some examples of Noether normalizations that illustrate
our previous theorem. We start off with two Gorenstein singularities that are famous for
their rather mysterious F -signature.
Example 8.2. Consider R = kJx0, . . . , xnK/(x20 + · · · + x2n), where chark 6= 2. We can
directly apply Theorem 8.1 by taking A = kJx21, . . . , x2nK. One readily verifies that the
ramification divisor is given by R = divR ρ where ρ = x0 · x1 · · ·xn, and that
NR/A(ρ) = ρ
2 =
(
x21 + · · ·+ x2n
) · x21 · · ·x2n.
In particular, R is relatively torsion. In this case, we have
s(R) = 2n+1 · s(A,∆), where ∆ = 1
2
· divA(x21 + · · ·+ x2n) · x21 · · ·x2n.
Note that if we consider ∆′ to be the Q-divisor which is obtained from ∆ by omitting one
hyperplane, then (after a linear change of coordinates) we can apply [BST12, Example 4.19]
to compute s(A,∆′) = 1/2n. However, this does not yield a nontrivial upper bound for s(R).
Finally, we recall the reader that the F -signature of R (for large n) is quite involved and
depends on p. In fact, it can be computed by applying [WY04, Example 2.3] to the results
in [GM10]. In particular, we know that the limit as p goes to infinity of the F -signature of
R is the coefficient of zd in the Taylor series of sec z + tan z.
Example 8.3. Consider the ring R = F2Jx, y, z, u, vK/(x3 + y3 + xyz + uv). Note that a
Noether normalization is given by A = F2Jy, z, u, vK and that 1, x, x2 is an A-basis of R. A
generator of HomA(R,A) is given by (x
2)∨, since (x2)∨ · x = x∨ and (x2)∨ · (x2 + yz) = 1∨.
A small computation shows that TrR/A = 1
∨. Hence, R = divR ρ with ρ = x2 + yz. On the
other hand, note that xρ = y3 + uv =: ǫ. Then, from the equation x3 + (yz)x + ǫ = 0 we
obtain the minimal equation
ρ3 + (yz)ρ2 + ǫ2 = 0.
Therefore, δ := NR/A(ρ) = ǫ
2, which can be verified by direct computation as well. Moreover,
notice that
ρ2(ρ+ yz) = ρ2x2 = δ.
Hence, we have that we may take c = 2/3 in Theorem 8.1 and then say that
C
1
2
·divA δ
A ⊂ C⊤A ⊂ C
1
3
·divA δ
A .
In this particular case, we claim that the bottom inclusion is an equality, i.e. C⊤A = C
divA ǫ
A .
Indeed, let ϕ ∈ C⊤e,A and write ϕ = Φe · a, where Φ is the Frobenius trace of A and a ∈ A is
F -SIGNATURES, SPLITTING PRIMES, AND TEST MODULES UNDER FINITE COVERS 45
uniquely determined by that equality. We are going to prove that ∆φ ≥ divA ǫ. To this end,
we know that ∆ϕ =
1
2e−1 · divA a and moreover
1
2e − 1 · divR a = f
∗∆ϕ ≥ divR ρ = divR ǫ− divR x.
In other words, divR ax
2e−1 ≥ divR ǫ2e−1. This means that ax2e−1/ǫ2e−1 ∈ R. To help us
understanding the meaning of this, we need the following observation.
Claim 8.4. Let ae, be, ce ∈ A be determined by the equality x2e−1 = aex2+bex+ce in R. Then
ae = 0 for all e, b1 = 1, c1 = 0 and the following recursive formulas hold: be+1 = (yz)b
2
e + c
2
e
and ce+1 = b
2
eǫ.
Proof. First of all, the values for ae, be, ce for e = 1 are clear. Next, we observe that
x2
e+1−1 =
(
x2
e−1)2 · x = (aex2 + bex+ ce)2 · x = a2ex5 + b2ex3 + c2ex.
Using x3 = (yz)x+ ǫ, we verify that x5 = ǫx2 + (yz)2x+ (yz)ǫ. Consequently,
x2
e+1−1 = a2e
(
ǫx2 + (yz)2x+ (yz)ǫ
)
+ b2e
(
(yz)x+ ǫ
)
+ c2ex
= ǫa2ex
2 +
(
(yz)2a2e + (yz)b
2
e + c
2
e
)
x+ (yz)ǫa2e + b
2
eǫ.
In particular, ae+1 = ǫa
2
e. However, since a1 = 0, we have that ae = 0 for all e. This
additionally gives the desired recursive relations. K
In this way, with notation as in Claim 8.4, we have that
abe
ǫ2e−1
· x+ ace
ǫ2e−1
=
ax2
e−1
ǫ2e−1
∈ R.
Therefore, abe/ǫ
2e−1 and ace/ǫ2
e−1 belong to A. Now, since abe/ǫ2
e−1 is in A, we have that
divA a + divA be ≥ (2e − 1) divA ǫ.
In this fashion, to prove ∆ϕ =
1
2e−1 divA a ≥ divA ǫ, it suffices to show that divA be has no
support along divA ǫ. To this end, we observe that (ǫ) ⊂ A is a prime ideal and so divA ǫ
is a prime divisor. Thus, it suffices to prove that val(ǫ) be ≤ 0. To see this is the case, we
note that the recursive relations in Claim 8.4 yield that be ≡ (yz)2e−1−1 mod ǫ. Therefore,
val(ǫ) be ≤ (2e−1− 1) val(ǫ) yz, and we are left to verify that val(ǫ) yz ≤ 0. Nonetheless, this is
clear because both y and z become units in A(ǫ) as none of them belong to (ǫ).
In summary, we have that C⊤A = C
divA ǫ
A , which is principally generated by Φ · ǫ2−1 =
Φ · ǫ and so not F -regular as its splitting prime contains (ǫ). Consequently, by noting that
f ∗ divA ǫ − divR ρ = divR x, we have that s(R, divR x) = 3 · s(A, divA ǫ) = 0, which does
not give any information on the F -signature of R. However, we have that r(R, divR x) =
r(A, divA ǫ) and these are positive as (A, divA ǫ) is F -pure using Fedder’s criterion.
Finally, we remark that the F -signature of this singularity is conjectured to be irrational.
In fact, its value is conjectured to be 2
3
− 5
√
7
98
; see [Tuc12, Proposition 4.22].
Our final example are the Veronese subrings of formal power series rings. In this example,
we can see how B could be much simpler to understand than R.
Example 8.5. Let Vn,d be the Veronese ring of degree d over kJx1, . . . , xnK, where k is
F -finite. We denote the maximal ideal of Vn,d by m. We compute a suitable normalization
of Vn,d in the following claim.
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Claim 8.6. Consider the Noether normalization A = k
q
xd1, . . . , x
d
n
y ⊂ Vn,d. Then Vn,d is a
free A-module with basis
B =
{
xν11 · · ·xνnn
∣∣∣∣ d |∑
i
νi and 0 ≤ νi ≤ d− 1
}
.
We denote the element of the dual basis which corresponds to xd−11 · · ·xri · · ·xd−1n by Ti, where
we write n − 1 = µd + r with 0 ≤ r < d − 1. Then Axdi ⊂ (Vn,d)xdi is a successive radical
extension and Ti restricted to D
(
xdi
)
is a free generator of HomA
xd
i
(
(Vn,d)xdi , Axdi
)
. Moreover,
on D(xdi ) we have
T := 1∨ = Ti ·
∏
j 6=i
x
−((d−1)(n−1)+r)
i ·
∏
j 6=i
(xj/xi)
d−1 ,
T (1) = 1 and T (m) ⊂ (xd1, . . . , xdn). In particular, RamT
∣∣
D(xdi )
= div
∏
j 6=i x
d−1
j .
Proof. By construction, B is a generating set. Indeed, any monomial in Vn,d of degree < d
in all xi is contained in this set. If some monomial has degree ≥ d in some xi, then we can
extract a suitable monomial xa1d1 · · ·xandn and reduce to the previous case.
To show that the elements of B are linearly independent, we may localize at xdi . By
symmetry we may assume i = 1 for the rest of the proof. Then we have
A
[
x−d1
] ∼= kqxd1, (x2/x1)d, . . . , (xn/x1)dy[x−d1 ] ⊂ kqxd1, x2/x1, . . . , xn/x1y[x−d1 ] ∼= Vn,d[x−d1 ]
This is a successive radical extension with basis C =
{
(x2/x1)
i2 · · · (xn/x1)in
∣∣ 0 ≤ ij ≤ d−1}.
We can transform B into this basis by multiplying a monomial xν11 · · ·xνnn , where
∑
i νi = λd,
by the unit x−λd1 .
Clearly, HomA(Vn,d, A) restricted D(x
d
1) is generated by G :=
(
(x2/x1)
d−1 · · · (xn/x1)d−1
)∨
,
where we take the dual with respect to the basis C. In order to transfer this back to our
original basis, note that (x−n+11 · x2 · · ·xn)d−1 is mapped to the monomial xa1xd−12 · · ·xd−1n ,
where
(8.6.1) (d− 1)(n− 1) + a = λd
for some 0 ≤ a ≤ d− 1, and some λ ≥ 1. Writing n− 1 = µd+ r as above and taking (8.6.1)
modulo d, we find that a ≡ r mod d. Since 0 ≤ a ≤ d − 1 by assumption, we conclude that
a = r. Thus T1 is a generator.
For the claim about T , simply note that the duals of 1 with respect to C and B coincide.
But with respect to C we have 1∨ = G · (x2/x1)d−1 · · · (xn/x1)d−1. Clearly, T (1) = 1 and
T (m) = 0 ⊂ (xd1, . . . , xdn). K
Note that if chark ∤ d, e.g. the Noether normalization is generically e´tale, then T =
1/dnTr. But T is always nonzero, even if the Noether normalization is purely inseparable.
Observe that from Claim 8.6 we know that A ⊂ Vn,d is locally a radical extension. Indeed,
we have that the pullback of RamT to the punctured spectrum of Vn,d is given by the Cartier
divisor
(
D(xdi ), div
∏
j 6=i x
d−1
j
)
. Denoting ρi :=
∏
j 6=i x
d−1
j , we see that ρ
d
i =
(∏
j 6=i x
d
j
)d−1
. In
particular, we have that
BranchT = NR/A(RamT ) =
(
D
(
xdi
)
, (d− 1) div
∏
i 6=j
xdj
)
= (d− 1) div xd1 · · ·xdn,
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which is a principal Cartier divisor, as expected. In conclusion, we have that C⊤A = C
∆
A
where ∆ = d−1
d
div xd1 · · ·xdn, and moreover
s(Vn,d) = d
n−1 · s(A,∆) = dn−1 · (1− (d− 1)/d)n = 1/d
where the middle equality is just a direct application of [BST12, Example 4.19]. Of course,
the F -signature of the Vn,d is already known by results of Singh [Sin05] and of Von Korff
[VK12].
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