code C is said to be locally recoverable in the presence of a single erasure, and with locality parameter r, if each of the n code symbols of C can be recovered by accessing at most r other code symbols. An [n, k] code is said to be a locally recoverable code with sequential recovery from t erasures, if for any set of s ≤ t erasures, there is an s-step sequential recovery process, in which at each step, a single erased symbol is recovered by accessing at most r other code symbols. This is equivalent to the requirement that for any set of s ≤ t erasures, the dual code contain a codeword whose support contains the coordinate of precisely one of the s erased symbols.
I. INTRODUCTION An [n, k] code C is said to have locality r if each of the n code symbols of C can be recovered by accessing at most r other code symbols. Equivalently, there exist n codewords h 1 · · · h n , not neccessarily distinct, in the dual code C ⊥ , such that i ∈ supp(h i ) and |supp(h i )| ≤ r + 1 for 1 ≤ i ≤ n where supp(h i ) denotes the support of the codeword h i . a) Codes with Sequential Recovery: An [n, k] code C over a field F q is defined as a code with sequential recovery [1] from t erasures and with locality-parameter r, if for any set of s ≤ t erased symbols {c σ1 , ..., c σs }, there exists a codeword h in the dual code C ⊥ of Hamming weight ≤ r + 1, such that |supp(h) ∩ {σ 1 , ..., σ s }| = 1. We will formally refer to this class of codes as (n, k, r, t) seq codes. When the parameters (n, k, r, t) are clear from the context, we will simply refer to a code in this class as a code with sequential recovery.
A. Background
In [2] Gopalan et al. introduced the concept of codes with locality (see also [3] , [4] ), where an erased code symbol is P. Vijay Kumar is also an Adjunct Research Professor at the University of Southern California. This research is supported in part by the National Science Foundation under Grant 1421848 and in part by an India-Israel UGC-ISF joint research program grant. The work of S. B. Balaji was supported under a TCS research-scholarship program. recovered by accessing a small subset of other code symbols. The size of this subset denoted by r, is typically much smaller than dimension of the code, making the repair process more efficient when compared with MDS codes. The focus of [2] was local recovery from single erasure (see also [5] , [6] , [7] ).
The sequential approach to recovery from erasures, introduced by Prakash et al. [8] is one of several approaches to locally recover from multiple erasures. Codes employing this approach have been shown to be better in terms of rate and minimum distance (see [8] , [9] , [10] , [11] , [1] , [12] ). Local recovery in the presence of two erasures is considered in [8] (see also [10] ) where a tight rate bound for two erasure case and an optimal construction is provided. Codes with sequential recovery from three erasures can be found discussed in [10] , [1] , [13] . A bound on rate of an (n, k, r, 3) seq code was derived in [13] . A rate bound for t = 4 appears in [12] .
There are several approaches to local recovery from multiple erasures: a. Stronger Local Codes: Here, every code symbol is contained in a local code of length at most r + t and minimum distance at least t + 1, see ( [14] ). While the recovery process is sequential, the erased symbols can be recovered in arbitrary order, see [6] , [15] . b. Codes with Availability: For every code symbol c i in C, there exist t codewords h i 1 , ..., h i t in the dual of the code, each of Hamming weight ≤ r + 1, such that supp(h i g ) ∩ supp(h i j ) = {i}, ∀ 1 ≤ g = j ≤ t ; recovery can be carried out in parallel. For more details see [16] , [17] , [7] , [18] . c. Codes with Selectable Recovery: Here, given any set of t erasures, every erased symbol has a parity check that involves that symbol and no other erased symbol; with these codes, one is free to choose the order in which to recover the erased symbols; recovery in parallel may or may not be possible, depending upon the specific construction. For details, see [19] . d. Codes with co-operative local recovery: A code with cooperative local recovery has the property that for a given t, any set of t erased symbols can be co-operatively recovered by accessing at most r other symbols, see [9] . e. Codes with Sequential Recovery: This class of codes is the object of study in the present paper and a definition has been provided above. The class of sequential-recovery codes is a larger class of codes that contains all the four above-mentioned classes of codes as depicted in Fig. 1 . For this reason, codes with sequential recovery can potentially achieve higher rate and have larger minimum distance. 
B. Contributions of the Paper
In this paper, we derive an upper bound on the rate of a code having locality-parameter r with sequential recovery from t erasures, for any r ≥ 3 and any t. While the bound is valid irrespective of the field over which the code is defined, we provide here a matching construction of binary codes that are rate-optimal, i.e., binary codes achieving the rate bound for any t and any r ≥ 3. These results are also shown to prove a conjecture on code rate due to Song, Cai and Yeun [13] .
II. UPPER BOUND ON RATE OF AN (n, k, r, t) seq CODE In this section, we provide an upper bound on the rate of an (n, k, r, t) seq code for r ≥ 3 and any t.
where s = t+1 2 . Proof. We discuss only the case even t here, the case of odd t can be handled similarly and the reader is referred to the arXiv version [20] * of this paper for additional detail. We begin by setting
It follows that H 1 is a parity check matrix of an (n, k, r, t) seq code as its row space contains all the codewords of Hamming weight at most r + 1 which are contained in C ⊥ . We also have that k n ≤ 1 − m n . The idea behind the next few arguments in the proof is the following. The codes with largest rate will tend to have a larger value of n for fixed m. On the other hand, the Hamming weight of the matrix H 1 (i.e., the number of non-zero entries in the matrix) is bounded above by m(r +1). It follows that to make n large, one would like the columns of H 1 to have as small a weight as possible. It is therefore quite natural to start building * Please note that while the arXiv version [20] is listed under an older title ("A Bound on Rate of Codes with Locality with Sequential Recovery from Multiple Erasures"), the current version bears the same title as the present paper.
H 1 by picking as many columns of weight 1 as possible, then columns of weight 2 and so on. As one proceeds by following this approach, it turns out that the matrix H 1 is forced to have a certain sparse, block-diagonal, staircase form and an understanding of this structure is used to derive the upper bound on code rate.
We now proceed to present in detail, derivation of the upper bound on 1 − m n . It can be seen that, the matrix H 1 , after permutation of rows and columns can be written in the following form
. D 0 is a matrix with each column having weight (Hamming weight) 1 and each row having weight at least 1,
Di } are such that for 1 ≤ i ≤ t 2 − 1 each column of B i has weight 2, each column of A i has weight at least 1 and each row of D i has weight at least 1 and each column of D i has weight at most 1, d. C is a matrix with each column having weight 2, D is a matrix which exactly contains all the columns of
is an empty matrix) are empty matrices (0 × L, L × 0, 0 × 0 matrix) then we set A i , D i to be empty matrices for all J ≤ i ≤ t 2 − 1 and set a i = 0, ρ i = 0, ∀J ≤ i ≤ t 2 − 1 and make all of the 2-weight columns in H 1 apart from the 2-weight columns corresponding to B 1 to B J−1 correspond to columns of C. Let the number of columns in C be a t 2 . If C has no columns then we set a t 2 = 0. If none of D 0 , A i , D i ,1 ≤ i ≤ t 2 − 1 are empty matrices, then we simply set J = t 2 . It can be verified that the rate-bound derivation goes through even for the case of J < t 2 . The situation where A l non-empty matrix but D l an empty matrix cannot occur for any l < J, see [20] for details. We assume in the proof of claim 1, that all
this case can be handled, by simply stopping the inductive argument in the proof of claim 1 at index (J − 1).
is a matrix with each column having weight 1 and for 0 ≤ j ≤ t 2 − 1, each D j is a matrix with each row and each column having weight 1.
Proof. We use the fact that d min (C) ≥ t + 1 to prove the above claim, details can be found in [20] .
By Claim 1, after permutation of columns of H 1 in (3) within the columns labeled by the set {
2017 IEEE International Symposium on Information Theory (ISIT) D j , 0 ≤ j ≤ J − 1 can be assumed to be a diagonal matrix with non-zero entries along the diagonal and hence ρ i = a i , ∀ 0 ≤ i ≤ t 2 −1. Since the sum of the weights of the columns of A i , 1 ≤ i ≤ t 2 − 1 must equal the sum of the row weights and since each row of A i can have weight at most r and not r + 1 due to weight one rows in D i−1 , we obtain for 1 ≤ i ≤ t 2 − 1:
By equating sum of row weights of C, with sum of column weights of C, we obtain:
By equating sum of row weights of H 1 , with sum of column weights of H 1 , we obtain:
We regard (4),(5),(6) and (7) as the basic inequalities. We manipulate these 4 inequalities to derive a lower bound on m which in turn gives the required upper bound (1) on rate. A similar proof holds for the odd t case, but is skipped here for lack of space. Details can be found in [20] . An alternative proof for Theorem 1 for the case of even t obtained by solving a linear-programming problem, is given below. Equations (4),(6) and (7) By solving the dual of the above linear program, we obtain the bound (1) on rate. Detailed proofs for both cases of even and odd t can be found in [20] .
From the more-detailed derivations provided in [20] , it becomes clear that a code achieving the rate bound given in (1) will have parity check matrix of the form (3) with D being an empty matrix and all the inequalities (4),(5),(6), (7) met with equality and p = 0. A similar observation holds for odd t also [20] . It may be noted here that our bound, for the special cases of t = 2, 3, 4, matches with the rate bound given in [8] , [13] , [12] respectively. In the rest of the paper, the codes achieving the bounds (1) or (2) depending on t will be referred to as "rate-optimal codes". Remark 1. We now make a remark on the blocklength of the rate-optimal codes. From the detailed proofs for even t provided in [20] it can be seen that, for the optimal values of a 0 , ..., a t 2 to be integral, 2n needs to be an integer multiple of r t 2 + 2 t 2 −1 i=0 r i . A similar observation can be made for odd t.
Remark 2. In general, one would expect an (n, k, r, t) seq code to achieve a higher rate than a counterpart code having tavailability. As can be seen in Fig. 2 , the achievable upper bound on rate of a code with sequential recovery for t = 10 erasures, is significantly larger than the upper bound on the rate of codes having availability given in [16] . 
III. CONSTRUCTION OF BINARY RATE-OPTIMAL CODES
In this section we provide a construction of codes over F 2 with sequential recovery that achieves the rate bound (1) for any r ≥ 3, t = 2s, s ≥ 1. We also give a construction of codes over F 2 achieving the rate bound (2) for any r ≥ 3, any odd t (t = 2s − 1, s ≥ 1) which can be found in the arXiv version [20] of this paper.
A. Construction of Binary Rate-Optimal Codes for Even t
In this subsection we give a construction of rate-optimal codes for any r ≥ 3 and even t. While the rate bound is independent of the size of the code-symbol alphabet, our construction provides rate-optimal binary codes. A construction achieving the bound (1) for the special case of t = 2 was provided in [8] , [10] , [1] and for the case of t = 4, in [12] .
We provide an iterative, graph-based construction of rateoptimal codes for a given r ≥ 3 and even t. We build a graph G t 2 −1 iteratively, starting from a graph G 0 , by adding nodes in vertical, layer-by-layer fashion. At every stage of the iteration, the graph G i thus constructed, will always have girth ≥ t + 1. We then define our code based on G t 2 −1 . Construction of graph G t 2 −1 : Denote the vertex set of a graph G by V (G). We make use of graphs G 0 and B i , for 1 ≤ i ≤ t 2 − 1 described below as the ingredients: a. We pick G 0 as follows: Let G 0 be an r-regular graph with girth ≥ t + 1 † . Define U 0 = V (G 0 ), |U 0 | = u 0 . b. Next, for i in the range 1 ≤ i ≤ t 2 − 1, we iteratively pick an (r, u i−1 )-biregular bipartite graph B i with girth g i ≥ t+1 i+ 1 2 † . Let U i , L i be the two (upper and lower) sets of nodes in the bipartite graph with degree(x) = r, ∀ x ∈ U i † Such a graph can be constructed, due to [21] 2017 IEEE International Symposium on Information Theory (ISIT) Pick G0, r-regular, girth ≥ (t + 1),
Pick bipartite graph Bi: (r, ui−1)-biregular, V (B i) = Ui ∪ Li, girth ≥ (t + 1)/(i + 1/2) Split each of the i lower nodes in Bi, each of degree ui−1, into ui−1 degree-1 nodes Replicate the graph Gi−1 li times (thus each upper node in Ui−1 is also replicated li times)
Merge the ui−1, degree-1 nodes obtained from splitting a single node of L i with the ui−1 nodes lying in U i−1 and corresponding to a single copy of Gi−1
The resulting graph is Gi; can be verified that Gi has girth ≥ t + 1, the nodes Ui ⊂ V (Gi) now form the upper layer of the graph Gi and these are the nodes in G i that participate in the next iterative step is i = t 2 − 1? and degree(y) = u i−1 , ∀ y ∈ L i . Hence V (B i ) = U i ∪ L i . and Let |U i | = u i and |L i | = l i . By edge counting, we have ru i = u i−1 l i .
The flowchart shown in Fig. 3 describes the iterative construction of the graph G t 2 −1 . An example construction of G 1 for t = 4, r = 3 depicting the steps of the flowchart for the case of a single iteration appears in Fig. 4 . We make the following observations:
j=i+1 l j disjoint copies of G i that reside inside G t 2 −1 as subgraphs due to the replication steps in the construction of G t 2 −1 (given in the flowchart Fig 3) . For all t 2 − 1 > j > i, since copies of G i reside inside G j as subgraphs, when we replicate G j in the (j + 1) th replication step, all the copies of G i contained within G j also get replicated; we refer to all such copies of G i here. Let us denote the disjoint union of these subgraphs corresponding to all copies of G i formed due to replication steps by G rep
2 −1 formed due to some replication step. We view G rep i as a subgraph of G t 2 −1 . 2. Note that the construction of G t 2 −1 proceeds by adding nodes layer by layer with each layer connecting to the layer below it in a tree-like fashion while maintaining a girth of t + 1. Let N (v) represent neighbors of a node v. Let (U i ) j be the copy of
j=1 (U i ) j represent the nodes in the i th layer and they connect in a tree-like fashion to the Here G0 is the Petersen graph. For the purpose of representation the merger of nodes is shown only for 9 nodes by the dashed lines. [20] for explanation on why girth of G t 2 −1 is ≥ t + 1. Description of a rate-optimal code C based on G t 2 −1 : Code C is defined on the graph G t 2 −1 as follows: a. The edges of G rep 0 represent information symbols. It can be seen that the number of information symbols is k = u0r 2 t 2 −1 j=1 l j . b. Every node of G t 2 −1 represents a distinct parity symbol described as follows. c. A node v ∈ V (G rep 0 ) represents a parity symbol which is the binary sum of information symbols that are represented by edges in G rep 0 incident on v. d. For 1 ≤ i ≤ t 2 − 1, a node v ∈ T i in G t 2 −1 represents a parity symbol which is the binary sum of code symbols that are represented by the nodes in N (v) ∩ T i−1 . e. It can be seen that the total number of nodes is n − k =
j=1 l j . f. C is defined by the information symbols represented by edges in G rep 0 and parity symbols represented by nodes in G t 2 −1 . g. From the above counts, the rate of the code can be seen to be equal to the bound given by (1) . We now prove that C can correct t erasures sequentially. 1. The Tanner graph of our code can be viewed as follows:
We now view G t 2 −1 differently to give an alternative description of our code. In the graph G t 2 −1 , let every edge represent a code symbol and every node represent a parity check of the code symbols corresponding to the edges incident on it. Apart from this, for every node in
