Lusztig's conjecture for finite special linear groups by Shoji, Toshiaki
ar
X
iv
:m
at
h/
05
02
18
0v
1 
 [m
ath
.R
T]
  9
 Fe
b 2
00
5
Lusztig’s conjecture for finite special linear groups
Toshiaki Shoji
Graduate School of Mathematics
Nagoya University
Chikusa-ku, Nagoya 464-8602, Japan
Abstract. In this paper, we prove Lusztig’s conjecture for GF = SLn(Fq), i.e., we
show that characteristic functions of character sheaves of GF coincide with almost
characters of GF up to scalar constants, assuming that chFq is not too small. We
determine these scalars explicitly. Our result gives a method of computing irreducible
characters of GF .
0. Introduction
Let G = SLn defined over a finite field Fq with the standard Frobenius map F , and
GF = SLn(Fq) the finite special linear group. In [S2], a parametrization of irreducible
characters of GF was given by making use of modified generalized Gelfand-Graev
characters. Also the almost characters of GF was defined, and it was shown that the
Shintani descent of irreducible characters of GF
m
, for sufficiently divisible m, coincides
with almost characters up to scalar. However as explained in the remark of the last
part of [S2], the relationship of our parametrization of irreducible characters and the
parametrization in terms of the Harish-Chandra induction was not so clear. Now
Lusztig’s conjecture is formulated in the form that almost characters coincide with the
characteristic functions of character sheaves of G under a suitable parametrization.
In this paper we prove that Lusztig’s conjecture holds for GF , assuming that
chFq is not too small so that Lusztig’s results ([L7]) for generalized Gelfand-Graev
characters are applicable. In the course of the proof, it is shown that almost characters
of GF are parametrized in terms of the twisted induction, which is compatible with
the parametrization of F -stable irreducible characters of GF
m
in terms of the Harish-
Chandra induction for sufficiently divisible m. Thus giving the relationship between
two parametrizations of F -stable irreducible characters of GF
m
is equivalent to giving
the relationship between two parametrizations of almost characters of GF .
We give a complete description of the relationship between those two parametriza-
tions of almost characters, by computing the inner products of the characteristic func-
tions of characters sheaves with various modified generalized Gelfand-Graev characters.
Note that the inner product of characteristic functions with generalized Gelfand-Graev
characters can be computed by using Lusztig’s formula without difficulty. However
the computation in the case of modified generalized Gelfand-Graev characters is much
more complicated since it involves non-uni potent supports. Through this computa-
tion, we can describe the scalar constants appearing in Lusztig’s conjecture. Although
the expression of such scalars are not so simple, they are explicitly computable. (Here
1
2we need a result of Digne-Lehrer-Michel [DLM1] that the fourth root of unity occurring
in the Lusztig’s theory in [L7] is explicitly determined in the case of SLn).
The computation of irreducible characters of GF is reduced to the computation
of characteristic functions of character sheaves. In turn, the computation of those
characteristic functions is reduced to the computation of generalized Green functions.
Lusztig’s algorithm of computing generalized Green functions contains certain un-
known constants. In the case of SLn, we can determine such scalars, which will be
discussed in [S3]. Thus our result makes it possible to compute the character table of
SLn(Fq).
Some notations. For a finite group Γ , we denote by IrrΓ or Γ∧ the set of irreducible
characters of Γ over Q¯l. If F : Γ → Γ is an automorphism on Γ , we denote by Γ/∼F
the set of F -twisted conjugacy classes in Γ , where x, y ∈ Γ is F -twisted conjugate if
there exists z ∈ Γ such that y = z−1xF (z). In the case where Γ is abelian, Γ/∼F is
naturally identified with the largest quotient of Γ on which F acts trivially, which we
denote by ΓF .
For a reductive group H , we denote by ZH the center of H , and denote by Z
0
H the
identity component of ZH .
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1. Parametrization of irreducible characters
1.1. Let k be an algebraic closure of a finite field Fq with ch k = p. In this and
next section, we review the parametrization of irreducible characters of SLn(Fq) (or
more generally, its Levi subgroups) following [S2]. we assume that p is large enough so
that the Dynkin-Kostant theory on Lie algebras can be applied. For example, p ≥ 2n
is enough for G = SLn (See the remark in 2.1).
Let G˜ = GLn1×· · ·×GLnr . We regard G˜ as a subgroup of GLn(k) with n =
∑
ni
in a natural way, and put G = G˜ ∩ SLn. Thus G is a Levi subgroup of a parabolic
subgroup of SLn. We consider a Frobenius map F on G˜ of the form F = φF0,
where F0 is the split Frobenius map on G˜ with respect to the Fq-structure, and φ is a
permutation of the factors in G˜.
Put G˜i = GLni . We choose an F0-split maximal torus T˜i in G˜i so that T˜ =
T˜1×· · ·× T˜r is an F -stable maximal torus in G˜, which is maximally split with respect
3to F . Let W = NG˜(T˜ )/T˜ be the Weyl group of G˜. Then W ≃ W1 × · · · ×Wr where
Wi = NG˜i(T˜i)/T˜i is the Weyl group of G˜i.
Let G˜∗ ≃ G˜∗1 × · · · × G˜
∗
r be the dual group of G˜ over Fq, and G
∗ the dual group
of G. We denote also by F the corresponding Frobenius actions on G˜∗ and G∗. The
natural inclusion map G →֒ G˜ induces a map π : G˜∗ → G∗, which is identified with
the projection G˜∗ → G˜∗/Z1, where Z1 is the center of GLn under the identification
of G˜∗ with the subgroup of GL∗n = GLn. Then ZG˜∗ and ZG∗ are connected, and
ZG∗ = ZG˜∗/Z1. We have natural inclusions and projections
G˜ ←֓ G ←֓ Gder = G˜der,
G˜∗ → G∗ → G∗/ZG∗ = G˜
∗/ZG˜∗,
where the dual group of Gder (resp. G˜der) is identified with G
∗/ZG∗ (resp. G˜
∗/ZG˜∗).
We note that, for a connected reductive group H defined over Fq with Frobenius
map F , there exists an isomorphism of abelian groups
(1.1.1) f : (Z0H∗)
F ∼−→ (H
F/HFder)
∧,
where HFder means (Hder)
F . Returning to the original setting, let S = T˜ ∩G˜der be an F -
stable maximal torus of G˜der. We have G˜ = ZG˜G˜der, T˜ = ZG˜S, and ZG˜∩G˜der = ZG˜∩S
is finite. It follows that G˜F/G˜Fder ≃ T˜
F/SF and we have a natural inclusion map
ZF
G˜
SF/SF →֒ T˜ F/SF , which induces a surjective map (G˜F/G˜Fder)
∧ → (ZF
G˜
SF/SF )∧.
Then we have the following lemma.
Lemma 1.2. Assume that n1 = · · · = nr = d, and put (ZG˜∗)d = {z ∈ ZG˜∗ | z
d = 1}.
Then there exists an isomorphism f0 : Z
F
G˜∗
/(ZG˜∗)
F
d → (Z˜
FSF/SF )∧ which makes the
following diagram commutative.
(1.2.1)
ZF
G˜∗
−−−→
f
(G˜F/G˜Fder)
∧y y
ZF
G˜∗
/(ZG˜∗)
F
d −−−→
f0
(ZF
G˜
SF/SF )∧,
where the vertical maps are natural surjections.
Proof. By the isomorphism f , the subgroup (ZG˜∗)
F
d of Z
F
G˜∗
is mapped onto the sub-
group A = {θ ∈ (T˜ F/SF )∧ | θd = 1} of (T˜ F/SF )∧. We want to show that
(1.2.2) A = {θ ∈ (T˜ F/SF )∧ | θ|ZF
G˜
SF /SF = 1}.
Let B be the right hand side of (1.2.2). Note that T˜ = ZG˜S, and ZG˜ ∩ S consists
of elements z such that zd = 1 since G˜der ≃ SLd × · · · × SLd. It follows that for
zv ∈ (ZG˜S)
F with z ∈ ZG˜, v ∈ S, we have z
d ∈ ZF
G˜
, vd ∈ SF . Hence for θ ∈ B,
we have θd(zv) = θ(zdvd) = 1. This implies that θ ∈ A, and we have B ⊆ A.
4Here |A| = |(ZG˜∗)
F
d |. On the other hand, |B| = |T˜
F |/|ZF
G˜
SF | = |ZF
G˜
∩ SF | since
|T˜ F | = |ZF
G˜
||SF | (cf. [C, Prop. 3.3.7]). Under the identification ZF
G˜∗
≃ ZF
G˜
, we have
(ZG˜∗)
F
d ≃ Z
F
G˜
∩ SF . It follows that A = B, and (1.2.2) follows.
Now we have natural isomorphisms
ZF
G˜∗
/(ZG˜∗)
F
d ≃ (T˜
F/SF )∧/A ≃ (T˜ F/SF )∧/B ≃ (ZF
G˜
SF/SF )∧,
which makes the diagram (1.2.1) commutative. This proves the lemma. 
1.3. We fix a dual torus T˜ ∗ of T˜ over Fq in G˜
∗. Then the Weyl group NG˜∗(T˜
∗)/T˜ ∗
may be identified withW . For any semisimple element s˙ ∈ T˜ ∗ such that the conjugacy
class {s˙} of s˙ in G˜∗ is F -stable, put
Ws˙ = {w ∈ W | w(s˙) = s˙}
Zs˙ = {w ∈ W | Fw(s˙) = s˙}.
We fix an F -stable Borel subgroup B˜ of G˜ containing T˜ . Let Σ (resp. Σ+) be a root
system (resp. positive root system) with respect to the pair (B˜, T˜ ). Then Zs˙ may
be written as Zs˙ = w1Ws˙ for some w1 ∈ W . The element w1 is determined uniquely
by the condition that w1 maps Σ
+
s˙ into Σ
+, where Σs˙ is the subroot system of Σ
corresponding to s˙.
Put T = T˜ ∩G and B = B˜ ∩G. Then T is the maximally split maximal torus of
G, and B is an F -stable Borel subgroup of G containing T . We identify W with the
Weyl group NG(T )/T of G.
1.4. The element w1 induces an automorphism γ : Ws˙ → Ws˙ by γ(w) =
F (w1ww
−1
1 ). Let Ws˙〈γ〉 be the semidirect product of Ws˙ with the cyclic group 〈γ〉
generated by γ. We denote by (W∧s˙ )
γ the set of γ-stable irreducible characters of
Ws˙. Each E ∈ (W
∧
s˙ )
γ is extendable to an irreducible character of Ws˙〈γ〉. We fix the
preferred extension E˜ of E (see [L3, 17.2]).
Let T˜w be an F -stable maximal torus of G˜ obtained from T˜ by twisting by w ∈ W .
Then to any w ∈ Zs˙, one can attach an irreducible character θw of T˜
Fw ≃ T˜ Fw (see e.g.,
[S2, 2]). Let RG˜
T˜w
(θw) be the Deligne-Lusztig character of G˜
F associated to θw ∈ (T˜
F
w )
∧.
For each E˜ ∈ (W∧s˙ )
γ, put
ρ˜s˙,E = (−1)
l(w1)|Ws˙|
−1
∑
w∈Ws˙
Tr (γw, E˜)RG˜
T˜w1w
(θw1w).
Then ρ˜s˙,E gives rise to an irreducible character of G˜
F . The set Irr G˜F is decomposed
as
Irr G˜F =
∐
{s˙}
E(G˜F , {s˙}),
5where {s˙} runs over all the F -stable semisimple classes in G˜∗. The Lusztig series
E(G˜F , {s˙}) associated to the F -stable class {s˙} is given as
E(G˜F , {s˙}) = {ρ˜s˙,E | E ∈ (W
∧
s˙ )
γ}.
1.5. We now describe the irreducible characters of GF following [S2]. Let
π : G˜∗ → G∗ be as in 1.1. Let T ∗ = π(T˜ ∗) be the maximal torus of G∗. Then
W = NG˜∗(T˜
∗)/T˜ ∗ is naturally identified with NG∗(T
∗)/T ∗. As in the case of G˜F , the
set IrrGF is partitioned as
IrrGF =
∐
{s}
E(GF , {s}),
where {s} runs over all the F -stable semisimple classes in G∗. We fix s ∈ T ∗ for a
given F -stable class {s} ⊂ G∗. There exists s˙ ∈ T˜ ∗ such that π(s˙) = s and that the
class {s˙} is F -stable. One can find w1 ∈ Zs˙ and an isomorphism γ = Fw1 : Ws˙ → Ws˙
as in 1.4.
Put Ws = {w ∈ W | w(s) = s}. Then Ws˙ is naturally regarded as a sub-
group of Ws, and we have Ws ≃ Ws˙ ⋊ Ωs, where Ωs is a cyclic group isomorphic
to ZG∗(s)/Z
0
G∗(s). Ws˙ is characterized as the largest reflection subgroup of Ws, and
sometimes we denote it by W 0s . Let F
′ = Fw˙1, where w˙1 is the representative of w1
in NG˜∗(T˜
∗). Then π is F ′-equivariant, and s ∈ (T ∗)F
′
. So F ′ acts naturally on Ws,
leaving Ws˙ and Ωs invariant. We consider the set Ωs/∼F ′ of F
′-twisted classes in Ωs.
Since Ωs is abelian, Ωs/∼F ′ is identified with (Ωs)F ′, the largest quotient on which F
′
acts trivially. For each x ∈ (Ωs)F ′, one can choose s˙x ∈ (T˜
∗)xF
′
such that π(s˙x) = s,
and obtain an isomorphism γx = xF
′ : Ws˙ → Ws˙. To each γx-stable irreducible char-
acter E of Ws˙, one can attach the irreducible character ρ˜s˙x,E of G˜
F as before. We
denote by Ts˙x,E the set of irreducible characters of G
F occurring in the restriction of
ρ˜s˙x,E on G
F . Then by [L5], we can decompose E(GF , {s}) as
(1.5.1) E(GF , {s}) =
∐
(x,E)
Ts˙x,E ,
where the pair (x, E) runs over all x ∈ (Ωs)F ′ and E ∈ (W
∧
s˙ )
γx/ΩF
′
s (the set of Ω
F ′
s -
orbits in (W∧s˙ )
γx).
1.6. Following [S2], we shall modify the partition in (1.5.1). For E ∈ W∧s˙ , let
Ωs,E be the stabilizer of E in Ωs. (In [S2], the notation Ωs(E) is used instead of Ωs,E).
If the Ωs-orbit of E in W
∧
s˙ is F
′-stable, then Ωs,E is F
′-stable, and one can consider
the largest quotient (Ωs,E)F ′ as before. If we put Ω˜s,E = {x ∈ Ωs |
xF ′E = E}, then
Ω˜s,E 6= ∅, and one can write it as Ω˜s,E = Ωs,EaE for some aE ∈ Ωs. It follows that
Ω˜s,E/∼F ′ can be identified with the set (Ωs,E/∼F ′)aE and with (Ωs,E)F ′aE . We denote
6this set by (Ω˜s,E)F ′. By (4.4.2) in [S2], we have the following natural bijection
(1.6.1)
∐
E∈(W∧s˙ /Ωs)
F ′
(Ω˜s,E)F ′ ≃
∐
x∈(Ωs)F ′
(W∧s˙ )
γx/ΩF
′
s ,
where (W∧s˙ /Ωs)
F ′ denotes the set of F ′-stable Ωs-orbits in W
∧
s˙ . (In [S2], Ωs,E is used
instead of Ω˜s,E . This is justified since we have a bijection Ω˜s,E ≃ Ωs,E. However this
bijection depends on the choice of aE , and so the form as in (1.6.1) is more convenient
for our later purpose.)
Let E ∈ (W∧s˙ /Ωs)
F ′, i.e., the Ωs-orbit of E is F
′-stable. Then for each y ∈ (Ω˜s,E)F ′,
one can associate the pair (x, E ′), where x ∈ (Ωs)F ′ and E
′ ∈ (W∧s˙ )
γx/ΩF
′
s , by (1.6.1).
We denote by Ts,E the union of various Ts˙x,E′ where (x, E
′) runs over all the pairs in
the image of (Ωs,E)F ′ under the bijection in (1.6.1). Thus we can rewrite (1.5.1) as
(1.6.2) E(GF , {s}) =
∐
E∈(W∧s˙ /Ωs)
F ′
Ts,E.
For a pair (s, E) with E ∈ (W∧s˙ /Ωs)
F ′, put
(1.6.3) Ms,E = (Ω
F ′
s,E)
∧ × (Ω˜s,E)F ′,
where ΩF
′
s,E is the F
′-fixed subgroup of Ωs,E.
It is known by [L5] that Ts˙x,E is in bijection with the set (Ω
xF ′
s,E )
∧ = (ΩF
′
s,E)
∧. Hence
by (1.5.1), E(GF , {s}) is parametrized by various (ΩF
′
s,E)
∧. However, this parametriza-
tion of Ts˙x,E is not canonical. It depends on the choice of an irreducible character
ρ0 ∈ IrrG
F occurring in the decomposition of ρ˜s˙x,E. In [S2], a bijective correspondence
Ts,E ↔Ms,E was constructed by making use of generalized Gelfand-Graev characters.
This bijection is determined uniquely once we fix a representative u ∈ CF for each
F -stable unipotent class C in G. Thus we have a parametrization of E(GF , {s}) as
(1.6.4) E(GF , {s}) =
∐
E∈(W∧s˙ /Ωs)
F ′
Ms,E.
In the next section, we shall explain this parametrization in details.
2. Generalized Gelfand-Graev characters
2.1. In order to explain the bijection Ts,E ↔ Ms,E, we shall review results on
generalized Gelfand-Graev characters following [S2]. (Although no restriction on p was
assumed in [S2], this must be changed. In fact Kawanaka’s construction of generalized
Gelfand-Graev characters of GLn or SLn requires no assumption on p. However, our
construction ([S2, 2.3]) relies on the Dynkin-Kostant theory, which requires that p is
not too small). We also prove a character formula for modified generalized Gelfand-
Graev characters, which will play an essential role in later sections.
7Let g be the Lie algebra of G with Frobenius map F = φF0. Let Guni (resp. gnil) be
the set of unipotent elements in G (resp. nilpotent elements in g). We have a bijection
log : Guni → gnil, v 7→ v − 1. Let O be an F -stable nilpotent orbit in g, and choose
a representative N ∈ gF . Correspondingly, we consider an F -stable unipotent class
C containing u = log−1N ∈ CF . By Dynkin-Kostant theory, there exists a natural
grading g = ⊕i∈Z gi associated to N . Let ui = ⊕j≥igj for j ≥ 1. Then ui is a nilpotent
subalgebra of g, and there exists a connected unipotent subgroup Ui of G defined over
Fq such that log(Ui) = ui. Also one can find a parabolic subgroup P = PN and its
Levi subgroup L = LN such that P = LU1, where L is an F -stable Levi subgroup of
P with Lie(L) = g0 and U1 is the unipotent radical of P . Moreover, we have N ∈ g2.
Let N∗ ∈ gF−2 be the element such that {N,N
∗, H} gives a TDS triple for some
semisimple element H ∈ g0. We define a linear map λ : u1 → k by λ(x) = 〈N
∗, x〉 ,
where〈 , 〉 is a fixed G-invariant non-degenerate bilinear form on g. It is known that the
map (x, y) 7→ λ([x, y]) defines a symplectic form on g1, and according to [S2, 2.3] one
can find an F -stable Lagrangian subspace s of g1 satisfying the following properties.
Put u = s + u2 (u = u1.5 in the notation in [S2]). Then u is a subalgebra of u1, and
we obtain an F -stable closed subgroup U of U1 such that log(U) = u. U is a normal
subgroup of U1. Moreover, U is stable by the conjugation action of L. (Note that the
last property does not hold for a general Lagrangian subspace (see [S2, 2.6]).) Now the
map λ ◦ log : U → k turns out to be an F -stable homomorphism from U to k. Thus
we obtain a linear character ΛN on U
F by ΛN = ψ ◦ λ ◦ log, where ψ : Fq → Q¯
∗
l is
a fixed non-trivial additive character of Fq. The generalized Gelfand-Graev character
ΓN on G
F associated to N is defined as ΓN = Ind
GF
UF ΛN .
Following [K3], we construct modified generalized Gelfand-Graev characters. Let
Aλ = ZL(λ)/Z
0
L(λ) for λ : u→ k. Then by [S2, 2.7] we have
(2.1.1) Aλ ≃ AG(N) = ZG(N)/Z
0
G(N).
Since the latter group is abelian, Aλ is an abelian group. Moreover, we have a surjective
map ZG → Aλ. Put
(2.1.2) M = (Aλ)F × (A
F
λ )
∧.
For each (c, ξ) ∈ M, one can construct a character Γc,ξ on G
F as follows; for c ∈ Aλ,
we choose a representative c˙ ∈ ZL(λ). Then we find αc ∈ L such that α
−1
c F (αc) = c˙.
Let us define a linear map λc : u → k by λc = λ ◦ Adα
−1
c , where Ad is the adjoint
action of L on u. We define a linear character Λc on U
F by Λc = ψ ◦ λc ◦ log. If we
notice that ZL(λc)
F coincides with ZLF (Λc), the linear character Λc can be extended
to the character of ZL(λc)
FUF so that it is trivial on ZL(λc)
F , which we denote by the
same symbol Λc. On the other hand, by the isomorphism
ZL(λc)
F/Z0L(λc)
F ≃ ZL(λ)
c˙F/Z0L(λ)
c˙F ≃ Ac˙Fλ = A
F
λ ,
the linear character ξ ∈ (AFλ )
∧ determines a linear character ξ♮ on ZL(λc)
F which is
trivial on Z0L(λc)
F .
8Let P˜ and L˜ be the parabolic subgroup of G˜ and its Levi subgroup associated to
N ∈ g˜ = Lie G˜. Then we have P = P˜ ∩G and L = L˜∩G, and so ZL(λ) ⊂ ZL˜(λ). Let
us take a linear character θ of ZL(λ)
F of the following type.
(2.1.3) θ is the restriction to ZL(λ)
F of a linear character of ZL˜(λ)
F which is trivial
on (ZL˜(λ)der)
F .
Since c˙ ∈ ZL(λ), we have (ZL˜(λ)/ZL˜(λ)der)
F ≃ (ZL˜(λ)/ZL˜(λ)der)
c˙F . It follows that
θ is regarded as a linear character of ZL(λ)
c˙F , and it determines a linear character of
ZL(λc)
F via the isomorphism adα−1 : ZL(λc)
F ≃ ZL(λ)
c˙F , which we denote also by θ.
Then θξ♮ gives rise to a character on ZL(λc)
FUF under the surjective homomorphism
ZL(λc)
FUF → ZL(λc)
F , which we denote also by θξ♮. Under this setting, we define a
modified generalized Gelfand-Graev character Γc,ξ,θ by
(2.1.4) Γc,ξ,θ = Ind
GF
ZL(λc)FUF
(
θξ♮ ⊗ Λc
)
.
In the case where θ = 1, we simply write Γc,ξ,θ as Γc,ξ.
For later use, we also define a generalized Gelfand-Graev character Γc associated
to c ∈ Aλ by Γc = Ind
GF
UF Λc. Under the isomorphism Aλ ≃ AG(N) (2.1.1), one can
construct a nilpotent element Nc ∈ g
F
2 twisted by c. Γc is nothing but the generalized
Gelfand-Graev character ΓNc associated to Nc. We remark that Γc,ξ occurs as a direct
summand of Γc.
2.2. We choose m large enough so that Fm acts trivially on Aλ. Replacing F by
Fm, we have a modified generalized Gelfand-Graev character Γ
(m)
c,ξ,θ on G
Fm . Now the
parameter set M is replaced by Aλ × A
∧
λ . We denote by M the subset of Aλ × A
∧
λ
defined by
M = AFλ × (A
∧
λ)
F ,
where (A∧λ)
F is the set of F -stable irreducible characters of Aλ. We now construct, for
a certain linear character θ of ZL(λc)
Fm , and for each (c, ξ) ∈ M, an F -stable modified
generalized Gelfand-Graev character Γ
(m)
c,ξ,θ, and its extension to G
Fm〈σ〉, where σ =
F |GFm . The case where θ = 1 is discussed in [S2, 1.8]. For c ∈ A
F
λ , we choose c˙ ∈ L
F .
We construct the linear character Λ
(m)
c of UF
m
as in 2.1, i.e., we choose βc ∈ L such
that β−1c F
m(βc) = c˙, and define λc by λc = λ ◦ Ad β
−1
c , and put Λ
(m)
c = ψm ◦ λc ◦ log,
where ψm = ψ ◦ Tr Fqm/Fq . Put cˆ = βcF (β
−1
c ) ∈ L
Fm . Then Λ
(m)
c turns out to be
cˆF -stable. (Note that it is possible to choose c˙ ∈ T F . Then we can choose βc ∈ T .)
On the other hand, it can be checked that cˆF acts on ZL(λc) commuting with F
m,
and that under the isomorphism
ad β−1c : ZL(λc)
Fm/Z0L(λc)
Fm ≃ ZL(λ)
c˙Fm/Z0L(λ)
c˙Fm ≃ Aλ,
the action of cˆF on ZL(λc)
Fm is transferred to the action of F on Aλ. Hence if we take
ξ ∈ (A∧λ)
F , it produces a cˆF -stable linear character ξ♮ on ZL(λc)
Fm .
Furthermore, we take a linear character θ of ZL(λ)
Fm of the following type.
(2.2.1) θ is the restriction to ZL(λ)
Fm of an F -stable linear character of ZL˜(λ)
Fm as
in (2.1.3) by replacing F by Fm.
9Then θ is regarded as an F -stable linear character of ZL(λ)
c˙Fm. It follows, under
the isomorphsim ad β−1c : ZL(λc)
Fm ≃ ZL(λ)
c˙Fm , that θ determines a cˆF -stable linear
character of ZL(λc)
Fm, which we denote also by θ. Thus θξ♮ ⊗ Λ
(m)
c is cˆF -stable for
(c, ξ) ∈M, and we conclude that Γ
(m)
c,ξ,θ is F -stable.
Put cˆ0 = (cˆσ)
m ∈ LF
m
. Then we have
cˆ0 = βcF
m(β−1c ) = c˙
−1
since βc and F
m(βc) commutes. We note that cˆ0 ∈ ZL(λc)
Fm = ZL(Λ
(m)
c )F
m
. In
fact, since Λ
(m)
c is cˆF -stable, it is stable by (cˆσ)m = cˆ0. Put Mc = ZL(λc)
Fm and
M0c = Z
0
L(λc)
Fm. We consider a subgroupMcU
Fm〈cˆσ〉 of GF
m
〈σ〉 generated byMcU
Fm
and cˆσ. Since θξ♮ ∈M∧c is cˆσ-stable, and (cˆσ)
m = cˆ0 ∈Mc, θξ
♮ may be extended to a
linear character θ˜ξ
♮
of Mc〈cˆσ〉 in m distinct way. The extension θ˜ξ
♮
is determined by
the value θ˜ξ
♮
(cˆσ) = µc,θξ, where µc,θξ is any m-th root of θξ
♮(c˙−1) = θ(c˙−1)ξ(c−1).
We fix an extension θ˜ξ
♮
of θξ♮ to Mc〈cˆσ〉. Since McU
Fm〈cˆσ〉 is the semidirect
product of Mc〈cˆσ〉 with U
Fm , θ˜ξ
♮
may be regarded as a character of McU
Fm〈cˆσ〉. On
the other hand, since Λ
(m)
c is cˆσ-stable, it can be extended to a linear character Λ˜
(m)
c
on McU
Fm〈cˆσ〉 by Λ˜
(m)
c (cˆσ) = 1. Thus we have a character θ˜ξ
♮
⊗ Λ˜
(m)
c of McU
Fm〈cˆσ〉
which is an extension of θξ♮ ⊗ Λ
(m)
c on McU
Fm . We put
Γ˜
(m)
c,ξ,θ = Ind
GF
m
〈σ〉
McUF
m〈cˆσ〉
(θ˜ξ
♮
⊗ Λ˜(m)c ).
Then Γ˜
(m)
c,ξ,θ gives rise to an extension of Γ
(m)
c,ξ,θ to G
Fm〈σ〉. Note that µ−1c,θξΓ˜
(m)
c,ξ,θ|GFmσ
depends only on the choice of (c, ξ) and θ.
2.3. In [L1], Lusztig defined, for a connected reductive group H with connected
center, a map from the set of irreducible characters of HF to the set of F -stable
unipotent classes in H . It is shown in [L7] that this map coincides with the map
defined by Kawanaka [K1, K2, K3] in terms of generalized Gelfand-Graev characters.
We denote by Cρ (resp. Oρ ) the unipotent class in H (resp. the nilpotent orbit in
LieH) corresponding to ρ ∈ IrrH under this map. We call Cρ the unipotent class
associated to ρ (the wave front set associated to ρ in the sense of Kawanaka).
In the case of G˜, this map is given as follows. Let ρ˜ = ρ˜s˙,E ∈ E(G˜
F , {s˙}). Put
E ′ = E⊗ε for the sign character ε ofWs˙. Then Ind
W
Ws˙
E ′ contains a unique irreducible
character Ê of W such that bE′ = bÊ . Cρ˜ is defined as the unipotent class in G˜
corresponding to Ê under the Springer correspondence. More precisely, we have the
following. Assume that G˜ = GLn. Then Ws˙ is a product of various symmetric groups.
Accordingly, E ∈ W∧s˙ is parametrized by a multipartition β = (β1, . . . , βk) of n. By
mixing and rearranging the parts in β1, . . . , βk, we regard β as a partition of n which
we denote by β¯. Let β¯∗ be the dual partition of β¯. Then Cρ˜ is the unipotent class in G˜
corresponding to β¯∗ through Jordan’s normal form. For general G˜, the description of
Cρ˜ is reduced to the case of GLn through the decomposition G˜ = GLn1 × · · · ×GLnr .
10
2.4. Let g˜ = Lie G˜. For a nilpotent element N ∈ g˜F , we denote by ON the
nilpotent orbit in g˜ containing N . Let P = LU1 be as in 2.1, and let L˜ ⊂ P˜ be as
before. For each irreducible character θ′ of ZL˜(λ)
F , the modified generalized Gelfand-
Grave character Γ˜N,θ′ is defined as Γ˜N,θ′ = Ind
G˜F
Z
L˜
(λ)FUF (θ
′ ⊗ ΛN).
Let ρ˜ = ρ˜s˙,E be an irreducible character of G˜
F , such that Oρ˜ = ON . Then it is
known by [S2, Prop. 2.14] that there exists a unique linear character ϕ of ZL˜(λ)
F such
that
〈Γ˜N,θ′, ρ˜〉G˜F =
{
1 if θ′ = ϕ,
0 if θ′ 6= ϕ.
We denote by ∆(ρ˜) the linear character ϕ determined as above. We note that
(2.4.1) ∆(ρ˜) is a linear character of ZL˜(λ)
F which is trivial on (ZL˜(λ)der)
F .
In fact, by [S2, 2.13], ϕ = ∆(ρ˜) is determined in the following way. There exists
an F -stable Levi subgroup M˜ of a parabolic subgroup of G˜ such that ZL˜(λ) ⊂ M˜
and that s˙ ∈ ZM˜∗ , where M˜
∗ ⊂ G˜∗ is the dual group of M˜ . We choose an integer
m > 0 such that s˙ ∈ ZF
m
M˜∗
, and let ϕ̂ be a linear character of ZL˜(λ)
Fm obtained by
restricting the linear character of M˜F
m
corresponding to s˙. Then ϕ̂ is F -stable, and
the Shintani descent ShFm/F (ϕ̂) coincides with ∆(ρ˜). Since the linear character of
M˜F
m
corresponding to s˙ has a trivial restriction on M˜F
m
der , we see that ϕ̂ has a trivial
restriction on (ZL˜(λ)der)
Fm, and so ϕ is trivial on (ZL˜(λ)der)
F . This shows (2.4.1).
In view of (2.4.1), the restriction θ of ∆(ρ˜) to ZL(λ)
F satisfies the property in
(2.1.3). Hnece we can consider Γc,ξ,θ as in 2.1, which tursn out to be a direct summand
of Γ˜N,θ′ |GF .
2.5. Let (s, E) be as in 1.6. Then s˙ ∈ G˜∗ = GLn1 × · · · × GLnr is written
as s˙ = (s˙1, . . . , s˙r) with s˙i ∈ GLni, and we have Ws˙ = W1,s˙1 × · · · ×Wr,s˙r . We now
consider the following special setting for the pair (s, E).
(2.5.1) Let t be a common divisor of n1, . . . , nr which is prime to p. We have Ωs ≃〈w0〉,
where w0 ∈ Ws is an element of order t permuting the factors of Wi,s˙i transitively, and
Wi,s˙i is isomorphic to Sbi × · · · ×Sbi (t times) with bi = ni/t. Moreover, E ∈ (W
∧
s˙ )
F ′
is of the form
E = E1 ⊠ · · ·⊠ Er where Ei ≃ E
′
i ⊠ · · ·⊠E
′
i ∈ W
∧
i,s˙i
with E ′i ∈ S
∧
bi
.
Assume that the pair (s, E) satisfies the condition (2.5.1). Then E is Ωs-stable,
and in particular, γx-stable for x ∈ Ωs. Since E is Ωs-stable, we have E ∈ (W
∧
s˙ /Ωs)
F ′
and (Ω˜s,E)F ′ = (Ωs)F ′ with aE = 1. Hence the bijection in (1.6.1) leaves the pair
(x, E) invariant for x ∈ (Ωs)F ′. It follows that the set Ts,E coincides with the disjoint
union of Ts˙x,E for x ∈ (Ωs)F ′.
Let ρ˜ = ρ˜s˙,E . It is known that ρ˜|GF is multiplicity free. Let Tρ˜ = Ts˙,E be as in 1.5.
Then Tρ˜ consists of t
′ elements, where t′ is the order of ΩF
′
s,E = Ω
F ′
s . It follows from
[S2] that (Aλ)F acts transitively on the set Tρ˜. Thus there exists a quotient (Aλ)
′
F of
(Aλ)F such that (Aλ)
′
F is in bijection with Tρ˜. (Aλ)
′
F can be written also as (A¯λ)F
with some quotient A¯λ of Aλ, where A¯λ is a cyclic group of order t (see [S2, 2.19]). It
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can be checked from the proof in [S2, 2.21] that the map AFλ → A¯
F
λ is surjective. Let
us define a set Ms,N by
(2.5.2) Ms,N = (A¯λ)F × (A¯
F
λ )
∧.
The set (A¯Fλ )
∧ is regarded as a subset of (AFλ )
∧ through the map AFλ → A¯
F
λ . Also
we have a surjective map (Aλ)F → (A¯λ)F . We define a subset M0 of M by M0 =
(Aλ)F × (A¯
F
λ )
∧. Thus we have a natural surjective map f : M0 → Ms,N . The
following result, which gives a parametrization of Ts,E in terms of generalized Gelfand-
Graev characters, is a generalization of the results 2.16 and 2.21 in [S2]. The proof is
done in a similar way as in [S2].
Theorem 2.6. Assume that the pair (s, E) satisfies (2.5.1). Let ρ˜ = ρ˜s˙,E ∈ Irr G˜
F .
Let ON be the nilpotent orbit in g˜ containing N . Let θ be a linear character of ZL(λ)
F
as in (2.1.3), and θ0 the restriction of θ to Z
0
L(λ)
F . Then for each pair (c, ξ) ∈ M,
the following holds.
(i) 〈Γc,ξ,θ, ρ˜|GF 〉GF = 0 unless ON ⊆ Oρ˜.
(ii) Assume that Oρ˜ = ON , and let ∆(ρ˜) be as in 2.4.
(a) If ∆(ρ˜)|Z0L(λ)F 6= θ0, then 〈Γc,ξ,θ, ρ˜|GF 〉GF = 0.
(b) If ∆(ρ˜)|Z0L(λ)F = θ0, then there exists a bijection Ts,E ↔ Ms,N satisfying
the following; Let ρc,ξ ∈ Ts,E be the character corresponding to (c, ξ) ∈
Ms,E. For each pair (c
′, ξ′) ∈M0 we have
〈Γc′,ξ′,θ, ρc,ξ〉GF =
{
1 if f((c′, ξ′)) = (c, ξ),
0 if f((c′, ξ′)) 6= (c, ξ).
We have 〈Γc′,ξ′,θ, ρ1〉GF = 0 for any ρ1 ∈ Ts,E, if the pair (c
′, ξ′) ∈ M is
not contained in M0.
Furthermore, ∆(ρ˜)|ZL(λ)F is expressed as θξ
♮
1 for a character ξ1 of A
F
λ .
Then ξ1 is contained in (A¯
F
λ )
∧, and we have
ρ˜|GF =
∑
c∈(A¯λ)F
ρc,ξ1 .
2.7. The above parametrization of Ts,E is also interpreted in terms of (not
modified) generalized Gelfand-Graev characters of GF as follows.
(2.7.1) For each x ∈ (Ωs)F ′ and c ∈ (Aλ)F , we have 〈Γc, ρ˜s˙x,E|GF 〉GF = 1, i.e., there
exists a unique irreducible character of GF which occurs both in the decomposition of
ρ˜s˙x,E|GF and of Γc. Under the parametrization in Theorem 2.6, this character is given
by ρc,ξx for some ξx ∈ (A¯
F
λ )
∧. In particular, we have
ρ˜s˙x,E|GF =
∑
c∈(A¯λ)F
ρc,ξx.
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By using (2.7.1) we can identify Ms,N with Ms,E in (1.6.3). Note that in this
case, Ms,E is nothing but the set (Ω
F ′
s )
∧ × (Ωs)F ′. Also note that the map x 7→ ξx
gives a bijection h : (Ωs)F ′ → (A¯
F
λ )
∧, where ξx is given by ∆(ρ˜s˙x,E)|ZL(λ)F = θξx. By
the discussion in 2.4, we can choose θ such that ∆(ρ˜s˙,E)|ZL(λ)F = θ. Then ξ1 (the case
where x = 1) is the trivial character of A¯Fλ . Let us write s˙x = s˙zx with zx ∈ ZG˜∗ .
Since s˙x is xF
′-stable, we have
(2.7.2) s˙−1x˙s˙x˙−1 = zxF (zx)
−1,
where x˙ ∈ NG∗(T
∗) is a representative of x ∈ (Ωs)F ′. We may assume that zx ∈ Z
Fm
G˜∗
for a large m. Let ψ̂′x be the linear character of G˜
∗Fm corresponding to zx. Since
s˙x, s˙ ∈ T˜
∗, and s˙x is xF
′-stable, s˙ is F ′-stable, we see that ψ̂′x is also F
′-stable. As
explained in [S2, 2.13], there exists an F -stable Levi subgroup M˜ of G˜ containing T˜
such that M˜ contains ZL˜(λ) and that s˙ is contained in the center of the dual group of
M˜ . This implies that the restriction ψ̂x of ψ̂
′
x on ZL˜(λ)
Fm is F -stable (cf. [S2, Prop.
2.14]). We define a linear character ψx of ZL˜(λ)
F by ψx = ShFm/F (ψ̂x). Since ξ1 = 1,
we see that ξx is obtained from the restriction of ψx to ZL(λ)
F .
Next, we shall describe the bijection between (A¯λ)F and (Ω
F ′
s )
∧. There exists a
surjective homomorphism f1 : G˜
F/GF → (A¯λ)F defined as follows (cf. [S2, 2.19]).
For g ∈ G˜F , we can write g = g1z, with g1 ∈ G, z ∈ ZG˜. Then g
−1
1 F (g1) ∈ ZG, and
it determines an element in Aλ = ZL(λ)/Z
0
L(λ), and so an element in A¯λ, which is
unique up to F -conjugacy. On the other hand, we construct f2 : G˜
F/GF → (ΩF
′
s )
∧ as
follows. From (2.7.2), we have s˙−1x˙s˙x˙−1 ∈ ZF
G˜∗
(we may choose x˙ ∈ NG∗(T
∗)F ), and
this defines a well-defined injective homomorphism f ∗2 : Ω
F ′
s → Z
F
G˜∗
, x 7→ s˙−1x˙s˙x˙−1.
Since ZF
G˜∗
≃ (G˜F/GF )∧, we have a surjective map f2 as the transpose of f
∗
2 . Then
Ker f1 = Ker f2, and these maps induce the bijection f : (Ω
F ′
s )
∧ → (A¯λ)F .
Now the parametrization is given as follows. There exists a unique ρ0 ∈ IrrG
F such
that ρ0 occurs in ρ˜s˙x,E|GF and in ΓN . In our parametrization, then ρ0 = ρ1,ξx = ρ1,x
((1, ξx) ∈ Ms,N , (1, x) ∈ Ms,E). Then any ρ contained in ρ˜s˙x,E|GF is obtained as
gρ0
with g ∈ G˜F/GF . We then have ρ = ρc,ξx = ρη,x with c = f1(g) and η = f2(g).
By summing up the above argument, we obtain a bijection
(ΩF
′
s )
∧ × (Ωs)F ′ → (A¯λ)F × (A¯
F
λ )
∧ (η, x) 7→ (f(η), ξx).
This gives the required bijection Ms,E ≃Ms,N .
2.8. Slightly modifying the arguments in [S2, 4.5], (see the remark below), we
establish a parametrization of E(GF , {s}) as in (1.6.4). We give a bijection Ts,E ↔
Ms,E for each pair (s, E) such that E ∈ (W
∧
s˙ /Ωs)
F ′.
(a) First we consider the case where the pair (s, E) satisfies the property (2.5.1).
If we put θ = ∆(ρ˜s˙,E)|ZL(λ)F , then θ satisfies the property (2.1.3). Hence we have a
natural bijection Ts,E ↔ Ms,N ↔ Ms,E by Theorem 2.6 (ii), (b) together with the
argument in 2.7.
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(b) Next we consider the case where Ws satisfies the same assumption as in
(2.5.1), but E is not of the form there. So we assume that Ωs(E) 6= Ωs, and put
t′ = |Ωs(E)|. Replacing (s, E) by a certain NW (Ws˙)-conjugate, we may assume that
E can be written as E ≃ E1 ⊠ · · ·⊠ Er, (Ei ∈ W
∧
i,s˙) with
Ei = (Ei1 ⊠ · · ·⊠Ei1)⊠ · · ·⊠ (Eik ⊠ · · ·⊠Eik),
where Ei1, . . . , Eik are distinct irreducible characters of Sbi with k = t/t
′, and Eij
appears t′ times in the components of Ei. Moreover, Ωs(E) acts transitively on the
factors Eij . Since E ∈ (W
∧
s˙ /Ωs)
F ′, there exists aE ∈ Ωs such that E ∈ (W
∧
s˙ )
F ′′ with
F ′′ = aEF
′. Let L˜ = L˜1 × · · · × L˜r be an F -stable Levi subgroup of G˜ according
to the decomposition of E, where L˜i = L˜i1 × · · · × L˜ik with L˜ij ≃ GLbit′ . Then Ws˙
coincides with WL˜∗,s˙, the stabilizer of s in WL˜∗ , and F
′′ can be written as F ′′ = Fw2
with w2 ∈ WL˜∗ . Moreover, we have Ωs(E) = Ωs,L, a similar group as Ωs for L = L˜∩G,
and the pair (s, E) satisfies the condition in (2.5.1) with respect to L. Hence by (a),
the set T Ls,E is parametrized by M
L
s,E (the super script L denotes the corresponding
object in L). Let P˜ be the standard parabolic subgroup of G˜ containing L˜ and put
P = P˜ ∩ G. Then by Lemma 4.2 in [S2], the map ρ0 7→ Ind
GF
PF ρ0 gives a bijection
between T Ls,E and Ts,E. Since
M
L
s,E = (Ω
F ′′
s,L)
∧ × (Ωs,L)F ′′ = (Ω
F ′
s,E)
∧ × (Ωs,E)F ′ =Ms,E,
this gives a bijection Ts,E ↔Ms,E.
(c) We consider the general case. Let Ws˙ = W1,s˙1 × · · · ×Wr,s˙r , and Ws = Ws˙Ωs.
Here we assume that there exists i such that Ωs acts non-transitively on Wi,s˙i. In this
case, there exists a proper Levi subgroup L∗ of G∗ such that Ws is contained in WL∗
and that L∗ is both F -stable and F ′-stable. Then ZG∗(s) is contained in L
∗. Under
this condition, it is known that the twisted induction RGL (w˙1) (see, e.g., [S2, 3.1])
induces a bijection between E(LF
′
, {s}) and E(GF , {s}). By induction hypothesis, we
may assume that there exists a bijection T Ls,E ↔M
L
s,E. Since Ωs(E) = Ωs,L, M
L
s,E is
identified with Ms,E. Hence we have a bijection Ts,E ↔Ms,E as asserted.
Remark 2.9. In [S2], 4.5, the parametrization is done through three steps as above.
However, in the step (a), only the pair (s, E) such that ∆(ρ˜s˙,E) = 1 is treated, and it is
stated that other cases are reduced to this the case by considering the linear character
θ of GF corresponding to the central element z˙ ∈ ZFG∗ . But this is not true in general.
In fact, if the F -stable class {s˙′} in G∗ satisfies the property in (2.5.1), then s˙′ can
be written as s˙′ = z˙s˙ for an F -stable class {s˙} such that ∆(ρ˜s˙,E) = 1 with z˙ ∈ ZG∗ .
However, it occurs that z˙ /∈ ZFG∗ even if the classes {s˙} and {z˙s˙} are F -stable. In
that case one cannot find a linear character θ of GF corresponding to z˙. Hence the
step (a) in [S2] does not cover all the cases, and one needs to consider the cases where
∆(ρ˜s˙,E) 6= 1 discussed as in 2.8.
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3. Character formula for generalized Gelfand-Graev characters
3.1. For later use, we shall prove a character formula for Γc,ξ, which is a variant of
the formula given in [K3]. Note that Γc,ξ is constructed by using a specific Lagrangian
subspace s of u1. Following [S2, 2.3], we recall the construction of s. Assume, for
simplicity, that G = SLn. The weighted Dynkin diagram of N is given as follows. Let
Π ⊂ Σ+ be the set of simple roots and the set of positive roots of G, which is written
in the form Σ+ = {εi − εj | 1 ≤ i < j ≤ n} for certain basis vectors ε1, . . . , εn of
Rn, and Π = {α1, . . . , αn−1} with αi = εi − εi+1. Assume that N corresponds to a
partition µ = (µ1 ≥ µ2 ≥ · · · ≥ µr > 0) of n via Jordan’s normal form. For each µi,
put
Yi = {µi − 1, µi − 3, . . . ,−µi + 1}
consisting of µi integers. Then Y =
∐
i Yi is a set of n integers (with multiplicities),
and we arrange its elements in a decreasing order,
(3.1.1) Y = {ν1 ≥ ν2 ≥ · · · ≥ νn}.
The weighted Dynkin diagram h : Π→ Z is given by h(αi) = νi−νi+1 for 1 ≤ i ≤ n−1.
Let Π1 (resp. Σ1) be the set of α ∈ Π (resp. α ∈ Σ
+) such that h(α) = 1. Clearly
we have g1 =
⊕
α∈Σ1
gα. The set Σ1 is described as follows. For a given αi ∈ Π1, let
j be the smallest integer such that j > i and that h(αj) > 0, and let k be the largest
integer such that k < i and that h(αk) > 0. We define a subset Ψi of Σ
+ by
Ψi = {εp − εq | k + 1 ≤ p ≤ i, i+ 1 ≤ q ≤ j}.
(If j or k does not exist, we put k = 0 or j = n.) Then it is easy to see that Ψi are
mutually disjoint and that
Σ1 =
∐
αi∈Π1
Ψi.
For αi, αj ∈ Π1 such that i < j, we say that Ψi and Ψj are adjacent if αk /∈ Π1 for
i < k < j. There exists a subset Ψ of Σ1 satisfying the following properties; Ψ is a
union of the Ψi which are not adjacent each other, and Σ1 = Ψ
∐
σ(Ψ), where σ is
the permutation of Σ+ induced from the graph automorphism of Π. Note that Ψ is
uniquely determined up to the action of σ. Put s =
⊕
α∈Ψ gα. Then it was shown in
[S2, 2.3] that s is a Lagrangian subspace in g1, stable by the action of L.
In the discussion below, we follow the notation in 2.1. Let V be an n-dimensional
vector space over k on which G acts naturally. We can find a basis {N jvi | 1 ≤
i ≤ r, 0 ≤ j < µi} of V such that N
µivi = 0 and that H acts on N
jvi by a scalar
multiplication −µi + 1 + 2j.
Put M = ZL(λ). Take t ∈ M such that t stabilizes each basis vector N
jvi up
to scalar. It follows that t ∈ T1, where T1 is a maximal torus in L related to the
weighted Dynkin diagram of N . Since G is simply connected, ZG(t) is connected. Put
zt = LieZG(t). Since M = ZG(N) ∩ ZG(N
∗), zt contains N,N
∗, and so it contains H .
If we put (zt)j = gj ∩ zt, zt =
⊕
j(zt)j gives the grading of zt associated to N ∈ zt.
Put (ut)j =
⊕
j′≥j(zt)j′. Then we have (ut)j = uj ∩ zt. In particular, Pt = P ∩ ZG(t)
(resp. Lt = L ∩ ZG(t)) is the parabolic subgroup of ZG(t) (resp. its Levi subgroup)
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associated to N . Moreover, the restriction of λ : u1 → k to (ut)1 coincides with the
corresponding linear map λt with respect to N . We have the following lemma.
Lemma 3.2. st = s ∩ zt is a Lagrangian subspace of (zt)1, which is stable by Lt.
Proof. From the above discussion, the symplectic form on (zt)1 is obtained as the
restriction to (zt)1 of the symplectic form on g1. Hence s∩zt is an anisotropic subspace
of (zt)1. Also it is clear that s ∩ zt is stable by Lt. Note that T1 is a maximal torus
on which the root system Σ is defined. Then the subroot system Σt of Σ associated
to the group ZG(t) consists of roots εp − εq ∈ Σ such that the corresponding basis
vectors Nkvl and N
k′vl′ in V have the eigenvalue 0 for t. (We identify the basis {εi}
and {N jvi} via the total order ν1, . . . , νn in (3.1.1)). Since t ∈ M , N
jvi have the
same eigenvalue for all 1 ≤ j ≤ µi − 1 (i is fixed). It follows that the subroot system
Σt is invariant under the action of σ. Hence Σ1 ∩ Σt is also σ-invariant. If we put
Ψt = Ψ ∩ Σt, then we have Σ1 ∩ Σt = Ψt
∐
σ(Ψt). In particular, |Ψt| = |Σ1 ∩ Σt|/2.
Since s ∩ zt =
⊕
α∈Ψt
gα, we see that s ∩ zt is a Lagrangian subspace of (zt)1. The
lemma is proved. 
3.3. For c ∈ Aλ, we choose c˙ ∈ ZL ⊂ T1, and take αc ∈ T1 such that α
−1
c F (αc) =
c˙. We consider the c-twisted version of the previous results. In the following, we denote
by Xc the object obtained from X related to G or g by the conjugation or adjoint
action by αc. Then Mc = αcMα
−1
c coincides with ZL(λc), and we haveMc = ZG(Nc)∩
ZG(N
∗
c ), where Nc, N
∗
c , Hc are F -stable TDS-triple. Since αc ∈ L, we have sc = s and
u2,c = u2. It follows that uc = u for u = s+ u2, and so Uc = U . Let t be a semisimple
element in MFc . Put zt = LieZG(t), etc., as before. If we put t
′ = α−1c tαc ∈ M , t
′
is conjugate to an element in T1 under M
0 ⊂ L (since Mc = M
0
cZG). It follows that
s ∩ zt′ is a Lagrangian subspace of (zt′)1, and so s ∩ zt =
αc(s ∩ (zt′)1) is a Lagrangian
subspace of (zt)1, which is stable by F . We put st = s ∩ zt. Let ut = st + (ut)2. Then
we have an F -stable subgroup Ut of ZG(t) such that LieUt = ut, which is stable by Lt.
Moreover, ut = u ∩ zt. It follows from this that
(3.3.1) U ∩ ZG(t) = Ut.
Now λc : u1 → k is the linear map defined as λ, by using Nc instead of N . Then
λc,t = λc|(ut)1 is the linear map on (ut)1 defined by Nc ∈ zt. It follows that the
restriction of Λc : U
F → Q¯∗l on U
F
t coincides with the linear character of U
F
t defined
in terms of Nc, which we denote by Λc,t.
3.4. Take a semisimple element s ∈ GF , and assume that there exists g ∈ GF
such that g−1sg ∈ MFc . (Do not confuse s with an element in the dual group G
∗).
By fixing s, we put Pg = gPg
−1 ∩ ZG(s) and Lg = gLg
−1 ∩ ZG(s). We apply the
previous argument for t = g−1sg. Then Ng =
gNc is an F -stable nilpotent element in
LieZG(s), and Ug = gUtg
−1 is the unipotent subgroup of ZG(s) associated to Ng. We
have Pg = gPtg
−1 and Lg = gLtg
−1. Moreover λg = Ad g ◦ λc,t is the linear map of
g(ut)1 = (us)1, and Λg = ad g ◦Λc,t coincides with the linear character of U
F
g associated
to Ng. We define a modified generalized Gelfand-Grave character Γ
ZG(s)
Ng ,1
of ZG(s) by
(3.4.1) Γ
ZG(s)
Ng ,1
= Ind
ZG(s)
F
ZLg (λg)
FUFg
(1⊗ Λg)
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associated to Ng ∈ LieZG(s).
The following result gives a description of modified generalized Gelfand-Graev
characters in terms of various modified generalized Gelfand-Graev characters of smaller
groups, which is an extended version of the formula stated in [K3, Lemma 2.3.5].
Proposition 3.5. Assume that s, v ∈ GF such that sv = vs, where s is semisimple
and v is unipotent. Then we have
Γc,ξ,θ(sv) =
1
|ZG(s)F |
∑
g∈GF
g−1sg∈ZL(λc)
F
|ZLg(λg)
F |
|ZL(λc)F |
θξ♮(g−1sg)Γ
ZG(s)
Ng,1
(v).
Proof. By definition,
Γc,ξ,θ(sv) =
(
IndG
F
MFc U
F θξ♮ ⊗ Λc
)
(sv)(3.5.1)
= |MFc U
F |−1
∑
g∈GF
g−1svg∈MFc U
F
(θξ♮ ⊗ Λc)(g
−1svg).
Here the condition g−1svg ∈ MFc U
F in the sum is equivalent to the condition that
g−1vg ∈MFc U
F and g−1sg ∈MFc U
F . We note that
(3.5.2) Any semisimple element in MFc U
F is contained in
⋃
x∈UF xM
F
c x
−1.
In fact, let T1 be an F -stable maximal torus in L as in 3.1. Then T2 = T1 ∩M
is a maximal torus in M . Since we can choose c˙ ∈ T1, T2 is also contained in Mc.
Thus T2 is a maximal torus in McU . We have NMcU(T2) ≃ NMc(T2)ZU(T2). Since U
is a product of one parameter subgroups Uα associated to roots α with respect to T1,
ZU(T2) is a product of Uα such that α|T2 = Id. It follows that ZU(T2) is connected,
and NMcU(T2)
0 = T2ZU(T2). We see that NMcU(T2)/NMcU(T2)
0 ≃ NMc(T2)/T2. This
implies that any F -stable maximal torus inMcU is taken fromMc up to U
F -conjugate.
Since any semisimple element in MFc U
F is contained in an F -stable maximal torus,
we obtain (3.5.2).
It follows from (3.5.2) that g−1sg ∈ xMFc x
−1 for some x ∈ UF , i.e., (gx)−1s(gx) ∈
MFc . It is easy to see that the set {x1 ∈ U
F | (gx1)
−1s(gx1) ∈ M
F
c } is given by
xZU((gx)
−1s(gx))F for some x ∈ UF such that (gx)−1s(gx) ∈ MFc . Hence the last
formula in (3.5.1) implies that
Γc,ξ,θ(sv) = |M
F
c U
F |−1
∑
g∈GF ,x∈UF
g−1vg∈MFc U
F
g−1sg∈xMFc x
−1
|ZU((gx)
−1s(gx))F |−1(θξ♮ ⊗ Λc)(g
−1svg).
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By replacing gx by g, we have
Γc,ξ,θ(sv) = |M
F
c |
−1
∑
g∈GF
g−1vg∈MFc U
F
g−1sg∈MFc
|ZFU (g
−1sg)|−1θξ♮(g−1sg)(θξ♮ ⊗ Λc)(g
−1vg)
= |MFc |
−1
∑
t
∑
y∈ZG(t)
F
y−1v1y∈MFc U
F
|ZFU (t)|
−1θξ♮(t)(θξ♮ ⊗ Λc)(y
−1v1y),
where in the first sum in the last formula, t runs over all the semisimple element inMFc
such that t = g−1sg for some g ∈ GF . We fix such g for each t, and put v1 = g
−1vg.
Hence we have v1 ∈ ZG(t)
F . Since t normalizes MFc and U
F , we have
ZG(t)
F ∩MFc U
F = (ZG(t)
F ∩ ZL(λc)
F )(ZG(t)
F ∩ UF )
= ZMc(t)
FUFt
by (3.3.1). Also we have ZU(t) = Ut by (3.3.1). It follows that we have
Γc,ξ,θ(sv) =
∑
t∈MFc
g−1sg=t
|ZMc(t)
F |
|MFc |
θξ♮(t)×
×
{
|ZMc(t)
F |−1|UFt |
−1
∑
y∈ZG(t)
F
y−1v1y∈ZMc(t)
F UFt
(θξ♮ ⊗ Λc)(y
−1v1y)
}
.
(3.5.3)
Here we note that y−1v1y is unipotent. Hence the component of y
−1v1y in ZMc(t)
F is
unipotent. Since ξ♮ is a character of MFc which is trivial on M
0F
c , it is trivial on the
set of unipotent elements in MFc . Also by (2.1.3) θ is trivial on the set of unipotent
elements in MFc . It follows that
(θξ♮ ⊗ Λc)(y
−1v1y) = (1⊗ Λc)(y
−1v1y).
Then the expression in the parenthesis in (3.5.3) coincides with
Ind
ZG(t)
F
ZMc(t)
FUFt
(1⊗ Λc)(v1) = Γ
ZG(s)
Ng ,1
(v)
under the conjugation by g ∈ GF . Substituting this into (3.5.3) we obtain the propo-
sition. 
4. Shintani descent and almost characters
4.1. We consider the group GF
m
for a positive integer m. We denote by GF
m
/∼F
the set of F -twisted conjugacy classes in GF
m
. (In the case where m = 1, the set of
F -twisted classes coincides with the set of conjugacy classes, which we denote simply
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by GF/∼.) A norm map
NFm/F : G
Fm/∼F → G
F/∼
is defined by attaching x = Fm(α)α−1 to xˆ = α−1F (α) where x ∈ GF , xˆ ∈ GF
m
and
α ∈ G. Let C(GF
m
/∼F ) (resp. C(G
F/∼)) be the space of F -twisted class functions
on GF
m
(resp. class functions on GF ). A Shintani descent map
ShFm/F : C(G
Fm/∼F )→ C(G
F/∼)
is given by ShFm/F = (N
∗
Fm/F )
−1, which is a linear isomorphism of vector spaces.
Let σ = F |GFm . We consider the semidirect product G
Fm〈σ〉 of GF
m
with the
cyclic group〈σ〉 of orderm generated by σ. Then the coset GF
m
σ is invariant under the
conjugation action of GF
m
, and the set GF
m
σ/∼ is identified with the set GF
m
/∼F via
the map xσ ↔ x. Now each F -stable irreducible character ρ of GF
m
can be extended to
an irreducible character ρ˜ of GF
m
〈σ〉 (in m-distinct way), and the restriction ρ˜|GFmσ to
the coset GF
m
σ determines an element in C(GF
m
/∼F ) under the above bijection. The
function ρ˜|GFmσ does not depend on the choice of the extension up to a scalar multiple,
and the collection of those ρ˜|GFmσ for ρ ∈ (IrrG
Fm)F gives a basis of C(GF
m
/∼F ). In
what follows, we often regard a character f of GF
m
〈σ〉 as an element in C(GF
m
/∼F )
by considering its restriction to GF
m
σ, if there is no fear of confusion.
4.2. We shall describe the Shintani descent of the modified generalized Gelfand-
Graev characters. We follow the setting in 2.2. Recall the set M in (2.1.2) and M in
2.2. Let θ be as in (2.2.1). Hence it is the restriction to ZL(λ)
Fm of an F -stable linear
character θ′ of ZL˜(λ)
Fm. We denote by θ0 the linear character of ZL(λ)
F obtained by
restricting the linear character ShFm/F (θ
′) of ZL˜(λ)
F . Hence θ0 satisfies the condition
in (2.1.3). We consider the modified generalized Gelfand-Graev characters Γ
(m)
c,ξ,θ and
Γc1,ξ1,θ0 for (c, ξ) ∈M and (c1, ξ1) ∈M.
Let us consider an extension Γ˜
(m)
c,ξ,θ as in 2.2, which is determined by the choice of
an extension θ˜ξ
♮
of θξ♮ to Mc〈cˆσ〉. Since c ∈ A
F
λ , we may choose c˙ ∈ ZL(λ)
F . Note
that, under the isomorphism ad β−1c : ZL(λc)
Fm ≃ ZL(λ)
c˙Fm, the linear character θξ♮
corresponds to a linear character θξ of ZL(λ)
c˙Fm , and θ˜ξ
♮
corresponds to its extension
θ˜ξ to ZL(λ)
c˙Fm〈σ〉. Take c1 ∈ (Aλ)F . As Aλ = A
Fm
λ , we may choose an element
c˙1 ∈ ZL(λ)
Fm whose image on Aλ gives a representative of c1 ∈ (Aλ)F . Now the
following proposition describes the Shintani descent of Γ˜
(m)
c,ξ,θ in terms of Γc1,ξ1,θ0. The
proof is done in a similar way as in [S2]. In fact, Theorem 1.10 in [S2] can be extended
to our setting, and the proposition is the direct consequence of the theorem (cf. [S2,
4.11]).
Proposition 4.3. Let the notations be as above. Assume that m is sufficiently divis-
ible. Then we have
ShFm/F (µ
−1
c,θξΓ˜
(m)
c,ξ,θ) = |A
F
λ |
−1ξ˜(σ)
∑
(c1,ξ1)∈M
ξ(c1)ξ1(c)Γc1,ξ1,θ0.
4.4. We shall describe the set of F -stable irreducible characters of GF
m
in the
case where m is sufficiently divisible. Let {s} be an F -stable class in G∗, and we
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assume that s ∈ T ∗. As in the case of GF , one can find s˙ ∈ T˜ ∗ such that π(s˙) = s
and that the class {s} is F -stable. Hence F ′(s˙) = s˙ for F ′ = Fw1. We choose m
large enough so that s˙ ∈ T˜ ∗F
m
and that Fm acts trivially on Ωs. For each E ∈ W
∧
s˙ ,
we denote by M
(m)
s,E and T
(m)
s,E the set Ms,E and Ts,E as given in 1.4, but replacing F
′
by Fm. Then E(GF
m
, {s}) is a disjoint union of various T
(m)
s,E , and the latter set is in
bijection with M
(m)
s,E . By our assumption on m, we have M
(m)
s,E = Ω
∧
s,E × Ωs,E. Let us
define a subset Ms,E of M
(m)
s,E by Ms,E = (Ω
∧
s,E)
F ′ × ΩF
′
s,E, where (Ω
∧
s,E)
F ′ means the
set of F ′-stable irreducible characters of Ωs,E . Then by [S2, (4.6.1)], the set (T
(m)
s,E )
F of
F -stable irreducible characters in T
(m)
s,E is parametrized byMs,E, and so E(G
Fm, {s})F
can be described as
(4.4.1) E(GF
m
, {s})F =
∐
E∈(W∧s˙ /Ωs)
F ′
Ms,E.
In the case where (s, E) is of the form 2.8 (a), the set Ts,E is also parametrized in
terms of Ms,N . Since m is large enough, T
(m)
s,E is parametrized by M
(m)
s,N = A¯λ × A¯
∧
λ .
Then under this parametrization, (T (m)s,E )
F is parametrized by A¯Fλ × (A¯
∧
λ)
F .
4.5. We define a pairing { , } :Ms,E ×Ms,E → Q¯
∗
l as follows. For x = (η, z) ∈
Ms,E and y = (η
′, z′) ∈Ms,E,
(4.5.1) {x, y} = |ΩF
′
s,E|
−1η(z′)η′(z).
(Note that η ∈ (Ω∧s,E)
F ′ can be viewed as a character of the group (Ωs,E)F ′.)
We define a function Rx ∈ C(G
F/∼) for each x ∈Ms,E by
(4.5.2) Rx =
∑
y∈Ms,E
{x, y}ρy.
In the case where (s, E) satisfies the property in 2.8 (a), the set Ts,E is also
parametrized by Ms,N = (A¯λ)F × (A¯
F
λ )
∧, and we have a bijection between Ms,E
andMs,N by 2.7. Put Ms,N = A¯
F
λ × (A¯
∧
λ)
F . Then the set (T
(m)
s,E )
F is parametrized by
Ms,N . By modifying the argument in 2.7 appropriately to the situation in G
Fm , we
have a bijection between Ms,E and Ms,N . Let θ0 be the linear character of ZL(λ)
F
obtained by restricting ∆(ρ˜s˙,E) to ZL(λ)
F . The linear character θ of ZL(λ)
Fm is also
defined by using the Shintani descent of ZL˜(λ) (cf. 4.2). We say that θ (resp. θ0) is
the linear character associated to Ms,N (resp. Ms,N).
We define a pairing { , } : Ms,N × Ms,N → Q¯
∗
l for x = (c, ξ) ∈ Ms,N and
y = (c′, ξ′) ∈ Ms,N ,
(4.5.3) {x, y} = |A¯Fλ |
−1ξ(c′)ξ′(c).
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Then the bijections Ms,E ≃ Ms,N , etc., are compatible with those pairings. This
property was used in [S2, 4.11] to connect almost characters defined in terms ofMs,N
to that of Ms,E (in the case where θ = 1, but the proof was omitted there). We give
a proof of this property.
Lemma 4.6. Assume that (s, E) is as in 2.8 (a). Then under the bijections Ms,E ≃
Ms,N , (η, z)↔ (c, ξ) and Ms,E ≃Ms,N , (η
′, z′)↔ (c′, ξ′), we have
|ΩF
′
s,E|
−1η(z′)η′(z) = |A¯Fλ |
−1ξ(c′)ξ′(c).
Proof. By our assumption, we have ΩF
′
s,E = Ω
F ′
s . It follows from the parametrization
of IrrGF in 1.6 and 2.7, we see that |ΩF
′
s | = |A¯
F
λ |, which coincides with the number of
irreducible components in ρ˜s˙,E|GF . Thus, in order to prove the lemma, it is enough to
show that
(4.6.1) η(z′) = ξ′(c), η′(z) = ξ(c′).
We recall the bijection Ms,E ≃ Ms,N given by h : (Ωs)F ′ → (A¯
F
λ )
∧ and f : (ΩF
′
s )
∧ →
(A¯λ)F in 2.7. A similar construction gives bijections
h′ : Ωs → A¯
∧
λ , h
′′ : (Ωs)
F ′ → (A¯∧λ)
F ,
f ′ : Ω∧s → A¯λ, f
′′ : (Ω∧s )
F ′ → A¯Fλ ,
and h′′× f ′′ : (Ω∧s )
F ′×ΩF
′
s → A¯
F
λ × (A¯
∧
λ)
F gives the bijectionMs,E →Ms,N . We have
inclusions (Ωs)
F ′ →֒ Ωs, (Ω
∧
s )
F ′ →֒ Ω∧s and natural surjections Ωs → (Ωs)F ′,Ω
∧
s →
(ΩF
′
s )
∧. Also we have inclusions (A¯∧λ)
F →֒ A¯∧λ , A¯
F
λ →֒ A¯λ, and natural surjections
(A¯λ)
∧ → (A¯Fλ )
∧, A¯λ → (A¯λ)F .
We want to show that the maps h, h′, h′′ and f, f ′, f ′′ are compatible with various
inclusions and surjections given above. First we note that the map h : (Ωs)F ′ → (A¯
F
λ )
∧
is compatible with the extension of the filed, i.e., the following diagram commutes.
(4.6.2)
(Ωs)F ′
h
−−−→ (A¯Fλ )
∧x x
(Ωs)F k
h0
−−−→ (A¯F
k
λ )
∧,
where F k is the map such that F k(s˙) = s˙ and that F k acts trivially on Ωs, and on A¯λ.
h0 is a similar map as h defined by replacing F ′ by F k.
We show (4.6.2). We choose m large enough so that m is divisible by k. Let
ψx, ψ̂x, ψ̂
′
x, be the maps given in 2.7 with respect to F
′. Let y ∈ (Ωs)F k such that its
canonical image in (Ωs)F ′ coincides with x. We may assume that x˙ = y˙ ∈ NG∗(T ).
We denote by ψy, ψ̂y, ψ̂
′
y similar maps constructed by using F
k instead of F ′. In
particular, ψ̂′y is the linear character of G˜
Fm corresponding to zy ∈ Z
Fm
G˜∗
such that
s˙−1x˙s˙x˙−1 = zyF
k(zy
−1). Since zyF
k(zy
−1) = zxF (z
−1
x ), one can choose zx and zy so
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that they satisfy the relation
zx = zyF (zy) · · ·F
k−1(zy).
It follows that
ψ̂x = ψ̂yF
−1(ψ̂y) · · ·F
−k+1(ψ̂y).
Put ψ′x = ShFm/F k(ψ̂x). Since ψy = ShFm/F k(ψ̂y), we have
ψ′x = ψyF
−1(ψy) · · ·F
−k+1(ψy),
and ψx = ShF k/F (ψ
′
x). We shall compute the value ψx(t) for t ∈ T
F . Take α ∈ T such
that t = F k(α)α−1, and put tˆ = α−1F (α). Then tˆ ∈ T F
k
, and we have
ψx(t) = ψ
′
x(tˆ) = ψy(tˆF (tˆ) · · ·F
k−1(tˆ)) = ψy(α
−1F k(α)) = ψy(t)
since α−1F k(α) = F k(α)α−1 = t. It follows that
(4.6.3) ψx|TF = ψy|TF .
Now for c ∈ A¯Fλ , one can choose a representative c˙ ∈ ZL(λ)
F of c so that c˙ ∈ T F . Then
by (4.6.3), we have
h(x)(c) = ψx(c˙) = ψy(c˙) = h
0(y)(c).
This proves the commutativity of (4.6.2).
Next we show that the map f : (Ωs)F ′ → (A¯λ)F is compatible with the extension
of the field, i.e., the following diagram commutes.
(4.6.4)
(ΩF
′
s )
∧ f−−−→ (A¯λ)Fx x
(ΩF
k
s )
∧ f
0
−−−→ (A¯λ)F k ,
where f 0 is a similar map as f defined by replacing F ′ by F k.
In fact, we consider the following diagram
(4.6.5)
G˜F/GF
π1−−−→ ZF
π2−−−→ (A¯λ)F
N
Fk/F
x x x
G˜F
k
/GF
k π01−−−→ ZF k
π02−−−→ (A¯λ)F k ,
where π2 ◦ π1 = f2, π
0
2 ◦ π
0
1 = f
0
2 , and the second and the third vertical maps are
natural surjections. This diagram turns out to be commutative. In order to show
this, it is enough to see the commutativity of the left square. Take g ∈ G˜F and write
it as g = g1z with g1 ∈ G, z ∈ ZG˜. Then one can find β ∈ G, γ ∈ ZG˜ such that
g1 = F
k(β)β−1, z = F k(γ)γ−1. Put gˆ1 = β
−1F (β), zˆ = γ−1F (γ). Since γ ∈ ZG˜, we
see that gˆ = gˆ1zˆ satisfies the condition that NF k/F (gˆ) = g. Hence we have π1(g) =
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g−11 F (g1) = zF (z
−1) and π01(gˆ) = zˆF
k(zˆ−1). But by using zˆ = γ−1F (γ), we see easily
that zF (z−1) = zˆF k(zˆ−1). This shows that the diagram (4.6.5) is commutative.
On the other hand, since the map f ∗2 : Ω
F ′
s → Z
F
G˜∗
is compatible with the inclusions
ΩF
′
s →֒ Ω
F k
s , Z
F
G˜∗
→֒ ZF
k
G˜
, we have the commutative diagram
(4.6.6)
G˜F/GF −−−→ (ΩF
′
s )
∧
N
Fk/F
x x
G˜F
k
/GF
k
−−−→ (ΩF
k
s )
∧.
The commutativity of the diagram (4.6.4) follows from (4.6.5) and (4.6.6).
Finally, it is easy to check that the maps h′, h′′ are compatible with (Ωs)
F ′ →֒ Ωs
and (A¯∧λ)
F →֒ A¯∧λ , and the corresponding results hold also for f
′, f ′′.
Now by using the commutativity of h, h′, h′′ and f, f ′, f ′′, one can check that (4.6.1)
is reduced to showing that
(4.6.7) Assume that F (s) = s, and that F acts trivially on Ωs and on Aλ. Then, for
(η, z) ∈ Ω∧s × Ωs and (c, ξ) ∈ A¯λ × A¯
∧
λ , we have η(z) = ξ(c).
But (4.6.7) is proved in a similar way as the proof of Lemma 3.16 in [ShS], where
a similar problem for (T
(m)
s,E )
F 2 is discussed. Thus Lemma 4.6 is proved. 
The following result gives a description of the Shintani descent of GF
m
in the case
where m is sufficiently divisible. In the following, we denote by ρ
(m)
x the F -stable
irreducible character of GF
m
belonging to the set (T
(m)
s,E )
F corresponding to x ∈Ms,E.
Theorem 4.7 ([S2, Theorem 4.7]). Assume that m is sufficiently divisible. For each
ρ
(m)
x ∈ (IrrGF
m
)F corresponding to x = (η, z) ∈Ms,E, we fix an extension ρ˜
(m)
x of ρ
(m)
x
to GF
m
〈σ〉. Then we have
ShFm/F (ρ˜
(m)
x |GFmσ) = µxRx,
where µx is a certain rot of unity. In the case where (s, E) is in (a) of 2.8, µx is given
by an m-th root of unity of θ(c˙−1)ξ(c−1) under the correspondence (η, z)↔ (c, ξ) (see
2.2 and 4.5 for the notation).
Remark 4.8. µx is not given explicitly in [S2]. But the determination of µx is
reduced to the case where (s, E) is in (a) of 2.8. In this case the extension ρ˜
(m)
x of
ρ
(m)
x is determined by the extension Γ˜
(m)
c,ξ,θ of Γ
(m)
c,ξ,θ for x = (c, ξ) ∈ Ms,N , which is
determined by the choice of µc,θξ as in 2.2. Then the argument in 4.11 in [S2] gives
the description of µx = µc,θξ.
4.9. Let L be a Levi subgroup of a standard parabolic subgroup P of G containing
T . Let δ = δ(m) be an irreducible cuspidal character of LF
m
. Let W = NG(L)/L, and
put
Wδ = {w ∈ W |
wδ = δ},
Zδ = {w ∈ W |
Fwδ = δ}.
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Wδ is naturally regarded as a subgroup of W , and according to Howlett and Lehrer
[HL], Wδ can be decomposed as Wδ =W
0
δΩδ, where W
0
δ is a normal subgroup of Wδ
which is a reflection group with a set of simple reflections associated to some root
system Γ ⊂ Σ, and Ωδ is given by
Ωδ = {w ∈ Wδ | w(Γ
+) ⊂ Γ+},
where Γ+ = Γ ∩Σ+ is the set of positive roots of Γ+. Assume that Zδ 6= ∅. Then Zδ
can be written as Zδ = wδWδ for some wδ ∈ W. We choose wδ so that Fwδ(Γ
+) ⊂ Γ+,
and let w˙δ ∈ NG(L) be a representative of wδ. Note that this condition determines
wδ only up to the coset of Ωδ. Let γδ : Wδ → Wδ be the automorphism induced by
the map Fwδ. Then γδ stabilizes W
0
δ . Let W˜δ =Wδ〈γδ〉 be the semidirect product of
Wδ with the cyclic group generated by γδ. We denote by (W
∧
δ )
γδ the set of γδ-stable
irreducible characters of Wδ.
Let Pδ = Ind
GF
m
PFm δ be the Harish-Chandra induction of δ. We review the results
from [S2, 3.5, 3.6]. The irreducible characters of GF
m
appearing in the decomposition
of Pδ are parametrized by W
∧
δ . We denote by ρE = ρ
(m)
E the irreducible character of
GF
m
corresponding to E ∈ W∧δ . Let M be the subgroup of NG(L) generated by L and
w ∈ Wδ. Then it is known ([G], [Le]) that δ can be extended to a representation δ˜
of MF
m
. Fw˙δ stabilizes M
Fm , and the restriction of Fw˙δ on M
Fm is written as σw˙δ.
Fw˙δ stabilizes δ˜, and one can extend δ˜ to a representation of M
Fm〈σw˙δ〉. We fix such
an extension of δ˜, and denote it also by δ˜.
Now we have an action of F on Pδ. ρE is F -stable if and only if E ∈ (W
∧
δ )
γδ . The
choice of an extension E˜ of E to W˜δ-module (and of δ˜) determines an extension of ρE
to GF
m
〈σ〉, which we denote by ρ˜E˜. We consider the Shintani descent of ρ˜E˜ . Then by
Theorem 3.4, one can write ShFm/F (ρ˜E˜ |GFmσ) = µE˜RE , where RE is a certain almost
character of GF , and µE˜ is a root of unity depending on the choice of E˜. Similarly,
for each y ∈ Wδ, δ˜ is a character of L
Fm〈σw˙δy˙〉. Hence the Shintani descent of δ˜ can
be written as
ShFm/F w˙δ y˙(δ˜|LFmσw˙δ y˙) = µδ˜,yRδ,y
where Rδ,y is the almost character of L
Fw˙δ y˙, and µδ˜,y is a root of unity depending on
the choice of δ˜ and on y.
Now the twisted induction RGL(w˙) : C(L
Fw˙/∼) → C(GF/∼) is defined as in [S2,
3.1]. By using the specialization argument of the Shintani descent identity (see [S2,
Remark 4.13]), we obtain the following.
Proposition 4.10. For each w = wδy ∈ Zδ, we have
RGL(w˙)(µδ˜,yRδ,y) =
∑
E∈(W∧δ )
γδ
Tr (γδy, E˜)µE˜RE .
Remark 4.11. The formula in [S2, Remark 4.13] contains a linear character ε :
Wδ → {±1}, y 7→ εy which is trivial on Ωδ. However, we have ε = 1 in our case. In
fact, since ε is a character of W0δ , ε is determined by the corresponding formula for
RG˜
L˜(w)
with y ∈ W0δ . In that case, the formula is nothing but the decomposition of the
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Deligne-Lusztig character RG˜
T˜x
(θ) into irreducible characters for some θ ∈ (T˜ Fx )
∧, and
the assertion is verified by using the explicit description in 1.4.
5. Unipotently supported functions
5.1. Let Guni be the unipotent variety of G. Let IG be the set of all pairs (C, E)
where C is a unipotent class in G and E is an irreducible G-equivariant local system
on C. If we fix u ∈ C, the set of G-equivariant local systems on C is in bijection with
AG(u)
∧. Thus the pair (C, E) is represented by the pair (u, τ) for τ ∈ AG(u)
∧. Let
MG be the set of triples (L,C0, E0), up to G-conjugacy, where L is a Levi subgroup
of some parabolic subgroup P of G, and E0 is a cuspidal local system on a unipotent
class C0 in L. It is known by Lusztig [L2, 6.5] that there exists a natural bijection
(5.1.1) IG ≃
∐
(L,C0,E0)∈MG
(NG(L)/L)
∧,
which is called the generalized Springer correspondence between unipotent classes in
G and irreducible characters of various Coxeter groups. (Note that NG(L)/L is a
Coxeter group for any (L,C0, E0) ∈ MG.) The set MG gives a partition of IG. A
subset of IG corresponding to some triple (L,C0, E0) ∈ MG is called a block. The
correspondence in (5.1.1) is given more precisely as follows. For each triple (L,C0, E0),
one can associate a semisimple perverse sheaf K on G such that EndK ≃ Q¯l[W] with
W = NG(L)/L. Let KE be the simple component of K corresponding to E ∈ W.
Then
(5.1.2) KE|Guni = IC(C, E)[dimC + dimZ
0
L]
for some pair (C, E) ∈ IG. The correspondence (C, E)↔ E gives the required bijection.
Now F acts naturally on IG and MG by (C, E) 7→ (F
−1(C), F ∗E), (L,C0, E0) 7→
(F−1(L), F−1(C0), F
∗E0). Let (L,C0, E0) ∈ M
F
G and I0 the block corresponding to it.
Then one can choose L an F -stable Levi subgroup of an F -stable parabolic subgroup
P of G. In that case, C0 is an F -stable unipotent class and E0 is an F -stable local
system. Then F acts on W, and we consider the semidirect product W˜ = W〈c〉 ,
where c is the automorphism on W induced by F . For each ι = (C, E) ∈ I0, we put
Kι = KE if ι = (C, E) corresponds to E ∈ W
∧ under (5.1.1). Then Kι is F -stable if
and only if E is F -stable. We choose an isomorphism φ0 : F
∗E0 ∼−→E0 so that it induces
a map of finite order at the stalk of each point in CF0 . Then it induces an isomorphism
F ∗K ∼−→K, and by choosing a preferred extension of E to W˜ , induces an isomorphism
φE : F
∗KE ∼−→KE. Since H
a0(KE)|C = E with a0 = − dimC − dimZ
0
L, φE induces
an isomorphism F ∗E ∼−→E . We define ψι : F
∗E ∼−→E by the condition that q
(a0+r)/2ψι
coincides with the map φE : F
∗Ha0(KE) ∼−→H
a0(KE), where r = dim supp KE . Note
that we have
a0 + r = (dimG− dimC)− (dimL− dimC0).
Then by [L3, 24.2], ψι induces a map of finite order at the stalk of each point in C
F .
5.2. Let VG = C(G
F/∼) be the space of GF -invariant functions on GF , and Vuni
the subspace of VG consisting of functions whose supports lie in G
F
uni. For each pair
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ι = (C, E) ∈ IG, we define Yι ∈ V
F
uni by
Yι(v) =
{
Tr (ψι, Ev) if v ∈ C
F
0 otherwise,
where Ev is the stalk of E at v. Then {Yι | ι ∈ IG} gives rise to a basis of Vuni. We
have a natural decomposition
(5.2.1) Vuni =
⊕
I0
VI0,
where I0 runs over all the F -sable blocks, and VI0 is the subspace of Vuni spanned by
Yι for ι ∈ I0.
Let I0 be an F -stable block associated to the triple (L,C0, E0). We assume that L
is an F -stable Levi subgroup of an F -stable parabolic subgroup of G. We denote by Lw
an F -stable Levi subgroup twisted by w ∈ W = NG(L)/L. For a pair ι = (C, E) ∈ IG,
we put supp (ι) = C. For each ι, ι′ ∈ IF0 , put
ωι,ι′ =|W|
−1q−(codimC+codimC
′)/2+dimZ0L
× |GF |
∑
w∈W
|Z0FLw |
−1Tr (w,Eι) Tr (w,Eι′),
(5.2.2)
where C = supp (ι), C ′ = supp (ι′), and Eι, Eι′ ∈ W
∧ are the ones corresponding to
ι, ι′ via the generalized Springer correspondence. If ι, ι′ ∈ IFG are not in the same
block, we put ωι,ι′ = 0.
For Kι = KE , put φι = φE. We define Xι ∈ Vuni by
Xι(g) =
∑
a
(−1)a+a0 Tr (φι,H
a
g(Kι))q
−(a0+r)/2 (g ∈ GFuni).
We define an equivalence relation ∼ in IG by ι ∼ ι
′ if supp ι = supp ι′. Also we
define a partial order on IG by ι ≤ ι
′ if supp ι ⊆ supp ι′. Assume that ι ∈ IF0 . Then
it is known that Xι can be written as
(5.2.3) Xι =
∑
ι′∈I0
Pι′,ιYι′,
where Pι′,ι ∈ Z. Actually there exists a polynomial Pι′,ι(t) ∈ Z[t] such that Pι′,ι =
Pι′,ι(q). Moreover, Pι′,ι = 0 if ι
′ 6≤ ι or if ι′ ∼ ι, ι′ 6= ι. Pι,ι = 1. In particular,
{Xι | ι ∈ I
F
0 } gives rise to a basis of VI0 . Moreover, we have
(5.2.4) 〈Xι,Xι′〉GF = |G
F |−1ωι,ι′.
5.3. Take (L,C0, E0) ∈ M
F . In our case (i.e., G is given as in 1.1), C0 is the
regular unipotent class in L0. We choose u0 ∈ C
F
0 as Jordan’s normal form, and define
φ0 : F
∗E0 ∼−→E0 by the condition that it induces the identity map on the stalk at u0.
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Let I0 be the block corresponding to (L,C0, E0). For ι = (C, E) ∈ I
F
0 , we fix u1 ∈ C
F
in Jordan’s normal form. AG(u1) is abelian, on which F acts naturally. The set of
GF -conjugacy classes in CF is in bijective correspondence with the group AG(u1)F . We
denote by ua a representative of the G
F -class in CF corresponding to a ∈ AG(u1)F .
Assume that E corresponds to an F -stable irreducible character τ ∈ AG(u1)
∧. We
define a function χu1,τ ∈ Vuni by
χu1,τ (g) =
{
τ(ua) if g ∼GF ua,
0 if g /∈ CF .
The following result determines the function Yι explicitly.
Proposition 5.4 ([S3]). Assume that ι = (C, E) is represented by (u1, τ) as above.
Then we have Yι = χu1,τ .
5.5. By making use of the map log : Guni → gnil (see 2.1), we identify Vuni the
space ofGF -invariant functions gFnil. Then the function Yι can be regarded as a function
on OF , where O is the nilpotent orbit corresponding to C such that C = supp (ι).
For each F -stable nilpotent orbit O, we choose a representative N ∈ OF via Jordan’s
normal form corresponding to u1 ∈ C
F . Let {N,N∗, H} be the TDS-triple. Then
the associated parabolic subgroup PN and its Levi subgroup LN are defined, and we
have the group Aλ = ZLN (λ)/Z
0
LN
(λ) as in 2.1. For c ∈ (Aλ)F , we consider the
twisted element Nc. Then the generalized Gelfand-Graev character Γc associated to
Nc is defined as in 2.1, which gives an element of Vuni. Now Lusztig gave a formula
expressing Γc in terms of the linear combination of Xι as follows.
Theorem 5.6 ([L7, Theorem 7.3]). Let I0 be an F -stable block corresponding to
(L,C0, E0). Let (Γc)I0 be the projection of Γc onto the subspace VI0 in (5.2.1). Then
(Γc)I0 =
∑
ι,ι′,ι1∈I0
qf(ι,ι1)ζ−1I0 |W|
−1
∑
w∈W
Tr (w,Eι) Tr (w,Eι1 ⊗ ε)
× |Z0FLw |Pι′,ι(q
−1)Yι′(−N∗c )Xι1 ,
(5.6.1)
where
f(ι, ι1) =− dim supp (ι1)/2 + dim supp (ι)/2
− dimON/2 + dim(G/Z
0
L)/2,
and ζI0 is a fourth root of unity attached to the block I0. ε is the sign representation
of W (cf. [L7, 5.5]).
Remark 5.7. The restriction of the Fourier transform of Xι (ι ∈ I0) on gnil coincides
with Xι up to scalar. The fourth root of unity ζI0 occurs in the description of this scalar
([L7, Proposition 7.2]). ζI0 depends only on the pair (C0, E0) and does not depend on
G. In our case, I0 is always a regular block, i.e., C0 is the regular unipotent class in
L. In such a case, Digne, Lehrer and Michel [DLM1, Proposition 2.8] determined the
value ζI0 explicitly.
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5.8. In order to apply the formula (5.6.1), we need to describe −N∗c for a nilpotent
element N ∈ gF . Since −N∗ ∈ gF is G-conjugate to N , one can write −N∗ = Nc0
for some c0 ∈ (Aλ)F , i.e., Nc0 = Ad(αc0)N with α
−1
c0
F (αc0) = c˙0. We consider Nc for
c ∈ (Aλ)F . Then Nc = Ad(αc)N with α
−1
c F (αc) = c˙. Since ZG → Aλ is surjective, we
may choose c˙ ∈ ZG. Now −N
∗
c is obtained as −N
∗
c = Ad(αc)(−N
∗). Hence −N∗c is
GF -conjugate to Ad(αcαc0)N . But since c˙ ∈ ZG, we have
(αcαc0)
−1F (αcαc0) = α
−1
c0
c˙F (αc0) = c˙c˙0,
It follows that −N∗c is G
F -conjugate to Ncc0.
5.9. Following [L2, LS], we describe the generalized Springer correspondence
for G explicitly. Let n′ be the largest common divisor of n1, . . . , nr which is prime to
p. Then ZG is the cyclic group of order n
′. Let u = uµ be a unipotent element in
G corresponding to µ = (µ1, . . . , µr), where µi = (µi1 ≥ µi2 ≥ · · · ) is a partition of
ni. Put n
′
µ be the greatest common divisor of n
′ and {µij}. Then AG(u) is a cyclic
group of order n′µ. For each τ ∈ AG(u)
∧, ZG/Z
0
G acts on the representation space Vτ
of τ via the homomorphism ZG/Z
0
G → AG(u). For each η ∈ (ZG/Z
0
G)
∧, we denote by
AG(u)
∧
η the set of irreducible characters τ ∈ AG(u)
∧ such that ZG/Z
0
G acts on Vτ via
the character η. We have
(5.9.1) |AG(u)
∧
η | =
{
1 if d|n′µ,
0 otherwise,
where d is the order of η. Now the generalized Springer correspondence in (5.1.1) is
described as follows: We have a partition
IG =
∐
η∈(ZG/Z
0
G)
∧
(IG)η,
where (IG)η is the set of pairs (u, τ) with τ ∈ AG(u)
∧
η . Note that τ is uniquely
determined by u if (u, τ) ∈ (IG)η by (5.9.1), which we denote by τ(u). For each
η ∈ (ZG/Z
0
G)
∧ of order d, there exists a unique Levi subgroup up to conjugacy such
that the type of L is Ad−1 + · · ·+ Ad−1, and a unique cuspidal pair (L,C0, E0). Here
C0 is regular unipotent in L and for u0 ∈ C0, AL(u0) ≃ ZL/Z
0
L. E0 is the unique
local system on C0 corresponding to η0 ∈ (ZL/Z
0
L)
∧ such that η0 ◦ f = η for a natural
homomorphism f : ZG/Z
0
G → ZL/Z
0
L. Then NG(L)/L ≃ Sn1/d × · · · ×Snr/d, and the
map Eµ 7→ (udµ, τ(udµ)) (dµ = (dµij) for µ = (µij)) gives the generalized Springer
correspondence
(5.9.2) (NG(L)/L)
∧ ≃ (IG)η.
5.10. Assume that G˜ = G˜1 × · · · × G˜r with n1 = · · · = nr = t. In this case, n
′
is the largest divisor of t which is prime to p. From the description of the generalized
Springer correspondence, the partition of IG into blocks is nothing but the partition
of IG into (IG)η. Assume that I0 = (IG)η with η ∈ (ZG/Z
0
G)
∧ of order d. We shall
28
make the formula (5.6.1) more explicit in the case where N is regular nilpotent, i.e.,
where Γc is the modified Gelfand-Graev characters.
Lemma 5.11. Let G be as before. Assume that N is regular nilpotent. Then for any
ι ∈ I0 = (IG)η,
〈(Γc)I0,Xι〉GF =
{
q(dimZ
0
L−codim supp (ι))/2ζ−1I0 η(cc0)
−1 if Eι = ε,
0 otherwise.
Proof. We apply the formula (5.6.1). Since −N∗c is regular nilpotent, the non-zero
contribution of Yι′(−N
∗
c ) occurs only when supp (ι
′) = ON , the regular nilpotent
orbit. By 5.8, −N∗c is G
F -conjugate to Ncc0. Since AG(N) ≃ ZG/Z
0
G, we see that
ι′ = (N, η) under the identification η ∈ AG(N)
∧. This implies that Yι′(−N
∗
c ) = η(cc0)
by Proposition 5.4. On the other hand, since supp (ι′) = ON , Pι′,ι = 0 unless ι = ι
′,
and we have Pι′,ι′ = 1 by the property in 5.2. Moreover, under the generalized Springer
correspondence, Eι′ is the identity character of W. Thus (5.6.1) can be written as
(Γc)I0 = η(cc0)
−1
∑
ι1∈I0
qf(ι
′,ι1)ζ−1I0 |W|
−1
∑
w∈W
|Z0FLw |Tr (w,Eι1 ⊗ ε)Xι1 .
Now by (5.2.2) and (5.2.4), we have
〈(Γc)I0,Xι〉GF = ζ
−1
I0
η(cc0)
−1|W|−2
∑
ι1∈I0
q(dimZ
0
L−codim supp (ι))/2
×
∑
w,w′∈W
|Z0FLw ||Z
0F
Lw′
|−1ε(w) Tr (w,Eι1) Tr (w
′, Eι1) Tr (w
′, Eι)
= q(dimZ
0
L−codim supp (ι))/2ζ−1I0 η(cc0)
−1|W|−1
∑
w∈W
ε(w) Tr (w,Eι).
The lemma follows from this. 
For later applications, we also consider the general case where N is arbitrary.
Lemma 5.12. Assume that N is an arbitrary nilpotent element.
(i) For any ι ∈ IF0 , we have
〈Γc,Xι〉GF = q
g(ι′,ι)ζ−1I0 Pι′′,ι′(q
−1)Yι′′(−N∗c ),
where
g(ι′, ι) = (− codimG supp (ι
′) + dimZL)/2 + (dim supp (ι)− dimON)/2
and ι′ ∈ I0 is such that Eι = Eι′ ⊗ ε, ι
′′ is the unique element in I0 such that
supp (ι′′) = ON .
(ii) t(dim supp (ι
′)−dim supp (ι′′))/2Pι′′,ι′(t
−1) is a polynomial in t. It is divisible by t if
ι′′ 6= ι′.
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(iii) There exists the ring of integers A of some fixed cyclotomic field independent
of the field Fq such that
〈Γc,Xι〉GF ∈ q
(dimZL−codimG supp (ι))/2A.
Proof. First we show (i). By applying Theorem 5.6, we have
〈Γc,Xι〉GF =〈 (Γc)I0 ,Xι〉GF =
∑
ι′,ι′′,ι1
qf(ι
′,ι1)ζ−1I0 |W|
−1×
×
∑
w∈W
Tr (w,Eι′) Tr (w,Eι1)ε(w)|Z
0F
Lw|Pι′′,ι′(q
−1)Yι′′(−N∗c )〈Xι1 ,Xι〉GF .
Substituting (5.2.4) into 〈Xι1 ,Xι〉GF , we have
〈Γc,Xι〉GF =
∑
ι′,ι′′
qg(ι
′,ι)ζ−1I0 |W|
−2
×
∑
w,w′∈W
|Z0FLw ||Z
0F
Lw′
|−1
(∑
ι1
Tr (w,Eι1) Tr (w
′, Eι1)
)
× ε(w) Tr (w,Eι′) Tr (w
′, Eι)Pι′′,ι′(q
−1)Yι′′(−N∗c )
=
∑
ι′,ι′′
qg(ι
′,ι)ζ−1I0
(
|W|−1
∑
w∈W
Tr (w,Eι′ ⊗ ε) Tr (w,Eι)
)
×Pι′′,ι′(q
−1)Yι′′(−N∗c )
with g(ι′, ι) as in (i). Hence in the sum, the only ι′ such that Eι = Eι′ ⊗ ε gives the
contribution. On the other hand, the condition Yι′′(−N
∗
c ) 6= 0 implies that supp (ι
′′) =
ON . It follows that
〈Γc,Xι〉GF = q
g(ι′,ι)ζ−1I0 Pι′′,ι′(q
−1)Yι′′(−N∗c ),
where ι′′ is the unique elements in (I0)
F such that supp (ι′′) = ON . This proves the
first statement.
Next we show (ii). We may assume that G = SLn. By the generalized Springer
correspondence (IG)η ↔ Sn/d, we have supp (ι
′) = Oλ and supp (ι
′′) = Oµ, where
λ, µ are partitions of n such that each part is divisible by d. Put ι′ = ιλ, ι
′′ = ιµ.
We denote by λ/d, µ/d the partitions of n/d obtained from λ, µ by dividing each part
by d. We consider the group GLn/d and nilpotent orbits Oλ/d,Oµ/d of gln/d. We
have a polynomial Pιµ/d,ιλ/d associated to GLn/d, defined in a similar way as Pιµ,ιλ ,
where ιµ/d, ιλ/d are elements in IGLn/d corresponding to Oλ/d,Oµ/d under the Springer
correspondence. Then it is known by [DLM2, Theorem 8.1] that
t(dimOµ−dimOλ)/2Pιµ,ιλ(t) = t
(dimOµ/d−dimOλ/d)/2Pιµ/d,ιλ/d(t).
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It follows that
t(dimOλ−dimOµ)/2Pιµ,ιλ(t
−1) = t(dimOλ/d−dimOµ/d)/2Pιµ/d,ιλ/d(t
−1).
But the right hand side of this formula coincides with the Kostka polynomialKλ/d,µ/d(t)
associated to partitions λ/d, µ/d of n/d (cf. [M, III]), hence it is a polynomial in t.
Then the second assertion of the lemma follows from the well-known properties of
Kostka polynomials.
Finally we show (iii). We may assume that ζI0 ∈ A and Yι′′(−N
∗
c ) ∈ A. Thus (iii)
follows from (i) and (ii). The lemma is proved. 
6. Character sheaves
6.1. Following [L3, IV], we review the classification of character sheaves in the
case of type A. So let G be as before, and we denote by Ĝ the set of character sheaves
on G. Let S(T ) be the set of local systems of rank 1 on T such that L⊗m ≃ Q¯l for
some m prime to p. Then for each L ∈ S(T ), the subset ĜL of Ĝ is defined, and we
have
Ĝ =
∐
L∈S(T )
ĜL.
For each L ∈ S(T ), we put WL = {w ∈ W | w
∗L ≃ L}. Then there exists a
subroot system ΣL of Σ, and WL can be written as WL = ΩL ⋉W
0
L, where W
0
L is the
reflection group associated to the root system ΣL, and ΩL = {w ∈ WL | w(Σ
+
L ) =
Σ+L }. If L ∈ S(T ) is F
m-stable for some integer m > 0, we fix an isomorphism
φ : (Fm)∗L ∼−→L so that it induces an identity map on L1 (the stalk at 1 ∈ T
Fm). Then
the characteristic function χL,φ gives rise to a character θ ∈ (T
Fm)∧, which induces an
isomorphism between S(T )F
m
and (T F
m
)∧. Thus we have S(T )F
m
≃ (T ∗)F
m
. Since
this isomorphism is compatible with the extension of the filed Fqm , we can identify
S(T ) with T ∗ in this way. Now assume that L ∈ S(T ) corresponds to s ∈ T ∗. Then
we have WL =Ws,W
0
L =W
0
s and ΩL = Ωs in the notation of Section 1.
In [L3, 17], families in (W 0L)
∧ and in W∧L were introduced. In our case, W
0
L is
a product of symmetric groups and a family F in (W 0L)
∧ is of the form F = {E}
with E ∈ (W 0L)
∧. Let ΩL,E be the stabilizer of E in ΩL. Then E can be extended
to a character E˜ on ΩL,EW
0
L. (We choose a canonical extension so that for each
σ ∈ ΩL,E , E˜ gives the preferred extension of E to 〈σ〉W
0
L). For each θ ∈ Ω
∧
L,E, put
E˜θ = Ind
ΩLW
0
L
ΩL,EW
0
L
(θ ⊗ E˜). Then E˜θ is irreducible, and the family F
′ in WL associated
to F consists of {E˜θ | θ ∈ Ω
∧
L,E}. Put
ML,E = ΩL,E × Ω
∧
L,E .
We have an embedding F ′ →֒ ML,E by E˜θ 7→ (1, θ).
6.2. For each L ∈ S(T ) and w ∈ WL, we choose a representative w˙ ∈ NG(T ). By
[L3, 2.4], a complex KLw˙ ∈ DG is defined. The set ĜL is defined as the set of character
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sheaves A such that A is a consistuent of pH i(KLw˙) for some w ∈ WL and some i ∈ Z.
Let E ∈ (W 0L)
∧ and E˜θ ∈ W
∧
L be as in 6.1. We define
RL
E˜θ
= |WL|
−1
∑
y∈WL
Tr (y−1, E˜θ)
∑
i
(−1)i+dimG pH i(KLy ),
which is an element of the subgroup of the Grothendieck group of the perverse sheaves
on G spanned by the character sheaves of G.
By [L3, Corollary 16.7], a natural map from ĜL to the set of two sided cells of
WL was constructed. We denote by ĜL,F ′ the set of character sheaves A ∈ ĜL such
that the corresponding two sided cell coincides with F ′. In our case, the family F ′ is
determined by the choice of E ∈ (W 0L)
∧. Thus we write ĜL,F ′ as ĜL,E. We have the
following partition of ĜL.
ĜL =
∐
E∈(W 0
L
)∧/ΩL
ĜL,E.
The following result gives a parametrization of Ĝ.
Proposition 6.3 ([L3, Proposition 18.5]). There exists a bijection ĜL,E ↔ML,E, A↔
(xA, θA) satisfying the following property: for any θ ∈ Ω
∧
L,E,
(A : RL
E˜θ
) = |ΩL,E|
−1εAθ(xA)
−1,
where εA = (−1)
l(xA). (l is the restriction of the length function of W to ΩL,E).
6.4. Let Ĝ0 be the set of cuspidal character sheaves on G. We shall describe the
set Ĝ0 explicitly. By Lemma 18.4 and by the proof of Proposition 18.5 in [L3], ĜL
contains a cuspidal character sheaf if and only if W 0L = {1} and ΩL = WL is a cyclic
group generated by a Coxeter element in W , which is isomorphic to ZG/Z
0
G. They
are indexed by the pair (x, z) where x is a generator of ΩL and z is a representative
of ZG/Z
0
G. In particular, G˜ is of the form G˜ = G˜1 × · · · × G˜r, where G˜i ≃ GLt with
t = n/r. Also we note that the character sheaf Ax,z corresponding to the pair (x, z)
has its support in zZ0G × Guni. Under the parametrization in Proposition 6.3, this is
also given in the following form.
(6.4.1) Let G˜ be as above. Assume that W 0L = {1} and that ΩL is a cyclic group
generated by a Coxeter element, which is isomorphic to ZG/Z
0
G. Hence ML,E =
ΩL × Ω
∧
L. Let (ĜL)0 be the set of cuspidal character sheaves in ĜL. Then we have
(ĜL)0 = {Ax,θ | x ∈ ΩL,0, θ ∈ Ω
∧
L},
where ΩL,0 is the set of x ∈ ΩL such that x is a generator of ΩL.
6.5. The set (ĜL)0 is also given in terms of intersection cohomology complexes
as follows. Let C be the regular unipotent class in G, and we choose a representative
u1 ∈ G
F . For each z ∈ ZG/Z
0
G, we choose a representative z˙ ∈ ZG. Then z˙C is a
conjugacy class of G containing z˙u1 and the component group AG(z˙u1) coincides with
AG(u1) ≃ ZG/Z
0
G. We denote by Eη the irreducible local system on z˙C corresponding
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to η ∈ AG(z˙u1)
∧. Put Σ = zZ0GC = Z
0
G × z˙C, and consider a local system Q¯l ⊠ Eη on
Σ associated to (z, η) ∈ ZG/Z
0
G ×AG(z˙u1)
∧. We define a perverse sheaf Az,η on Σ by
(6.5.1) Az,η = IC(Σ, Q¯l ⊠ Eη)[dimΣ] = Q¯l ⊠ IC(z˙C, Eη)[dimZ
0
G + dimC].
Then Az,η ∈ Ĝ. Let E be a local system of G of rank 1 obtained as the inverse image
under the map G→ G/Gder of a local system E
′ ∈ S(G/Gder). We have E ⊗Az,η ∈ Ĝ.
Let AG(z˙u1)
∧
0 be the subset of AG(z˙u1)
∧ consisting of faithful characters of AG(z˙u1).
Then we have
(6.5.2) Ĝ0 = {E ⊗ Az,η | z ∈ ZG/Z
0
G, η ∈ AG(z˙u1)
∧
0 , E
′ ∈ S(G/Gder)}.
We now consider the Fq-structure of G, and let Ĝ
F (resp. ĜF0 ) be the set of F -
stable character sheaves (resp. F -stable cuspidal character sheaves ) of G. The regular
unipotent class C is F -stable, and we choose u1 ∈ C
F such that u1 is given by Jordan’s
normal form. Also we can choose a representative z˙ ∈ ZFG . Then Ĝ
F
0 is given as
(6.5.3) ĜF0 = {E ⊗ Az,η | z ∈ (ZG/Z
0
G)
F , η ∈ (AG(z˙u1)
∧
0 )
F , E|z˙Z0G :F -stable}.
Put y = (z, η), and assume that Ay = Az,η is F -stable. We have F
∗Eη ≃ Eη, and
choose an isomorphism ϕ0 : F
∗Eη ∼−→Eη by the requirement that ϕ0 induces an iden-
tity map on the stalk at z˙u1 ∈ (z˙C)
F . ϕ0 induces an isomorphism ϕ˜0 : F
∗Ay ≃ Ay.
Note that H−d(Ay)|zZ0GC = Q¯l ⊠ Eη, where d = dimZ
0
G + dimC. Then we define
φy : F
∗Ay ∼−→Ay by the condition that φy = q
(dimG−d)/2ϕ˜0 = q
(codimC−dimZ0G)/2ϕ˜0 on
H−dg (Ay) (g ∈ (zZ
0
GC)
F ). We denote by χy the characteristic function χAy ,φy associated
to Ay and φy. Now, for each z˙ ∈ Z
F
G , the left multiplication z˙ : C → z˙C induces, un-
der the identification AG(z˙u1) ≃ AG(u1), the isomorphism z˙
∗ IC(z˙C, Eη) ∼−→ IC(C, Eη)
compatible with the Fq-structure. Recall that for the cuspidal pair ι0 = (C, Eη) ∈ IG,
one can attach the function Xι0 ∈ Vuni as in 5.2. Then we see easily that
(6.5.4) χy(g) =
{
q(codimC−dimZ
0
G)/2Xι0(v) if g = z˙z1v with z1 ∈ Z
0F
G , v ∈ C
F
,
0 otherwise.
More generally, we consider E ⊗ Ay with E
′ ∈ S(G/Gder) such that E|z˙Z0G is F -
stable. Put E1 = E|z˙Z0G. The isomorphism ϕ1 : F
∗E1 ∼−→E1 is described as follows.
Put E2 = E|T . There exists an integer m > 0 such that E2 is F
m-stable. We choose
ϕ2 : (F
m)∗E2 ∼−→E2 so that it induces the identity map on the stalk at 1 ∈ T
Fm. Then
the characteristic function χE2,ϕ2 coincides with a linear character ψ ∈ (T
Fm)∧. Let V
be a one dimensional T F
m
-module affording ψ. We consider the quotient T ×T
Fm
V of
T ×V by T F
m
under the action t1 : (t, v) 7→ (tt
−1
1 , t1v). Then E2 is realized as the local
system associated to the locally trivial fibration f : T×T
Fm
V → T , (t, v) 7→ tq
m−1. For
z˙ ∈ T F , one can choose α ∈ T such that αq
m−1 = z˙. Now f−1(z˙Z0G) can be identified
with αZ0G×
Z0F
m
G V , and E1 is the local system associated to f1 : αZ
0
G×
Z0F
m
G V → z˙Z0G
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with f1 = f |f−1(z˙Z0G). Since E|z˙Z0G is F -stable, the restriction of ψ on z˙Z
0Fm
G is F -
stable. Since z˙ ∈ ZFG , ψ|Z0FmG is also F -stable. Hence we may assume that V satisfies
the property that F (t)v = tv for t ∈ Z0F
m
, v ∈ V . Moreover, since z˙ ∈ T F , we have
zˆ = α−1F (α) ∈ T F
m
. It follows that we have a well-defined automorphism F on
αZ0G ×
Z0F
m
G V given by
(6.5.5) F (αt, v) = (F (αt), v) = (αF (t), zˆv)
for (αt, v) ∈ αZ0G ×
Z0F
m
G V . The map f1 is compatible with the actions of F on
αZ0G ×
Z0F
m
G V and on z˙Z0G (the natural action). Hence F defines an isomorphism
ϕ1 : F
∗E1 ∼−→E1.
We define a character θ0 ∈ (Z
0F
G )
∧ by θ0 = ShFm/F (ψ|Z0FmG ). Then the previous
argument implies, in view of (6.5.5), that
(6.5.6) χE1,φ1(z˙z1) = ψ(zˆ)θ0(z1) (z1 ∈ Z
0F
G ).
We now define an isomorphism φ0 : F
∗(E1 ⊗Ay) ∼−→E1 ⊗Ay by φ0 = ϕ1 ⊗ φy, which is
regarded as an isomorphism F ∗(E⊗Ay) ∼−→E⊗Ay. We denote by χE,y the characteristic
function χE⊗Ay,φ0 . It follows from (6.5.6) that we have
(6.5.7) χE,y(z1g) = ψ(zˆ)θ0(z1)χy(g) (z1 ∈ Z
0F
G , g ∈ z˙C
F
).
6.6. We consider the map f : Z0G →֒ G → G/Gder. Then f(Z
0
G) can be
identified with Z0G/Z
0
G ∩ Gder, and Z
0
G → Z
0
G/Z
0
G ∩ Gder is a finite e´tale covering. It
follows that we have an isomorphism S(Z0G) ≃ S(Z
0
G/Z
0
G ∩Gder) and a surjective map
S(G/Gder) → S(Z
0
G/Z
0
G ∩ Gder). This implies that all the tame local systems (resp.
F -stable tame local systems) on Z0G are obtained as the pull back from tame local
systems on G/Gder (resp. tame local systems on G/Gder such that its restriction on
Z0G is F -stable) by the map f .
This fact can be explained in the following way from a view point of Shintani
descent. We consider a map f : Z0F
m
G →֒ G
Fm → GF
m
/GF
m
der for sufficiently divisible
integer m. Let θ′ be a linear character of GF
m
/GF
m
der . Then θ1 = θ
′ ◦ f is a linear
character of Z0F
m
G whose restriction to Z
0Fm
G ∩G
Fm
der is trivial, and all such characters of
Z0F
m
G are obtained by the pull back by f from a linear character of G
Fm/GF
m
der . We now
consider the norm map NFm/F : Z
0Fm
G → Z
0F
G , which is a surjective homomorphism
with kernel K = {z ∈ Z0F
m
| zF (z) · · ·Fm−1(z) = 1}. Now the Shintani descent gives
a bijection between the set of irreducible characters of Z0FG and the set of irreducible
characters of Z0F
m
G whose restriction on K is trivial. Since Z
0
G ∩ Gder is an F -stable
finite set, we see that Z0G ∩ Gder ⊂ K if m is chosen large enough. In particular, any
irreducible character θ0 of Z
0F
G can be obtained as ShFm/F (θ1) with θ1 = θ
′ ◦ f , where
θ′ is a linear character of GF
m
/GF
m
der such that θ1 is F -stable.
6.7. Let L˜ be a Levi subgroup of the standard parabolic subgroup P˜ of G˜
containing T , and put L = G∩ L˜. Assume that L contains a cuspidal character sheaf.
Then by 6.4, L˜ is of the form L˜ = L˜1 × · · · × L˜r, where L˜i ≃ GLd × · · · ×GLd (ni/d-
times) for a fixed d. Under the notation of 6.5 applied to L, let A0 = E ⊗ Az,η be the
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cuspidal character sheaf on L, where z ∈ ZL/Z
0
L and η ∈ AL(z˙u1)
∧ with u1 ∈ C (C is
the regular unipotent class in L), and E ′ ∈ S(L/Lder). Let K = ind
G
P A0 be the induced
complex of G. Then K is a semisimple perverse sheaf whose simple components are
character sheaves on G. All the characters sheaves on G are obtained in this way
by decomposing a suitable K. Let E1 be the tame local system on zZ
0
L obtained by
restricting E on zZ0L. Let WL be the Weyl subgroup of W corresponding to L, and
put
WE1 = {w ∈ NW (WL) | w
∗E1 ≃ E1}/WL.
Let EndK be the endomorphism algebra of K in MG, and Q¯l[WE1 ] be the group
algebra of WE1 over Q¯l. We note that
(6.7.1) EndK ≃ Q¯l[WE1 ].
In fact it is known by [L3, 10.2] that EndK is isomorphic to the twisted group algebra
of WE1 . By a general principle, we have only to show that K contains a character
sheaf with multiplicity one. Let A1 = E ⊗ A1,η be the cuspidal character sheaf in the
case where z = 1, and put K1 = ind
G
P A1. We may choose a representative z˙ of ZL/Z
0
L
so that z˙ ∈ ZG. Then we have z˙
∗K ≃ K1, and it is enough to consider the case where
z = 1, i.e., K = K1. But in this case, it is known by [L4, 2.4] that EndK ≃ Q¯l[WE1 ].
This shows (6.7.1).
In view of the discussion in 6.6, (6.7.1) is interpreted also in the following form.
Take m large enough so that E ′ is Fm-stable. Let θ′ be the linear character of
(L/Lder)
Fm corresponding to E ′, and θ the linear character of LF
m
obtained by the
pull back of θ′. Let θ1 be the restriction of θ on Z
0Fm
L and put
Wθ1 = {w ∈ NW (WL) |
wθ1 = θ1}/WL.
Then we have
(6.7.2) WE1 ≃ Wθ1 .
6.8. We keep the notation in 6.7. We denote by AE the character sheaf occurring
as the simple component in K corresponding to E ∈ EndK. For each AE ∈ Ĝ
F , we
shall determine φAE : F
∗AE ∼−→AE. Assume that Az,η is F -stable, and put
ZE1 = {w ∈ NW (WL) | (Fw)
∗E1 ≃ E1}/WL.
By [L3, II, 10.2], we see that
ZE1 ≃ {w ∈ NW (WL) | (Fw)
∗A0 ≃ A0}/WL.
Now any w ∈ ZE1 can be written as w = wE1y with y ∈ WE1 . FwE1 induces
an automorphism γE1 : WE1 → WE1 . For each w ∈ ZE1 , let L
w ⊂ Pw be the F -
stable Levi, and parabolic subgroup of G obtained from L ⊂ P by twisting w, so that
(Lw)F ≃ LFw˙, etc. (Note that this definition of Lw etc. is not the same as Lw given
in [L3, II, 10.6]. Lw defined there coincides with our Lw
′
with w′ = F−1(w−1). The
formulas below are derived from [L3, II] under a suitable modification.) We denote by
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Aw0 , K
w the corresponding cuspidal character sheaf on Lw and the induced complex on
G. Then we have Kw = indGPw A
w
0 . By applying the arguments in 6.5 to the Fw-stable
subgroups Lw ⊂ Pw, one can construct ϕw0 = ϕ
w
1 ⊗ ϕ˜
w
0 : F
∗Aw0 ∼−→A
w
0 , where ϕ
w
1 , ϕ˜
w
0
are constructed from ϕ1 : (Fw)
∗E1 ∼−→E1, ϕ˜0 : (Fw)F
∗Ay ∼−→Ay as in 6.5 (replacing F
by Fw). Put φw0 = q
b0ϕw0 , where
b0 = (codimL C0 − dimZ
0
L)/2
with the regular unpotent class C0 in L. Now ϕ
w
0 : F
∗Aw0 ∼−→A
w
0 induces an isomorphism
ϕw : F ∗Kw ∼−→K
w.
We look at the special case where w = wE1. Then AE occurring in K
w is F -stable
if and only if E ∈ WE1 is γE1-stable. We fix a preferred extension E˜ of E for each
E ∈ (W∧E1)
ωE1 . Then ϕw : F ∗Kw ∼−→K
w induces an isomorphism ϕAE : F
∗AE ∼−→AE
satisfying the following formula (cf. [L3, 10.4, 10.6]). For each w = wE1y ∈ ZE1 , we
have
(6.8.1) χKw,ϕw =
∑
E∈(W∧
E1
)
γE1
Tr (γE1y, E˜)χAE ,ϕAE ,
We define a normalized isomorphism φAE : F
∗AE ∼−→AE by φAE = q
b0ϕAE . In
general, for an F -stable character sheaf A = AE, we put φA = φAE , and we denote by
χA the characteristic function χA,φA for A ∈ Ĝ
F .
7. Lusztig’s conjecture
7.1. We give a description of cuspidal irreducible characters of GF . Assume that
Ms,E contains a cuspidal character. Then there exists s˙x ∈ T˜ such that π(s˙x) = s,
s˙x is a regular semisimple element such that Zs˙x consists of a Coxeter element in W .
Ws˙x = {1}, and ρ˜s˙x,E gives a cuspidal character of G˜
F , where E is the trivial character
of Ws˙x = W
0
s . We assume further that the pair (s, E) = (s, 1) is of the form as in
(2.5.1). Then Ws = Ωs, and Ωs is a cyclic group generated by w0. G˜ is of the form
G˜ = G˜1×· · ·×G˜r, where G˜i = GLt with t = n/r for an integer t prime to p. Moreover,
w0 = (wc, . . . , wc) with a cyclic permutation wc = (1, 2, . . . , t) ∈ St. Then {s} is an
F -stable regular semisimple class in G∗ such that Ωs ≃ Z/tZ, which is unique modulo
ZG∗ . We make the following specific choice of s.
(7.1.1) Let s˙ = (s˙1, . . . , s˙r) ∈ T˜
∗ = T˜ ∗1 × · · · × T˜
∗
r such that s˙i = Diag(1, ζ, . . . , ζ
t−1),
where ζ is a primitive t-th root of unity in Fq. Put s = π(s˙).
Let s′ be a regular semisimple element such that {s′} is F -stable and that Ωs′ ≃
Z/tZ. Since they are unique modulo ZG∗ , s
′ can be written as s′ = zs with z ∈ ZG∗ . If
z ∈ ZFG∗ , then z determines a linear character θ of G
F under the natural isomorphism
ZFG∗ ≃ (G
F/GFder)
∧. The parameter set Ms,E and Msz,E are then naturally identified,
and we have a bijection Ts,E ≃ Tsz,E via ρy ↔ θ ⊗ ρy with y ∈Ms,E.
Assume that s˙ is as in (7.1.1). We assume further that F acts trivially on ZG/Z
0
G.
Since ZG/Z
0
G ≃ Z/tZ, F stabilizes ζ . Hence F (s˙) = s˙ and so F
′ = F . Moreover, F ′
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acts trivially on Ωs, and we have
Ms,E = Ω
∧
s × Ωs.
By 2.8 (a), Ms,E is in bijection with Ms,N . Since s˙ is regular semisimple, Oρ˜ for
ρ˜ = ρ˜s˙,E is the regular nilpotent orbit. So we assume that N is regular nilpotent.
In this case, P˜N = B˜ and L˜N = T˜ , and Aλ ≃ ZG/Z
0
G. Since A
F
λ ≃ Z/tZ, we have
Aλ = Aλ, and so Ms,N = Aλ × A
∧
λ . Let (Aλ)
∧
0 be the set of faithful characters of Aλ.
We show
Lemma 7.2. Let s˙ and s = π(s˙) be as in (7.1.1). Assume that F acts trivially on
ZG/Z
0
G.
(i) For each x ∈ Ωs, we have ∆(ρ˜s˙x,E)|Z0FG = 1.
(ii) Assume further that q ≡ 1 (mod 4) if t = 2. Then for each (c, ξ) ∈ Ms,N ,
ρc,ξ ∈ Ts,E is cuspidal if and only if ξ ∈ (Aλ)
∧
0 .
Proof. For each x ∈ (Ωs)F ′ = Ωs, we consider ρ˜s˙x,E ∈ Irr G˜
F . ∆(ρ˜s˙x,E) is determined
from s˙x as in 2.4 by using an F -stable Levi subgroup M˜ of an F -stable parabolic
subgroup of G˜. Assume that s˙x ∈ T˜
∗xF for x ∈ Ωs. In the case where N is regular
nilpotent, M˜ coincides with T˜ . We now choose m ≥ 1 such that s˙x ∈ T˜
∗Fm and
that (xF )m = Fm. Then by the duality of the torus, there exists an xF -stable linear
character Θ of T˜ F
m
corresponding to s˙x. The Shintani descent ShFm/xF (Θ) = Θ0
gives rise to a linear character of T˜ xF . The restriction of Θ0 on Z
xF
G = Z
F
G gives the
character ∆(ρ˜s˙x,E).
Following the arguments in [S2, Corollary 2.21], we give a more precise description
of Θ and Θ0. Since π(s˙x) = π(s˙) = s, there exists zx ∈ (ker π)
Fm ⊂ ZF
m
G˜∗
such
that s˙x = s˙zx. Hence there exists an F -stable linear character Θ̂ of T˜
Fm and a
linear character ωx of G˜
Fm such that Θ = Θ̂ωx. Now there exists a decomposition
T˜ = T˜+1 × · · · × T˜
+
t such that T˜
+
i are all F -stable, and x permutes the factors T˜
+
i .
According to this decomposition of T˜ , ωx can be written as
ωx|T˜Fm = ω
1
x ⊠ · · ·⊠ ω
1
x,
where ω1x is a linear character of T˜
+Fm
i ≃ T˜
+Fm
1 . Here ω
1
x is expressed as ω
1
x(y1) =
ωx(det y1) for y1 ∈ T˜
+Fm
1 , where ωx is a homomorphism F
∗
qm → Q¯
∗
l . Under the
decomposition of T˜ into T˜+i , Z
0
G can be identified with the set of y = (y1, y1, . . . , y1)
(t-times) such that det y1 = 1. It follows that ωx|Z0FmG = 1. On the other hand, our
choice of s˙ implies that Θ̂ is written on T˜ F
m
as
Θ̂ = 1⊠ a⊠ · · ·⊠ at−1
with at = 1. We may assume that the generator w0 ∈ Ωs permutes the factors T˜
+
i
by w0(T˜
+
i ) = T˜
+
i+1 for i ∈ Z/tZ. Put x = w0. Since Θ̂ is F -stable and Θ̂ωx is xF -
stable, we see that a = (ω1x)
−1F (ω1x) = (ω
1
x)
q−1. This implies that Θ̂|Z0FmG = 1. Hence
Θ|Z0FmG = 1, and we see that Θ0|Z0FG = 1. This proves the first assertion.
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By the previous argument, the restriction of Θ0 on Z
F
G gives rise to a character
ξx ∈ A
∧
λ . We know that ρ˜s˙x,E is cuspidal if and only if x is a generator of Ωs, and that all
the cuspidal irreducible characters in Ts,E are obtained as the irreducible components
ρc,ξx in ρ˜s˙x,E|GF . Hence in order to prove the second assertion, we have only to show
that ξx ∈ (Aλ)
∧
0 if x is a generator of Ωs. First we show the following.
(7.2.1) Assume that x = w0. Then ξx is a faithful character.
It is easy to see that ωx|ZFm
G˜
is F -stable. Put ω0 = ShFm/F (ωx|ZFm
G˜
). Let us
choose y ∈ ZFG such that the image of y in ZG/Z
0
G = Aλ is a generator of Aλ. Then
y = (y1, . . . , y1) ∈ Z
F
G with det y1 a primitive t-th root of unity. By a similar argument
as in [S2, p.208 - p.209], we see that ω0(y) is a primitive t-th root of unity. On the
other hand, put Θ1 = ShFm/F (Θ̂|ZFm
G˜
). Any element z ∈ ZF
m
G˜
can be written as
z = (z1, . . . , z1) with z1 ∈ T˜
+Fm
1 and
Θ̂(z) = at(t−1)/2(z1) = (ω
1
x)
t(t−1)(q−1)/2(z1).
Since at = 1, we have (ω1x)
t(q−1) = 1. It follows that Θ̂2|ZFm
G˜
= 1 and so Θ21 = 1.
Since Θ0|ZF
G˜
= Θ1ω0, we see that ξx is a faithful character if t > 2. So assume that
t = 2. Let y = (y1, y1) ∈ Z
F
G˜
be such that det y1 = −1. We have only to show that
Θ1(y) = 1. Take z = (z1, z1) ∈ Z
Fm
G˜
such that NFm/F (z) = y. Then it is easy to see
that NFm/F (det z1) = det y1 = −1. Then we have
Θ1(y) = Θ̂(z) = (ω
1
x)
q−1(z1) = ω
q−1
x (det z1).
Since (ω1x)
2(q−1) = 1, we may assume that (ω1x)
q−1 is a character of order 2. Hence
(ωx)
q−1 is the unique character of order 2 of F∗qm , and one can write as (ωx)
q−1 =
θ ◦ NFm/F , where θ is the unique character of order 2 of F
∗
q , i.e., θ(x) = x
(q−1)/2 for
x ∈ F∗q . It follows that
ωq−1x (det z1) = θ(−1) = (−1)
(q−1)/2 = 1
since q ≡ 1 (mod 4) by our assumption. Hence we have Θ1(y) = 1, and ξx is faithful
in this case also. Thus (7.2.1) is proved.
If we replace x by xj for some j, then we have ShFm/F (ωxj |ZFm
G˜
) = ωj0 and the
previous argument shows that ShFm/xjF (Θ|ZFm
G˜
) = Θ1ω
j
0. Since ω
j
0(y
i) are all distinct
for i = 1, . . . , t if j is prime to t, we see that ξxj is faithful if j is a generator of Ωs.
This proves the second assertion, and the lemma follows. 
7.3. We preserve the setting in 7.1. Removing the assumption on F , we consider
the sets Ms,N = (Aλ)F × (A
F
λ )
∧ and Ms,N = A
F
λ × (A
∧
λ)
F , which are in bijection with
Ms,E and Ms,E. Since Aλ = A¯λ, we have M0 = Ms,N . Applying Lemma 7.2 to the
situation in GF
m
, we have the following corollary.
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Corollary 7.4. Assume that m is sufficiently divisible so that Fm satisfies the as-
sumption in Lemma 7.2 with respect to F . Let s′ be a regular semisimple element in
G∗ such that Ms′,E contains an F -stable cuspidal irreducible character of G
Fm. Then
(i) The pair (s′, E) is of the from as in 2.8 (a), and G˜ ≃ G˜1 × · · · × G˜r, where
G˜i ≃ GLt with t = n/r, and {s
′} is the unique regular semisimple class modulo
ZG∗ such that Ws′ = Ωs′ ≃ Z/tZ. In particular, (T
(m)
s′,E )
F is parametrized by
Ms′,N , where N is a regular nilpotent element in g
F .
(ii) Let (A∧λ)
F
0 be the set of F -stable, faithful characters of Aλ = ZG/Z
0
G. Then
under the parametrization (T
(m)
s′,E )
F ↔ Ms′,N , ρ
(m)
c,ξ is cuspidal if and only if
ξ ∈ (A∧λ)
F
0 .
Proof. Since s′ is regular semisimple, the pair (s′, E) is of type (a) or (c) in 2.8. But it
is easy to see that in case (c), Ms,E does not contain a cuspidal irreducible character.
(Note that by the Shintani descent theory, Lusztig induction RGL (w˙1) corresponds to
the Harish-Chandra induction from LF
m
to GF
m
). Hence (s′, E) is of type (a), and (i)
follows from 7.1. Now by 7.1, s′ can be written as s′ = zs, where s is as in (7.1.1) and
z ∈ ZG∗ . We may assume that z ∈ Z
Fm
G∗ by choosing m large enough. Thus we have
a natural bijection T
(m)
s′,E ≃ T
(m)
s,E by 7.1 under the identification M
(m)
s′,N =M
(m)
s,N . Since
Fm acts trivially on Aλ, (ii) follows from Lemma 7.2. 
We note the following lemma.
Lemma 7.5. Let s′ be as in 7.1 and θ = ∆(ρ˜s˙′,E)|ZFG the linear character of Z
F
G . Let
Rz,η be the almost character of G
F for (z, η) ∈ Ms′,N under the bijection Ms′,N ≃
Ms′,E. Let Γc,ξ,τ ′ be the modified generalized Gelfand-Graev character associated to
(c, ξ) ∈M0 =Ms′,N and to a linear character θ
′ of ZFG . Then we have
〈Γc,ξ,θ′, Rz,η〉GF =
{
η(c)ξ(z)|(ZG/Z
0
G)
F |−1 if θ′|Z0FG = θ|Z0FG ,
0 if θ′|Z0FG 6= θ|Z0FG .
Proof. In our case, Aλ = Aλ = ZG/Z
0
G. Thus by applying (4.5.2) and (4.5.3), one can
write as
Rz,η = |(ZG/Z
0
G)
F |−1
∑
(c1,ξ1)
η(c1)ξ1(z)ρc1,ξ1.
Then by Theorem 2.6, (ii)-(b), we have
〈Γc,ξ,θ, Rz,η〉GF = |(ZG/Z
0
G)
F |−1η(c)ξ(z)
if θ′|Z0FG = θ|Z0FG . This proves the first formula. The second formula also follows from
Theorem 2.6, (ii)-(a) together with (4.5.2). 
7.6. We preserve the notationsMs,N , etc. as in 7.1 for regular nilpotent element
N . Recall that E ⊗Az,η is an F -stable cuspidal character sheaf on G as given in (6.5.3)
for z ∈ (ZG/Z
0
G)
F , η ∈ (AG(z˙u1)
∧
0 )
F and E|z˙Z0G : F -stable. Under the identification
AG(z˙u1) = AG(u1) ≃ Aλ, we regard η as an element in (A
∧
λ)
F . Hence (z, η) is regarded
as an element in Ms,N . Let χE,y = χE,z,η be the characteristic function of E ⊗ Az,η
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defined in 6.5. Also recall the linear character θ0 of Z
0F
G associated to E
′ in 6.5. Let
Γc,ξ,θ′ be as in Lemma 7.5. We shall compute the inner product of Γc,ξ,θ′ with χE,z,η.
Lemma 7.7. Under the setting in 7.6, we have
〈Γc,ξ,θ′,χE,z,η〉GF
=
{
ζ−1I0 ξ(z)η(cc0)
−1ψ(zˆ−1)θ′(z˙)|(ZG/Z
0
G)
F |−1 if θ′|Z0FG = θ0,
0 if θ′|Z0FG 6= θ0.
where ζI0 is the fourth root of unity associated to the block I0 = {ι0} for the cuspidal
pair ι0 = (C, Eη). z˙ ∈ Z
F
G is a representative of z, and zˆ is as in 6.5.
Proof. We follow the notation in 2.1. Since N is regular nilpotent, U is the maximal
unipotent subgroup of G and ZL(λc) = ZG. ξ
♮ is a linear character of ZFG which
is trivial on Z0FG , hence it is naturally identified with ξ ∈ (A
F
λ )
∧. Γc,ξ,θ′ is given as
Γc,ξ,θ′ = Ind
GF
ZFGU
F (θ′ξ♮ ⊗ Λc). It is easy to see that Γc,ξ,θ′ has the support in Z
F
GG
F
uni,
and that
(7.7.1) Γc,ξ,θ′(z
′v) = θ′ξ(z′)|ZFG |
−1Γc(v) (z
′ ∈ ZFG , v ∈ G
F
uni).
Then by (6.5.4) and (6.5.7), we have
(7.7.2) 〈Γc,ξ,θ′, χE,z,η〉GF =
{
A〈Γc,Xι0〉GF if θ
′|Z0FG = θ0,
0 if θ′|Z0FG 6= θ0
with
A = q(codimC−dimZ
0
G)/2ψ(zˆ−1)θ′(z˙)ξ(z)|(ZG/Z
0
G)
F |−1.
Hence we have only to compute〈Γc,Xι0〉GF . We compute it by making use of Lusztig’s
formula (Theorem 5.6). By (5.2.4), Xι0 is orthogonal to any function in VI1 such that
I1 6= I0. It follows that 〈Γc,Xι0〉GF = 〈 (Γc)I0 ,Xι0〉GF . But since I0 = {ι0}, we have
L = G,W = {1} and supp (ι0) = C. Hence by Lemma 5.11, we have
〈 (Γc)I0 ,Xι0〉GF = q
(− codimC+dimZ0G)/2ζ−1I0 η(cc0)
−1.
Substituting this into (7.7.2), we obtain the lemma. 
7.8. Returning to the original setting in 1.1, we consider an Fwδ-stable cuspidal
character δ of LF
m
, and Pδ = Ind
GF
m
PFm δ as in 4.9. We shall describe H(δ) = EndPδ
more precisely. By Corollary 7.4, (L, δ) is given as follows; L = L˜ ∩ G, where L˜ is a
Levi subgroup of G˜ such that L˜ = L˜1×· · ·×L˜r with L˜i ≃ GLt×· · ·×GLt (ni/t-times)
for a fixed integer t. There exists a (unique) cuspidal character δ˜ of L˜F
m
belonging to
E(L˜F
m
, {s˙}), where s˙ is as in (7.1.1) (by replacing G by L). Then the restriction of δ˜ is
a sum of cuspidal characters of LF
m
, and δ is obtained in the form δ = θ′⊗δ0, where δ0
is an irreducible consistent of δ˜|LFm and θ
′ is a linear character of LF
m
corresponding
to z ∈ ZF
m
L∗ . By Lehrer [Le, Theorem 10], Wδ ≃ W
0
δ ⋊Ωδ, where Ωδ ≃ Z/t1Z for some
integer t1 > 0, and Wδ acts on L
Fm as a permutation of factors in the direct product.
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Moreover, W0δ is isomorphic to the ramification group Wδ˜ of δ˜ in L˜
Fm. In our case, it
is easy to see that Wδ˜ is isomorphic to W.
Now assume that δ is a constituent of δ˜|LFm . Then δ ∈ E(L
Fm, {s}). Moreover we
have Wδ = W since Wδ is a subgroup of W. Let θ be a linear character of L
Fm as
above. Then θ ⊗ δ is a cuspidal character belonging to E(LF
m
, {zs}).
We can now prove Lusztig’s conjecture for GF .
Theorem 7.9. Lusztig’s conjecture holds for GF . More precisely, there exists a bijec-
tion between the set of F -stable character sheaves and the set of almost characters of
GF satisfying the following:
(i) For each almost character Rx of G
F , we denote by Ax the corresponding char-
acter sheaf of G, and by φx the isomorphism F
∗Ax ∼−→Ax as given in 6.8. Then
χAx,φx = νxRx
for a certain constant νx ∈ Q¯
∗
l . Here νx is a root of unity contained in a fixed
cyclotomic field independent of q.
(ii) Let χE,z,η be the characteristic function of the F -stable cuspidal character sheaf
E ⊗ Az,η as given in (6.5.3). Let z1 ∈ ZG∗ be the element corresponding to
E ′ ∈ S(G/Gder). Let s be as in (7.1.1), and put s
′ = z1s. Let Rz,η−1 be the
almost character of GF corresponding to (z, η−1) ∈ Ms′,N . Then we have
χE,z,η = ζ
−1
I0
η(c0)
−1Rz,η−1 .
Proof. Let L be the F -stable Levi subgroup containing T of a proper standard para-
bolic subgroup P of G. By induction on dimG, we may assume that Lusztig’s con-
jecture holds for any LF
′
, where F ′ = Fw˙1 for some w˙1 ∈ NG(L). Assume that A0 is
an F ′-stable cuspidal character sheaf on L. Then A0 can be written as A0 = E ⊗Az,η,
where z ∈ (ZL/Z
0
L)
F ′, u1 ∈ C
F ′
0 (C0 is the regular unipotent class in L), η ∈ AL(z˙u1)
∧
F ′
and E is a local system on L such that E|z˙Z0L is F
′-stable. By (ii), there exists an
F ′-stable cuspidal character δ of LF
m
associated to (z, η, E) such that the correspond-
ing almost character of LF
′
is given by Rz,η−1 . This holds for any F
′ = Fw for
w ∈ NW (WL) such that (Fw)
∗A0 ≃ A0.
On the other hand, let E1 be the tame local system on Z
0
L obtained by restricting
E to Z0L, and let ZE1 be as in 6.8. The above discussion then shows that ZE1 = Zδ.
Since Zδ is a coset of Wδ and ZE1 is a coset of WE1 , we see that
(7.9.1) Wδ =WE1 .
Now wE1 given in 6.8 coincides with wδ given in 4.9, and so γE1 = γδ. Let K
w, ϕw
etc. be as in 6.8. Then by (6.8.1), we have
(7.9.2) χKw,ϕw = q
−b0
∑
E∈(W∧δ )
γδ
Tr (γδy, E˜)χAE ,φAE ,
where AE is the simple component of K
w corresponding to E ∈ W∧E1 . On the other
hand, under the isomorphism (Lw)F ≃ LFw˙, χAw0 ,φw0 ∈ C((L
w)F/∼) is regarded as an
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element in C(LFw˙/∼). Then it is known by [L6, Prop. 9.2] that
(7.9.3) χKw,ϕw = (−1)
dimC0+dimZ0LRGL(w)(q
−b0χAw0 ,φw0 ).
(Note that χE♯ in [loc. cit.] coincides with χAw0 ,ϕw0 = q
−b0χAw0 , φ
w
0 . Also we note that
(7.9.3) holds only under some restriction that q > q0 for some constant q0 (see [loc.
cit.]). However, this restriction on q can be removed by using a similar method as in
[S1] based on the Shintani descent identity of character sheaves. Since this argument
will appear in the proof of Proposition 9.12 in a more extended form, we omit the
details here.)
Since χAw0 ,φw0 coincides with the almost character Rz,η−1 up to scalar, we see by
Proposition 4.10 together with (7.9.2) and (7.9.3), that
(7.9.4) χAE ,φAE coincides with RE up to scalar.
The above argument implies that χA,φA is identified with some almost character
of GF up to scalar unless A is cuspidal. So we assume that ĜF0 6= ∅. Let V0 be the
subspace of VG spanned by χA,φA ∈ Ĝ
F
0 . Then in view of the previous discussion, V0
coincides with the subspace of VG spanned by almost characters of G
F obtained from
F -stable cuspidal irreducible characters of GF
m
by Shintani descent. Now by Lemma
7.5, Rz,η is characterized as the unique function in V0 satisfying the property of inner
product with various Γc,ξ,θ for (c, ξ) ∈ Ms′,N with θ = ∆(ρ˜s˙′,E)|ZFG . By Lemma 7.7,
χE,z,η is also characterized by the inner product with Γc,ξ,θ. Hence by comparing the
formulas in Lemma 7.5 and Lemma 7.7, we see that
χE,z,η = ζ
−1
I0
η(c0)
−1ψ(zˆ−1)θ(z˙)Rz,η−1 .
Here we claim that ψ(zˆ) = θ(z˙). In fact, let z0 be an element in ZG∗ corresponding to
E ′ ∈ S(G/Gder), and z˙0 ∈ ZG˜∗ a representative of z0. Let ψ˜
′ be the linear character of
G˜F
m
corresponding to z˙0 for a largem. The restriction of ψ˜
′ on T F
m
gives the character
ψ. But it follows from the discussion on ∆(ρ˜s˙′,E) (see 2.4) that the restriction ψ˜ of ψ˜
′
on ZF
m
G˜
is also F -stable, and the restriction of ShFm/F (ψ˜) on Z
F
G gives the character
θ. This shows that ψ(zˆ) = ψ˜(zˆ) = θ(z˙), and the claim follows. Thus we have proved
(7.9.5) χE,z,η = ζ
−1
I0
η(c0)
−1Rz,η−1 ,
and the assertion (ii) follows.
In order to complete the proof, we have only to show the assertion on the scalars
νx. The assertion is certainly true for the case of cuspidal character sheaves by (ii). In
the general case, this scalar νx is given by Proposition 4.10 as νx = ν0µ
−1
δ˜,y
µE˜ under the
notation of Proposition 4.10, where χAwδy0 = ν0Rδ,y, and χAx = νxRx (here Rx = RE).
Note that µδ˜,y and µE˜ are determined as in Theorem 4.7, by the choice a representative
c˙ ∈ T F of c ∈ AFλ (for a fixed F ) and of an extension field Fqm ; m is chosen sufficiently
divisible so that the Shintani descent gives the almost characters. But the argument in
[S2] shows that the requirement form only comes from the Shintani descent of modified
generalized Gelfand-Graev characters, and so we can choose m independent of the base
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field Fq. Hence µδ˜,y and µE˜ are root of unities contained in a fixed cyclotomic field
(cf. Theorem 4.7). This proves the assertion (i), and the theorem follows. 
8. Parametrization of almost characters
8.1. Theorem 7.9 is based on the parametrization in terms of the induction
from cuspidal character sheaves, and its counter part for almost characters. However,
in order to decompose almost characters into irreducible characters, one needs the
parametrization of almost characters given in 4.5. In this section, we discuss the
relationship between these two parametrizations. In the remainder of this paper, we
assume that G˜ = GLn and G = SLn, for simplicity. The general case is dealt with
similarly.
We consider the following semisimple element s˙ in G˜∗, which is a more general
type than (7.1.1).
(8.1.1) Let t be a divisor of n prime to p. Take s˙ ∈ T˜ ∗ such that
s˙ = Diag(1, . . . , 1︸ ︷︷ ︸
n/t-times
, ζ, . . . , ζ︸ ︷︷ ︸
n/t-times
, . . . , ζ t−1, . . . , ζ t−1︸ ︷︷ ︸
n/t-times
),
where ζ is a primitive t-th root of unity in k. Put s = π(s˙).
ThenWs˙ ≃ Sn/t×· · ·×Sn/t (t-times), and Ωs is a cyclic group of order t generated
by w0 ∈ W which permutes the factors of Ws˙ cyclicly. Hence Ws is of the form as
given in (2.5.1). We note that the class {s} is the unique class in G∗ satisfying (2.5.1)
for a fixed t. We now assume that Fm acts trivially on ZG. Since F
m(ζ) = ζ , we
have Fm(s˙) = s˙. Then for x = wi0 ∈ Ωs, s˙x ∈ T˜
∗xFm is defined as s˙x = s˙zx with
zx ∈ ZG˜∗ such that z
qm−1
x = s˙
−1x−1s˙x = Diag(ζ−i, . . . , ζ−i) ∈ ZG˜∗ . Let d be a divisor
of t, and consider the Levi subgroup L˜ in G˜ such that L˜ ≃ GLd × · · · × GLd (n/d-
times). Let s˙L be a regular semisimple element in L˜
∗ defined as follows; under the
isomorphism L˜∗ ≃ GLd × · · · × GLd, s˙L is a product of Diag(1, ζ0, . . . , ζ
d−1
0 ), where
ζ0 = ζ
t/d. Put sL = π(s˙L) under the natural map π : L˜
∗ → L∗. Then one sees easily
that there exists z˙L ∈ ZL˜∗ such that s˙Lz˙L is W -conjugate to s˙. Here ΩsL is a cyclic
group of order d generated by w0,L ∈ WL, and there exists an injective homomorphism
ΩsL → Ωs such that the image of w0,L coincides with w
t/d
0 . For any y ∈ ΩsL, one can
define (s˙L)y = s˙Lz
′
y for some z
′
y ∈ ZG˜∗ as in the case of G. It follows that (s˙L)yzL
is W -conjugate to s˙z′y. If y = (w0,L)
i, then (z′y)
qm−1 = Diag(ζ i0, . . . , ζ
i
0), and we may
choose z′y = zyt/d . Summing up the above argument, we have
(8.1.2) For each generator y of ΩsL , the class {(s˙L)yz˙L} in G˜
∗ gives rise to a class {s˙x}
for some x ∈ Ωs such that the order of x is d. The correspondence {(s˙L)y} → {s˙x}
gives a bijection between the classes in L˜∗ associated to y ∈ ΩsL of order d, and the
classes in G˜∗ associated to x ∈ Ωs of order d.
8.2. We write s˙Lz˙L in a more explicit way. z˙L ∈ ZL˜∗ can be written as
z˙L = (a, . . . , a) with a = (1, ζ, . . . , ζ
t/d−1) ∈ (k∗)t/d
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under the isomorphism ZL˜∗ ≃ (k
∗)t/d × · · · × (k∗)t/d (n/t-times). Then we have
s˙Lz˙L = (a1, . . . , at/d−1, a1, . . . , at/d−1, . . . , a1, . . . , at/d−1)
with
aj = Diag(ζ
j−1, ζ t/d+j−1, ζ2t/d+j−1, . . . , ζ (d−1)t/d+j−1) ∈ GLd.
From this, we see easily that there exists wL ∈ NW (WL) such that FwL(s˙Lz˙L) = s˙Lz˙L.
Then z˙L is also FwL-stable modulo (ZL˜∗)d, where (ZL˜∗)d = {z ∈ ZL˜∗ | z
d = 1}. We
choose wL in a standard way. Hence wL gives the permutation of factors in each block
a1, . . . , at/d−1. We put F
′′ = FwL. Take m large enough so that z˙L ∈ Z
Fm
L˜∗
. Let θ˜ be
the linear character of L˜F
m
corresponding to z˙L ∈ Z
Fm
L˜∗
, and θ the restriction of θ˜ to
LF
m
. Then by Lemma 1.2, θ˜|ZFm
L˜
is F ′′-stable, and so θ1 = θ|Z0FmL is also F
′′-stable.
We put θ˜1 = θ˜|ZFm
L˜
.
Let us denote by zL ∈ L
∗ the image of z˙L under the natural map L˜
∗ → L∗.
We consider the parameter set MLsLzL,N0 (a similar set as Ms,N in 4.5, defined by
replacing G,F by L, F ′′) with respect to the F ′′-stable regular semisimple class {sLzL}
in L∗, where N0 is a regular nilpotent element in LieL. Let δz,η(= ρz,η) be a cuspidal
irreducible character of LF
m
, stable by F ′′ corresponding to (z, η) ∈ MLsLzL,N0 . Then
there exists a cuspidal irreducible character δ˜ = ρ˜(s˙L)y z˙L,1 of L˜
Fm such that δz,η is an
irreducible constituent of the restriction of δ˜ to LF
m
. Note that δ˜ can be written as
δ˜ = θ˜ ⊗ δ˜′ for δ˜′ = ρ˜(s˙L)y ,1. The class {sL} is F
′′-stable, and there exists a cuspidal
irreducible character δ′z,η parametrized by (z, η) ∈ M
L
sL,N0
, which is a constituent
of δ˜′|LFm , such that δz,η = θ ⊗ δ
′
z,η. We consider the Harish-Chandra induction I˜ =
IndG˜
Fm
P˜Fm
(δ˜) and its restriction I on GF
m
. By (8.1.1), irreducible components of I belong
to E(GF
m
, {s}).
By (6.7.2) and (7.9.1) we haveWδ ≃ Wθ1 . SinceWδ˜ ≃ W
0
δ , we see thatWδ˜ ≃ W
0
θ1
.
We have Wθ1 ≃ W
0
θ1
⋊ Ωθ1 , where W
0
θ1
is given as in
(8.2.1) W0θ1 ≃ Sn/t × · · · ×Sn/t (t/d-times).
and Ωθ1 is the cyclic group of order t/d generated by an element y0 ∈ W permuting
the factors Sn/t cyclicly. Now I˜ is decomposed as
(8.2.2) I˜ =
∑
E1∈(W0θ1
)∧
(dimE1)ρ˜E1 ,
where ρ˜E1 is the irreducible characters of G˜
Fm. But since ρ˜E1 is contained in E(G˜
Fm, {s˙x}),
they are expressed as ρ˜s˙x,E′1 with E
′
1 ∈ Ws˙. The relationship of these two parametriza-
tions are given as follows. We have Ws˙x ≃ (Sn/t)
t, and there exists a natural embed-
ding W0θ1 → Ws˙x via the diagonal embedding
(Sn/t)
t/d →֒ (Sn/t)
t ≃ (Sn/t)
t/d × · · · × (Sn/t)
t/d.
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Then one can define a map f : (W0θ1)
∧ → W∧s˙ through E1 7→ E1 ⊠ · · ·⊠ E1. We note
that
(8.2.3) ρ˜E1 = ρ˜s˙x,E′1 with E
′
1 = f(E1) ∈ W
∧
s˙x .
In fact, let w1 be the Coxeter element in WL, and ψ0 a regular character of T˜
F
w1
≃
T˜ Fw1 obtained by the Shintani descent ShFm/Fw1(θ|T˜Fm ). The cuspidal character δ˜
can be expressend as ±RL˜
T˜w1
(ψ0). Thus I˜ coincides with ±R
G˜
L˜
(RL˜
T˜w1
(ψ0)), and
(8.2.4) RG˜
L˜
(RL˜
T˜w1
(ψ0)) = R
G˜
T˜w1
(ψ0) =
∑
E′1∈W
∧
s˙
Tr (w1, E
′
1)ρ˜E′1 .
Then we have Tr (w1, E
′
1) = dimE1 if E
′
1 = E1 ⊠ · · ·⊠ E1 for some E1 ∈ (W
0
θ1
)∧, and
Tr (w1, E
′
1) = 0 otherwise. Comparing (8.2.2) with (8.2.4), we see that ρ˜E1 = ρ˜E′1 for
E1 ∈ (W
0
θ1
)∧. This proves (8.2.3).
Put δ = δz,η. Then Wδ ≃ Wθ1 . Take E ∈ (W
∧
δ )
F ′′, and put E1 = E|W0δ . We
assume that E1 is of the form that
(8.2.5) E1 = E2 ⊠ · · ·⊠ E2 ∈ (W
0
θ1)
∧
with E2 ∈ (Sn/t)
∧. Then E ′1 = f(E1) ∈ W
∧
s˙ satisfies the condition in (2.5.1). Let ρE
be the irreducible component of IndG
Fm
PFm δ corresponding to E ∈ (W
∧
δ )
F . We denote
by RE the almost character of G
F corresponding to ρE through the Shintani descent.
Let Oρ˜ be the nilpotent orbit in g associated to ρ˜ = ρ˜s˙x,E′1. We choose a nilpotent
element N such that Oρ˜ = ON . Let P˜N and L˜N be the associated parabolic subgroup
and its Levi subgroup in G˜. We put M˜ = L˜N and M = M˜ ∩ G. We consider the
modified generalized Gelfand-Graev characters Γc,ξ of G
F associated to (c, ξ) ∈Ms,N .
A similar formula as in Lemma 7.5 holds also for the general Ms,N , which implies
the following lemma. (Note that we don’t need to consider Γc,ξ,θ since ∆(ρ˜)|ZM (λ)F is
trivial for any ρ˜ = ρ˜s˙x,E′1 in the case of G = SLn by [S2, Lemma 2.18].)
Lemma 8.3. The almost character RE is written as Rz′,η′ with (z
′, η′) ∈ Ms,N . The
correspondence E ↔ (z′, η′) is determined by computing the inner product 〈Γc,ξ, RE〉
for various Γc,ξ.
8.4. Let C0 be the regular unipotent class in L, and E the local system of L
corresponding to the linear character θ of LF
m
in 8.2. Let A0 = AE,z,η be the F
′′-stable
cuspidal character sheaf on L associated to (z, η) ∈ MLsLzL,N0 and E , defined as in 6.5,
by replacing G by L. Put K = indGP A0. Then EndK ≃ Q¯l[WE1 ] withWE1 ≃ Wθ1 . We
denote by AE the character sheaf of G which is a direct summand of K corresponding
to E ∈ W∧θ1 . Put Zθ1 = {w ∈ W |
Fwθ1 = θ1}. Then Zθ1 = wLWθ1 , and F
′′ = FwL
acts onWθ1 . For each w ∈ Zθ1 , we denote by θ
w
0 the linear character of Z
0Fw
L given by
θw0 = ShFm/Fw(θ1).
Let E ∈ W∧θ1 and ON be as in 8.2. By Theorem 7.9 (see (7.9.4)), χAE coincides
with RE up to scalar. Then we see that N = Nµ ∈ g is of the form such that
µ = (µ1 ≥ µ2 ≥ · · · ≥ µr) with µj divisible by t. We choose Nµ in Jordan’s normal
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form corresponding to the partition µ. Then Aλ = ZM(λ)/Z
0
M(λ) is a cyclic group of
order t′, where t′ is the largest common divisor of µ1, . . . , µk, coprime to p. Note that
ZM(λ) is F -stable. By our choice of s˙zL and of wL, wL acts on ZM(λ), and so we have
an action of F ′′ = FwL on ZM(λ).
There exists an F ′′-stable subgroup Z1M(λ) of ZM(λ) such that A¯λ = ZM(λ)/Z
1
M(λ)
is a cyclic group of order t (see [S2, 2.19]), which is given as follows; if we write the
partition µ as µ = (1m1 , 2m2 , . . . ). then we have
Z1M(λ) ≃ {(. . . , xi, . . . ) ∈
∏
mi>0
GLmi |
∏
i
(det xi)
i/t = 1}.
(Note that mi = 0 if i is not divisible by t.) We may choose T ⊂ M ∩ L. Then we
have
A¯λ ≃ ZM(λ)/Z
1
M(λ) ≃ (ZM(λ) ∩ T )/(Z
1
M(λ) ∩ T ).
By our choice of N , we have ZM(λ) ∩ T ⊂ ZL. On the other hand, the above de-
scription of Z1M(λ) implies that Z
1
M(λ) ∩ T ⊂ Z
0
L. It follows that we have a natural
homomorphism
(8.4.1) A¯λ → ZL/Z
0
L
compatible with the action of F . Note that η is an F -stable linear character of ZL/Z
0
L.
Thus one can define an F -stable linear character η1 ∈ (A¯
∧
λ)
F as the pull back of η
under the above homomorphism..
Since T ⊂M , we have ZL ⊂M . One can write
(8.4.2) Z0L = {(a1, . . . , an/d) ∈ (k
∗)n/d |
∏
i
ai = 1}
under the identification
ZL ≃ {(a1, . . . , an/d) ∈ (k
∗)n/d |
∏
i
adi = 1}.
Let zZ0L be a coset in ZL/Z
0
L. We may take a representative z in ZG. Then we have
ZM(λ) ∩ zZ
0
L = z(ZM(λ) ∩ Z
0
L), and
ZM(λ) ∩ Z
0
L = {(b1, . . . , b1︸ ︷︷ ︸
µ1/d-times
, b2, . . . , b2︸ ︷︷ ︸
µ2/d-times
, . . . , br, . . . , br︸ ︷︷ ︸
µr/d-times
) ∈ Z0L | bi ∈ k
∗}(8.4.3)
≃ {(b1, . . . , br) ∈ (k
∗)r |
∏
i
b
µi/d
i = 1},
and
Z1M(λ) ∩ Z
0
L ≃ {(b1, . . . , br) ∈ (k
∗)r |
∏
i
b
µi/t
i = 1}.
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Now Z1M(λ)∩Z
0
L acts on z(ZM(λ)∩Z
0
L) by a left multiplication. Put XM = (ZM(λ)∩
zZ0L)/(Z
1
M(λ) ∩ Z
0
L). It follows from the above argument that there exists a bijection
(8.4.4) XM ≃ Z/(t/d)Z.
If zZ0L is F
′′-stable, then F ′′ acts naturally on XM , which is compatible with the
natural action of F on Z/(t/d)Z ≃〈ζd〉.
Assume that the coset zZ0L is Fw-stable for w ∈ W. Then we choose a rep-
resentative z˙w ∈ Z
Fw
L of zZ
0
L. Since z˙w ∈ T
Fw, there exists αw ∈ T such that
Fm(αw)α
−1
w = z˙w. We put zˆw = α
−1
w
Fwα. Then we have zˆw ∈ T
Fm. Let ψ be a
linear character of T F
m
obtained by restricting θ to T F
m
. The value ψ(zˆw) does not
depend on the choice of αw ∈ T .
We show the following lemma.
Lemma 8.5. Let the notations be as before.
(i) Let t1 ∈ ZG ∩ zZ
0
L. There exists a linear character Ψt1 of Wθ1 satisfying the
following properties; Ψt1 is trivial onW
0
θ1
, and is regarded as a character of Ωθ1.
If t1 ∈ (zZ
0
L)
F ′′, then Ψt1 is F
′′-stable, and in that case, we have t1 ∈ (zZ
0
L)
Fw
for w = wLy with y ∈ Wθ1, and
ψ(zˆw)θ
w
0 (t1z˙
−1
w ) = ψ(zˆwL)θ
wL
0 (t1z˙
−1
wL
)Ψt1(y).
(ii) Ψt1 depends only on the coset in XM to which t1 belongs, and we have
{Ψt1 | t1 ∈ X
F ′′
M } = (Ω
∧
θ1)
F ′′.
Proof. Put w = wLy for y ∈ Wθ1 . For t1 ∈ ZG ∩ zZ
0
L, choose α ∈ ZL˜ such that
t1 = F
m(α)α−1. We choose m′, a multiple of m, such that α is Fm
′
-stable. One can
find a linear character θ˜′1 on Z
Fm
′
L˜
, which is an extension of θ˜1 on Z
Fm
L˜
(see 8.2), stable
by F ′′, such that W0θ1 ⊆ Wθ˜′1
. We put Ψt1(y) = θ˜
′
1(α
−1yα) (for a fixed α and θ˜′1). We
have θ˜′1(α
−1yα) = θ˜′1(α
−1)θ˜′1(
yα) = 1 for y ∈ W0θ1 , and so Ψt1 is trivial on W
0
θ1
. It
follows that Ψt1(y) = Ψt1(y2) if y = y1y2 with y1 ∈ W
0
θ1
, y2 ∈ Ωθ1 . Hence in order to
show that Ψt1 is a homomorphism Wθ1 → Q¯
∗
l , it is enough to see that (*) Ψt1 is a
homomorphism on Ωθ1 . This will be shown soon later.
Now assume that t1 ∈ (zZ
0
L)
F ′′. Since z ∈ ZG, we have t1 ∈ (zZ
0
L)
Fw =
z˙wZ
0Fw
L . Choose βw ∈ Z
0
L such that F
m(βw)β
−1
w = t1z˙
−1
w ∈ Z
0Fw
L . Then θ
w
0 (t1z˙
−1
w ) =
θ1(β
−1
w
Fwβw). Since t1 = F
m(α)α−1, we may assume that αw = αβ
−1
w . In particular,
we have α−1Fwα ∈ T F
m
and ψ(zˆw)θ
w
0 (t1z˙
−1
w ) = ψ(α
−1Fwα). A similar formula also
holds for wL. Since α
−1Fwα = α−1FwLα · FwL(α−1yα), we see that α−1yα ∈ T F
m
. Since
θ˜1 and ψ coincides with each other on T
Fm ∩ ZF
m
L˜
, we have
ψ(zˆw)θ
w
0 (t1z˙
−1
w ) = ψ(α
−1Fwα)
= ψ(α−1FwLα)ψ(FwL(α−1yα))
= ψ(zˆwL)θ
wL
0 (t1z˙
−1
wL
)Ψt1(y).
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Hence the formula in (i) holds. In particular, Ψt1(y) does not depend on the choice
of α ∈ ZL˜. Put α
′ = F ′′(α). We have t1 = F
m(α)α−1 = Fm(α′)(α′)−1 since t1 is
F ′′-stable, and one can replace α by α′ in defining Ψt1 . Since θ˜
′
1 is F
′′-stable, we have
Ψt1(y) = θ˜
′
1(α
−1yα) = θ˜′1(α
′−1F ′′(y)α′) = Ψt1(F
′′(y)).
This shows that Ψt1 is F
′′-stable. Thus the assertion in (i) was proved modulo (*).
Next we show (ii). Take t1 ∈ ZG ∩ (ZM(λ) ∩ zZ
0
L). Then as in (8.4.2) t1 can be
written as t1 = zb with b ∈ ZM(λ) ∩ Z
0
L. Hence b = (b1, . . . , br) such that
∏
i b
µi/d
i = 1
with bi ∈ k
∗. One can choose α ∈ T such that Fm(α)α−1 = t1 as follows; α = βγ with
β ∈ Z0L and γ ∈ ZG˜ such that F
m(γ)γ−1 = z, Fm(β)β−1 = b. More precisely, we can
choose β as
(8.5.1) β = (ν(t1)
−1β1, β1, . . . , β1︸ ︷︷ ︸
µ1/d−1-times
, β2, . . . , β2︸ ︷︷ ︸
µ2/d-times
, . . . , βr, . . . , βr︸ ︷︷ ︸
µr/d-times
),
where βq
m−1
i = bi for i = 1, . . . , r and ν(t1) =
∏r
i=1 β
µi/d
i ∈ F
∗
qm . Let y0 be the
generator of Ωθ as in 8.2. Since y0 is a cyclic permutation of order t/d of consecutive
factors, it makes no change except the part ν(t1)
−1β1, β1, . . . β1. Hence we see that
(8.5.2) β−1y
j
0β = (ν(t1), 1, . . . , 1, ν(t1)
−1, 1, . . . , 1) ∈ Z0F
m
L
for 1 ≤ j ≤ t/d − 1, where ν(t1)
−1 occurs in the (j + 1)th factors. Moreover, since
γ ∈ ZG˜, we have
y0γ = γ. It follows that
α−1y
j
0α = β−1y
j
0β.
On the other hand, θ is the restriction of the linear character θ˜ of (L˜/L˜der)
Fm such
that θ˜ = (1 ⊠ Θ˜ ⊠ · · · ⊠ Θ˜t/d−1)⊠n/t, where Θ˜ is a linear character of GLF
m
d of order
t. Since L˜/L˜der ≃ ZL˜/(ZL˜ ∩ L˜der), and L˜der = Lder = SLd × · · · × SLd, the linear
character θ˜1 on Z
Fm
L˜
can be written as
(8.5.3) θ˜1 = (1⊠Θ ⊠ · · ·⊠Θ
t/d−1)⊠n/t,
where Θ is a linear character of ZF
m
GLd
which is trivial on ZF
m
SLd
. Hence Θ is identified
with a linear character of F∗qm of order t/d. If we replace m by m
′, Θ can be extended
to a linear character Θ′ of F∗
qm′
, and (1⊠ Θ′ ⊠ · · ·⊠ Θ′t/d−1)⊠n/t gives rise to a linear
character of ZF
m′
L˜
, which gives θ˜′1. It follows that
(8.5.4) Ψt1(y
j
0) = θ˜
′
1(α
−1yj0α) = Θ(ν(t1))
−j.
This proves (*) since if t1 ∈ ZG ∩ zZ
0
L, then t1 ∈ ZG ∩ (ZM(λ) ∩ zZ
0
L).
Now assume that t1 ∈ Z
1
M(λ) ∩ Z
0
L. Since
∏
i b
µi/t
i = 1, we have ν(t1)
(qm−1)d/t = 1.
It follows that there exists ν1 ∈ Fqm such that ν(t1) = ν
t/d
1 , and we have Ψt1(y
j
0) = 1.
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This implies that Ψt1 depends only on t1 ∈ XM . Now XM is in bijection with a cyclic
group of order t/d, and we can choose a representative x0 of a generator of XM as
x0 = zc0 with c0 = (c, . . . , c) ∈ ZG ∩ Z
0
L such that c
n/t is a primitive t/d-th root of
unity in k. Put ν0 = ν(x0). Then ν0 is a generator of the cyclic group F
∗
qm , and we
have ν(xi) = ν
i
0 for xi = zc
i
0. It follows from (8.5.1) that we have Ψxi(y0) = Θ(ν0)
−i
for i = 0, . . . , t/d−1. Since ν0 is a generator of F
∗
qm , Θ(ν0) is of order t/d in Q¯
∗
l . Hence
Ψx(y0) are all distinct for x ∈ XM . Since Ωθ1 is a cyclic group of order t/d, we see that
there exists a bijection between {Ψx | x ∈ XM} and Ω
∧
θ1
. We note that Ψx is F
′′-stable
for x ∈ XF
′′
M . In fact, take a representative t1 ∈ ZM(λ) ∩ zZ
0
L of x ∈ X
F ′′
M . Then we
have F ′′(t1) = t1t2 with t2 ∈ Z
1
M(λ) ∩ zZ
0
L. It follows that ΨF ′′(t1) = Ψt1t2 = Ψt1 . Now
take α ∈ ZL˜ such that F
m(α)α−1 = t1, and put α
′ = F ′′(α). Since θ˜′1 is F
′′-stable, we
have
Ψt1(y) = θ˜
′
1(α
−1yα) = θ˜′1(α
′−1F ′′(y)α′).
But since F ′′(t1) = F
m(α′)α′−1, we have
θ˜′1(α
′−1F ′′(y)α′) = ΨF ′′(t1)(F
′′(y)) = Ψt1t2(F
′′(y)) = Ψt1(F
′′(y)).
This implies that Ψt1(y) = Ψt1(F
′′(y)), and so Ψx is F
′′-invariant. Actually this
argument shows that Ψx is F
′′-invariant if and only if x ∈ XF
′′
M . Thus we have
{Ψx | x ∈ X
F ′′
M } = (Ω
∧
θ1
)F
′′
, and (ii) is proved. 
Theorem 8.6. Let G, s and L, sL, zL be as in 8.1, 8.2. In particular, L is a Levi
subgroup of G such that L/ZL is a product of PGLd with d|t. Let θ be the linear
character of LF
m
corresponding to zL ∈ Z
Fm
L∗ , and let θ1 = θ|Z0FmL be the F
′′-stable
linear character. Let E be the local system on L corresponding to θ.
(i) Let AE,z,η = E ⊗ Az,η be an F
′′-stable cuspidal character sheaf of L as in 7.6
for (z, η) ∈ MLzLsL,N0, and AE be the character sheaf corresponding to E ∈
(W∧θ1)
F ′′, where E1 = E|W0θ1
satisfies the condition in (8.2.5). Then there
exists zE ∈ A¯
F
λ satisfying the following.
(8.6.1) χAE = νERzE ,η−11 ,
where (zE , η
−1
1 ) ∈ Ms,N is given as follows; η1 is the F -stable character of
A¯λ defined as the pull back of η in 8.4. zE is determined uniquely by the
following condition; let ι be the unique element of I0 such that supp (ι) = ON ,
and let Eι ∈ W
∧ the corresponding character under the generalized Springer
correspondence. Then there exists a unique class xE ∈ X
F ′′
M such that
〈E ⊗Ψt−1 , Eι〉Wθ1
=
{
1 if t ∈ xE ,
0 otherwise.
zE is the image of xE under the natural map X
F ′′
M → A¯
F
λ . νE is a root of unity,
which is determined explicitly (see (9.10.6)).
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All the almost characters Rz′,η′ associated to (z
′η′) ∈Ms,N such that η
′ is of
order d is obtained in this way from some AE.
(ii) Let δ = δz,η = θ ⊗ δ
′
z,η ∈ T
(m)
sLzL,N0
be the cuspidal irreducible character of
LF
m
as in 8.2. Let ρE be the F -stable irreducible character of G
Fm contained
in IndG
Fm
PFm δ corresponding to E ∈ W
∧
δ . Then we have ρE = ρzE ,η−11 with
(zE , η
−1
1 ) ∈Ms,N . In particular, we have RE = RzE ,η−11 .
Remark 8.7. Theorem 8.6 gives an identification of two parametrizations of al-
most characters of GF , one given by the parameter set Ms,N and the other by the
Harish-Chandra induction, in the case where (s, E) satisfies the property (2.5.1). The
parametrizations of irreducible characters, and of almost characters, are described in
2.8, (a) - (c). The above result covers the case (a). The case (b) is obtained by apply-
ing the Harish-Chandra induction for the case (a). Thus the above parametrization
can be extended also for this case. The case (c) is obtained by applying the twisted
induction for the cases (a) or (b). Since the twisted induction of almost characters
corresponds to the induction of character sheaves, our result gives an enough infor-
mation for decomposing the characteristic functions of character sheaves in terms of
irreducible characters of GF based on our parametrization Ms,E.
8.8. The proof of the theorem will be done in the next section. Here we prove
some preliminary results. As discussed in 5.5, we identify the set IG with the set of
pairs (O, E), where O is a nilpotent orbit in g and E is a simple G-equivariant local
system on O. For ι ∈ IG belonging to (L,C0, E0) ∈ MG, we define two integers b(ι)
and b0 as follows (cf. 5.1 and 6.8).
b(ι) = (a0 + r)/2 = (codimG supp (ι)− codimL C0)/2,(8.8.1)
b0 = (dimG− dim supp Kι)/2 = (codimL C0 − dimZL)/2.
Suppose that ι belongs to the triple (L,C0, E0) ∈M
F
G. Let z ∈ (ZL/Z
0
L)
F , and we
choose a representative z˙ ∈ ZFL . By the translation C0 ∼−→ z˙C0, we may regard E0 the
F -stable local system on z˙C0. Let Σ = zZ
0
L×C0 = Z
0
L× z˙C0, and we follow the setting
in 6.7 and 6.8. In particular, A0 = E ⊗ Az,η is the cuspidal character on L associated
to E0 = Eη, and to the local system E on L which is the pull back of E
′ ∈ S(L/Lder).
We put E1 = E|zZ0L as before, and consider the corresponding character θ1 of Z
0Fm
L ,
etc. We identify WE1 with Wθ1 and with Wδ, and similarly for ZE1 with Zθ1 , Zδ. We
write the automorphism γE1 on WE1 as γδ. Let K = Ind
G
P A0 be the induced complex
on G, and we consider ϕw : (Fw)∗Kw ∼−→K
w for w ∈ ZE1 . Then by (7.9.2), we have
(8.8.2) χAE = q
b0 |Wθ1 |
−1
∑
y∈Wδ
Tr ((γδy)
−1, E˜)χKw,ϕw
with w = wδy.
Let E ′0 = Q¯l ⊠ E0 be the local system on Σ = Z
0
L × C0. Let F = E ⊗ E
′
0 be the
local system on Σ. Then A0 coincides with IC(Σ,F)[dimΣ]. For each w ∈ ZE1 , take
α ∈ G such that α−1F (α) = w˙, where w˙ is a representative of w in NG(L). Then A
w
0
is constricted from the twisted data (Lw, Σw,Fw), where Lw = αLα−1, Σw = αΣα−1
and Fw = ad(α−1)∗F . By applying the argument in 6.5 (see also 6.8), we can construct
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an isomorphism F ∗Fw ∼−→F
w which induces ϕw0 : F
∗Aw0 ∼−→A
w
0 . We denote this map
also by ϕw0 . We put C
w
0 = αC0α
−1. The set zZ0L is Fw-stable for w ∈ ZE1 and one
can choose a representative z˙w ∈ Z
Fw
L of the coset zZ
0
L. We have an F -stable set
Σw = z˙wZ0Lw×C
w
0 with z˙
w = αz˙wα
−1 ∈ ZFLw . For each w ∈ Zθ1 , let θ
w
0 = ShFm/Fw(θ1)
be the linear character of Z0FwL . Under the isomorphism Z
0Fw
L ≃ Z
0F
Lw , we regard θ
w
0
as the character of Z0FLw , which we denote by θ¯
w
0 .
Now take t ∈ GF and fix it. Let x ∈ GF be an element such that x−1tx ∈ z˙wZ0Lw .
Then Lwx = xL
wx−1 is a Levi subgroup of some parabolic subgroup of ZG(t). Let
Cwx = xC
w
0 x
−1 be the unipotent class in Lwx . We denote by F
w
x the local system
on Cwx obtained by the pull back of E
w
0 = ad(α
−1)∗E0 by adx
−1 : Cwx → C
w
0 . By
the map β : Cwx → Σ
w, v 7→ x−1tvx, ϕw0 : F
∗Fw ∼−→F
w induces an isomorphism
ϕ′x = β
∗ϕw0 : F
∗Fwx ∼−→F
w
x . Let ϕx : F
∗Fwx ∼−→F
w
x be the isomorphism defined by
ϕx = (adx
−1)∗ϕw0 . Then we have
ϕ′x = θ¯
w
0 (x
−1tx(z˙w)−1)ψ(zˆw)ϕx
by (6.5.6), where ψ is a character of T F
m
as given in (6.5.6), and zˆw is as in 8.4.
Assume that t, v ∈ GF such that tv = vt, where t is semisimple and v is unipotent.
Then by the character formula [L3, II, Theorem 8.5] for the function χKw,ϕw , we have
(8.8.3) χKw,ϕw(tv) = |ZG(t)
F |−1
∑
x∈GF
x−1tx∈z˙wZ0Lw
Q
ZG(t)
Lwx ,C
w
x ,F
w
x ,ϕx
(v)θ¯w0 (x
−1tx(z˙w)−1)ψ(zˆw),
where Q
ZG(t)
Lwx ,C
w
x ,F
w
x ,ϕx
is the generalized Green function of ZG(t)
F (note that ZG(t) is
connected).
8.9. Recall that Xι is the function on G
F
uni associated to ι given in 5.2. It is
known by [L3, V, (24.2.8)] that Xι is expressed as
(8.9.1) Xι = |W|
−1q−b(ι)
∑
w∈W
Tr (w−1, Eι)Q
G
Lw ,Cw0 ,E
w
0 ,ϕ
w
0
,
where ϕw0 : F
∗Ew0 ∼−→E
w
0 is given by ϕ
w
0 = ad(α
−1)∗ϕ0 from ϕ0 : F
∗E0 ∼−→E0. For each
linear character θ of Z0FLw , we denote by K
w
θ the complex K
w given in 8.8 (subject to
the condition that z = 1, i.e., Σ = Z0L×C0) such that θ
w
0 = θ, and denote by χKwθ the
characteristic function χKw,ϕw Then by the character formula (8.8.3), we see that
(8.9.2) QGLw,Cw0 ,Ew0 ,ϕw0 = |Z
0F
Lw |
−1
∑
θ∈(Z0FLw )
∧
χKwθ ,
where we regard the left hand side as the class function onGF by extending by 0 outside
of GFuni. Under the isomorphism Z
0F
Lw ≃ Z
0Fw
L , θ determines an Fw-stable character
θ1 ∈ (Z
0Fm
L )
∧ such that ShFm/Fw(θ1) = θ. Put Zθ1 = {w
′ ∈ W | Fw′(θ1) = θ1}. Then
there exists a w1 ∈ W such that Zθ1 = w1Wθ1 , and we define γ1 : Wθ1 → Wθ1 by
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γ1 = adw1. Hence, as in the case of K
w, one can decompose Kwθ by
(8.9.3) χKwθ = q
−b0
∑
E′∈(W∧θ1
)γ1
Tr (γ1y, E˜
′)χAE′,θ ,
for y ∈ Wθ1 such that w = w1y, where χAE′,θ is the (normalized) characteristic function
of the character sheaf AE′,θ.
8.10. For each irreducible character η of ZM(λc)
F , put Γc,η = Ind
GF
ZM (λc)F
(η⊗Λc).
Then we have
Γc =
∑
η
(deg η)Γc,η,
where η runs over all the irreducible characters in ZM(λc)
F . We denote by Γ ′c the
sum of Γc,η, where η runs over all the linear characters of ZM(λc)
F , and by Γ ′′c the
complement of Γ ′c in Γc so that Γc = Γ
′
c + Γ
′′
c . Then we have the following lemma.
Lemma 8.11. The inner product 〈Γ ′′c , Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF can be expressed as
〈Γ ′′c , Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF = q
−b0+1|Z0FLw |
−1n−10 β,
where β is an algebraic integer contained in a fixed cyclotomic field A independent of
q, and n0 is an integer independent of q.
Proof. By (8.9.2) and (8.9.3), we have
(8.11.1) QGLw,Cw0 ,Ew0 ,φw0 = |Z
0F
Lw |
−1q−b0
∑
θ∈(Z0F
Lw
)∧
∑
E′∈(W∧θ1
)γ1
Tr (γ1y, E˜
′)χAE′,θ ,
where AE′,θ is the character sheaf which is a direct summand of K
w
θ . Here we may
assume that Tr (γ1y, E˜
′) ∈ A. Moreover, by Theorem 7.9, χAE′,θ coincides with the
almost character Rx up to a scalar νx, and we may assume that νx is a unit in A. On
the other hand, it is known that deg η is a polynomial in q, and that deg η is divisible
by q if η is not a linear character. It follows that〈Γ ′′c , ρ〉GF ∈ n
−1
1 qZ for any ρ ∈ IrrG
F .
In particular we have〈Γ ′′c , Rx〉GF ∈ n
−1
2 qA for any almost character of G
F , where n1, n2
are integers independent of q. Then the lemma follows from (8.11.1). 
9. Proof of Theorem 8.6
9.1. In this section, we prove Theorem 8.6. First we note that (ii) follows from
(i). In fact, since ρE and AE have the same parametrizaition via the decomposition of
IndG
Fm
PFm δ and of ind
G
P AE,z,η, we see that RE coincides with χAE up to scalar. Hence
RE coincides with RzzE ,η−11 by Theorem 8.6 (i). This also shows that ρE = ρzzE ,η
−1
1
,
and (ii) follows.
In order to prove (i), first we show the following.
Proposition 9.2. Suppose that q is large enough (but we don’t assume that q is suf-
ficiently divisible). Then the statement of (i) in Theorem 8.6 holds.
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9.3. The proof of the proposition will be done through 9.3 to 9.10. We shall
prove it by computing the inner product 〈Γc,ξ, χAE〉 under the assumption that q is
large enough. By Lemma 8.3, we have only to compare the inner products of Rz′,η′ and
of χAE with various Γc,ξ associated to the nilpotent element N such that N ∈ Oρ˜s˙x,E′ .
First we shall compute the inner product 〈Γc,ξ, χKw,ϕw〉GF . By (8.8.3) and Propo-
sition 3.5, we have
〈Γc,ξ,χKw,ϕw〉GF =
1
|GF |
∑
t′,v′∈GF
1
|ZG(t′)F |2
∑
g∈GF
g−1t′g∈ZM (λc)
F
|ZM(λc)
F ∩ ZG(g
−1t′g)F |
|ZM(λc)F |
×
∑
x∈GF
x−1t′x∈z˙wZ0FLw
ξ♮(g−1t′g)θ¯w0 (x
−1t′x(z˙w)−1)ψ(zˆw)Γ
ZG(t
′)
Ng ,1
(v′)Q
ZG(t
′)
Lwx ,C
w
x ,E
w
x ,ϕx
(v′),
where in the first sum, t′, v′ ∈ GF runs over semisimple elements t′, unipotent elements
v′ such that t′v′ = v′t′. Then the right hand side of the above expression can be written
as
1
|GF |
∑
t∈z˙wZ0F
Lw
1
|ZG(t)F |2
∑
g,x∈GF
g−1xtx−1g∈ZM (λc)
F
|ZM(λc)
F ∩ ZG(
g−1xt)F |
|ZM(λc)F |
ξ♮(g
−1xt)θ¯w0 (t
−1z˙w)ψ(zˆ−1w )
×
∑
v∈ZG(t)
F
uni
Γ
ZG(xtx
−1)
Ng ,1
(xvx−1)Q
ZG(xtx
−1)
Lwx ,C
w
x ,E
w
x ,ϕx
(xvx−1).
Note that Γ
ZG(xtx
−1)
Ng ,1
(xvx−1) = Γ
ZG(t)
Nx−1g,1
(v) and that
Q
ZG(xtx
−1)
Lwx ,C
w
x ,E
w
x ,ϕx
(xvx−1) = Q
ZG(t)
Lw,Cw0 ,E
w
0 ,ϕ
w
0
(v).
Hence by replacing x−1g by g in the previous expression, we have
〈Γc,ξ, χKw,ϕw〉GF =
∑
t∈z˙wZ0F
Lw
∑
g∈GF
g−1tg∈ZM (λc)
F
|ZM(λc)
F ∩ ZG(
g−1t)F |
|ZG(t)F ||ZM(λc)F |
×(9.3.1)
× ξ♮g(t)θ¯
w
0 (t
−1z˙w)ψ(zˆ−1w )〈Γ
ZG(t)
Ng ,1
, Q
ZG(t)
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉ZG(t)F ,
where ξ♮g(t) = ξ
♮(g−1tg).
9.4. Returning to the original setting, we consider AE as in the theorem, i.e., AE
is a direct summand ofKwθ , where θ ∈ (Z
0F
Lw)
∧ corresponds to θw0 under the isomorphism
Z0FLw ≃ Z
0Fw
L . Hence Wθ1 ,Zθ1, etc. are nothing but the objects discussed in 8.2. So
we write wδ = wL and γδ = γ. We continue the computation of 〈Γc,ξ, χAE〉 under this
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setting. By (8.8.2) and (9.3.1), we have
〈Γc,ξ, χAE〉 = |Wθ1 |
−1qb0
∑
y∈Wθ1
Tr ((γy)−1, E˜)
∑
t∈z˙wZ0FLw
∑
g∈GF
g−1tg∈ZM (λc)
F
|ZM(λc)
F ∩ ZG(
g−1t)F |
|ZG(t)F ||ZM(λc)F |
× ξ♮g(t)θ¯
w
0 (t
−1z˙w)ψ(zˆ−1w )〈Γ
ZG(t)
Ng ,1
, Q
ZG(t)
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉ZG(t)F .
Let H be an F -stable reductive subgroup of G containing L. Put WH = NH(L)/L ⊂
W. Recall that θ1 ∈ (Z
0Fm
L )
∧, and Zθ1 = {w ∈ W |
Fwθ1 = θ1} = wLWθ1 . Then
WH ∩ Zθ1 = w
′
LWH,θ1 , where w
′
L = wLwH ∈ WH with wH ∈ Wθ1 and WH,θ1 is the
stabilizer of θ1 in WH . Then H contains L
w′Ly for any y ∈ WH,θ1 . Put
∆
(g)
H = |Wθ1 |
−1qb0
∑
y∈WH,θ1
Tr ((γwHy)
−1, E˜) ×(9.4.1)
×
∑
t
ξ♮g(t)θ¯
w
0 (t
−1z˙w)ψ(zˆ−1w )〈Γ
H
Ng ,1, Q
H
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉HF ,
where in the second sum, t runs over all the elements in z˙wZ0FLw with w = w
′
Ly = wLwHy
such that ZG(t) = H and that g
−1tg ∈ ZM(λc) for g ∈ G
F . Then we have
(9.4.2) 〈Γc,ξ, χAE〉 =
∑
H
∑
g
∆
(g)
H ,
where in the first sum, H runs over all the F -stable reductive subgroups ofG containing
L such that H = ZG(t) for a fixed t ∈ ZL, and in the second sum g runs over all the
elements in the double cosets HF\GF/ZM(λc)
F such that g−1tg ∈ ZM(λc)
F . Here we
note the following lemma, which is a stronger version of Lemma 8.11.
Lemma 9.5. Assume that q is large enough. Let Γ ′′c be as in 8.10. Then we have
〈Γ ′′c , Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF = q
−b0+1n−10 β,
where β ∈ A, and n0 is an integer independent of q.
Proof. First we note that
(9.5.1) 〈Γc,1, Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF = q
−b0n−11 β
′,
where β ′ is an algebraic integer contained in a fixed cyclotomic field A independent
of q, and n1 is an integer independent of q. We show (9.5.1). We apply (9.3.1) to the
situation that ξ = 1 and θ1 = 1, i.e, Wθ1 =W. Then by a similar argument as in the
proof of (9.4.2), we have
(9.5.2) 〈Γc,1, χKw,ϕw〉GF = |Z
F
G |〈Γc,1, Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF +
∑
H 6=G
∑
g
Ξ
(g)
H ,
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where Ξ
(g)
H =
∑
t〈Γ
H
Ng ,1
, QHLw,Cw0 ,Ew0 ,ϕw0 〉HF . By induction on the rank of G, we may
assume that Ξ
(g)
H can be expressed as Ξ
(g)
H = q
−b0n−1H β
′
H , where nH , β
′
H are similar
elements as n1, β
′ in (9.5.1). (Note that b0 has common value for all H containing L.)
On the other hand, by Theorem 7.9, χAE coincides with an almost character Rx of G
F
up to a scalar νx which is a root of unity in A. It follows, by (7.9.2), that
〈Γc,ξ, χKw,ϕw〉GF ∈ q
−b0n−12 A
with some n2 ∈ Z independent of q. (9.5.1) now follows from (9.5.2).
Next we note that
(9.5.3) 〈Γc, Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF ∈ q
−b0A.
In fact, by Lemma 5.12 (iii), we have
〈Γc,Xι〉GF ∈ q
−b0−b(ι)A.
Since
QGLw,Cw0 ,Ew0 ,ϕw0 =
∑
ι∈IF0
Tr (w,Eι)q
b(ι)Xι
by (8.9.1), we obtain (9.5.3).
Now we have
〈Γ ′′c , Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF =〈Γc, Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF −fNc〈Γc,1, Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF ,
where fNc is the number of linear characters of ZM(λc)
F . Hence by (9.5.1) and (9.5.3),
we have
(9.5.4) 〈Γ ′′c , Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF = q
−b0n−11 β
′
with n1 ∈ Z independent of q, and β
′ ∈ A.
On the other hand, by Lemma 8.11, we have
(9.5.5) 〈Γ ′′c , Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF = q
−b0+1|Z0FLw |
−1n−12 β
′′
with β ′′ ∈ A. We may assume that 〈Γ ′′c , Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF 6= 0. Then by (9.5.4) and
(9.5.5), we see that
n2β
′ = q|Z0FLw |
−1n1β
′′ ∈ A.
Since q and |Z0FLw | are prime to each other, n1β
′′ is divisible by |Z0FLw |. Hence β
′ can be
written as β ′ = qn−12 β with β ∈ A, and we have
〈Γ ′′c , Q
G
Lw,Cw0 ,E
w
0 ,ϕ
w
0
〉GF = q
−b0+1(n1n2)
−1β.
This proves the lemma. 
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9.6. We continue the computation in 9.4. By (8.9.1) applied to the reductive
group H , we have
QHLw ,Cw0 ,Ew0 ,φw0 =
∑
ι∈(I′0)
F
Tr (w,Eι)q
bH(ι)XHι
for any w ∈ WH , where bH(ι) is given as in (8.8.1) by replacing G by H , and (IH)0 is a
block in IH corresponding to (L,C0, E0). Substituting this into the previous formula,
we see that
(9.6.1) ∆
(g)
H = q
b0
∑
ι∈(IH )
F
0
∑
t∈z1Z0FL1
ZG(t)=H
aι,H(t)ξ
♮
g(t)q
bH (ι)〈ΓHNg ,1,X
H
ι 〉,
where L1 = L
w′L and z1 = z˙
w′L . Here aι,H is given as follows; take α ∈ H such that
α−1F (α) = w˙′L ∈ NH(L). Then we have L1 = αLα
−1 and z1 = αz˙w′Lα
−1. By putting
t1 = α
−1tα ∈ (z˙Z0L)
Fw′L we have
(9.6.2) aι,H(t) = |Wθ1|
−1
∑
y∈WH,θ1
θw0 (t
−1
1 z˙w)ψ(zˆ
−1
w ) Tr ((γwHy)
−1, E˜) Tr (w,Eι)
with w = w′Ly = wLwHy.
In the formula (9.6.1), we shall replace the inner product〈ΓHNg ,1,X
H
ι 〉 by〈Γ
H
Ng ,X
H
ι 〉,
which is easier to handle with. Now it is easy to see, by making use of Lemma 9.5,
that
〈Γ ′′c ,Xι〉GF = q
−b0−b(ι)+1n−10 βι
for an appropriate integer n0 and βι ∈ A. We also note the relation
〈Γc,Xι〉GF = fNc〈Γc,1,Xι〉GF +〈Γ
′′
c ,Xι〉GF .
Applying these formulas to the case of H , we have
(9.6.3) ∆
(g)
H =
∑
ι∈(IH )
F
0
∑
t∈z1Z0FL1
ZG(t)=H
aι,H(t)ξ
♮
g(t)f
−1
Ng
{
qbH (ι)+b0〈ΓHNg ,X
H
ι 〉+qn
−1
H βH,ι
}
,
where Ng = ad(g)Nc is a nilpotent element in LieH , nH is an integer independent of
q, and βH,ι ∈ A. Moreover, fNg is the number of linear characters of ZgM∩H(
gλ)F .
Next we shall compute〈ΓHNg ,X
H
ι 〉. Recall that ZG(g
−1tg) ⊃ L, andNg = Ad(g)Nc ∈
LieH . It follows that Ad(g)N ∈ LieH . Since g ∈ GF , we may replace N by
N1 = Ad(g)N in parameterizing the nilpotent orbits O
F
N in g. Then we can iden-
tify AH,λ = ZH(N1)/Z
0
H(N1) as a subgroup of AG(N). As in 5.8, there exists c0 ∈ Aλ
such that −N∗c is G
F -conjugate to Ncc0. Then Ng = Ad(g)Nc is H
F -conjugate to
(N1)c, and so −N
∗
g = Ad(g)(−N
∗
c ) is H
F -conjugate to (N1)cc0, with c, c0 ∈ AH,λ. In
particular, for ι′′ ∈ IH such that supp ι
′′ = ONg , we see that Yι′′(−N
∗
g ) = η(cc0), which
is independent from H . Let O1 be the nilpotent orbit in LieH such that supp ι
′ = O1
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with Eι′ = Eι ⊗ ε. Then we have
(9.6.4) qbH(ι)+b0〈ΓHNg ,X
H
ι 〉 =
{
ζ−1I0 η(cc0)
−1 if ONg = O1,
qβ ′H,ι if ONg 6= O1,
for some β ′H,ι ∈ A.
In fact, by Lemma 5.12 (i) applying to H , we have
qbH (ι)+b0〈ΓHNg ,X
H
ι 〉 = ζ
−1
I0
q(dim supp (ι
′)−dim supp (ι′′))/2Pι′′,ι′(q
−1)Yι′′(−N∗g ).
(Note that ζ(IH)0 for IH coincides with ζI0 for IG since both of them correspond to
(L,C0, E0).) If supp (ι
′) = supp (ι′′), then we have ι′ = ι′′ and Pι′′,ι′ = 1. This implies
the first equality. Now assume that ι′ 6= ι′′. By Lemma 5.12 (ii), we have
q(dim supp (ι
′)−dim supp (ι′′))/2Pι′′,ι′(q
−1) ∈ qZ.
Since we may assume that ζ−1I0 ,Yι′′(−N
∗
g ) ∈ A, we obtain the second equality.
9.7. We consider the sum of aι,H(t)ξ
♮
g(t)f
−1
Ng
in (9.6.3) for a fixed ι. Recall that
L1 = αLα
−1 and that t is an element of z1Z
0F
L1
such that ZG(t) = H and that g
−1tg ∈
ZM(λc). PutMH = gMg
−1∩H . ThenMH is the Levi subgroup in H associated to the
nilpotent element Ng, and t ∈ (ZMH (Ng)∩z1Z
0
L1
)F . PutM ′H = α
−1MHα =
α−1gM∩H ,
which is stable by F ′′H = Fw
′
L, and put
XMH = (ZM ′H(Nα−1g) ∩ z˙Z
0
L)/(Z
1
M ′H
(Nα−1g) ∩ Z
0
L).
Then
(9.7.1) (ZMH(Ng) ∩ z1Z
0
L1
)/(Z1MH(Ng) ∩ Z
0
L1
) ≃ XMH
and the action of F on the left hand side corresponds to the action of Fw′L on XMH .
We apply Lemma 8.5 (i) to H . Then one can write, for w = w′Ly,
θw0 (t
−1
1 z˙w)ψ(zˆ
−1
w ) = θ
w′L
0 (t
−1
1 z˙w′L)ψ(zˆ
−1
w′L
)Ψt−11 (y),
where Ψt−11 is a linear character of WH,θ1 . Then (9.6.2) can be rewritten as
(9.7.2) aι,H(t) =
|WH,θ1 |
|Wθ1|
θ
w′L
0 (t
−1
1 z˙w′L)ψ(zˆ
−1
w′L
)〈E˜ ⊗Ψt−11 , Eι〉w′LWH,θ1
,
where 〈 , 〉w′LWH,θ1
is the inner product on the WH,θ1-invariant functions on w
′
LWH,θ1 .
Put Y = ZMH (Ng)∩z1Z
0
L1
and Y1 = Z
1
MH
(Ng)∩Z
0
L1
. Then by Lemma 8.5 (ii), together
with the isomorphism in (9.7.1), Ψt1 depends only on t mod Y
F
1 .
On the other hand, we have an isomorphism
Y/Y1 ≃ (ZM∩g−1H(λc) ∩ z˙Z
0
g−1L1
)/(Z1
M∩g−1H
(λc) ∩ Z
0
g−1L1
)
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and a natural map
(ZM∩g−1H(λc) ∩ z˙Z
0
g−1L1
)/(Z1
M∩g−1H
(λc) ∩ Z
0
g−1L1
)→ ZM(λc)/Z
1
M(λc) ≃ A¯λ.
Hence we have a map
(9.7.3) Y F/Y F1 → (Y/Y1)
F → A¯Fλ
satisfying the property that ξ♮(g−1tg) = ξ(a), where a ∈ A¯Fλ is the image of t ∈ Y
F
under this map. In particular, we see that ξ♮g(t) also depends only on t mod Y
F
1 .
Put t¯ = t mod Y F1 ∈ Y
F/Y F1 . It follows from the above argument, together with
(9.7.2), that ∑
t∈t¯
aι,H(t)ξ
♮
g(t)(9.7.4)
=
|WH,θ1 |
|Wθ1 |
ξ♮g(t¯)〈E˜ ⊗Ψt¯−1 , Eι〉w′LWH,θ1
ψ(zˆw′L)
∑
t∈t¯
θ
w′L
0 (t
−1
1 zw′L),
where Ψt¯−1 (resp. ξ
♮
g(t¯)) denotes Ψt−11 (resp. ξ
♮
g(t)) for t ∈ t¯. Since θ
w′L
0 is a linear
character on Z
0Fw′L
L , we have
(9.7.5)
∑
t∈t¯
θ
w′L
0 (t
−1
1 zw′L) =
{
|Y F1 |θ¯
w′L
0 (t¯
−1z1) if θ¯
w′L
0 |Y F1 is trivial,
0 otherwise,
where θ¯
w′L
0 (t¯
−1z1) denotes a common value of θ
w′L
0 (t
−1
1 zw′L) for t ∈ t¯.
By definition, fNg is the number of linear characters of ZMH(Ng)
F , which coincides
with the order of ZMH(Ng)
F/(ZMH(Ng)
F )der. Hence one can write fNg as
fNg = fH |Z
0F
1 |,
where Z1 = Z(ZMH(Ng)) is the center of ZMH(Ng), and fH is contained in a finite
subset of Q independent of q. On the other hand, the description of Y1 in 8.4 (applied
to the case MH) implies that Z
0
1 ⊆ Y1. Thus Y
F
1 is divisible by Z
0F
1 and |Y
F
1 |/|Z
0F
1 | is
a polynomial in q (in fact, it is the order of the group of F -fixed points of the group
Y1/Z
0
1 whose connected component is a torus). Let gH be the constant term of the
polynomial |Y F1 |/|Z
0F
1 |.
Note that we may assume that θw0 (t) ∈ A for any w ∈ W since θ
w
0 comes from a
linear character θ1 of (L/Lder)
Fm, and L/Lder is a finite group. Thus summing up the
above argument, we have the following formula.∑
t∈Y F
aι,H(t)ξ
♮
g(t)f
−1
Ng
= n−11 qβ
+
|WH,θ1 |
|Wθ1|
f−1H gHψ(zˆ
−1
w′L
)
∑
t¯∈Y F /Y F1
θ¯
w′L
0 (t¯
−1z1)ξ
♮
g(t¯)〈E˜ ⊗Ψt¯−1 , Eι〉w′LWH,θ1
,
(9.7.6)
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where n1 ∈ Z is independent of q, and β ∈ A. (We understand that θ¯
w′L
0 (t¯
−1z1) = 0 if
θ¯
w′L
0 |Y F1 is non-trivial).
9.8. We return to the setup in 9.6. In view of (9.6.4) and (9.7.6), one can rewrite
the equation (9.6.3) in the form
∆
(g)
H = n
−1
1 qβ +
|WH,θ1|
|Wθ1 |
f−1H gHζ
−1
I0
η(cc0)
−1ψ(zˆ−1w′L
)×
×
∑
t¯∈Y F /Y F1
θ¯
w′L
0 (t¯
−1z1)ξ
♮
g(t¯)〈E˜ ⊗Ψt¯−1 , Eι〉w′LWH,θ1
,
(9.8.1)
where n1 ∈ Z is independent of q and β ∈ A, and ι is the unique element in (IH)0
such that supp (ι′) = ONg with Eι′ = Eι ⊗ ε.
We now compute the inner product 〈E˜ ⊗ Ψt¯−1 , Eι〉w′LWH,θ1
in the right hand side
of (9.8.1). Note that E ∈ W∧θ1 is an extension of the Ωθ1-stable character E1 of W
0
θ1
to Wθ1 ⋊ Ωθ1 , where E1 ∈ (W
0
θ1
)∧ is of the form E1 = E
µ
⊠ · · ·⊠ Eµ (t/d-times) with
Eµ ∈ S∧n/t corresponding to a partition µ of n/t. Let µ
∗ be the partition dual to µ.
Then N = Nλ with λ = tµ
∗ by 8.2. (In general, for a partition ρ = (ρ1, . . . , ρk) and
a ∈ Z>0, we put aρ = (aρ1, . . . , aρk)). By our assumption, supp (ι
′) = ONg . Then WH
is of the form
(9.8.2) WH ≃ Sν1 × · · · ×Sνk ,
where ν = (ν1, . . . , νk) is a partition of n/d such that (t/d)µ
∗ is a refinement of ν, i.e.,
νi is a sum of parts of (t/d)µ
∗. Moreover WH,θ1 is given as
(9.8.3) WH,θ1 ≃ W
0
H,θ1
⋊ Ωθ1
with
W0H,θ1 ≃ Sν′ × · · · ×Sν′ (t/d-times),
where ν ′ is a partition of n/t such that (t/d)ν ′ = ν. Since ν ′ = (ν ′1, . . . , ν
′
k) is a
partition of n/t whose parts are sums of parts of µ∗, µ∗ determines a partition (µ(i))∗
of ν ′i for i = 1, . . . , k. We denote by µ
(i) its dual partition. Hence µ = µ(1)+ · · ·+µ(k).
We define an irreducible character E0 of W0H,θ1 by E
0 = E01 ⊠ · · ·⊠E
0
1 with E
0
1 ∈ S
∧
ν′
such that
E01 = E
µ(1)
⊠ · · ·⊠ Eµ
(k)
.
We remark that
(9.8.4) 〈E,Eι〉W0H,θ1
= 1, and E0 is the unique irreducible character of W0H,θ1 which
appears in the restrictions to W0H,θ1 of both of E and Eι.
In fact, one can write E|W0H,θ1
= E0 +
∑
E ′ with a(E ′) > a(E0). On the other
hand, Eι is given as Eι = E
ρ(1)
⊠ · · ·⊠Eρ
(k)
with Eρ
(i)
∈ S∧νi, where ρ
(i) is a partition
of νi such that (ρ
(i))∗ = (t/d)(µ(i))∗. It follows that ρ(i) = µ(i) ∪ · · · ∪ µ(i) (t/d-times).
(For a partition λ and µ, we denote by λ∪µ the partition obtained by rearranging the
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parts of λ and µ in decreasing order.) Then one can write as Eι|W0H,θ1
= E0 +
∑
E ′′
with a(E ′′) < a(E0). Hence (9.8.4) holds.
Since E0 is Ωθ1-stable, (9.8.4) implies that there exists a unique extension E˜
0 of
E0 toWH,θ1 which appears in the decomposition of Eι|WH,θ1 with multiplicity one. On
the other hand, again by (9.8.4), the restriction of E to WH,θ1 also contains a certain
extesnion (E˜0)′ of E0 with multiplicity one. Hence we can write (E˜0)′ = E˜0 ⊗ ω with
some ω ∈ Ω∧θ1 . Since (IH)
F
0 = (IH)
F ′′H
0 , Eι is stable by F
′′
H . Since E is also F
′′
H-stable,
we see that E˜0 and (E˜0)′ are F ′′H-stable. It follows that ω is F
′′
H -stable.
Now by applying Lemma 8.5 (ii) to the group H , we see that
(9.8.5) There exists a unique class xH ∈ X
F ′′H
MH
satisfying the following.
〈E ⊗Ψt−1 , Eι〉WH,θ1
=
{
1 if t ∈ xH ,
0 otherwise.
We pass to the extension E˜. Then the above arguments show that the restrictions
of E˜ ⊗ Ψ−1t and Eι to 〈w
′
L〉WH,θ1 contain a unique irreducible character which is an
extension of E˜0 to 〈w′L〉WH,θ1 for t ∈ xH .
Under the notation in 9.7, Y F/Y F1 is regarded as a subset of M
F ′′H
H . If xH is
contained in Y F/Y F1 , xH determines an element in A¯
F
λ by (9.7.3), which we denote by
zH ∈ A¯
F
λ . Then summing up the above arguments, we have∑
t¯∈Y F /Y F1
θ¯
w′L
0 (t¯
−1z1)ξ
♮
g(t¯)〈E˜ ⊗Ψt¯−1 , Eι〉w′LWH,θ1
=
{
θ¯
w′L
0 (x
−1
H z1)ξ(zH)αH if xH ∈ Y
F/Y F1 ,
0 otherwise,
(9.8.6)
where αH is a root of unity determined by the extension E˜, which is independent of
q. Substituting this into (9.8.1), we have
(9.8.7) ∆
(g)
H ∈ δH
|WH,θ1|
|Wθ1 |
f−1H gHζ
−1
I0
η(cc0)
−1ψ(zˆ−1w′L
)θ¯
w′L
0 (x
−1
H z1)ξ(zH)αH + n
−1
1 qA,
where δH = 1 if xH ∈ Y
F/Y F1 and θ¯
w′L
0 |Y F1 is trivial, and δH = 0 otherwise.
9.9. We shall compare xH for various H appearing in 9.8. Since
ZM ′H (Nα−1g) ∩ z˙Z
0
L = Zα−1gM(Nα−1g) ∩ z˙Z
0
L
and similarly for Z1M ′H
(Nz−1g) ∩ Z
0
L, a similar argument as in 8.4 implies that
XMH ≃ Z/(t/d)Z ≃ XM .
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We have a natural isomorphism f : XMH → XM which is compatible with the action
of F ′′H and of F
′′ (the both coincide with the action of F on Z/(t/d)Z). Assume that
H satisfies the property (9.8.2). Then it is easy to check that wL ∈ WH , and so we
have
(9.9.1) wL = w
′
L.
We note that
(9.9.2) f(xH) = xG.
In fact, let Eι ∈ W
∧
H , E
0 ∈ (W0H,θ1)
∧ be as in 9.8 for H , and EιG ∈ W
∧, E0G ∈ (W
0
θ1
)∧
the corresponding objects for G. Here ι (resp. ιG) is the unique element in (IH)0
(resp. I0 ) such that supp ι
′ = ONg (resp. supp ι
′
G = ON). Then Eι is contained
in EιG |WH with multiplicity one. On the other hand, we have E|W0θ1
= E0G, and the
restriction of E0G on W
0
H,θ1
contains E0 with multiplicity one by the property (9.8.4).
Let E˜0 be the extension of E0 to WH,θ1 appearing in Eι|WH,θ1 , and let E˜
0
G a similar
object as E˜0 for E0G. Then the above fact shows that E˜
0 occurs in the restriction of
E˜0G with multiplicity one. This implies that E coincides with E˜
0
G ⊗ ω, where ω ∈ Ω
∧
θ1
is given as in 9.8 for H . Thus (9.9.2) is proved.
It follows from (9.9.2) that xH in (9.8.5) depends only on E, and does not depend
on the choice of H , which we denote by xE . We also denote by zE the element zH ∈ A¯
F
λ
determined from xH (see (9.8.6)). A similar argument as above shows that the root
of unity αH in (9.8.6) also depends only on E, and not on H , which we denote by αE .
Summing up the above argument, (9.8.7) can be written as
(9.9.3) ∆
(g)
H ∈ δH
|WH,θ1 |
|Wθ1|
f−1H gHζ
−1
I0
η(cc0)
−1ψ(zˆ−1w′L
)θ¯wL0 (x
−1
E z1)ξ(zE)αE + qn
−1
H A,
where δH = 1 if xE ∈ Y
F/Y F1 and θ¯
wL
0 is trivial on Y
F
1 , and δH = 0 otherwise, and nH
is an integer independent of q.
9.10 We are now ready to prove Proposition 9.2, by completing the computation
of 〈Γc,ξ, χAE〉. We now look at the formula (9.4.2). Take H such that H = ZG(t)
for t ∈ Z0FL1 . Then the set of g in the second sum in (9.4.2) corresponds to the set
of semisimple conjugacy classes in ZM(λc)
F which are conjugate to a fixed t in GF .
Let eH be the number of g occurring in the second sum in (9.4.2). Then the above
observation implies that eH is bounded by a positive integer independent of q.
Now by substituting (9.9.3) into (9.4.2), together with the above remark, we have
(9.10.1) 〈Γc,ξ, χAE〉GF = Qξ(zE)η(cc0)
−1 + qm−1β
with some integer m independent of q and β ∈ A. Here
(9.10.2) Q = αEζ
−1
I0
ψ(zˆ−1w′L
)θ¯wL0 (x
−1
E z1)|Wθ1 |
−1
∑
H
|WH,θ1 |eHf
−1
H gH ,
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where H runs over the subgroups such that δH = 1. Q is independent of c, ξ, and also
is contained in a finite subset of A independent of q.
By Theorem 7.9, χAE coincides with νERx for a certain x = (c
′, ξ′) ∈ A¯Fλ × (A¯
∧
λ)
F ,
where νE ∈ Q¯
∗
l is a certain root of unity. By (4.5.1) and (4.5.2), together with Theorem
2.6, we see that
(9.10.3) 〈Γc,ξ, νxRx〉GF = νE |A¯
F
λ |
−1ξ(c′)ξ′(c).
On the other hand, suppose that β 6= 0 in (9.10.1). Then the absolute value of qm−1β
turns out to be very large if we choose q large enough since β is contained in the ring
A of algebraic integers of the fixed cyclotomic field. This implies that the absolute
value of 〈Γc,ξ, χAE〉GF becomes very large since Qξ(zE)η(cc0)
−1 is contained in a finite
subset of A independent of q. This contradicts the formula (9.10.3), and we conclude
that β = 0, and we have
(9.10.4) 〈Γc,ξ, χAE〉GF = Qξ(zE)η(cc0)
−1.
Comparing (9.10.3) and (9.10.4), we see that
c′ = zE , ξ
′ = η−1, νE = Qη(c0)
−1|A¯Fλ |.
Note that the last equality implies that
(9.10.5) |Wθ1 |
−1
∑
H
|WH,θ1|eHf
−1
H gH = ±|A¯
F
λ |
−1,
where H runs over the F -stable reductive subgroups of G containing L such that
δH = 1, which is of the form H = ZG(t) for t ∈ Z
0
L satisfying the property that there
exists g ∈ GF such that g−1tg ∈ ZM(λc)
F . Then we have
(9.10.6) νE = ±ζ
−1
I0
η(c0)
−1αEψ(zˆ
−1
w′L
)θ¯wL0 (x
−1
E ),
and the signature ±1 is determined by (9.10.5). Thus Proposition 9.2 is proved.
9.11. Returning to the setting in Theorem 8.6, we shall show that the statement
(i) in Theorem 8.6 holds without the restriction on q. The argument is divided into two
steps. First we show that Lusztig’s conjecture holds without restriction on q, and that
the scalar constants are determined explicitly, by applying the specialization argument
based on the Shintani descent identities of character sheaves in [S1, Corollary 2.12].
In the second step, we show that the parametrization of almost characters as given in
Theorem 8.6 holds without the restriction on q.
9.12. For a positive integer c, we put Pc = {r ∈ Z≥1 | r ≡ 1 (mod c)}. Let
s ∈ G∗ be as in (8.1.1). We choose a positive integer c such that F c acts trivially on Aλ,
and that F c stabilizes s˙ and zL. Then for any r ∈ Pc, M
(r)
s,N ,M
(r)
s,N (objects for G
F r)
are naturally identified with Ms,N ,Ms,N (objects for G
F ). We denote by ρ
(r)
x (resp.
R
(r)
y the irreducible character (resp. the almost character) of GF
r
corresponding to
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x ∈ M
(r)
s,N (resp. y ∈ M
(r)
s,N). In particular, the set E(G
Fmr , {s})F
r
is naturally
identified with the set E(GF
m
, {s})F for a sufficiently divisible m.
Similarly, the set M
L,(r)
sL,N0
(for LF
r
) is identified with the set MLsL,N0 (for L
F ). Let
δ(mr) = δ
(mr)
z,η be a cuspidal irreducible character of LF
mr
corresponding to (z, η) ∈
MLsL,N0 . Then Wδ(mr) and Zδ(mr) are independent of r, which we denote by Wδ,Zδ.
By (6.7.2) and (7.9.1), we have Wδ = Wθ1 . For each E ∈ (W
∧
θ1
)F
′′
, we consider the
character sheaf AE , and its characteristic function χ
(r)
AE
with respect to F r. We also
consider the almost character R
(r)
E of G
F r . It follows from the proof of Theorem 7.9 (see
(7.9.4)) that χ
(r)
AE
coincides with R
(r)
E up to scalar. Then by Proposition 9.2 that there
exists a positive integer r0 such that this scalar ν
(r)
E is described by (9.10.6) and (9.10.5)
if r > r0. We put P
′
c = {r ∈ Pc | r > r0}. One can check that ν
(r)
E is independent
of the choice of r ∈ P ′c, by replacing c by its appropriate multiple, if necessary. We
denote by νE this common value ν
(r)
E . We have the following proposition.
Proposition 9.13. Let the notations be as in 9.12. Assume that q is arbitrary. Then
for each E ∈ (W∧θ1)
F ′′, we have
χAE = νERE .
Proof. By Theorem 4.7, we have
(9.13.1) ShFmr/F rw(δ˜
(mr)|LFmrσrw) = µ0(R
Lw
z,η )
(r)
for w ∈ Zδ, where (R
Lw
z,η )
(r) is the almost character of LF
r
w corresponding to (z, η). Note
that by Theorem 4.7, µ0 is independent of the choice of r ∈ Pc under the appropriate
choice of the extension δ˜(mr) of δ(mr).
Let A0 = E ⊗ Az,η be the cuspidal character sheaf on L as in Theorem 7.9. We
have WE1 =Wδ and ZE1 = Zδ. Then A0 gives rise to an F
r-stable character sheaf Aw0
of Lw for w ∈ Zδ. We denote by χ
(r)
Aw0
the characteristic function on LF
r
w induced from
the isomorphism φw0 : (F
r)∗(Aw0 ) ∼−→A
w
0 . Then by Theorem 7.9, we have
(9.13.2) χ
(r)
Aw0
= ν0(R
Lw
z,η−1)
(r),
where ν0 = ζ
−1
I0
η(c0)
−1 is independent of the choice of r ∈ Pc.
Now the map aF rw : C(L
F r/∼F rw) → C(G
Fmr/∼F r) is defined as in [S2, 3.3]. By
[S2, (3.6.3)], for w = wδy ∈ Zδ, we have
aF rw(δ˜
(mr)|LFmrσrw)
=
∑
E∈(W∧δ )
Fr
q−mr/2y q
−l˜(w)mr/2 Tr (Tγδy, E˜(q
mr))(ρ˜
(mr)
E |GFmrσr),
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where qy is a power of q. (For the notation, see [S2, 3.5]). By applying the Shintani
descent operator to the above equality, and by using Theorem 4.7, we have
ShFmr/F r◦aF rw(δ˜
(mr)|LFmrσrw)
=
∑
E∈(W∧δ )
Fr
q−mr/2y q
−l˜(w)mr/2 Tr (Tγδy, E˜(q
mr))µER
(r)
E ,
(9.13.3)
where µE is also independent of the choice of r ∈ Pc.
On the other hand, by the Shintani descent identity for character sheaves ([S1,
Corollary 2.12]), the following formula holds for each r ∈ Pc;
(−1)dwShFmr/F r ◦ aF rw ◦N
∗
Fmr/F rw(χ
(r)
Aw0
) =
∑
A
(∑
i∈IA
ciξ
r
i
)
χ
(r)
A ,
where A runs over all the elements in ĜF , and {ξi | i ∈ IA} and {ci | i ∈ IA} are
certain finite subsets of Q¯l associated to A. Then combining (9.13.1), (9.13.2) and
(9.13.3), we see that
(−1)dwν0µ
−1
0
∑
E∈(W∧δ )
Fr
q−mr/2y q
−l˜(w)mr/2Tr (Tγδy, E˜(q
mr))µER
(r)
E
=
∑
A
(∑
i∈IA
ciξ
r
i
)
χ
(r)
A .
By using the orthogonality relations for Hecke algebras (see [S2, (3.6.4)]), we can
deduce a formula
(9.13.4) PWδ(q
mr)µER
(r)
E =
∑
A
(∑
ı∈IA
diζ
r
i
)
χ
(r)
A
for certain subsets {di | i ∈ IA} {ζi | i ∈ IA} of Q¯l (depending on E), where PWδ(t) is
a polynomial in t (a generalization of Poincare´ polynomial).
As discussed in 9.12 we have
(9.13.5) χ
(r)
AE
= νER
(r)
E
for r ∈ P ′c. Substituting (9.13.5) into (9.13.4), we see that
(9.13.6)
∑
i∈IA
diζ
r
i =
{
µEν
−1
E PWδ(q
mr) if A = AE,
0 otherwise
for any r ∈ P ′c. By applying a variant of Dedekind’s theorem ([S1, (3.7.6)]), we see that
(9.13.6) holds for any r ∈ Pc. In particular, substituting (9.13.6) into (9.13.4), we see
that (9.13.5) holds for any r ∈ Pc. By putting r = 1, we obtain the proposition. 
Next we show that
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Lemma 9.14. For each E ∈ (W∧θ1)
F ′′, we have
RE = RzE ,µ−11 .
Proof. Let P ′c be as in the proof of Proposition 9.13. We choose r ∈ P
′
c and take
m large enough so that Fmr is a sufficiently divisible extension of F r. Then Fmr is
also sufficiently divisible for F . Let δ = δ(mr) be a cuspidal irreducible character of
LF
mr
. Then by the definition of P ′c, Z
(r)
δ is identified with Z
(1)
δ . It follows that for any
E ∈ (W∧δ )
F ′′ , we have
ShFmr/F r(ρ˜
(mr)
E |GFmrσr) = µ
(r)
E R
(r)
E ,
ShFmr/F (ρ˜
(mr)
E |GFmrσ) = µ
(1)
E R
(1)
E
with some constants µ
(r)
E , µ
(1)
E . But by Proposition 9.2, we know that for r ∈ P
′
c, R
(r)
E
coincides with R
(r)
zE ,η
−1
1
with (zE , η
−1
1 ) ∈ Ms,N . It follows that ρ
(mr)
E coincides with
ρ
(mr)
zE ,η
−1
1
, and so we have R
(1)
E = RzE ,η−11 . This proves the lemma. 
9.15. Combining Proposition 9.13 and Lemma 9.14, we see that (8.6.1) holds for
any q. This completes the proof of Theorem 8.6.
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