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LOG CANONICAL THRESHOLDS OF BINOMIAL IDEALS
TAKAFUMI SHIBUTA AND SHUNSUKE TAKAGI
Dedicated to Professor Toshiyuki Katsura on the occasion of his sixtieth birthday.
Abstract. We prove that the log canonical thresholds of a large class of binomial
ideals, such as complete intersection binomial ideals and the defining ideals of space
monomial curves, are computable by linear programming.
Introduction
The log canonical threshold is an invariant of singularities which plays an impor-
tant role in higher-dimensional algebraic geometry. Let a ⊆ (x1, . . . , xn) be an ideal
of the polynomial ring k[x1, . . . , xn] over a field k of characteristic zero. Since the log
canonical threshold lct0(a) of a at the origin is defined via a log resolution of a, it is
very difficult to compute it directly from the definition, and an effective method for
computing log canonical thresholds is not known. A notable exception is the case of
monomial ideals. Howald [6, 7] proved that lct0(a) is computable by linear program-
ming when a is a monomial ideal or a principal ideal generated by a non-degenerate
polynomial. In this paper, we initiate the study of log canonical thresholds of bi-
nomial ideals. We then prove that the log canonical thresholds of a large class of
binomial ideals, such as complete intersection binomial ideals and the defining ideals
of space monomial curves, are still computable by linear programming. Our main
result is stated as follows:
Theorem 0.1 (Theorems 2.4 and 3.1). Let k be a field of characteristic zero and
a = (f1, . . . , fr) ⊆ (x1, . . . , xn) be an ideal of k[x1, . . . , xn] generated by binomials
fi = x
ai1
1 · · ·x
ain
n − γix
bi1
1 · · ·x
bin
n , where aij, bij ∈ Z≥0 and γi ∈ k for all i = 1, . . . , r
and j = 1, . . . , n. Suppose that a contains no monomials and, in addition, that one
of the following conditions is satisfied:
(1) f1, . . . , fr form a regular sequence for k[x1, . . . , xn],
(2) f1, . . . , fr form the canonical system of generators of the defining ideal of a
monomial curve in A3k (in this case, r ≤ 3).
Then the log canonical threshold lct0(a) of a at the origin is equal to
max
{ r∑
i=1
(µi + νi)
∣∣∣∣
r∑
i=1
(aijµi + bijνi) ≤ 1 for all 1 ≤ j ≤ n, µi + νi ≤ 1, µi, νi,∈ Q≥0
}
.
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The proof depends on two techniques. The first technique is the summation
formula of multiplier ideals [12, Theorem 3.2], which tells us that lct0(a) is equal to
(⋆) sup{λ1 + · · ·+ λr | J (f
λ1
1 · · · f
λr
r )0 = k[x1, . . . , xn](x1,...,xn), 0 ≤ λi < 1},
where J (fλ11 · · · f
λr
r ) is the multiplier ideal associated to f
λ1
1 · · · f
λr
r (see Definition
1.1 for the definition of multiplier ideals). Let afi be the ideal generated by mono-
mials appearing in fi for each 1 ≤ i ≤ r. Since afi contains fi, (⋆) is less than or
equal to
(⋆⋆) sup{λ1 + · · ·+ λr | J (a
λ1
f1
· · · aλrfr )0 = k[x1, . . . , xn](x1,...,xn), 0 ≤ λi < 1}.
It then follows from Howald’s result that (⋆⋆) coincides with the optimal value of
the linear programming problem stated in Theorem 0.1, and consequently we obtain
one inequality in Theorem 0.1.
The second technique is reduction from characteristic zero to positive character-
istic. For simplicity, we assume that a is an ideal of Q[x1, . . . , xn] and denote by
ap ⊆ Fp[x1, . . . , xn](x1,...,xn) its reduction to characteristic p, where p is a sufficiently
large prime number. Then the F-pure threshold fpt(ap) is defined to be lim
e→∞
νap(p
e)
pe
,
where νap(p
e) := max{r ∈ Z≥0 | a
r
p 6⊆ (x
pe
1 , . . . , x
pe
n )}. It follows from a result of Hara
and Yoshida [4] that the limit limp→∞ fpt(ap) of F-pure thresholds coincides with
the log canonical threshold lct0(a) of a at the origin. Therefore, in order to estimate
lct0(a), it is enough to estimate fpt(ap) for infinitely many p. Under the assumption
of Theorem 0.1, we show that fpt(ap) is greater than or equal to the optimal value of
the linear programming problem in Theorem 0.1 whenever p ≡ 1 mod N , where N
is a fixed positive integer. As a result, we obtain the reverse inequality in Theorem
0.1.
In the process of proving Theorem 0.1, we give an affirmative answer to the
conjecture [9, Conjecture 3.6] (see also [9, Problem 3.7]) due to Mustat¸aˇ, Watanabe
and second author, when a is a complete intersection binomial ideal or the defining
ideal of a space monomial curve.
1. Preliminaries
1.1. Log canonical thresholds. In this subsection, we recall the definitions of
multiplier ideals and log canonical thresholds. Our main reference is [8].
Let X be a nonsingular algebraic variety over a field k of characteristic zero and
a ⊆ OX be an ideal sheaf of X . A log resolution of (X, a) is a proper birational
morphism π : X˜ → X with X˜ a nonsingular variety such that aO eX = O eX(−F ) is
an invertible sheaf and that Exc(π) ∪ Supp(F ) is a simple normal crossing divisor.
Definition 1.1. In the above situation, let t > 0 be a real number. Fix a log
resolution π : X˜ → X with aO eX = O eX(−F ). The multiplier ideal J (a
t) of a with
exponent t is
J (at) = J (X, at) = π∗O eX(K eX/X − ⌊tF ⌋),
where K eX/X is the relative canonical divisor of π. This definition is independent of
the choice of the log resolution π.
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Definition 1.2. In the above situation, fix a point x ∈ X lying in the zero locus of
a. The log canonical threshold of a at x ∈ X is
lctx(a) = sup{t ∈ R+ | J (a
t)x = OX,x}
(when x is not contained in the zero locus of a, we put lctx(a) = ∞). The log
canonical threshold lctx(a) is a rational number.
When the ideal a is a monomial ideal or a principal ideal generated by a non-
degenerate polynomial, there exists a combinatorial description of the multiplier
ideal J (at) by Howald [6], [7].
Proposition 1.3 ([6], [7]). Let k be a field (of characteristic zero).
(1) Let a be a monomial ideal of k[x1, . . . , xn] and P (a) ⊆ R
d be the Newton
polytope of a. Then for every real number t > 0,
J (at) = (xc | c+ 1 ∈ Int(t · P (a)) ∩ Nn),
where 1 := (1, . . . , 1) ∈ Nn. In particular, if a = (xc1 , . . . , xcs), then
lct0(a) = sup{t ∈ R+ | 1 ∈ t · P (a)}
= max
{
s∑
j=1
λj
∣∣∣∣∣
s∑
j=1
cjλj ≤ 1, λj ∈ Q≥0
}
.
(2) Let f ∈ (x1, . . . , xn) be a non-degenerate polynomial of k[x1, . . . , xn] (see [7]
for the definition of non-degenerate polynomials. For example, every binomial is
non-degenerate). Let af ⊆ k[x1 . . . , xn] denote the term ideal of f , that is, the ideal
generated by the monomials appearing in f . Then for every real number t > 0,
J (f t) = f ⌊t⌋J (a
t−⌊t⌋
f ).
In particular, if f =
∑s
j=1 γjx
cj where γj ∈ k
∗ for all j = 1, . . . , s, then
lct0(f) = lct0(af) = max
{
s∑
j=1
λj
∣∣∣∣∣
s∑
j=1
cjλj ≤ 1, λj ∈ Q≥0
}
.
Since the multiplier ideal J (at) is defined via a log resolution of a, it is difficult
to compute the log canonical threshold lctx(a) in general, even when the ideal a is
generated by binomials.
Example 1.4. Let a = (x3− yz, y2− xz, z2 − x2y) ⊆ k[x, y, z] be the defining ideal
of the monomial curve Spec k[t3, t4, t5] in the affine space A3k, where k is a field. We
consider the following sequence of blowing-ups:
A3k = X
f1
←− X1
f2
←− X2
f3
←− X3
f4
←− X4
f5
←− X5 = X˜.
We denote by Ci the strict transform of C = V (a) on Xi and by Ei the exceptional
divisor of fi (and we use the same letter for its strict transform). Let f1 be the
blowing-up at the origin, f2 be the blowing-up at the point (C1 ∩ E1)red, f3 be the
blowing-up at the point C2 ∩ E2, f4 be the blowing-up at the point C3 ∩ E3 and f5
be the blowing-up along the curve C4. Then π := f1 ◦ · · · ◦ f5 : X˜ → X is a log
resolution of a, and we have
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K eX/X = 2E1 + 4E2 + 8E3 + 12E4 + E5,
aO eX = O eX(−2E1 − 3E2 − 6E3 − 9E4 −E5).
Thus,
lct0(a) = min
{
2 + 1
2
,
4 + 1
3
,
8 + 1
6
,
12 + 1
9
,
1 + 1
1
}
=
13
9
.
Even in this case, it is not so easy to determine all jumping coefficients of a. The
reader is referred to [11] for the computation of further jumping coefficients of a.
1.2. F-pure thresholds. In this subsection, we recall the definitions of generalized
test ideals introduced by Hara and Yoshida in [4] and of F-pure thresholds introduced
by Watanabe and the second author in [13].
Let R be a Noetherian ring containing a field of characteristic p > 0. The ring
R is called F-finite if R is a finitely generated module over its subring Rp = (ap ∈
R | a ∈ R). For each e ∈ N, if J is an ideal in R, then J [p
e] denotes the ideal
(xp
e
| x ∈ J).
Since we restrict ourselves to the case of an ambient nonsingular variety in this
paper, we refer to Blickle–Mustat¸aˇ-Smith’s characterization [1] as the definition of
generalized test ideals.
Definition 1.5 ([1, Definition 2.9, Proposition 2.22]). Let R be an F-finite regular
ring of prime characteristic p and a be an ideal of R. For a given real number t > 0,
the generalized test ideal τ(at) of a with exponent t is the unique smallest ideal J
with respect to inclusion, such that
a
⌈qt⌉ ⊆ J [q],
for all sufficiently large q = pe.
Definition 1.6 ([13, Definition 2.1]). Let the notation be the same as in Definition
1.5. The F-pure threshold of (R, a) is
fpt(a) = sup{t ∈ R+ | τ(a
t) = R}.
If (R,m) is a regular local ring, then for each e ∈ N, we set νa(p
e) to be the largest
nonnegative integer r such that ar 6⊆ m[p
e]. Then
fpt(a) = lim
e→∞
νa(p
e)
pe
.
Now we briefly review the correspondence between multiplier ideals and general-
ized test ideals.
Let A be the localization of Z at some nonzero integer a. We fix a nonzero
ideal a of the polynomial ring A[x1, . . . , xn] such that a ⊆ (x1, . . . , xn). Let aQ :=
a ·Q[x1, . . . , xn] and ap := a ·Fp[x1, . . . , xn](x1,...,xn), where p is a prime number which
does not divide a and Fp := Z/pZ. We call the pair (Fp[x1, . . . , xn](x1,...,xn), ap) the
reduction of (Q[x1, . . . , xn], aQ) to characteristic p. Let πQ : YQ → A
n
Q be a log resolu-
tion of aQ (the existence of such a morphism is guaranteed by Hironaka’s desingular-
ization theorem [5]). After further localizing A, we may assume that πQ is obtained
by extending the scalars from a morphism π : Y → AnA. For sufficiently large p≫ 0,
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the morphsim π induces a log resolution πp = Yp → SpecFp[x1, . . . , xn](x1,...,xn) of ap,
and we can use πp to define the multiplier ideal J (a
t
p) for a given real number t > 0.
Then J (atp) is the reduction of the multiplier ideal J (a
t
Q) of aQ to characteristic p.
Hara and Yoshida discovered a connection between J (atp) and τ(a
t
p) in [4].
Theorem 1.7 ([4, Theorem 3.4, Proposition 3.8]). Let the notation be as above.
(1) If p is sufficiently large, then for every real number t > 0, we have
τ(atp) ⊆ J (a
t
p).
(2) For a given real number t > 0, if p is sufficiently large (how large p has to
be depends on t), then
τ(atp) = J (a
t
p).
We reformulate the above results in terms of thresholds.
Corollary 1.8. Let the notation be as above.
(1) If p≫ 0, then fpt(ap) ≤ lct0(aQ).
(2) lct0(aQ) = limp→∞ fpt(ap).
In particular, if there exist M ∈ Q and N ∈ N such that M(q − 1) = νap(q) for
all q = pe whenever p ≡ 1 mod N , then one has lct0(aQ) = M .
Conjecture 1.9 ([9, Conjecture 3.6]). In the above situation, there are infinitely
many primes p such that fpt(ap) = lct(aQ).
Thanks to Corollary 1.8, we can compute log canonical thresholds using F-pure
thresholds. We give an easy example here.
Example 1.10. Let f = xa+yb ∈ Z[x, y] with a, b ≥ 2 integers, and we will compute
lct0(fQ) using νfp(q). Choose any prime number p such that p ≡ 1 mod ab. Since
the binomial coefficient
(
(1/a+1/b)(q−1)
(1/a)(q−1)
)
is nonzero in Fp for all q = p
e by Lemma
1.11, the term (xy)q−1 appears in the expansion of f
(1/a+1/b)(q−1)
p . This implies that
(1/a+1/b)(q− 1) ≤ νfp(q) for all q = p
e, and its reverse inequality is easy to check.
Thus, by virtue of Corollary 1.8, one has lct0(fQ) = 1/a+ 1/b.
In the above example, we used the following lemma, which we will also need later.
Lemma 1.11 (Lucas). Let p be a prime number, and let m and n be integers with
p-adic expansions m =
∑
mip
i and n =
∑
nip
i. Then(
m
n
)
=
∏
i
(
mi
ni
)
in Fp.
In particular, if 0 < r1 ≤ r2 ≤ 1 are rational numbers such that r1(p − 1) and
r2(p− 1) are integers, then for all e ∈ N, we have(
r1(p
e − 1)
r2(pe − 1)
)
=
(
r1(p− 1)
r2(p− 1)
)e
6= 0 in Fp .
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2. Complete intersection case
In this section, we will prove that the log canonical thresholds of complete inter-
section binomial ideals are computable by linear programming. We start with our
main technical result.
Proposition 2.1. Let S := k[x1, . . . , xn] be the n-dimensional polynomial ring over
a field k of characteristic zero. Let a = (f1, . . . , fr) be an ideal of S generated by
binomials fi = x
ai − γix
bi, where ai = (ai1, . . . , ain),bi = (bi1, . . . , bin) ∈ Z
n
≥0 \ {0}
and γi ∈ k
∗ for all i = 1, . . . , r. Put
A :=

a11 . . . ar1 b11 . . . br1
...
. . .
...
...
. . .
...
a1n . . . arn b1n . . . brn
1
0
1
0. . . . . .
0 1 0 1

∈MZ(n+ r, 2r),
and consider the following linear programming problem:
Maximize:
r∑
i=1
(µi + νi)
Subject to: A (µ1, . . . , µr, ν1, . . . , νr)
T ≤ 1, µi, νi ∈ Q≥0.
Suppose that there exists an optimal solution (µ, ν) such that A (µ, ν)T 6= A (µ′, ν ′)T
for all other optimal solutions (µ′, ν ′) 6= (µ, ν). Then the following holds.
(1) The log canonical threshold lct0(a) is equal to the optimal value
∑r
i=1(µi+νi).
(2) When the γi are rational numbers, put ap := (f1, . . . , fr)·Fp[x1, . . . , xn](x1,...,xn)
for sufficiently large p ≫ 0. Then there exists an integer N ≥ 1 such that
lct0(a) = fpt(ap) whenever p ≡ 1 mod N .
Proof. By virtue of the summation formula of multiplier ideals (see [12, Theorem
3.2]), one has
J (at) =
∑
t=λ1+···+λr
λ1,...,λr≥0
f
⌊λ1⌋
1 · · · f
⌊λr⌋
r J (f
λ1−⌊λ1⌋
1 · · · f
λr−⌊λr⌋
r )
for all real numbers t > 0. Let afi be the term ideal of fi for each i = 1, . . . , r. Since
afi contains fi,
lct0(a) = sup{λ1 + · · ·+ λr | J (f
λ1
1 · · · f
λr
r )0 = OX,0, 0 ≤ λi < 1}
≤ sup{λ1 + · · ·+ λr | J (a
λ1
f1
· · · aλrfr )0 = OX,0, 0 ≤ λi < 1}.
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Applying Proposition 1.3 (i), one can see that the last term in the above inequality
coincides with
max
{
r∑
i=1
(µi + νi)
∣∣∣∣∣
r∑
i=1
(aiµi + biνi) ≤ 1, µi + νi ≤ 1, µi, νi ∈ Q≥0
}
=max
{
r∑
i=1
(µi + νi)
∣∣∣∣∣A (µ1, . . . , µr, ν1, . . . , νr)T ≤ 1, µi, νi ∈ Q≥0
}
.
Consequently, we obtain one inequality in the theorem.
Next, we prove the converse inequality. Fix an optimal solution
(µ, ν) = (µ1, . . . , µr, ν1, . . . , νr)
such that A (µ, ν)T 6= A (µ′, ν ′)T for all other optimal solutions (µ′, ν ′) 6= (µ, ν). We
then prove that
∑r
i=1(µi + νi) ≤ lct0(a) making use of F-pure thresholds.
For simplicity, we may assume that γi is a rational number for all i = 1, . . . , r,
and let ap := (f1, . . . , fr) · Fp[x1, . . . , xn](x1,...,xn) for sufficiently large p ≫ 0 (even if
γi /∈ Q, we can still consider the reduction of a to characteristic p ≫ 0). We take
the integer N ≥ 1 to be the least common multiple of the denominators of the µi, νi,
so that µi(p − 1), νi(p− 1) are integers for all i = 1, . . . , r whenever p ≡ 1 mod N .
By virtue of Corollary 1.8, it is enough to show that for such prime numbers p≫ 0,∑r
i=1(µi + νi)(q − 1) ≤ νap(q) for all q = p
e. Therefore, from now on, we consider
only such p.
Let m1, . . . , mn be nonnegative integers such that
A

µ1(q − 1)
...
µr(q − 1)
ν1(q − 1)
...
νr(q − 1)

=

m1
...
mn
(µ1 + ν1)(q − 1)
...
(µr + νr)(q − 1)

.
Then mi ≤ q − 1 for all i = 1, . . . , r. The coefficient of the term x
m1
1 · · ·x
mn
n in the
expansion of f
(µ1+ν1)(q−1)
1 · · · f
(µr+νr)(q−1)
r is
(⋆)
r∏
i=1
∑
si,ti
(−γi)
ti
(
(µi + νi)(q − 1)
si
)
,
where the summation runs over all (s1, . . . , sr, t1, . . . , tr) ∈ Z
2r
≥0 such that
A

s1
...
sr
t1
...
tr

=

m1
...
mn
(µ1 + ν1)(q − 1)
...
(µr + νr)(q − 1)

.
8 TAKAFUMI SHIBUTA AND SHUNSUKE TAKAGI
Note that ( s1
q−1
, . . . , sr
q−1
, t1
q−1
, . . . , tr
q−1
) is an optimal solution of the linear program-
ming problem stated in the proposition. Thus, by the definition of the optimal
solution (µ1, . . . , µr, ν1, . . . , νr), the coefficient (⋆) is equal to
r∏
i=1
(−γi)
νi(q−1)
(
(µi + νi)(q − 1)
µi(q − 1)
)
.
It follows from Lemma 1.11 that this coefficient is nonzero in Fp, which means
that the term xm11 · · ·x
mn
n appears in the expansion of f
(µ1+ν1)(q−1)
1 · · · f
(µr+νr)(q−1)
r in
Fp[x1, . . . , xn](x1,...,xn). Since mi ≤ q − 1 for all i = 1, . . . , r, one has
f
(µ1+ν1)(q−1)
1 · · · f
(µr+νr)(q−1)
r /∈ (x
q
1, . . . , x
q
n) in Fp[x1, . . . , xn](x1,...,xn)
for all q = pe. That is,
∑r
i=1(µi + νi)(q − 1) ≤ νap(q) for all q = p
e. 
Question 2.2. If a contains no monomials and f1, . . . , fr are a system of minimal
binomial generators for a, then is the assumption of Proposition 2.1 satisfied? We
will see later that the answer is “yes” if f1, . . . , fr form a regular sequence (Theorem
2.4 or define a space monomial curve (Theorem 3.1).
Remark 2.3. Since polynomial-time algorithms for linear programming are known to
exist (however, the most practical algorithm, the simplicial method, is exponential
in time), we can compute log canonical thresholds of binomial ideals in polynomial-
time if the assumption of Proposition 2.1 is satisfied.
We use Proposition 2.1 to generalize Howald’s result [6, Example 5] (see also
Proposition 1.3 (1)).
Theorem 2.4. Let k be a field of characteristic zero and a = (f1, . . . , fr, g1, . . . , gs)
be an ideal of k[x1, . . . , xn] generated by binomials fi = x
ai − γix
bi and monomials
gj = x
cj , where ai,bi, cj ∈ Z
n
≥0\{0} and γi ∈ k
∗ for all i = 1, . . . , r and j = 1, . . . , s.
We assume that the ideal (f1, . . . , fr) contains no monomials and that f1, . . . , fr form
a regular sequence for k[x1, . . . , xn].
(1) The log canonical threshold lct0(a) of a at the origin is equal to
max
{ r∑
i=1
(µi + νi) +
s∑
j=1
λj
∣∣∣∣
r∑
i=1
(aiµi + biνi) +
s∑
j=1
cjλj ≤ 1, µi + νi ≤ 1, µi, νi, λj ∈ Q≥0
}
.
(2) When the γi are rational numbers, we denote
ap := (f1, . . . , fr, g1, . . . , gs) · Fp[x1, . . . , xn](x1,...,xn)
for sufficiently large p ≫ 0. Then there exists an integer N ≥ 1 such that
lct0(a) = fpt(ap) whenever p ≡ 1 mod N .
Proof. Since the log canonical threshold lct0(a) does not change after an extension
of the base field k (see [2, Proposition 2.9]), we may assume that k is algebraically
closed. Since the ideal (f1, . . . , fr) does not contain any monomial, there exist
δ1, . . . , δn ∈ k
∗ such that (f1, . . . , fr) ⊆ (x1 − δ1, . . . , xn − δn). After a suitable
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coordinate change (that is, xl 7→ δlxl for each l = 1, . . . , n), we can assume that
(f1, . . . , fr) is contained in (x1 − 1, . . . , xn − 1), which is equivalent to saying that
γi = 1 for all i = 1, . . . , r.
First we consider the case where a = (f1, . . . , fr). We take the (n+ r)×2r matrix
A :=

a11 . . . ar1 b11 . . . br1
...
. . .
...
...
. . .
...
a1n . . . arn b1n . . . brn
1
0
1
0. . . . . .
0 1 0 1

,
where ai = (ai1, . . . , ain) and bi = (bi1, . . . , bin) for all i = 1, . . . , r.
Claim.
rank A = 2r.
Proof of Claim. We can transform A by applying sequential elementary row opera-
tions (for example, if aij ≥ bij , then add the (n+ i)
th row multiplied by −bij to the
jth row) to an (n + r)× 2r matrix
A′ :=

a′11 . . . a
′
r1 b
′
11 . . . b
′
r1
...
. . .
...
...
. . .
...
a′1n . . . a
′
rn b
′
1n . . . b
′
rn
1
0
1
0. . . . . .
0 1 0 1

,
where a′ij , b
′
ij ∈ Z≥0 such that a
′
ijb
′
ij = 0 for each i = 1, . . . , r and j = 1, . . . , n. Let
a
′ be the binomial ideal associated to A′, that is, a′ = (f ′1, . . . , f
′
r) is generated by
binomials f ′i := x
a
′
i − xb
′
i , where a′i = (a
′
i1, . . . , a
′
in) and b
′
i = (b
′
i1, . . . , b
′
in) for all
i = 1, . . . , r. Let Sx = k[x
±
1 , . . . , x
±
n ] be the Laurent polynomial ring. Note that
a
′Sx = aSx because fi/f
′
i is a monomial in S for all i = 1, . . . , r. Then, by [10,
Lemma 4.39] (see also [3, Theorem 2.1]), one has
ht aSx + r = ht a
′Sx + r ≤ rank A
′ = rank A.
On the other hand, since f1, . . . , fr form a regular sequence, r = ht a ≤ ht aSx.
Consequently, we obtain the assertion. 
By the above claim, all optimal solutions of the linear programming problem
stated in the theorem satisfy the assumption of Proposition 2.1. Thus, the assertion
immediately follows from Proposition 2.1.
We now move to the general case. Fix any optimal solution
(µ1, . . . , µr, ν1, . . . , νr, λ1, . . . , λs)
10 TAKAFUMI SHIBUTA AND SHUNSUKE TAKAGI
of the linear programming problem stated in the theorem, and consider another
linear programming problem:
Maximize:
r∑
i=1
(σi + τi)
Subject to: A

σ1
...
σr
τ1
...
τr

≤

1−
∑s
j=1 cj1λj
...
1−
∑s
j=1 cjnλj
1
...
1

, σi, τi ∈ Q≥0,
where cj = (cj1, . . . , cjn) for all j = 1, . . . , s. Then (µ1, . . . , µr, ν1, . . . , νr) is ob-
viously an optimal solution of this linear programming problem. Also, it follows
from a similar argument to the proof of Proposition 2.1 that if there exists an op-
timal solution (σ, τ) such that A(σ, τ)T 6= A(σ′, τ ′)T for all other optimal solutions
(σ′, τ ′) 6= (σ, τ), then its optimal value
∑r
i=1(σi + τi) is equal to lct0(a) −
∑s
j=1 λj .
However, by the above claim, all optimal solutions satisfy this assumption. Thus,
we have lct0(a) =
∑r
i=1(µi + νi) +
∑s
j=1 λj . 
As a corollary of Theorem 2.4, we obtain the complete table of log canonical
thresholds of complete intersection space monomial curves.
Let n1, n2, n3 ≥ 2 be integers with greatest common divisor one. Let a ⊆ k[x, y, z]
be the defining ideal of the complete intersection monomial curve Spec k[tn1 , tn2, tn3 ]
in A3k, where k is a field of characteristic zero. We make k[x, y, z] into a graded ring as
in Section 3. Since Spec k[tn1 , tn2 , tn3] is a complete intersection in A3k, after suitable
permutation of the ni, we may assume that (n1, n2, n3) = (cb1, ca1, a1b2 + a2b1) for
some integers a1, b1, c ≥ 1 and a2 ≥ b2 ≥ 0 with a2 + b2 ≥ 1. Then we can write
a = (f, g), where f := xa1 − yb1 and g := zc − xa2yb2.
Corollary 2.5. In the above situation, the following is the complete table of log
canonical thresholds lct0(a) of complete intersection space monomial curves.
Cases lct0(a)
(deg f ≤ deg g) ∨ (c = 1) 1
a1
+ 1
b1
+ 1
c
(deg f > deg g) ∧ (a2 = b2 = 1) (
1
a1
+ 1
b1
)1
c
+ 1
(deg f > deg g) ∧ (a2 = 1) ∧ (b2 = 0)
1
a1c
+ 1
b1
+ 1
(deg f > deg g) ∧ (c, a2 ≥ 2)
1
a2
+ (1− b2
a2
) 1
b1
+ 1
c
3. Non-complete intersection case
In this section, we compute log canonical thresholds of non-complete intersection
space monomial curves.
Let n1, n2, n3 ≥ 2 be integers with greatest common divisor one. Let S := k[x, y, z]
be the polynomial ring over a field k of characteristic zero and R := k[H ] =
k[tn1 , tn2 , tn3] be the numerical semigroup ring associated to H := {m1n1 +m2n2 +
m3n3|mi ∈ Z≥0} over k. We define the ideal a ⊆ S to be the kernel of the ring
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morphism ϕ : S → R sending x to tn1 , y to tn2 and z to tn3 . We make S into an
H-graded ring by assigning degH x = n1, degH y = n2 and degH z = n3. Then a is
a homogeneous binomial ideal.
Suppose that R is not a complete intersection. Then there exist integers ai,
bi, ci ≥ 1 for i = 1, 2 such that a = (f1, f2, f3), where
f1 := x
a1+a2 − yb1zc2 , f2 := y
b1+b2 − zc1xa2 , f3 := z
c1+c2 − xa1yb2.
Since ni is the length of R/(t
ni), we have
n1 = (b1 + b2)(c1 + c2)− b2c1,
n2 = (c1 + c2)(a1 + a2)− c2a1,
n3 = (a1 + a2)(b1 + b2)− a2b1.
Put α := a1/(a1 + a2), β := b1/(b1 + b2) and γ := c1/(c1 + c2). We may assume
without loss of generality that
degH f1 < degH f2 < degH f3,
which is equivalent to saying that
(1− β)γ > (1− γ)α > (1− α)β.
We remark that the degrees of the fi disagree with each other, since the substitution
morphism ϕ sends all monomials of the same degree to the same power of t.
Theorem 3.1. In the above situation, a = (f1, f2, f3) satisfies the assumption of
Proposition 2.1. Consequently, the following holds.
(1) The log canonical threshold lct0(a) of a at the origin is equal to
max
{
3∑
i=1
(µi + νi)
∣∣∣∣∣A (µ1, µ2, µ3, ν1, ν2, ν3)T ≤ 1, µi, νi ∈ Q≥0
}
,
where
A =

a1 + a2 0 0 0 a2 a1
0 b1 + b2 0 b1 0 b2
0 0 c1 + c2 c2 c1 0
1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1
 .
Solving the above linear programming problem, we obtain the following table.
Cases lct0(a)
b1 = c2 = 1 1 +
n1
n2(1+b2)
(b1 ≤ c2) ∧ (c2 ≥ 2)
1
a1+a2
+ 1
b1+b2
(
1 + b2
c2
)
(b1 > c2) ∧ (α ≤ γ)
1
a1+a2
+ b1+c1
b1(c1+c2)
(b1 > c2) ∧ (α ≥ γ) ∧ (
c1
a2
+ c2
b1
≤ 1) b1+c1
b1(c1+c2)
+ c2
a2(c1+c2)
(b1 > c2) ∧ (α ≥ γ) ∧ (
c1
a2
+ c2
b1
> 1) 1
a1+a2
+ 1
b1
+ a1
(a1+a2)c1
(1− c2
b1
)
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(2) For each prime number p, put ap := (f1, f2, f3) · Fp[x, y, z](x,y,z). Then there
exists an integer N ≥ 1 such that lct0(a) = fpt(ap) whenever p ≡ 1 mod N .
Proof. We denote by (P ) the corresponding linear programming problem. Since R is
not a complete intersection, by an argument similar to Claim in the proof of Theorem
2.4, we can see that rank A = 5 and KerA = Q · (1, 1, 1,−1,−1,−1)T. Then an
optimal solution (µ1, µ2, µ3, ν1, ν2, ν3) of (P ) satisfies the assumption of Proposition
2.1 if and only if µi = νj = 0 for some 1 ≤ i, j ≤ 3. So, we look for a optimal
solution (µ1, µ2, µ3, ν1, ν2, ν3) of (P ) such that µi = νj = 0 for some 1 ≤ i, j ≤ 3.
To do it, the following fact is useful: if (µ1, µ2, µ3, ν1, ν2, ν3) is a feasible solution of
(P ), then
(µ1 + ν1) degH f1 + (µ2 + ν2) degH f2 + (µ3 + ν3) degH f3 ≤ n1 + n2 + n3.
In the case when b1 = c2 = 1:
Let (µ1, µ2, µ3, ν1, ν2, ν3) =
(
c1
n2
, c1
(1+b2)n2
, 0, 1 − c1
n2
, 1
n2
, 0
)
. Then it is easy to see
that (µ1, µ2, µ3, ν1, ν2, ν3) is a feasible solution of (P ) and that
(µ1 + ν1) degH f1 + (µ2 + ν2) degH f2 = n1 + n2 + n3,
because
n1 = (1 + b2)(c1 + 1)− b2c1 = b2 + c1 + 1,
n2 = (c1 + 1)(a1 + a2)− a1 = (a1 + a2)c1 + a2,
n3 = (a1 + a2)(1 + b2)− a2 = (a1 + a2)b2 + a1.
Since µ1 + ν1 = 1, we cannot add anything more to µ1 or ν1. Thus, since degH f1 <
degH f2 < degH f3, the solution (µ1, µ2, µ3, ν1, ν2, ν3) must be optimal. By Proposi-
tion 2.1, the log canonical threshold lct0(a) is equal to the optimal value 1+
n1
n2(1+b2)
.
In the case when b1 ≤ c2 and c2 ≥ 2:
Let (µ1, µ2, µ3, ν1, ν2, ν3) =
(
1
a1+a2
, 1
b1+b2
(
1 − b1
c2
)
, 0, 1
c2
, 0, 0
)
. Then it is easy to
check that (µ1, µ2, µ3, ν1, ν2, ν3) is a feasible solution of (P ) and that
(µ1 + ν1) degH f1 + µ2 degH f2 = n1 + n2 + n3,
because b1 ≤ c2 and c2 ≥ 2. By the definition of (P ), we cannot add anything more to
µ1 or ν1. Thus, since degH f1 < degH f2 < degH f3, the solution (µ1, µ2, µ3, ν1, ν2, ν3)
must be optimal. By Proposition 2.1, the log canonical threshold lct0(a) is equal to
the optimal value 1
a1+a2
+ 1
b1+b2
(
1− b1
c2
)
.
In the case when b1 > c2:
We consider the following linear programming problem (Q):
max
{
6∑
i=1
λi
∣∣∣∣∣B (λ1, . . . , λ6)T ≤ 1, λi ∈ Q≥0
}
,
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where
B :=
 a1 + a2 0 0 0 a2 a10 b1 + b2 0 b1 0 b2
0 0 c1 + c2 c2 c1 0
 .
If (λ1, . . . , λ6) is an optimal solution of (Q), then it is obvious that
λ1 =
1− a2λ5 − a1λ6
a1 + a2
, λ2 =
1− b1λ4 − b2λ6
b1 + b2
, λ3 =
1− c2λ4 − c1λ5
c1 + c2
.
In this case,
6∑
i=1
λi =
1− a2λ5 − a1λ6
a1 + a2
+
1− b1λ4 − b2λ6
b1 + b2
+
1− c2λ4 − c1λ5
c1 + c2
+ λ4 + λ5 + λ6
= (γ − β)λ4 + (α− γ)λ5 + (β − α)λ6 +
1
a1 + a2
+
1
b1 + b2
+
1
c1 + c2
.
Since (1 − β)γ > (1 − γ)α > (1 − α)β, it is easy to see that α > β. So, the linear
function (γ−β)λ4+(α−γ)λ5+(β−α)λ6 achieves the maximal value when λ6 = 0.
This means that (Q) is equivalent to the following linear programming problem (Q′)
up to a constant:
max
(γ − β)λ4 + (α− γ)λ5
∣∣∣∣∣∣∣∣
a2λ5 ≤ 1, b1λ4 ≤ 1
c2λ4 + c1λ5 ≤ 1
λ4, λ5 ∈ Q≥0
 .
Since (1−β)γ > (1−γ)α, one has γ−β > (1−γ)(α−β) and, in particular, γ > β.
(1) In the case when α ≤ γ:
( 1
b1
, 0) is an optimal solution of (Q′), and thus
(
1
a1+a2
, 0, b1−c2
b1(c1+c2)
, 1
b1
, 0, 0
)
is
an optimal solution of (Q). Since 1
a1+a2
+ 1
b1
≤ 1, it is also an optimal solution
of (P ). By Proposition 2.1, the log canonical threshold lct0(a) is equal to
the optimal value 1
a1+a2
+ b1+c1
b1(c1+c2)
.
(2) In the case where α > γ and c1
a2
+ c2
b1
≤ 1:
( 1
b1
, 1
a2
) is an optimal solution of (Q′), and thus
(
0, 0, a2b1−a2c2−b1c1
a2b1(c1+c2)
, 1
b1
, 1
a2
, 0
)
is an optimal solution of (Q). It is clearly an optimal solution of (P ), and
then by Proposition 2.1, the log canonical threshold lct0(a) is equal to the
optimal value b1+c1
b1(c1+c2)
+ c2
a2(c1+c2)
.
(3) In the case where α > γ and c1
a2
+ c2
b1
> 1:
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First note that c2(γ − β) > c1(α − γ), because (1 − β)γ > (1 − γ)α. Then
( 1
b1
, 1
c1
(
1− c2
b1
)
) is an optimal solution of (Q′), and thus(
b1c1 − a2b1 + a2c2
(a1 + a2)b1c1
, 0, 0,
1
b1
,
1
c1
(
1−
c2
b1
)
, 0
)
is an optimal solution of (Q). Since b1c1−a2b1+a2c2
(a1+a2)b1c1
+ 1
b1
≤ 1, it is also an
optimal solution of (P ). By Proposition 2.1, the log canonical threshold
lct0(a) is equal to the optimal value
1
a1+a2
+ 1
b1
+ a1
(a1+a2)c1
(1− c2
b1
).

By an argument similar to the proof of Theorem 3.1, we can compute the log
canonical threshold lct0(a) of the defining ideal a of a Gorenstein monomial curve
k[tn1 , tn2 , tn3, tn4 ] in A4k. Here we give only one example.
Example 3.2. Let a = (x3−zw, y3−xz2, z3−y2w,w2−x2y, xw−yz) ⊆ k[x, y, z, w]
be the defining ideal of the monomial curve k[t8, t10, t11, t13] in the affine space A4k,
where k is a field of characteristic zero. We consider the following linear program-
ming problem:
max
{
5∑
i=1
(µi + νi)
∣∣∣∣∣A (µ1, . . . , µ5, ν1, . . . , ν5)T ≤ 1, µi, νi ∈ Q≥0
}
,
where
A :=

3 0 0 0 1 0 1 0 2 0
0 3 0 0 0 0 0 2 1 1
0 0 3 0 0 1 2 0 0 1
0 0 0 2 1 1 0 1 0 0
1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 1

.
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Let (µ, ν) := (µ1, . . . , µ5, ν1, . . . , ν5) be an optimal solution of the above linear pro-
gramming problem. Since
KerA = k · (1, 1, 1, 1, 0,−1,−1,−1,−1, 0)T + k · (0, 1, 1, 0, 1, 0,−1,−1, 0,−1)T,
if µ3 = µ4 = ν3 = ν4 = 0, then there exists no other optimal solution (µ
′, ν ′) 6= (µ, ν)
such that A (µ, ν)T = A (µ′, ν ′)T. In this case, by Proposition 2.1, the log canonical
threshold lct0(a) is equal to its optimal value
∑5
i=1(µi + νi). Thus, we look for a
optimal solution (µ1, . . . , µ5, ν1, . . . , ν5) such that µ3 = µ4 = ν3 = ν4 = 0. It is easy
to check that (1
6
, 1
6
, 0, 0, 1
2
, 1
2
, 0, 0, 0, 1
2
) is a feasible solution. Looking at the degrees,
one can see that it is an optimal solution and its optimal value is 11
6
. Therefore,
lct0(a) =
11
6
. We remark that (1
3
, 0, 0, 1
2
, 0, 0, 0, 0, 0, 1) is another optimal solution
but it does not satisfy the assumption of Proposition 2.1.
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