This paper considers nonparametric inference for duration times of two successive events. Since the second duration process becomes observable only if the first event has occurred, the length of the first duration affects the probability of the second duration being censored. Dependent censoring arises if the two duration times are correlated, which is often the case. Standard approaches to this problem fail because of dependent censoring mechanism. A new product-limit estimator for the second duration variable and a pathdependent joint survival function estimator are proposed, both modified for the dependent censoring. Properties of the estimators are discussed. An example from Lawless (1982) is studied for illustrative purposes as well as a simulation study.
INTRODUCTION
In the analysis of censored lifetime data it is often assumed that the failure time variables are independent of the nuisance censoring variables to ensure identifiability of the marginal survival function. This assumption is usually referred to as 'non-informative censoring' and has been implicitly used to construct most survival function estimators, such as the well-known Kaplan & Meier (1958) estimator and estimators of a bivariate survival function proposed by Campbell & F6ldes (1982) , Tsai, Leurgans & Crowley (1986) , Dabrowska (1988) , Prentice & Cai (1992) , Lin & Ying (1993) and Tsai & Crowley (1988) , for instance.
In this paper we investigate a situation in which the independent censoring assumption is not plausible. Consider the duration times of two successive events, which occur in a particular order. Such a sampling scheme is very useful for describing the evolution of a multistage disease process or a process of recurrent events. For example, it is known that the development of AIDS evolves from the HIV incubation period to the period of clinical AIDS. The joint behaviour, especially their association, of the two duration variables is often of interest. However, censoring can occur to both duration processes as well as to their sum. The second duration process becomes observable only if the first event has occurred. The longer the first duration, the greater is the chance that the second duration time will be censored. If the two duration variables are correlated, the second duration time is censored by a dependent variable related to the first duration time. We consider nonparametric estimation of the joint survival function of the two duration times under this dependent censoring mechanism.
In the development of the proposed method, the information on the first duration is used to weight individual observations to 'unbias' the effect of dependent censoring. There has been recent interest in improved estimation of the survival function using auxiliary information from disease markers. Papers by Dabrowska (1987) , Jewell & Kabfleisch (1992) , Longini et al. (1989) , Malani, Redfearn & Nielsen (1992) , Robins (1992) , Robins & Rotnizky (1992) , Fleming et al. (1994) , Gary (1994) and Malani (1995) give results in this direction. Disease progression can also be described by a multistage compartment model. Frydman (1995) considers modelling and estimation of these transition probabilities. Strong assumptions such as Markov or semi-Markov structures on transition probabilities and the duration distributions are imposed.
In § 2 we discuss the characteristics of the dependent censoring mechanism for successive events and investigate the effect of censoring on inference. In § 3 we propose a pathdependent estimator of the joint survival function. Alternative estimators are also discussed. Asymptotic properties of the proposed estimator are discussed in § 4. In § 5 an example adapted from Lawless (1982, p. 477 ) is analysed to illustrate the proposed ideas. Simulation results are presented in § 6. Visser (1996) studied the same problem of dependent censoring but assumed that the duration and censoring variables are discrete; the proposed method can handle a more general situation.
NOTATION AND THE EFFECT OF CENSORING
Let (X, Y) be the duration times of two consecutive and adjacent events with the joint survival function, let F(x, y) = pr(X > x, Y> y) and let F t (.) (i = 1, 2) be the marginal survival functions of X and Y, respectively. Both X and Y are subject to right censoring. Figure 1 indicates that C l actually governs the censoring for two univariate processes, namely X and X + Y. Throughout the paper it is assumed that C y is independent of both X and Y. Therefore the marginal and joint survival functions of X, Z = X + Y, and (X, Z) can be estimated by standard methods by assuming independent censoring. Note that Y is censored by C 2 = {C l -X)I(X ^ C x ), which is possibly correlated with Y if (X, Y) are correlated. The observed variables are (X, Y, 5 X , 5 y ), where X = X A C x , f=YA C 2 , 5 X = I(X ^ C\) and 5 y = I(Y^C 2 ). It can be seen that Case 1, (5,, 5,) = (0, 0) if C 1 < X, 8 X( = 0, then S yi = 0 and % = 0, which implies that no information about 7, is available. Consider a subset of S, denoted by S*, consisting of observations in Case 2 and Case 3. In S*, S Xl = 1 and Y t is subject to censoring by C 2i = C u -x, > 0, where x, is the observed value of X t and can be treated as a covariate. We will see that x, affects the probability of the corresponding Y t being censored. Since F 2 (y) = F(0, y), we shall discuss the effect of informative censoring on the estimation of F(x, y). There exist several methods for estimating F(x, y) nonparametrically. The most common approach is to estimate F(x, y) via estimable components. The independent censoring assumption plays a crucial role in making these components identifiable and can simplify the estimation. For example, consider the following path-dependent decomposition of F(x,y):
where
is the cumulative conditional hazard of Y given X > x. The marginal Fi(x) can be estimated by the product limit method based on (X h 5 Xi ) (i=l, ...,n). Campbell & Foldes (1982) (dv) . Under the dependent censoring structure described earlier, it is easy to see that
AyJ x>x (Av)-in probability. Hence the Campbell-Foldes estimator of F(x, y) and the corresponding Kaplan-Meier estimator of F 2 (y) are not consistent. Similar arguments can be applied to other bivariate estimators of F(x, y) assuming independent censoring. F(x, y) 31. The recommended estimator When X and Y occur consecutively, the path which describes the trajectory of (X, Y) on the plane can be determined by their relative ordering. Therefore the path-dependent decomposition discussed earlier is a natural choice for the problem. We now propose a modified estimate of A Y \x> x (dv). Previous analysis indicates that, under the dependent censoring structure, the risk set R(v\x) for estimating A Y \ x>x (dv) may not be homogeneous. Note that, for v > 0, R(v | x) <= S*. An observation i with the first duration observed to be x, is included in R{v\x) (v > 0) with probability pr {i e R{v \ x)} = pr(£, e x,, x, > x,
NONPARAMETRIC ESTIMATION OF
Where X e x is the abbreviation of X e (x, x + A) as A -+0. Equation (3) implies that x, affects the probability of the corresponding Y t being included in R(v\x). To adjust the heterogeneity, one can weight each observation in R(v\x) by an estimate of the reciprocal of its including probability, namely l/G 1 (x I + u). Note that, since C x is censored independently by X + Y, G x (.) can be estimated by the Kaplan-Meier estimator based on
where G\(.) is the Kaplan-Meier estimator of G x (.). If we plug (4) into (1), the proposed path-dependent estimator is given by
F\(x) is the Kaplan-Meier estimator of F t (x). The marginal survival function of Y can be estimated by F(0, y).
A potential problem with P(x, y) exists if G\(.) = 0. Let X (n) + Y (n) be the observed largest value of (^?; + y ( ) (i = 1,..., n) and let (5 X n , d y n ) be the corresponding indicators. When y^ y (n) , one has to compute A y |^> i; (Ay (n) ), which involves calculating l/G 1 (X i^+ 
Note that, in this case, the numerator in (4) becomes By the convention that 0/0 = 0, we can set Aj.| A ->JC (Ay (n) ) = 0 when <5* (n) <5,, (n) = 0.
3-2. Alternative estimators
Recall that X and Z = X + Y are both subject to censoring by C x , independent of both X and Z. Therefore the joint survival function of {X, Z), denoted by F xz {x, z) = pr(X > x, Z > z), can be estimated by standard procedures such as those of Dabrowska (1988) and Prentice & Cai (1992) or Lin & Ying (1993) and Tsai & Crowley (1998) in the case of univariate censoring. Let P x ,z(-> •) be an estimator of F x 2 (.,.). It is possible to estimate F(x, y) by transforming P xz {.,.).
Specifically,
is the estimated mass of (X, Z) at (x, z). In general, P § {x, y) does not have an explicit formula. A possibly more serious problem is the negative mass problem that occurs with most bivariate survival estimators, including those mentioned earlier. It is not clear how ptt, y) is affected if P x z (Au, Az) < 0 for some (u, v) .
In principle, the weighting idea can be applied to any decomposition expression of F(x, y) or other functions of interest in which the effect of censoring can be measured. For example, define D(x, y) = pr(AT ^ x, Y ^ y) to be the distribution function of {X, Y), which can be expressed as B n (du,dv)
where S n {u, v) = pr(X ^ u, Y^ v, 8 X = 5 y = 1) is a sub-distribution function. Burke (1988) proposes an estimate of F(x, y) based on (7) given by and an estimate of F(x, y) is given by
Note that the Burke estimator only uses data with 5 X = 5 y = 1, Case 3.
Visser (1996) suggests estimating F(x, y) by estimating A Y \ x = x (dv), which is related to F(x, y) through the identity
where 
If X is discrete, A. Y \ x=x (dv) can be estimated by a ratio of empirical functions:
Hence F(x, y) can be estimated by plugging A°| X=I (d}') into (10), giving P°(x, y), say. With additional assumptions on the discreteness of Y and C u several analytical properties of A^\x-= x (dy) and P°(x, y), such as their asymptotic variances, have been deduced. However, when X is continuous, estimating A Y \ x=x (dv) requires special smoothing techniques and can be very complicated when the dependent censoring condition is taken into account; see Dabrowska (1987) for references in this direction. If X is discrete or grouped, so that pr(X = u) > 0, one can alternatively apply the weighting technique to estimate pr(X = u, Y> y) directly. Since Previous analysis shows that there are several ways of estimating F(x, y) under the dependent censoring structure. Apparently F(x, y) can handle more general situations and, compared to the Burke estimator, utilises more data. It is clear that the path decomposition accounts for the serial feature of the data and can take the advantage of usable information.
ASYMPTOTIC PROPERTIES OF P(X, y)
In this section we discuss the large-sample behaviour of the proposed estimate. We first claim that P(x, y)^>F(x, y) in probability. Note that, since G^.)-^^.), in probability, it follows that
in probability. Similarly, also in probability,
It follows that Efron's (1981) bootstrap to construct reliable standard error estimates.
AN EXAMPLE
We study a dataset adapted from Lawless (1982, p. 477) to illustrate the proposed idea. Experiments were conducted to investigate the failure of epoxy electrical cable insulation specimens under a constant voltage stress of 55 kilovolts. The data are presented in Table 1 , where X denotes the time to initiate a defect and Y the subsequent additional elapsed time to failure. Three specimens (6, 13, 16) had not developed the first failure at the end of the study and induced complete censorship for the subsequent failures.
To compute A Y \ x>x (AYj) based on (4) one has to assign the weight, l/G 1 (x i + Yj), to observations in Ry\x>x{Yj)-Th e estimate G^.) based on the original dataset is listed in Table 2 . It can be seen that 1/G\(t) = 1 for t < 1740. It turns out that 1/G^X; + Y } ) = 1 for all observations in S*, which implies that all the observations contributing to A. Y \ x>x (AYj) for x, Yj > 0 receive equal weights. Thus, based on the original dataset, the proposed estimator P(x, y) is the same as the Campbell-FSldes estimator, and P 2 (y) is the same as the Kaplan-Meier estimator. For biomedical data, patients usually enter the study at different times and hence it seldom happens that all censored cases correspond to the patients whose first survival times exceed the whole study time.
To see the effect of weighting, we slightly modify the dataset by letting Y 15 be censored, that is y 15 > 85. The estimates of Gj(.) based on the modified data, denoted by 6*(.), are also given in Table 2 . To compute P{ 117, 4), one has to calculate/*^ 117) and A y | A:>117 (A4). Note that R r \ x >m(4) contains observations 1, 3, 4, 5, 7, 8, 9, 10, 11, 12, 14, 15, 17, 18, 19, 20 . In calculating A y | X>117 (A4), an observation i in R Y \x>in(4) receives weight 1/Gf(x,+ 4). It turns out that observation #9 receives weight l/Gf(1374 + 4) = 0-83, and the rest all receive weight 1. It follows that A m>117 (A4) = 00617. Since F!(117) = 0-9, /'(in, 4) = 0-8444. The estimates of F(x, y) based on the modified data are summarised in Table 3 . Note that P(x, y) is not monotone in the direction of x. It is well known that most nonparametric bivariate estimators assign negative mass (Pruitt, 1991) . Also, the fairly irregular weight assigned to P(x, y) may have some contribution on the negative mass. When the sample size increases, the effect of negative mass becomes less serious. In the following simulation studies, P(x, y) performs fairly well under moderate sample size. In this section we study the finite sample performance of estimators of F 2 (y) and F(x, y) discussed earlier. In the simulations (X, Y) are generated from a continuous bivariate model, proposed by Clayton (1978) , whose survival functions are of the form where a is an association parameter related to Kendall's tau, denoted by T, by + l).
Note that, when X and Y are independent, T = 0, but the converse is not true. We used the algorithm by Prentice & Cai (1992) to generate (X, Y) by letting X~Ex(l) and y~Ex(l). Here C 1 is generated from an exponential distribution and
The censoring rate of X is around 30% and the censoring rates of Y and X + Y are around 50%. A series of Monte Carlo simulations with n = 250 were performed. The degree of association between X and Y varies from T = 0 to T = 0-5. The average bias and standard deviation of the estimates on some selected points are presented. Table 4 summarises the results for the marginal estimators of F 2 {y). Note that, even when X and Y are slightly correlated, the Kaplan-Meier estimator can be quite biased. With additional estimation of the weights, the proposed estimator, F(0, y), shows larger variation, especially when y approaches the tail region, since l/G^.) becomes more variable. Tables 4 and 5 summarise the results for three estimators of F(x, y), namely the proposed (6114) estimator in (5), the Burke estimator (1988) and the Campbell-F6ldes estimator. The Dabrowska estimator was also studied giving results almost identical to those of the Campbell-Foldes estimator. Note that previous studies indicted that the Dabrowska estimator usually outperforms the Campbell-FSldes estimator when X and Y do not follow a particular order; see Pruitt (1990) and van der Laan (1996) for more on comparisons between various estimates of the bivariate survival function. We also carried out the same study at n = 100 and found similar results.
When T = 0, see Table 5 (a), the Campbell-Foldes estimator performs best but, as T increases, it may produce large bias. Our estimator, P(x, y), in general performs well in terms of bias and variation under all choices of T and sample size. We also carried out the same simulation at n = 100 and found that, although the Burke estimator also accounts for dependent censoring, it shows poor performance and in general has larger variance. This may be because the effective sample size for the Burke estimator is smaller. It is interesting to note that the Burke estimator performs better as y approaches the tail, whereas P(x, y) behaves in an opposite way. A possible explanation is that the Burke estimator estimates pr(X ^ x, Y ^y) first so that more data are included when y gets larger. In the left-hand column, the first item is the selected grid point and the next is the true survival probability. The first number in each cell is the average bias (x 10 3 ), and the second number, in parentheses, is the standard deviation (x 10
