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We consider a system of two parallel identical wave equations in Rn coupled by a dis-
tributed internal dissipator. It is shown that despite the distributed damping, there exists
a subspace of states which is unstable. We prove an exact controllability result with Dirich-
let boundary controls with no restrictions on the coupling parameters, with a control time
that is independent of the coupling constants and dictated by geometric optics.
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1. Introduction
Many problems in structural dynamics are concerned with the control of vibrations of an elastic object described by
a partial differential equation. An example of such a problem would be controlling the vibrations of a membrane in two di-
mensions to rest by using actuators on the boundary, where the vibrations of the membrane are governed by the traditional
wave equation. Such exact controllability results for partial differential equations date back to Russell [13,14], Lions [7,8],
Lasiecka and Triggiani [6,15]. Recently, a book by Komornik [5] illustrated a variety of applications where the multiplier
method was used to prove exact controllability results.
Boundary controllability and stabilizability results for abstract coupled evolutionary systems were proved in [3,4]. The
abstract results required weak coupling between the equations and suﬃciently large control time T which depends on
the coupling parameter α. In this paper, we are able to show that a system of wave equations with identical and parallel
coupling can be exactly controlled provided the control time is large enough but with no restrictions on the coupling
parameters α and β . More signiﬁcantly, we are able to recover the optimal lower bound for the control time T (that is
independent of the coupling parameters) that agrees with the condition for rays of geometric optics as presented in [2] for
a single uncoupled wave equation (see Remark 9). We utilize an observability result for a single scalar equation that was
recently obtained using a combination of Carleman’s estimates and multiplier techniques in [16], along with a compactness–
uniqueness argument (see proof of Theorem 7) to obtain an observability estimate for the coupled wave equation. The
technique shown in the paper can be modiﬁed to analyze a system of more than two wave equations that are coupled in
parallel (i.e. the ﬁrst is coupled with the second, the second with the third, etc.) to obtain exact controllability with no
restrictions on coupling or damping parameters with a control time T that is related to the geometric optics conditions
mentioned in [2].
Stability results for the system (1)–(4) below were proved in [11] for non-identical wave speeds. In addition, in [11],
for the case of identical wave speeds, the system was shown to be unstable. An example of an application of the exact
controllability result for the suspension system below would be the suppression of vibrations in parallel bridges.
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control inputs and initial conditions are as follows:
utt − c2u − α(v − u) − β(vt − ut) = 0, (1)
vtt − c2v − α(u − v) − β(ut − vt) = 0, (2)
u|Γ1 = 0, u|Γ0 = w1(x, t), v|Γ1 = 0, v|Γ0 = w2(x, t), (3)
u(x,0) = u1(x), ut(x,0) = u2(x); v(x,0) = v1(x), vt(x,0) = v2(x). (4)
Here, x ∈ Ω ⊂ Rn , n 2, a bounded open domain of class Ck , k 1, with {Γ0,Γ1} being a closed partition of the boundary Γ
satisfying Γ0 ∩ Γ1 = ∅, t ∈ [0,∞), u and v denote the displacement of the wave equations from equilibrium respectively,
w1(x, t) and w2(x, t) are control actions on the boundary, and α,β denote the spring and damper coupling constants.
It can be shown that the energy E(t) of the system (1)–(4) with w1(x, t) = w2(x, t) = 0 satisﬁes the following inequality:
E˙(t) = −1
2
∫
Ω
β|ut − vt |2 dx 0. (5)
We notice that if the velocities satisfy ut = vt , then the energy E(t) of the system will remain constant. Indeed, we see
from Proposition 2 the energy of the system does not decay to zero in general. However, we show in Theorem 10 that using
boundary control inputs w1(x, t) and w2(x, t), one can control the vibrations to rest in ﬁnite but suﬃciently large time T
(dictated by a geometric optics condition), with no restrictions on the coupling parameters α and β , which is the main
focus of this article.
We discuss the well-posedness of the uncontrolled problem (i.e. w1(x, t) = w2(x, t) = 0) in Section 2. We discuss the
regularity of solutions of the uncontrolled problem by proving a regularity estimate in Section 3 that leads to the well-
posedness of the controlled problem. We prove an observability estimate for the uncontrolled problem in Section 4 which
leads to an exact controllability result following Lions’ Hilbert Uniqueness Method (see [7,8]).
2. Well-posedness of the uncontrolled problem
We consider the system (1)–(4) with w1(x, t) = w2(x, t) = 0 ﬁrst. We denote X(t) = [u,ut , v, vt]T and transform (1)–(4)
into the following ﬁrst-order system:
X˙ = AX, X(0) = [u1(x),u2(x), v1(x), v2(x)]T , (6)
A =
⎡
⎢⎢⎢⎣
0 1 0 0
Π −β α β
0 0 0 1
α β Π −β
⎤
⎥⎥⎥⎦ , Π = c2 − α.
The natural energy norm for the system (6) is given by
‖X‖2H =
1
2
∫
Ω
{|ut |2 + c2|∇u|2 + |vt |2 + c2|∇v|2 + α|u − v|2}dx, (7)
where the energy space is given by
H = H10(Ω) × L2(Ω) × H10(Ω) × L2(Ω). (8)
Consequently, we also have the corresponding energy inner product given by
〈x1, x2〉H = c2〈a1,a2〉H10 + 〈b1,b2〉L2 + c
2〈c1, c2〉H10 + 〈d1,d2〉L2 +
〈
(a1 − c1), (a2 − c2)
〉
L2 , (9)
where x1 = [a1,b1, c1,d1]T , x2 = [a2,b2, c2,d2]T . The domain of A is given by
D(A) = (H2(Ω) ∩ H10(Ω))× H10(Ω) × (H2(Ω) ∩ H10(Ω))× H10(Ω).
The following theorem can be easily veriﬁed (see [11]).
Theorem 1. The operator A generates a C0 semigroup on H.
Theorem 1 implies that the uncontrolled system is well posed on H. We next prove an important instability result:
Proposition 2. The energy E(t) of the system (1)–(4) with w1(x, t) = w2(x, t) = 0 does not decay to zero asymptotically in time.
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Xu =
{[u,ut , v, vt ]T ∈ H: ut = vt}, (10)
where the energy remains a constant i.e.
E˙(t) = 0 ⇒ E(t) = C = ∥∥[u1,u2, v1, v2]T ∥∥H.
Hence, the energy of solutions with initial conditions in Xu will remain constant. This proves the proposition. 
Since (1)–(4) is not stable despite the distributed dissipation, we endeavor to look for boundary control inputs w1(x, t)
and w2(x, t) that can control the solutions of (1)–(4) in ﬁnite time. In order to help us ﬁnd a state space in which the
controlled problem (i.e. (1)–(4)) is well posed, and prove an exact controllability result, we ﬁrst need to prove an estimate,
which we do in the next section.
3. Regularity
We let h(x) : Ω¯ → Rn be a vector ﬁeld of class Ck−1 such that h(x) = ν, ∀x ∈ Γ0 and h(x) = 0, ∀x ∈ Γ1, where ν denotes
the unit outward normal on Ω . The existence of h(x) is a standard result (see [5]).
Theorem 3. Every smooth solution of (1)–(4) with w1(x, t) = w2(x, t) = 0 satisﬁes the following hidden regularity estimate:
T∫
0
∫
Γ0
|∂νu|2 + |∂ν v|2 dxdt  C E(0), C > 0. (11)
Proof. We multiply (1) by 2h · ∇u and use Green’s identities to get the following:
T∫
0
∫
Ω
[
α(v − u) + β(vt − ut)
]
(2h · ∇u) =
T∫
0
∫
Ω
(
utt − c2∇u
)
(2h · ∇u)
=
[∫
Ω
(2h · ∇u)ut
]T
0
+
T∫
0
∫
Ω
(−h · ∇u2t )− 2c2u(h · ∇u)
=
[∫
Ω
(2h · ∇u)ut
]T
0
+ (−h · ∇u2t + 2c2∇u · ∇(h · ∇u))−
T∫
0
∫
Γ
2c2∂ν(h · ∇u)
=
[∫
Ω
(2h · ∇u)ut
]T
0
−
T∫
0
∫
Γ
(
(h · ν)u2t + 2c2∂ν(h · ∇u)
)
+
T∫
0
∫
Γ
(
(∇ · h)u2t + 2c2∇u · ∇(h · ∇u)
)
.
We do a similar calculation for (2) and combine the two identities to obtain the following:
T∫
0
∫
Γ
(h · ν)(u2t + v2t − c2(|∇u|2 + |∇v|2))+ 2c2(∂ν(h · ∇u) + h · ∇v)
= [2((h · ∇u)ut + (h · ∇v)vt]T0 +
T∫
0
∫
Ω
(∇ · h){(u2t + v2t − c2(|∇u|2 + |∇v|2))
+ 2c2
n∑
i, j=1
(∂ih j)
[
(∂iu)(∂ ju) + (∂iu)(∂ ju)
]+ [α(u − v) + β(ut − vt)](2h · ∇(u − v))}dxdt. (12)
Then the proof follows by choosing h(x) as described in the beginning of the section and using standard estimates along
with the fact that E(t) E(0), ∀t > 0 (see (5)). 
Remark 4. In particular, (11) implies that ∂νu, ∂ν v ∈ L2([0, T ]; L2(Γ0)).
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exposition) leads to the following theorem:
Theorem 5. The solution of the controlled problem (1)–(4) given by X(t) = [u,ut , v, vt ]T along with w1(x, t) = ∂ν p(x, t)|Γ0 and
w2(x, t) = ∂νq(x, t)|Γ0 , where p(x, t) and q(x, t) are the solutions of uncontrolled problem, is well deﬁned in the sense of transposition
in the space C = L2(Ω) × H−1(Ω) × L2(Ω) × H−1(Ω) for all T > 0.
4. Observability and exact controllability
We ﬁrst recall a general observability estimate that was proved in [16] for scalar valued wave equations.
Theorem 6. Let Γ0 = {x ∈ Γ : (x − x0) · ν(x) > 0} where x0 ∈ Rn \ Ω¯ and T > 2cmaxx∈Ω |x − x0|. Let w ∈ C([0, T ]; H10(Ω)) ∩
C1([0, T ]; L2(Ω)) denote the weak solution of the following problem with q1 ∈ Ln+1(Q ), q2 ∈ L∞(Q ) and q3 ∈ L∞(Q ;Rn):⎧⎪⎨
⎪⎩
wtt − c2w − q1(x, t)w − q2(x, t)wt −
〈
q3(x, t),∇w
〉= 0, (x, t) ∈ Q ,
w = 0, (x, t) ∈ Σ,
w(x,0) = w0(x); wt(x,0) = w1(x), x ∈ Ω,
(13)
where Q = Ω × [0, T ], Σ = ∂Ω × [0, T ]. Then the following observability estimate holds:
|w0|2H10(Ω) + |w1|
2
L2(Ω)  C(T ,Ω)|∂νw|2L2(Σ0), ∀(w0,w1) ∈ H
1
0(Ω) × L2(Ω), (14)
where Σ0 = Γ0 × [0, T ] and C(T ,Ω) > 0.
We state and prove the main observability result of this paper.
Theorem 7. Let Γ0 = {x ∈ Γ : (x − x0) · ν(x) > 0} where x0 ∈ Rn \ Ω¯ and T > 2cmaxx∈Ω |x − x0|. Then every smooth solution of
(1)–(4) with w1(x, t) = w2(x, t) = 0 satisﬁes the following observability estimate:
T∫
0
∫
Γ0
|∂νu|2 + |∂ν v|2 dxdt  C E(0), C > 0. (15)
Proof. We use a traditional compactness–uniqueness argument along with Theorem 6 above. First, let us assume that (15)
is false. This means that there exists a sequence Xn = [un1,un2, vn1, vn2]T ∈ H of initial conditions such that ‖Xn‖H = 1 and∥∥∂νun∥∥L2([0,T ];L2(Σ0)),
∥∥∂ν vn∥∥L2([0,T ];L2(Σ0)) → 0 ⇒
∥∥∂ν(un + vn)∥∥L2([0,T ];L2(Σ0)) → 0. (16)
We also have Xn → X weakly in H. By an Aubin type compactness result (see [1]), we have that Xn → X = [u01,u02, v01, v02]T
strongly in H 12+ , 0 <  < 12 and ‖X‖H 12 + (Ω) = 1. This means that {u
n
1 + vn1}, {un2 + vn2} → {u01 + v01}, {u02 + v02} in
H
1
2+
0 (Ω) and H
− 12−(Ω), respectively. We also have that the corresponding solutions with initial conditions Xn satisfy
[un,unt , vn, vnt ]T → [u,ut , v, vt]T in H
1
2+(Ω). Adding (1) and (2), we have the following with w = u + v with homoge-
neous boundary conditions:
wtt − c2w = 0; w|Γ = 0;
w(x,0) = u1(x) + v1(x); wt(x,0) = u2(x) + v2(x). (17)
(16) implies that the overdetermined boundary condition ∂νw = 0 is true, which along with the condition T >
2cmaxx∈Ω |x − x0| means that w = u + v = 0 ⇒ u = −v by a standard unique continuation result (see e.g. [10]). This
means that we can rewrite (1) and (2) as follows:
utt − c2u + 2αu + 2βut = 0, (18)
vtt − c2v + 2αv + 2βvt = 0. (19)
Now, we can apply Theorem 6 with q1 = 2α, q2 = 2β and q3 = 0 to conclude that u = v = 0, ∀(x, t) ∈ Ω × [0, T ], T >
2cmaxx∈Ω |x− x0| which contradicts the initial assumption that ‖X‖H 12 + (Ω) = 1. This proves the theorem. 
Remark 8. By a standard density argument, the observability estimate in (15) can be extended to transpositional solutions
on L2(Ω) × H−1(Ω) × L2(Ω) × H−1(Ω).
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smaller controlled boundary and hence a larger control time T than if x0 ∈ Ω . For example, if Ω is the unit disk in R2,
and x0 is the center, then Γ0 = ∂Ω and T > 2. On the other hand if x0 ∈ Rn \ Ω¯ and far away, then Γ0 is slightly larger
than the semicircle and the control time required will be accordingly larger. The controlled boundary needs to contain
a point of every diameter since otherwise some solutions might not be observed (see e.g. [12]). For the case x0 ∈ Ω , an
observability result similar to Theorem 6 can be proved with the control concentrated on an arbitrarily small neighborhood
of the boundary (see e.g. [8,9]).
We state and prove the main result of this paper.
Theorem 10. Let Γ0 = {x ∈ Γ : (x − x0) · ν(x) > 0} where x0 ∈ Rn \ Ω¯ and T > 2cmaxx∈Ω |x − x0|. Then the system (1)–(4) is
exactly controllable in L2(Ω) × H−1(Ω) × L2(Ω) × H−1(Ω).
Proof. First, we show that it is enough to prove reachability for the system (1)–(4). Let us deﬁne the state of (30)–(33)
by X(t) = (u,ut , v, vt) and furthermore assume that reachability is true. Then, given arbitrary initial and terminal states
X(0) = (u1,u2, v1, v2), X(T ) = (uT1 ,uT2 , vT1 , vT2 ), we consider the following two systems with states denoted by X˜(t) and
Xˆ(t) respectively:
u˜tt − c2u˜ − α(v˜ − u˜) + β(v˜t − u˜t) = 0, (20)
v˜tt − c2v˜ − α(u˜ − v˜) + β(u˜t − v˜t) = 0, (21)
u˜|Γ1 = 0, u˜|Γ0 = 0, v˜|Γ1 = 0, v˜|Γ0 = 0, (22)
u˜(x,0) = u1(x), u˜t(x,0) = u2(x); v˜(x,0) = v1(x), v˜t(x,0) = v2(x), (23)
uˆtt − c2uˆ − α(vˆ − uˆ) + β(vˆt − uˆt) = 0, (24)
vˆtt − c2vˆ − α(uˆ − vˆ) + β(uˆt − vˆt) = 0, (25)
uˆ|Γ1 = 0, uˆ|Γ0 = w1(x, t), vˆ|Γ1 = 0, vˆ|Γ0 = w2(x, t), (26)
uˆ(x,0) = 0, uˆt(x,0) = 0; vˆ(x,0) = 0, vˆt(x,0) = 0, (27)
uˆ(x, T ) = uT1 (x) − u˜(x, T ), uˆt(x, T ) = uT2 (x) − u˜t(x, T ), (28)
vˆ(x, T ) = vT1 (x) − v˜(x, T ), vˆt(x, T ) = vT2 (x) − v˜t(x, T ), (29)
where w1(x, t) and w2(x, t) are controls that allow reachability i.e., drive the initial state Xˆ(0) = (0,0,0,0) to the terminal
state Xˆ(T ) = (uT1 (x) − u˜(x, T ),uT2 (x) − u˜t(x, T ), vT1 (x) − v˜(x, T ), vT2 (x) − v˜t(x, T )). Then the state X(t) = X˜(t) + Xˆ(t) satisﬁes
the exact controllability criterion with controls w1(x, t) and w2(x, t).
In light of the discussion above, we prove reachability. For consistency of notation, we rewrite the uncontrolled problem
with prescribed terminal states (the adjoint equation) with new variables p and q as follows:
ptt − c2p − α(q − p) + β(qt − pt) = 0, (30)
qtt − c2q − α(p − q) + β(pt − qt) = 0, (31)
p|Γ1 = 0, p|Γ0 = 0, q|Γ1 = 0, q|Γ0 = 0, (32)
p(x, T ) = p1(x), pt(x, T ) = p2(x); q(x, T ) = q1(x), qt(x, T ) = q2(x). (33)
By choosing t˜ = T − t , one can show that (30)–(33) is well posed in the energy space H. By applying the same time reversal,
and applying Theorems 3 and 7 under the hypotheses on Γ0 and T , we have the following:
C1E(T )
T∫
0
∫
Γ0
|∂ν p|2 + |∂νq|2 dxdt  C2E(T ), C1,C2 > 0, (34)
where E(T ) = ‖p1‖2H10(Ω) +‖p2‖
2
L2(Ω)
+‖q1‖2H10(Ω) +‖q2‖
2
L2(Ω)
. We also rewrite (1)–(4) as follows with zero initial conditions:
utt − c2u − α(v − u) − β(vt − ut) = 0, (35)
vtt − c2v − α(u − v) − β(ut − vt) = 0, (36)
u|Γ1 = 0, u|Γ0 = w1(x, t), v|Γ1 = 0, v|Γ0 = w2(x, t), (37)
u(x,0) = 0, ut(x,0) = 0; v(x,0) = 0, vt(x,0) = 0. (38)
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initial state to the prescribed ﬁnal state X(T ). We outline the method that allows us to construct controls w1(x, t) and
w2(x, t) that satisﬁes the reachability criterion for (1)–(4). First, we multiply (1) by p and (2) by q, integrate by parts in
space and time and add the resulting equations to get the following:
〈
A(ut ,u, vt , v), (p, pt ,q,qt)
〉
H′,H
∣∣
t=T = −c2
T∫
0
∫
Γ0
(u∂ν p + v∂νq) (39)
⇒ 〈A(uT2 ,uT1 , vT2 , vT1 ), (p1, p2,q1,q2)〉H′,H = −c2
T∫
0
∫
Γ0
(w1∂ν p + w2∂νq), (40)
where the invertible matrix A is given by
A =
⎡
⎢⎢⎢⎣
1 β 0 −β
0 −1 0 0
0 −β 1 −β
0 0 0 −1
⎤
⎥⎥⎥⎦ . (41)
Using Theorem 5 the terminal state X(T ) for (35)–(38) is well deﬁned in the space H′ . Hence, by choosing w1 = − 1c2 ∂ν p
and w2 = − 1c2 ∂νq, we have deﬁned a map Λ1 : H → H′ as follows
Λ1((p1, p2,q1,q2)) =
(
uT2 ,u
T
1 , v
T
2 , v
T
1
)
. (42)
The reachability property will be satisﬁed if the map Λ1 is invertible (or at least surjective). Since the matrix A is invertible,
the invertibility of the maps Λ1 and Λ2 are equivalent, where Λ2 is given below:
Λ2((p1, p2,q1,q2)) = A
(
uT2 ,u
T
1 , v
T
2 , v
T
1
)
. (43)
Furthermore, (40) can be rewritten using w1 = − 1c2 ∂ν p and w2 = − 1c2 ∂νq as follows:
〈
Λ2((p1, p2,q1,q2)), (p1, p2,q1,q2)
〉
H′,H
∣∣
t=T =
T∫
0
∫
Γ0
(|∂ν p|2 + |∂νq|2),
which along with (34) means that Λ2 (and hence Λ1) is in fact a Riesz isomorphism from H to H′ . This proves the
theorem. 
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