Abstract. This paper defines a distance function that measures the dissimilarity between planar geometric figures formed with straight lines. This function can in turn be used in partial matching of different geometric figures. For a given pair of geometric figures that are graphically isomorphic, one function measures the angular dissimilarity and another function measures the edge length disproportionality. The distance function is then defined as the convex sum of these two functions. The novelty of the presented function is that it satisfies all properties of a distance function and the computation of the same is done by projecting appropriate features to a cartesian plane. To compute the deviation from the angular similarity property, the Euclidean distance between the given angular pairs and the corresponding points on the y = x line is measured. Further while computing the deviation from the edge length proportionality property, the best fit line, for the set of edge lengths, which passes through the origin is found, and the Euclidean distance between the given edge length pairs and the corresponding point on a y = mx line is calculated. Iterative Proportional Fitting Procedure (IPFP) is used to find this best fit line. We demonstrate the behavior of the defined function for some sample pairs of figures.
Introduction
Two geometric figures can be said to be similar if one of the geometric figures can be obtained by either squeezing or enlarging the other. This implies that the considered geometric figures need to have equal number of vertices and edges, matching corresponding angles, and a fixed proportionality between the corresponding edges. This concept of similarity can be used for partial matching of different geometric figures.
It is well known that geometric shapes and structures are important in determining the behavior of chemical compounds. This is true of smaller molecules [14] as well as larger macromolecules such as DNA and RNA that are studied in bioinformatics [2] . Molecular geometry [4] is thus an important aspect of physical and structural chemistry. However, while it is also known that similarity in structures often implies similar observed chemical properties, there is yet no well defined mathematical approach for comparing geometric shapes, and comparisons are made on an ad hoc basis [12, 13] . Such an approach as proposed here would thus allow for a rigorous evaluation of such properties based on the similarity of shapes with molecules with known properties. Similarity in general has wide-ranging applications in many domains [21] .
Image similarity and comparisons also play an important role in other domains, such as in models of visual perception and object recognition in humans as well as animals [16, 1] , finance and economics [18] , computer vision [15] , and video analyses [20] . In such contexts also there is much scope for application of this work.
Existing theory in this matter is far from complete. There are heuristic approaches to morphological similarity [7, 8] , but no sound mathematical basis for the detection of geometric similarity. Geometric similarity is particularly important in engineering, in comparing a model and its prototype [6, 10] , but there however does not seem to be a proper universal measure of geometric similarity. The measure in common use in engineering is merely scale-free identity, that all corresponding lengths should be in the same ratio-there is thus no way to properly measure inexact similarity, or to quantitatively state that a figure is more similar to a reference figure, than is some other figure.
Using subgraph isomorphism, alike constituent geometric figures of the original geometric figures can be found and checked for similarity. A simple similarity function can return a boolean value of 1 for similar geometric figures and 0 otherwise. However, such a function would have limited applications. In this paper, we define instead a distance function that returns a value between 0 (inclusive) and 1. The returned value reflects the dissimilarity between alike planar geometric figures connected with straight lines.
Therefore, the distance function d is defined only when the graphs representing the given geometric figures are isomorphic [17] . The crux of the function is in the measurement of deviations from angular similarity and edge length proportionality.
The function d is the convex sum of functions α and ρ:
• The function α, which we may call angular dissimilarity, measures the deviation from the angular identity between two geometric figures. In order to compute this, angles are projected on a cartesian plane, where the angles of the first geometric figure makes up one axis and the angles of the second geometric figure makes up the other axis. Therefore, a cluster of points in this plane represents corresponding angles of the given geometric figures. If the figures are similar (identical up to scale), the angular similarity property may be said to be satisfied, and the corresponding angle points lie on the y = x line, and the value returned by α is zero. If not, then the deviation from the property is now computed as the distance from the original point to the corresponding point on the y = x line. • The function ρ, which we may call edge-length disproportionality, measures the deviation from edge-length proportionality between geometric figures. In order to compute this, the edge lengths are similarly projected to a cartesian plane, where the edge lengths of the first geometric figure makes up one axis and the edge lengths of the second geometric figure makes up the other axis. The corresponding edge lengths of the given geometric figures are represented as points in this plane. If two figures are proportional (identical up to scale), all corresponding edge-lengths are in a fixed proportion m, all points pass through a line y = mx, and the value returned by ρ is zero.
In case the edge-lengths are not perfectly proportional, the calculation of ρ comes to finding the best-fit line passing through the origin, and measuring the deviation from that line.
The choice of method to find the best fit line needs to consider the fact that the line should pass through the origin. Using the least-squares method of fitting [5] by adding (0, 0) as one of the corresponding edge-length pairs does not give a proper line passing through the origin. This is the reason that the Iterative Proportional Fitting Procedure (IPFP) [19] is used instead. IPFP tries to find a fixed proportion among a set of pairs, thereby giving points on the line passing through origin.
There are many IPFP [9] , of which the one used in this paper is the classical IPFP [3] , owing to its simplicity. On obtaining the required points from IPFP, the ratio between any two points gives the values of m, as IPFP creates a fixed proportionality among a set of edge-length pairs. D explains step-by-step the IPFP technique used in this paper. Further, to compute the deviation from the edgelength proportionality, we calculate the Euclidean distance between the original point and the corresponding point on the line y = mx. Sum up the Euclidean distances of all edge-length pairs. ρ is computed using this sum and a scaling factor. As the considered geometric figures are alike, the scaling factor is the number of edges in any one of these geometric figures. The need for this scaling factor arises to account for the fact that in a large figure, with a large number of edges, a minor change is less significant in determining overall dissimilarity, than a corresponding change in a smaller figure.
The function d is shown to be a distance function as it satisfies the three properties [11] required: d satisfies the commutativity (Theorem 3.7) and triangular inequality properties (Theorem 3.8) defined over single geometric figures. However, the coincidence axiom is defined over equivalence classes of geometric figures (figures that are alike up to scale). The proofs for these properties are given later in this paper.
The Distance Function
The distance function, represented by d, reflects the degree of dissimilarity between figures.
Let, Γ be the set of straight edge figures for which the distance function is defined then
where V i denotes the set of vertices, E i is the set of edges, L i represents the set of corresponding edge lengths and Θ i denotes the set of angles that are defined between adjacent edges in terms of radian. Further, if γ i and γ j are said to be "similar", then γ i and γ j satisfy the below conditions:
is a graph that represents the adjacency of figure γ i and g j = (V j , E j ) is a graph that represents the adjacency of figure γ j , then graphs g i and g j are isomorphic. (2) All the corresponding angles of γ i and γ j are equal, i.e., if Θ i = {θ i (1), θ i (2), . . . , θ i (z)} represent the set of angles of γ i and if Θ j = {θ j (1), θ j (2), . . . , θ j (z)} represent the set of corresponding angles of γ j , then
(3) All the corresponding edge lengths of γ i and γ j are proportional, i.e., if L i = {l i (1), l i (2), . . . , l i (n)} represent the set of edge lengths of γ i and if L j = {l j (1), l j (2), . . . , l j (n)} represent the set of corresponding edge lengths of γ j , then
.
In view of this, the distance function tries to find the extent to which the considered figures deviate from conditions 2 and 3, provided condition 1 is satisfied.
Remark 2.1. A few properties of the d function: Then the function is defined as:
where δ represents the graph isomorphism function.
with G = {g 1 , g 2 , . . .} : set of all graphs.
In (3.2), the symbol ≈ denotes that g i and g j satisfy all properties of graph isomorphism. Assuming δ(g 1 , g 2 ) = 1, α(γ i , γ j ) is computed as follows: Project each corresponding pair (θ i (u), θ j (u)) into a cartesian plane, wherein the x-axis represents the set Θ i , while the y-axis represents the set Θ j . The function α computes the deviation from (2.1). In this cartesian plane, according to (2.1), all corresponding pairs must lie on the line:
, calculate the Euclidean distance from its corresponding point on the line (3.3), i.e., (θ i (u), θ i (u)).
A few properties of the α function:
Proof. We see that the constituents of the α function are commutative:
Summing the above inequality for p = 1 to n, it follows that
Let e, f and g represent
The inequality (3.6) now translates to
Assume that the contradiction of Theorem 3.3 is true, i.e,
As the quantity (2f g + ef g) > 0, the inequality (3.9) contradicts already proved inequality (3.7). Hence, (3.8) does not hold true, thereby proving Theorem 3.3.
3.2. Edge-Length Disproportionality. Let ρ represent the edge-length disproportionality function. Then the function is defined as:
Project each corresponding pair (l i (h), l j (h)) into a cartesian plane, wherein the x-axis represents the set L i , while the y-axis represents the set L j . The function ρ computes the deviation from (2.2). Consider a part of the same equation.
In the context of the L i L j plane, (3.11) gives the slope of a line that passes through (0, 0)and
Further extending this concept, it can be seen that in order to satisfy (2.2) all points (l i (h), l j (h)) should lie on the same line. Therefore, finding edge length proportionality now boils down to finding for the set of corresponding edge-length pairs the best fit line, which passes though origin.
Let the equation of the required line be:
(3.12) y = mx, as the line passes through origin.
, which is a point on the line 3.12.
On finding the desired line, the euclidean distance between (l i (h), l j (h)) and (
, where i = j can be equal to 0.
Proof. The proof is similar to that of Theorem 3.2.
Proof. The proof is similar to that of Theorem 3.3.
3.3. Deriving the Function. The function d(γ i , γ j ) is the convex sum of α(γ i , γ j ) and ρ(γ i , γ j ).
While computing d using (3.15b) in A, B, C and D, the value of β is set to 0.5, to equally weight the α and ρ functions. However, other values of β ∈ [0, 1] can be used resulting in similar outcomes for the d function.
where
, from Theorem 3.2 and Theorem 3.5
Multiplying by β both sides of the inequality in Theorem 3.3, we get:
Multiplying by (1 − β) both sides of the inequality in Theorem 3.6, we get:
Summing up inequalities (3.16) and (3.17), it follows that:
Results
Using the above discussed method to compute the distance function, d, this section tabulates the results for a few pairs of figures. It can be found that the values of d in Table 1 are reflective of the dissimilarity of considered figures. The same can be said for α and ρ values. Computing α(γ i , γ j )
Using (3.4) we compute the Euclidean distance.
α(γ 1 , γ 2 ) = 0.8073, using (3.5) Figure 2 shows the relation between the corresponding elements of Θ 1 and Θ 2 . It also indicates, for each pair θ 1 (u), θ 2 (u) the corresponding point, θ 1 (u), θ 1 (u) , on the y = x line. Further, Table 2 provides the legend for this figure. Table 2 . Legend of Figure 2 Computing ρ(γ i , γ j )
L 2 = {12, 12, 12, 12, 12, 12} Figure 3 shows the relation between the corresponding elements of L 1 and L 2 . It also indicates, for each pair, l 1 (h), l 2 (h) , the corresponding point, l 1 (h), l 2 (h) , on line y = 1.8314x line. Further, Table 4 provides the legend for this figure. (3.4) we compute the Euclidean distance.
α(γ 3 , γ 4 ) = 0.8073, using (3.5) Figure 5 shows the relation between the corresponding elements of Θ 3 and Θ 4 . It also indicates, for each pair θ 3 (u), θ 4 (u) the corresponding point, θ 3 (u), θ 3 (u) , on the y = x line. Further, Table 5 provides the legend for this figure. A ∈ { θ 3 (7), θ 3 (7) } B ∈ { θ 3 (7), θ 4 (7)
, θ 3 (6), θ 4 (6) } I ∈ { θ 3 (4), θ 3 (4) , θ 3 (6), θ 3 (6) } Table 5 . Legend of Figure 5 Computing ρ(γ 3 , γ 4 ) Figure 6 shows the relation between the corresponding elements of L 3 and L 4 . It also indicates, for each pair l 3 (h), l 4 (h) the corresponding point, l 3 (h), l 4 (h) , on the y = 1.5362x line. Further, Table 7 provides the legend for this figure. A ∈ { l 3 (4), l 4 (4) , l 3 (6), Table 7 . Legend of Figure 6 Now, the Euclidean Distance is computed using (3. Computing α(γ 5 , γ 6 ), we get:
Using (3.4) we compute the Euclidean distance. α(γ 5 , γ 6 ) = 0.9281, using (3.5) Figure 8 shows the relation between the corresponding elements of Θ 5 and Θ 6 . It also indicates, for each pair θ 5 (u), θ 6 (u) the corresponding point, θ 5 (u), θ 5 (u) , on the y = x line. Further, Table 8 provides the legend for this figure. A Table 8 . Legend of Figure 8 Computing ρ(γ 5 , γ 6 ) Table 9 indicates the input and output of IPFP transformation. Figure 9 shows the relation between the corresponding elements of L 5 and L 6 . It also indicates, for each pair l 5 (h), l 6 (h) the corresponding point, l 5 (h), l 6 (h) , on the y = 1.0839x line. Further, Table 10 provides the legend for this figure. 
∈ { l 5 (13), l 6 (13) } F = 9.8995, 23.6603 ∈ { l 5 (7), l 6 (7) } G = 10, 5 ∈ { l 5 (2), l 6 (2) } H = 10, 19.3185 ∈ { l 5 (6), l 6 (6) } I = 11.7049, 12.6867 ∈ { l 5 (11), l 6 (11) } E = 56.5685, 20.8075 ∈ { l 5 (10), l 6 (10) } Table 10 . Legend of Figure 9 Now, the Euclidean Distance is computed using (3. Table 11 . Legend of Table 11 Computing ρ(γ 7 , γ 8 ) Tables 12, 13 , 14a and 14b give a detailed explanation of the IPFP transformation used in this paper.
(1) Table 12 gives the row sum and column sum that will be maintained in row fitting and column fitting respectively. (2) 
where, r n,o represents the value in nth row and oth column of Table 14a , q n,o represents the value in nth row and oth column of Table 13 , s r (n) represents the nth row sum of Table 14a and s q (n) represents the nth row sum of Table 13.  (4) Table 14b , is the result of column fitting. The value of each cell is obtained as follows: Figure 12 shows the relation between the corresponding elements of L 7 and L 8 . It also indicates, for each pair l 7 (h), l 8 (h) the corresponding point, l 7 (h), l 8 (h) , on the y = 1.5985x line. Further, Table 15 provides the legend for this figure. Table 15 . Legend of Figure 12 Now, the Euclidean Distance is computed using (3.13) 
