The gauge cell Monte Carlo method ͓Neimark and Vishnyakov, J. Chem. Phys. 122, 234108 ͑2005͔͒ for calculations of chemical potential in dense and strongly inhomogeneous fluids is extended to multicomponent systems. The system of interest is simulated in a sample cell that is placed in chemical contact with several gauge cells of limited capacity, one gauge cell per component. Thus, each component can be exchanged between the sample cell and the respective gauge cell. The sample and gauge cells are immersed into the thermal bath of a given temperature. The size of the gauge cell controls the level of concentration fluctuations for the respective component in the sample cell. The chemical potentials are rigorously calculated from the equilibrium distribution of particles between the system and the gauges, and the results do not depend on the gauge size. For large systems, the chemical potentials can be accurately estimated from the average densities in the gauge cells. The proposed method was tested against the literature data on the vapor-liquid equilibrium in a binary mixture of subcritical and supercritical fluids and against the grand canonical and Widom insertion Monte Carlo methods for a binary mixture confined to a very narrow spherical pore. The method is specifically suitable for simulations of metastable and labile states in multicomponent confined fluids.
I. INTRODUCTION
The gauge cell Monte Carlo ͑MC͒ method 1,2 is a simulation technique designed for studies of equilibria and phase transitions in confined fluids and nanostructured complex systems. In this method, the system of interest, or sample cell, is placed in chemical equilibrium at the thermostated conditions with a reservoir of particles of limited capacity called the gauge cell. The gauge cell serves as a meter for measuring the chemical potential, while its limited capacity restricts the density fluctuations that allows one to study metastable and labile states. This simulation set-up is intermediate between the canonical ensemble ͑CE͒ and grand canonical ensemble ͑GCE͒ and corresponds to the mesoscopic canonical ensemble ͑MCE͒. 2 Since its introduction in 2000, 1 the gauge cell method found various applications, including adsorption and capillary condensation of Lennard-Jones ͑LJ͒ fluid on nanoporous materials with cylindrical, 3 spherical, 4 and ink-bottle pores, 5 water on carbons, 6 and linear and branched alkanes in carbon nanotubes, [7] [8] [9] formation of liquid bridges/junctions in nanocapillaries, 10 bubble cavitation in stretched metastable liquid, 11 nucleation of droplets, 12, 13 adsorption deformation, 14 and segregation in surfactants. 15 The original gauge cell method, 1 in which the chemical potential is measured based on the mean density in the gauge cell, was extended to extremely small confinements with the ideal gas gauge cell ͑IGGC͒ method. 2 The other extensions of the method include its coupling with Widom insertions 6 and configurational bias, 7, 8 as well as various simplifications of the computational schemes. 9 In this work, the gauge cell method is extended to multicomponent systems. To measure chemical potentials in M-component system we introduce M gauge cells, one per component. The gauge cells may have different capacities that allow one to control the density fluctuations of individual components within different margins. Moreover, some of the components may be kept in equilibrium with infinite reservoirs of respective particles which leads to hybrid grand canonical and mesocanonical conditions. The method is described in Sec. II. In Secs. III and IV, we present two case studies: a bulk binary mixture of subcritical and supercritical components and a binary LJ fluid under an extreme confinement. In Sec. IV, we present a critical discussion of the advantages of the proposed method compared to other MC simulation schemes suggested for calculating chemical potentials in multicomponent systems. Since the interactions between the sample cell and the gauge cells are decoupled and each gauge cell contains only one component, we restrict our further consideration to binary systems; generalization to a larger number of components is trivial. For a binary sample system of two components A and B interacting with two gauge cells, the total Helmholtz free energy is defined through the canonical partition function, which takes into account possible distributions of particles between the cells,
͑1͒
Here, F͑N A , N B , V , T͒ is the Helmholtz free energy defined through the canonical partition function, which has the following form for a two-component system:
where the total potential energy ⌽͑r N ͒ is the sum of the fluid-fluid potential ⌽ FF ͑r N ͒ and the external potential 
The canonical chemical potential A + of component A represents the work of insertion of an additional particle of component A into the sample system and is defined as the difference of the Helmholtz free energies of the systems with N A + 1 and N A particles, while N B remains unchanged, cell simulation are determined from the ratios of the sampling probabilities. Combining Eqs. ͑4͒ and ͑5͒, we obtain
and, correspondingly, The most practical and theoretically sound choice is to consider particles in the gauge cell as ideal. 2 In this case, the chemical potential at loading N A͉B ͑g͒ in the gauge cell equals
ͪ ,
͑8͒
and Eq. ͑7͒ reduces to
͑9͒
At sufficiently large loadings N ӷ 1, the most probable loadings equal the average loadings, N A͉B = N A͉B , and the standard condition of equality of the chemical potentials applies
constitutes the foundation of the mean density gauge cell ͑MDGC͒ method. The computational scheme of the IGGC method corresponds to MCE, 2 which is intermediate between CE and GCE. In GCE, the system under study is open for the exchange of particles with the unlimited reservoir of ideal particles, so that the fluctuations of N are unconstrained. In CE, the system is closed and N A and N B are constant. In MCE, the system under study is semiopen: it exchanges particles with the finite volume reservoirs of ideal particles ͑gauge cells of volumes V A͉B ͒. Thus, the system mass fluctuates and the level of fluctuations is controlled by the reservoir volumes. This is the key property of MCE. As V A͉B ͑g͒ increases to infinity, MCE transforms into GCE. As V A͉B diminishes, MCE reduces to CE. Since the volumes of the reservoirs of different components are independent from each other, it is possible to maintain different levels of density fluctuations for different components. The simulation procedure in the IGGC method is as follows. Three types of MC moves are performed: particle displacement within the sample cell, particle insertion into the sample cell from the gauge cell of the respective component, and particle removal from the sample cell to the gauge cell of the respective component. It is possible to introduce additional moves to help establish equilibrium in the sample cell faster: swap of particles of different identity in the sample cell and change in the particle identity ͑A → B͒ in sample cell combined with particle insertion into the B-gauge cell and particle removal from the A-gauge cell. These additional moves were not implemented in the examples presented in this work. The displacement step in the sample cell is identical to that in CE: the trial move is accepted with the probability
where ⌬E is the change of the configuration energy upon displacement. The trial insertion into the sample cell from the gauge cell is accepted with the probability p ins = min͕1,exp͓− ⌬E/kT + ln͑V A͉B ͑g͒ ͑N A͉B + 1͒/VN A͉B ͑g͒ ͔͖͒,
͑13͒
and the trial removal from the sample cell into the gauge cell is accepted with the probability
͑14͒
The acceptance probabilities ͓Eqs. ͑12͒-͑14͔͒ provide the fulfillment of the MCE particle distribution between the main and gauge cells,
The number of insertion and removal attempts must be equal for each component. In this work, one insertion and one removal steps were attempted per each trial displacement.
III. BINARY MIXTURE OF SUBCRITICAL AND SUPERCRITICAL COMPONENTS, MDGC METHOD
For bulk homogeneous fluids, the MDGC technique has the same applications, as the Widom insertion method: calculation of chemical potentials at fixed densities and compositions, but somewhat better efficiency. 2 We tested the MDGC method against the literature data of Wilson and Lee 17 on a binary LJ mixture of subcritical and supercritical components. The components represented methane and pentane at T = 444.26 K and P = 6.87 MPa. At these conditions, pure pentane is a liquid ͑T c ͑A͒ = 469.7 K͒ and pure methane is a supercritical fluid ͑T c ͑B͒ = 190 K͒. ͑From now on, we shall use A index for LJ pentane and B index for LJ methane.͒ Vapor-liquid equilibrium in the pentane-methane mixture at this condition corresponds to methane molar fractions of x B ͑vap͒ = 0.3364 and x B ͑liq͒ = 0.2569. 17 LJ parameters of A = 0.5282 nm and A / k = 350 K and B = 0.374 nm and B / k = 190 K were used for pentane and methane, respectively. These parameters were fitted to experimental data for pure systems. 17 Because pentane is by no means a LJ fluid, the LJ model with fixed energetic parameters does not reproduce the experimental binary vapor-liquid phase diagram: at a given temperature, pressure, and the liquid composition ͑x A , x B ͒, the composition of the equilibrium vapor ͑y A , y B ͒ deviates from the experimental value. In order to achieve a good agreement with the experiment, Wilson Table I . The simulation system contained from 570 to 670 LJ particles. The length of each simulation was 1 ϫ 10 8 steps ͑including insertions, destruction, and displacements͒, first 3 ϫ 10 7 steps were discarded. During the equilibration, the sizes of the gauge cells were automatically adjusted to accommodate 30 particles each in average, and the maximum displacement distance was adjusted to keep the acceptance ratio between 40% and 60%.
In such large system, it is safe to employ the MDGC method and calculate the chemical potentials A/B from the mean densities in the gauge cells, Eq. ͑11͒. For each composition x, we determined the excess chemical potentials ex = − RT ln͑⌳ 3 ͒ for both components. The results shown in Fig. 2 224103
IV. BINARY LJ MIXTURE IN AN EXTREME CONFINEMENT, IGGC METHOD
Let us consider sorption of a binary LJ mixture in an extremely narrow spherical pore of two molecular diameters in radius which corresponds to internal diameter D in = D − sf of 1.17 nm. This confinement was used in our earlier work 2 as a case study example for the single component IGGC method. The LJ parameters of both components ͑ / k = 101.5 K, = 0.3615 nm, r cutoff =5͒ were equal. This LJ fluid effectively models nitrogen at 77.4 K. 19 The adjustable energy parameter ␦ AB was set to Ϫ0.25, so the interaction between the unlike particles was 25% weaker than those between two identical particles. The solid wall was modeled as a uniform layer of "smeared out" LJ atoms which produces the solid-fluid potential In Eq. ͑16͒, r is the radial coordinate of the fluid particle reckoned from the pore center, R is the pore radius, s is the surface number density of the adsorption centers, and sf and sf are the effective LJ parameters of the intermolecular solid-fluid interaction. At infinite r the potential ͑16͒ reduces to the 10-4 potential for a planar surface of LJ particles. 20 We employed the LJ parameters of the potential sf = 0.3494 nm and sf / k = 53.22 K and s = 15.3 nm −2 for component A. These parameters were found from the best fit of the calculated nitrogen adsorption isotherm on the flat surface to the experimental isotherm on nonporous silica. 21, 22 We tried two sets of solid-fluid parameters for component B: system 1 with B ͑sf͒ / k = 39.9 K ͑component B interacts with the wall 25% weaker than for component A͒ and system 2 with B ͑sf͒ / k = 47.9 ͑component B interacts with the wall 10% weaker than for component A͒. The temperature was kT / ff = 0.762, which corresponds to the nitrogen normal boiling temperature of 77.4 K. The solid-fluid potentials are given in Fig. 3 . The pore under consideration can accommodate at most 16 particles. In such small system the IGGC method is required for better accuracy. In our simulations, the gauge volumes were automatically adjusted during the equilibration period so that N A ͑g͒ = N B ͑g͒ = 6 In Fig. 4͑a͒, we Figure 4͑b͒ shows the chemical potential of component A as a 2D function of loadings N A and N B calculated from the probability data presented in Fig. 4͑a͒ . The statistical errors are smallest close to the most probable configuration and become very high toward the periphery of the distribution, since these configurations are observed insufficiently frequently. To build a complete isotherm for such a small system with precision of one particle, one has to perform several overlapping simulations by varying the total number of particles in the simulation system. The resulting adsorption isotherms composed from the data points ob- ͑Color online͒ Solid-fluid potential for the particles of both components in the narrow spherical pore. In system 1, the contrast between sorption potentials for the two components is very large ͑25%͒, which equals to 2 FF for a particle located near the wall. In system 2, the contrast is smaller ͑10%͒.
Note that Eq. ͑17͒ holds for any IGGC simulation disregarding the total number of particles N A ͑⌺͒ and N B ͑⌺͒ employed;
however the reliable estimates can be made from simulations with small number of particles when probably all particles that congregate in the gauge cells are sufficiently large. The first points on the isotherms N B ͑ B ,3͒ and N B ͑ B ,6͒ at N B = 0 correspond to the works of insertion of particle B in the pore containing, respectively, three and six particles of component A. They are defined as B + ͑0,3͒ and B + ͑0,6͒. In such an extreme confinement, sorption is governed by an interplay of the solid-fluid interactions and the steric effects. The more strongly adsorbing component A wins the competition for the pore space at the same chemical potentials, especially at lower sf for B. At higher loadings, the chemical potential is mainly determined by the total number of particles located in the pore rather than by composition, as steric effects prevail over the fluid-fluid energy dependence on the composition ͓Fig. 4͑b͔͒. However, the role of fluidfluid interactions remains substantial. For example, in the case of pure component B ͑N A =0͒, the chemical potential is almost equal for N B = 10, 11, and 12, so the isotherm N B ͑ B ,0͒ exhibits a step ͓Fig. 4͑c͔͒. This effect was described in Ref. 2 as a transition from disordered ten particle configurations to ordered 12 particle configurations, in which particles form a compact shell at the wall with a near-perfect fivefold symmetry. Since the unlike fluid-fluid interactions are unfavorable, such close-packed configurations, composed of equal numbers of particles of components A and, B experience a visible segregation shown in Fig. 4͑d͒ . Integration of the isotherms given in Fig. 4͑c͒ gives the free energies of different configurations and can be used for analyses of stability of the states of total equal and different compositions. If we look for instance at the three states with 12 particles on the isotherms given in Fig. 4͑c͒, ͑N A =0,N =3,N B =9͒, and ͑N A = N B =6͒, the highest chemical potential of component B corresponds to the symmetric segregated state.
In confinements so narrow, CE isotherms are distinct from GCE isotherms. However, GCE isotherm can be reconstructed from the CE isotherm that provides an additional test of the consistency of simulations performed in different ensembles. The probability to observe ͑N A , N B ͒ composition in GCE at given chemical potentials ͑ A , B ͒ is determined by the Helmholtz free energy F, which can be calculated from the CE isotherm as The comparison of the GCE isotherms recalculated from the data obtained with the IGGC method with the GCMC results is shown in Fig. 5 . We calculated the GCE adsorption isotherms from the bulk fluid of constant composition x B = 0.9 by varying the bulk pressure from a very low pressure of about 10 −5 -10 atm for systems 1 and 2 with weaker and stronger solid-fluid attraction of component B. The GCE adsorption isotherms of components A and B are given in Fig. 5͑a͒ , and the selectivity to component B S i = ͑1− y B ͒x B / ͑1−x B ͒y B ͑in this equation, x B is the molar fraction of component B in the pore, y B is its fraction in the equilibrium vapor͒ is given in Fig. 5͑b͒ . The adsorption behaviors in systems 1 and 2 are qualitatively different: selectivity increases with pressure in system 1 and decreases in system 2. In system 1, the minimum of the solid-fluid potential for component A is 4kT lower than for the component B, and the pore is strongly selective to component A. The density of component A in the pore is much larger than that of component B despite that B prevails in the bulk. As the pressure builds up and fluid-fluid interactions become more important, selectivity to B even decreases ͑and selectivity to component B, respectively, increases͒ because the interactions between the particles of different components are unfavorable. In system 2, the prevalence of component B in the bulk mixture does not outweigh the difference in the solidfluid energy also; however, being close to 0.1 at low pressures, S B slowly increases as the pressure builds up.
As seen from Fig. 5 , the GCE isotherms reconstructed from the CE isotherms obtained in the IGGC method excellently coincide with the GCMC isotherm. Although the statistical fluctuations are much stronger for the reconstructed isotherms, an overall agreement for both the partial densities and selectivity is satisfactory.
V. DISCUSSION AND CONCLUSION
We extended the gauge cell MC simulation method to multicomponent systems and tested it against the literature data and the results of other well-established simulation techniques. The proposed method can be summarized as follows. The system of interest is simulated in a sample cell that is p , atm
Adsorption from the bulk binary mixture of fixed composition x B = 0.9: ͑a͒ partial adsorption isotherms ͑b͒ and selectivity to component B as functions of the bulk pressure. For both systems 1 and 2, the isotherms obtained in direct GCMC simulations agree well with the isotherms reconstructed via Eqs. ͑18͒-͑20͒ from the CE isotherms obtained using the binary IGGC method.
scheme allows one to ͑1͒ obtain CE chemical potentials of all components in the system and ͑2͒ control concentration fluctuations for each component that is required for simulations of metastable and labile states. We developed two versions of the multicomponent gauge cell method: the ideal gas gauge ͑IGGC͒ method and the mean density ͑MDGC͒ method. The IGGC method is based on a rigorous statisticalmechanical treatment of the sample system in the mesocanonical ensemble. In IGGC method, the chemical potentials are calculated from the histograms of probabilities of equilibrium particle distribution between the sample and gauge cells. This method allows one to determine the chemical potential with the precision of one molecule that has an advantage for modeling confined systems comprised of small number of particles. A shortcoming of the IGGC method is the necessity to calculate multidimensional probability histograms that may become inefficient and impractical in relatively large multicomponent systems. The MDGC method represents a simplified version, where the chemical potentials are calculated from the average densities in the respective gauge cells. This technique is designed for relatively large systems, where the free energy may be considered as a continuous function of the number of particles. We tested the proposed method against the literature data and the results of other well-established techniques. The MDGC method was applied to study the vapor-liquid equilibrium in a binary mixture of subcritical pentane and supercritical methane modeled as LJ fluids with adjustable energetic parameters according to the prescription of Wilson and Lee. 17 The results obtained agree with those presented in Ref. 17 . The IGGC method was applied to study the equilibrium distribution in a binary mixture of LJ particles adsorbed within a spherical pore that can accommodate at most 16 particles. The IGGC simulation results were found consistent with the results of the GCMC 24 and Widom insertion methods. The IGGC is most efficient for dense inhomogeneous mixtures exhibiting segregation of components when the Widom method is impractical.
As of now, free energies of multicomponent systems as well as the phase equilibria were studied using Widom insertion technique, 25, 26 thermodynamic integration of GCMC adsorption isotherms 27 and Gibbs-Duhem integration, [28] [29] [30] [31] [32] GEMC ͑e.g., Refs. 33-36͒, umbrella sampling, [37] [38] [39] histogram reweighting, [40] [41] [42] [43] [44] and, recently, Wang-Landau technique. [45] [46] [47] Popular approaches to polymer solutions include the osmotic ensemble, 48 where the number of polymeric molecules is fixed ͑for their insertions and removals being extremely inefficient͒, while small molecules are considered at fixed chemical potentials and may be exchanged between the main system and an infinite bulk reservoir, as in GCMC, and the volume fluctuates at a fixed pressure. Another approach to the simulations of polymeric mixtures involves pseudoensembles, where the grand canonical conditions are emulated using volume change MC steps. 48 Each of these techniques has certain pros and cons ͑see, e.g., Ref.
49͒. We see the main advantage of our method in possibility to control the density fluctuations separately for each component, which makes the gauge cell method especially suitable for the simulations of thermodynamically metastable and labile systems, which are often inaccessible in the grand canonical and osmotic ensembles. Since there are no restrictions on the gauge cell sizes, the method enables "hybrid" simulations, where one component is kept at constant chemical potential ͑which may be achieved using an unlimited gauge cell for this component͒, while the loadings of other components fluctuate within controlled margins. The gauge cell method also holds a certain advantage over the umbrella sampling, histogram reweighting, and multicanonical 50, 51 schemes since it samples a trajectory of configurations, which are stabilized at certain conditions. By controlling the density fluctuations, the method enables the focused sampling of configurations around a certain labile state, such as a nucleus, that leads to a desired statistics of the transient states, which are rarely observed in the unconstrained sampling. This is specifically important in studies of multicomponent nucleation. An example of application of the gauge cell method for multicomponent nucleation will be published elsewhere. It is worth noting that the proposed method with various hybrid simulation setups can be used for measuring the solubilities of chemicals in complex systems when the "system" is treated at the canonical or grand canonical conditions and the dissolved species-at the mesocanonical conditions, which restrict their density fluctuations according to the volumes of the respective gauge cells.
