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Computer vision semakin berkembang dengan adanya metode deep learning. 
Mensintesis tekstur gambar untuk dimasukkan kedalam gambar lain merupakan 
pekerjaan yang sulit, sehingga perlu metode Neural Transfer Style. Penelitian ini 
meneliti cara kerja Neural Transfer Style dan mengimplementasikannya pada 
aplikasi mobile. Penelitian ini menggunakan metode Convolutional Neural Network 
dalam mengidentifikasi fitur/konten pada suatu gambar dengan menggunakan 
intermediate layer pada arsitektur VGG19. Style pada gambar tidak dapat 
diekstraksi dengan baik menggunakan intermediate layer, tapi dengan mencari 
korelasi fitur yang didapat dengan menggunakan metode gram matriks. Model 
berperan sebagai hasil ekstraksi konten dan style. Hasil ektraksi lalu 
diimplementasikan style transfer algoritma dengan menghitung loss dari konten dan 
style pada gambar dengan model, lalu ditrain. Hasil train akan dievaluasi untuk 
menghasilkan train step yang lebih baik. Hasil train step tersebut lalu 
diimpelentasikan pada aplikasi mobile dengan dibuat sebagai webservice yang 
nantinya akan dikonsumsi oleh aplikasi mobile. Pemilihan weight untuk total 
variation, konten, dan style sangat berpengaruh terhadap hasil gambar. 
Kata Kunci: Neural Style Transfer, VGG19, Deep Learning, Convolution Neural 
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BAB I. PENDAHULUAN 
 
1.1. Latar Belakang 
Computer vision semakin berkembang pesat, hal ini dibuktikan dengan 
munculnya metode dan algoritma baru dalam mengolah suatu gambar atau video 
[1]. Perkembangan teknologi ini dapat dilihat dengan munculnya metode artificial 
neural network yang mengikuti cara kerja neuron dalam otak manusia dalam 
menangani presepsi visual seperti Covolutional Neural Network. Munculnya 
metode CNN merubah cara kerja bidang computer vision dalam mengelolah 
gambar. Metode CNN memudahkan komputer dalam mengerti atau memahami 
suatu gambar. 
 
Deep Learning merupakan teknik dalam penggunaan Neural Network yang 
menggunakan teknik tertentu untuk mengurangi waktu, meningkatkan akurasi, dan 
kualitas dari output yang dihasilkan[2]. Salah satu metode Deep Learning yang 
menggunakan CNN adalah Neural Style Transfer. Menggunakan metode Neural 
Style Transfer mensintesis tekstur dari satu gambar ke gambar yang lain menjadi 
mungkin[3]. Neural Style Transfer dapat memasukkan style suatu lukisan/gambar 
ke dalam suatu foto/gambar/video[4]. 
 
Perkembangan teknologi yang semakin pesat memungkinkan penerapan 
Neural Transfer Style pada perangkat smartphone. Perangkat smartphone 
digunakan agar aplikasi ini mudah untuk diakses dan nyaman untuk digunakan. 
Penelitian ini menggunakan bahasa pemrograman python dengan framework 
tensorflow sebagai backend yang akan menjalankan metode Neural Transfer Style. 
Aplikasi mobile menggunakan bahasa pemrograman java, sebagai frontend atau 





1.2. Rumusan Masalah 
Berdasarkan latar belakang, masalah yang akan dihadapi adalah sebagai berkut: 
1. Bagaimana menggabungkan pola dua gambar dengan metode Neural 
Style Transfer? 
2. Bagaimana membangun aplikasi mobile yang dapat menerapkan metode 
Neural Style Transfer? 
 
1.3. Batasan Masalah 
Penelitian ini memiliki pembatas masalah sebagai berikut: 
1. Ukuran gambar yang digunakan dibatasi maksimal 512 pixel. 
 
1.4. Tujuan Penelitian 
Penelitian ini bertujuan: 
1. Menggabungkan pola dua gambar dengan metode Neural Style 
Transfer. 
2. Membangun aplikasi mobile yang dapat menerapkan metode Neural 
Style Transfer. 
 
1.5. Metode Penelitian 
Metode penelitian yang digunakan dalam penelitian ini seperti berikut: 
1. Studi Literatur 
Metodologi studi literatur digunakan untuk menemukan penelitian-
penelitian yang pernah dilakukan sebelumnya oleh pihak lain yang 
memiliki topik serupa atau berhubungan dengan topik penulis dan 
untuk mengetahui ilmu-ilmu yang berkaitan dengan topik penulis. 
Literatur yang digunakan oleh penulis dalam mendukung penelitian ini 
adalah tesis, artikel, jurnal, dan halaman web yang dapat dipercaya. 
Literatur tersebut didapat secara legal dari situs jurnal, artikel, dan tesis 
yang berskala nasional maupun internasional yang sifatnya terbuka. 
2. Analisis 
Penulis menganalisis kebutuhan perangkat lunak yang dibutuhkan 
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untuk membuat program. Pertama-tama penulis menganalisis 
penelitian yang menjadi bahan literatur. Hal yang dianalisis mencakup 
perangkat keras yang digunakan, bahasa pemrograman yang digunakan 
dan library pendukungnya, teori-teori yang digunakan, database dan 
relasinya, antarmuka, serta proses yang terjadi didalam perangkat 
lunak. 
3. Perancangan Perangkat Lunak 
Pada tahap ini penulis merancang perangkat lunak berdasarkan hasil 
kajian yang dilakukan ditahap analisis. Tahap ini digunakan untuk 
mendapatkan deskripsi antarmuka, fungsional, serta proses bisnis yang 
akan digunakan dalam penelitian. 
4. Implementasi Perangkat Lunak 
Penulis akan mengimplementasikan hasil rancangan dan analisis 
perangkat lunak. Penulis menggunakan bahasa pemrograman python 
untuk memporses gambar, membuat model, dan menggabungkan pola 
gambar yang satu kegambar yang lain. Membuat aplikasi mobile 
dengan bahasa pemrograman java untuk memilih gambar dan 
menampilkan hasil pemrosesan pada gambar. 
5. Pengujian Perangkat Lunak 
Tahap pengujian dilakukan setelah tahap analisis, perancangan, dan 
implementasi perangkat lunak selesai dilakukan. Pada tahap pengujian, 
penulis menguji program yang sudah dibangun untuk memastikan 
bahwa program sesuai dengan hasil analisis yang dilakukan. Metode 
yang digunakan dalam pengujian menggunakan black box. Pengujian 
terus berlangsung selama program tidak berjalan sesuai yang 
diharapkan dan akan berhenti ketika program yang digunakan sesuai 




1.6. Sistematika Penulisan 
Laporan ini ditulis dengan sistematika: 
BAB I : PENDAHULUAN 
Bab pertama berisi latar belakang dari penelitian, rumusan masalah yang 
ada dalam penelitian, batasan masalah yang dialami dalam penelitian, tujuan 
dari penelitian, metode penelitian yang digunakan dalam penelitian, dan 
sistematika penulisan yang dibuat. 
BAB II : TINJAUAN PUSTKA 
Bab kedua berisi penjelasan dan hasil dari penelitian-penelitian yang telah 
dilakukan sebelumnya oleh peneliti-peneliti lain dan akan digunakan sebagai 
dasar untuk memecahkan masalah dari penelitian ini. 
BAB III : LANDASAN TEORI 
Bab ketiga berisi dasar-dasar teori yang akan digunakan dalam penelitian 
ini. 
BAB IV : METEDOLOGI PENELITIAN 
Bab keempat berisi tentang masalah yang akan diteliti, data testing yang 
akan digunakan, analisis data, preprocessing data, pengembangan model, 
evaluasi dan pelatihan model, serta pengujian model. 
BAB V : IMPLEMENTASI MODEL DAN PENGUJIAN SISTEM 
Bab kelima berisi tentang implementasi model, implementasi model ke 
sistem, serta pengujian sistem. 
BAB VI : PENUTUP 





BAB II. TINJAUAN PUSTAKA 
 
 Bagian ini akan menjelaskan dan menganalisa beberapa paper yang sudah 
dilakukan sebelumnya oleh pihak lain dalam meneliti ekstraksi style dan konten 
gambar dengan menggunakan Neural Style Transfer.  Paper yang digunakan 
penulis dalam melakukan analisi menggunakan bahasa inggris. Paper ini akan 
digunakan penulis sebagai dasar dalam pembuatan program Neural Style 
Transfer dan akan mempelajari kesamaan dari program-program yang akan 
dibuat. 
  Neural style transfer merupakan teknik yang memungkinkan untuk 
menyalin style dari suatu gambar dan menerapkannya kedalam konten gambar 
yang akan menghasilkan gambar yang bervariasi dan menarik[5]. Tujuan dari 
penggunakan Neural style transfer pada paper ini untuk mempelajari konsep 
dan abstrak dari “bagaimana komputer dapat mengenal kreativitas”[5]. Paper 
milik Kapur [5] menganalisis algoritma neural style transfer dalam 
pengimplementasiannya. Neural style transfer menggunakan representasi 
neural untuk memisahkan dan mengkombinasikan konten dan style dari gambar 
arbitrary.  Kesimpulan yang didapat dari paper Kapur [5] bahwa dengan 
menggunakan algoritma yang benar komputer dapat memahami gambar sama 
seperti cara manusia memahami sebuah gambar. Neural network membuat 
pengenalan pola pada gambar tersebut menjadi lebih baik. Berdasarkan survei 
yang terdapat pada paper ini, lebih dari 60% partisipan menganggap bahwa 
gambar yang dihasilkan oleh komputer dalam mengabungkan pola, diciptakan 
oleh manusia dan bukan oleh mesin. 
 Paper Gatys [3] membahasa tentang penggunaan neural a algorithm of 
artistic style dalam mengenali pola dengan menggunakan Convolution Neural 
Network untuk mengoptimalkan pengenalan objek gambar. Algoritma neural a 
algorithm of artistic style dapat memisahkan konten dan style gambar alami dan 
menghasilkan gambar baru dengan menggabungkan pola kedua gambar 
tersebut. Paper Gatys [3] mencoba untuk menggabungkan style antara gambar 
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arbitrary dengan resolusi 512 x 512 pixel dengan lama waktu pengerjaan hingga 
satu jam dengan menggunakan Nvidia K40 GPU. Masalah yang dihadapai pada 
paper ini adalah ketika gambar yang digunakan adalah gambar fotografi dan 
fotorealisme dengan low-level noise. Paper Gatys [3] menjelaskan bahwa 
memisahkan konten pada gambar tidak selalu menjadi pilihan yang baik, karena 
sangat sulit dalam mendefinisikan gaya pada suatu gambar. Mustahil komputer 
dapat membuat gambar dengan gaya van Gogh’s “Starry Night” tanpa memiliki 
struktur gambar yang memilik gaya bintang-bintang tersebut. Komputer tidak 
dapat menciptakan polanya sendiri tanpa ada gambar yang menjadi refrensi. 
Gatys et al [3] menemukan hal yang menarik dalam penelitian mereka. 
pembelajaran mandiri oleh neural network membuat penelitian ini dapat 
mengindentifikasi gambar dengan lebih baik sehingga, aplikasi yang mereka 
buat dapat dicoba untuk segala variasi gambar. 
 
Gambar 2.1 Hasil dari percobaan yang dilakukan Gatys [3] 
 Paper Selim [6] meneliti tentang teknik transfer lukisan potret wajah. Pada 
penelitian ini inputan yang diterima adalah gambar wajah dan gambar lukisan. 
Penelitian menggunakan Convolution Neural Network dalam mengindentifikasi 
gambar, khususnya bentuk wajah pada suatu gambar. Paper Selim [6] pada 
penelitiannya menggunakna fotografi yang sudah disediakan oleh penulis lain 
dan penelitan ini menggunakan 108 lukisan yang berbeda dari berbagai 
seniman. Algoritma yang digunakan mengacu pada algoritma yang digunakan 
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pada paper Gatys[3] dan algoritma yang sama yang sudah dikembangkan. 
Iterasi dilakukan sebanyak 1000 kali dengan menggunakan ukuran gambar 450 
x 450 pixel. Algoritma yang dipakai sudah dimodifikasi sendiri oleh penulis 
sehingga hasil yang didapat lebih baik dalam menangkap tekstur dari gaya 
lukisan. Algoritma teresbut dapat mengenali wajah dengan berbagai gerakan 
wajah seperti menghadap kekamera, wajah agak kesamping kiri, dan gerakan 
wajah yang lainnya. 
 
Gambar 2.2 Hasil dari percobaan yang dilakukan Selim[6] 
 Pada paper Li [7], memperbaiki kekurangan yang dimiliki oleh paper 
Gatys [3] yaitu tidak menjelaskan mengapa matriks Gram dapat mewakili style, 
sehingga penulis mengusungkan interpretasi baru dengan memperlakukan 
neural transfer style sebagai masalah adaptasi domain. Penulis menunjukkan 
bahwa mencocokkan matriks Gram dari peta fitur digunakan untuk 
meminimalkan Maximum Mean Discrepancy (MMD) dengan polinomial orde 
kedua. Kesimpulan yang didapat pada paper Li [7] adalah bahwa mencocokkan 
matrik Gram setara dengan proses Maximum Mean Discrepancy (MMD) 
tertentu. Dengan begitu style dalam neural transfer style secara interinsik 
diwakili oleh distribusi deaktivasi dalam CNN. Hasil percobaan pada berbagai 
metode neural transfer style didapatkan kesimpulan bahwa metode ini pada 
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BAB VI. PENUTUP 
 
6.1.Kesimpulan 
Menggabungkan pola gambar yang satu kegambar yang lain itu 
memungkinkan dengan menggunakan metode neural transfer style. Perlu untuk 
mengetahui konten dan style pada masing-masing gambar dengan intermediate 
layer, pemilihan layer berpengaruh terhadap kemampuan program untuk 
merepresentasikan konten dan style pada gambar yang akan diuji. Style pada 
intermediate layer memiliki kekurangan dalam mengenali style sehingga 
digunakan matriks gram untuk mencari korelasi antar feature map sehingga 
style dari gambar tersebut dapat diinterpretasikan lebih baik. Model yang 
digunakan bertindak sebagai ekstraksi konten dan style dari gambar, 
menyimpan nilai konten dan style. Pada tahap pelatihan perlu untuk memilih 
total variant yang benar serta total loss konten dan style yang sesuai, karena 
untuk setiap gambar memiliki total variant weight serta loss konten dan style 
weight yang berbeda-beda, untuk menghasilkan hasil neural transfer style yang 
terbaik. Metode ini diterapkan pada apllikasi mobile dengan menggunakan 




Terdapat beberapa hal yang bisa dilakukan untuk mengembangkan model 
menjadi lebih baik lagi: 
1. Menggunakan model VGGFace dalam melakukan neural transfer style 
pada gambar wajah, agar hasilnya untuk gambar wajah lebih baik. 
2. Menggunakan optimizer algoritma Adam yang sudah dikembangkan 
seperti Nadam. 
3. Mencari total variation weight, konten loss, style loss, serta intermediate 
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