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seasonal variation of CO emissions. The model also captures the spatial and seasonal variation in formaldehyde tropospheric columns as observed by SCIAMACHY. Positive model biases over the Amazon and eastern United States point to uncertainties in the isoprene emissions as well as its chemical breakdown.
Simulated tropospheric nitrogen dioxide columns correspond well to observations from the Ozone Monitoring Instrument in terms of its seasonal and spatial variability (with a global spatial correlation coefficient of 0.89), but TM5 fields are lower by 25-40%. This is consistent with earlier studies pointing to a high bias of 0-30% in the OMI retrievals, but uncertainties in the emission inventories have probably also contributed to the discrepancy.
TM5 tropospheric nitrogen dioxide profiles are in good agreement (within ∼ 0.1 ppbv) with in situ aircraft observations from the INTEX-B campaign over (the Gulf of) Mexico.
The model reproduces the spatial and seasonal variation in background surface ozone concentrations and tropospheric ozone profiles from the World Ozone and Ultraviolet Radiation Data Centre to within 10 ppbv, but at several tropical stations the model tends to underestimate ozone in the free troposphere.
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Introduction
To assess the impacts and potential consequences of emissions and a changing climate on the composition of the atmosphere requires the development of detailed large-scale computer models. TM5 (Tracer Model, version 5 ) is one such tool, being a three-dimensional global atmospheric chemistry transport model with an option for two-way nested zooming in the horizontal domain . This advanced tool has the ability to simulate the composition of the atmosphere from a global scale down to regional scales with a resolution of 0.5 • × 0.25 • (longitude × latitude). The TM5 model evolved from the original TM2 model (Heimann et al., 1988) , TM3 (Houweling et al., 1998; Dentener et al., 2003) and TM4 (Williams et al., 2009a) model. Some elements of the original concepts and parameterizations are still found in the current TM5 model.
The TM5 model framework is applied for inversion studies (e.g. Meirink et al., 2008; Krol et al., 2008; Peters et al., 2009; Bergamaschi et al., 2009) , aerosol modeling (de Meij et al., 2006; Vignati et al., 2010) , stratospheric chemistry modeling (e.g. Van den Broek et al., 2003) , ozone profile assimilation (e.g. De Laat et al., 2007 , and chemical weather and climate simulations, where TM5 is coupled to a meteorological model such as the Integrated Forecasting System (IFS) (Flemming et al., 2009 ) and applied in the Earth System model EC-Earth (Hazeleger et al., 2010) . The tropospheric chemistry version of TM5 has recently participated in the ACCENT (Atmospheric Composition Change, the European Network of Excellence) model intercomparison project (e.g. Dentener et al., 2006a ; and references therein), the GEMS (Global and regional Earth-system (atmosphere) Monitoring using Satellite and in-situ data) project (Ordóñez et al., 2010; Huijnen et al., 2010) , the Transcom Continuous model intercomparison project (Law et al., 2008 ) and a study conducted by the Task Force on Hemispheric Transport of Air Pollution (TF HTAP; Fiore et al., 2009) .
All applications of TM5 share at least the methods for the model discretization, the operator splitting , the treatment of the meteorological fields, and the mass conserving tracer transport . The model is written in the Fortran 90 programming language, where parallelization is implemented based on a combination of MPI and OpenMP. As is shown in the overview above, the TM5 user community, diversity of applications, affiliations of authors and consequently also the amount of model permutations and improvements have substantially increased. Therefore, it is important to provide a comprehensive overview of a benchmark version, and corresponding results, to provide the framework upon which future improvements can take place. The focus of this paper is on the evaluation of the photochemistry of the global troposphere of the benchmark version, which is named .0. This model version is archived in a web accessible version control system release 3304 and is in use in the GEMS, MACC (Monitoring Atmospheric Composition and Climate), GEOMON (Global Earth Observation and Monitoring) and EC-Earth projects. We evaluate the major components of importance for describing background tropospheric photochemical processes in the boundary layer and free troposphere: ozone (O 3 ) and related tracers like nitrogen oxides (NO x ), carbon monoxide (CO), methane (CH 4 ), and non-methane volatile organic compounds (NMVOC). As indicated above, other TM5 versions focus on different science issues, e.g. aerosol chemistry, or inversions of CO 2 and CH 4 . Providing benchmark evaluation for these versions is beyond the scope of this paper.
In Sect. 2 we give an overview of the general setup of TM5 and describe the horizontal and vertical grids employed, the meteorology used to drive the model, the operator splitting, and the advection scheme and physical parameterizations used for convective transport and vertical mixing. In Sect. 3 we describe the gas-phase reaction scheme, the photolysis parameterization, the heterogeneous reactions included, the chemical solver, the description of aerosol processes, and the representation of the stratosphere. In Sect. 4 an overview of dry and wet deposition parameterizations and emission inventories is provided. In Sect. 5 we evaluate the performance of the model using a simulation for the year 2006, and show that the model has the ability to reproduce the large-scale variability in both space and time. Evaluation metrics and TM5 results from the ACCENT model intercomparison are used to quantify recent model improvements. For selected topics, a detailed description is left for Appendices A (methyl chloroform) and B (surface ozone).
General model setup

Grid and zoom regions
TM5 allows a two-way nesting of regions as described in Krol et al. (2005) . A grid configuration using zoom regions may consist of a global domain of 6 • × 4 • or 3 • × 2 • , an intermediate zoom region with higher resolution, and a target zoom region of for instance 1 • × 1 • or 0.5 • × 0.25 • , which is embedded in the intermediate domain (e.g. van Loon et al., 2007 ; Aan den Brugh et al., 2010) .
The standard resolution of the TM5-chem-v3.0 model in this benchmark study is 3 • × 2 • . In the polar regions (> 80 • N/S) the number of grid cells in the longitudinal direction is gradually reduced towards the poles to avoid violation Geosci. Model Dev., 3, 2010 www.geosci-model-dev.net/3/445/2010/ of Courant-Friedrichs-Lewy (CFL) criteria .
In the vertical domain a subset of levels are chosen out of either the standard 60 (ERA-Interim reanalysis) or 91 hybrid sigma-pressure levels (operational data since ECMWF cycle 30r1) of the forecast and reanalysis model of the European Centre for Medium-Range Weather Forecasts (ECMWF). The vertical distribution is chosen such that it covers the full domain of the ECMWF model, i.e. including the middle atmosphere, while having especially good vertical resolution in the planetary boundary layer and in the tropopause region to resolve possibly steep tracer gradients. The model typically uses 34 vertical layers, where the model top is set at 0.1 hPa.
Meteorology
The meteorological fields used to drive the model are derived from the ECMWF operational forecast data (stored at T319, which corresponds to a horizontal grid resolution of ∼ 0.56 • ) or from the ERA-Interim reanalysis (at T255, which corresponds to ∼ 0.7 • ). Normally the data is preprocessed onto a global 1 • × 1 • grid . Mass fluxes are computed as described in Segers et al. (2002) . Most meteorological data is preprocessed and stored on a three-hourly frequency, where either the time averaged or hourly interpolated data are used. For simulations at a higher spatial resolution (e.g. 0.5 • ×0.25 • ), either the 1 • ×1 • data interpolated to the higher resolution can be used, or dedicated regional meteorological fields can be created based on high-resolution ECMWF data, as done in this study. Table 1 lists the variables that are required by TM5, including the standard time interpolation.
Operator splitting and time stepping
TM5 adopts an operator splitting algorithm in the time stepping procedure. It consists of the following operations: advection in the horizontal (X,Y) and vertical (Z) directions, vertical mixing (V), chemistry (C), and sources/sinks (S). In the global domain the order of the operations during a base time step t is given in Schematic (1) below:
Each operation is performed twice in a symmetrical order, thus all individual operations are performed for a time step of t/2. For simulations where zooming is applied, communication to the zoom regions is performed before the first and after the second sequence of operations, i.e. at the start and end of the sequence shown in Schematic (1). The mathematical foundations of the mass-conserving advection scheme used in the zoom algorithm, including transport to and from the zoom regions, is described in Berkvens et al. (1999) . The nesting algorithm applies communication in two directions between a parent region and its child region of a higher resolution i.e. the parent provides boundary conditions to its In the standard spatial resolution of 3 • × 2 • the base time step t is one hour, resulting in a time step of t/2 = 0.5 h for all individual operations. Additionally the time step is dynamically reduced in case the CFL stability criterion for tracer advection is not fulfilled . The time steps within each sub-process can be adapted independently, if required to improve stability and accuracy. For instance, solution of the chemical differential equations is performed using a standard time step of 0.25 h.
Except for the advection steps (XYZ), some parameterizations that, strictly speaking, belong to specific operations are applied elsewhere in the sequence:
(V) The vertical mixing includes a parameterization of sub-grid scale mixing by deep convection and vertical diffusion. Also scavenging due to convective precipitation is applied here, integrated in the convection routine.
www.geosci-model-dev.net/3/445/2010/ Geosci. Model Dev., 3, 445-473, 2010 (S) The sources/sinks operator includes the application of emissions and stratospheric boundary conditions, as well as the wet removal due to large-scale precipitation.
(C) The chemistry step contains the application of the chemistry and photolysis schemes, the application of dry deposition and nitric oxide (NO) emissions, which are integral parts of the chemical solver. NO emissions are coupled to the chemistry because of the numerical stiffness of the NO-NO 2 -O 3 photostationary state and their fast interaction. For a description of these individual sub-processes the reader is referred to the sections below.
Tracer transport
The standard advection algorithm in TM5 is based on the slopes scheme developed by Russell and Lerner (1981) . The model also has the option of using the second-order moments scheme (Prather, 1986) , but this has not been used in the evaluation presented in this paper. The second-order moments scheme has recently been shown to improve the transport in the upper troposphere and lower stratosphere (UTLS) when applied in TM5 (Bönisch et al., 2008) , but at increased computational expense. Both deep and shallow cumulus convection is evaluated according to the Tiedtke scheme (1989) . In the free troposphere vertical diffusion is computed based on wind shear and static stability following Louis (1979) , while in the planetary boundary layer vertical diffusion is parameterized based on the revised LTG (Louis, Tiedtke and Geleyn) scheme of Holtslag and Boville (1993) . The scheme explicitly accounts for stable conditions in the surface layer using Monin-Obukhov similarity theory. The diurnal variation of the boundary layer height is determined following Vogelezang and Holtslag (1996) from 3-hourly ECMWF surface latent and sensible heat fluxes in combination with temperature and humidity vertical profiles. The performance of this combination of parameterizations has been evaluated by Peters et al. (2004) using sulphur hexafluoride (SF 6 ) simulations.
Tropospheric chemistry
Gas-phase reaction scheme
The chemical mechanism is an updated version of the modified Carbon Bond Mechanism 4 (CBM4) scheme described in Houweling et al. (1998) , which is based on the CBM4 mechanism of Gery et al. (1989) . The CBM4 scheme adopts a lumping approach for organic trace gas species by defining a separate tracer species for specific types of functional groups (e.g. ALD2 represents higher aldehydes). The speciation of the explicit organic compounds that are introduced in terms of lumped species follows the recommendations given in .
The scheme is supplemented with chemical reactions for the oxidation of sulphur dioxide (SO 2 ), di-methyl sulphide (DMS), methyl sulphonic acid (MSA) and ammonia (NH 3 ). For the oxidation of DMS, the approach of Chin et al. (1996) is adopted. Sander et al. (2006) or Atkinson et al. (2004 Atkinson et al. ( , 2006 . The oxidation of CO by OH implicitly accounts for the formation and subsequent decomposition of the intermediate species HOCO as outlined in Sander et al. (2006) . For lumped species such as ALD2, the reaction rate is determined using an average of the rates of reaction for the C2 and C3 aldehydes, which are considered to be the most abundant. For OLE, which represents olefinic bonds (carbon double bonds), the average of the rates of reaction for the oxidation of propene, methacrolein and methyl vinyl ketone with each respective oxidant is used. There are also some special cases concerning the lumped radical operator species XO 2 and XO 2 N. For the self-reaction of XO 2 an Williams and Van Noije (2008) . Gaseous conversion of N 2 O 5 with nitric acid (HNO 3 ) via the reaction with water vapour is not included, as it has been found to exhibit a rather negligible effect in the presence of the heterogeneous conversion on aqueous surfaces (Williams et al., 2009b) , which is parameterized as described in Sect. 3.3. A comprehensive list of all reaction rates and the associated reaction data employed is provided in Table 3 .
Photolysis
For the calculation of photodissociation rates an offline parameterization for the derivation of actinic fluxes is used which is based on the work of Landgraf and Crutzen (1998) and expanded according to Krol and van Weele (1997) to account for the variations in actinic fluxes below, in and above clouds, variations caused by snow and ice surfaces with high albedo, and variations in the (largely stratospheric) overhead O 3 column. The approach uses 7 absorption bands across the spectral range 202-752.5 nm as defined in Landgraf and Crutzen (1998) . Characteristic photodissociation rates for each photolytically active trace species are initially calculated for a model atmosphere which only accounts for the height-resolved absorption of photolysing light determined by the overhead O 3 column above any respective model layer. The characteristic (temperature dependent) absorption coefficients and quantum yields for each of the respective trace species are then used to determine the individual photodissociation rates. These rates are then multiplied by the ratio of the actinic flux pre-calculated for a standard, cloud free scattering/absorbing atmosphere and an absorption-only atmosphere for a chosen spectral bin within each of the predefined absorption bands (see Landgraf and Crutzen (1998) for further details), and stored in a lookup table. The wavelength grid adopted for this purpose is that defined in Brühl and Crutzen (1988) , which has highest resolution in the UV spectral region. The profiles used for the derivation of the actinic fluxes in the lookup table are based on the standard AFGL (Air Force Geophysics Laboratory, Anderson et al., 1986) atmosphere for the tropics, for 21 March, with surface albedo of 0.05, and a total ozone column of 324 DU. Aerosol scattering is implicitly included in the lookup table and based on the Elterman (1968) standard aerosol profile with total optical depth of 0.38 at 320 nm andÅngström parameter of 1.4.
The pre-calculated actinic fluxes are indexed using the relevant temperature, pressure and optical depth at a particular model level when accounting for clouds, ozone and sur- (Roberts and Fayer, 1989) 
The photolysis rate for ROOH is set equal to that of CH 3 OOH due to the lack of data regarding the characteristic absorption parameters. Those photolysis rates which are temperature independent are shown in blue.
face albedo following Krol and van Weele (1997) . Although heavily parameterized, this method avoids the radiative transfer calculation of the actinic flux for each of the 140 spectral bins included on the wavelength grid, which is expensive in a 3-D global chemistry transport model. For the calculation of the optical depth of clouds we use the cloud liquid water content taken from the ECMWF meteorological data and assume an effective radius of 8 µm for all cloud droplets. For cirrus particles we use the associated ice water content, where the particle shape is assumed to be hexagonal. A maximum overlap type scaling method is then used to determine the effective optical depth introduced throughout the atmospheric column. Here the optical depth at each model level is scaled with the maximal cloud cover in the column. In total 16 photolysis rates are included in the scheme (see Table 4 ).
particles and hydrated sulphate aerosols has been shown to be an important inclusion in global models (Dentener and Crutzen, 1993) . For this process the reactive surface area density (SAD) that is available from each of the different particle types is needed, and calculated as follows. For cloud droplets, the number of droplets per unit volume is calculated using the liquid water content provided in the ECMWF meteorological data when assuming an effective radius of 8 µm for all cloud droplets. The SAD that is available is then calculated assuming a spherical shape for each droplet. For cirrus particles the effective radius is calculated using the parameterization of Fu (1996) . The relationship derived by Heymsfield and McFarquhar (1996) for the calculation of the crosssectional area of the ice particles is adopted, which is subsequently scaled to SAD using a factor of 10, as suggested in Schmitt and Heymsfield (2005) , thought to be representative of irregularly shaped particles. The reaction probability (γ value) is set equal to 0.01 for the conversion on ice surfaces. For the conversion on hydrated sulphate particles the approach of Dentener and Crutzen (1993) is employed using a global mean γ value of 0.02, as suggested by Evans and Jacob (2005) .
The chemical solver
The chemical solver used in TM5 is the Euler Backward Iterative (EBI) solver (Hertel et al., 1996) , which has been specifically designed for use with the CBM4 mechanism of Gery et al. (1989) . This has been shown to have the best overall performance when applied in large-scale atmospheric models which incorporate operator splitting (Huang and Chang, 2001 ). The chemical time step employed is typically 15 min, where the emission of NO and dry deposition terms are included during the solution of the differential equations to avoid numerical artifacts. The number of iterations applied for each chemical species in order to achieve a converged solution of the differential equations varies depending on the atmospheric lifetime of each particular species and is larger in the boundary layer, where the perturbations due to emissions can be large. For some circumstances, where fast chemical processes dominate (i.e. in high NO x environments), a mass balance step is applied to the gas phase components of NO y , where NO y is defined as the sum of NO, NO 2 , NO 3 , HNO 3 , HNO 4 , 2× N 2 O 5 , PAN, ORGNTR and NO − 3 , to ensure no artificial loss of nitrogen occurs.
Aerosol processes
Gas-aerosol partitioning, including the amount of water and acidity associated with atmospheric particles, is calculated using the Equilibrium Simplified Aerosol Model (EQSAM, Metzger et al., 2002) . Depending on a classification of the local aerosol conditions a solution of the chemical equilibrium is calculated involving HNO 3 , NH 3 , NH is assumed to remain completely in the aerosol phase. The water content in the aerosol phase is also evaluated. EQSAM has also been coupled to the aerosol microphysics scheme M7, which describes sulphate, black carbon, organic carbon, sea salt and mineral dust in seven soluble or insoluble size modes (Vignati et al., 2004) , although M7 is not applied for the evaluation presented in this paper. For more details the reader is referred to Aan den Brugh et al. (2010) .
Stratospheric boundary conditions
The modified CBM4 chemical mechanism does not include either halogenated species or photolytic destruction below 202 nm, and is therefore not adequate for the description of stratospheric chemical processes. Thus realistic upper boundary conditions for the longer-lived gases such as O 3 , CH 4 , and HNO 3 must be provided in order to capture the influence of stratospheric intrusions on the composition of the upper troposphere. The total overhead ozone column is constrained with monthly mean values observed by Earthorbiting satellites, where the stratospheric ozone field is relaxed to the ozone sonde-based climatological ozone profile of Fortuin and Kelder (1998) . For the total column observations the assimilated fields from a multi-sensor reanalysis dataset for the time period 1979 to present day are used (Van der A et al., 2010) , which is based on the different available ozone-measuring satellite instruments over this period. In the tropics (30 • S-30 • N) stratospheric ozone is nudged for pressures < 45 hPa, whereas in the extra-tropics ozone is nudged for pressures < 90 hPa to account for differences in the height of the tropopause. The relaxation times applied are 2.5 and 4 days for the tropics and extra-tropics respectively. The magnitude of stratosphere-troposphere exchange depends on the strength of the overturning circulation, which has been shown to be different for the different ECMWF reanalyses (e.g. ERA-40, ERA-Interim) and operational data sets (e.g. Monge-Sanz et al., 2007) . This affects the tropospheric O 3 budget and chemistry of the upper troposphere significantly. The altitudes at which nudging is applied has been optimized to minimize the effects of biases in the overturning circulations on the influx of O 3 from the lower stratosphere .
For HNO 3 a stratospheric climatology based on the UARS MLS satellite observations is applied by prescribing the ratio of HNO 3 /O 3 at 10 hPa. Methane in the stratosphere is nudged to the HALOE-based climatology of Grooss and Russell (2005) with the same time scale and above the same pressure levels as used for stratospheric O 3 . This constraint implicitly accounts for the stratospheric chemical loss of CH 4 by OH, Cl and O( 1 D). 
Wet deposition
Wet deposition considers both in-cloud and below-cloud scavenging of gases and aerosol by liquid and ice precipitation. Furthermore, consistent with the parent ECMWF model, the model makes a distinction between scavenging due to large-scale and convective precipitation, according to Guelle et al. (1998) , Jeuken et al. (2001) , and Roelofs and Lelieveld (1995) . In-cloud scavenging in stratiform precipitation makes use of the altitude dependent precipitation formation rate, describing the conversion of cloud water into rainwater. We assume that a constant fraction of 30% of aerosol mass (SO 2− 4 , NO − 3 , MSA, and NH + 4 ) does not activate into cloud droplets, and will thus not be removed by precipitation. The fraction of gases removed by precipitation depends on Henry's law and dissociation (if applicable), temperature and liquid water content. For those species which hydrolyse in water (e.g. formaldehyde, CH 2 O) the effective coefficients based on Henry's law are used, which account for enhanced dissolution adopting a constant pH = 5. The thermodynamic data used to calculate the respective Henry's law uptake coefficients are listed in Table 5 , where the values have been selected from the compilation of Sander (1999) . Scavenging of gases on ice surfaces is scaled by 0.2 relative to that by droplets.
In-cloud scavenging in stratiform precipitation makes use of the altitude dependent precipitation formation rate, describing the conversion of cloud water into rainwater. The uptake of gases is again described by Henry's law solubility, whereas for aerosol the scavenging efficiency was calculated from a collection kernel assuming a lognormal aerosol distribution (dry particle geometric mean radius of 0.034 µm and geometric standard deviation 2.0). To account for subgrid processes and resolution dependencies, the stratiform inand below-cloud scavenging of gases and aerosols are solved assuming that the grid-box fractions that reside in, below, and outside clouds remain separated on a time scale of 3 h, which is a typical time scale associated with the passage of a frontal system (Vignati et al., 2010) . Convective scavenging of gases and aerosol is coupled to the parameterization of air mass fluxes in convective updrafts. The scavenging efficiencies for convective precipitation are calculated based on Henry's law coefficients using a standard temperature and an assumed liquid water content of 1 g/m 3 . Highly soluble gases and aerosol are thus assumed to be completely scavenged in the vigorous convective updrafts producing rainfall rates of > 1 mm/h, and exponentially scaled down for lower rainfall rates. No additional below-cloud scavenging for convective rain was applied, since this is implicitly included in the convective updrafts.
Dry deposition
The dry deposition scheme is calculated online, based on a series of surface and atmospheric resistances on a 1 • × 1 • spatial resolution, following the approach of Wesely (1989) as implemented by Ganzeveld and Lelieveld (1995) . The scheme includes a parameterization for the trace gases as given in Table 6 , using 3-hourly meteorological and surface parameters (see also Table 1 ). The scheme has been extended to account for sulphur dioxide and sulphate deposition velocities (Ganzeveld et al., 1998) . The aerodynamic resistance is calculated from the model boundary layer stability, wind speed and surface roughness, where a quasi-laminar boundary layer resistance is incorporated. At the surface the model makes a distinction between uptake resistances www.geosci-model-dev.net/3/445/2010/ Geosci. Model Dev., 3, 445-473, 2010 for vegetation, soil, water, snow and ice (cf. Table 6 ). The vegetation resistance is calculated using the in-canopy aerodynamic, soil, and leaf resistance. The stomatal resistance is calculated online, depending on e.g. the soil wetness at the uppermost surface layer, where together with the cuticle and mesophyl resistances this is combined into the leaf resistance. The resulting deposition velocities show both a seasonal and diurnal cycle due to varying surface characteristics.
Emissions
Yearly totals for anthropogenic, biogenic and biomass burning emissions originate from a variety of inventories which are listed in Table 7 . Most of the emission data are provided on a spatial resolution of 0.5 • × 0.5 • with a monthly time resolution. The different types of emissions are applied separately in the model, for example to be able to distinguish between different emission heights.
Present-day anthropogenic emissions are based on the inventory from the RETRO project (Schultz et al., 2007) for the year 2000, while East-Asian anthropogenic emissions are replaced by the REAS inventory (Ohara et al., 2007) .
International shipping emissions are from the AMVER inventory (Endresen et al., 2003) , as provided to RETRO, but the NO x shipping emissions have been scaled up by a factor 1.95 to 6.3 Tg N yr −1 in line with the findings of Corbett and Koehler (2003) . A monthly varying 3-D field of NO x aircraft emissions (0.7 Tg N yr −1 ) is applied based on Schmitt and Brunner (1997) for the years 1992 and 2015, which were expanded for the period 1960 to 2020 by applying IPCC (1999) increase rates (Dameris et al., 2005) . Emissions for the lumped CBM4 species are constructed from the available NMVOC in the inventories according to the recommendations given in .
To account for the variation in emission heights, anthropogenic emissions are injected in the lowest two model layers if the thickness of the first layer is less than 3.5 hPa (∼ 30 m). This is the case when the first model layer is equal to the one from the standard ECMWF 60 or 91 layer definitions. In current model simulation with 34 levels the anthropogenic emissions are introduced in the surface layer only.
For biogenic emissions climatological values are used as derived from GEIA (Global Emissions Inventory Activity, Guenther et al., 1995) or the 12-year average from the OR-CHIDEE model (Lathière et al., 2006) . A diurnal cycle for isoprene emissions is applied, with as functional form the cosine of the solar zenith angle during daytime, and zero emissions during nighttime. Terpene and other biogenic NMVOC emissions are not included. NO x production from lightning is calculated using a linear relationship between lightning flashes and convective Geosci. Model Dev., 3, 2010 www.geosci-model-dev.net/3/445/2010/ precipitation (Meijer et al., 2001 ). Marine lightning is assumed to be 10 times less active as lightning over land. The fraction of cloud-to-ground over total flashes is determined by a fourth-order polynomial function of the cold cloud thickness (Price and Rind, 1993) . The NO x production for intra-cloud flashes is 10 times less than that for cloud-toground flashes, according to Price et al. (1997) , who assume that intra-cloud flashes dissipate one tenth of the energy of cloud-to-ground flashes. The NO x production is calculated by adopting a scaling factor (Meijer et al., 2001) , which leads to a total annual production for current model simulation of 5.9 Tg N yr −1 . This is in the range of 2-8 Tg N yr −1 given in the literature (Schumann and Huntrieser, 2007) . The production may vary depending on variations in the meteorology that drives the model. Biomass burning emissions are taken from the Global Fire Emissions Database, version 2 (GFEDv2) 8-day emission inventory ( . The biomass burning emissions are distributed over different altitude ranges, depending on the latitude. The emission heights are similar to those described in Dentener et al. (2006b) , except that we increase the injection height in the tropics to 2 km based on the evidence from recent satellite observations (e.g. Labonne et al., 2007) .
Methane emissions are not applied in the current version, given the long chemical lifetime of methane and the difficulty to keep the uncertain methane emission total in balance with the methane chemical loss by OH. Instead, methane surface concentrations are prescribed according to zonal monthly fields which are consistent with the observations at background surface networks.
NH 3 emissions are based on the inventory of Bouwman et al. (1997) and include biogenic emissions over land and oceans, and anthropogenic emissions from industry, land use, and fossil fuel and biomass burning. Anthropogenic and natural SO 2 emissions are taken from the AeroCom project (Dentener et al., 2006b ; and references therein). Anthropogenic and biomass burning SO 2 emissions are added as 97.5% of SO 2 and 2.5% of SO 2− 4 , to account for sub-grid scale sulphate formation. SO 2 emissions from volcanoes are injected at higher elevations in the model. Land based emissions for DMS are applied according to Spiro et al. (1992) . The ocean-air fluxes are calculated following the parameterization from Liss and Merlivat (1986) , depending on wind speed, air temperature, and a climatological DMS concentration field in surface water.
Model evaluation
The seasonal cycles of tropospheric ozone and other important trace gases, namely CO, NO 2 , CH 2 O, and OH, are evaluated by comparing tracer distributions against different sets of observations. Focus is placed on the observed large-scale variability in space (on a continental scale) and Figure 2 shows the simulated zonal distribution of OH in the troposphere for both January and July 2006. The mass-weighted OH concentration is ∼ 10% lower compared to the climatological mean constructed by Spivakovsky et al. (2000) , although the seasonal cycle agrees favorably (not shown). This results in a methane lifetime equal to ∼ 8.9 yr. This value is obtained by dividing the global mean burden of methane (4826 Tg) by the sum of the methane loss due to OH oxidation in the troposphere (475 Tg yr −1 ) and losses due to soil oxidation and by methane oxidation in the stratosphere (∼ 70 Tg yr −1 ; Prather et al., 2001 ). This value is slightly higher than the ensemble mean of 8.45 ± 0.38 yr given in Stevenson et al. (2006) , and also higher than the TM5 results presented there (∼ 7.9 yr). The increase in lifetime is in line with the increase in the fraction of OH scavenged by CO when using the most recent reaction and emission data (Williams and Van Noije, 2008 ).
The hydroxyl radical (OH)
An analysis of methyl chloroform (MCF) decay over the years 2000-2007 shows a very good correspondence to observations using the current modeled OH field (see Appendix A), where the MCF lifetime is ∼ 5.86 yr. Very similar MCF concentrations were modeled in a run where the Spivakovsky OH field was optimized, resulting in a scaling factor of 0.92 and a MCF lifetime of 5.76 yr, i.e. ∼ 2% lower than in the current TM5 simulation.
The tropospheric OH production budget is given in Table 8, with a primary OH formation due to O 3 photolysis of 1578 Tg per year, dominated by the tropics and with a somewhat larger contribution from the NH extra-tropics than from the SH extra-tropics related to the hemispheric asymmetry in tropospheric ozone burden and NO x emissions. The radical recycling terms (NO + HO 2 and O 3 + HO 2 , respectively) contribute by another 1348 Tg per year, of which 285 Tg per year in the NH extra-tropics vs. 107 Tg in the SH extra-tropics. The smaller primary and recycling terms add another 406 Tg. The total global OH production amounts to 3332 Tg per year. The OH loss budget is dominated by the oxidation of CO (38%) and CH 4 (15%), with the remaining 47% through reaction with many other minor trace gases. 
Carbon monoxide (CO)
An analysis of the chemical CO budget is given in Table 9 . The global and annual mean burden of CO in TM5 is 353 Tg, which which corresponds to an average concentration of 85.4 ppbv, based on the broad MOPITT 500 hPa retrieval level. This is 22% higher than the value for TM5 presented in Shindell et al. (2006) . This is consistent with the decrease in OH as well as increase in CO emissions in this model version, compared to the earlier version. Approximately 50% of the CO gain is due to direct emissions, with the other 50% being due to both the oxidation of methane and NMVOC. Figure 3 shows the TM5 surface concentrations as compared to a selection of ground-based observations from the NOAA Earth System Research Laboratory (ESRL) Global Monitoring Division (GMD). An extended evaluation against additional GMD stations is given in the supplementary material. In Figs. 4 and 5 we compare modeled CO concentrations, where the MOPITT averaging kernels are applied, against MOPITT Version 4 Level 2 data at 500 hPa (Deeter et al., 2010) .
CO is underestimated at the Alert and Mace Head GMD stations during the spring (March-April-May, MAM) season by ∼ 20−40 ppbv. Also compared to MOPITT a negative bias is found over the NH in April of the order of ∼ 30 ppbv. In summer (June-July-August, JJA) the model bias is reduced to < 5 ppbv. At Halley Station (Antarctica) the model shows a small positive bias of ∼ 5 ppbv in the local winter season. of ∼ 5 ppbv against MOPITT, with positive biases in various regions close to emission regions, both in April and October. The negative bias in the NH will be partly responsible for the relatively low background concentrations in the tropics, due to transport effects. The positive bias over South America could be explained from uncertainties related to emissions and chemistry of isoprene (see also next section). The largest CO concentrations at ∼ 500 hPa are found over Southeast Asia and Indonesia, where strong biomass burning events took place in this year. The model shows negative biases of the order of ∼ 40 ppbv over southern Africa and Indonesia in October. The global spatial correlation coefficient between TM5 and MOPITT at 500 hPa is 0.91 in April and 0.79 in October. Figure 5 shows the tropical and extra-tropical NH and SH monthly mean, mass weighted CO at 500 hPa from MO-PITT and the corresponding TM5 concentrations. In the NH TM5 underestimates CO at 500 hPa by ∼ 20 ppbv during winter-spring and ∼ 10 ppbv during summer-autumn, consistent with analyses presented by Shindell et al. (2006) . However, NH concentrations for MOPITT V4 are ∼ 5-15 ppbv larger than those in MOPITT V3, as presented in Shindell et al. (2006) . At the same time, TM5 NH CO has also increased because of larger CO emissions in Asia in the current inventory. The negative bias in the model can possibly be explained by missing CO emissions and/or missing emissions and chemistry from other NMVOC. as methanol (CH 3 OH) are included into the chemical mechanism have been conducted using the emission database of Lathière et al. (2006) . These tests indicate that the differences in the monthly mean distribution of CO, especially during boreal summer, results in local increases in modeled CO of ∼ 10 ppbv. The bias in winter could further be explained by uncertainties in the seasonal cycle of anthropogenic emissions, as suggested by an inverse study of CO by Kopacz et al. (2010) . Nevertheless, the phase of the seasonal cycles in TM5 and MOPITT appears to be in better agreement with the current model and data versions than in the comparison presented in Shindell et al. (2006) . Within the tropics, TM5 reproduces the observed seasonal cycle rather well, despite the presence of some spatial differences. This indicates that the previously observed positive and negative biases cancel out.
For the SH, modeled and observed CO concentrations agree favorably during local summer, but the model underestimates CO during local spring by ∼ 10 ppbv. The increase in CO during local winter and spring is related to the long-range transport of CO from southern South America and southern Africa (e.g. de Gloudemans et al., 2006) . Nevertheless, the results in Shindell et al. (2006) for the Southern Hemisphere show a larger inter-model variability than the bias found here, and the phase of the seasonal cycle in model and observations now agree very well.
For the evaluation of CO in the upper troposphere/lower stratosphere (UTLS) in-situ measurement data are used from flights between Frankfurt, Germany and Windhoek, Namibia, as part of the MOZAIC program (Measurement of Ozone and Water Vapour by Airbus In-Service Aircraft; e.g. Marenco et al., 1998; Thouret et al., 1998 ). An evaluation at pressure levels < 300 hPa indicates a negative bias of the model in April of the order of ∼ 20 ppbv, but somewhat smaller for latitudes above 40 • N (cf. Fig. 6, left panel) . Moreover, the variability of CO in the model is not as large as in the MOZAIC observations. The negative model bias in the UTLS in the tropics, combined with the (small) positive bias with respect to MOPITT could point at too weak convective uplift in tropical Africa in April. Such a mechanism could possibly also explain the positive bias compared to MOPITT over southern Asia in October, when the summer monsoon is active in this area.
The MOZAIC data shows a shift in CO from biomass burning from the NH during April to the SH during October. The negative bias against MOPITT over southern Africa suggests that the biomass burning emissions in this region are underestimated by the GFEDv2 dataset (Williams et al., 2010) . This is supported by the relatively large negative bias of TM5 compared to MOZAIC observations (∼ 40 ppbv in October between 5-17 • S).
Formaldehyde (CH 2 O)
Formaldehyde (CH 2 O) is an abundant intermediate trace gas with a lifetime of typically a few hours. The highest concentrations are present in the tropics around regions exhibiting high methane and isoprene emissions. A budget analysis shows that the total CH 2 O chemical production in the current scheme is 1377 Tg yr −1 , as shown in Table 10 . Of this, ∼ 823 Tg yr −1 can be attributed to the oxidation of CH 4 , 157 Tg yr −1 to isoprene oxidation, and 397 Tg yr −1 to the oxidation of the other NMVOC. Moreover, the photolysis and oxidation of CH 2 O (1190 Tg yr −1 ) is responsible for ∼ 95% of the total tropospheric chemical production of CO. Figure 7 shows the monthly mean SCIAMACHY total columns from the BIRA/KNMI retrieval (De Smedt et al., 2008) Over the oceans the observations show generally higher columns than found in the model, but here the uncertainty in the retrievals is larger than over land (De Smedt et al., 2008) .
The corresponding seasonal cycle of CH 2 O over a number of regions of interest is depicted in Fig. 8 , along with the corresponding isoprene emissions. Over the eastern United States and eastern China the model shows an annual cycle with highest columns during JJA. Over eastern China the modeled concentrations match remarkably well with the observations, whereas over the eastern United States the model tends to overestimate CH 2 O during JJA. It should be noted that over eastern China the mean isoprene flux is lower than in the other regions, which suggests that the observed CH 2 O is dominated by oxidation of other hydrocarbons of anthropogenic origin, while both over eastern China and the eastern US the model is chemically more active due to high NO x concentrations.
Over Central Africa the average tropospheric columns from TM5 agree well with SCIAMACHY columns, but the small amplitude of the seasonal cycle is out of phase. Over South America (the Amazon region) TM5 overestimates CH 2 O concentrations systematically by ∼ 50%. Here the isoprene emission flux is much larger than in other regions, e.g. the eastern United States. This high bias could be caused by uncertainties in isoprene chemistry (Houweling et al., 1998) and emissions (Stavrakou et al., 2009) , which may also be related to the positive bias in CO over this region. to the discrepancy between modeled and observed columns in August over the Amazon region (Barkley et al., 2008) .
Nitrogen dioxide (NO 2 )
Tropospheric NO 2 in TM5 is compared to OMI observations from the DOMINO product (version 1.0.2, Boersma et al., 2007 Boersma et al., , 2009 . TM5 concentrations at the local overpass time of 13:30 h are interpolated to satellite pixels and the averaging kernels are applied as described in . Figure 9 shows that in general the model captures the large-scale spatial distribution of NO 2 around the globe. The global spatial correlation coefficient of the annual mean tropospheric NO 2 column density calculated for the global 3 • × 2 • model grid is 0.89. This is similar to that reported for the correlation between TM5 and GOME NO 2 by Van Noije et al. (2006a) . The model does not capture hotspots of NO 2 over the Middle East and the Russian Republic, most probably due to uncertainties in the emission inventories for these regions. Also the small pixel size of OMI (approximately 0.2 • ×0.2 • at nadir) allows for the detection of pollution hotspots that TM5 (3 • × 2 • ) cannot capture. In Fig. 10 the seasonal cycle over a selection of regions is presented. For almost all regions the modeled tropospheric columns are systematically lower compared to OMI, of the order of 0.5-1.0 × 10 15 molec/cm 2 , which is on the order of 25-40% of the magnitude of the observations. This discrepancy can partly be explained by a high bias of 0-30% in the OMI NO 2 retrievals reported in earlier studies Huijnen et al., 2010; Zhou et al., 2009; Hains et al., 2010; Lamsal et al., 2010) , but it is probable that uncertainties in the emission inventories also contribute to the bias between TM5 and OMI NO 2 . The largest differences are found for eastern China, where in winter observations reach levels of 10×10 15 molec/cm 2 , whereas TM5 does not exceed on average 7 × 10 15 molec/cm 2 , suggesting an underestimation in the REAS emission inventory.
The phase in the seasonal cycles of the NO 2 columns is captured remarkably well by TM5. The seasonal cycle in both observations and model over the eastern US and Europe is smaller than in the TM5 results presented in Van Noije et al. (2006a) , whereas for other regions the performance is rather similar. NO 2 vertical profiles from TM5 have been compared against in situ aircraft observations from the INTEX-B campaign (Intercontinental Chemical Transport Experiment B, Singh et al., 2009) . We use the data that is measured by laserinduced fluorescence from the DC8 aircraft during its ascents and descents (Thornton et al., 2000; Perring et al., 2010) . Model profiles were produced by interpolating model output in space and time to individual data sampled from all respective flights. A selection of data samples which showed clear signs of strong local pollution events have been excluded from this analysis. Figure 11 shows that TM5 captures the range of NO 2 concentrations in the boundary layer and free troposphere within 0.1 ppbv, both in the morning and in the afternoon.
Nitrogen deposition
The annual average total deposition (dry and wet) for NH x (= NH 3 + NH range of ±50% of the measurements. This is well in line with the performance of the ensemble mean and also similar to the TM5 evaluation presented in Dentener et al. (2006c) . The total (dry and wet) deposition of NO y is equal to the total NO emissions, while the wet deposition adds up to 58% of the total deposition. This is in the middle of the range from the multi-model ensemble (40%-70%). For NH x the wet deposition contributes 45% to the total deposition, which is a relatively low fraction compared to the range (40%-80%) from the 5 models that analyzed this contribution in Dentener et al. (2006c) . This reflects large uncertainties and differences in assumptions regarding NH + 4 deposition across models.
Ozone (O 3 )
In this section we evaluate tropospheric O 3 and provide details regarding the ozone budget (see Table 11 ). Compared to the TM5 model version included in the study of , the stratosphere-troposphere exchange of O 3 has decreased significantly (by ∼ 52%), mainly because in the extra-tropics the level above which stratospheric ozone is relaxed has been brought down . The newly calculated net flux of 421 Tg/yr, with an uncertainty of ∼ 20 Tg/yr due to variations in the definition of the troposphere (here taken as [O 3 ] < 150 ppbv similar to Stevenson et al., 2006) , is within one standard deviation of the multimodel mean. The chemical production and loss terms in the troposphere are also decreased (by ∼ 6.4% and ∼ 16%, respectively). This is due to a larger fraction of the NO x being held in the form of ORGNTR as a result of the updates to the chemical reaction data (Williams and Van Noije, 2008) , but other factors such as changes in the assumed amount and distribution of emissions of NO x and other O 3 precursor gases also play a role. The combined effect of these changes is a reduction of the tropospheric O 3 burden by ∼ 8% compared to the number reported by Stevenson et al. (2006) . As mentioned in Sect. 5.1, the methane lifetime in the current scheme is ∼ 8.9 yr, compared to ∼ 7.9 yr in the TM5 version presented in Stevenson et al. (2006) . This is in line with the decrease in the tropospheric O 3 burden and a decrease in OH, also in relation to the recently changed CO+OH reaction constant (Sect. 3.1).
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V. Huijnen et al.: The global chemistry transport model TM5 Figure 14 shows a comparison of simulated surface ozone concentrations against GMD surface observations at several sites. An extended evaluation against other GMD stations is given in the supplementary material. The phase and amplitude is generally well captured, but the model shows a negative offset of ∼ 5-15 ppbv over the NH and tropical stations, and a small positive bias at Samoa.
To assess the vertical distribution throughout the troposphere the model data is compared to ozone sonde measurements at various latitudes, as available from the World Ozone and Ultraviolet Radiation Data Centre (WOUDC). In Fig. 15 the simulated O 3 mixing ratios averaged over an altitude range between 700-800 hPa are compared to sonde observations taken at northern midlatitudes (Edmonton, De Bilt) and in the tropics (Paramaribo, Samoa). Figure 16 shows corresponding comparisons of the vertical profiles for the selected stations. These figures show that there is a small negative bias of the order of 5-10 ppbv over the NH, although the model captures the seasonal variation relatively well. An extended evaluation made against additional sonde stations for all seasons is provided in the supplementary material.
In the tropics the average concentrations over Paramaribo between 700-800 hPa are well in line with observations, but the simulated profile has a too weak vertical gradient with too high concentrations near the surface and too low concentrations in the upper troposphere. The relatively low For the SH there is generally good agreement between modeled O 3 concentrations and observations with respect to both the seasonal cycle and the yearly averaged vertical profile. Together with the evaluation of CO this suggests that the chemical scheme is able to model the chemical composition of the atmosphere at remote locations away from direct emission sources. Figure 17 shows a comparison of O 3 mixing ratios in the UTLS (pressure levels < 300 hPa) between those simulated in TM5 and the MOZAIC data record as a function of latitude. Generally there is good agreement for both the mean and the spread in the observed values. The variability is somewhat larger in the observations than in TM5. This could be caused by the applied relaxation of the zonal mean stratospheric ozone fields combined with the limited vertical resolution in the UTLS region in this model version.
Surface O 3 concentrations can be sensitive to the spatial resolution in the model due to local chemical composition and deposition velocities, especially close to emission regions. An evaluation of modeled O 3 concentrations against observations from the EMEP network presented in Appendix B shows generally good consistency of the model with varying resolutions. Only at grid boxes that overlap land-sea boundaries O 3 concentrations may vary significantly with changing horizontal resolution, probably due to the spatial partitioning of NO x emissions over the different grid-boxes. The variability of ozone concentrations at the surface can potentially be enhanced by improving the spatiotemporal distribution of the ozone precursor emissions.
Summary
A comprehensive description has been given of the tropospheric chemistry version of the global chemistry and transport model TM5. The large-scale variability in space and time of modeled tropospheric ozone and related tracers has been evaluated for the year 2006 and compared to surface, The evaluation of OH against methyl chloroform (MCF) observations shows a good correspondence with a MCF lifetime of ∼ 5.86 yr, which is very similar to the 5.76 yr found using an optimized climatological OH field. The methane lifetime in the model is ∼ 8.9 yr, which is slightly longer than the range 8.45±0.38 yr estimated by Stevenson et al. (2006) . These results indicate that the oxidizing capacity is well represented at a global scale.
The phase and amplitude of the seasonal cycles of CO at 500 hPa in TM5 and MOPITT are very similar. However, the model underestimates CO in the Northern Hemisphere by ∼ 20 ppbv during winter-spring and ∼ 10 ppbv during summer-autumn. This is most likely related to missing emissions and underestimated chemistry from other NMVOC, such as methanol oxidation, and uncertainties in the seasonal cycle of anthropogenic emissions. In the tropics local positive biases cancel out a negative bias from the background CO concentrations. Uncertainties relate to, e.g., the representation of biomass burning CO emissions, their injection heights and their convective redistribution.
The model captures the spatial and seasonal variation in formaldehyde tropospheric columns as observed from SCIA-MACHY. Positive model biases over the Amazon region and the eastern US indicate uncertainties in the emissions and chemical breakdown of isoprene.
The comparison with observed tropospheric NO 2 columns from OMI shows that TM5 reproduces the seasonality as well as the spatial variability (correlation coefficient of 0.89), but systematically underestimates the observations by 25-40%. Earlier studies indicated that OMI NO 2 is likely biased high by 0-30%, but errors in the emission inventories are likely to contribute to the discrepancy as well. An evaluation of NO 2 profiles over (the Gulf of) Mexico against aircraft measurements from the INTEX-B campaign shows that TM5 captures the NO 2 concentrations in the troposphere on average within 0.1 ppbv and simulates the observed increase of the boundary layer height during daytime well.
74%-80% of model data for HNO 3 wet deposition falls within the range of ±50% of measurements in Europe, North America and Africa, which is well in line with the performance of the ensemble mean presented in Dentener et al. (2006c) .
The ozone budget is within one standard-deviation of the multi-model ensemble presented in Stevenson et al. (2006) . The model captures the spatial and seasonal variation in observed background surface O 3 concentrations and tropospheric O 3 profiles generally within 10 ppbv. We find a small negative bias of 5-10 ppbv at an altitude range between 700-800 hPa over sonde stations in the NH, while a good agreement is found in the SH. Also ozone in the UTLS matches on average within 10 ppbv with MOZAIC data, although the model is not able to capture all of the observed variability. This could be caused by the constraints of the zonal mean stratospheric ozone fields and the limited vertical resolution in the UTLS region in this model version. In the tropics the model tends to underestimate O 3 in the free troposphere.
The presented model results benchmark the TM5 tropospheric chemistry version, which is currently in use in several international cooperation activities, and upon which new model improvements will take place.
Appendix A Evaluation of methyl chloroform
To validate the OH field from the TM5 tropospheric chemistry model, the monthly mean OH fields from this study for the year 2006 were applied in a coarse-grid (6 • × 4 • , 25 vertical layers) TM5 simulation of methyl chloroform (MCF) over the years 1989-2006, using ECMWF ERA-Interim meteorology, where the oxidation of MCF by OH is the predominant loss term in the troposphere. Small sink terms for oceanic loss and stratospheric photolysis are included according to Krol and Lelieveld (2003) . For 1989-1999 the MCF emissions used in the simulation are similar to those used by Prinn et al. (2005) . For the later years we used slightly higher emissions compared to Prinn et al. (2005) , which amount to 26.0, 17.8, 16.1, 13.1, 10.8, 8.8, and 7 .2 Gg yr −1 for 2000-2006. The results for these more recent years do not critically depend on the applied emissions, since the atmospheric MCF concentration in this period is primarily determined by the atmospheric reservoir built up in the 1980s and 1990s. We also performed simulations using the monthly OH fields constructed by Spivakovsky et al. (2000) , which we multiplied by a factor 0.92 to obtain a good correspondence with the observed methyl chloroform decay rate in the atmosphere since 2000. In these simulations OH in the stratosphere was obtained from a 2-D stratospheric model simulation (C. Brühl, personal communication) and was merged with the Spivakovsky tropospheric OH field.
In Fig. A1 we compare the simulated MCF decay in the 2000-2006 period to NOAA observations downloaded from the World Data Centre for Greenhouse Gases (WDCGG). From the figure it is clear that the MCF decay since 2000 is very well modeled by TM5 with either the OH fields simulated with the tropospheric chemistry version of TM5 or the down-scaled Spivakovsky fields. The simulated OH results in somewhat higher MCF mixing ratios, which indicates that the TM5 OH fields may be slightly too low. Given the uncertainties in MCF emissions and the other MCF sinks, the results are considered very good, however. Note also that especially before 2002 the calibration of the NOAA-ESRL and AGAGE network show some systematic differences, with AGAGE mixing ratios being slightly lower at common measurement locations (S. Montzka, personal communication; http://gaw.kishou.go.jp/wdcgg/).
Appendix B Resolution dependence of surface ozone
In regions with large gradients in NO x emissions in space and time, the observed ozone concentrations can show significant variation (Wild et al., 2006) . This can only be captured in a model with sufficient spatial and temporal resolution. TM5 has the option to zoom in over such emission regions. Here we evaluate the resolution dependence in surface O 3 at background stations from the EMEP European air quality network. Mediterranean shows an average decrease in ozone concentrations. This can be explained by the fact that NO emissions remain more confined with increasing resolution, affecting the photochemical equilibrium over the cleaner Mediterranean Sea (ozone titration by high local NO emissions). In coarser model resolutions the NO emissions are spread out over larger boxes, which leads to NO x concentrations that are more favorable for photochemical ozone production.
In Fig. B2 an evaluation of the root mean square error (RMSE) compared to EMEP station measurements is presented. The figure indicates that for most stations the RMSE value remains constant, indicating a good consistency between runs with increasing resolution. For a small number of stations (two located in the Mediterranean region, one at the South coast of England, two in Austria, and one in Hungary) we observe a significant improvement with increasing resolution. Only one station shows a significant decrease in the RMSE. The average correlation coefficient and RMSE values for all stations are given in Table B1 . It shows a small, but consistent improvement of the scores with increasing resolution.
The lack of significant improvement for the majority of stations can be caused by the fact that the current model version has not been optimized for air quality applications. For instance, a high-resolution emission inventory developed for use in air quality modeling would show larger spatial variation than the current 0.5 • × 0.5 • RETRO inventory . Also a diurnal cycle in NO x emissions can significantly affect the NO x concentrations (de Meij et al., 2006) , and hence the ozone budget. Without a diurnal cycle too much NO is introduced in the model during nighttime, leading to an overestimation of the ozone titration. A weekly emission cycle would also lead to a higher temporal variability. The ozone removal is strongly dependent on assumptions about surface properties, boundary layer turbulence and surface layer thickness (Ganzeveld and Lelieveld, 1995) . Currently in all simulations the deposition velocity was evaluated at a common resolution of 1 • ×1 • , which suppresses the resolution dependence.
Supplementary material related to this article is available online at: http://www.geosci-model-dev.net/3/445/2010/ gmd-3-445-2010-supplement.pdf.
