Despite being a fundamental dimension of experience, how the human brain generates the perception of time remains unknown. 1 Here, we provide a novel explanation for how human time perception might be accomplished, based on non-temporal perceptual clas-2 sification processes. To demonstrate this proposal, we built an artificial neural system centred on a feed-forward image classification 3 network, functionally similar to human visual processing. In this system, input videos of natural scenes drive changes in network 4 activation, and accumulation of salient changes in activation are used to estimate duration. Estimates produced by this system match 5 human reports made about the same videos, replicating key qualitative biases, including differentiating between scenes of walking 6 around a busy city or sitting in a cafe or office. Our approach provides a working model of duration perception from stimulus to 7 estimation and presents a new direction for examining the foundations of this central aspect of human experience. 8 9
: Depiction of the time estimation system. Salient changes in network activation driven by video input are accumulated and transformed into standard units for comparison with human reports. The left side shows visualizations of archetypal features to which layers in the classification network are responsive (adapted from 43, 44, 45 ). The bottom left shows two consecutive frames of video input. The connected coloured nodes depict network structure and activation patterns in each layer in the classification network for the inputs. L 2 gives the Euclidean distance between network activations to successive inputs for a given network layer (layers conv2, pool5, fc7, output). In the Feature Extraction stage, the value of L 2 for a given network layer is compared to a dynamic threshold (red line). When L 2 exceeds the threshold level, a salient perceptual change is determined to have occurred, a unit of subjective time is determined to have passed, and is accumulated to form the base estimate of time. A regression method (support vector regression) is applied to convert this abstract time estimate into standard units (seconds) for comparison with human reports.
non-zero with short durations discriminated from long, and the estimates replicate qualitative aspects of human reports often associated with 73 time perception (Vierordt's law and scalar variability). However, the overall performance of the system under these conditions still departed 74 from that of human participants (Fig. 3E, F) . (see Supplemental Results for results of experiments conducted on pixel-wise differences in the 75 raw video alone, by-passing network activation). 76 Human-like gaze improves model performance When the video input to the system was constrained to approximate human visual spatial 77 attention by taking into account gaze position ("Gaze" model; Fig. 3C ), system-produced estimates more closely approximated reports made 78 by human participants (Fig. 3C , E, F), with substantially improved estimation as compared to estimates based on the full frame input. This 79 result was not simply due to the spatial reduction of input caused by the gaze-contingent spatial filtering, nor the movement of the input frame 80 itself, as when the gaze-contingent filtering was applied to videos other than the one from which gaze was recorded (i.e. gaze recorded while 81 viewing one video then applied to a different video; "Shuffled" model), system estimates were poorer (Fig. 3D ). These results indicate that the 82 contents of where humans look in a scene play a key role in time perception and indicate that our approach is capturing key features of human 83 time perception, as model performance is improved when input is constrained to be more human-like. 84 Model and human time estimation vary by content As described in the introduction, human estimates of duration are known to vary by 85 content (e.g. 16, 23, 24, 25, 26 ). In our test videos, three different scenes could be broadly identified: scenes filmed moving around a city, moving 86 around a leafy university campus and surrounding countryside, or from relatively stationary viewpoints inside a cafe or office (Fig. 1D ). We 87 reasoned that busy scenes, such as moving around a city, would generally provide more varied perceptual content, with content also being 88 more complex and changing at a faster rate during video presentation. This should mean that city scenes would be judged as longer relative 89 to country/outside and office or cafe scenes. As shown in (Fig. 3G ), the pattern of biases in human reports is consistent with this hypothesis. 90 Compared to the global mean estimates (Fig. 3A) , reports made about city scenes were judged to be approximately 6% longer than the mean, 91 while more stationary scenes, such as in a cafe or office, were judged to be approximately 4% shorter than the overall mean estimation (See 92 Supplemental Results for full human and model produced estimates for each tested duration and scene).
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To test whether the system-produced estimates exhibited the same content-based biases seen in human duration reports, we examined 94 how system estimates differed by scene type. Following the same reasoning as for the human data, busy city scenes should provide a more 95 varied input, which should lead to more varied activation within the network layers, therefore greater accumulation of salient changes and 96 a corresponding bias towards overestimation of duration. As shown in (Fig. 3H ), when the system was shown city scenes, estimates were 97 biased to be longer (˜24%) than the overall mean estimation, while estimates for country/outside (˜4%) or office/cafe (˜7%) scenes were shorter 98 than average. The level of overestimation for city scenes was substantially larger than that found for human reports, but the overall pattern of 99 biases was the same: city > campus/outside > cafe/office ( 1 see General Discussion for discussion of system redundancy and its impact on 100 overestimation). It is important to note again here that the model estimation was not optimised to human data in any way. The support-vector 101 regression method mapped accumulated perceptual changes across network layers to the physical durations of the videos. That the same pattern 102 of biases in estimation is found indicates the power of the underlying method of accumulating salient changes in perceptual content to produce 103 human-like time perception. Figure 3 : The mean duration estimates for 4290 trials for both human (A) and system (B,C,D) for the range of presented durations (1-64s). Shaded areas show ±1 standard deviation of the mean. Human reports (A) show typical qualities of human temporal estimation with overestimation of short and underestimation of long durations. (B) System estimates when input the full video frame replicate similar qualitative properties, but temporal estimation is poorer than humans. (C) System estimates produced when the input was constrained to approximate human visual-spatial attention, based on human gaze data, very closely approximated human reports made on the same videos. When the gaze contingency was "Shuffled" such that the spotlight was applied to a different video than that from which it was obtained (D), performance decreases. (E) Comparison of mean absolute error between different estimations across presented durations. (F) Comparison of the root mean squared error of the system estimates compared to the human data. The "Gaze" model is most closely matched. (G) Mean deviation of duration reports by scene type, relative to mean duration estimation for human participants (mean shown in A). (H) Mean deviation of duration estimations by scene type, relative to mean duration estimation for the "Gaze" model (mean shown in C). (I) The number of accumulated salient perceptual changes over time in the different network layers (lowest to highest: conv2, pool5, fc7, output), depending on input scene type, for the "Gaze" model shown in (H). Error bars in (G) and (H) show standard error of the mean. Looking into the system performance more deeply, it can be seen that the qualitative matches between human reports and model estimation Figure 4: Comparison of system duration estimation at different levels of attentional modulation. Attentional modulation refers to a scaling factor applied to the parameters T max and T min , specified in Table 1 and Equation 1. Changing the Attention level affects duration estimates, biasing estimation across a broad range of levels. The model still generally differentiates longer from shorter durations, as indicated by the positive slopes with increasing real duration, but also exhibits biases consistent with those known from behavioural literature associated with attention to time (e.g. 33,32 ).
value is high (the red line in Feature Extraction in Fig. 2 is at a higher level in each layer of the network), a larger difference between successive 125 activations is required in order for a given change to be deemed salient (when you aren't paying attention to something, you are less likely to 126 notice it changing, but large changes will still be noticed). Consequently, fewer changes in perceptual content are registered within a given 127 epoch and, therefore, duration estimates are shorter. By contrast, when the threshold value is low, smaller differences are deemed salient and 128 more changes are registered, producing generally longer duration estimates. Within our model, it is possible to modulate the level of attention 129 to perceptual change using a single scaling factor referred to as Attention Modulation (see description of Equation 1). Changing this scaling 130 factor alters the threshold level which, following the above description, modulates attention to change in perceptual classification. Shown in 131 This study tested the proposal that accumulating salient changes in perceptual content, indicated by differences in successive activation of a 140 perceptual classification network, would be sufficient to produce human-like estimates of duration. Results showed that system-produced esti-141 mates could differentiate short from long durations, supporting basic duration estimation. Moreover, when input to the system was constrained 142 to follow human gaze, model estimation improved and became more like human reports. Model estimates were also found to vary by the 143 kind of scene presented, producing the same pattern of biases in estimation seen in human reports for the same videos, with evidence for this 144 bias present even within the accumulation process itself. Finally, we showed that within the proposed model, the ability to modulate the level 145 of attention to perceptual changes produced systematic under-and overestimation of durations, consistent with the literature on the interac-146 tion of attention to time and duration estimation. Overall, these results provide compelling support for the hypothesis that human subjective 147 time estimation can be achieved by tracking non-temporal perceptual classification processes, in the absence of any regular pacemaker-like 148 processes.
149
One might worry that the reliance of our model on a visual classification network is a flaw; after all, it is clear that human time perception 150 depends on more than vision alone, not least because blind people still perceive time. However, the proposal is for a simple conceptual and 151 mechanistic basis to accomplish time perception under naturalistic conditions using complex stimuli. The model's performance demonstrates 152 the feasibility of this approach when benchmarked against human performance, revealing similar performance under similar constraints. It 153 should be noted that the described human data was obtained with participants seated in a quiet room, and with no auditory track to the video. 154 This created an environment in which the most salient changes during a trial were within the video presentation. Certainly, in an experiment 155 containing audio, audition would contribute to reported duration -and in some cases move human performance away from that of our vision-156 only model. Similarly, if participants sat in a quiet room with no external stimulation presented, temporal estimations would likely be biased 157 by changes in the internal bodily states of the observer. Indeed, the insula cortex has been suggested to track and accumulate changes in bodily 158 [75] Yangqing Jia, Evan Shelhamer, Jeff Donahue, Sergey Karayev, Jonathan Long, Ross Girshick, Sergio Guadarrama, and Trevor Darrell.
table below, and the threshold was calculated as:
where T k t is the threshold value of k th layer at timestep t and D indicates the number of timesteps since the last time the threshold value was 406 reset. T k max , T k min and τ k are the maximum threshold value, minimum threshold value and decay timeconstant for k th layer respectively, values 407 which are provided in Table 1 . Stochastic noise drawn from a Gaussian was added to the threshold and α -a dividing constant to adjust the 408 variance of the noise. Finally, the level of attention was modulated by a global scaling factor C > 0 applied to the values of T k min ← C · T k min and 409 T k max ← C · T k max . Content, not model regularity drives time estimation A potential criticism of the results in the main text would be that they simply reflect 412 the operation of another type of pacemaker, in this case one that underlies the updating of perceptual content. As calculation of salient network 413 activation changes in the model occurs at some defined frequency (the video was input to the system, and activation difference calculated, at 414 30 Hz in the above results), one might suspect that our system is simply mimicking a physical pacemaker, with the regular updates taking the 415 role of, in the most trivial example, the movement of hands on a clock face. However, it is easy to demonstrate that the regularity of model 416 operation is not the predominant feature in determining time estimates. If it were, duration estimates for the "Gaze" versus "Shuffled" models 417 would be highly similar, as they contain the same input rate (30 Hz) and temporal features induced by movement of the gaze spotlight. This is 418 clearly not the case (Fig. 3C and Fig. 3D in main text).
410
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To thoroughly reject the concern that the regularity of the system update rate was the main determinant of time estimation in our system, 420 we compared the salient changes accumulated by the system when inputting the "normal" videos at 30 Hz, with accumulated changes under 421 three conditions: videos in which the frame rate was halved (skipped every second frame), videos in which some frames were skipped psuedo-422 randomly with a frequency of 20%, or videos input at 30Hz, but with the video frames presented in a shuffled order. The results showed that 423 the manipulations of frame rate (skipping every second frame or 20% of frames) produced only small differences in accumulated changes over 424 time compared to the normal input videos (Fig. 6 ). However, when the input rate was kept at 30 Hz, but the presentation order of the frames 425 shuffled, thereby disrupting the flow of content in the video, the number of accumulated changes was very different (up to around 40 times 426 more different from standard than either the halved or randomly skipped frame cases; see Fig. 6 ). These results underline that our system was 427 producing temporal estimates based predominantly on the content of the scene, not the update rate of the system. accuracy across a broad range of parameter values ( Fig. 7Ai-Aiii) and, most importantly, still differentiate between short and long durations 433 (slope is greater than zero for most levels). To further examine the effect of T k max and T k min , we scaled each parameter by an independent 434 scaling factor to show that the model estimations (compared to the real physical duration) are robust over a wide range of values for these two 435 parameters (Fig. 7B) . These results show that system-produced estimation is relatively accurate (relative to physical duration) across a very However, this decay is not essential for the model to perform well, discriminate short from long durations, and have the potential for attentional 442 modulation. This can be seen if the threshold is set at a single level for all scenes and the regression mechanism is trained on accumulated 443 salient changes under this single threshold level. As shown in Fig. 7 , if the threshold is simply fixed as
then the estimation remains similar to that reported in the main text (e.g. Fig. 3B-C) . Furthermore, as discussed in the section Accounting 445 for the role of attention in time perception in the main text, if this threshold level is changed by modulation of a global scaling factor C > 0 446 of attention modulation, system duration estimates become biased. In this case, the impact on the threshold when modulating attention can 447 be seen as T k t+1 ← C · T k f ixed , thus altering the probability that a given change between consecutive frames will be determined to be salient 448 and accumulated to drive an increase in subjective duration. As a result, estimations become biased towards shorter estimations with a lower 449 attention modulation, and longer estimations with higher attention modulation -consistent with the proposed interaction of attention and 450 duration estimation covered in the main text. This effect shows that the dynamic nature of the threshold in the main implementation is not 451 strictly necessary for meaningful estimates of time to be generated when tracking salient changes in network activation, and for those estimates 452 to be modulated by attention to time.
453
Model performance is not due to regression overfitting The number of accumulated salient perceptual changes recorded in the accumula-454 tors represent the elapsed duration between two points in time. In order to convert estimates of subjective time into units of time in seconds, a 455 simple regression method was used based on epsilon-Support Vector Regression (SVR) from sklearn python toolkit 79 . The kernel used was the 456 radial basis function with a kernel coefficient of 10 −4 and a penalty parameter for the error term of 10 −3 . We used 10-fold cross-validation. To 457 produce the presented data, we used 9 out of 10 groups for training and one (i.e. 10% of data) for testing. This process was repeated 10 times 458 so that each group was used for validation only once. In order to verify that our system performance was not simply due to overfitting of the 459 regression method for the set of durations we included, rather than the ability of the system to estimate time, we tested the model estimation 460 performance when excluding some durations from the training set, but keeping them in the testing set. The mean normalised error for durations 461 included and excluded in each experiment is shown in (Fig. 9 ). As can be seen, only when excluding a large number of training levels (e.g. 10 462 out of 13 possible levels) does the estimation error get notably larger, suggesting that model performance is not attributable only to overfitting 463 in the regression -duration estimates are robust across the tested range.
Changes in classification network activation, not just stimulation, are critical to human-like time estimation As outlined in the Intro-465 duction, our proposal is built on the idea that changes in the sensory environment, as reflected by neural activation within sensory processing 466 networks, provide a mechanistic basis for human time perception. In a minimal interpretation, one might suspect that the efficacy of our model 467 (including the basic ability of the model to estimate time, that model estimates improve with human-like gaze constraints, and that estimates are 468 biased in different scenes in a way that follows human reports) may reflect only the basic stimulus properties. This interpretation would mean 469 that the use of a human-like sensory classification network adds little to our understanding of duration estimation generally, or more precisely, 470 the role of sensory classification networks in human time perception. To examine this issue we conducted a series of experiments wherein, 471 rather than using the difference in network activation to indicate salient difference, we directly measured the Euclidean distance, by pixel, 472 between successive frames of the stimulus videos. As in the initial experiments reported in the main text, we conducted these experiments 473 under two conditions: one condition in which each frame of the video was constrained by human gaze data ("Gaze"), and another condition in 474 which the whole video frame was used ("Full-frame"). In both cases, as with the initial experiments, the difference between successive frames 475 was compared to a dynamic threshold, detected salient differences accumulated during a test epoch, and support vector regression trained on 476 the accumulated salient differences and the physical labels of the interval in order to produce estimates of duration in seconds (as detailed in 477 the methods for the main model). Consequently, any potential difference in results between these experiments and the experiments reported in 478 the main text, conducted based on activations within the classification network, indicate the contribution of the perceptual processing within 479 the classification network to time perception.
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As can be seen in Fig. 11 , estimates of duration can still be produced based on the pixel-wise differences in the video for both "Gaze" 481 constrained video, as well as for the "Full-frame" video, as indicated by non-zero slopes in estimation. This basic sensitivity to duration is not 482 surprising, given that our model of time perception is based on perceptual changes driven by sensory signals. Crucially, though, these results 483 show several clear differences to both the classification network-based estimates, as well as human reports. Most obviously, estimation when 484 using the "Full-frame" video is much poorer than for either of the "Gaze" or "Full-frame" models reported in the main text, with short durations 485 dramatically overestimated, and estimations for office and cafe scenes similarly underestimated. These findings are clearly reflected in the mean 486 deviation of estimation, shown in Fig. 10 . While the overall pattern of biases by scene for the "Full-frame" video replicate the same pattern 487 as for human reports (city > campus/outside > cafe/office; see Fig. 3G in the main text), both the overestimation of scenes containing more 488 change (city and campus/outside) and the underestimation of the scenes containing less change (office/cafe) are much more severe. Overall, 489 poor estimation performance when using "Full-frame" video is attributable to the estimation being driven only by the pixel-wise changes in the 490 scene, especially for scenes wherein very little changes between successive frames on a pixel-wise basis (office/cafe; green line in Fig. 11 ). In 491 these scenes, there are many instances where the scene remains unchanged for extended periods, therefore producing no pixel-wise differences 492 at all with which to drive estimation.
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By contrast, estimations based on gaze-constrained video ("Gaze" input) show superior performance to those for the "Full-frame" input 494 video, with better slope of estimation (Fig. 11 ), and less severe over/underestimation. These results support the findings reported in the main 495 text regarding the importance of where humans look in a scene to the estimation of duration. However, as is clearly depicted in Fig. 10, 496 when considering the pattern of biases induced by different scenes, estimations based only on gaze-constrained video do not replicate the 497 pattern of results seen for both the classification network-based model and human estimations ( Fig. 3G and H) reported in the main text. 498 Rather, estimations based on gaze-constrained video alone substantially underestimate durations for scenes based in the campus/outside, while 499 overestimating the scenes with the least perceptual change (office/cafe scenes).
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Overall, these results show, consistent with the proposal outlined in the Introduction, that the basis for human-like time perception can be 501 simply located within changes in sensory stimuli. More importantly, they also show that it is not just the sensory stimuli alone that drive time 502 perception, but also how stimulation is interpreted within perceptual classification networks. By basing our core model, as reported in the main 503 text, on stimulus-driven activation in a human-like visual classification network, our model is able to naturally capture human-like biases in 504 duration estimation in a way that is not possible based on the sensory stimuli alone. Fig. 3G and H in the main text, for both humans and the system, city scenes are typically estimated as longer than campus and outside, or office and cafe scenes. The degree of this overestimation is stronger for the system, but the overall pattern of results is the same for human and system estimation. figure) Robustness of the temporal attention mechanism. A: Comparison of system duration estimation at different levels of attention modulation. This level refers to a scaling factor applied to the parameters T max and T min , specified in Table 1 . and Equation 1. Each panel shows the performance for a different variant of the model ("Gaze", "Shuffled" and "Full-frame"). While changing the attention level did affect duration estimates, often resulting in a bias in estimation (e.g. many levels of the "Full-frame" exhibit a bias towards overestimation; darker lines), across a broad range of Attention levels the models (particularly in the "Gaze" model) still differentiate longer from shorter durations, as indicated by the positive slopes with increasing real duration. For the models in Fig. 3 , the following scalings were used: ("Gaze": 1.20, "Shuffled": 1.10 and "Full-frame": 1.06) as they were found to produce estimations most closely matching human reports. B: Normalised root mean squared error (NRMSE) of duration estimations of the "Gaze" model versus real physical durations, for different combinations of values for the parameters T max and T min in Equation (1). The gray areas in the heatmap represent combinations of values that cannot be defined. Dotted lines represent the chosen attention threshold scaling used for the "Gaze" model in Fig figure) Comparison of system estimation with fixed thresholds at different levels of attention modulation. As for estimation with dynamic thresholds (Fig. 7) , the system can differentiate short from long durations effectively, and modulation of attention level causes a similar pattern of over and underestimation as found with the dynamic threshold. Figure 11 : (Supplementary figure) Duration estimation for the 13 tested video durations, by scene-type. Estimations were produced based on the raw Euclidean distance between video frames, by pixel, rather than using classification network activation. Left panel shows estimations based on videos constrained by human gaze ("Gaze" input; as in human and model experiments in the main text), the right panel shows estimations based on the "Full-frame" of the video. Error bars indicate standard error of the mean.
