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Quench dynamics and defects formation in the Ising chain in a
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We study analytically and numerically quench dynamics and defects formation in the quantum
Ising model in the presence of a time-dependent transverse magnetic field. We generalize the Landau-
Ziner formula to the case of non-adiabatic evolution of the quantum system. For a quasi-static
magnetic field, with a slow dependence on time, our outcomes are similar to the results predicted
by the Landau-Zener formula. However, a quench dynamics under a shock-wave load is more
complicated. The final state of the system depends on the amplitude and pulse velocity, resulting
in the mixture of ground and excited states and significant density of defects.
PACS numbers: 75.30.Wx, 03.65.-w, 03.65.Vf
Keywords: Energy-level crossing Ising chain quantum phase transition quench dynamics
I. INTRODUCTION
Quantum phase transitions (QPTs) are char-
acterized by qualitative changes of the ground
state of many body system and occur at the
zero temperature [1]. Since thermal fluctua-
tions are frozen, QPTs are purely quantum phe-
nomena driven by quantum fluctuations. Well
known examples of QPTs are the superconduc-
tor to insulator transition in high-Tc supercon-
ductoing systems, the quantum paramagnet to
ferromagnet transition occuring in Ising spin
system under an external transverse magnetic
field, and the superfluid to Mott insulator tran-
sition.
QPTs are associated with levels crossing and
imply the lost analyticity in the energy spec-
trum. In the parameter space the points of non-
analyticity, being referred to as critical points,
define the QPT [1]. A first-order QPT is de-
termined by a discontinuity in the first deriva-
tive of the ground state energy. A second-order
QPT means that the first derivative is contin-
uous, while the second derivative has either a
finite discontinuity or divergence at the critical
point.
Energy level crossing implies that it does not
matter how slowly the system is evolved. Near
the critical point adiabaticity breaks down and
non-equilibrium phenomena associated with
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the drastically grown quantum fluctuations can
drive the system away from the ground state.
The final result depends on how fast the tran-
sition occurs. If the quench process is suffi-
ciently fast, large numbers of topological de-
fects are created and the final state can be es-
sentially different from that been obtained as
result of slow evolution. Qualitatively, the dy-
namics of quantum system can be described
by the Kibble-Zurek (KZ) theory of nonequi-
librium phase transitions [2–4].
In this paper we consider quench dynamics
of the quantum of Ising chain in a transverse
time-dependent magnetic field. The paper is
organized as follows: In Sec. II we introduce
the model and discuss its main features. In Sec.
III we study quench dynamics for a magnetic
field defined by a pulse of a given shape. In
Sec. IV we describe defects formation near of
critical point. We conclude in Sec. V with a
discussion of our results.
II. DESCRIPTION OF THE MODEL
We consider the one-dimensional Ising model
in a transverse magnetic field governed by the
following Hamiltonian:
H = −J
2
N∑
n=1
(
hσxn + σ
z
nσ
z
n+1), (1)
where the periodic boundary conditions,
σN+1 = σ1, are imposed. The external mag-
netic field is associated with the parameter h.
2Quantum phase transition (QPT) occurs in the
thermodynamic limit (N ≫ 1) at critical value
hc = 1 of the external magnetic field.
The Hamiltonian in Eq. (1) can be diagonal-
ized using the standard Jordan-Wigner trans-
formation, following well-known procedures de-
scribed in [5–9]. The Jordan-Wigner transfor-
mation maps a spin-1/2 system to a system of
spinless fermions,
σxn =1− 2c†ncn, (2)
σyn =i(c
†
n − cn)
∏
m<n
(1− 2c†mcm), (3)
σzn =− (cn + c†n)
∏
m<n
(1 − 2c†mcm), (4)
with anticommutation relations: {c†m, cn} =
δmn and {cm, cn} = {c†m, c†n} = 0. Applying
these transformations, we obtain
H = −J
2
N∑
n=1
(
c†ncn+1 + c
†
n+1cn + c
†
nc
†
n+1 + cn+1cn + h(1− 2c†ncn)
)
. (5)
The periodic boundary conditions imposed on
the spin operators lead to the following condi-
tion for the fermionic operators:
cN+1 = −eipiNF c1, (6)
NF =
∑N
n=1 c
†
ncn being the total number of
fermions. Using Eq. (2) we find that NF =
N/2−Sx, where Sx = (1/2)∑n σxn is the total
x-component of the spins. For the particular
choice of Sx = 0, we obtain NF = N/2. This
yields periodic periodic (antiperiodic) boundary
conditions for cn, ifN/2 is odd (even). Since the
parity of the fermions is conserved, the imposed
boundary conditions are valid for all values of
the parameter h.
Applying the Fourier transformations,
cn =
e−ipi/4√
N
∑
k
cke
i2pikn/N , (7)
we find that the Hamiltonian (5) can be recast
in Fourier space as
H = J
2
∑
k
(
2(h− cosϕk)c†kck − h+ sinϕk(c†kc†−k + c−kck)
)
, (8)
where ϕk = 2pik/N . For periodic boundary
conditions, cN+1 = c1, the wave number k takes
the following discrete values:
k = −N
2
, . . . , 0, 1, . . . ,
N
2
− 1, (9)
and for antiperiodic boundary conditions,
cN+1 = −c1, one has
k = ±1
2
,±3
2
, . . . ,±N − 1
2
. (10)
Here we set lattice spacing a = 1. In what
follows, we impose the antiperiodic boundary
conditions for the fermionic operators.
The Hamiltonian (8) can be diagonalized by
3using the Bogoliubov transformation,
ck = cos
θk
2
ak + sin
θ−k
2
a†−k, (11)
c†k = cos
θk
2
a†k + sin
θ−k
2
a−k, (12)
ak = cos
θk
2
ck + sin
θk
2
c†−k, (13)
a†k = cos
θk
2
c†k + sin
θk
2
c−k, (14)
where
cos θk =
h− cosϕk√
h2 − 2h cosϕk + 1
, (15)
sin θk =
sinϕk√
h2 − 2h cosϕk + 1
. (16)
With help of Eqs. (11) – (14) we obtain the
diagonalized Hamiltonian as a sum of quasipar-
ticles with half-integer quasimomenta,
H = 1
2
∑
k
ε0k +
∑
k
εk
(
a†kak +
1
2
)
. (17)
where ε0k = J(h− cosϕk) and
εk = J
√
h2 − 2h cosϕk + 1. (18)
Its spectrum contains only states with even
number of quasiparticles.
In the momentum representation, the Hamil-
tonian splits into a sum of independent terms,
H =∑k>0Hk, where each Hk acts in the two-
dimensional Hilbert space spanned by |k0〉 =
|0〉k|0〉−k and |k1〉 = |1〉k|1〉−k. Here |0〉k is the
vacuum state of the mode ck, and |1〉k is the ex-
cited state: |1〉k = c†k|0〉k. The total wavefunc-
tion can be written as, |ψ(t)〉 = ⊗k>0 |ψk(t)〉,
where
|ψk(t)〉 = uk(t)|k0〉+ vk(t)|k1〉, (19)
and |ψk〉 satisfies the Bogoliubov-de Gennes
equation (in units ~ = 1):
i
∂
∂t
|ψk〉 = Hk(t)|ψk〉. (20)
Choosing the basis as, k1 =
(
1
0
)
and k0 =(
0
1
)
, one can show that the Hamiltonian,
Hk, projected on this two-dimensional subspace
takes the form,
Hk = ε0k1 + J
(
h− cosϕk sinϕk
sinϕk −h+ cosϕk
)
.
(21)
For each k, there are two eigenstates:
|u+(k)〉 =
(
cos θk2
sin θk2
)
, (22)
|u−(k)〉 =
( − sin θk2
cos θk2
)
. (23)
Since H =∑k>0Hk, the ground state of the
Ising chain can be written as a product of qubit-
like states:
|ψg〉 =
⊗
k>0
(
cos
θk
2
|0〉k|0〉−k − sin θk
2
|1〉k|1〉−k
)
.
(24)
For h≫ 1, the ground state is paramagnetic
with all spins oriented along the x axis, and
from Eq. (15) we obtain cos θk → 1 as h →
∞. This yields |u−(k)〉 →
(
0
1
)
and |u+(k)〉 →(
1
0
)
. On the other hand, when h ≪ 1 there
are two degenerate ferromagnetic ground states
with all spins polarized in opposite directions
along the z-axis. In the thermodynamic limit
the system passing through the critical point
ends in a superposition of up and down states
with finite domains of spins separated by kinks
[10].
III. QUENCH DYNAMICS
A. Adiabatic and non-adiabatic evolution
We consider quantum Ising chain driven
by time-dependent Hamiltonian, H(t) =∑
kHk(t), where
Hk(t) = ε0k(t)1 + J
(
h(t)− cosϕk sinϕk
sinϕk −h(t) + cosϕk
)
. (25)
For a generic quantum system governed by the time-dependent Hamiltonian the adiabatic
4theorem guarantees that during quantum evo-
lution the system remains in its the ground
state, as long as the instantaneous ground state
does not become degenerate at any time. The
validity of the adiabatic theorem requires
∑
m 6=n
∣∣∣∣ 〈ψm|∂H(t)/∂t|ψn〉(Em − En)2
∣∣∣∣≪ 1. (26)
When the quantum processes is related to the
quantum phase transitions, the condition of Eq.
(26) can be recast as [14, 15],
|〈ψe|∂H(t)/∂t|ψg〉|
|Ee − Eg|2 ≪ 1, (27)
where |ψg〉 is the ground state, and Ee is the en-
ergy of the first excited state, |ψe〉. This restric-
tion is violated near the degeneracy in which
the QPT occurs.
In the adiabatic basis formed by the instanta-
neous eigenvectors of the Hamiltonian Hk, the
total wavefunction can be written, as |ψ〉 =
⊗k|ψk(t)〉, where
|ψk(t)〉 =αk(t)ei
∫
ε0k(t)dt|u−(k, t)〉
+ βk(t)e
i
∫
ε0k(t)dt|u+(k, t)〉. (28)
From Eqs. (22) and (23) it follows that
αk(t) = uk(t) cos
θk(t)
2
− vk(t) sin θk(t)
2
, (29)
βk(t) = vk(t) cos
θk(t)
2
+ uk(t) sin
θk(t)
2
. (30)
We define
|Ψk(t)〉 =
(
βk(t)
αk(t)
)
. (31)
Next, one can show that the wave function,
|Ψk(t)〉, satisfies the Bogoliubov-de Gennes
equation
i
∂
∂t
|Ψk〉 = Hk(t)|Ψk〉, (32)
where
Hk = ε0k1 +
(
εk iθ˙k/2
−iθ˙k/2 −εk
)
, (33)
and
dθk
dt
= − h˙(t) sin
2 θk(t)
sinϕk
(34)
Now the requirement of the adiabatic theo-
rem (27) can be rewritten as,
max
∣∣∣∣dθkdt
∣∣∣∣≪ min 2εk = 2J sinϕk. (35)
Employing (35), one can recast Eq. (34) as,
|h˙c| ≪ 2J sin2 ϕk, (36)
where h˙c = h˙(tc). Here tc denotes the moment
of time when the magnetic field reached its crit-
ical value, hc = 1. Further, it is convenient to
introduce the following notation:
ω2k =
J sin2 ϕk
|h˙c|
. (37)
Using (37) in Eq. (36), we find that for the
given value of k the condition of adiabaticity
can be written as ω2k ≫ 1. As follows from
Eq. (27), for the whole system the condition of
adiabaticity can be written as, ω2 ≫ 1, where
ω2 ≡ ω1 = J|h˙c|
sin2
(
pi
N
)
≫ 1. (38)
For N ≫ 1 we obtain
ω2 =
pi2J
|h˙c|N2
≫ 1. (39)
Let us assume that the dependence of the
magnetic field on time has the form h =
h(t/τ0). By presenting,
αk(t) = ak(t) e
i
∫
t
0
ε(k,t)dt, (40)
βk(t) = bk(t) e
−i
∫
t
0
ε(k,t)dt, (41)
one can show that, if the evolution begins from
the ground state, the coefficients ak(t) and bk(t)
satisfy the following asymptotic conditions [16–
24]:
bk(t) = O
(
exp
(
2τ0
∫ zc
0
εk(z)dz
))
, (42)
where the critical point, zc, lies on the first
Stokes line in the lower complex line defined
as
ℑ
∫ zc
0
εk(z)dz < 0. (43)
The critical point is determined as a solution of
the equation, εk(zc) = 0, in the complex plane
obtained by analytical continuation, t→ z.
Employing (18), we find that for the Ising
model the integral in the r.h.s. of Eq. (42) can
be recast as follows:∫ zc
0
εk(z)dz =
∫ e−iϕk
0
√
Z2 − 2Z cosϕk + 1 dZ
Z ′
,
(44)
5where Z ′ = dZ/dz, and we set Z = h(z).
For given k, the probability to stay in the
ground state at the end of the evolution is given
by P gsk (t) = |αk(t)|2. With help of Eq. (42) we
obtain
P gsk (∞) = 1− |βk(t)|2 ≈ 1− e4τ0ℑ
∫
zc
0
εk(z)dz
(45)
Since different pairs of quasiparticles (k,−k)
evolve independently, the probability to stay in
the ground state for the whole system is the
product [10]
Pgs =
∏
k>0
Pgs(k). (46)
For slow evolution one can use the LZ ap-
proximation in Eq. (44), that consists in chang-
ing Z ′(z) by its value in the critical point,
Z ′(zc). Performing integration in (44) and in-
serting the result in (45), we obtain the Landau
Zener formula [25, 26]
P gsk ≈ 1− e−piω
2
k , (47)
where ω2k = (J/|h˙c|)sin2 ϕk. This result is valid
when ω2k ≫ 1, that is in agreement with the
condition (38). By applying (46) we find that
the probability to stay in the ground state for
the whole system is
Pgs =
∏
k>0
(
1− e−piω2k). (48)
B. Adiabatic-impulse approximation
In according to KZ mechanism, the main con-
tribution to the QPT is made in the neighbor-
hood of the critical point [2–4]. Expanding h(t)
near of critical point as h(t) = 1+h˙c(t−tc), one
can rewrite (25) as follows (we omit unessential
diagonal contribution, ε0k),
Hk(t) ≈ J
(
h˙c(t− tc) + 2 sin2(ϕk/2) sinϕk
sinϕk −h˙c(t− tc)− 2 sin2(ϕk/2)
)
. (49)
It convenient to introduce a new variable, τk =
(J/κ)(t− tc)+sgn(h˙c)2κ sin2(ϕk/2), where κ =√
J/|h˙c|. Let us assume that h˙c < 0, then
the Hamiltonian (25) takes the form of the LZ
model,
Hˆk =
( −τk ωk
ωk τk
)
, (50)
the coupling strength being ωk = κ sinϕk.
Qualitatively, the dynamics of the LZ sys-
tem can be described by using so-called the
adiabatic-impulse (AI) approximation [11–13].
The AI-approximation assumes that the whole
evolution can be divided in three parts, and up
to the phase factor the wave function, |ψk(t)〉,
approximately can be described as
τk ∈ [−∞,−τˆk) : |ψk(τk)〉 ≈ |u−(k, τk)〉
τk ∈ [−τˆk, τˆk] : |ψk(τk)〉 ≈ |u−(k,−τˆk)〉
τk ∈ (τˆk,+∞] : |〈ψk(τk)|u−(k, τ)〉|2 = const
where the time τˆk, introduced by Zurek [3], is
called the freeze-out time and define the instant
when behaviour of the system changes from the
adiabatic regime to an impulse one where its
state is effectively frozen and then back from
the impulse regime to the adiabatic one.
If the evolution starts at moment τi ≪ −τˆk
from the ground state, the equation for deter-
mining τˆk can be written as piτˆk = 1/εk(τˆk) (for
details of calculation, see reference [11]). Its so-
lution is given by
τˆk =
ωk√
2
√√√√√1 + 4
pi2ω4k
− 1. (51)
In the AI approximation the probability, P kex,
of exciting mode k at τf ≫ τˆk can be calculated
as follows [11, 13]:
6P kex ≈ P kAI = |〈u+(k, τˆk)|u−(k,−τˆk)〉|2 =
τˆ2k
ω2k + τˆ
2
k
. (52)
Substituting τˆk from (51), we obtain
P kex =
2
x2k + xk
√
x2k + 4 + 2
, (53)
where xk = piω
2
k. For ω
2
k ≪ 1, from Eq. (53)
it follows P kAI ≈ 1 − piω2k. In the first order
this coincides with the result predicted by exact
LZ formula: P kex = e
−piω2k . For the adiabatic
evolution, ω2k ≫ 1, we obtain P kAI ≈ 1/(pi2ω4k).
Employing (46) we find that in the AI-
approximation the probability to stay in the
ground state for the whole system is given by
Pgs =
∏
k>0
x2k + xk
√
x2k + 4
x2k + xk
√
x2k + 4 + 2
. (54)
In the thermodynamic limit, the variable ϕk
becomes continuous, and we obtain
Pex(κ, ϕ) =
2
x2 + x
√
x2 + 4 + 2
, (55)
where x = piκ2 sin2 ϕ. In Fig. 1 the proba-
bility of finding the system in excited state is
presented. One can see that for κ ≫ 1 the
main contribution to Pex(κ, ϕ) is occurred from
the values of ϕ ≈ 0 and ϕ ≈ pi. In other
limit, κ ≪ 1, the values of ϕ ≈ pi/2 yield the
most important contribution to the probability
Pex(κ, ϕ).
IV. QUENCH DYNAMICS UNDER
SHOCK-WAVE LOAD
A. Semi-finite pulse
1. Transition from paramagnet to ferromagnet
During its evolution the system does not re-
main in the ground state at all times. At the
critical point, the quantum system becomes ex-
cited, and its final state is determined by the
number of defects. In the case of the ferromag-
netic Ising chain and for transition: paramagnet
→ ferromagnet, the system ends in the state
such as
| . . . ↑↑↑↑↓↓↓↓ . . . ↓↓↓↑↑↑ . . . ↑↑↓↓ . . . 〉
FIG. 1: (Color online) Probability of finding the
system in the excited state as a function of κ =√
J/|h˙c| and ϕ.
FIG. 2: (Color online) Shape of semi-finite pulse:
h vs s = t/τ0 (h0 = 20).
with neighboring spins polarized in the same di-
rections along the z-axis and separated by kinks
(defects)) in which the polarization of spins has
the opposite orientation.
We specify the magnetic field as a semi-
infinite pulse with the shape determined by
(Fig. 2)
h = h0(1− tanh(t/τ0)). (56)
The height of the pulse is given by hm = 2h0.
At the critical point, hc = 1, we have
h˙c = − 2
τ0
(
1− 1
2h0
)
. (57)
7It turns out convenient to introduce a di-
mensionless time s = t/τ0 and to recast the
Bogoliubov-de Gennes equation (32) as,
i
∂
∂s
|Ψk(s)〉 = Hˆk(s)|Ψk(s)〉, (58)
where
Hˆk = εˆ0k1 +
(
εˆk iθ
′
k/2
−iθ′k/2 −εˆk
)
. (59)
We set θ′k = dθk/ds, εˆ0k = τ0ε0k, and εˆk =
τ0εk.
To estimate asymptotic behavior of the prob-
ability to stay in the ground state we use Eq.
(45). The result is
Pgs =
∏
k
(1− e−4τ0ℑ
∫
zc
0
εk(z)dz) (60)
Using (56) in Eq. (44), we are performing inte-
gration to obtain
4ℑ
∫ zc
0
εk(z)dz = piJτ0(
√
h2m − 2hm cosϕ+ 1 + 1− hm) (61)
Then the probability to stay in the ground state
at the end of evolution can be written as
Pgs =
∏
k>0
(
1− e−piν2k), (62)
where
ν2k = τ0J(
√
h2m − 2hm cosϕ+ 1 + 1− hm).
(63)
For hm ≫ 1 this yields
ν2k ≈ 2Jτ0 sin2
ϕk
2
. (64)
Since ωk does not includes hm, in the end of
evolution the state of system is insensitive to
changing of amplitude. Computation of the pa-
rameter of adiabaticity, ωk, yields
ω2k =
Jτ0 sin
2 ϕk
2
. (65)
For long wavelength modes with ϕk ≪ pi/4 we
obtain νk ≈ ωk.
Our theoretical predictions are confirmed
by numerical calculations performed for N =
32, 48, 64, 128, 256, 512 spins (See Figs. 3, 4.).
We assume that initially the system was in the
ground (paramagnet) state. Choice of param-
eters: J = 1, τ0 = 500, h0 = 20. Solid lines
present the results of the numerical simulations
and dashed lines correspond to the asymptotic
formula (62). One can observe that while short
wavelength excitations are essential at the crit-
ical point, at the end of evolution their con-
tribution to the transition probability from the
ground state to the first excited state is negligi-
ble. The results presented in Fig. 3a show that
the asymptotic formula (62) is in good agree-
ment with the results of numerical simulations.
The estimation of the adiabaticity parame-
ter ω (see Eq.(38)) yields: ω = 2.4 (N = 32),
ω = 1.07 (N = 48), ω = 0.6 (N = 64), ω = 0.15
(N = 128), ω = 0.04 (N = 256), ω = 0.01
(N = 512). As expected, with decreasing of ω
the probability to stay in the ground state de-
creases as well. This implies that at the end
of evolution the quantum system does not re-
mains in the ground state and its final state is
the superposition of blocks with the spins ori-
ented up/down, separated by walls (kinks).
2. Transition from ferromagnet to paramagnet
To describe transition from ferromagnet to
paramagnet, we specify the magnetic field as a
semi-infinite pulse with the shape determined
by (See Fig. 5.)
h = h0
(
1 + tanh(t/τ)
)
, (66)
height of the pulse being hm = 2h0.
We start with the initial ferromagnet ground
state. Near the critical point, the quantum sys-
tem becomes excited, and its final state (for
h0 ≫ 1) is determined by the number of flipped
spins.
We find that aymptotic behavior of the prob-
ability to stay in the ground state is given by
Pgs(∞) =
∏
k
(1− e−piν2k), (67)
8(a)
(b)
FIG. 3: (Color online) (a) The probability, Pgs,
to stay in the ground state as a function of the
dimensionless time s = t/τ . (b) The probability
Pex of first excited state (k = 1) vs s. Parameters
used: τ = 500, h0 = 20. Blue line (N = 32), orange
line (N = 48), green line (N = 64), red line (N =
128), black line (N = 256), cyan line (N = 512).
Dashed lines correspond to the asymptotic formula
(62).
where
ν2k = Jτ0
(√
h2m − 2hm cosϕk + 1 + 1− hm
)
.
(68)
When hm ≫ 1 one can approximate (68) as
follows:
ν2k ≈ 2Jτ0 sin2
ϕk
2
. (69)
In Fig. 6 we present the results of
numerical simulations performed for N =
32, 48, 64, 128, 256 spins. Choice of parameters:
J = 1, τ0 = 500, h0 = 1, 20. Solid lines present
the results of the numerical simulations and
dashed lines correspond to the asymptotic for-
mula (33). We assume that initially the system
was in the ground (ferromagnet) state. One
can observe that while short wavelength exci-
tations are essential at the critical point, at the
end of evolution their contribution to the tran-
sition probability from the ground state to the
first excited state is negligible. The results pre-
sented in Fig.6a show that the asymptotic for-
(a)
(b)
FIG. 4: (Color online) The probability Pex of first
excited states (k = 1, 2, 3) as a function of the di-
mensionless time s. Blue line (k = 1), green line
(k = 2), red line (k = 3). (a) N = 128. (b)
N = 256. .
FIG. 5: (Color online) Shape of pulse, h(s), as a
function of dimensionless time s = t/τ0 (h0 = 20).
mula (67) is in good agreement with the results
of numerical simulations.
3. LZ formula and AI-approximation
In this section we compare LZ-formula and
AI-approximation with the results of the nu-
merical simulations for semi-finite pulse. We
assume that initially the system was in the
ground state, then the probability to stay in
9(a)
(b)
FIG. 6: (Color online) Ferromagnet → paramagnet
transition (τ0 = 500). The probability, Pgs, to stay
in the ground state as a function of the dimension-
less time s = t/τ0. Orange line (N = 32), green line
(N = 64), red line (N = 128), black line (N = 256).
Dashed lines correspond to the asymptotic formula
(67). (a) h0 = 20. (b) h0 = 1.
the ground state in the end of evolution for the
whole system can be written as,
LZ : PLZgs =
∏
k>0
(1− e−x2k), (70)
AI : PAIgs =
∏
k>0
x2k + xk
√
x2k + 4
x2k + xk
√
x2k + 4 + 2
, (71)
where xk = piω
2
k, the parameter of adiabaticity
being ωk =
√
J/|h˙c| sinϕk. For the semi-finite
pulse introduced in the Secs. 4.1.2. and 4.1.3,
we obtain
ωk =
√
τ0h0J
|2h0 − 1| sinϕk. (72)
In Fig. 7 we compare the predictions of
LZ-formula and AI-approximation with the re-
sults of numerical simulations performed for
N = 32, 48, 64, 128, 256 spins. Choice of pa-
rameters: J = 1, τ0 = 500, h0 = 20. Solid lines
present the results of the numerical simulations
and dashed lines correspond to the asymptotic
(a)
(b)
FIG. 7: (Color online) The probability, Pgs, to stay
in the ground state as a function of the dimen-
sionless time s = t/τ0. Blue line (N = 32), or-
ange line (N = 48), green line (N = 64), red line
(N = 128), black line (N = 256). (a) Paramag-
net → ferromagnet transition. Dashed lines corre-
spond to the LZ-formula (70). (b) Ferromagnet →
paramagnet transition. Dashed lines correspond to
the AI-approximation (71). Choice of parameters:
τ0 = 500, h0 = 20.
formulas (70) and (71). We assume that ini-
tially the system was in the ground state. In
Fig. 7a the results of the paramagnet→ ferro-
magnet transition are presented. As expected,
when the parameter of adiabaticity ω2k ≫ 1,
the LZ-formula is in good agreement with the
numerical results (blue and orange curves). In
Fig. 7b we compare the AI-approximation with
the results of the numerical simulations for fer-
romagnet → paramagnet transition. One can
observe that AI-approximation is good enough
for ω2k ≪ 1 and ω2k ≫ 1.
B. Pulse of finite length
We consider a magnetic field as a pulse of
finite length with the shape determined by
h(τ) = h0
(
tanh(t/τ0)− tanh(t/τ0 − δ)
)
, (73)
the pulse length being ∆ = δτ0, and its height
is given by hm = 2h0 tanh(δ/2) (see Fig. 8).
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(a)
(b)
FIG. 8: (Color online) Finite pulse, h(s) as a func-
tion of dimensionless time s = t/τ0 (h0 = 20). (a)
δ = 1. (b) δ = 100.
(a)
(b)
FIG. 9: (Color online) The probability, Pgs, to stay
in the ground state as a function of the dimen-
sionless time s = t/τ0 (h0 = 10, δ = 10). (a)
τ0 = 20. (b) τ0 = 5. Blue line (N = 32), or-
ange line (N = 48), green line (N = 64), red line
(N = 128). Dashed lines correspond to the asymp-
totic formula (74).
(a)
(b)
FIG. 10: (Color online) Shock wave load. The
probability, Pgs, to stay in the ground state as
a function of the dimensionless time s = t/τ0
(h0 = 10, τ0 = 1). (a) δ = 1). (b) δ = 0.1. Blue line
(N = 32), green line (N = 64), red line (N = 128),
black line (N = 256).
We assume that initially the system was in
the ferromagnet ground state. Near the first
critical point, the quantum system becomes ex-
cited, and after crossing the critical point its
state (for h0 ≫ 1) is determined by the number
of flipped spins.
According to the KZ mechanism, the system
will be stay in this state up to reaching the sec-
ond critical point. When the length of the pulse
is relatively large, there exists the intermediate
asymptotic for the probability to stay in the
ground state. We find that it is given by
Pgs =
∏
k
(1− e−piν2k), (74)
where
ν2k = τ0J
(√
h2m − 2hm cosϕ+ 1 + 1− hm
)
.
(75)
After crossing the second critical point, the sys-
tem ends in the state with the domain struc-
ture, consisting of domains with neighboring
spins polarized in the same directions along the
z-axis and separated by kinks (defects) in which
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(a)
(b)
FIG. 11: (Color online) Shock wave load. The
probability, Pgs, to stay in the ground state as
a function of the dimensionless time s = t/τ0
(h0 = 10, δ = 1). (a) τ0 = 0.01. (b) τ0 = 0.001.
Blue line (N = 32), green line (N = 64), red line
(N = 128), black line (N = 256).
the polarization of spins has the opposite ori-
entation.
In Figs. 9 - 11 we present the results
of numerical simulations performed for N =
32, 48, 64, 128, 256 qubits. Choice of parame-
ters: τ0 = 0.001, 0.01, 1, 5, 20, h0 = 10, δ =
1, 10. We assume that initially the system was
in the ground (ferromagnet) state. Solid lines
present the results of the numerical simulations
and dashed lines correspond to the asymptotic
formula (74). One can observe good agreement
between the intermediate asymptotic given by
Eq. (74) and the results of numerical simula-
tions (Fig. 9).
V. CRITICAL PHENOMENA AND
DEFECTS FORMATION
During its evolution the system does not stay
always at the ground state at all times. At the
critical point, the system becomes excited, and
its final state is determined by the number of
defects (kinks). Following [10], we define the
operator of the number of kinks as,
Nˆ = 1
2
N∑
n=1
(
1− σznσzn+1
)
=
∑
k
a†kak. (76)
Employing Eqs. (11) - (14), we obtain
Nˆ = N
2
+
1
2
∑
k
(
cos θk(c
†
kck − ckc†k) + sin θk(c†kc†−k + c−kck)
)
, (77)
The number of defects is defined by the ex-
pectation value of the operator of the number
of defects, N = 〈Nˆ 〉. The computation yields
N = N
2
+
1
2
∑
k
(
cos θk(|vk|2 − |uk|2) + sin θk(u∗kvk + ukv∗k)
)
. (78)
In the adiabatic basis this formula takes a more
simpler form,
N = N
2
− 1
2
∑
k
(|αk|2 − |βk|2). (79)
For the expectation value of the density of de-
fects we obtain,
n =
N
N
= 1− 1
N
∑
k
|αk|2. (80)
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(a)
(b)
FIG. 12: (Color online) Semi-finite pulse. Density
of defects vs. s (τ0 = 500, h0 = 20). Blue line
(N = 32), green line (N = 64), red line (N = 128),
black line (N = 256). Dashed lines correspond to
the asymptotic formula (81). (a) Paramagnet →
ferromagnet transition. (b) Ferromagnet → para-
magnet transition.
Denoting the probability to stay in the ground
state as Pgs(ϕk) ≡ |αk|2, we rewrite (80) as
n = 1− 1
N
∑
k
Pgs(ϕk). (81)
Using the approximated formula (45 ), we ob-
tain
n ≈ 1
N
∑
k
e4τ0ℑ
∫
zc
0
εk(z)dz (82)
When N → ∞, the sum in Eq. (81) can be
replaced by integral,
n = lim
N→∞
N
N
= 1− 1
2pi
∫ pi
−pi
Pgs(ϕ)dϕ (83)
Substituting Pgs(ϕ) from Eq. (45), we find
n =
1
2pi
∫ pi
−pi
e−piν
2(ϕ)dϕ, (84)
where
ν2(ϕ) = Jτ0(hm − 1−
√
h2m − 2hm cosϕ+ 1).
(85)
(a)
(b)
FIG. 13: (Color online) Finite pulse. Density of
defects vs. s (h0 = 10, δ = 10). Cyan line (N =
32), blue line (N = 48), green line (N = 64), red
line (N = 128), black line (N = 256). Dashed
lines correspond to the asymptotic formula (81).
(a) τ0 = 20. (b) τ0 = 5.
Next, using the method of steepest descent, we
obtain
n =
1
2piα
, (86)
where α = 2τ0Jhm/|hm − 1|.
As it was shown in the previous section, dur-
ing the slow evolution only long wavelength
modes, with the lowest ϕ = pi/N , can be ex-
cited. Thus, in the adiabatic regime, ω2k ≫ 1,
we can approximate the average number of de-
fects at the end of evolution by LZ formula,
n = 1− e−piω2 , (87)
where ω2 = pi2τ0J/N
2 [10, 28].
In Figs. 12 -14 we compare our theoretical
predictions with the results of numerical simu-
lations performed for N = 32, 48, 64, 128, 256
spins. Solid lines present the results of the
numerical simulations and dashed lines corre-
spond to the asymptotic formula of Eq. (81).
We assume that initially the system was in the
ground state. One can observe that the results
predicted by the asymptotic formula (81) are in
good agreement with the numerical results.
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(a)
(b)
FIG. 14: (Color online) Finite pulse. Density of
defects vs. dimensionless time s = t/τ0 for N =
32, 564, 128, 256 spins (h0 = 10, δ = 1). (a) τ0 =
0.01 (blue) , τ0 = 0.001 (red). (b) τ0 = 0.1 (blue) ,
τ0 = 1 (red).
VI. CONCLUSION
We have studied analytically and numeri-
cally the quench dynamics of the quantum
Ising chain in a transverse time-dependent mag-
netic field. We extend the LZ-formula to non-
adiabatic evolution of the quantum system. For
the adiabatic evolution, our predictions coin-
cides with the results given by the LZ-formula.
Numerical simulations show good agreement
between analytical and numerical results.
Under a shock-wave load the dynamics of the
system is more complicated, than in the case
of the semi-finite pulse. The final state of the
system depends on the amplitude and pulse ve-
locity and may results in a significant density
of defects.
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