Introduction
The role of the nonlinear dispersive PDEs in the theoretical physics is so important that the notion of dispersion is used for physical classification of PDEs into dispersive and non-dispersive. Well-known mathematical classification of PDEs into elliptic, parabolic and hyperbolic equations is based on the form of equations, and can be applied to the second order PDEs on arbitrary number of variables. On the other hand, physical classification is based on the form of solutions and can be applied for PDEs of arbitrary order and arbitrary number of variables (for detailed comparison see [1] ). In order to construct physical classification of PDEs, two preliminary steps are to be made: 1) to divide all variables into two groups -time-and space-like variables ( t and x correspondingly); and 2) to check that linear part of the PDE under consideration has has a wave-like solution in the form of Fourier harmonic ψ(x, t) = A exp i[kx − øt]
with amplitude A, wave-number k and wave frequency ø. Direct substitution of this solution into the linear PDE shows then that ø is an explicit function on k, for instance:
If ø as a function on k is real-valued and such that d 2 ø/dk 2 = 0, it is called dispersion function and corresponding PDE is called evolutionary dispersive PDE. If dimension of the space variable x is more that 1, x = (x 1 , ..., x p ), k is called wave-vector and dispersion function ø = ø( k). This classification is not complementary to a standard mathematical one. For instance, though hyperbolic PDEs normally do not have dispersive wave solutions, the hyperbolic equation ψ tt − α 2 ψ xx + β 2 ψ = 0 has them.
In the huge amount of application areas of NPDEs (classical and quantum physics, chemistry, medicine, sociology, etc.) a nonlinear term of the corresponding NPDE can be regarded as small which is symbolically written as
where L and N are linear and nonlinear parts of the equation correspondingly and ε is a small parameter defined explicitly by physical problem setting. It can be shown that in this case solution ψ of (1) can be constructed as a combination of the Fourier harmonics with amplitudes A depending on the time variable and possessing two properties formulated here for the case of quadratic nonlinearity:
• P1 Amplitudes of the Fourier harmonics satisfy the following system of nonlinear ordinary differential equations (ODEs) written for simplicity in the real formȦ
with coefficients α i being functions on wave-numbers;
• P2 Dispersion function and wave-numbers satisfy resonance conditions
The transition form (1) to (2) can be performed by the standard multi-scale method (see, for instance, [1] ) which also yields the explicit form of resonance conditions. The multi-scale method is a cumbersome and tedious procedure. The explicit form of the resonance conditions (3) can also be obtained by multi-scale method.
Keeping in the mind our main problem -to find a solution of (1) -one has of course to take care of the initial and boundary conditions. It is done in the following way. The case of periodic or zero boundary conditions yields integer wave numbers, otherwise they are real. Correspondingly, one has to find all integer (or real) solutions of (3), substitute corresponding wave-numbers into the coefficients α i and then look for the solutions of (2) with given initial conditions.
One can see immediately a big problem which appears as soon as one has to solve a NPDE with periodical or zero boundary conditions. Indeed, dispersion functions take different forms, for instance, ø 2 = k 3 , ø 2 = k 3 + αk, ø 2 = k, ø = α/k, ø = m/n(n + 1) · · · , etc.
with k = (m, n), k = √ m 2 + n 2 and α being a constant. This means that (3) corresponds to a system of Diophantine equations of many variables, normally 6 to 9, with cumulative degrees 10 to 16, and have to solved usually for the integers of the order ∼ 10 3 . Original algorithms to solve these systems of equations have been developed basing on some profound results of number theory [2] and implemented numerically [3] - [6] .
An evolutionary dispersive NPDE with periodic or zero boundary conditions is called 3-term mesoscopic system if it has a solution of the form
and there exists at least one triple {A i 1 , A i 2 , A i 2 } ∈ {A i } such that P1 and P2 keep true with some nonzero coefficients α i , α i = 0 ∀i = 1, 2, 3.
Our main purpose in this paper is to study the possibilities of symbolical implementation of the general algorithms mentioned above using MATHE-MATICA. We take as our principal example barotropic vorticity equation in a rectangular domain with zero boundary conditions taken as our principal example (it describes large-scale motions in oceans). This equation represents a 3-term mesoscopic system [7] . Sec.3-5 are devoted to the description of the three main parts of our implementation procedure. We show there how: (a) to compute the coefficients of the systems (2), (b) to solve resonant conditions (3) , and (c) to construct topological structure of the solution set. Short discussion concludes the paper.
Equations for wave amplitudes 2.1 Method description
Barotropic vorticity equation has the form [7] ∂△ψ ∂t + β ∂ψ ∂x = −εJ(ψ, △ψ)
with boundary conditions
Here β is a constant (so-called Rossby number). First we give a basic introduction on how a PDE can be turned into a system of ODEs by a multi-scale method. Using operator notation our problem (4) , it is viewed as perturbed version of the linear PDE L(ψ) = 0. We pick a solution of this equation, say ψ 0 , which is a superposition of several waves ϕ j , i.e. ψ 0 = s j=1 A j ϕ j , each being a solution itself. To construct a solution of the original problem we make the amplitudes time-dependent. As the size of the nonlinearity in (1) is just of order ε the amplitudes will vary only on time-scales 1/ε times slower than the waves. Hence we define an additional time-variable t 1 := tε called slow time to handle this time scale. So we look for approximate solutions of (1) that have the following form ψ 0 (t, t 1 , x) = A j (t 1 )ϕ j ( x, t) which for ε = 0 is an exact solution. The exact solution of the equation is written as power series in ε around ψ 0 , i.e. ψ = ∞ k=0 ψ k ε k . For computation it is truncated up to maximal order m which in our case is m = 1, i.e. ψ(t, t 1 , x) = ψ 0 (t, t 1 , x) + ψ 1 (t, t 1 , x)ε.
Plugging ψ(t, t 1 , x) one has to keep in mind that, since t 1 = εt, we now have 
In order to (2), we have to get rid of all other variables. This is done by integrating against the ϕ j 's, i.e. ., ϕ j L 2 (Ω) , and averaging over (fast) time, i.e. lim T →∞
. dt.
Implementation
This method was implemented with order m = 1 in mind only. So it won't be immediately applicable to higher orders without some (minor) adjustments. • L(ψ), N(ψ): Linear and nonlinear part of equation (1), each applied to a symbolic function parameter. Derivatives have to be specified with Dt instead of D and the nonlinear part has to be a polynomial in the derivatives of the function.
• ψ: symbol used for function in L(ψ), N(ψ)
• {x 1 ,...,x n }, t: list of symbols used for space-variables, and symbol for time-variable
• domain: The domain on which the equation is considered has to be specified in the form {{x 1 ,minx 1 ,maxx 1 }, ..., {x n ,minx n ,maxx n }}, where the bounds on x i may depend on x 1 ,...,x i−1 only.
• jacobian: For integration the (determinant of the) Jacobian must also to be passed to the function. This is needed in case the physical domain does not coincide with the domain of the variables above, it can be set to 1 otherwise.
• m, s: maximal power of ε and number of waves considered
• A: symbol used for amplitudes
• linwav: General wave of the linear equation is assumed to have separated variables, i.e. ϕ( x, t) = B 1 (x 1 )·...·B n (x n ) exp(iθ(x 1 , ..., x n , t)), and has to be given in the form {B 1 (x 1 ), ..., B n (x n ), θ(x 1 ,...,x n ,t)}.
• {λ 1 ,...,λ p }: list of symbols of parameters the functions in linwav depend on Internally it is divided into three subroutines: First of the subroutines is PerturbationEqns[L(ψ), N(ψ), ψ, {x 1 ,...,x n }, t, m]. As mentioned before we approximate the solution of our problem by a polynomial of degree m in ε. This subroutine works for arbitrary m. In the first step we construct equations by coefficient comparison. Additional time-variables will be created automatically, which will be labelled t [1] ,...,t [m] . Output is a list of m + 1 equations corresponding to the powers ε 0 , ..., ε m . Implementation is quite straight forward. In step two we set ψ 0 (t, t 1 , x) = s j=1 A j (t 1 )ϕ j ( x, t) as described above. The function PlugInGenericWaveTuple[eq, ψ, {x 1 ,...,x n }, t, A, B, θ, s] does this, where the first argument is the output of the previous step. The symbols B and θ have to be passed for labelling the shape and phase functions respectively. The output consists of two parts. The first part of the list formulates the assumption L(ϕ j ) = 0 explicitly for each of the waves. This is not used in subsequent computations, but is provided as a way to check the assumption. The second part of the list is the equation corresponding to the coefficients of ε from the previous step, with ψ 0 as above. As the task of this step is so short the implementation does not need further explanation. Step three is the most elaborate. Under the assumption that interchange of averaging over time and inner product is justified an integrand h = lim T →∞ 1 T T 0 ψ 0 ϕ k dt is computed that when integrated over the domain yields
Resonance conditions posed on the phase functions are explicitly used by Resonance[eq, linwav, {x 1 ,...,x n }, t, {λ 1 ,...,λ p }, A, B, θ, s, cond, k], which receives the output from the previous step in eq. Here cond specifies the resonance condition in terms of the θ j , which have to be entered as θ[j][x 1 ,...,x n ,t] respectively. The last argument is the index of the wave ϕ k in the integral above. Alternatively Resonance2 uses explicit parameter settings paramvalues for the waves instead of cond. This has been necessary because the general Resonance does not give useable results (see section 2.3 for more details). The main work in this step is to find out which terms do not contribute to the result. We exploit the fact that oscillating terms vanish when averaged over time by simply omitting those summands of ψ 0 , ϕ k L 2 (Ω) that have a factor exp(iθ) with some time-dependent phase θ. Integration of h is done by Mathematica and can be quite time-consuming. So ODESystem simplifies the integrand first to make integration faster. Still the expressions involved can be quite complicated. This is the most timeconsuming part during construction of the ODEs.
Obstacles
MATHEMATICA sometimes does not seem to take care of special cases and consequently has problems with evaluating expressions depending on symbolic parameters. We give two simple examples to illustrate this issue:
• Orthogonality of sine-functions.
Indeed, it holds that ∀m, n ∈ N : Unfortunately these issues prevented us from obtaining a nice formula for the coefficients in symbolic form by Resonance. So we just compute results for explicit parameter settings using Resonance2.
Results

Spherical case
For verification our program we consider the barotropic vorticity equation on the sphere first. Here numerical values of the coefficients α i are available (Table 1 , [8] ). The equation looks quite similar
Linear waves have now the following form
where P m n (µ) are the associated Legendre polynomials of degree n and order m ≤ n, so again they depend on the two parameters m and n. Also resonance conditions on the parameters look different in this case. Now we compute the coefficient α 3 in (2). In [8] we find the following equation for the amplitude A 3
. Parameter settings and corresponding numerical values for Z were taken from the table below (see [8] ). For this equation and s = 3 results produced by our program have the form
Testing all resonant triads from the Table 1 from [8] , we see that the coefficients differ merely by a constant factor of ± √ 8 which is due to the different scaling of the Legendre polynomials. In our computation they were normalized s.t.
2 dµ = 1. With three triads, however, results were completely different. Interestingly this were exactly those triads for which no ϕ 0 appears in the table. Furthermore, for the other coefficients in (2) our program computes α 1 = α 2 = 0 in all tested parameter settings.
Rectangular case
Returning to the original example on the domain [0,
, we find explicit formulae for the coefficients in [7] . According to section 2.3 we can only verify special instances and not general formulae.
Waves of the linear equation have the form
with m, n ∈ N and ω =
) 2 . Parameter settings solving the resonance conditions were computed as in section 3. Unfortunately results do not match and we have no explanation for that. In particular the condition
= 0 stated in [7] does not hold for the results of our program since we got α 1 = α 2 = 0 in all tested parameter settings, just as in the spherical case.
For example, if we try the triad {{2,4},{4,2},{1,2}} where
. However, if we use a triad with q = 1, e.g. {{24,18},{9,12},{8,6}}, both agree on
Resonance conditions
The main equation to solve is 1 (
for all possible m i , n i Z with the scales L x and L y (also Z ) and then to check the condition n 1 ± n 2 = n 3 . In the following argumentation it will be seen that L x and L y can be assumed to be free of common factors. Below we refer to L x and L y as to the scale coefficients. The first step of the in MATHEMATICA implemented algorithm is to rewrite the equation to We will now define a weight γ i of the wave-vector (m i , n i ) as the product of the ρ j 's to the quotient of their respective α j and 2. The weight q i will be the name of the product of the ρ j 's which have an odd exponent:
Our equation then can be re-written as 1
and one easily sees that the only way for the equation to possibly hold is q 1 = q 2 = q 3 = q. Further we call q an index of the corresponding wavevectors. The set of all wave-vectors with the same index is called a class of index q and is denoted as Cl q . Obviously, the solutions of the resonance conditions are to be searched for with separate classes only. At this point one can also see that only such scales, L x and L y , without common factors are reasonable. If they had a common factor, it would cancel out in the equation.
Description of the algorithm
The following five steps are the raw ideas of the algorithm:
1. Compute the list of all possible indexes q.
2. Solve the weight equation
3. Compute all possible pairs (m i , n i ) -if there are any -that satisfy m
Sort out the solutions {m1, n1, m2, n2, m3, n3} that do not fulfill the condition n1 ± n2 = n3.
Check if by dividing the m i
by L x and the n i by L y there are still exist some solutions.
Step 1 To compute the list of all indexes q, we use the fact that they have to be square-free and each factor of q has to be different from 3 mod 4 (Lagrange theorem). There exist 57 possible possible indexes in our computational domains q ≤ 300 : Step 2 For solving the weight equation, we transform it into the equivalent form:
The solution triples {γ 1 , γ 2 , γ 3 } can now be found by the two for-loops 1 over γ 1 and γ 2 up to a certain maximum parameter and γ 3 is then being founded constructively with formula (5).
Step 3 To compute our initial variables m i , n i , we use MATHEMATICA standard function SumOfSquareRepresentation[d, x] which produces a list of all possible representations of an integer x as a sum of d squares, i.e. we can find all possible pairs (a, b) with d = 2 such that they satisfy a 2 + b 2 = x. Therefore, checking the condition m
Step 4 Sorting out all solutions in which n1 ± n2 = n3 does not hold is trivial.
Step 5 By simply dividing the m i and n i by L x and L y respectively, one can easily check if the result remains to be an integer or not. Only if it does (for all {m1, n1, m2, n2, m3, n3}) then a solution of the resonant conditions is obtained.
MATHEMATICA implementation
The main programme use 4 auxiliary functions:
List of indexes
Function constructqs[max] produces the list of all possible indexes q up to the parameter max. The first (obvious) q's sol = {1} is given and the function checks the conditions starting with n = 2. Every time n satisfies the conditions, it is appended to the list sol. If one condition fails, the next n = n + 1 is considered and so on until n reaches the max parameter. Then the list sol is returned: 
Solving weight equation
Function findγs[γmax] solves the weight equation in the following way. For a fixed γ 1 and γ 2 running between 1 and γmax, it is checked if γ 3 is an integer. If it is, the triple {γ 1 , γ 2 , γ 3 } is added to the list sol which is empty at the initial moment. Once γ 2 reaches γmax, it is set to 1 again and the search starts again with γ 1 = γ 1 + 1. This is done as long as both γ 1 and γ 2 are lower than max. Finally the list sol is returned:
For findγs[γmax] to be executable, the iteration depth of 2 12 is not sufficient and it was set to ∞.
Checking linear condition
The third auxiliary function makemns checks whether the linear condition n 1 ± n 2 = n 3 is fulfilled and structures the solution set into a list of pairs:
Function makemns is called three times:
In (1) with 3 lists of arbitrarily many pairs {mi, ni} and a 3-dimensional array is made combining entries of the 3 lists with each other. Each entry calls the same program with the parameters of the current combination of {m1,n1,m2,n2,m3,n3}.
In (2) and (3) it is decided whether the condition n1±n2 = n3 is fulfilled. If they do, a solution {{m1,n1},{m2,n2},{m3,n3}} is written in the array. The table is then flattened to the level 2 in order to have a list of solutions. In the end, all empty lists have to be sorted out, done by Cases which keeps only the cases that have the shape {{x1 ,x2 },{x3 ,x4 },{x5 ,x6 }}.
Scale coefficients
Finally, the function respectL[sol, Lx, Ly] divides each component of the solution by the pair (L x , L y ) and sorts out the result if any of the 6 components does not remain an integer:
The function respectL[sol, Lx, Ly] gets as an input the list of the form {solution[{{m1,n1},{m2,n2},{m3,n3}}],...} and returns the list of the same form.
Main programme
The main programme triangles[max, Lx, Ly] combines the earlier commented auxiliary functions. Parameter max is the maximum value for m and n. The programme does not ask L x and L y to be relatively prime; 
Results
All solutions in the computation domain m, n ≤ 300 have been found in a few minutes. Notice that computations in the domain m, n ≤ 20 by direct search, without introducing indexes q and classes Cl q took about 30 minutes. Direct search in the domain m, n ≤ 30 have been interrupted after 2 hours, no results produced. The number of solutions depends drastically on the scales L x and L y , some data are given below (for the domain m, n ≤ 50 :
, L y = 29) : no solutions (search up to 300, for both qmax and γmax).
Interestingly enough, in all tried possibilities, only odd q yield solutions.
Geometrical structure of the solution set
Geometrical presentation of the solution set of resonance conditions (3) is a collection of triangles, some of them are isolated, some form small groups connected by one or two vertices. Corresponding dynamical systems can be re-constructed from the structure of these groups. For instance, a single isolated triangle {(V 1, V 2, V 3)} corresponds to the following dynamical system:Ȧ
In the case that two triangles share one common vertex {(V 1, V 2, V 3), (V 3, V 4, V 5)}, the the corresponding dynamical system iṡ
If two triangles have two vertices in common
then the dynamical system is quite different:
Using the fourth equation, the formulae forȦ 2 andȦ 3 can be simplified to:
This means that qualitative dynamics of the 3-term mesoscopic system depends not on the geometrical structure of the solution set but on its topological structure. Constructing the topological structure of the solution set, we do not consider concrete values of the solution but only the way how triangles are connected. Of course, some qualitative properties of the dynamical systems (for instance, values of interaction coefficients α i ) depend on the specific values of m i , n i .
MATHEMATICA Implementation
To construct the topological structure of a given solution set we need first to find all groups of connected triangles. This is done by the following procedure: The function FindConnectedGroups expects a list of triangles as input, and three different types for data structure can be used. The first type is just a list of three pairs, where each pair contains the coordinates of a node, for example {{1,2},{3,4},{5,6}}]. An alternative type is like the type before just with another head symbol instead of list, e.g.
The function also works for vertex numbers instead of coordinates, e.g. Triangle [1, 2, 3] . In every case the function returns a partition of the input list where all elements of a list are connected and elements of different lists have no connection to each other.
The function FindConnectedTriangles is an auxiliary function which has two parameters. The first list contains a list of connected triangles. The second list contains all other triangles which are possibly connected to one of the triangles in the first list. The function FindConnectedTriangles returns a pair of lists: the first list contains all triangles which are connected to the selected triangles, the second list contains all remaining.
The input list for FindConnectedTriangles have be a list of 3-element lists. Before we can use the results produced in Section 3 as an input we have to transform the data. This can be easily done by:
solution[trs:{___List}]->trs;
Some remarks on the implementation. The function FindConnectedGroups selects a triangle, which is not yet in a group and calls the function FindConnectedTriangles. Since the returned first list always contains at least one triangle, the length of the list tr decreases in every loop call, hence the FindConnectedGroups terminates. The question left is how to find all triangles connected with a certain triangle. This has been done in the following way. First we search for all triangles which share at least one node with this triangle. Then we restart the search with all triangles found. For efficiency reasons it is better to perform the search with all triangles we found in one step together. If in one step no further triangles are found then we are ready and return the list of connected triangles and the remaining list. In each step we remove all triangles we found from the list of triangles which are not declared as connected. This increases the speed because the search is faster if there are less elements to compare. More important, this prevent us to search in loops and find some triangles more than once. In general, search in a loop can be the reason for a termination problem but due to shrinking the list of triangles to search for in every step the termination can be guaranteed.
Results
In the Fig.1 the geometrical Below we show all the topological elements of this solution set.
1. 21 groups contain only one triangle (obviously, they have isomorphic dynamical systems): 2. Further 9 groups contain also one triangle, but in each triangle two points coincide (again, they have isomorphic dynamical systems): 3. There exist 2 groups with two triangles each (by observation of the geometrical pictures it is easy to determine that both have isomorphic dynamical systems): 4. Two further groups consist of two triangles each, but the common point is contained twice in one triangle (the dynamical systems are isomorphic, but different from the two groups above): 5. As we can see by inspecting their geometrical structures, further 7 groups are not isomorphic to any group found above: 
Discussion
Summing up all the results obtained, we would like to make some remarks.
• In general, coefficients α i can be computed symbolically by hand and not by MATHEMATICA (see Sec.2.3); at present we are not aware of the possibility to overcome this problem;
• For the known case of spherical barotropic vorticity equation, values of coefficients α i coincide with known form the literature for all triads but three. These 3 triads, though satisfying resonant conditions, are known to be special from the physical point of view in the following sense (see [8] for details). Though resonance conditions are fulfilled for the waves of these triads, they, so to say, do not have place in physical space to interact and their influence (if any) on the dynamics of the wave system has to be studied separately from all other waves. Our results might indicate that also the coefficients α i of these triads have to be defined in some other way compare to other resonant triads. For instance, another way of space-averaging has to be chosen.
• Results of Sec.2.4.2 show that analytical formulae given in [7] for α i are not correct.
• Results of Sec.3.3 show crucial dependence of the number of solutions on the form of boundary conditions. In particular, some boundary conditions (for example, (L x , L y ) = (11, 29)) yield no solutions which is of most importance for physical applications. From mathematical point of view, an interesting result has been observed: in all our computations (i.e. for m, n ≤ 300) indexes corresponding to non-empty classes, turned out to be odd. It would be interesting to prove this fact analytically because if it keeps true, we can reduce computational time.
• All different topological elements ("triangle" graphs) of the solution set, presented in Sec.4.3, correspond to different dynamical systems. In general, it is not the case and some isomorphic graphs can be presented by non-isomorphic dynamical systems. This situation will be dealt with in [9] .
• Algorithm implemented in Sec.3 has been implemented before numerically in VB, and our purpose here was to show that it works fast enough also in MATHEMATICA. Algorithms implemented in Sec.2 and Sec.4 have never been implemented before, the whole work is done by hand and some mistakes as in [7] are almost unavoidable: it takes sometimes a few weeks of skillful researchers to compute interaction coefficients and/or dynamical systems for one specific 3-term mesoscopic system. We are going to develop a Web platform allowing our programs to work on-line and include our software into on-line ALISA encyclopedia (http://www.risc.uni-linz.ac.at/projects/alisa/).
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Introduction
The role of the nonlinear dispersive PDEs in the theoretical physics is so important that the notion of dispersion is used for physical classification of PDEs into dispersive and non-dispersive. Well-known mathematical classification of PDEs into elliptic, parabolic and hyperbolic equations is based on the form of equations, and can be applied to the second order PDEs on arbitrary number of variables. On the other hand, physical classification is based on the form of solutions and can be applied for PDEs of arbitrary order and arbitrary number of variables (for detailed comparison see [1] ). In order to construct physical classification of PDEs, two preliminary steps are to be made: 1) to divide all variables into two groups -time-and space-like variables ( t and x correspondingly); and 2) to check that linear part of the PDE under consideration has has a wave-like solution in the form of Fourier harmonic
One can see immediately a big problem which appears as soon as one has to solve a NPDE with periodical or zero boundary conditions. Indeed, dispersion functions take different forms, for instance,
Our main purpose in this paper is to study the possibilities of symbolical implementation of the general algorithms mentioned above using MATHE-MATICA. We take as our principal example barotropic vorticity equation in a rectangular domain with zero boundary conditions taken as our principal example (it describes large-scale motions in oceans). This equation represents a 3-term mesoscopic system [7] . Sec.3-5 are devoted to the description of the three main parts of our implementation procedure. We show there how: (a) to compute the coefficients of the systems (2), (b) to solve resonant conditions (3), and (c) to construct topological structure of the solution set. Short discussion concludes the paper.
Equations for wave amplitudes 2.1 Method description
Here β is a constant (so-called Rossby number). First we give a basic introduction on how a PDE can be turned into a system of ODEs by a multi-scale method. Using operator notation our problem (4), it is viewed as perturbed version of the linear PDE L(ψ) = 0. We pick a solution of this equation, say ψ 0 , which is a superposition of several waves ϕ j , i.e. ψ 0 = s j=1 A j ϕ j , each being a solution itself. To construct a solution of the original problem we make the amplitudes time-dependent. As the size of the nonlinearity in (1) is just of order ε the amplitudes will vary only on time-scales 1/ε times slower than the waves. Hence we define an additional time-variable t 1 := tε called slow time to handle this time scale. So we look for approximate solutions of (1) that have the following form
which for ε = 0 is an exact solution. The exact solution of the equation is written as power series in ε around ψ 0 , i.e. ψ = ∞ k=0 ψ k ε k . For computation it is truncated up to maximal order m which in our case is m = 1, i.e.
Implementation
Resonance conditions posed on the phase functions are explicitly used by Resonance[eq, linwav, {x 1 ,...,x n }, t, {λ 1 ,...,λ p }, A, B, θ, s, cond, k], which receives the output from the previous step in eq. Here cond specifies the resonance condition in terms of the θ j , which have to be entered as θ[j][x 1 ,...,x n ,t] respectively. The last argument is the index of the wave ϕ k in the integral above. Alternatively Resonance2 uses explicit parameter settings paramvalues for the waves instead of cond. This has been necessary because the general Resonance does not give useable results (see section 2.3 for more details). The main work in this step is to find out which terms do not contribute to the result. We exploit the fact that oscillating terms vanish when averaged over time by simply omitting those summands of ψ 0 , ϕ k L 2 (Ω) that have a factor exp(iθ) with some time-dependent phase θ. Code for Resonance is not shown here, but is quite similar to Resonance2. Integration of h is done by Mathematica and can be quite time-consuming. So ODESystem simplifies the integrand first to make integration faster. Still the expressions involved can be quite complicated. This is the most timeconsuming part during construction of the ODEs.
Obstacles
Results
Spherical case
Rectangular case
Returning to the original example on the domain [0, L x ] × [0, L y ], we find explicit formulae for the coefficients in [7] . According to section 2.3 we can only verify special instances and not general formulae.
3
. However, if we use a triad with q = 1, e.g. {{24,18},{9,12},{8,6}}, both agree on α 1 = α 2 = α 3 = 0.
Resonance conditions
Description of the algorithm
1. Compute the list of all possible indexes q. Step 1 To compute the list of all indexes q, we use the fact that they have to be square-free and each factor of q has to be different from 3 mod 4 (Lagrange theorem). There exist 57 possible possible indexes in our computational domains q ≤ 300 : {1, 2, 5, 10, 13, 17, 26, 29, 34, 37, 41, 53, 58, 61, 65, 73, 74, 82, 85, 89, 97, 101, 106, 109, 113, 122, 130, 137, 145, 146, 149, 157, 170, 173, 178, 181, 185, 193, 194, 197, 202, 205, 218, 221, 226, 229, 233, 241, 257, 265, 269, 274, 277, 281, 290, 293, 298} Step 2 For solving the weight equation, we transform it into the equivalent form:
Solve the weight equation
Step 3 Step 4 Sorting out all solutions in which n1 ± n2 = n3 does not hold is trivial.
MATHEMATICA implementation
List of indexes
Function constructqs[max] produces the list of all possible indexes q up to the parameter max. The first (obvious) q's sol = {1} is given and the function checks the conditions starting with n = 2. Every time n satisfies the conditions, it is appended to the list sol. If one condition fails, the next n = n + 1 is considered and so on until n reaches the max parameter. Then the list sol is returned:
constructqs[n , sol List, max ]/; n>max := sol (* 6 *) 1 In MATHEMATICA, for-loops can often be executed more efficiently by replacing them with recursive functions as it is actually done in this algorithm. 
Solving weight equation
Function findγs[γmax] solves the weight equation in the following way. For a fixed γ 1 and γ 2 running between 1 and γmax, it is checked if γ 3 is an integer. If it is, the triple {γ 1 , γ 2 , γ 3 } is added to the list sol which is empty at the initial moment. Once γ 2 reaches γmax, it is set to 1 again and the search starts again with γ 1 = γ 1 + 1. This is done as long as both γ 1 and γ 2 are lower than max. Finally the list sol is returned: For findγs[γmax] to be executable, the iteration depth of 2 12 is not sufficient and it was set to ∞.
Checking linear condition
The third auxiliary function makemns checks whether the linear condition n 1 ± n 2 = n 3 is fulfilled and structures the solution set into a list of pairs: Function makemns is called three times:
In (2) and (3) it is decided whether the condition n1±n2 = n3 is fulfilled. If they do, a solution {{m1,n1},{m2,n2},{m3,n3}} is written in the array. The table is then flattened to the level 2 in order to have a list of solutions. In the end, all empty lists have to be sorted out, done by Cases which keeps only the cases that have the shape {{x1 ,x2 },{x3 ,x4 },{x5 ,x6 }}. 
Scale coefficients
Results
All solutions in the computation domain m, n ≤ 300 have been found in a few minutes. Notice that computations in the domain m, n ≤ 20 by direct search, without introducing indexes q and classes Cl q took about 30 minutes. Direct search in the domain m, n ≤ 30 have been interrupted after 2 hours, no results produced. The number of solutions depends drastically on the scales L x and L y ,
Geometrical structure of the solution set
If two triangles have two vertices in common {(V 1, V 2, V 3), (V 2, V 3, V 4)}, then the dynamical system is quite different:
MATHEMATICA Implementation
To construct the topological structure of a given solution set we need first to find all groups of connected triangles. This is done by the following procedure: Some remarks on the implementation. The function FindConnectedGroups selects a triangle, which is not yet in a group and calls the function FindConnectedTriangles. Since the returned first list always contains at least one triangle, the length of the list tr decreases in every loop call, hence the FindConnectedGroups terminates. The question left is how to find all triangles connected with a certain triangle. This has been done in the following way. First we search for all triangles which share at least one node with this triangle. Then we restart the search with all triangles found. For efficiency reasons it is better to perform the search with all triangles we found in one step together. If in one step no further triangles are found then we are ready and return the list of connected triangles and the remaining list. In each step we remove all triangles we found from the list of triangles which are not declared as connected. This increases the speed because the search is faster if there are less elements to compare. More important, this prevent us to search in loops and find some triangles more than once. In general, search in a loop can be the reason for a termination problem but due to shrinking the list of triangles to search for in every step the termination can be guaranteed.
FindConnectedGroups
Results
In the Fig.1 the geometrical structure of the solution set is shown, for the case m i , n i ≤ 50 and L x = L y = 1. Below we show all the topological elements of this solution set. 2. Further 9 groups contain also one triangle, but in each triangle two points coincide (again, they have isomorphic dynamical systems):
{{8, 2}, {8, 2}, {1, 4}} {{16, 2}, {16, 2}, {7, 4}} {{16, 4}, {16, 4}, {2, 8}} {{24, 6}, {24, 6}, {3, 12}} {{32, 8}, {32, 8}, {4, 16}} {{34, 8}, {34, 8}, {7, 16}} {{46, 8}, {46, 8}, {17, 16}} {{48, 6}, {48, 6}, {21, 12}} {{48, 12}, {48, 12}, {6, 24}} 3. There exist 2 groups with two triangles each (by observation of the geometrical pictures it is easy to determine that both have isomorphic dynamical systems): { {{2, 24}, {18, 16}, {9, 8}}, {{4, 48}, {36, 32}, {18, 16}} } { {{12, 26}, {26, 12}, {3, 14}}, {{26, 12}, {28, 6}, {13, 6}} } 
Discussion
• Algorithm implemented in Sec.3 has been implemented before numerically in VB, and our purpose here was to show that it works fast enough also in MATHEMATICA. Algorithms implemented in Sec.2 and Sec.4 have never been implemented, the whole work is done by hand and some mistakes as in [7] are almost unavoidable: it takes sometimes a few weeks of skillful researchers to compute interaction coefficients and/or dynamical systems for one specific 3-term mesoscopic system. We are going to develop a Web platform allowing our programs to work on-line and include our software into on-line ALISA encyclopedia (http://www.risc.uni-linz.ac.at/projects/alisa/).
