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Abstract
We construct a two-dimensional Turing machine that is physically uni-
versal in both the moving tape and moving head model. In particular, it is
mixing of all finite orders in both models. We also provide a variant that
is physically universal in the moving tape model, but not in the moving
head model.
1 Introduction
In the theory of dynamical systems, one typically models states of the system as
points in a space, and the time evolution as a self-map on this space. However,
in many dynamical systems the state is more naturally seen as specifying the
“contents” of many “regions” of an “underlying space”. If a metric is needed on
the space of all states, one postulates that two states resemble each other if the
contents are similar in large regions of the underlying space.1 A basic example
are cellular automata, where the underlying space is discrete, and consists of a
(possibly infinite) number of cells, each of which holds a symbol from a finite
alphabet. One can also think of Newtonian dynamics as such a system: the
underlying space is the three-dimensional Euclidean spaces, and the dynamics
describes the interaction of objects occupying the space.
In the context of dynamical systems supporting a notion of underlying space,
one can imagine reformulations of classical dynamical properties in terms of the
space and its contents. Here, we restrict mainly to notions from topological
dynamics. For example, topological transitivity intuitively means that given any
bounded regionD of the space and two sets of contentsA,B for it, there is a state
∗First author supported by Academy of Finland grant 2608073211.
†Second author supported by Academy of Finland grant 295095.
1If the state space happens to be a subspace of a function space ST , it is natural to
formalize this with the compact-open topology. However, the reader should keep a more
informal mindset.
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resembling A at D which eventually evolves into another state that resembles B
at D. Topological transitivity implies some form of control over the evolution of
the system: if one has the power to speficy the contents of the space everywhere
but in the domain D, then one can force the system to transform from A to
B via its own dynamical rules. Weak and strong mixing, total transitivity and
specification are examples of stronger notions of controllability considered in
topological dynamics, where it is required that the dynamics is able to perform
arbitrary transformations (possibly many successive ones) in a finite region, with
constraints on the time the transformations take.
The notion of physical universality was defined by Janzing in [9] as a notion
of perfect controllability, for (classical and quantum) cellular automata and for
systems defined by a Hamiltonian operator. In terms of dynamical systems with
an underlying space in the sense of the previous paragraph, the intuition is that
a system is physically universal if it is topologically transitive, and in the spatial
definition of topological transitivity explained above, the contents of the space
outside D and the time required for the transformation do not depend on A and
B. Rather, one can implement any (suitably regular) function on the set of all
contents of D by specifying the contents of its complement and an amount of
time for which to allow the system to evolve. One should imagine a “machine”
that can analyze the contents of D with arbitrary precision and then perform a
predefined manipulation on the contents in finite time.
In the context of cellular automata, physical universality is given a formal
definition in [9] (which we repeat in Section 3). Here, the considered regions
are finite and the “machine” is the contents of the cells outside the finite re-
gion. The existence of a physically universal cellular automaton was left open
in [9], and a two-dimensional physically universal cellular automaton was later
constructed in [17]. Since then, constructions of a quantum version [18] and
a one-dimensional version [16] have also been published. All of these have the
additional property that the minimum time required to implement a particular
function depends polynomially on its descriptional complexity (when imple-
mented as a Boolean circuit). Such automata were called efficiently physically
universal in [17].
It would be interesting to be able to study physical universality in other
dynamical systems. Following the informal discussion above, one can imagine
what physical universality should roughly mean for a system supporting a notion
of underlying space. For example, in the context of Newtonian mechanics,
one would say that Newtonian dynamics itself is physically universal if we can
perform the following kinds of experiments: specify a cubical region of space and
place such a collection of objects with specific momenta outside it, that when the
cube is filled with stationary spherical objects of some fixed size, after exactly
three minutes it will contain the same number of objects in approximately the
same positions if their number was odd, and no objects at all if their number
was even.
Formalizing this idea, however, is not easy, even in the context of topological
dynamics. To us, of particular interest are the following three questions:
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1. How to formalize the notion of underlying space of a topological dynamical
system?
2. How to formalize physical universality for a class of topological dynamical
systems supporting a notion of an underlying space?
3. Once this has been defined for a particular class of topological dynamical
systems, can we find a PU system in the class?
We do not solve the general problem, but we present a solution to the latter two
questions for a new class of systems for which the notion of space is intuitively
clear: Turing machines, which have been studied as topological dynamical sys-
tems by several authors [14, 11, 2, 5, 10]. There are two standard ways of seeing
a Turing machine as a topological dynamical system, which were introduced
in [11], namely the moving head and moving tape models. In this paper, we
define a notion of physical universality for Turing machines in both models, and
present a two-dimensional Turing machine that is efficiently physically universal
in both models. Of course, whether our formalization of PU is “correct” is up
to debate (and we point out some deficiencies of the definition ourselves), but
we believe it is in the correct spirit.
Our PU Turing machine may also be of independent interest. It resembles
the famous Langton’s ant [12] in two ways. First, its internal state stores a car-
dinal direction in which it moves on the two-dimensional tape, and its local rule
is (almost) invariant under rotations. We see it as a generalized turmite. Tur-
mites have very simple local dynamics, yet all nontrivial turmites are capable of
universal computation in a certain sense [13], so they are natural candidates for
physical universality. At present, we do not know whether there are nontrivial
turmites in the sense of [13] that are not physically universal (up to parity).
Second, our machine has no periodic orbits in the moving head model, mean-
ing that the Turing machine head eventually escapes every finite region. This
was proved for Langton’s ant in [3], and it is a necessary condition for physical
universality in both models. Langton’s ant was also proved to be topologi-
cally transitive (and mixing up to a parity condition) in the moving tape model
in [4], which is implied for our machine by physical universality. The dynamics
of Langton’s ant has been studied further in e.g. [7].
Some other properties of interest that we prove are that our machine in fact
escapes all finite rectangular regions in polynomial time in the size of the region,
and is topologically mixing in the moving head model. To our knowledge it is the
first proven example of the latter behavior in Turing machines. In addition to
our main construction, we present a Turing machine which is physically universal
in the moving tape model but not the moving head model. We also discuss the
invariance properties of PU on Turing machines and possible strenghtenings of
our definition, and include many questions.
We constructed the proof on the blackboard, except that the trick shown in
Figure 16 as found by trial and error in a computer simulation. With the ex-
ception of Example 1 (which is not crucial for the results), computer simulation
is not necessary for following the proof. Nevertheless, for readers interested in
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exploring our rule M¯ , we have included a @RULE file used by the Golly cellular
automaton simulator.
2 Preliminaries
Partial functions from a set A to another set B are denoted f : A9 B. The set
of finite words over an alphabet A is denoted A∗. The empty word is denoted
by λ.
Fix a dimension d. The full shift over a finite alphabet Σ is the set ΣZ
d
,
whose elements are called configurations. For any subset N ⊂ Zd, a shape-N
pattern is an element P ∈ ΣN . The pattern occurs in x ∈ ΣZ
d
if for some ~v ∈ Zd
we have x~v+~w = P~w for all ~w ∈ N . A subshift is a subset of Σ
Z
d
defined by a set
F of finite patterns as the set of those configurations where no P ∈ F occurs.
Denote by τ : Zd × ΣZ
d
→ ΣZ
d
the translation action defined by τ~v(x)~w =
x~w+~v. For a finite set Q and # /∈ Q, let XQ ⊂ (Q ∪ {#})
Z
d
be the subshift of
those configurations that contain at most one occurrence of an element of Q.
For q ∈ Q and ~v ∈ Zd, denote by q[~v] the unique configuration x ∈ XQ with
x~v = q. For N ⊂ Z
d, we denote by PQ,Σ(N) the shape-N patterns occurring in
XQ×ΣZ
d
, and by P∗Q,Σ(N) those where an element of Q occurs. For n ∈ N, we
denote PQ,Σ(n) = PQ,Σ([0, n− 1]d), and similarly for P∗Q,Σ(n).
A d-dimensional Turing machine is a 4-tuple M = (Q,Σ, N, δ), where Q is
a finite state set, Σ is a finite alphabet, N ⊂ Zd is a finite neighborhood and
δ : (Q×ΣN )→ (Q×ΣN×N) is a transition function. A number r ∈ N is a radius
ofM if N ⊂ [−r, r]d, and the radius refers to its minimal radius. The machine is
associated with two topological dynamical systems. In the moving head model,
the state space is XQ×ΣZ
d
, and the dynamics is given byM(#Z
d
, x) = (#Z
d
, x)
and M(q[~v], x) = (p[~v+ ~w], x), where δ(q, τ~v(x)|N ) = (p, P, ~w) and y is obtained
from x by replacing the contents of N + ~v with P . In the moving tape model,
the state space is Q × ΣZ
d
, and the dynamics is given by M(q, x) = (p, τ~w(z))
with ~w and p as above and z being obtained from x by replacing the contents
of N by P .
An important subset of Z2 is the following: For m,n > 0, the outer (m,n)-
border is the set Bm,n = {−1,m}× [0, n− 1]∪ [0,m− 1]×{−1, n} ⊂ Z2. Seeing
Z
2 as an undirected graph with edges {{(m,n), (m+ a, n+ b)} | |a|+ |b| = 1},
the outer (m,n)-border consists of the coordinates that do not belong to the set
[0,m− 1]× [0, n− 1] but have a neighbor that does. We denote Bn = Bn,n.
3 Physical Universality in Turing Machines
The physical universality (or PU ) of a d-dimensional cellular automaton f on
state set Σ is defined as follows: For all finite domains D ⊂ Zd and all functions
g : ΣD → ΣD, there exists a partial configuration y ∈ ΣZ
d\D and a time t ∈ N
such that for all patterns P ∈ ΣD we have f t(P ⊔ y)|D = g(P ). We can assume
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that the domain D is square-shaped. Since a d-dimensional Turing machine
M = (Q,Σ, N, δ) in the moving head model can be seen as a restriction of a
certain cellular automaton f on ((Q∪{#})×Σ)Z
d
to the set XQ×ΣZ
d
, it would
make sense to define physical universality of M by the analogous condition.
However, there are two complications that make the definition vacuous.
First, some patterns in PQ,Σ(D) contain the head of M , so any partial con-
figuration y ∈ ((Q ∪ {#}) × Σ)Z
d\D that satisfies y ⊔ P ∈ XQ × ΣZ
d
for all
P ∈ PQ,Σ(D) cannot contain the head of M . But if P ∈ PQ,Σ(D) does not
contain the head either, y ⊔P is then a fixed point of M . Hence we restrict the
universal quantification to the set P∗Q,Σ(D) of patterns that contain the head,
and require y ∈ ΣZ
d\D to not contain the head of M .
The second complication is that apart from trivial cases, there always exist
distinct patterns P, P ′ ∈ P∗Q,Σ(D) that satisfy P ⊔ y = M(P
′ ⊔ y) for all y ∈
ΣZ
d\D. This implies M t(P ⊔ y) = M t+1(P ′ ⊔ y) for all t ∈ N, which makes it
impossible to implement arbitrary functions g : P∗Q,Σ(D) → P
∗
Q,Σ(D). To get
around this problem, we restrict our attention to subsets of P∗Q,Σ(D) that are
in disjoint M -orbits when completed into full configurations by filling Zd \D by
a fixed symbol 0 ∈ Σ.
We say a tuple of patterns (P0, ..., Pk−1) ∈ (P∗Q,Σ(m))
k has disjoint 0-orbits
if the M -orbits of Pi ⊔ 0Z
d\[0,m−1]d (in the moving head model) are pairwise
disjoint for distinct i. Similarly, we say a tuple ((q0, P0), . . . , (qk−1, Pk−1)) ∈
Q × Σ[0,m−1]
d
has disjoint 0-orbits if the configurations (qj , Pj ⊔ 0Z
d\[0,m−1]d)
have pairwise disjoint M -orbits (in the moving tape model).
Definition 1. Let M = (Q,Σ, N, δ) be a d-dimensional Turing machine with
0 ∈ Σ. Let P = (P0, . . . , Pk−1) ∈ (P∗Q,Σ(m))
k and (R0, . . . , Rk−1) ∈ (PQ,Σ(m))k
be tuples of patterns. We say P is physically transformable to R in the mov-
ing head model (in time t ∈ N), and there exists a partial configuration x ∈
PQ,Σ(Z
d \ [0,m− 1]d) such that M t(Pj ⊔ x)|[0,m−1]d = Rj for all j ∈ [0, k − 1].
Similarly, if P = ((q0, P0), . . . , (qk−1, Pk−1)), R = ((p0, R0), . . . , (pk−1, Rk−1)) ∈
(Q×Σ[0,m−1]
d
)k, we say P is P is physically transformable to R in the moving
tape model (in time t ∈ N) if there exists a partial configuration x ∈ ΣZ
d\[0,m−1]d
such that M t(qj , Pj ⊔ x) = (pj , xj) with xj |[0,m−1]d = Rj for all j ∈ [0, k − 1].
We say M is physically universal in the moving head model if for all k,m ∈
N, for any P,R ∈ (P∗Q,Σ(m))
k such that the patterns Pi have disjoint 0-orbits,
P is physically transformable to R. The machine M is efficiently physically
universal in the moving head model, if the time t can be bounded by a polynomial
in the circuit complexities of the set of patterns {P0, . . . , Pk−1} and the function
Pi 7→ Ri. (Efficient) physical universality in the moving tape model is defined
exactly analogously.
The concept of “physically transformable” allows many different definitions
of physical universality, and it is hard to say which one is the best. Observe
that if k = 1, P is physically transformable to R for all patterns (more precisely
1-tuples of patterns) P,R if and only if M is topologically transitive (in either
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model). The precise definitions of PU above are optimized for machine M , see
Section 12 for some variants.
Our main result is that efficiently physically universal Turing machines exist.
Theorem 1. There exists a two-dimensional Turing machine which is effi-
ciently physically universal in both the moving tape and the moving head model.
This machine M acts on the binary tape. It has 5 internal states and radius
1. The machine does not have particularly good symmetry properties, as we
have to break its symmetry to avoid a parity issue. However, M is a trivial
modification2 of a very natural Turing machine which we call M¯ . The ma-
chine M¯ has 4 states which carry only its orientation. It is time-symmetric3,
symbol-conserving (Definition 3) and has rotational symmetry (by 90-degree ro-
tations). The machine also has a natural escape property crucial in our proofs,
see Lemma 5.
In Section 11 we sketch some additional constructions obtained by modifying
the Turing machine. The following is proved by adding an invariant factor in
the the moving head model.
Theorem 2. There exists a Turing machine that is physically universal in the
moving tape model, but not the moving head model.
Our Turing machines are quite general, and readers may wonder if the ability
to see several cells at once is essential. It is not: we show that any Turing
machine in our sense can be simulated by a classical Turing machine, namely a
Turing machine that performs a permutation of the tape, and then moves in a
cardinal direction or stays put as a function of the current state. In particular,
we obtain the following.
Theorem 3. There exists a classical Turing machine that is efficiently physi-
cally universal in both the moving tape and the moving head model.
We make some dynamical remarks in Section 12. We show that physical
universality is invariant under very general spatial conjugacies.
4 Simulation of Turing machines by circuits
We begin by dealing with the simple computational issues that arise from the
fact our set of initial conditions A is a (typically proper) subset of P∗Q,Σ(m).
The main observation is that if A is efficiently computable, then we can recover
the original pattern and the time elapsed so far from the state after the head
exits the region [0,m− 1]d, assuming the region is exited quickly.
2In dynamical terms, the machines are flow equivalent.
3This means it is conjugate to its inverse by an involution. In the moving head model,
the involution lives in the automorphism group of XQ × Σ
Z
d
. See Lemma 3 for the precise
statement.
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Definition 2. Let D ⊂ Zd, and let M = (Q,Σ, N, δ) be a d-dimensional re-
versible Turing machine. For a configuration x = (q[~v], y) ∈ XQ × ΣZ
d
and
D ⊂ Z2 with ~v ∈ D, we denote by τMD (x) the smallest number t ≥ 0 with
M t(x) = (p[~w], z) where ~w /∈ D. It is called the D-escape time of x. We also
denote ρMD (x) =M
τMD (x)(x).
Fix a special alphabet symbol 0 ∈ Σ, and let r ≥ 0 be a radius of M . For a
pattern P ∈ P∗Q,Σ(D) containing the head, we denote τ
M (P ) = τMD (P ⊔ 0
Z
d\D)
and ρMr (P ) =M
τM(P )(P ⊔ 0Z
d\D)|D+[−r,r]d.
We can simulate a Turing machine with a cellular automaton, and a cellular
automaton with a circuit, which gives rise to the following result.
Lemma 1. Let r ≥ 0, and let M = (Q,Σ, N, δ) be a d-dimensional reversible
Turing machine with 0 ∈ Σ and radius r. Let A ⊂ P∗Q,Σ(m) be a set of m
d-
patterns containing the head and having disjoint 0-orbits and such that ρM is
defined on each pattern of A. Then ρM is injective on A, and the circuit com-
plexity of the function ρM (P ) 7→ (P, τMr (P )) is O(T (C + (m+ 2r)
d)), where C
is the circuit complexity of A and T = max{τ(P ) | P ∈ A}.
Proof. The injectivity of ρM follows from the reversibility of M , and the fact
that it cannot affect any cells in the region Zd \ [−r,m− 1 + r]d before leaving
[0,m− 1]d.
Let f be a cellular automaton on ((Q ∪ {#}) × Σ)Z
d
whose restriction to
XQ × ΣZ
d
implements the reverse machine M−1 in the moving head model.
Then r is a radius for f . We construct a Boolean circuit arranged in T ‘layers’,
numbered from 0 to T − 1. The kth layer contains (m+ 2r)d copies of a circuit
S that computes the local rule F : ((Q∪{#})×Σ)[−r,r]
d
→ (Q∪{#})×Σ of f ,
which can be visualized as cells in a d-dimensional grid. On layer 0 the (2r+1)d
input symbols of each copy of S are taken from the input values, and on layer
k > 0 from the outputs of the copies of S of layer k− 1. Those copies of S that
would take their inputs from outside the grid receive 0-symbols instead.
In addition to the next layer, the outputs of layer k are passed to a copy of a
size-O(C+md) circuit that computes membership inA′ = {P⊔0[−r,m−1+r]
d\[0,m−1]d | P ∈
A}. With O(T +md) additional gates, we can decide whether k is the first layer
whose pattern is in A′, and if so, copy the pattern into the output wires of the
circuit. We also copy the information about k to the output.
For any P ∈ A, we haveM−τ
M
r (P )(ρM (P )⊔0Z
d\[−r,m−1+r]d) = P⊔0Z
d\[0,m−1]d ,
and τMr (P ) is the smallest number for which the central pattern of the resulting
configuration is in A′, since the patterns in A have disjoint 0-orbits and the
head does not leave [0,m− 1]d before τMr (P ) steps when started from P . If we
feed ρM (P ) to the circuit constructed above, then it will compute the smallest
number t ∈ N with M−t(ρM (P ) ⊔ 0Z
d\[−r,m−1+r]d)|[−r,m−1+r]d ∈ A
′, and this
number is exactly τMr (P ). If the head leaves the region [0,m − 1]
d during the
simulation, then it will do so after τMr (P ) steps, and any computation results
made by the circuit after that are irrelevant (and probably incorrect). In par-
7
ticular, the circuit will correctly simulate M−1 for at least τMr (P ) steps. Thus
the circuit implements the desired function.
5 The Machine
In this section we present a physically universal two-dimensional Turing ma-
chine. It has five states and uses a binary alphabet. It is a generalized turmite,
meaning that the states correspond to the four cardinal directions plus some
auxiliary data, and the machine operates by scanning and manipulating its sur-
roundings, possibly changing its direction, and possibly taking one step forward.
The formal definition of the machine M is as follows. The tape alphabet
is Σ = {0, 1} and the state set is Q = {↑, ↑∗,→,←, ↓}. One step of M is
divided into three phases. In the first phase we perform one of the following
(non-overlapping) local transformations, rotated by any multiple of 90 degrees,
where a ∈ {0, 1} is arbitrary:
a 1
0↑ a
↔
a 0
1← a
(1)
Note that the transition can be applied in both directions: the pattern on the
right hand side is replaced by the pattern on the left hand side. In all cases, a
single 1 is moved diagonally toward the inner side of a turn on the path that
the head ofM traces. If no transformation is applicable, the machine maintains
its position and state. Note that ↑∗ does not occur in these patterns. In the
second phase, the head moves one step in the direction indicated by its state,
unless the state is ↑∗, in which case it retains its state and position. In the third
phase, the head changes its state from ↑ to ↑∗ or vice versa if applicable, and
retains its state if not. Since each phase is specified by a bijection (the first
and third phases are actually involutions), M is reversible. The machine also
conserves the number of 1s in the configuration, i.e. it is symbol-conserving in
the following sense.
Definition 3. A Turing machine M = (Q,Σ, N, δ) is symbol-conserving if for
all (q[~v], x) ∈ XQ×Σ
Z
2
, if M(q[~v], x) = (p[~w], y) then there exists a permutation
π ∈ Sym(Z2) with finite support such that y = π(x), where Sym(Z2) acts on
configurations by π(x)~v = xπ−1(~v).
We also define a simpler auxiliary machine M¯ with state set Q¯ = {↑,→,←, ↓}
and tape alphabet Σ, and which behaves by first applying one of the transfor-
mations in (1) if possible, and then advancing for one step in the direction of
the head. It is also reversible.
Lemma 2. For each z ∈ XQ¯×Σ
Z
2
we have M¯(z) =Mk(z) for some k ∈ {1, 2},
and for each y ∈ XQ × ΣZ
2
we have Mk(y) ∈ XQ¯ × Σ
Z
2
for some k ∈ {0, 1}.
We now show a connection between M¯ and its inverse. For this, we define
a few auxiliary functions. Denote the mirror map by µ(a, b) = (−a, b) for
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(a, b) ∈ Z2, and extend it to ΣZ
2
by µ(x)~w = xµ(~w). Then extend it to XQ¯×Σ
Z
2
by µ(q[~v], x) = (q′[µ(~v)], µ(x)), where q′ points in the direction opposite to q if
q is horizontal, and q′ = q otherwise. Define the bit flip map by β(x)~v = 1− x~v
for x ∈ ΣZ
2
and the opposite map by ω(q[~v]) = qˆ[~v − q˜], where qˆ points in the
direction opposite to q, and q˜ is the neighbor of ~0 in the direction of q. Finally,
define σ(q[~v], x) = µ(ω(q[~v]), β(x)).
Lemma 3. The inverse of M¯ satisfies σ ◦ M¯−1 ◦ σ = M¯ .
Proof. This follows from a simple case analysis.
The idea behind defining bothM and M¯ is that while the latter has a simpler
structure, it suffers from a parity issue. Since the head of M¯ always moves to
an adjacent coordinate, M¯n(q[(a, b)], x) = (p[(c, d)], y) implies that the number
n+ a+ b+ c+ d is even. The machine M uses a modulo-2 counter to simulate
one step of M¯ in two steps in those configurations where the head travels to the
north.
We now prove that M has no periodic points, similarly to Langton’s ant,
and can only escape a finite island of 1s by stepping out of it and walking to
infinity along a straight line. Lemma 2 allows us to use M¯ in place of M in the
proof.
Lemma 4. The machine M¯ cannot makes two right turns in a row.
Proof. After M¯ has made a right turn, it has a 1 on its right and a 0 behind it,
so it cannot make another right turn.
Lemma 5. Let ~u ∈ Z2 and (q[~v], x) ∈ XQ×ΣZ
2
be such that ~v ∈ ~u+[0, n−1]2.
Then there exists t = O(n4) with M t(q[~v], x) = (p[~w], y) and ~w /∈ ~u+ [0, n− 1]2.
Proof. We prove the analogous result for M¯ , from which the claim follows by
Lemma 2.
We assume without loss of generality that ~u = (1, 1), and denote R = [1, n]2
and R′ = [0, n+1]2. We define a potential function π : XQ¯×Σ
Z
2
by π(q[~v], x) =
π1(q, ~v) + π2(x), where
π1(→, ~v) = −2|~v|1 + 2
π1(↑, ~v) = −2|~v|1
π1(←, ~v) = 2|~v|1 + 2
π1(↓, ~v) = 2|~v|1
and π2(x) =
∑
~v∈R′ x~v · |~v|
2
1. Concretely, π2 is the sum of squares of the Man-
hattan distances from the origin to each 1 in the square R′, which contains R
and its border. The intuition is that when the head of M¯ makes a loop, it
pulls 1s closer to the center of R′, which decreases the value of π2. We use π1
as a balancing term to ensure that π decreases at least every two steps. More
explicitly, we claim that π(y) > π(M2(y)) holds for all y ∈ XQ¯×Σ
Z
2
where the
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head lies in R. The maximum value of π is O(n4), so the result follows from
this.
Suppose that the head of M¯ is at a coordinate ~v ∈ R. If M¯ does not make
a turn on this step, then the value of π1 decreases by 2 regardless of the state
and position of the head, and π2 retains its value, so that π also decreases by 2.
Suppose that M¯ makes a right turn. If the head was facing east, then the
value of π1 increases by 4|~v|1−4 and π2 decreases by 4|~v|1−4, which means that
π retains its value. If the head was facing west, then π1 decreases by 4|~v|1 + 4
and π2 increases by 4|~v|1+4, so π again retains its value. If the head was facing
north or south, then both π1 and π2 retain their value. Thus the value of π
stays the same on a right turn.
Suppose then that M¯ makes a left turn. If the head was facing north, then
π1 increases by 4|~v|1 and π2 decreases by 4|~v|1 + 4, so π decreases by 4. If the
head was facing south, then π1 decreases by 4|~v|1 and π2 increases by 4|~v|1− 4,
so π decreases by 4. If the head was facing east or west, then π1 decreases by
4 and π2 retains its value. Thus the value of π always decreases by 4 on a left
turn.
All in all, the value of π never increases, and only stays the same on a right
turn. By Lemma 4, M¯ cannot make two consecutive right turns, so the claim
follows.
Corollary 1. The machine M has no nontrivial periodic points in the moving
head model.
Lemma 6. Let x = (q[~v], y) ∈ XQ×ΣZ
2
be a configuration with a finite number
of 1s, and let P = [a, b]× [c, d] be a finite rectangular region such that ~v ∈ P and
y~w = 0 for all ~w /∈ P . For all k ≥ 0, the configuration M
k(x) does not contain
a 1 outside P ′ = [a− 1, b+ 1]× [c− 1, d+ 1].
Proof. We again prove the result for M¯ and apply Lemma 2.
Let n ≥ 0 be the lowest integer such that M¯n+1(x) contains a 1 outside of
P , if one exists. We assume without loss of generality that the head is pointing
north in M¯n(x) at some coordinate (i, j) ∈ Z2. We first observe that for all
m < n, the head of M¯m(x) is inside P . Namely, if the head was outside P ,
then it could not make a turn, since that would involve moving a 1 out of P
or standing on a 1 that is already outside P , neither of which happens before
n steps. Since P is rectangular, the head can never return near it, and hence
cannot move a 1 outside it in the transition from M¯n(x) to M¯n+1(x).
The transition from M¯n(x) to M¯n+1(x) is either a left or right turn, and in
either case, a 1 is moved from P to its complement. Suppose first that the turn
is to the left, so that M¯n(x)(i,j) = 0 and (i, j) /∈ P . Since the head is inside
P in M¯n−1(x), we have (i, j − 1) ∈ P . The rectangular shape of P implies
(i + 1, j + 1) /∈ P , so this coordinate contains a 0 in M¯n(x). Then the head
cannot make a left turn from M¯n(x), a contradiction.
Suppose then that M¯ turns to the right, so that M¯n(x)(i,j) = 1. Then we
have (i, j) ∈ P and (i + 1, j − 1) /∈ P . We split into two cases depending on
whether P contains (i, j − 1). Suppose first that (i, j − 1) ∈ P and denote
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R = [i+1,∞)× [j − 1, j + 1] ⊂ Z2. Since P is rectangular, we have R ∩P = ∅,
so that M¯n+1(x)~v = 0 for all ~v ∈ R \ {(i+ 1, j − 1)}. In M¯
n+1(x), the head is
at (i + 1, j) facing east, after which it keeps traveling east inside the region R,
never making a turn again.
Suppose then that (i, j−1) /∈ P . Since P is rectangular, we have (i′, j−1) /∈
P and hence M¯n(x)(i′,j−1) = 0 for all i
′ ∈ Z. Hence the head travels east along
the south border of P until it either exits P or makes another right turn, after
which it can never make a turn again. In all cases, no 1s are moved outside
P ′.
The proof also shows that once the head leaves the region [a− 1, b+1]× [c−
1, d + 1], it never makes a turn again, traveling in a straight line forever. We
will later use this fact to construct a gadget that catches the head and redirects
it into a system of circuitry. Using Lemma 2 and Lemma 3, we obtain the
analogues of Lemma 5 and Lemma 6 for M−1, but with the roles of 0 and 1
reversed.
Remark 1. It is a well-known conjecture that Langton’s ant has a similar prop-
erty as the one proved in Lemma 5: that started from a configuration of finite
support, the head eventually leaves the pattern, and begins traveling in a ra-
tional direction in an eventually periodic pattern (in particular the spacetime
diagram is semilinear). Since Langton’s ant and M¯ have the same state set
and tape alphabet, one may wonder if they are the same machine in some dy-
namical sense. They are quite different: The distinct limit behavior on finite
points shows that they are not conjugate by linear automorphisms of Z2 and
automorphisms of XQ × ΣZ
2
. In fact, since Langton’s ant leaves “garbage”
behind it on its diagonal journeys, the two machines cannot even admit spa-
tiotemporal blockings that are conjugate by linear transformations of the tape
and conjugacies between the configurations spaces.
6 Sequential Automata
In this section, we define a class of token-based circuits that will later be sim-
ulated by M . We do this in the framework of sequential automata; see [15]
for a classical overview on this subject. We extend this formalism slightly by
introducing a time parameter that tracks the progress of the token inside the
circuit.
Definition 4. A (deterministic weighted) sequential automaton or s-automaton
is a 5-tuple A = (Q, I,O, δ, µ), where Q is a finite set of internal states, I is a
finite set of input terminals, O is a finite set of output terminals disjoint from
I, δ : Q×I 9 Q×O is the partial transition function, and µ : Q×I 9 R is the
partial weight function that assigns a weight to each transition, and is defined
on the same set as δ is. If µ is a constant function, we may replace it with said
constant value.
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We extend δ into a partial function from Q × I∗ to Q × O∗ by defining
δ(q, λ) = (q, λ) and δ(q, wi) = (p, vo) if δ(q, w) = (p′, v) and δ(p′, i) = (p, o).
Likewise, we extend µ by µ(q, λ) = 0 and µ(q, wi) = µ(q, w) + µ(p′, i).
An s-automaton is formally exactly equivalent to a deterministic weighted
transducer, but we handle them as circuit components. The intuition is that
a single token is inserted into the component from an input terminal, and the
component ejects it from an output terminal, possibly updating its internal state
in the process.
Definition 5. An s-automaton A = (Q, I,O, δ, µ) simulates another s-automaton
B = (Q′, I, O, δ′, µ′) from state q′ ∈ Q′, if there exists a state q ∈ Q such
that for all words w ∈ I∗ such that δ′(q′, w) is defined, we have v = v′ where
δ(q, w) = (p, v) and δ′(q′, w) = (p′, v′), and µ(q, w) = µ′(q′, w).
Note that in this definition we do not require the transition functions of A
and B to be defined on exactly the same set of input words: A is allowed to
process strictly more inputs than B.
Definition 6. If A = (Q, I,O, δ, µ) and B = (Q′, I ′, O′, δ′, µ′) are two s-
automata, the product A ⊗ B is defined as (Q × Q′, I∪˙I ′, O∪˙O′, δ′′, µ′′) where
δ((q, q′), i) = ((p, q′), o) and µ((q, q′), i) = µ(q, i) for i ∈ I where δ(q, i) = (p, o),
and δ((q, q′), i′) = ((q, p′), o′) and µ((q, q′), i′) = µ′(q′, i′) for i′ ∈ I ′ where
δ(q′, i′) = (p′, o′).
For an s-automaton A = (Q, I,O, δ, µ), i ∈ I and o ∈ O, the (i, o)-feedback
Aio is defined as (Q, I \ {i}, O \ {o}, δ
′, µ′), where δ′(q, i′) = (p, o′) if either
δ(q, i′) = (p, o′) or we have a path δ(q, i′) = (q0, o), δ(qk, i) = (qk+1, o) for
k < n, and δ(qn, i) = (p, o
′), for i′ ∈ I \ {i} and o′ ∈ O \ {o}. We also define
µ′(q, i′) = µ(q, i′) +
∑
k≤n µ(qk, i).
These operations allow us to construct new s-automata by combining existing
ones into circuits.
Definition 7. Let A be a set of s-automata and n ≥ 1. A normed network of
size n over A is an s-automaton constructed from n copies of the automata in
A using products and feedbacks.
The term normed network was defined by
We define two classes of s-automata that are relevant to our construction.
Both of them contain only constant-weight automata whose terminals can be
used at most once. For this reason, we call them disposable.
Definition 8. For n ≥ 1, the disposable n-merge is the s-automaton
m¯n = ({a, b}, {i0, i1, . . . , in−1}, {o}, δ,max(1, n− 1))
where δ(a, ik) = (b, o) for k ∈ [0, n−1]. If n = 1, we call it the trivial merge, and
denote t¯ = m¯1. If n = 2, we call it the disposable merge, and denote m¯ = m¯2.
For n, k ≥ 1, the disposable (n, k)-switch is defined as the s-automaton
s¯(n,k) = (Q, I,O, δ,max(n, k(k − 1) − 1)) where Q = {aNx | N ⊂ [0, k − 1], x ∈
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{0, 1}}, I = {i0, . . . , in−1, i′0, . . . , i
′
k−1}, O = {o0, . . . , on−1, o
′
0(0), o
′
0(1), . . . , o
′
k−1(0), o
′
k−1(1)}
and δ(a
[0,k−1]
0 , ij) = (a
[0,k−1]
1 , oj) for j ∈ [0, n−1] and δ(a
N
x , i
′
j) = (a
N\{j}
x , o′j(x))
for N ⊂ [0, k − 1], j ∈ N and x ∈ {0, 1}. If n = k = 1, we call it the disposable
switch, and denote s¯ = s¯(1,1). When n = 1 or k = 1, we may also suppress the
respective indices from I and O, and in the case of k = 1, denote a
{0}
x = ax and
a∅x = bx.
The trivial merge, disposable merge and disposable switch are called primitive
components.
The disposable n-merge simply combines n inputs into one, and the pur-
pose of the trivial merge is to control the weights of normed networks in our
formalism. The purpose of the disposable (n, k)-switch is to store one bit of
information to be read later. It has n input terminals, any of which can be used
to switch an internal bit from 0 to 1 before the other inputs are used. Each of
the k additional input terminals is linked to one of two outputs depending on
the bit, and they can be used in any order.
The disposable n-merge can be simulated by n− 1 disposable 2-merges and
O(n) trivial merges, and the disposable (n, k)-switch can be simulated by nk
disposable (1, 1)-switches, k disposable k-merges and O(max(nk, k2)) trivial
merges. The smallest versions of these s-automata are shown in Figure 1, and
the constructions of the larger versions are shown in Figure 2.
Lemma 7. If N is a normed network over t¯, m¯ and s¯ of size n, then the weight
of any transition of N is at most 2n.
Proof. Each component of N has weight 1, and the token can traverse them at
most twice.
i
o
i0 i1
o
i′
o′(0) o′(1)
i o
Figure 1: The trivial merge t¯, the disposable merge m¯ and the disposable switch
s¯.
We show that any Boolean circuit can be simulated by a normed network
over the merge and switch in a certain sense. This result will be used as a black
box later in the construction.
Lemma 8. Let k ∈ N, and let C : {0, 1}k → {0, 1}k be a Boolean circuit
composed of n ≥ k gates (unlimited-fanin AND and unary NOT, each with
unlimited fanout). Then there exists a constant-weight normed network AC =
(QC , I, O, δC , T ) of size O(kn
2) and weight T = O(kn2) over the components t¯,
m¯ and s¯ with input terminal set I = {i0(0), i0(1), . . . , ik−1(0), ik−1(1),#, i0, . . . , ik−1}
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i0 i1 i2 i3 i4 i5
o
i′0 i
′
1 i
′
2
o′0(x) o
′
1(x) o
′
2(x)
i0
i1
i2
o0
o1
o2
Figure 2: Constructing the disposable n-merge m¯n (on the left with n = 6) and
the disposable (n, k)-switch s¯(n,k) (on the right with n = k = 3) from primitive
components. The trivial merges guarantee that every path through the normed
network goes through an equal number of primitive components, all of which
have weight 1.
and output terminal set O = {o0, . . . , ok−1, $, o
0(0), o0(1), . . . , ok−1(0), ok−1(1)},
and a state q0 ∈ QC such that for all w ∈ {0, 1}k we have δC(q0, i0(w0)i1(w1) · · · ik−1(wk−1)#i0 · · · ik−1) =
(p, o0o1 · · · ok−1$o0(v0)o1(v1) · · · ok−1(vk−1)) for some p ∈ Q and v = C(w).
Proof. First, we replace each AND-gate of C with fanin greater than 2 by a
series of binary AND-gates, and each gate with fanout greater than 1 by a gate
of the same type with fanout 1 and a collection of splitters, which are gates with
fanin 1 and fanout 2 that copy their input bit into the two output wires. This
causes an at most quadratic blowup in the size of C.
In the construction, each wire W of C corresponds to a switch s¯W in AC ,
whose state is initially a0. Denote the input wires of C by W
0, . . . ,W k−1 and
the output wires by W0, . . . ,Wk−1. For each j ∈ [0, k − 1], the input terminal
ij(1) of AC is connected to the input terminal i of s¯W j , the output terminal o of
s¯W j is connected to a merge m¯W j . The terminal ij(0) is connected to the other
input of m¯W j via a trivial merge, and the output terminal of m¯W j is connected
to oj . In this way, if terminal ij(x) receives a token before ij(1 − x), then the
switch s¯W j is set to state ax, and the token travels through the merge m¯W j and
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exits via oj . In particular, δ(q0, i0(w0) · · · ik−1(wk−1)) = (p′, o0 · · · ok−1) for a
state p′ where each s¯W j has internal state bwj and otherwise agrees with q0.
Let G be a gate of C. Suppose first that G is a NOT-gate that connects a
wire W to another wire V . We connect terminal o′(0) of s¯W to terminal i of
s¯V , and connect terminal o of s¯V to an input terminal of a merge m¯G. We also
connect terminal o′(1) of s¯W to the other input terminal of m¯G. Suppose then
that G is a splitter that connects a wire W to two wires V and U . We connect
terminal o′(1) of s¯W to terminal i of s¯V , connect terminal o of s¯V to terminal i of
s¯U , and terminal o of s¯U into an input terminal of a merge m¯G. Terminal o
′(0)
of s¯W is connected directly to the other input terminal of m¯G. Finally, suppose
that G is an AND-gate that connects two wires W and V into a wire U . We
connect terminal o′(0) of s¯W and terminal o
′(0) of s¯V to two input terminals
of a 3-merge m¯G, connect terminal o
′(1) of s¯W to terminal i
′ of s¯V , connect
terminal o′(1) of s¯V to terminal i of s¯U , and connect terminal o of s¯U into the
third input terminal of m¯G. In each case, the input terminal i
′ of s¯W is not
connected to anything, and we introduced a merge m¯G whose output terminal
is likewise not yet connected to anything. We denote these terminals by iG and
oG, respectively. Finally, we add enough trivial merges to the gadgets that all
paths from iG to oG pass through an equal number of primitive components.
See Figure 3 for a visualization of this construction.
W
iG
V
oG
W
iG
V
U
oG
W
iG
V
U
oG
Figure 3: Implementations of the NOT-gate (left), splitter (middle) and AND-
gate (right) as normed networks over t¯, m¯ and s¯.
Next, enumerate the gates G1, . . . , Gn of C in some order that is consistent
with their evaluation (i.e perform a topological sort of the circuit as a directed
acyclic graph). Connect the input terminal # of AC to iG1 . For each j =
1, . . . , n−1, connect oGj to iGi+1 , and finally, connect oGn to the output terminal
$ of AC . When we now add a token to the terminal # in the state p
′ where
the values of the input wires have been determined, it travels to the terminal
iG1 , sets the values of the switches corresponding to the output wires of G,
and exits through oG1 . Then it proceeds to iG2 , repeating this for each gate
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before exiting through oGk−1 and then $. By the construction of the gates, each
switch s¯W in AC is correctly assigned to the state ax, where x is the value
of the wire W in C, until it evolves to state bx as the gate that it leads to is
evaluated. Furthermore, the number of primitive components that the token
passes through does not depend on the states of the switches. In the end, the
switches s¯Wj corresponding to the output wires Wj hold the states aC(w)j .
Finally, we connect each terminal ij of AC to terminal i
′ of s¯W j , and for
each x ∈ {0, 1}, connect terminal o′(x) of s¯Wj to terminal o
j(x) of AC . We also
add a chain of O(n) new trivial merges right after each input terminal of the
network other than # in order to balance its weight. It is now easy to see that
the claim holds.
7 Simulation of Normed Networks
In this section, we show how normed networks can be simulated by the Turing
machine M . We use such simulations in the proof of physical universality of
M , and this property is very time-sensitive, in the sense that we must be able
to precisely control the number of steps that M takes to construct the output
pattern. Recall that Bm,n is the outer border of [0,m− 1]× [0, n− 1].
Definition 9. Let A = (S, I, O, δ, µ) be an s-automaton and s0 ∈ S its state, let
m,n > 0, let F : N→ N be a function and denote D = [0,m−1]× [0, n−1]. An
(m,n, F )-simulation of A by M from s0 is a pair (P, d) with P ∈ ΣD a pattern
and d : I ∪O→ Bm,n an injective function with the following properties.
• d(e) is on the leftmost column of Bm,n for e ∈ I, and on the rightmost
column for e ∈ O.
• For each R ∈ ΣD and e ∈ I ∪O, let x(R, e) = (→[d(e)], R⊔ 0Z
2\D). Then
for each word i = i0 · · · ik−1 ∈ I
∗ such that δ(s, i) = (t, o) is defined, we
have a sequence of patterns P = P0, P1, . . . Pk in Σ
D with ρMD (x(Pj , ij)) =
x(Pj+1, oj) for each j < k and
∑k−1
j=0 τ
M
D (x(Pj , ij)) = F (µ(s0, i)).
If F is multiplication by a constant c, as in F (n) = cn, we may replace it by c.
The intuition behind Definition 9 is that we have a single pattern corre-
sponding to a state s0 of A, and fixed positions around these patterns that
correspond to input and output terminals. When the head of M enters the
domain of the pattern through an input position, then it will eventually leave
the domain through an exit position and manipulate the pattern into one that
corresponds to another state, in a way that is consistent with the transition
function δ. The correspondence between patterns and states need not be exact,
as long as the systems are behaviorally equivalent. Furthermore, the number of
steps required to simulate a transition of A is determined by its weight given
by µ, through the function F . In our construction, F will be a polynomial.
Lemma 9. There exist simulations by M with equal weight function n 7→ cn
of the trivial merge t¯, the disposable merge m¯, and the disposable switch s¯ from
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states a, a and a0 respectively. In these simulations, no two terminals have
adjacent positions on the border of the domain.
Proof. See Figure 4 for a (6, 8, 11)-simulation of m¯, and an (8, 13, 22)-simulation
of s¯. The figures depict states that correspond to a and a0, respectively, and
the other states are obtained by inserting the head at one of the positions
corresponding to the input terminals and applying the escape map ρMD until no
more inputs can be processed. It is easy to verify that these processes exactly
simulate the behavior of m¯ and s¯ on valid input sequences.
The trivial merge can be simulated by a single cell holding the symbol 0.
Finally, we can pad the simulations with extra columns of 0-cells to guarantee
that the weight factor c is the same in all of them.
1
1
1
1
1
1
1
1
i0
i1
o
1
1
1
1
1
1
1
1
1
1
i
i′
o′(1)
o
o′(0)
Figure 4: Simulations of m¯ (left) and s¯ (right) with the paths of the head of M
highlighted.
Our goal is to simulate any constant-weight normed network over these com-
ponents.
Lemma 10. Let N = (S, I, O, δ, µ) be a normed network of size n over t¯, m¯
and s¯, and let s0 ∈ S be the state where the components are all in states a or a0.
Then there exist numbers m = O(n3) and k = O(n2), a function F (i) = ci + d
with c, d = O(n2), and an (m, k, F )-simulation of N by M from s0.
Proof. We construct the simulation by placing the primitive components on a
vertical column with O(n) empty cells between them. We then construct the
wires so that the head ofM traverses each of them in an equal number of steps.
In this construction, a wire is represented by an empty region of 0-symbols,
and occasional 1-symbols that cause the head of M to turn right or left. More
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explicitly, if M encounters a single 1-symbol directly on its path, then it will
make a right turn as it moves on that symbol. If M encounters a 1-symbol on
the right hand side of its path, then it will make a left turn when that symbol
can be moved onto the cell occupied by the head. Since the 1-symbols are moved
when the head traverses a wire, it cannot be safely traversed again, but this is
not an issue since the primitive components of Definition 8, and thus all normed
networks over them, have the property that each input and output terminal can
be used at most once. A crossing of two wires is trivial to implement.
We now introduce a way for adding arbitrary delays in horizontal wires.
Figure 5 shows two gadgets, one for delaying the head of M for 9 steps and one
for 11 steps. By inserting copies of these gadgets into a wire of length n, we can
implement any delay which is O(n) and larger than a fixed constant.
1
1 1
1
1
1
1
1
1
1
Figure 5: Gadgets that implement a delay of 9 steps (left) and 11 steps (right)
in a west-to-east wire. Note that traversing one step to the north takes two time
steps.
Label the components of N as A1, . . . , An and the wires as W1, . . . ,Wℓ. We
choose h = O(n), k = h(n + 1) and m = h(ℓ + 1), and place a pattern Pi that
simulatesAi in an all-0 configuration so that its southwest corner is at (m−C, hi)
for a constant C. For each wire Wi starting from an output terminal of some
Pj , we extend a simulated wire to the east and make two left turns that redirect
it to the west so that it passes above Pj . This simulated wire is extended to
the x-coordinate hi. Within the rectangle spanned by the coordinates (hi, 0)
and (h(i+1)− 1, k− 1), we have enough space to implement an arbitrary delay
of O(n2) steps using turns and the two delay components of Figure 5, so that
each wire is traversed in exactly e = O(n2) steps. The simulated wire is then
extended east, either to an input terminal of some other Pj′ or the east border
of the simulation region. If Wi originates from an input terminal of N , we use
a similar construction, except that the simulated wire originates from the west
border of the simulation region. See Figure 6 for a diagrammatic representation
of the construction.
It is clear from the construction that the resulting m× k-pattern P realizes
a simulation of N by M from s0. It remains to be shown that it is an (m, k, F )-
simulation with F (x) = e(x + 1) + cx, with e being the number of steps in
which M traverses any wire in the simulation and c the common weight factor
of the simulated primitive components given by Lemma 9. But for any i ∈ I∗,
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the weight µ(s0, i) is exactly the number of primitive components of N that
the token travels through in the computation of δ(s0, i), or equivalently one less
than the number of wires it travels through. Hence the number of steps taken
by M in the simulation of δ(s0, i) is e(µ(s0, i) + 1) + cµ(s0, i), as claimed.
P1
P2
P3
0 h 2h 3h 4h 5h
Figure 6: A diagram of a simulation of a normed network by M .
8 Border Processes
In our construction, the head of M repeatedly enters and exits the rectangular
input region in order to extract information from it and manipulate its contents.
We now introduce tools that allow us to consider the border of a rectangle as
an interface between its inside and outside and consider the two parts sepa-
rately. We first define the outside as an abstract process that satisfies certain
properties, and then construct an implementation for its behavior as a concrete
configuration of M .
A border process of size m × n and depth k is a pair (P , f) where P ⊂
P∗Q,Σ([0,m− 1]× [0, n− 1]) is a set of patterns such that all 1s and the head of
M are contained in [k,m − 1 − k] × [k, n − 1 − k], and f : Bkm,n → B
k
m,n × N
is a function such that whenever f(~b1, . . . ,~bk) = (~b
′
1, . . . ,
~b′k, t), each
~b′i depends
only on the prefix ~b1, . . . ,~bi. We denote ~b
′
i = f [
~b1, . . . ,~bi]. The border process
represents the head of the Turing machine M exiting and re-entering an m× n
region containing a pattern from P exactly k times, with the location of each
entrance being a function of the locations of the previous exits. The number t
represents the relative number of time steps required to complete the process;
it plays a role in the definition of concrete realizations later on. We denote its
maximum value by T (f) = max{t ∈ N | w ∈ Bkm,n, f(w) = (w
′, t)}.
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Consider a border process (P , f) of size m,n and depth k. Take a pattern
P ∈ P and let x = x(P ) = P ⊔ 0Z
2\[0,m−1]×[0,n−1] ∈ XQ × ΣZ
2
. We denote by
f(x) ∈ XQ × ΣZ
2
× N the configuration and number obtained as follows. By
Lemma 6, the head eventually leaves the rectangle [0,m−1]×[0, n−1], and the 1s
stay contained in the region [k−1,m−1−(k−1)]×[k−1, n−1−(k−1)]. Let x1 =
ρM[0,m−1]×[0,n−1](x) be the configuration right after the exit, let
~b1 ∈ Bm,n be the
location of the head, and let ~b′1 = f [
~b1]. Let y1 be the configuration obtained
from x1 by moving the head onto~b
′
1, facing toward the region [0,m−1]×[0, n−1].
We let y1 evolve until the head again leaves [0,m−1]× [0, n−1], at which point
the 1s are contained in [k − 2,m − 1 − (k − 2)] × [k − 2, n− 1 − (k − 2)]. Let
x2 = ρ
M
[0,m−1]×[0,n−1](y1) be the configuration right after the exit, let
~b2 ∈ Bm,n
be the position of the head and ~b′2 = f [
~b1,~b2], and let y2 be the configuration
obtained from x2 by moving the head to ~b
′
2 facing toward [0,m− 1]× [0, n− 1].
In general, we keep defining configurations yi where the head faces toward the
region [0,m− 1]× [0, n− 1] and the 1s are contained in [k− i,m− 1− (k− i)]×
[k−i, n−1−(k−i)], let it evolve into a configuration ρM[0,m−1]×[0,n−1](yi) = xi+1
where the head has just left [0,m−1]× [0, n−1] onto a coordinate ~bi+1 ∈ Bm,n,
define ~b′i+1 = f [
~b1, . . . ,~bi+1], and construct yi+1 from xi+1 by moving the head
to ~b′i+1 facing toward [0,m− 1]× [0, n− 1]. The process stops at i = k, and we
define f(x) = (yk, t) with f(~b1, . . . ,~bk) = (~b
′
1, . . . ,
~b′k, t).
For 0 ≤ i < k, let Tf(x,~b1, . . . ,~bi) be the number t with M t(yi) = xi+1, that
is, the number of steps M takes before leaving the region [0,m− 1]× [0, n− 1]
for the ith time, counted from the last entrance. In the case i = 0 we denote
y0 = x. We say f has consistent timing, if for all 1 ≤ i < k and all P ∈ P
the number Tf(x(P ),~b1, . . . ,~bi) only depends on i, the entrance coordinate ~b
′
i−1
and the exit coordinate ~bi. In particular, it should be independent of the choice
of P . Then we denote Tf(x(P ),~b1, . . . ,~bi) = Tf(i,~b
′
i−1,
~bi).
A concrete realization of a border process (P , f) of size m,n and depth k is
a partial configuration y ∈ ΣZ
2\[0,m−1]×[0,n−1] with a ‘hole’ of shape [0,m− 1]×
[0, n − 1] with the following property. Take any pattern P ∈ P , and consider
the configuration x = y ⊔ P . Let t1 < s1 < t2 < s2 < · · · be the (potentially
infinite) sequence of time steps at which the head leaves and enters the region
[0,m − 1] × [0, n − 1] in the evolution of x by M , and let ~b1,~b′1,
~b2,~b
′
2, . . . be
the elements of Bm,n at which this happens. Then we have f(~b1, . . . ,~bk) =
(~b′1, . . . ,
~b′k, t) with sk − t1 = C + t for some constant C depending only on f
and y. The intuition is that the partial configuration y implements the process
of moving the head to the next coordinate of Bm,n given by f after it has left
the region [0,m− 1]× [0, n− 1], and the number of steps from the first exit to
the last entrance is also given by f up to an additive constant.
An abstract realization of a border process (P , f) of size m,n and depth k
consists of a constant-weight normed network Af = (Qf , If , Of , δf , cf ) over the
primitive components t¯, m¯ and s¯, where If = {ij(~b) | 1 ≤ j ≤ k,~b ∈ Bm,n} and
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Of = {oj(~b) | 1 ≤ j < k,~b ∈ Bm,n} ∪ {ok(~b, t) | ~b ∈ Bm,n, 0 ≤ t ≤ T (f)}, and an
initial state q0 ∈ Qf such that for all border coordinates ~b1, . . . ,~bk ∈ Bm,n we
have δf (q0, i1(~b1) · · · ik(~bk)) = (p, o1(~b
′
1) · · · ok−1(~b
′
k−1)ok(
~b′k, t)) for some state
p ∈ Qf with f(~b1, . . . ,~bk) = (~b
′
1, . . . ,
~b′k, t). The abstract complexity of (P , f)
is the size of its smallest abstract realization. Note that these concepts do
not depend on the set P , which justifies the notation Af . Figure 7 depicts an
abstract realization as a single s-automaton. Each shaded vertical bar represents
the head of M exiting the region [0,m − 1] × [0, n − 1] via some ~b ∈ Bm,n,
corresponding to terminal ij(~b), and re-entering via some ~b
′ ∈ Bm,n determined
by Af , which corresponds to terminal oj(~b
′) (or ok(~b
′, t) in the case j = k).
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Figure 7: An abstract realization of a border process, with shortened nota-
tion ipj = ij(
~bp), o
p
j = oj(
~bp) and o
p
k(t) = ok(
~bp, t) for some fixed enumeration
{~b1, . . . ,~bs} = Bm,n.
We now show that every border process (P , f) with consistent timing has a
concrete realization whose size is polynomial in its abstract complexity. Recall
from Lemma 10 that the machine M can simulate an arbitrary normed network
– in particular an abstract realizationAf of (P , f) – using a gadget of polynomial
size. We construct a system of gadgets that acts as an ‘interface’ between the
rectangular region that f acts on and the gadget that simulates Af , guiding the
head of M to the correct terminals and border cells.
Definition 10. Let a, n ∈ N. A west (a, n)-catcher is the pattern of shape
[0, 2a + 9] × [−a − 3, n + 1] with a 1 at (0,−a − 2), (3,−a − 3), (3,−a − 2),
(3, n+ 1), (2a+ 6,−a− 3), (2a+ 6, n+ 1) and (2a + 8,−a), and a 0 in every
other cell. The pattern is divided into three parts: the middle part consists of
rows 0, 1, . . . , n− 1, and the top and bottom parts are formed by the remaining
rows. By rotating the pattern by 90, 180 and 270 degrees, we obtain the north,
east and south (a, n)-catchers.
The catcher is initially inactive, and can be activated by sending the head
into the pattern from its south border on the westmost column. The head
travels on a spiraling path, pulling four 1s closer to the center, and exits from
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the eastmost column of the south border. Once the catcher is activated, we can
use it to intercept the head of M if it arrives from the east on row n − a. See
Figure 8 for a visualization.
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Figure 8: Top left: an inactive west (1, 3)-catcher. Top right: activating the
catcher. Bottom left: intercepting the head on row 2 and redirecting it to the
north. Bottom right: additional processing performed during partial activation
of a catcher array. The middle part of the catcher, corresponding to rows 0, 1
and 2, is shaded in each figure.
Definition 11. Let n ∈ N. A west catcher array of width n is a pattern
consisting of one west (a, n)-catcher for each a = 1, 2, . . . , n positioned side by
side in this order. North, east and south arrays are defined as rotated versions
of these patterns.
A catcher system of width n consists of west, north, east and south catcher
arrays of width n positioned so that their middle parts align with the square
[0, n− 1]2, and each array lies in the respective direction from this square.
We say that a catcher array or catcher system is inactive or activated if each
individual catcher in it has this status. Once a west catcher array is activated, it
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can intercept the head ofM as it arrives from the east on any of the rows on its
middle part. The (a, n)-catcher is responsible for row n− a: if the head arrives
on row n−a, it passes through the (n, n)-catcher, then the (n−1, n)-catcher, all
the way up to the (a, n)-catcher which finally intercepts it and sends it north. In
other words, the eastmost catcher (i.e. the one closest to [0, n−1]2) is responsible
for row 0, the next one for row 1, and so on, with the westmost catcher being
responsible for row n−1. The order is important, since it prevents the returning
head from interacting with a catcher that is not responsible for its row. On the
other hand, if the array is inactive and the head enters it from the east or west
along its middle part, the array does not interact with it, letting it pass directly
through. The south, east and north catcher arrays behave analogously, so an
activated catcher system intercepts the head as it leaves the square [0, n − 1]2
from any border coordinate, while an inactive catcher system does not interact
with it.
In our construction, the idea is to have a sequence of nested catcher systems
which are activated one by one, starting with the outermost system. The acti-
vated system intercepts the head as it exits [0, n− 1]2, so that we have a record
of the exit coordinate. Then the head activates the next system to prepare it
for another exit. However, this scheme does not give us a way to actually send
the head back into [0, n− 1]2 as required by a border process, so we modify it
slightly.
Suppose we want to send the head into [0, n − 1]2 from the west on row
i ∈ [0, n− 1] and intercept it when it later exits the square. To achieve this, we
will activate the south, east and north catcher arrays of the catcher system and
partially activate the west catcher array: For each a = 1, . . . , n except for i+1,
we activate the (a, n)-catcher of the array. The west (i + 1, n)-catcher, which
is closer to [0, n− 1]2 than the (i, n)-catcher of the same array, is left inactive.
Then we send the head in from the north edge of the activated (i, n)-catcher
as in the bottom right part of Figure 8, so that it is guided to the west on
row i and eventually enters [0, n − 1]2 on this row. Note that since the west
(i+ 1, n)-catcher was left inactive, the head will reach [0, n− 1]2 unobstructed.
The (i, n)-catcher is left with two 1s that can intercept the head either on row
n − i or n − (i + 1). The partial activation of south, east and north catcher
arrays is defined similarly.
In addition to the catchers, we need some wiring to guide the head during
the activation of the catcher arrays, and to feed the head into our computational
gadget after it has been intercepted. By the definition of a concrete realization,
the time taken by the head to travel these wires and visit the square [0, n− 1]2
should not depend on the initial contents of the square. This can be achieved
due to our border process having consistent timing.
Lemma 11. Let (P , f) be a border process of size n, depth k, abstract complexity
C and consistent timing. Then (P , f) has a concrete realization y ∈ ΣZ
2\[0,n−1]2
in which all 1s are contained in [−p, p]2 for some p = O(C3 + n4(k + T (f))).
Proof. By Lemma 10, there exist numbers m = O(C3) and m′ = O(C2), a
function F (i) = ci + d with c, d = O(C2), and an (m,m′, F )-simulation of Af
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byM . We denote by Pf the m×m′-pattern realizing this simulation, and place
it in y at an arbitrary location that is sufficiently far away from the origin.
We place around the square [0, n − 1]2 one activated catcher system C0 of
width n called the initial catcher system. For each output terminal oj(~b) or
ok(~b, t) of Af , we also place one inactive catcher system Cj,~b or Ck,~b,t of width
n, in such a way that C0 is the outermost system, the systems Cj,~b are placed
successively closer to the origin in ascending order of j, and the systems Ck,~b,t
are placed the closest to the origin.
We add some wires to y that connect the catcher systems to the pattern Pf .
For each~b ∈ Bn, from the position of the initial catcher array C0 where the head
of M is redirected if it exits [0, n− 1]2 via ~b, we add 1-cells to y that redirect
it to the input terminal i0(~b) of Pf . For each output terminal oj(~b) of Pf with
j < k, we add 1-cells that redirect the head to the inactive catcher system Cj,~b,
then guide it to partially activate the system so that the head can be sent into
[0, n− 1]2 through the coordinate ~b, and finally redirect it into the system to be
sent in through that coordinate. For each ~b′ ∈ Bn we also add 1-cells that, once
the catcher system Cj,~b is activated and catches the head as it exits [0, n− 1]
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via ~b′, redirect it to the input terminal ij(~b
′) of Pf . From each output terminal
ok(~b, t) of Pf , we similarly guide the head to partially activate Ck,~b,t and send
the head into [0, n− 1]2 via ~b.
As in the proof of Lemma 10, we have a lot of control on the number of
steps the head of M takes during these redirections. First, we guarantee that
the number of steps between the first exit from [0, n− 1]2 and the first entrance
into Pf via some terminal i1(~b) is a constant, say T1. Recall that since f
has consistent timing, the number of steps the head spends inside [0, n − 1]2
after being sent in by the catcher array Cj,~b is a function of j,
~b and the exit
coordinate ~b′, and we denote it by Tf(j,~b,~b
′). We can thus guarantee that the
number of steps between the head exiting Pf from terminal oj(~b) and re-entering
via terminal ij+1(~b
′) is also a constant, say Tj+1. Finally, we guarantee that the
number of steps between the head exiting Pf via terminal ok(~b, t) and entering
[0, n− 1]2 is Tk+1 + t for some constant Tk+1.
It is now easy to see that y is a concrete realization of (P , f). It remains
to bound the number p. The pattern Pf has size O(C
3)×O(C2), and we have
a total of O(kn2 + T (f)n2) catcher systems and “wires” guiding the head of
M from Pf to these systems and back. By Lemma 5, O(n
4) delay components
suffice for each wire, which can be laid out in an O(n2) × O(n2) pattern. All
this can be fit into a square pattern with side length O(C3+n4(k+T (f))).
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Figure 9: The collection of catcher systems constructed in the proof of
Lemma 11, not drawn to scale. The solid lines mark the row or column each
catcher is responsible for. The outermost catcher system is C0.
9 Implementation of Transformations by Bor-
der Processes
In this section, we prove that a border process can implement an arbitrary
transformation on the set of local patterns of shape m×m, if they are embedded
inside a larger n × n-pattern in a suitable way. The statement is visualized in
Figure 10. We can also guarantee that the process has consistent timing, as
required by Lemma 11, and we have precise control over its time component.
Lemma 12. Let m ∈ N, let A ⊂ P∗Q,Σ(m) be a set of patterns with disjoint
0-orbits that contain the head of M , and let C1 be the circuit complexity of
A. Let g : A → Σ[0,m−1]
2
and g′ : A → N be any functions, and let C2 be
the circuit complexity of R 7→ (g(R), g′(R)). Then there exists n = O(m4), a
pattern P ∈ Σ[0,2n+m−1]
2\[n,n+m−1]2 and a border process (P , f) of size 2n+m,
depth k = O(m8) and abstract complexity O(m32 + (m8C1 + C2 +m
6)2) with
consistent timing such that P = {R⊔P | R ∈ A} and for each R ∈ A, denoting
x = 0Z
2\[0,2n+m−1]2 ⊔ P ⊔ R, we have f(x) = (y, g′(R)) such that y|[n,n+m−1]2
is a translated version of g(R) and x~v = y~v = 0 for all ~v ∈ ([0, 2n +m − 1] ×
[n− 3, n+m+ 2] ∪ [n− 3, n+m+ 2]× [0, 2n+m− 1]) \ [n, n+m− 1]2.
Proof. We explicitly construct the pattern P , border process (P , f) and small
abstract realization Af that have the required properties. The construction
proceeds in five stages, which we call the escape stage, probe stage, transport
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g(R)
?
Figure 10: A diagram of Lemma 12, not drawn to scale. The inner and outer
squares have size m×m and (2n+m)× (2n+m), respectively.
stage, computation stage and sculpt stage, some of which are further divided
into substages. Each (sub)stage consists of a constant number of rounds, and a
round corresponds to defining f [~b1, . . . ,~bp] for all applicable sequences of a fixed
length p. Equivalently, round number p consists of the head leaving the square
[0, 2n+m− 1]2 for the pth time and returning on some border coordinate.
In the escape stage, the head ofM escapes the region R = [n, n+m−1]2 and
then the larger square [0, 2n+m−1]2. In the probe stage, the head is repeatedly
sent in from the west to probe the x-coordinate of a single 1 occurring on a
specific horizontal row of [n, n+m− 1]2, after which it is moved far away from
the region by repeatedly colliding the head with it. After the probe stage, the
region [n, n+m − 1]2 contains no more 1s, and the transport stage consists of
moving a large solid block of 1s onto it. This is again achieved by repeatedly
colliding the head with a single 1, moving it toward the target by one diagonal
step. In the computation stage, a separate part of the normed network Af
simulates a Boolean circuit that computes the output pattern. The number
t = τM[0,2n+m−1]2(x) is also computed at this point. In the sculpt stage, some
of the 1s in the solid block are ‘carved out’ and moved out of the region, in a
process that mirrors the probe stage. In this way, the desired output pattern
can be constructed on the region [n, n+m− 1]2 at the completion of the border
process.
We begin with the escape stage, and for this, we define the pattern P to be
filled with 0s for now; we will add some 1s to it later. By Lemma 6, the 1s that
are originally in the region R will not travel outside R1 = R + [−1, 1]2 before
the head of M leaves the region R1 either along some row with y-coordinate in
[n− 2, n+m+1], or along some column with x-coordinate in [n− 2, n+m+1].
Hence it will travel to some border of P , and escape at some coordinate ~b ∈
B2n+m. Denote by P
′ ∈ ΣR1 the square pattern that remains at R1 after this.
In the abstract realization Af , we add 4(2n+m) switches s¯1,~b, one for each
~b ∈ B2n+m, and connect each input terminal i0(~b) of Af to terminal i of s¯1,~b.
These are called the escape switches. We connect the terminal o of each s¯1,~b
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into one 4(2n+m)-merge that combines them all into a single terminal. This
is depicted in Figure 11, which shows the input terminals i0(~b) for all choices of
~b ∈ B2n+m, the escape switches and the merge. The 4(2n+m)-merge increases
the size of Af by O(n
4), since we can implement a disposable k-merge with
O(k2) primitive components.
...
i0((−1, 0))
i0((−1, 1))
i0((−1, 2))
i0((2n+m− 1, 2n+m))
o
Figure 11: The escape stage in Af .
Next, we handle the probe stage. It is divided into several substages, one
for each i ∈ [−1,m], and the purpose of substage i is to determine the positions
of 1s on row n + i. For each substage i and for each j ∈ [0,m + 1], choose
some large number n > Ni,j = O(m
4) with Ni,j > Ni′,j′ when (i, j) < (i
′, j′)
in the lexicographic order. For each 0 ≤ k < Ni,j , which constitute a total of∑
i,j Ni,j = O(m
6) rounds, we define f to place the head on the west border of
P at y-coordinate n+ i−k, regardless of where it exited on the previous rounds.
Denote by p(i, j, k) ∈ N the number of the round corresponding to i, j and
k. In the normed network Af , we implement each of these rounds by simply
combining all input terminals ip(i,j,k)(~b) into a 4(2n+m)-merge and connecting
its output into the correct output terminal, except when k = 0. In the case
k = 0, we proceed as follows. For each (a, b) ∈ R1 we add to Af an (m+ 2, 1)-
switch s¯
(m+2,1)
(a,b) whose task is to remember the bit P
′
(a,b). These switches are
called the input switches. For each i, j and a, we connect the input terminal
ip(i,j,0)((a,−1)) of Af to the input terminal ij of s¯
(m+2,1)
(a,n+i) . The outputs oj of
these switches, as well as other input terminals ip(i,j,0)(~b), are connected to a
4(2n+m)-merge that connects them to the next output terminal. We also add
O(m2) trivial merges to maintain the property of constant weight. See Figure 12
and Figure 13 for a visualization.
The effect of this definition is the following. When i = −1 and j = k = 0,
the head enters on row n− 1, which is the lowest row of R1. The head travels
to the east until it encounters either a 1 on the lowest row of R1 or the east
border of P . If a 1 is encountered at some coordinate (a, n− 1), then the head
makes a right turn, moves the 1 to (a− 1, n− 2), travels to the south border of
P and exits at coordinate (a,−1). If no such 1 was encountered, the the head
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o op−1(~b)
...
ip((−1, 0))
ip((−1, 1))
ip((2n+m− 2, 2n+m))
ip((2n+m− 1, 2n+m))
o
Figure 12: Implementation of round p = p(i, j, k) of the probe stage in Af with
k 6= 0, where ~b = (2n+m,n+ i− k). The leftmost o is the output terminal of
the 4(2m+ n)-merge constructed in round p− 1.
exits at (2n+m,n−1). We informally say that f ‘remembers’ this information,
as its subsequent output values may depend on it. In general, on round i, j, k
of the probe stage f remembers the exit coordinate of the head if k = 0. In the
normed network Af , this is implemented with the input switches s¯
(m+2,1)
(a,b) .
Having obtained the position of the 1, f places the head on the west border of
P at y-coordinate n−2, where it encounters the 1 again, this time at coordinate
(a− 1, n− 2), moving it to (a− 2, n− 3), and again exiting at the south border.
We collide with the 1 for a total of N0,0 times, eventually placing it at (a −
N0,0, n − 1 − N0,0). The purpose of this is to transport the 1 out of the way,
so that we can safely probe for the position of all 1s in P ′, and perform the
remaining stages. This process is visualized in Figure 14.
Indeed, after the process of moving the 1, f places the head on row n −
1 again, probing for the position of another 1. This corresponds to round
p(−1, 1, 0). This process repeats m + 2 times regardless of how many 1s were
found, after which we proceed to substage 0 and start probing row n. We
continue in this way, repeatedly probing for a 1 on the lowest nonempty row,
moving it out of the way, and proceeding to the next row after m+2 repetitions.
Whenever the head encounters a 1 at some coordinate (a, n + i) during round
p(i, j, 0), it exits P at coordinate (a,−1), and the token of Af is routed through
terminal ij of input switch s¯
(m+2,1)
(a,n+i) . The reason for using an (m + 2, 1)-switch
is that the value of j depends on the number of 1-symbols on row n+ i to the
left of (a, n+ i), and can vary between different input patterns.
The last round of this process is p(m,m+ 1, Nm,m+1). If n is large enough
(n = Ω(m4) suffices for this), there is enough room to transport each 1 out of
the way following the first collision with it, after which it does not affect the
remaining steps of this stage. Once the top row of R1 has been completely
probed, the head exits through the east border of P and we have complete
information of the contents of R1 at the end of the escape stage. To implement
the probe stage, we added to Af the O(m
2) input switches, and for each of the
O(m6) rounds, a single 4(2n + m)-merge and possibly O(m2) trivial merges.
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o op−1(~b)
...
...
ip((−1, 0))
ip((−1, 1))
ip((0,−1))
ip((1,−1))
ip((2n+m− 2, 2n+m))
ip((2n+m− 1, 2n+m))
o
Figure 13: Implementation of round p = p(i, j, 0) of the probe stage in Af with
~b = (2n+m,n+ i− k). The leftmost o is the output terminal of the 4(2m+n)-
merge constructed in round p− 1. Each terminal ip((a,−1)) is connected to the
input switch s¯
(m+2,1)
(a,n+i) .
These changes can be implemented by O(m8n4) primitive components. This
concludes the probe stage.
We now describe the transport stage. At this point, the region R contains
only 0s, and there are also 0s to the east, north, west and south of it. There is
a collection of 1s to the southwest of R, which are the remnants of the probe
stage. We introduce new 1s into the pattern P , to the northeast of the region R.
For each j ∈ [0, 5m2 + 1] and i ∈ [0, 5m2 + 1+ j], we add a 1 at the coordinate
(n + 3 + i, n + 3 + j). We call this pattern of 1s the clay, as it will be used in
the sculpt stage. Of course, the clay also present during the escape and probe
stages, but does not affect them, as its southmost row lies two steps to the north
of the row n+m+ 1, which is the northmost row of R1. Note that the bottom
row of 1s in this pattern is the longest one, and the lengths of consecutive rows
differ by 1.
We describe a continuation of the border process f that translates the clay
to the southwest by a single step. This is done one row at a time, starting from
the bottom row, and each row is translated one cell at a time, from west to
east. We send the head of M in from the south border of P , on the column
n +m + 2, which is one step to the west of the westmost column of the clay.
The head travels north until it is diagonally adjacent to the southwest corner of
the clay, where it makes a left turn to the west and moves the 1 at the corner
from (n + m + 3, n + m + 3) to (n + m + 2, n + m + 2), and then travels to
the west border of P . Next, the head is placed on the column n +m + 3, one
step to the east. It again travels north, moves a 1 from (n+m+ 4, n+m+ 3)
to (n +m + 3, n +m + 2) by a left turn, and travels to the west border of P .
We continue in this manner, placing the head on column n+m+2+ i for each
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Figure 14: The head of M extracts a 1 from the bottom row of the region R′.
i ∈ [0, 5m2+1] and moving a single 1 on the row n+m+2. We then repeat this
procedure for the other rows: for each j from 0 to 5m2+1, and for each i from 0
to 5m2+1+j, we place the head on the south border of P on column n+m+2+i,
from where it travels north and moves a 1 from (n+m+ 3 + i, n+m+ 3 + j)
to (n +m + 2 + i, n +m + 2 + j) by a left turn. The rules of M prevent the
head from making any additional turns; the distinct heights of the columns are
used to guarantee this when the eastmost 1s are moved. When this operation is
complete, we have moved the entire clay one step to the southeast. By repeating
it, we move the clay for a total of 5m2+m+3 steps, after which we have a 1 at
coordinate (n+ i, n+j) for all j ∈ [m−5m2,m−1] and i ∈ [m−5m2,m−1+j].
Since the values of f during this stage are fixed, for each step of the process we
only need to add a single 4(m+ 2n)-merge to Af that directs the token to the
correct output terminal, as we did in the probe stage for the rounds p(i, j, k)
with k 6= 0. The number of primitive components needed for this is O(m6n4).
This concludes the transport stage.
We continue with the computation stage, which consists of zero rounds, but
takes up a substantial part of the network Af . For a pattern P
′ ∈ A, denote by
τ(P ′) = τM[0,2n+m−1]2(0
Z
2\[0,2n+m−1]2 ⊔P ′ ⊔P ) the escape time of the head from
the region [0, 2n+m− 1]2. From Lemma 1 and Lemma 5 we obtain a circuit of
size O(n4(C1 + n
2)) that computes the function ρM (P ′ ⊔ P ) 7→ (P ′, τ(P ′)) for
P ′ ∈ A. By assumption, there is a circuit of size C2 that computes the function
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P ′ 7→ (g(P ′), g′(P ′)). We chain these circuits together to obtain a circuit C of
size O(n4(C1+n
2)+C2) that computes the function ρ
M (P ′) 7→ (g(P ′), g′(P ′)).
We apply Lemma 8 to transform this circuit into a normed network AC of size
O((n4(C1 + n
2) + C2)
2). We connect the output terminals o′(x) of the input
switches s¯
(m+2,1)
(a,b) into the input terminals ij(x) of AC in a suitable way. Each
output terminal oj of AC is connected to the input terminal ij+1(x) of the next
switch, except the last one, which loops to the input terminal #. The output
terminal $ is connected to the input terminal i0 of AC . The output terminals
oj(0) and oj(1) are directed to a merge, with the latter running through a
(1, O(m2))-switch s¯
(1,O(m2))
j and setting its bit to 1, and the merge is directed
to the next input terminal ij+1 of AC . On the last step, we do not connect the
merge to anything yet. See Figure 15 for an illustration.
We now have a collection of (1, O(m2))-switches whose internal values encode
the contents of the target pattern as well as the number g′(P ′), and we call them
the output switches. They are used in the next stage of the construction. This
concludes the computation stage.
AC
i0(x) i1(x) i2(x) # i0 i1 i2
o0 o1 o2 $ o0(x) o1(x) o2(x)
Figure 15: The implementation of the computation stage in Af .
We describe the sculpt stage. Intuitively, it resembles the probe stage, but
in reverse and with the roles of 0 and 1 inverted. Recall that after the previous
stages, the clay occupies the coordinates (n +m − 5m2, n +m − 5m2) + (i, j)
for j ∈ [0, 5m2 − 1] and i ∈ [0, 5m2 + j − 1]. Our goal is to remove some 1s
from the clay so that the output patterm g(R) is formed at the coordinates
[n, n+m − 1]2. At this point, the process f has full information of g(R). Let
E0(R) ⊂ [0,m−1]2 be the set of coordinates ~v with g(R)~v = 0. The idea is that
for each ~v = (i, j) ∈ [0,m− 1]2 in decreasing order of i+ j, we do the following:
1. Remove rows from the south border of the clay or columns from its west
border until its southwest corner is on the same diagonal as ~v + (n, n).
2. If ~v ∈ E0(R), move each 1 on the diagonal path from (n, n) + ~v to the
southwest corner of the clay one step to the southwest. Then move the 1
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that was previously at the corner of the clay out of the way. If ~v /∈ E0(R),
send the head into the region P the same number of times as we would in
the first case, but along an empty row.
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Figure 16: The head of M extracts a 1 from the corner of the clay, creating a
movable “hole”.
We describe the sculpt process and its implementation in the normed network
Af in more detail. The process is divided into m
2 substages, one for each
choice of (i, j) ∈ [0,m− 1]2, and substage i, j consists of N ′i,j = O(m
6) rounds.
Substage i, j, begins with the removal of some number of southmost rows or
westmost columns from the clay. As in the probe stage, this is done by moving
each 1 a distance of O(m4), taking O(m4) rounds; this is enough as there are
a total of O(m4) cells in the clay. Moving each 1 of a row or column of length
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(n, n)
(n, n) + ~vi,j
m m
m
5m2
5m2
Figure 17: The sculpting process, not drawn to scale. The dark gray part of the
clay is removed before the coordinate ~vi,j is considered.
O(m2) for a distance of O(m4) steps takes O(m6) rounds. If we choose the order
of (i, j) ∈ [0,m− 1]2 to be increasing in j when j + i is even and decreasing in
j otherwise, it suffices to remove at most two rows or columns from the clay on
each substage.
Next, we check whether (i, j) ∈ E0(R). In Af , this is achieved by routing
the token through the output switch that corresponds to (i, j). Since this switch
has O(m2) input terminals and corresponding pairs of output terminals, we can
perform this check on each substage i, j. Based on the result, the token is sent
to one of two terminals, so we can send the head of M into P from one of two
coordinates. If (i, j) ∈ E0(R), we send the head from the south, then east and
east again, as illustrated in Figure 16, in order to move a 1 out of the southwest
corner of the clay. For the next O(m2) rounds, we send the head from the
west border of the clay in order to move this 0 one step to the northeast within
the clay, until it reaches (i, j). In the case (i, j) /∈ E0(R), the above process is
replaced by the head repeatedly entering P on some row that contains only 0s,
say the northmost row. This concludes substage i, j. The sculpting process is
illustrated in Figure 17.
Finally, there is an additional substage in which all remaining 1s outside the
square [n, n+m− 1]2 are transported out of the region [0, 2n+m− 1]× [n−
3, n+m+2]∪ [n−3, n+m+2]× [0, 2n+m−1] in order to comply with the last
condition of the claim. This substage takes O(m8) additional rounds, and is
implemented similarly to the probe stage, moving each 1 diagonally for O(m4)
steps (we can assume that the remaining part of the clay is still surrounded by
an annulus of 0 of thickness O(m4)). All in all, the sculpt stage takes O(m8)
rounds and requires O(m8n4) primitive components in Af .
After these five stages, the output region [n, n +m − 1]2 contains a trans-
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lated version of the pattern g(R). It remains to guide the token to the cor-
rect output terminal ok(~b, t), which also contains the number t = g
′(P ′) =
O(C2) determined during the computation stage. For each value of t there is
a (1, 4n2)-switch among the output switches that stores it, and we now use
these switches to guide the token to the correct output terminal after ~b has
been determined. A choice of n = O(m4) is enough to guarantee that the con-
struction can be carried out, since then we have enough room to transport any
1s out of the way during the probe and sculpt stages. The size of Af is then
O(m8n4+(n4C1+C2+n
2)2) = O(m32+(m8C1+C2+m
6)2), and the depth of f
is O(m8). It is clear from the construction that (P , f) has consistent timing.
10 Physical Universality
We are now ready to prove our main result, the physical universality of M .
Theorem 4. The Turing machine M is efficiently physically universal in the
moving head model.
Proof. Let m ∈ N, let A ⊂ P∗Q,Σ(m) be a set of patterns with disjoint 0-orbits
containing the head of M , and let g : A→ PQ,Σ(m) be a function. Let A′ ⊂ A
be the set of those patterns R ∈ A for which g(R) contains the head of M . For
each R ∈ A′, Lemma 5 and its analogue for the inverse machine M−1 states
that the escape time of M from R when it is surrounded by 0s, and the escape
time of M−1 from g(R) when it is surrounded by 1s, are both O(m4). Denote
their sum by τ ′(R), and for R ∈ A \ A′, define τ ′(R) as just the escape time of
M from R. For R ∈ A′, let b(R) ∈ Bm be the coordinate where M−1 escapes
from g(R), let g′(R) be the contents of [−1,m]2 as this happens. For R ∈ A\A′,
we (somewhat arbitrarily) define b(R) = (−1, 0) and g′(R) = g(R). Lemma 1
lets us compute τ ′ and b by a circuit of polynomial size in m and the circuit
complexity of g.
For R ∈ A, let p(R) ∈ P∗Q,Σ(m + 2) be R padded with a thickness-1 border
of 0s on all sides, and let p′(R) ∈ PQ,Σ(m+2) be g′(R) padded similarly by 1s.
By Lemma 12, there exists a number n, a pattern P ∈ Σ[0,2n+m+1]
2\[n,n+m+1]2
and a border process (P , f) of size 2n+m+ 2, polynomial depth and abstract
complexity, and consistent timing that transforms a pattern P ⊔ p(R) ∈ P for
R ∈ A into another pattern containing p′(R) at [n, n +m + 1]2 and the head
pointed toward b(R) + (n + 1, n+ 1) on the border of P , and also outputs the
number C − τ ′(R) for some constant C ≥ τ ′(R). Lemma 11 gives us a concrete
realization y ∈ ΣZ
2\[0,2n+m+1]2 for (P , f) where all 1s are within polynomial
distance from the origin.
In this concrete realization, the number of steps M takes between leaving
P for the first time and entering it for the final time is C′ + C − τ ′(R) for
some constant C′. Since the pattern R is surrounded by 0-cells in P on all
four sides, as is g′(R) when the process ends, the number of steps taken by the
head between leaving [n, n +m − 1]2 for the first time and re-entering for the
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last time is C′ + C − τ ′(R) + 2n + 2. We choose t = C′ + C + 2n + 2 as the
number of time steps to implement g. Note that the padding provided by p and
p′ does not affect the movement of the head as it enters or leaves the square
[n, n+m− 1]2. If R ∈ A′, then we have M t(y ⊔ P ⊔R)|[n,n+m−1] = g(R) since
the additional τ ′(R) steps account exactly for the head leaving [n, n +m − 1]
for the first time, and transforming g′(R) into g(R) after re-entering for the last
time. If R ∈ A \A′, then the same holds because when the head is sent into P
for the last time, it is directed toward the coordinate b(R) + (n, n) but will not
enter g′(R) at time t. Since C′, C and n are all polynomial in m and the circuit
complexities of A and g, the claim follows.
If a Turing machine is (efficiently) physically universal in the moving head
model, then the same holds for the moving tape model.
Corollary 2. There exists a two-dimensional reversible Turing machine which
is efficiently physically universal in both the moving head model and the moving
tape model.
A Turing machine with one state that always moves to the right is obviously
topologically mixing in the moving tape model. In the moving head model, it
is unknown whether Turing machines can be topologically mixing. The one-
dimensional case is the most interesting one, but our machine provides at least
a two-dimensional example, since it is easy to see from the construction that we
can freely choose the time parameter t as long as it is large enough (topological
transitivity follows directly as a special case of physical universality).
Theorem 5. There exists a reversible Turing machine which is mixing of all
finite orders in the moving head model.
Constructing a one-dimensional physically universal Turing machine seems
more difficult. If one is to mimic our construction, information from the initial
pattern needs to be fetched by some type of gadget rather than by simply
shooting the head in the correct cell. We conjecture that such Turing machines
exist, but we do not have a candidate.
11 Modifications
We can make slight modifications to our physically universal machine M and
obtain machines with different universality properties.
Theorem 6. There exists a two-dimensional reversible Turing machine that is
physically universal in the moving tape model, but not the moving head model.
sketch. Define a Turing machine M ′ as follows. The tape alphabet is Σ =
{0, 1}2, and the state set is Q′ = Q×{1, 2}, where Q is the state set of M . The
idea is that M ′ has two binary tapes, one of which is analogous to that of M
and the other is immutable but affects the movement of the head. The machine
behaves as follows:
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1. If the machine is in state (q, b), and there are 1-symbols on both layers
of the tape under the head, and 1-symbols on the first layer in all eight
neighbors, then the state becomes (q, 3 − b).
2. After this, if the machine is in state (q, 1), then it takes one step forward,
retains its state and does not modify the tapes. Intuitively, in a state
(q, 1) the machine is partially deactivated.
3. If the machine is in state (q, 2) instead, then it behaves as M would on
the first layer of the tape, reading and modifying it, then moving into a
new position and assuming a new state (q′, 2).
It is immediately clear that M ′ is not physically universal in the moving head
model, since it cannot modify the second layer of the tape. In dynamical systems
terms, the second tape is a nontrivial invariant factor, which prevents even
transitivity. Lemmas 5 and 6 apply to M ′ with only minor modifications.
We sketch the proof of physical universality in the moving tape model. Con-
sider a set of patterns A ⊂ P∗Q′,Σ(m) and a function g : A → PQ′,Σ(m). As
with M , we can construct a catcher system around the square [0,m − 1] that
redirects the head after its exit. In case the head exits in some state (q, 1), it
cannot be redirected, so we add width-3 stripes of 1-cells on both layers behind
the four catcher arrays that change the state to (q, 2), and add a second catcher
system that is then able to redirect the head. At the same time we obtain full
information about its state.
After catching the head, we repeatedly probe the square [0,m−1]2 to obtain
the positions of 1s on the first layer, as in the probe stage of the proof of
Lemma 12. Since the head will always see a 0 in some neighboring coordinate,
it will not change its state into any (q, 2) during this process, ignoring the second
layer and behaving like M instead. Next, on each coordinate of [0,m − 1]2 in
turn we transport a 3× 3 pattern of 1-cells on the first layer and send the head
through it to test whether there is a 1 on the second layer, then move these 1s
out of the way again.
Once we have obtained full information about the input pattern, the head is
redirected into one of |A| different patterns, one for each R ∈ A, which evolves
into g(R) after a certain number of steps when the head is sent into it through
a certain border coordinate. We can control the number of steps taken by the
head of M ′ so that the total number of steps required for this does not depend
on the input pattern. This construction shows that M ′ is physically universal
in the moving tape model.
Note that the above proof does not show M ′ to be efficiently physically
universal, since the number of patterns we insert into the gadget may be expo-
nential in m. It remains an open problem whether there exists a Turing machine
that is efficiently physically universal in the moving tape model, but not in the
moving head model.
Our machineM is allowed to inspect several tape cells simultaneously, which
is not the case for a classical Turing machine. It is possible to simulate general
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reversible Turing machines by classical Turing machines in the sense of [1].
We sketch the proof that this can be done in a way that preserves physical
universality.
Theorem 7. There exists a two-dimensional classical reversible Turing machine
that is physically universal.
sketch. A classical reversible Turing machine in the sense of [1] first applies a
permutation π ∈ Sym(Q×Σ) to the current state and the current tape symbol,
and then performs a state-dependent shift, i.e. moves as a function of the current
state only. Our machine M has the property that its behavior is composed of
a joint permutation of the state and a local neighborhood on the tape (a local
permutation in the terminology of [1]) and then a state-dependent shift.
The basic idea is the following. For any machine that admits such a de-
composition, with state set Q and alphabet Σ, we can construct a reversible
classical Turing machine which is an “mth root” for it, for any large enough
m. For this, let Q′ = Q × {0, 1}2 × {0, 1, ...,m − 1} for large m, and Σ′ = Σ.
On every time step, we increment the final component modulo m. This allows
us to think of the dynamics as being composed of m distinct steps. On these
steps, the head walks around deterministically, performing even permutations
on the current tape symbol and the Q × {0, 1}2-component of its state. Since
we can swap tape bits with the two bits memorized in the state, we can ef-
fectively perform arbitrary joint permutations on Q and two symbols of the
tape. By Lemma 5 of [1], this allows us to perform any even permutation of
Q × {0, 1}2 × {0, 1}N where N ⊂ Z2 is finite. Every permutation that fixes
the two bits in the {0, 1}2-component of the state is even, so this allows us to
perfectly simulate the behavior of an arbitrary Turing machine composed of a
local permutation followed by a state-dependent shift.
This does not quite give physical universality, as the simulation happens
every m steps rather than on every step, leading to a parity (or rather modulo
m) issue, and also because the state contains two bits whose values are never
modified. To combat this for our specific machine M , replace Q′ with a set
Q′′ = {(q, a, b, c) | q ∈ Q, (a, b) ∈ {0, 1}2, c ∈ Nq}, where Nq = {0, 1, . . . ,m− 1}
for q 6=→ andN→ = {0, 1, . . . ,m}. Modify the rule so that if c-component holds
m − 1, then if q-component is equal to →, we increment c to m, and if the c-
component holds m, we behave as if it held m−1. Furthermore, modify the rule
so that whenever the counter c overflows to 0, we additionally increment (a, b)
as a modulo-4 counter. After these modifications, there is no local restriction to
physical universality (no matter what the value of m is), and the proof of PU
works the same as the main proof, up to timing details.
12 Additional Information and Open Questions
In this section, we collect questions from previous sections under one heading,
and ask several more questions. We also sketch the proofs of two additional
results: we show that physical universality of Turing machines is closed under
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a natural group of transformations, and show that the maximal number of
steps the head of M¯ can stay inside [0, n − 1]2 is Θ(n3) when restricted to
configurations with O(n) many 1s.
12.1 Questions asked in previous sections
Conjecture 1. There exists a one-dimensional reversible Turing machine which
is physically universal in both the moving head model and the moving tape model,
and is topologically mixing.
Question 1. Does there exist a Turing machine that is efficiently physically
universal in the moving tape model, but not in the moving head model?
If a Turing machine with the following property exists, it is vacuously phys-
ically universal in the moving tape model, under our definition.
Question 2. Does there exist a Turing machineM such that every configuration
with finite support is in the same orbit in the moving tape model?
12.2 Alternative definitions
12.2.1 PU from headless patterns
A natural alternative to requiring that all the patterns Pi in the definition of PU
contain the head is to require that none of them do. Say a machine is physically
universal from headless patterns, if, whenever P,R are k-tuples of patterns and
the patterns in P contain no heads, then P is physically transformable to R in
the moving tape model. Physical universality from headless patterns holds for
our machine under this definition as a simple consequence4 of Theorem 4.
12.2.2 PU from context-separable patterns
Another possible alternative definition of physical universality would be that
the patterns Pi ∈ P∗Q,Σ(m) do not necessarily have distinct 0-orbits, but simply
admit some context x ∈ PQ,Σ(Zd \ [0,m − 1]d) such that the resulting orbits
are disjoint. Say a Turing machine is physically universal from context-separable
patterns if any tuple P admitting such a context is physically transformable to
any tuple R in the moving head model. One can state an analogous definition
in the moving tape model.
Question 3. Is M physically universal from context-separable patterns, in ei-
ther model? Is there any Turing machine with this property?
4This implication holds for all machines that admit a semilinear spacetime diagram in
the moving head model, from at least one finite initial configuration. Our machine has this
property for all finite initial configurations. Langton’s ant has it from some initial finite
patterns and conjecturally all of them.
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12.2.3 Combinatorial Entanglement
Our machine M is symbol-conserving, so one can find a continuous function
P : Q × ΣZ
d
→ Sym0(Z
d) where Sym0(Z
d) denotes the discrete group of per-
mutations with finite support, such that in the moving tape model we have
M(q, x) = (p, τ~w(P (q, x)(x))) for all (q, x) ∈ Q × Σ
Z
d
(compare to the defini-
tion of the moving tape model in Section 2). The choice of permutation is not
unique, but in our informal description of M and M¯ we essentially specified P
already: the permutation used is the one that swaps the 0 and 1 visible in (1).
Fixing this P , one can ask for a stronger physical universality allowing “en-
tanglement”: in addition to initial patterns P1, . . . , Pk, whose 0-padded orbits
are disjoint and final patterns R1, . . . , Rk, we may assume a partially defined
bijection between positions of Pj and Rj sharing the same symbol, and require
that not only M t(Pj ⊔ x)[0,n−1]2 = Rj but the cocycle P (M
t) respects the
specified partial bijection. For example, if the transformation Pj 7→ Rj being
implemented only flips the central bit, it is natural to require that the other
bits are literally not moved, i.e. the partially defined bijection fixes them. In
our proof of physical universality, these bits would be sculpted from the clay,
and the original bits would become garbage. It seems very difficult to undo this
damage.
Let us say a machine is physically universal on combinatorially entangled
0-finite configurations if it is physically universal in the sense of the previous
paragraph.
Question 4. Is M physically universal on combinatorially entangled 0-finite
configurations? Does there exist a Turing machine that is?
12.2.4 Physical universality in quantum Turing machines
One may wonder if there are quantum analogues of our results. We are not
aware of formal frameworks for TMH and TMT dynamics of quantum Turing
machines, so we leave open no precise question. However, given the existence of
PU quantum CA proved in [18], it is of interest to try to prove quantum analogs
of our results.
Question 5. Is there a natural definition of PU for quantum Turing machines?
If so, is there a PU quantum Turing machine?
12.3 Turmites
12.3.1 Langton’s ant
It seems natural to ask questions about Langton’s ant, since it is perhaps the
best-known individual Turing machine. To each pattern P ∈ P∗Q,Σ(m), where
|Q| = 4, |Σ| = 2 are the states and tape symbols of Langton’s ant, we can
associate a parity π(P ) ∈ {0, 1, ?} by adding modulo 2 the coordinates of the
head and the indicator bit of whether it is traveling vertically, and defining
π(P ) = ? if a head is not visible.
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Question 6. Can Langton’s ant physically transform a tuple P ∈ (P∗Q,Σ(m))
k
to R ∈ (PQ,Σ(m))k whenever the patterns in P are context-separable and all
patterns in P (respectively R) with a non-? parity have pairwise the same parity?
It seems difficult to resolve this question without first resolving topological
transitivity and the question of whether Langton’s ant eventually enters one of
the standard cycles from all finite initial patterns.
One can state many variants, e.g. replace context-separability by disjoint
0-orbits as we did with M . Another, perhaps somewhat more tractable type of
PU one could investigate for Langton’s ant is the following: Say a machine is
headless-to-headless physically universal if (P0, P1, ..., Pk−1) is physically trans-
formable to (R0, R1, ..., Rk−1) whenever none of the Pi or Ri contain a head.
This is of course a weakening of PU from headless configurations, so our machine
M has this property.
Question 7. Is Langton’s ant headless-to-headless physically universal in the
moving head model?
It is easy to verify experimentally that this is true with pattern size m = 1.
Question 8. Is Langton’s ant headless-to-headless physically universal when
restricted to patterns P,R ∈ (PQ,Σ(m) \ P∗Q,Σ(m))
k with m = 2?
We also wonder if Langton’s ant can physically transform any individual
pattern to the all-zero pattern (a very special case of topological transitivity).
12.3.2 Other turmites
In [13], it is shown that every turmite in the sense of [6] is either Turing universal
in a certain sense or 4-periodic in the moving head model. Like Langton’s ant,
turmites that are not 4-periodic have no periodic points in the moving head
model [8]. It seems difficult to perform controlled tape manipulation with any
of them, or to disprove the possibility of such control.
Question 9. Is every aperiodic turmite PU up to parity caveats (see the previous
section)? Is any?
12.4 Invariance and the inverse rule
12.4.1 Invariance
We show that physical universality on finite configurations has good invariance
properties. The group GL(d,Z) acts on XQ × ΣZ
d
in the obvious way: Ax~v =
xA−1~v. In the following statement, for notational convenicence we consider Σ
Z
d
in a natural way as a subset of XQ × ΣZ
d
. The proof is simply a matter of
opening up the definitions, but we go through the motions.
Proposition 1. Let G ≤ Homeo(XQ×ΣZ
d
) be the group generated by GL(d,Z)
and Aut(XQ × ΣZ
d
). Let M = (Q,Σ, N, δ) be a Turing machine, considered in
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the moving head model. If M is physically universal on a-finite configurations
and g ∈ G, then g ◦M ◦ g−1 is physically universal on b-finite configurations
where g(aZ
d
) = bZ
d
.
Proof. In this proof, the notation [P ]~v for a pattern P ∈ PQ,Σ(m) means the
cylinder set {x ∈ XQ×ΣZ
d
| (τ~vx)|N = P} of those configurations that contain
the pattern at position ~v.
Suppose m, k ∈ N, and let P0, . . . , Pk−1 ∈ P∗Q,Σ(m) and R0, . . . , Rk−1 ∈
PQ,Σ(m) be patterns in XQ×ΣZ
d
such that the configurations Pj ⊔ bZ
d\[0,m−1]d
have disjoint (g ◦M ◦ g−1)-orbits. We need to show that there exists a partial
configuration x ∈ PQ,Σ(Zd \ [0,m− 1]d) and t ∈ N such that (g ◦M ◦ g−1)t(Pj ⊔
x)|[0,m−1]d = Rj for all j ∈ [0, k − 1].
For this, consider the configurations yj = g
−1(Pj ⊔ b
Z
d\[0,m−1]d). By ba-
sic properties of Aut(XQ × Σ
Z
d
), the yj are configurations of finite a-support
containing a head, and since the configurations Pj ⊔ bZ
d\[0,m−1]d have dis-
joint (g ◦ M ◦ g−1)-orbits, the configurations yj have disjoint M -orbits. Let
P ′0, . . . , P
′
k−1 ∈ P
∗
Q,Σ(m
′) for a large even m′ be central patterns (i.e. extract
the contents of [−m′/2+ 1,m′/2]d) of the configurations yj containing the sup-
port and the head.
For R0, . . . , Rk−1 ∈ PQ,Σ(m), extend them by bs (or anything else), apply
g−1, and in these configurations apply continuity of g to obtain central patterns
R′0, . . . , R
′
k−1 ∈ PQ,Σ(m
′) (increasing m′ if needed) such that all configurations
contained in the cylinder [R′i](−m′/2+1,−m′/2+1,...,−m′/2+1) contain R0 in [0,m−
1]d.
By physical universality of M (applied through conjugation by translation
by (m′/2 − 1,m′/2 − 1, ...,m′/2− 1)), there exists a partial configuration x′ ∈
PQ,Σ(Zd \ [−m′/2+1,m′/2]d) and t ∈ N such thatM t(P ′j⊔x
′)|[−m′/2+1,m′/2]d =
R′j for all j ∈ [0, k − 1].
It follows that for each j, by conjugating back we get that in (g ◦ M ◦
g−1)t(g(P ′j ⊔ x
′)) the contents of [0,m − 1]d is Rj . To complete the proof,
we need to show that g(P ′j ⊔ x
′) = Pj ⊔ x for some partial configuration x ∈
PQ,Σ(Zd \ [0,m− 1]d), assuming m′ was picked large enough.
Since P ′j was extracted from g
−1(Pj ⊔ bZ
d\[0,m−1]d), just like in the choice of
R′i we have by continuity that g([P
′
i ](−m′/2+1,−m′/2+1,...,−m′/2+1)) contains Pj
in [0,m−1]d ifm′ was taken large enough. In fact, again by continuity, by picking
largerm′, we may assume every configuration g([P ′i ](−m′/2+1,−m′/2+1,...,−m′/2+1))
contains Pj ⊔ b[−ℓ,ℓ]
d\[0,m−1]d in [−ℓ, ℓ], for a large ℓ.
Observe now that since g has a local rule (up to conjugation by a linear
transformation), if ℓ is large enough, for any ~v /∈ [−ℓ, ℓ]d we have that g(P ′j ⊔
x′)~v depends only on the values of P
′
j ⊔ x
′ outside the (finite) a-support of yj ,
equivalently outside the non-a support of P ′j . Since P
′
j contains a outside its
non-a support and x′ is independent of j, we have that indeed there exists some
x such that for all j, g(P ′j ⊔ x
′) = Pj ⊔ x.
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Corollary 3. The machineM−1 is efficiently physically universal in the moving
head model and the moving tape model with zero symbol 1.
Proof. By Lemma 3 we have M−1 = σ′ ◦M ◦ σ′, and it is easy to verify σ′ ∈ G
where G is as in Proposition 1.
Even if the state sets and alphabets are not necessarily the same, a conju-
gacy between XQ×ΣZ
d
and XQ′×(Σ′)Z
d
will still conjugate physically universal
Turing machines between the subshifts. However, it is easy to show that a con-
jugacy can only exist if |Q| = |Q′| and |Σ| = |Σ′|, so this is a trivial consequence
of the above.
A similar proof works in the moving tape model. One can directly consider
the group obtained from Aut(XQ×ΣZ
d
) by fixing the position of the head, but
as it is easy to see that this is just the group generated by reversible cellular
automata and reversible Turing machines in the moving tape model in the sense
of [1], we state the proposition directly in this way. In the following proposition,
Aut(ΣZ
d
) acts in a natural way on Q× ΣZ
d
.
Proposition 2. Let G ≤ Homeo(XQ × ΣZ
d
) be the group generated by G1 =
GL(d,Z), the group of Turing machines G2 = RTM(Q,Σ) from [1], and G3 =
Aut(ΣZ
d
). Let M = (Q,Σ, N, δ) be a Turing machine, considered in the moving
tape model. If M is physically universal on a-finite configurations and g ∈ Gi,
then g ◦M ◦ g−1 is physically universal on b-finite configurations, where
• b = a if g ∈ G1 ∪G2, and
• b is defined by g(aZ
d
) = bZ
d
if g ∈ G3.
12.4.2 The inverse rule
The inverse machine M−1 is physically universal on 1-finite configurations by
Corollary 3. We do not know if it is PU on 0-finite configurations, equivalently
whether M is PU on 1-finite configurations. Indeed, while Lemma 5 applies
to the inverse, Lemma 6 does not, and indeed on a 0-finite configuration, M−1
does not always eventually escape it by running to infinity along an arithmetic
progression, and the spacetime diagram of a finite-support configuration need
not be a semilinear set.
Question 10. Is M physically universal on 1-finite configurations? Equiva-
lently, is M−1 physically universal on 0-finite configurations?
12.5 Escape time
We show in Lemma 5 that the head of the machine escapes a square of side
length n in O(n4) time steps. We do not know if this is optimal.
Question 11. For the machine M , do there exist, for infinitely many n, con-
figurations with all 1-symbols and the machine head contained in [0, n−1]2 such
that the head stays in [0, n− 1]2 for Ω(n4) steps?
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Obviously in such configurations, [0, n− 1]2 must contain a positive density
of 1s since the potential function must have a value of order Ω(n4).
The potential function gives the correct polynomial rate of escape for config-
urations where there are O(n) 1-symbols in [0, n− 1]2. Namely, the potential of
such a configuration is obviously O(n3), so the head will escape in time O(n3),
and indeed we can find configurations where the escape time is Ω(n3) and the
support consists of 7 partial arithmetic progressions.
Example 1. Let a ≥ 1, b ≥ 0. Consider the configuration (→[(1, 0)], x) where
the coordinates of 1-symbols in x ∈ {0, 1}Z
2
form the set
A = Anw ∪ An ∪ Ane ∪ Ase ∪ Ase2 ∪ As ∪ Asw
where
Anw = {(−3, 1) + i(−1, 1) | i ∈ [0, a− 1]}
An = {(0,−1) + i(0, 1) | i ∈ [0, a]}
Ane = {(2, 0) + i(3, 1) + b(2, 0) | i ∈ [0, a− 1]}
Ase = {(2,−2) + i(3,−1) + b(2,−2) | i ∈ [0, a− 1]}
Ase2 = {(2,−4) + i(1,−1) + b(1,−2) + a(0,−1) | i ∈ [0, a− 1]}
As = {(0,−2) + i(0,−1) + b(0,−2) | i ∈ [0, a− 1]}
Asw = {(−3,−4) + i(−1,−1) + b(0,−2) + a(0,−1) | i ∈ [0, a− 1]}
We only give a “proof-by-simulation”, and give an informal description of
what happens.5 To better follow the description below, we suggest running a
computer simulation. Appendix A contains a description of M¯ in the @RULE
format used by the Golly cellular automaton simulator, and Appendix B con-
tains a Lua script for drawing the configuration (→[(1, 0)], x) in Golly.
Inspecting the trajectories of these configurations for various a and b, we see
that the head “rebuilds a blown-up K-shape”, in the sense that the configuration
contains four separate segments of 1-symbols, An, Ane, Ase and As, which the
head slowly transports together to form a shape that resembles the letter K.
This happens in a stages, where on the ith stage for i ∈ [1, a], it transports
one 1-symbol to each of the four tips of the K-shape. This process is similar
to the activation of catchers in Section 8: the head travels in a rectangular
spiral, bringing four 1-symbols one step closer to the spiral’s center on each
loop. When the 1-symbols reach the K-shape, the head travels south, hits Ase2,
moves clockwise around the blown-up-K and begins the next stage.
Now we analyze the amount of time spent on this configuration inside the
smallest rectangle R containing A. On the first stage, the machine visits all
5It should be a straightforward (but long) exercise to translate this into an explicit inductive
proof by simply writing the formulas for the (finitely many types of) intermediate situations.
We feel that it is not worth the trouble to torture ourselves and the readers with this, as this
construction is only a partial result towards Question 11.
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but five cells6 of the rectangle [0, 2b + 2] × [−2b − 2, 0]. For b large enough,
this is at least b2 cells. On each stage, the annulus visited grows strictly, and
there are a stages, so in total the machine takes at least ab2 steps before exiting
R. Setting a = b = n, the region R is contained in a square of side length
max(1 + 4a+ 2b, a+ 2+ 2a+ 2b) ≤ 7n and the machine takes at least n3 steps
on it. This concludes the proof. #
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A Golly compatible @RULE file for (a “square
root” of) M¯
@RULE PUAnt
@TABLE
n_states:18
# 0 and 1 represent tape bits
# 2,4,6,8 represent tape bit 0, head moving E,N,W,S, and the next step is the local involution
# 3,5,7,9 represent tape bit 1, head moving E,N,W,S, and the next step is the local involution
# 10,12,14,16 represent tape bit 0, head moving E,N,W,S, and the next step is movement
# 11,13,15,17 represent tape bit 1, head moving E,N,W,S, and the next step is movement
neighborhood:Moore
symmetries:none
var a={0,1}
var b={0,1}
var c={0,1}
var d={0,1}
var e={0,1}
var f={0,1}
var g={0,1}
var h={0,1}
# moving head with bit z=0 or o=1, ordering
var mz={10,12,14,16}
var mo={11,13,15,17}
# the local involution
2,a,b,c,1,c,d,e,f,13
1,a,b,c,d,e,f,a,2,0
2,a,b,c,d,e,f,g,h,10
3,a,b,c,d,e,0,e,f,16
0,a,3,a,b,c,d,e,f,1
3,a,b,c,d,e,f,g,h,11
4,c,1,c,d,e,f,a,b,15
1,c,d,e,f,a,4,a,b,0
4,c,d,e,f,g,h,a,b,12
5,c,d,e,0,e,f,a,b,10
0,a,b,c,d,e,f,a,5,1
5,c,d,e,f,g,h,a,b,13
6,c,d,e,f,a,b,c,1,17
1,e,f,a,6,a,b,c,d,0
6,e,f,g,h,a,b,c,d,14
7,e,0,e,f,a,b,c,d,12
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0,c,d,e,f,a,7,a,b,1
7,e,f,g,h,a,b,c,d,15
8,e,f,a,b,c,1,c,d,11
1,a,8,a,b,c,d,e,f,0
8,g,h,a,b,c,d,e,f,16
9,e,f,a,b,c,d,e,0,14
0,e,f,a,9,a,b,c,d,1
9,g,h,a,b,c,d,e,f,17
# moving heads that leave the origin
mz,a,b,c,d,e,f,g,h,0
mo,a,b,c,d,e,f,g,h,1
# moving heads that enter the origin
0,a,b,c,d,e,f,10,g,2
1,a,b,c,d,e,f,10,g,3
0,a,b,c,d,e,f,11,g,2
1,a,b,c,d,e,f,11,g,3
0,a,b,c,d,12,e,f,g,4
1,a,b,c,d,12,e,f,g,5
0,a,b,c,d,13,e,f,g,4
1,a,b,c,d,13,e,f,g,5
0,a,b,14,c,d,e,f,g,6
1,a,b,14,c,d,e,f,g,7
0,a,b,15,c,d,e,f,g,6
1,a,b,15,c,d,e,f,g,7
0,16,a,b,c,d,e,f,g,8
1,16,a,b,c,d,e,f,g,9
0,17,a,b,c,d,e,f,g,8
1,17,a,b,c,d,e,f,g,9
@ICONS
XPM
/* width height num_colors chars_per_pixel */
"7 119 2 1"
/* colors */
"A c #FFFFFF"
". c #000000"
/* icon for state 1 */
"AAAAAAA"
"AAAAAAA"
"AAAAAAA"
"AAAAAAA"
"AAAAAAA"
47
"AAAAAAA"
"AAAAAAA"
/* icon for state 2 */
"......."
".AA...."
"...AA.."
".....AA"
"...AA.."
".AA...."
"......."
/* icon for state 3 */
"AAAAAAA"
"A..AAAA"
"AAA..AA"
"AAAAA.."
"AAA..AA"
"A..AAAA"
"AAAAAAA"
/* icon for state 4 */
"...A..."
"...A..."
"..A.A.."
"..A.A.."
".A...A."
".A...A."
"......."
/* icon for state 5 */
"AAA.AAA"
"AAA.AAA"
"AA.A.AA"
"AA.A.AA"
"A.AAA.A"
"A.AAA.A"
"AAAAAAA"
/* icon for state 6 */
"......."
"....AA."
"..AA..."
"AA....."
"..AA..."
"....AA."
"......."
/* icon for state 7 */
"AAAAAAA"
"AAAA..A"
"AA..AAA"
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"..AAAAA"
"AA..AAA"
"AAAA..A"
"AAAAAAA"
/* icon for state 8 */
"......."
".A...A."
".A...A."
"..A.A.."
"..A.A.."
"...A..."
"...A..."
/* icon for state 9 */
"AAAAAAA"
"A.AAA.A"
"A.AAA.A"
"AA.A.AA"
"AA.A.AA"
"AAA.AAA"
"AAA.AAA"
/* icon for state 10 */
"......."
".AA...."
"...AA.."
"...AAAA"
"...AA.."
".AA...."
"......."
/* icon for state 11 */
"AAAAAAA"
"A..AAAA"
"AAA..AA"
"AAA...."
"AAA..AA"
"A..AAAA"
"AAAAAAA"
/* icon for state 12 */
"...A..."
"...A..."
"..AAA.."
"..AAA.."
".A...A."
".A...A."
"......."
/* icon for state 13 */
"AAA.AAA"
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"AAA.AAA"
"AA...AA"
"AA...AA"
"A.AAA.A"
"A.AAA.A"
"AAAAAAA"
/* icon for state 14 */
"......."
"....AA."
"..AA..."
"AAAA..."
"..AA..."
"....AA."
"......."
/* icon for state 15 */
"AAAAAAA"
"AAAA..A"
"AA..AAA"
"....AAA"
"AA..AAA"
"AAAA..A"
"AAAAAAA"
/* icon for state 16 */
"......."
".A...A."
".A...A."
"..AAA.."
"..AAA.."
"...A..."
"...A..."
/* icon for state 17 */
"AAAAAAA"
"A.AAA.A"
"A.AAA.A"
"AA...AA"
"AA...AA"
"AAA.AAA"
"AAA.AAA"
B Lua script implementing Example 1 in Golly
local g = golly()
local gp = require "gplus"
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--[[ Set rule to PUAnt2 --]]
g.setrule("PUAnt2")
--[[ Ask user for a and b --]]
local param_a = tonumber(g.getstring("Give value for parameter a", "5"))
local param_b = tonumber(g.getstring("Give value for parameter b", "3"))
--[[ Get current position --]]
local cur_x, cur_y = gp.getposint()
--[[ Set cell values --]]
function setcell_inv (a, b, v)
--[[ Flip y-axis to comply with Example --]]
g.setcell(cur_x+a, cur_y-b, v)
end
--[[ Head --]]
setcell_inv(1,0,2)
for i=0,param_a do
--[[ A_nw --]]
setcell_inv(-3-i, 1+i, 1)
--[[ A_n --]]
setcell_inv(0, i-1, 1)
--[[ A_ne --]]
setcell_inv(2+3*i+2*param_b, i, 1)
--[[ A_se --]]
setcell_inv(2+3*i+2*param_b, -2-i-2*param_b, 1)
--[[ A_se2 --]]
setcell_inv(2+i+param_b, -4-i-2*param_b-param_a, 1)
--[[ A_s --]]
setcell_inv(0, -2-i-2*param_b, 1)
--[[ A_sw --]]
setcell_inv(-3-i, -4-i-2*param_b-param_a, 1)
end
--[[ Part of A_n --]]
setcell_inv(0,-1+param_a, 1)
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