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ABSTRACT
This paper presents the problem of aggregation over individual agents
as a basic identification problem inherent to interpreting relation-
ships between averaged economic variables. The concept of a complete
aggregation structure is introduced, which embodies the correct con-
dition for identification. Several examples of complete aggregation
structures are provided by previous work on the aggregation problem
in economics. Examples are also provided by work on complete distri-
bution families in statistics, which in turn provide the correct
conceptual framework for developing a theory of parameter estimation
and tests of specific aggregation assumptions. The potential lack
of correspondence between microeconomic behavior and estimated rela-
tions between averaged data is illustrated by distribution families
obeying linear probability movement, which induce an extreme failure
of the completeness property. Certain topics regarding empirical
applications of aggregation results are reviewed.
1. Introduction
The problem of aggregation over individual agents concerns the connection
between micro behavior and macro behavior. Micro behavior refers to the rela-
tion between dependent and predictor variables for individual agents, while
macro behavior refers to the relation between aggregate (averaged or totaled)
dependent and predictor variables. Specific solutions to the aggregation
problem require a specification of micro behavior together with a specification
of the distribution of predictor variables across agents.from which the agre-
gate function, the relation between aggregate variables, is derived. The
purpose of this paper is to analyze the problem of aggregation over individual
agents, with special emphasis on nonlinear micro behavior and the role of the
distribution of predictor variables across agents.
The analysis is concerned with the empirical practice of treating para-
meters estimated with aggregate data as though they were behavioral parameters
of individuals. We provide the required theoretical foundation for this prac-
tice, termed complete aggregation structure, which implies a unique correspondence
between micro functions (representing individual behavior) and aggregate functions.
The foremost examples of previous approaches providing this property are those
of linear aggregation (c.f Gorman (1953), Muellbauer (1975,1976), and Lau
(1977,1982) as well as Theil (1954,1971,1975) and Barnett (1979,1981)). These
approaches are useful because structure can be applied to aggregate function
coefficients, which is provided by the theory of individual behavior,
The first major advantage of the concept of complete aggregation structure
is that it provides a general framework for incorporating nonlinear microeconomic
behavior and specific restrictions on the distribution of predictor variables.
The "aggregation problem" is presented in a familiar guise, namely as a problem
of identification. An aggregation structure is a structural model and an
aggregate function is analogous to a reduced form equation, with completeness the
precise condition under which micro behavior can be identified from an aggregate
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function. Moreover, the advantages of linear aggregation approaches can be stated
precisely, as providing the major "distribution free" complete aggregation structure.
The second major advantage of the concept of complete aggregation structure
is that it contains the concept of complete distribution families central to the
theory of hypothesis testing and unbiased estimation of statistics. In addition
to providing examples of complete aggregation structures with general nonlinear
microeconomic behavior, this correspondence provides the correct conceptual
framework for developing a unified theory of parameter estimation and tests of
specific aggregation assumptions, such as those of linear aggregation. Although
the general estimation theory will be presented as part of future research,
several existing results are reviewed and discussed here.
The exposition begins with the definitions of basic concepts in Section 2.1,
with interpretive remarks and examples in Section 2.2. Section 3 presents some
results characterizing completeness, and then considers several specific aggre-
gation assumptions for illustration -- linear aggregation, distributions of
the exponential family'form, "fixed" distributions and homogeneous micro func-
tions, and discrete and segmented population distributions. Section 4 begins
with a numerical example to illustrate the completeness property, discusses the
failure of completeness induced by a linear probability movement structure, and
reviews some results on empirical techniques. Section 5 contains some concluding
remarks.2
2. Notation and Definitions of Basic Concepts
2.1 Aggregation Structures ad Completeness
Each individual agent is characterized by an M vector of predictor variables
X, which determine a dependent variable Y via a micro function
Y = F (X) (2.1)
where y is a Q vector of structural parameters ycrcRQ, with r the set of all
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parameter values. The class of possible micro functions is denoted as C = {F (X)}yer.
The population of agents is assumed to be a random sample from a distribution
with density p(xle), where e is an L vector of parameters, sOcRL , with O the
set of all parameter values. The domain of definition of p(Xle) is , a full
dimensional subset of RM . The class of all possible densities is denoted
P = {p(Xo)}ee . We require
ASSUMPTION 1: The expectation E(Y) = E(F (X)) exists and is finite for all
ysr and seO.
We now define the concepts required for considering aggregation over individuals.4
DEFINITION 1: A is an aggregation structure if A = {C,P}, where C = {F (X)} r is
a class of micro functions and P = {p(xle)}ee is a class of densities of X.
DEFINITION 2: Let A = {C,P} be an aggregation structure. For each F (X)EC,
Y
the aggregate function derived from F (X) is defined as:
Y
Ee(y) = F (X)p(XIe)dX = Cy(e) (2.2)
DEFINITION 3: Let A = {C,P} be an aggregation structure with C = F(X)}¥r
and P = {p(XIe)1eO. P is complete for C if and only if for all F (X), F ,(X)sC
such that
4 (e) = f F (X)p(Xie)dX = FfX)p(Xle)dX = ,(e) (2.3)
for all OsO, then
Fy(X) = F (X) almost surely (p). (2.4)
We say that A = {C,P} is complete if P is complete for C.5
Completeness says that a particular aggregate function y (e) is associated with
a unique form of micro function F (X). Completeness fails if several different
micro functions imply the same aggregate function. In other words, if the
aggregation structure A = {C,P} is regarded as a structural model, an aggregate
-4-
function is analogous to a reduced form equation, Completeness is the precise
condition under which E(Y) = ¥y(0) identifies F (X), the micro function which
implied it.6
2.2 Interpretative Remarks and Examples
2.2a Micro Functions
The micro function Y = Fy(X) is defined as common to all agents, which is
not restrictive because X captures all agent differences relevant to Y. For
interpretation, however, it is useful to consider situations where X represents
the observed predictor variables in an econometric model.
Suppose for each agent that there is an observed dependent variable y which
is given by a behavioral model as
y = f (x,u) (2.5)
where u is an unobserved stochastic disturbance distributed conditional on X
with respect to the density g(uJX), where we take E(ujX) = 0 without loss of
generality. The important feature of g(ujX) is that it is invariant to changes
in , the X density parameters. Our concept of micro function is defined as:
= E(f (X,u)Ix) = ffy(x,u)g(uX)duIX F (X) (2.6)
Under this interpretation, F(X) represents a subaggregated version of theY
behavioral model (2.5). The aggregate functions implied by (215) and (2,6) are
the same; E(y) = E(Y) = y(0), which under completeness identifies F (X).
Finally, if g(ujX) depends upon some unknown parameters, they can easily be
included into the definition of y.
We now present some examples.
EXAMPLE 2.1: Linear Micro Functions. The class of linear micro functions is
M+l 
defined as CL = {F (X)}r where y = (YO,Yl )'r = R and F (X) = YO + X'yI
This class is implied by a standard linear behavioral model with additive error
y f(X,u) = (O0 + u) + X'Y (2.7a)
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or by a linear random coefficients model.,
y = f(X,u) = ( + uO) + X'(Yl + u1) (2.7b)
EXAMPLE 2.2: Quadratic Micro Functions. The simplest examples of nonlinear
micro functions are polynomial forms. For instance, we can define CQ = {Fy(X) r
as the class of quadratic micro functions via
F (X) = 0 + Y X i + Z ¥ X2X. (2.8)i li ij 2 
where y = (O,(Y 1i),(Y 2ij)) = Rl+M+(M +l )M/2
EXAMPLE 2.3: Probit Micro Functions. The class C = {F (X)} of (homogeneous)PS Y yel'
probit micro functions is defined via y = (yO,yl')F = RM and
F (X) = (y0 + X' Y1) (2.9)
where is the standard normal distribution function. This class is implied
by a discrete choice behavioral model (c.f. Amemiya (1981), Manski and McFadden
(1981)) of the form
y = f (X,u) = 1 if u < YO + X'yl
(2.10)
0 if u > YO + X'y1
where g(uIX) is normal with mean zero and variance 1. Other discrete choice
classes (logit, etc.) can be defined by adopting different assumptions on g(uIX).
Other examples are given in Sections 3.3 and 3.4.
In general, the specification of the class C captures all theoretical
restrictions and/or assumptions imposed on micro functions. When no restric-
tions are appropriate, we specify C as CU, the class of all functions measurable
with respect to p(XJ0) obeying Assumption 1.
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2.2b Density Classes and Aggregate Functions
The density form p(Xie) is usefully interpreted as representing how the X
density changes through time. For each time period teT (either discrete or
continuous), has value (t) and p(Xje(t)) is the density of the true X distri-
bution. The aggregate function Et(Y) = Y(e(t)) gives the time path of the
dependent variable mean, when F (X) is the true micro function. To consider
data, suppose that for each t, Yt and Xt are consistent estimators of Et(Y)
and (t)(and ¥ is continuous),thh t = (Xt ) is the
true macro model, with equality holding up to sampling variation. The complete-
ness property says that knowledge of the true 4y suffices to identify the true
micro function F
Y
The specification of the class P captures all restrictions placed on the
X densities. At times we will define density classes using specific functional
forms, as in
EXAMPLE 2,4: Normal Density Classes. Let = (,. . M,ll,1 2,'a22,. .,a MM)
be the L = M + (l)M/ vector of means and covariances of X, by defining the
normal class PN = {p(Xle)}eO as
p(.xle) = -1 (2-11) 1(2T)M/21j11/2 ( - ' (X-)
where = ('...,"M)', = [(oUj)], = {eIz is positive definite} and = RM.
The normal translation class is given as PNT = {PSPNE = the class of
normal distributions with fixed covariance matrix O'. Similarly PNV =
{pePNIp=p O} is the class of normal distributions with fixed mean vector.
We will also consider density classes which just obey general properties (such
as "mean full dimensionality" of Section 3.2). Our framework does assume that
a class P is defined using a common functional form p(xle) -- ,this is not too
restrictive since 0 can be a vector of any finite dimension L.
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In practice, the specification of p(X1O) should represent all X density
changes relevant to the particular application. If a specified functional form
for p(Xle) is appropriate, e is naturally taken as the parameters of the assumed
form. If a particular aggregate function is of interest, say Yt = y(Tt), then
e should include the probability limit of Xt (e.g. if Xt is the sample average
of X, should include E(X)).
3. Completeness and Aggregation
3.1 Discussion and Basic Properties
As indicated above, completeness is the basic identification condition of
aggregation structures. We should note, however, that our definition isolates
an aggregation and not the identification of the structural parameters y of the
function Y = F (X). If the defining condition (2.4) were replaced by
y =y (3.1)
then completeness would require that y(e) identifies F (X) and that F (X)
Y Y Y
identifies y Condition (3.1) is clearly sufficient for (2.LJ), and will often
be used to establish completeness in the examples which follow.
Our definition of completeness contains as a special case the definition of
completeness familiar to the statistical theory of unbiased estimation and
hypothesis testing. In this context a class of densities P is complete if P
is complete for the class CU of all measurable functions. P is boundedly
complete if P is complete for the class of all bounded measurable functions.
The usual definition of completeness in statistics replaces our defining con-
ditions (2.3) and (2.4) with -- "'f f F(X)p(XI0)dX = 0 for all 0, then
F (X) = 0 almost surely (p)." This condition is obviously equivalent to (2.3)
and (2.4) if the class of functions C is closed under addition and subtraction.
In the theory of unbiased estimation and hypothesis testing, the class
P = {p(Xe)} EOii-s regarded as the set of possible densities for a problem of
statistical inference, with e a parameter to be estimated, X is regarded as
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a statistic, with completeness of P implying that if E (h(X)) = (O), for any 
and for all O, then the function h is unique. If X is a sufficient statistic
for 0, and P is boundedly complete, then X is minimal sufficient for O.
Completeness also provides many other useful properties concerning the existence
and construction of uniformly most powerful tests on the value of using the
statistic X (c.f. Lehmann (1959) and Ferguson (1967), among others).
The following properties follow immediately from the definition of completeness.
THEOREM 1:
(a) Let C and C' denote classes of micro functions with CcC', and P and
P' denote classes of densities with PP' where sets of measure zero
under P have measure zero under P'. If P is complete for C', then
P is complete for C and P' is complete for C and C'. if P' is not
complete for C, then ' is not complete for C', and P is not
complete for C or C'.
(b) Let P = {p(XIe)} and r: O - O, r(e) = *, be a (reparameterizing)
function which is one-to-one and onto. The completeness of a class
P for C is invariant to whether P is parameterized by 0 or *, i.e.
P = {p(X10)}ee = {p(Xlr- (e ) }e"'
Property (a) says heuristically that completeness will fail in cases where the
admissible function class C is "too large," or in cases where the admissible
density class P is too small." Property (b) says that completeness is a non-
parameteric property given the functional form of p(Xje) for some definition
of 0. Thus while the precise form of the aggregate functions do depend on the
parameterizations chosen ( y(o) = ¥(r (*)) = *(0*)), the completeness
property does not. In the development and examples to follow, we will choose
the parameterization of which is most convenient for the question at hand.
.3.2 Li,near .agregation
Here we consider aggregation when the class of micro functions is CL = {F (X)} r
where F (X) = yO + X'yI' Given a class of densities P = {p(Xl0)} O0 where the
dimension L of is greater than M, a useful reparameterization of P is con-
structed as follows. Denote the means of X as functions of by E(X) = p(e),
where the range of p is denoted p(O)RM. Suppose we consider reparameterizing
p(Xje) by e* = (,ei), with 01 an L-M vector, via a mapping r defined as:
0 = r(e) = (( e)),1 (e)) (3.2)
We provide for the existence of such a mapping r via the following definition.
DEFINITION 4: A class of distributions P = {p(Xje)}e is mean full dimensional
if there exists a (reparameterizing) function r of the form (3.2) which is one-
to-one and onto its range, where p(O) is a full dimensional subset of RM
Given a micro function Y = F (X) = + X'y1, the aggregate function is E(y) =
Y + [(e)] yl. The advantages of micro linearity in aggregation can now be
stated precisely as Theorem 2 (which is proved in the Appendix>.
THEOREM 2:
(a) Let P denote any mean full dimensional class of densities. Then
P is complete for CL, the class of linear micro functions.
L(b) Let C denote a class of functions which strictly contains CL --
i.e. CC but there exists G(X)eC, G(X)C L. Then there exists
a mean full dimensional class of densities P such that P is not
complete for C.
In words, Theorem 2 says that completeness is assured for a general (mean full
dimensional) class of densities if micro functions are linear, and if the class
C of interest contains both linear and nonlinear micro functions, then the
density class P must be restricted to insure completeness.ll In this. sense,
" a3---^ ""-I------- I----I'-'-------
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linear micro functions provide the major "distribution free" complete aggregation
structures.
In many modeling situations, linearity of microeconomic behavior is quite
unrealistic, such as in typical discrete choice situations (see Example 2.3).
Consequently, it is of interest to consider situations for which completeness
is assured for a class C containing nonlinear micro functions. We now turn to
several such examples.
3.3 Distribution Classes of the Exponential Family
The connection between completeness as defined here and completeness as
defined in statistics is quite useful for considering aggregation over non-
linear micro functions, since an aggregation structure A = {C,P} is guaranteed
to be complete if P is any complete class of densities known to statistics.
The foremost examples of complete density classes are those of the exponential
family form (c.f. Ferguson (1967), Efron (1975,1978) and Barndorff-Neilsen (1978)).
DEFINITION 5: P = {P(Xe)}0 is a class in exponential family form if p(Xe)
can be written for all ecO as
pC(X1) = c(0)h(X) exp ((e)'D(X)) (3.3)
where : O -* RL is an L vector function of 0, D: Q - PL is a one-to-one L
vector function of X and
c(e) =I h(X) exp ((e)'D(X))dX)
We restrict attention to cases where the range of D is a full dimensional subset
of RL and c(G) exists, The following result is well known.
THEOREM 3 (Lehmann and Scheffe (1950-1955), Lehmann (1959)):
If P = {P(Xle)}ec is a class of the exponential family form, and the
RL
range of all contains an open set in funcR , then P is complete (for the
class of all measurable micro functions).
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From this point forward, we assume in each case that the function is one-to-one
and onto its range, which contains an open subset of R. For later reference we
will consider two additional parameterizations of the form (3.3), the "natural
parameterization" found by reparameterizing 0 by via the function (e), and
the "mean parameterization" found by reparameterizing by lPD = E (D(X)). The
validity of the latter parameterization follows from the development of Efron
(1978) or Stoker (1982), as well as the fact that the range of the D = r(w) =
E(D(X)) function contains an open subset of RL
The exponential family form contains many common distribution forms as special
cases -- the normal class PN, gamma and beta, among others (c.f. Ferguson (1967)).
In general the form (3.3) restricts only the distribution changes with respect
to its parameters, and not its shape for any particular parameter value -- let
p(X) represent any desired distribution at = 00, then for given D(X) and (0),
by defining h(X) in (3.3) as h(X) = (X)/exp ((0)'D(X)), we construct an
exponential family form p(Xje) with p(XIO O) = p(X). For example, to obtain PN,
we take P(X) as the normal density with fixed mean and covariance matrix, and
2 2
set D(X) = (X,X 2,. ... ,XM,X,XX 2,... ,XM). PNT is derived by setting D(X) = X.
We illustrate completeness for the exponential family by considering aggre-
gation over PN' All aggregation structures (C,PN) are complete by Theorem 3.
For example, consider (CQPN). The quadratic micro function F (X) of (2.8)
implies the aggregate function
y(e) = E(F (X)) = + + + y C2ijj ii + ij)
il i i ij
Now suppose that we have y,y r such that
~y(e) = 'y,(6) (3.4)
for all OO. Then by taking first and second partial derivatives of (3.4) with
respect to pi and pj, i,j=l,...,M, we easily establish that y = y', so that
(CQ,PN ) is complete.
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A second, more interesting example is (CpB,PN). The probit micro function
F (X) of (2.7) mplies the aggregate function (c.f. McFadden and Reid (lQ75))
YO + P¥1] (3.5)(e) = E(F (X)) = 5)
where ¥(eo) refers to the true proportion of agents with y = 1. Completeness can
easily be verified as above. Notice that (e) coincides with the micro function
FC(X) evaluated at X = only if = O, which is disallowed by assumption.
Nevertheless, the completeness property implies that an analyst with many obser-
vations on (consistent estimates of) E (Y), p and , could estimate the micro
function parameters yo, yl.
In showing the completeness of (CQ,PN), we only needed to take partial deriv-
atives of (3.4) with respect to the components of v. This reflects the fact that
PNT' the normal class with fixed covariance matrix, is also complete by Theorem 3.
In contrast, PNV, the normal class with fixed mean, does not insure completeness,
as (CQ,PNV) is not complete (see Kendall and Stuart (1973,p.200) for other
examples). While PNV is in exponential family form, it is easily verified that
natural parameter range (0) does not contain an open set, and so Theorem 3 does
not apply.
3.4 "Fixed Distributions' and Homogeneous Functions
Often aggregation questions are posed when the microvariables X have a fixed
distribution relative to varying means of X (see Chipman (1974) among others).
This does not imply a constant density in our framework, but rather special forms
of densities. Here we give examples of complete aggregation structures based on
homogeneous micro functions and "fixed" distribution classes.
M MWe consider only non-negative micro variables, with X = R+ = {XR IX 0o}.
Micro behavior is specified as y = f (X,u), where f is homogeneous of degree
y Y
X > O, and we assume u is distributed independently of X. The micro function
corresponding to f, Y = F(X), is clearly homogeneous of degree Ay in X. Let
CH denote the class of all such functions. We will also consider the subclasses
CC defined by C = {F (X)CHA = }, the functions homogeneous of degree X.HiCH C H H '
Another subclass, denoted CC, is defined as C = {F C()}cC where
C Y1 YM
F = yOXI ...XM
and y (YO'...,yM), the set of (Cobb-Douglas) geometric average functions, where
M
X = Y and j > O,j=O, ...,M.
Y i=l J
We consider three versions of fixed density classes. Each is derived by
specifying a base variable x with density (x), for which it is assumed that all
(uncentered) moments are finite, and a mapping X ='6(x,O), from which densities
of X are induced:
P1 = {p(Xe)} 0 , where x is a univariate random variable with
density p(x), E(x) = 1, and X = e x, where Os = RM.
P2 = {P(X[O)}s' where x is an M component random variable with
density p(x), E(x) = i (the vector of ones), and X = e-x,
where is a scalar parameter, OO = R+.
P3 = {P(X6e)}0O' where x is an M component random variable with
density p(x), E(x) = i and X= (lxl1...,OMxM) where
0= ( 'I(...' OM)¢O = R.
P1 denotes densities where the micro variables are perfectly correlated, with
E (X) = . P2 denotes densities with proportional expansion (rescaling) of the
base distribution, with E (X) = i. P3 denotes densities where each micro
variable expands (i.e. is rescaled) by different amounts, with E (X) = e.
These families are identical when M = 1, which is the case studied by Chipman (1974).
It is easy to see that P1 is complete for CH, and consequently for CH, all
X > 0 and CC. If F (X)EC H is homogeneous of degree y, then
E e(y) = () = f F (ex)p(x)dx = F (O)fxX¥p(x)dx = F (e)0~(y) ~ = my y y
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where m is the Ay moment of p defined above. Obviously if py(o) = ~y,(o) for
all OsO, then y = y'. Note also that for C, an aggregate function is of exactly
the same form as the corresponding micro function.
It is also easy to see that if M 2, then P2 is not complete for CH, any
)' Y Y2
CH or C. Take M = 2, and F (X)ECC be given by F(X) = OX X2 . Then
¥1 y2
4y(e) = I (Ox) ¥o(l ex) 2 (xlx 2 )dxldx2
¥ 1 2 1 2
Y0 e f x 2 P(X 1,x2)dxIdx2
= y0e m
where m Y,2 denotes the Y1'Y2 moment of defined above. The failure of complete-
ness is evident by noting that y(e) = y,(O) where F,(X) = 'Xl with
yO= yom / m It is also obvious that every aggregate function
0 i 2 Y1+T2,O'
derivable from A = {CH,P2} takes the form of a constant times raised to a power.
In addition, we can show that P is complete for CC, although whether P is
complete for CH is not known. To see that P3 is complete for CC, let F(X)sCC
Y1 YM
... M I ... xM p(x)dx
y(O)= Ol . M jx
Y=01 ... 0M m Y
If y(o) = 4¥,(e) for all OeO, then clearly yj = yj',j=l,...,M from which yo = y
fol lows.
3.5 Discrete and Segmented Population Distributions
There are situations where the basic micro variables X can assume only a
finite number of different values, or where the population is naturally seg-
mented into a finite number of groups. For example, a simple "end use" model
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of aggregate gasoline demand may specify individual family gasoline purchases as
dependent on the number of cars owned. Alternatively, in building demographic
effects into aggregate demand, one may regard the total expenditure distribution
as segmented by family size and age-of-head classes (see Jorgenson, Lau and
Stoker (1982)). An example where the total expenditure distribution is segmented
into expenditure size classes is Shapiro and Braithwaite (1979). In addition,
if a continuous distribution (such as the income distribution) were observed by
cell proportions (income classes), and the within cell distributions were un-
changing, then the proper model is discrete (see..the example in Section 4). In this
section we first consider completeness for discrete distributions and then
generalize to segmented distributions.
Suppose that there are N possible different values of the predictor variables
XQ = {X1 ...,XN}. A density p(e) = (pl(e),-.,PN(6))'is an N vector such that
i'p(e) = 1, and pj(e) O denotes the proportion of agents with X = xJ,j=l,...,N.
The most natural (and completely unrestricted) parameterization of a discrete
density is p(O) = , where 0eO = {eERNli' = 1, 0a O}. However, since we wish
to include situations where the distribution of X is structured, for example,
if X = Xj itself results from a discrete choice process, we retain the general
specification p(e). The expected value of X is just p(e) = pj(e)X. A micro
function Y = F(X) is an N vector Y = (Y ... Y)'defined by Y = F ).
Suppose that P = {p(b)}e0 represents a class of N cell discrete distributions.
For the completeness property, we would like to pick e ... ,N , such that the
linear equations
y'p(1) = =¥(e 1)
*Y~~~~~~~ ~~(3.6)
y'p(eN ) = (e N )
Y Y
could be solved for Y . But this is possible for all Y eRN if and only if p(el),
,p() are linearly ind pendent. Consequently, we ave shown
...,p(0N ) are linearly independent. Consequently, we have shown
----  *u I
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THEOREM 4:
A class P = {p(0)}e of N cell discrete distributions is complete for
the class of all micro functions if and only if there exists 01 ... eN
such that p(Ol),...,p(0N ) span RN
Completeness (for all micro functions) fails if the definition of the class P
implies a linear constraint on p(e) for all e other than i'p(e) = 1. Complete-
ness here is literally the absence of collinearity between the elements of P.
We model segmented distributions as follows. Let N ,...,n N denote a mutually
exhaustive partition of , and partition the parameter vector 0 as e = (0,el,... N)
c = 0 °x x...xON Let p°(0O) = (pl(o0),...,pN(0)) denote an N cell discrete
density, with p(0 O) denoting the probability that X. Let p(X|0j) denote
the distribution of X conditional on X.. Define P = {p0 (eO))e 0 o as the class
J 
of "between cell" distributions, and i = {pj(Xioj)} e.ej ;j=l,...N as the classes of
J
within cell distributions. The class of segmented distributions P = {p(XIe)}
induced by Po,pl,...pN is defined via p(Xje) = p (00)pJ(Xlej ) where e =
(e0001 ',0N) For any class of micro functions C = {F (X)}y , define N classes
of functions C ... CN as Cj {Fj (X)} , where
FJ (X) = F (X) if X
Y ~Y (3.7)
= 0 if XQ
Given the partitioning above, for any class of functions C = {F (X)}r
.... · . . . . . ................................ y . F '
we can define a new class of functions Cp= {F (X)}¥y by first constructing
CJ,j=l,...,N as in (3.7), defining y = (y1,...N) = r and F .(X) via
Fy (X) = F (X) if XcQ.. In particular, if the original class is CL, the class
of linear micro functions, we derive the class of piecewise linear functions
CpL as above.
It is easy to show (see the Appendix) the following characterization of
completeness for segmented distributions.
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THEOREM 5:
Let P be induced by po,pl,...,pN where P is complete in the sense of
Theorem 4. Then P is complete for Cpif and only if P is complete
for CJ,j=l,...N.
If P is not complete, then the class P can be re-defined with respect to a
coarser partition Q1,..., , with N' < N, so that the resulting class P is
complete. Clearly if P is complete for Cp, then it is complete for C.
By applying Theorems 1 and 5, we see that the class of piecewise linear
functions CpL is "within distribution free" for segmented distributions.
THEOREM 6:
Let P be induced by ,pl,...,pN and let P be complete in the sense of
Theorem 4. If each PJ,j=Il,...,N is mean full dimensional, then P is
complete for CpL. If a class C strictly contains CpL, i.e. there exists
G(X){CpL,G(X)EC where CpLcC, then there exists mean full dimensional within
cell density classes Pj,j=I,...N such that P is not complete for C.
An excellent example of modeling based on Theorem 6 is Shapiro and Braithwaite
(1979), who characterize empirically the coarsest partition (smallest N) of the
total expenditure distribution, for which micro Engel curves can be adequately
taken as elements of CL.
4. Remarks on the Use of Aggregate Functions
4.1 A Numerical Example
In this section we illustrate completeness using a very simple example.
Suppose that we are interested in the demand for a particular commodity Y over
a time period of constant prices, and our theory says that Y is some function
F(X) of total expenditure X for all individuals. Figure 1 shows four possible
Engel curve shapes -- F1 represents unitary elastic demand, F2 a luxury good,
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with income elasticity greater than one, F3 a normal good with positive elasti-
city less than one, and F4 a luxury good for low total expenditures and a normal
good for high total expenditures. Suppose that we will collect data on average
demand = E(Y) and average total expenditure = E(X) over six time periods
with which to characterize the demand structure.
For simplicity, we characterize the problem as one of discrete aggregation
by assuming that the total expenditure distribution is delineated into five
classes, with average demand and average total expenditures within each class
constant over time. Total expenditure and the four possible Engel curves are
now characterized by their within cell averages, given in Table 1, with move-
ments in overall average consumption and average total expenditure determined
by distributional shifts between classes.
We now consider two different distributional scenarios over the six time
periods. The first, in Table 2, gives rise to different time patterns of
average demand for each of the four Engel curves. Here, if the distribution
data were observed, it could be used together with the (overall) average demand
data to characterize the true Engel curve (i.e. pattern of within cell averages).
Formally, equations (3.6) can be solved for Y FY, since the distribution
vectors pt,t=1,..,,6 span a five-dimensional set. The completeness property
obtains in this data.
Now consider the distributional scenario in Table 3. Here, each of the four
Engel curve shapes gives rise to the same pattern of overall average demand,
which is 20% of average total expenditure in each time period. Here, very little
is learned about behavior from the average demand data, unless the Engel curve
is a priori restricted to be linear, or F here. The distribution vectors,
pt,t=l,...,6 span a two-dimensional set (following LPM structure of Section 4.2),
and represent an extreme failure of the completeness property.
This example similarly illustrates the classic concerns about aggregation
raised by Gorman (1953) and De Wolff (1941). Suppose that an analyst collected
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the 4 t and t data from Table 3, and to his delight, found that the equation
t = .2pt explained the data perfectly, The problem occurs when he interprets
.2 as the marginal propensity to spend (MPS) on Y. The question here is whose
MPS? If the answer is the "representative consumer," the ambiguity is shifted
to the definition of 'representative." Only when micro behavior is Y = F (X)
is the answer easy -- "everyone's MPS." This is Gorman's point. And if the
equation were used to forecast, it would rely on the existing pattern of
distribution movements continuing in the forecasted period, unless Y = F1(X)
truly represents behavior. This point was raised by De Wolff.
4.2 The Failure of Completeness and Linear Aggregate Functions
The data of Table 3 above underscore a central concern of this paper that
not much can be learned about micro behavior from aggregate data unless a
complete aggregation structure is specified. For more general illustration of
this important point, consider an aggregate function which is linear in the
means of X
EA(Y) = a + 'b (4.1)
where = E (X). From Theorem 2a), if the class of micro functions is CL, then
(4.1) identifies F (X) = a + X'b. However, from the proof of Theorem 2b), we
see that if P = {p(Xle)} is defined by setting 0 = p and
p(Xip) = PO(X) + lpIp(X) + ... + MPM(X) (4.2)
where by construction fPodX = 1, pjdX = O,=l,...,M and E(X) = p = ( ,M) ,
then (4.1) is guaranteed. Namely, if F(X) is an arbitrary (measurable) function,
then
E(F(X)) = F(X) p(X)dX + i [ F(X)pi(X)dX]
= a + Epib. = a + 'b
il w
The class defined by (4.2) is said to obey linear probability movement (LPM). The
function pO(X) is a base density, with changes in p(XIO) occurring linearly with
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respect to through the M "density shift" functions p(X),j=l,...,M.
The LPM form (4.2) represents a very strong restriction on the form of
distribution movement, however its existence points out a troublesome aspect of
interpreting the estimated aggregate functions. Suppose that in an empirical
application, the actual population densities approximately follow LPM, then it
can be shown (c.f. Stoker (1981)) that an estimated linear aggregate function
of form (4.1) will fit the observed data configuration quite closely, regardless
of the true form of micro behavior. Thus, standard goodness of fit tests can
fail to indicate any problems of model specification, but the estimates of a and
b of (4.4) reveal little about behavior at the individual level. This danger
exists when interpreting any estimated aggregate function unless a complete
13
aggregate structure is specified.
4.3 Remarks on Related Empirical Techniques
4.3a Completeness of Distribution Data
When the proper model for an application is discrete, it is often possible
to nonparametrically characterize the true micro function using both average
date and distribution data over time (as in Table 2). This method of micro
function characterization is detailed in Stoker (1981), including simple tests
of micro linearity. A natural question is whether general (non-discrete)
distribution data can insure completeness, so that specific assumptions on C
are not required to characterize the true micro function.
Formally, suppose that we are in an idealized situation where the true
density of X, denoted Pt(X), is observed for t = ,...,T}, and define PT
= (Pt(X) t as the observed class. Unfortunately, if X is continuously distri-
buted and T is finite, it is impossible for PT to be complete. Technically
the reason is that the observed data places only T constraints on the true
micro functions -- Et(Y) =F(X)pt(X)dX -- but the space CU of all measurable
functions has an infinite basis, so that an infinite number of functions
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satisfy the constraints. Consequently, C must be restricted to imply complete-
ness of (C,PT).
4.3b Characterization with Individual Cross Section Data
As a final remark, we indicate a few results which allow the characterization
of aggregate functions using cross section data yk,Xk,k=l,...K observed for a
particular time period. Suppose that 0 = p = E(X) where p = P0 is the cross
section parameter value, and that E(y) = ¢(p) denotes the true aggregate function.
It is shown in Stoker (1983) (under some regularity conditions) that the macro-
economic effects a () are consistently estimated by the slope coefficients
of the instrumental variables regression of k on Xk, where the instruments are
components of the locally unbiased and efficient estimator of = based on
the cross section data. When the density class is in exponential family form
with D(X) = X, this result says that the OLS slope coefficients of Yk on Xk
consistently estimate u (). These results provide the basis for tests of
aggregate function structure using cross section data, such as linearity of
4(p) in p (see Stoker (1982,1983)). Moreover, the results provide general
interpretations of cross section regression coefficients in misspecified cir-
cumstances, as they are valid when no specific restrictions are imposed on
either the true mcro function or the cross section distribution of X.
'5. Conclusion
In this paper we have introduced the property of completeness of aggregation
structures, argued for its importance, and provided several illustrative examples.
Brushing all the technical detail aside, a major lesson of this paper is that
aggregation problems can be very serious in the context of interpreting aggregate
functions as representing behavior. As with all identification problems, diffi-
culties with aggregation are particularly onerous in that they are often
undetectable by specification (goodness of fit) tests applied to estimated
aggregate functions,
-
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The issues highlighted here are somewhat worrisome for studies of aggregate
data using models derived from the theory of individual behavior, such as is
commonplace in macroeconomics. This is not to say that any existing behavioral
interpretations of estimated aggregate functions are incorrect. However, it is
true that any behavioral interpretation of an aggregate function made without
mention of a complete aggregation structure is without proper foundation.
Consequently, an implication of this paper is that the aggregation assumptions
underlying an estimated aggregate function should always be made explicit, so
that the quality of particular interpretations can be judged in the light of
all the available evidence, including that on micro behavior obtained from
data on individuals.
The only valid alternative to using a complete aggregation structure is to
adopt a purely reduced form approach to studying aggregate data, as is suggested
in the work of Sonnenschein and others on excess demand functions, and advocated
by prominent econometricians such as Granger and Simms. But by relinquishing
the ability to attach behavioral interpretations to estimated aggregate functions,
their use in applications is limited.
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APPENDIX: PROOFS OF THEOREMS 2 AND 5
Proof of Theorem (2a): Let F (X)CL, F (X) = + X'YIl Y = (yo0,y ' ) ' Let P =
{p(Xlp,01)} be a mean full dimensional family of densities, reparameterized
by the mapping (3.2). The aggregate function 4¥ corresponding to F (X) is
just y(,0 1) = 7o + 1J Y1. Now, suppose that y = (O,Y I')'7 = (YO',Y )
are such that ¥(p',O 1) = ('1 ) for all p,O 1. We have that
(- 2) (Y1 -1) =
for all P,1' 2. Since P is mean full dimensional this i
which implies that y = YO' i.e. that y = y. Q.E.D.
Proof of Theorem (2b): We take p = (pl ...' M) = OOcRM WI
class P = {p(XI|)} 0 defined as
p(XuP) = p0 (X) + lPl(X) + ... + MPM(X )
where 0 contains an open subset of RM, E (X) = and fp
fpj (X)dX = for j=l,...,M. If there exists such a cl
G(X)eC, G(X):CL we have
M
E (G(X)) = G(X) p(X)dX + E vi IG(X)pi (X)dX
i=l
M
a + Pib. = a + 'b = E (F (X))
i=l 
mplies that Y1 - :
e seek a density
0 (X)dX = 1,
ass, then for
where y = (a,b')', F (X)CCL and so P is not complete for C.
To show the :existence of such a density class, we construct one for
= [a,b]M RM , i.e. for X bounded (just to insure the existence of various
integrals). Let PO(X) denote any density of X on , such that PO(X) > 0
for X, with f po (X)dX = 1 and fxp0 (X)dX = PO, a constant value. For
example, pO could be taken as the uniform distribution; PO(X) = l/(b-a) M.
Now, we can apply the Gram Schmidt orthogonalization process (c.f.
Hadley (1961)) to the functions PO(X), gl(X) = X1,...,gM(X) = XM to con-
struct pj(X),j=l,,..,M recursively as
J
= 0,
A. 1)
p (X) =- 1 - dlPo(X)
j-1
pj(X) = Xj - E dijPi(X)
i=0O
where do = rXPo(X)dX/S O d ij = Xjp ( X ) d i S = Pj(X)]2dX (Sj,d.j
~~~~~~~iO ipo ij Pi , J Aj '
i-=,...,N,j=O,l,...,N exist because each of the integrands is obviously
bounded). po(X),pl(X),...,pM(X) are now nonzero functions such that
Sfi(X)pj(X)dX = 0 if i # j. Now define D(vPl),D 2(VIlv 2),...,DM( l ,...,iM)
recursively as
D (v1) = ( dloSo)
S j o So i 1 i j i1 j-l
and form
p(X) = PO(X) + z D (,... i (A.2)
i=l
By construction we have Xp(Xlp)dX = p and p(X[J O) = PO(X) > 0 for X.
Since each D function is linear in its arguments, there exists an open
neighborhood 0 of P0, OcRM such that if pcO, then p(XJv) > 0 for X.
Also since each D i(l,...,P i) is linear in its arguments, (A.2) can be
rewritten in form (A.1), with the other conditions easily verifiable.
Thus, the family P = {p(X)}p serves the purpose of the theorem.
Q.E.D.
Proof of Theorem 5:
N
Let F (X)eCp, with y (Y,r . Then
,(e) = z PiO(e O) F (X)p (xje)dX (A.3)
i=l 2. i 
where e = (O,01... N). Now, since P is complete, we can in general
invert (A.3), i.e. find unique functions G(e),...,G (e) consistent with
(A.3) such that
F (X)pi (x0e)dX = G(e) (A.4)
i ii=l,...,N
for all e. Now, if P is complete for C i,i=l,...,N, then eqns. (A.4)
determine F uniquely, i=l,...,N, and so the original F, is determined
uniquely, so that P is complete for C. Conversely, suppose that P is
complete for Cp, but there exists i s
complete for C , but there exists i such that P is not complete for C
P
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Then there exists F (X),F ,(X)eC i such that
IQ F (X)p;'(xle)dX = f Fy, (X)p (XOi)dX
for all .e0 , with F (X) # Fy (X)for a subset of nonzero measure of:f.. But
I y ' I
then if we consider F(X) and F,(X), y' = ( Y...' i-'Y'Yi+l,,YN) and
Y '= (Y1,"'¥i-',1 ,Y i+l "'sYN)' we have cyp,(O) = y,(o), which is a
contradiction of the completeness of P for Cp.
Q.E.D.
- i^lll"mra^-a----^r*·ll--J-rm^rr 
----------
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FOOTNOTES
1. Aggregate functions correspond to models estimated with averaged data, which
include usual macroeconomic equations such as consumption and investment
functions, as well as so-called "microeconomic" models used to study average
production and demand variables. All points discussed apply also to models
of "totaled" variables.
2. While the analysis is quite general, we do not cover externalities in aggre-
gation (for instance, Liebenstein (1950)), varying domain problems (c.f.
Houthakker (1956), Sato (1975), Hildenbrand (1981) among others, where
current price levels determine the percentage of operating firms), nor do
we address whether it is possible to specify different behavioral functions
across agents which rationalize any general form of aggregate function (as
in Sonnenschein (1972,1973) and Debreu (1974), among others).
3. A set QcRM is full dimensional if it is not contained in a proper affine
subspace of RM, i.e. if there exists an M vector a such that a'(X 1-X2) = 0
for all X1,X2 EQ, then a = 0.
4. Our overall approach is known as Pareto's Stratification Approach, traced
to Pareto in 1895 by Wold and Jureen (1953) and Green (1964).
5. We treat Y as a single variable, however exactly the same definitions apply
if Y is a q vector and F (X) a q vector function of X, where y may be used
to capture restrictions cross components of F(X).
6. Heckman and Singer (1982) employ the completeness property in a different
context to nonparametrically characterize the distribution of agent
heterogeneity using duration data.
7. For concreteness, suppose that (2.1) models individual demand over a period
of constant prices. y denotes quantity demanded, X denotes observed income
and demographic variables, u denotes unobserved agent differences, and
y denotes perference parameters. F (X) is the Engel Curve, p(XIe) the
income-demographic distribution and E(y) = q (e) is the model between mean
demand E(y) and the distribution parameters 0.
8. For constant prices, form (2.7a) is derived in Gorman (1953), Muellbauer
(1975,1976) and Lau (1977,1981), where X denotes an M vector function of
individual agent attributes and total expenditures. Demand systems obeying
these restrictions include Deaton and Muellbauer's (1980) AIDS system, and
Jorgenson, Lau and Stoker's (1982) translog system.
9. Form (2.7b) is utilized in Thel (1954). This framework is employed in
applications of the Rotterdam system (see Theil (1971,1975) and Barnett
(1981) for citations), and is generalized by Barnett (1979). To avoid
confusion, we note that our behavioral functions (2.7b) and (2.5)) are
referred to as "micro functions' in these references.
10. These issues go hand-in-hand with the specification of X and u. For example,
Jorgenson, Lau and Stoker (1982) model agent demographic differences via
observed variables X, whereas Theil (1975,Chapter 4) treats agent differ-
ences as random (via u in our framework).
 .. · ·-··- ·;I- LIUIr·----- -
-27-
11. This is consistent with the exact aggregation theorems of Gorman (1953),
Muellbauer (1975,1976) and Lau (1977,1981). It should be noted that
these papers employ a different framework (finite number of agents) and
address the more general question of whether total demand depends on a
small number of symmetric functions of individual variables, for arbi-
trary changes in the distribution of those variables (which may not
follow a specific parameterization). Moreover, our Definition 4 con-
cerns the particular specification of X of interest, and requires that
= E(X) can be taken as a subvector of the parameters of density move-
ment.
12. We should note that there exist some rather pathological complete aggre-
gation structures that are distribution free but do not involve micro
linearity, such as when the class C of micro functions contains only a
single element, which then may be a nonlinear function of X.
13. It is easy to find versions of LPM for virtually any continuous nonlinear
aggregate function. Suppose E(y) = g(e) is an aggregate function of
interest. In a way analogous to the proof of Theorem 2b) we can construct
a density family P such that every aggregate function derived from P is
linear in g(O).
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FIGURE 1: POSSIBLE ENGEL CURVES
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TABLE 1: DATA FOR ENGEL CURVE EXAMPLE
TOTAL EXPENDITURE CLASSES
2
0-5000 5000-10000
3
10000-15000
4
15000-20000
Y;) AN b
Y
3c0C
ooo
within
cell \
averages
X
y = F1 (X)
y = F2 (X)
y = F3(X )
y = F4(X)
5
20000 +
2500 7500 12500 17500 25000
500 1500 2500 3500 5000
1219.96 1262.98 1849.04 2978.12 5689.91
145.39 1700.83 2771.76 3642.24 4739.75
700.00 845.00 2600.00 4255.00 4600.00
- x
-W I
\
1
TABLE 2: COMPLETE DISTRIBUTION SCENARIO
t pit P2t P3t P4t p5t Pt Et (X)
1 .3532 .1639 .1967 .2294 .0564 10,000 2000 2006 1978 2133
2 .3088 .1848 .1891 .1936 .1236 11,000 2200 2239 2174 2256
3 .2344 .2380 .1616 .2052 .1616 12,000 2400 2416 2400 2402
4 .2 .2 .2 .2 .2 13,000 2600 2600 2600 2600
5 .1255 .2331 .2124 .1916 .2370 14,000 2800 2760 2825 2744
6 .0811 .2540 .2049 .1558 .3041 15,000 3000 2994 3022 2867
TABLE 3: DISTRIBUTION SCENARIO WHERE COMPLETENESS FAILS
t Pit P2t P3t P4t P5t Pt=Et(X) flt ~2t e3t ~4t
1 .3032 .2540 .2049 .1557 .0819 10,000 2000 2000 2000 2000
2 .2688 .2360 .2032 .1705 .1213 11,000 2200 2200 2200 2200
3 .2344 .2180 .2016 .1852 ,1607 12,000 2400 2400 2400 2400
4 .2 .2 .2 .2 .2 13,000 2600 2600 2600 2600
5 .1655 .1819 .1983 .2147 .2393 14,000 2800 2800 2800 2800
6 .1311 .1639 .1967 .2295 .2786 15,000 3000 3000 3000 3000
Key to Tables 2 and 3
Pit
- Proportion of agents in cell i,i=1,...,5
jt = Et(Fj(X) = pit F ,Fji is the within cell average of F.J in cell i.
Table 3 distribution data constructed via
(PltP2t3tP4t5t) = (.2,.2,.2,.2,.2) + d (Pt - 13,000)
- 5500, - 500, 4500, 12,000).
t 02t 3t 4t
, =(- 10,500,where d = X/X'X
