A method for constructing classi cation features with unsupervised learning is presented. The method is based on clustering of the high dimensional measurements into a small number of features with self-organizing maps. The histograms of the self-organized features are classi ed with a multilayer perceptron network, that can pick up the relevant features and feature combinations from the histograms. The method is applied in two industrial problems, color image recognition for selection of optimal reproduction parameters in printing press, and defect classi cation in wood surfaces. In both the applications the results were evaluated by the domain experts to be su cient with respect to the application requirements. In the color image recognition the results were compared to the manually selected parameter settings, and in 12% of the test images there were distinquishable di erences, with very few clear failures. Performance of the wood defect classi cation system was evaluated with a set of 400 knot images with 7 classes from spruce boards. The recognition rate was about 85% with only gray level images, giving about 90% accuracy for the nal board grading, to be compared to 75 -80% accuracy that can be maintained by a human inspector. As the methods are based on rather generic basic features and learning of the nal features and classes from the samples, they are easily adaptable to di erent tasks, such as defect inspection in lumber or veneer, with di erent tree species or di erent cutting processes.
INTRODUCTION
In statistical pattern recognition theory, a lot of emphasis has been on optimal parametric classi ers and recently on non -parametric classi ers, e.g. neural networks. Especially in the latter category, the feature extraction stage has been sometimes neglected, mostly due to two reasons: rst, in a multilayer classi er structure which learns from examples, the lower layers will automatically develop into feature extractors 7] . Second, due to the theoretical power of some recent classi ers, like the multilayer perceptron, MLP, even nearly raw object images, with very complex class boundaries, can be classi ed 8], 16].
However, there are some problem domains that cannot be solved with merely a powerful classi er. When the abstraction level of the classi cation task increases, the shapes of the class regions become increasingly complex, nally requiring impossibly large amounts of training data to form the class boundaries 14] . Perhaps the most important examples of such problems are in machine vision and image understanding. The essential tasks are to locate and recognize individual objects and to compile a useful interpretation from the objects and their relations. Both of these subtasks have proven to be extremely di cult. The classical approach is to program the a priori knowledge or models of the objects into the solution 2]. This approach has severe limitations in handling all the natural variations in images. Also the methods cannot easily adapt to unanticipated or changing situations. To handle the large variability of natural scenes the image analysis system must have a large number of free parameters in the early stages, and estimating the parameters will require a lot of data. Using any learning system trained by supervision for generic image analysis would therefore require a huge classi er with a correspondingly huge number of manually classi ed samples, and collecting the samples would clearly be very expensive. This problem can be somewhat alleviated with approaches like weight sharing 16] , constraining the number of units or parameters 20] or a clever modular structure of the networks 6] but still the number of samples required is impractically high for many applications (often in the order of hundreds or thousands of samples per class 16]). In conventional pattern recognition, the answer to the learning problem is to divide the task in two parts: feature extraction which maps the original patterns or images to a feature space of reduced dimensions and complexity, followed by classi cation in this space. There is no well-developed theory for feature extraction; mostly features are very application oriented and often found by heuristic methods and interactive data analysis. Our approach is to likewise divide the object recognition problem to separate feature extraction and classi cation tasks, but to use only neural networks for both. The total system is then a multilayer collection of neural modules. The learning problem is now solved by using unsupervised learning techniques, namely the self-organizing maps, in the early feature extraction stages to reduce the number of degrees of freedom in the input data. Then the nal supervised classi ers can have a much smaller number of free parameters and thus require a smaller amount of preclassi ed training samples 12], 14]. The self-organizing map, SOM, was rst introduced for feature extraction in speech recognition 9], and applications in visual pattern recognition have been rather rare. Most of the existing applications are based on the vector quantization property of the SOM (see e.g. 18]). According to our earlier results, when the topology preservation property is also included in the feature extraction process, promising results are obtained in distortion tolerance of the features 12], 13], 14]. This scheme is especially suitable for scene analysis, since it is fairly inexpensive to collect large amounts of image data to be used in unsupervised training, as long as the images need no manual analysis and classi cation. The biological neural networks seem to have a similar basic structure, at least at the lowest levels. While the very rst stages in the sensory information pathways are genetically determined, the signals are thereafter fed to sensory maps. It has been shown that these maps can be formed by means of self-organization 9]. In this paper we discuss methods for using self-organization for selecting the features. The methods are applied in two industrial problems. The paper is organized as follows: in section 2 we present the problem of color image recognition for selection of optimal reproduction parameters in printing press. The proposed solution is based on clustering the color values with a multilayer self-organizing map and estimating the e ect of di erent reproduction settings with a multilayer perceptron network. In section 3 we give a short introduction to the problem of wood defect recognition, followed by description of the proposed method and results of recognition experiments. The proposed method consists of similar self-organizing and MLP stages as the color image recognition system, but here an additional preprocessing layer is used for encoding shape related information into a more manageable form for the neural networks.
COLOR IMAGE CLASSIFICATION

Introduction
When color images are reproduced on paper several printing process parameters must be tuned to achieve the correct color impression. In four color printing all the colors are produced from the four basic dyes, black, yellow, cyan and magenta, with dithering, resulting in a limited palette of possible color shades. The critical colors, that must be reproduced as correctly as possible, depend on the contents of the image. In the image of a human face, for example, the skin color must change smoothly, requiring many shades of similar colors. Pictures of snow, on the other hand, require emphasis on pure white (or sometimes blueish) colors to avoid appearance of dirtyness. The optimal reproduction parameters are usually selected manually for each image separately. Increased use of color material in newspapers has created need for automatic determination of the reproduction parameters. In this section we present a method for classifying color images according to their optimal reproduction parameters. The study was carried out in cooperation with the ARGUS project in the Graphical Laboratory of Finnish Technical Research Center. Part of the ARGUS-project consisted of de ning image categories for which optimal reproduction parameters are de ned. The classi cation of images was based on both the subject and color distribution in the pictures. The classes were determined by interviewing color processing specialists. Seven classes were found and named according to the major feature of the class, such as 'human', 'brown', 'yellow', 'green', 'blue', 'light' and 'dark'. The class 'light', say, contained images that look best when light shades are emphasized. The task is not merely a classi cation problem, since the reproduction parameters of several classes may yield equally acceptable results. The di erent parameter combinations were manually applied to each test image, and the results were evaluated with ratings from 1 (bad result) to 5 (excellent result). Fig. 1 shows three test images (reproduced in gray levels) with the expert given ratings. Note that the middle image will produce ne results with any parameter combinations, while the rightmost image is much more sensitive to the right choice of parameters. The purpose of the automatic classi er was to estimate the class ratings given by the human specialist. The system consisted of self-organizing maps combined with the MLP network. The original 24 bit color space was clustered with a multilayer self-organizing map, MSOM, 13] to a small number of color cells. The histogram of the quantized colors was then used as the input for the MLP network. Target outputs of the network were the expert given ratings for each of the seven classes. Architecture of the MSOM was following: in the rst stage, green and blue values of each pixel were combined by a 256-unit SOM, producing a new pixel value between 0 and 255. The rst stage e ectively removes the non-linear correlations from green and blue values and encodes the pairs with one-dimensional index. At the second stage, the value of the rst stage and the red pixel value were combined with another SOM. As shown in 17], the ordering of the units in the SOM minimizes the distortion caused by breaking the quantization into several hierarchical steps. The nal quantization may contain any number of colors, but we used 256 here also to maintain the separation of similar shades, as in the face colors. Color clustering scheme is shown in the Fig. 2 . One of the advantages of the multilayer SOM is the possibility for moderate size look-up-table implementation of the mapping. Normally in the SOM most of the computation time is spent in computing the distances of the sample vector to the reference vectors on the map, and selecting the unit with the smallest distance. With the MSOM the task can be divided into a hierarchy of small dimensional maps. For discrete input values one can then precompute the best matching unit indices for all the possible input vectors into a look-up-table. In the current application the input space is 3 8 bits deep, requiring 2 24 entries in the look-up-table for a one-layer SOM. With the described 2-layer MSOM each map has two 8-bit input values, requiring 256 256 look-up-tables for both maps. With the precomputed tables, quantization of each pixel requires only two memory references. Thus the color histogram can be computed in very low cost hardware. The multilayer perceptron network, MLP, was used for associating the class ratings for the color histograms. The network had one hidden layer, and sigmoidal transfer function in both the hidden and output layers. Linear output layer produced clearly worse results, probably due to non-linearity of color perception as function of the color component intensities. 
Test results
In this application, it is rather expensive to collect training samples, since the expert has to evaluate the quality of a test image with respect to all the classes. We had 200 test images from the ARGUS-project and to use all the samples e ectively we used leave one out method for testing the performance of the system: one histogram was left out at a time from the training set and the MLP network was trained with the rest of the histograms. Error of the network was then evaluated with the remaining sample. The training was repeated for every sample, using xed number of iterations for the MLP. The MSOM for color clustering was trained with all the images, which could introduce a small bias to the results. From visual inspection, the e ect of one image in the MSOM training and in the resulting color histograms can be considered negligible. The error measure of the network output for each image was de ned as following: let r i denote the ratings given by the expert and o i those given by the network, for classes i.
Let the class selected by the network be n, so that o n = maxfo i g, and the class selected by the expert be c with r c = maxfr i g. If the expert has given a higher rating to class c than n, the result of the network is not optimal. The error e was de ned as the relative di erence of the ratings: e = r c ? r n r c
(1) Fig. 3 shows the distribution of errors between the ratings given by the human expert and the neural network.
The error e was used for comparing the results of di erent classi ers. However, due to the subjective nature of the problem, the nal measure of the system performance was judged by an expert, who evaluated all the classi cation results by comparing the resulting images after applying the correction parameters of the correct class and the class suggested by the network. In 12% of the material there were any distinquishable di erences in the image quality. In only very few images the network failed completely.
3. WOOD DEFECT RECOGNITION 3.1. Introduction
As a natural material wood has signi cant variation both within and between species, making it a di cult material for automatic grading. There are no boards that have exactly the same properties such as color and texture, on the contrary, the deviations may be large even for the boards sawn from the same log. Also the shape, size, and colors of the defects may vary greatly for the same defect category.
In the sawmills the logs are sawn into boards that are in turn used by construction, furniture, and other manufacturing industries. The plywood industry transforms the logs into veneer that is laminated into sheets used in numerous applications ranging from boats to aircraft. As the value of each board or sheet of veneer depends greatly on its quality, the accuracy of the visual inspection process that performs the quality classi cation is one of the key interest areas in the mechanical wood industry. The potential in grading technology is high, as better sorting techniques help to move the production and products to a more customer oriented direction. In principle, the inspection and quality classi cation of wood is straightforward: the quality class of each board depends on its defects and their distribution, as dictated by the quality standard. However, even sound wood has substantial variation. The de nitions of the defects are based on their biological origin, appearance, or cause. The Finnish standards alone de ne 30 di erent defect classes, such as sound, dry, encased, and decayed knots, resin pockets, splits, bark, wane, mould, etc., each with various degrees of seriousnesses. Knots are the most common defect category and have a crucial role in sorting lumber. The knots may be sawn in any direction resulting in great variations in shape and appearance for similar knots. For example, the ratio of the largest and smallest diameter for a leaf knot must exceed 4.0 and the knot must be sound. Dry knots have a narrow dark ring around the boundary, encased knots tend to consist of several regions. A horn knot is a leaf knot located at the edge of the board. A minor knot is a sound or dry knot with largest diameter less than seven millimeters, etc. level, yielding about 70-80% accuracy for 3-4 categories, which is su cient for coarse grading of fresh lumber. The classi cation of dried lumber requires over 80% accuracy for 5-7 knot categories. In machine vision based classi cation of the wood defects the main problem is in feature selection. Geometrical features, such as size of the defect, average gray level, size of the minimum square enclosing the defect, elongatedness, diameter, compactness and the position of the defect on the board have been used for classi cation 1]. However, information based on the shape of the contour of the defect is not su cient for separating all the knot classes, since the structures of both the inside area of the knot and the edge between the knot and the sound wood are also important. Geometrical features also require accurate segmentation of the defects, which is rather di cult task for some defect classes. Texture based features, such as cooccurrence matrices, have been used for measuring the structure of the knot 11], with similar results as the geometrical feature above.
Colors of the defects has been shown to be rather good discriminating features 15]. Some defect classes are closely related to color varations in the surface, like pitch pockets, blue stains and mineral strokes. Color histograms seem to correlate also to the shape and structure of the knot classes, and thus centiles of the histograms provide reasonable separation of the knot classes 19]. However, the de nitions of the knot classes are mostly based on shapes and structures of the knots and their parts, and thus the pure color features do not encode the primary information of the knot classes. If the defect classes in an industrial knot classi cation system can be de ned by the user for di erent types of products, then it is di cult to assert in advance that the colors will correlate to the target classes.
In the following we present a pattern recognition system where the problem of feature selection is solved by self-organization process; the feature detectors organize according to the information contents of the unlabeled image samples, and the emerged features are fed to a neural network classi er which associates meanings to the feature combinations. The system also enables easy addition of new features, facilitating ne tuning of the class separation for each application by expert selected features.
3.2. The principle of the self-organizing feature construction
Our approach is to use generic primary features, that are assumed to contain pertinent information of the objects, and then to use unsupervised learning techniques for reducing the number of degrees of freedom in the data. Then the nal supervised classi ers can have a much smaller number of free parameters and thus require a smaller amount of preclassi ed training samples. In 12] and 14] description and analysis of such a pattern recognition system is presented. In the following section we shortly review the modi ed feature extraction system used in the current problem.
In the current application of knot classi cation clearly two types of information are needed. The knot class de nitions are largely based on appearance of certain details, such as a dark gap between the knot and the sound wood, cracks in the knot, overall shape of the knot, etc. To code the shape related information into features, a self-similar family of Gabor-lters (see e.g. 4]) is used to transform the information from the gray scale image to more consistent form for the self-organizing feature clustering. However, in many studies (see e.g. 15]) color distribution of the knot images is shown to be a powerful discriminator for the classes. In the system described here, the distribution of gray level or color values in the knot image is used as an extra feature, since it is computationally very inexpensive to implement, although color imaging is currently too expensive for industrial wood inspection systems. The whole feature extraction -classi cation system forms a pyramid, where the number of neurons and connections decrease and the connections become more adaptive in higher layers. The major blocks of the system are:
1. Fixed layer doing Gabor transformation to the image on di erent resolutions using self-similar kernels.
Unsupervised layer clustering the Gabor coe cients to features. The clustering
is accomplished by the self-organizing map, SOM. The SOM network is also used to construct adaptive color histograms of the images to produce the color feature histogram.
3. Supervised layer carrying out the classi cation. The classi er can be a multilayer perceptron, MLP, but often a simpler classi er with fewer free parameters, such as the subspace classi er, can give comparable results. 
Building the primary features with Gabor lters
The 2D Gabor lters are orientation and frequency sensitive band pass lters which are optimally localized in both spatial and frequency domains 4], making them suitable for extracting the orientation-dependent frequency contents, i.e., edge-like features, from as small an area as possible. The forms of the Gabor kernels are spatial sinusoids localized by a Gaussian window. They operate directly on the digital image in spatial domain. The lters constitute a self-similar family where all the lters are dilations, translations, and rotations of each other, with the impulse response (centered at the origin) given by (f; ; x; y) = exp i(f x x + f y y) ?
(1) where f x = f cos ; f y = f sin and i = p ?1:
There x and y are the digital pixel coordinates in the image. The central frequency of the pass band is f , the spatial orientation is , and the parameter determines the bandwidth of the lter. Throughout this work, the value = 1:5 was used.
In the early feature extraction module of the proposed system, directly operating on the original gray-scale images, several Gabor lters with di erent orientations and di erent resolutions were used. To cover the whole frequency and orientation ranges, the following central frequencies and orientations were used: ; t = 0; :::; 7 where k determines the frequency band (resolution of details extracted by the lters) and t enumerates the orientations. The complex Gabor lters capture the whole frequency spectrum, both amplitude and phase. The phase information evidently contains crucial information about the locations of edges and other details. In the described application, however, we reject the phase information by computing and storing only the amplitude of the ltering result, which changes smoothly over the image. The amplitude of the Gabor transformation has been found to be a robust, distortion tolerant feature for pattern recognition in many studies, e.g. 3], 5], 12]. The Gabor transform was implemented in frequency domain, using FFT-algorithm. All the knot images were normalized to the size of 64 64 pixels, to speed up the processing of very large defects, such as the leaf knots or horn knots. The sizes of the knots were not included in the features. In the industrial wood inspection systems the dimensions of the defects are measured separately, improving the discrimination from the current results. The output of the Gabor feature extraction stage is then a pyramid structure containing 8 real coe cients for each pixel in the image on several resolutions. These feature vectors are similar to the Gabor Jets of 3] and 5].
Self-organizing feature construction
The advantage of the self-organizing map in clustering raw censor data to meaningful features comes from the topology preserving ordering of the map (see e.g. 14]. Since shape of the map follows the distribution of the data in the high dimensional censor space, the distance of two units on the map can be used as a measure of the distance, or dissimilarity, of the respective censor data vectors. Thus we get a feature space with simple metric for feature similarity. A problem in the feature custering is often the large amount of training data for the SOM. In the current application, the training data consists of over 200 knot images with 4096 Gabor Jets in each image, resulting in about million data vectors. To cut down the complexity of the training we reduced the number of the training samples while preserving the probability distribution of the samples with the following procedure: for each image a separate 64-unit map was trained to quantize the distribution of the Gabor Jets in that image. The whole training set contained the reference vectors of all the maps, with a practical number of 14000 training samples. Another advantage of the SOM in feature clustering is the possibility for hierarchical clustering, as proposed in 17] and 13], and hence look-up-table implementations. In the current application, distribution of the color or gray values in the knot images are known to be useful features. However, the knots have rather limited color spectra, so that clustering must be used to compute the histogram, instead of dividing the space by dropping out the least signi cant bits. We used similar multilayer SOM for clustering of the color space as in the color image recognition described in section 2. The second stage SOM contained only 16 cells to reduce the dimensionality of the color features to be comparable with the number of the shape features. With precomputed look-up-tables the color features could be computed in milliseconds from the 64 64 pixel area. In addition to the color features we carried out the experiments with gray scale information only. Industrial inspection systems are today mainly based on gray scale line cameras, and the color imaging technology is currently too expensive for these application. The gray scale histograms were compiled in the same way as the color histograms, with a SOM and a look-up-table. Figure 6 shows an example of the feature mappings. Fig. 6 .a shows a knot with its feature image in 6.b, with feature values coded as gray levels. Figs. 6.c and 6.d show how the features are related to di erent frequencies and orientations. Note that the test image contains only pure sinusoidal forms, while the feature mapping is non-linear and has no well de ned frequency response. Many of the features do not respond to any pure sinusoids but to higher order details, such as an edge, a corner, or a gap of certain width.
However, orientation and size of the details (spatial frequency) are the most dominant factors in the ordering of the features, as can be seen from the response images.
Shift invariant classi cation with feature histograms
The output of the feature extraction stage is a mapping from an area in the image to a feature corresponding to the underlying detail, and a mapping from a color or gray value to a small number of color values. In principle it is possible to use any pattern recognition methods on the feature images to acquire any desired invariances. For example, one could compute moment invariants or Fourier amplitude for shift invariant recognition. However, it has been shown in e.g. 14] that the histogram of the self-organized Gabor features over an object is a powerful discriminating measure. Also, in discussions with domain experts it became obvious that the defect classes in the wood surface are characterized by small primitive details, like cracks or blobs of bark somewhere around a knot, and the relative positions of the primitive details are mostly irrelevant to the classi cation. For example, if there is a crack in the knot, the classi cation depends on the properties of the crack and the knot, but not on the location of the crack. Thus a su cient feature information should be related to small defect primitives, as the Gabor Jets are, but otherwise complete translational invariance is desirable. Consequently, the feature histograms were used as nal classi cation features. The knots were located by rather coarse thresholding and the histogram of the Gabor features and color features were computed from a 64 64 window. In some tests an additional feature was used, based on the total energy passed through each of the Gabor lters over the whole knot window. By such a linear frequency domain feature, only global information that is not related to any structural details is stored. To code the structure of the details, the combinations or joint distributions of several lter responses over the detail location should be considered, as is done by the self-organized features. Most of the primitive details determining the classi cation are very simple without any structure, and hence this simple feature was found to be useful. Histograms from di erent features were concatenated to build up the nal feature vector that was sent to the classi er. In all the experiments the classi cation was carried out by the MLP network. In this scheme the role of the classi er is more important than with manually selected features, since here the features are not directly related to the object classes. For any given class, many of the lters, and features, are irrelevant, and the classi er must be able to pick up the combination of the relevant features. Thus the pure Euclidean distance of the feature histograms cannot be used as the basis of the classi cation. As an example, the classi cation rates were about 5 % to 10 % higher with the multilayer perceptron classi er than with the k-NN classi er.
Experimental results
The test image set used in the knot identi cation tests consisted of 438 spruce samples. The imaging was done at 0.5 mm 0.5 mm resolution by a 3-CCD matrix camera with 8 bit/pixel quantization. Half of the samples (219) were used for training the classi er and the other half for evaluating the results. Table 1 shows the confusion matrix of the knot classi cation based only on the selforganized Gabor features. Error rates of the di erent classes vary considerably, partly because the number of samples is insu cient for some classes, and partly because some classes have variations that are not coded into similar feature values. For example, the dry knots have a dark ring around the knot, while the encased knots contain, in excess to the ring, also blobs of bark of varying size and shape. The variation in the dark ring around the knot is not directly coded into the features, and thus the classi er would need more samples to determine the correct class boundaries. In the feature space the encased knots reside around the more compact distribution of the dry knots, and are consequently classi ed often as dry knots. The decayed knots pose a problem for all vision based inspection systems. According to the domain experts, the only way to recognize them reliably is by checking mechanically, whether they disintegrate easily. In the experiments the few decayed knots were always classi ed to the underlying base classes, e.g., which type the knots were before the decay. Table 2 : Classi cation results obtained using Gabor energy, self-organized features and gray level histograms. The recognition rate was 84.9 %. 
CONCLUSION
In this paper we have shown how self-organizing maps can be used for feature extraction in two pattern recognition applications. The both solutions consist of similar basic structure, with self-organizing feature clustering and powerful MLP classi er. Depending on the classes to be recognized di erent preprocessing layers can be added for encoding relevant information into the features, such as the Gabor transformation applied in the knot recognition. A major advantage of the proposed architecture is robustness to excess features. In most applications it is di cult to determine the minimal set of features, that contain enough information for separating the desired classes, but do not contain additional measurements, either correlated to the existing features or irrelevant to the classes. In the proposed architecture the self-organizing maps will adapt to the manifold of the basic features, removing correlated measurements during the dimension reduction and clustering. Thus very high dimensional feature spaces can be used if needed, without encreasing the number of parameters in the classi er. During the classi cation, the MLP network can pick up the relevant self-organized features and their combinations from the feature histograms, so that few irrelevant features are eliminated. In both the applications the results were judged by the domain experts to be su cient with respect to the requirements. As the methods are based on rather generic basic features and learning the nal features and classes from the given samples, their use in industrial products requires only little expertise in pattern recognition. In the wood knot recognition the best classi cation results, about 86% correct, were obtained with combined histograms of several feature types: self-organized features based on several Gabor lter responses, energies present on the Gabor lter passbands, and adaptive color histograms. Using only gray level images resulted in slightly lower classication rate, about 85%, but since color imaging is currently not practical in industrial wood inspection systems, the result is rather promising. With the obtained accuracy for individual knot recognition the accuracy of grading the whole boards would be about 90%, depending on the used quality standards. For comparison, the accuracy of experienced human sorters is about 75-85%. In the color image recognition the results were compared to the manually selected classes by color specialists, and in 12% of the material there were distinquishable di erences. In the 200 test images only very few failed completely. With the achieved classi cation rate at least a semi-automatic system for reproduction parameter selection seems possible.
Computationally the self-organizing feature mapping is rather heavy. For each pixel the best matching unit on the map must be searched, and in the knot classi cation application this would require about 10 6 operations per knot image. Methods for speeding up the SOM computation are under active research in many neural network groups and in real time system the tree structured SOM (TS-SOM) could be used for fast approximative mapping 10]. Currently we are studying the possibility of using the hierarchical MSOM architecture for implementing the feature mapping with look-up-tables.
