Galois algebra induced from the trivial extension K/K. In this case the Zr factors may be cancelled.) This would not be so if the theorem applied simply to field extensions (instead of to Galois algebras). We make the extra effort to establish our result for sums of (rather than single) Galois algebras so that in future work it may be possible to restrict attention to extensions with only one wildly ramified prime.
We use here many of the results (of Frohlich, Martinet, Taylor et al.) which Taylor deploys in the proof of his theorem. Frohlich's book [F2] is a virtually complete reference to the results that we need.
In [Wl] the following adaptation of Martinet's conjecture (see [F2] I 1.18) was proved.
Under the conditions of the above theorem, (and in the case where N and N' are nelds) ONM(BM ^-M ON'M-^M. where M. is a maximal order
containing ZF. It was also there conjectured that the result is true under the (at least apparently) weaker assumption that ON and ON' belong to the same genus of ZF-modules. This was subsequently proved by Queyrut [Q2] . We conjecture that our present results are also true under this weaker assumption. Futher discussion of the context and direction of this work may be found in the record [W2] of the author's talk to the Bordeaux Seminar.
In §2 (because we must necessarily deal with non-projective modules) we introduce the class group of a genus (of lattices over an order). We place this class group in the Heller exact sequence of a functor which is effectively 0zQ-(Here Q stands for an algebraic closure of Q). We investigate the "relative" group in this sequence and obtain an idelic formula for it and for the class group. (This idea of employing the relative groups of (x)zQ is due to Queyrut. In [Ql] he investigates the relative group of this functor applied to the category of those lattices (over a given order) which are locally free outside a given set of primes.)
In §3 we introduce a canonical "funny" norm and recall the "Horn" notation of Frohlich. In §4 we set up our resolvent machinery. This is effectively the machinery of [F2] with modifications to allow for our more general context and also our different view of the "funny" norm. In Theorem 4.8 we establish the pivotal connection between our resolvents and elements of the relative groups of §2.
In §5 we introduce Gauss Sums and root numbers in a manner appropriate to our requirements. We detail and adapt those properties that we need.
Notation and conventions :
(i) 'Module 5 means right module unless otherwise stated.
(ii) A mapping may be written on the right (possibly exponentially) or on the left (when the argument will usually be delimited with parentheses).
(iii) The factors of explicitly composite maps are always written (with or without a small circle, ( o 5 ) in the natural order (i.e. as if they were written on the right). Such explicit composites are never written on the left.
(iv) Homomorphisms of the form ^01 inherited by a tensor product from one of its factors (for example, after extension of scalars) are written plainly g. (For a worse example of abuse of notation see before 3.1.)
Most of the work for this paper was done while the author was visiting the University of Bordeaux. He would like to thank the members of the U.E.R. de Mathematiques et d'lnformatiques very much for their continued hospitality, help and encouragement.
The class group of a genus and its relative group.
Idelic formulae.
The work of this section will accept considerable generalisation (e.g. A need not be semisimple and M need not be finitely generated -cf. [BKW] ). We keep, however, to the situation in which we are really interested.
Let A be a finite dimensional semisimple Q-algebra. We write J{A) for the ideles of A and U(A) for the unit ideles with respect to an order A in A. Let U be a normal, totally complex, finite extension of Q which is big enough for A (i.e. A 0Q U is a direct sum of matrix rings over U). If Y is an abelian group we put Y for Y (g>z U.
Let M be a full Z-lattice in an A-module V. We assume, for convenience, that VA is faithful. Choose an order A of A such that MA C M. We put E = EndA(^) and 0 = EndA (M) d£f
We say that a simple component of Coo is symplectic if it is the centre of a component of Aoo (or, equivalently, of £00) which is a full matrix ring over H. Put J(C)^ for the set of those ideles of C whose projection into any symplectic component of Coc is positive. Put C^ ^ C x n J(C)-^. We write NrdA for the reduced norm with respect to A (see §3). We recall (see e.g. [F2] 
We put jC,S (M,A) for the full subcategory of Mod(A) whose objects are those A-lattices which are locally isomorphic to M^ for some t. We have (cf. [CR] § 6.3) THEOREM 2.2. -The functor HomA (M,-) gives an equivalence from CS (M,A) to the category CS{Q, E 01^) of finitely generated, locally free left Q-modules.
We need to describe local isomorphism in terms of ideles. We state the following lemma. It is easy to prove directly but the result can also be imported from the theory of locally free modules ( [Fl] (iii) Tf3=T ^^ /3eU{E).
Write /C^(M,A) for the Grothendieck group of CS{M, A) (with respect to direct sums) and put Fib for the fibre category (see [H] ) of the functor ^zU:CS(M,A) -^ CS (M,A) . From [H] 5.2 (working with split exact sequences) we obtain the Heller exact sequence of this functor:
where /C^(M,A,0z^O = tC^^ib) is Heller's relative group and we have used 2.2 to obtain the form of the /Ci groups. The last group in the sequence is free of rank 1 and we denote the kernel of the last map -essentially a rank map -by Cl (M, A) . We call this group the class group of the genus of M. Writing fC [{Q) for the image of /Ci(0) in /Ci(£J), we may rewrite our sequence
Now the objects of Fib are triples (Ti,/^) where T, C \CS [M,A) \ and (we reverse Heller's notation) /:ri ^ T^ is an A-isomorphism. The relative group /C^(M, A, (g)z U) is generated by isomorphism classes of these triples subject to the relations obtained from direct sum and composition of triples. We denote by [T^,f,T^\ the class of (Fi,/^) in /C^ (M,A, ^zU (T(3, f, T) for some T and f3. (ii) Every element of/C^(M, A, 0z^) is [T/3, /, T] for some T and some
(iii) If f e X" and /3 E ^(X) and ifNrdx(/) = 1 = Nrdx(/3) then [r/?j,r]=o.
Proof. -(i) If (ri,/,r2) C J'z'6 then Ti ^ T^. Hence the T, have the same rank and must therefore be locally isomorphic and we can apply 2.3(i).
(ii) So every element can be written as an algebraic sum of elements [T/ (iii) Replacing T by T(BM^ if necessary (by adding copies of (M, 1, M) to (m/,T)) we can have f3
(by Wang's Theorem and strong approximation -see [Fl] ). So f3 = ug with
(ii) There is an isomorphism of exact sequences 
commutes. Here the dash distinguishes the objects defined with reference to A' as opposed to A and the right hand map is induced by the restriction maps from
Proof. -(i) Firstly, A is constant on isomorphism classes:
Now f^g = g'f^ and Ti^ = T2^2 = T/V. So g/3^ = ^i^' for some u in ^(2i). Hence g^f^g~1 = ^A/i and now ^(Nrd^^^^)) = (Nrd^-^^i/i)). (Since Ti is locally isomorphic to M^\ 2i is locally isomorphic to Matt(e) and so Nrd^(^) lies in Nrd^(^/(Mat^(0))) = Nrd£;(^(0)) ).
Secondly, it is easily verified that A is multiplicative with respect to direct sum and composition of triples. So A factors through /C^(M, A, 0z^Q-Thirdly (and using the notation of 2.5), with W = W, f € Xâ nd /3 e J(X) may be arbitrarily chosen. So by 2.1, the image of A is as claimed.
Finally, if x C ker(A) then we can take x = [Tf3,f,T] as in 2.3(ii).
So Nrd^(/3/)lies in Nrdjc(^(2)). Thus, pre-multiplying f3 by an element of ^/(2) (and hence not changing x), we have Nrd^(/?/) = 1-Then Nrdx(/?)~' 1 = Nrdx(/) and so this common value lies in Nrdx(^7(^)) Fl
(ii) and (iii) now follow easily from the description of A. D (M,A) . We have easily the COROLLARY 2.7.
-(i) For i = 1 and 2, let Mi and M[ be full lattices in some faithful A-module. Suppose that M[ lies in the genus of Mi
(ii) JfM is a iocaJ direct summand of M' then c/SM^Nrd^^O))) = {0}.
There is a particularly useful description of A on triples containing an ideal of A.
COROLLARY 2.8. -Let I be a (right) ideal of A and T a A-module. Suppose that both I and T are locally isomorphic to M. For all rational places p choose dp in T so that dpip = Tp. Put a = {dp} and let f:
Proof. -View a as a local isomorphism from I to N. D Let K be a sum of fields embeddable in U and let n be the dimension of K over Q. Put AK = A 0Q K and so also CK^ ^(Aj<)) = C 0Q K. Suppose that V (the ambient A-module of the lattice M) is an AKmodule which obtains its A-module structure by restriction. We put QK Ê ndA^ (M) and EK d=lf EndAjc^)' Now K is canonically isomorphic to U^ (see 3.1). So ~AK = A^, ~CK = C^ and the following result is now immediate from 2.4(iii) (cf. 3.2(ii)).
THEOREM 2.9. -The following diagram commutes
A,^U) -. ^ŵ here the right hand map is induced by the map from J(C)^ to J{C) which multiplies together the n components.
3. Reduced norms and the 'Horn 5 language.
Let F be a field of characteristic zero and let F be a finite normal extension of F which is big enough for our purposes. Let L be an extension of F lying in F. We put f^ = Gal(F/L). Let F be a commutative Falgebra containing F and to which the action of ^tp extends.
Let A be a semisimple F-algebra and put A for A 0F F. We denote by Nrd^ the reduced norm maps (^^-homomorphisms) from A x and from /Ci (A) to Z(A)
x . (Recall that, if F is big enough, A is a direct sum of matrix rings over F and NrdA is the direct sum (product) of the determinants on these matrix rings.)
Let K be a direct sum of finite extensions K\,..., Kr of F. We assume that F contains a copy of each Kj. Put n = dim^(J^) and let $ be the set of n non-zero F-embeddings (f):K -> F. Abusing notation, for (j) G <I>, we also denote by (f> the map from K ^>p A to A by k 0 a \-> k^a. For any module M, we regard the elements of Map(<I>, M) as sets {m^} indexed by $. Then $ gives a canonical isomorphism 
-(i) If A is commutative then A/'(K/F^A) is an ^lp-h om om orphism.
(ii) The following diagram commutes
Let r be a finite group (and assume that -F is big enough for r). We write RY = Rp p for the character ring of r over -F. We recall the following lemma (cf. [F2] 'II §1).
LEMMA 3.3. -There is an isomorphism of rip-modules :
Here e^ denotes the idempotent of FT corresponding to the irreducible character \. (We tend to identify these groups. Where necessary we denote the inverse of this isomorphism by 'homr 5 .)
Let \ be a character of r over F and let p^ be a matrix representation with character \. We extend p^ to FT and obtain a homomorphism detf rom F^x to F x by a ^ det(p^(a)). We note that det^ restricts to an abelian character of r.
We denote by detr the n^-homomorphism from F^x to 'H.om(R^,F X ) such that deti^oO:^ i-^ det^a for all characters \. It follows more or less immediately from the definitions that Nrd^r = detr on Fl^ given the identification of 3.3. More precisely, Proof. -(i) The equation asserts that, for a character \ of r, det^a) is the same whether we regard \ as a character ofr or as restricted to A. Since the representation p^ that we chose above restricts nicely to a suitable representation of A, this is entirely obvious. 
Resolvents and transfer for sums of Galois algebras.
We take F, F, F, K, $, and r as in §3. For j = 1,... ,r, let A^ be a r-Galois algebra over Kj and choose a simple factor Lj of Nj. Let N be the direct sum of the Nj. We denote by p and pj the implied representations ofFin AuiK(N) and Aut^.(A^). Let I^ be the decomposition (stability) group of Lj in F and let aj be the representation of Fj as Gal(L^).
For each (f) in $ let (J):N^ F be an F-homomorphism extending <^. Put $ for the set of these (f>. We describe p = (p, TV, $) as a r-Galois algebra over K fully embedded in F over F.
Our first aim is to describe a "transfer 55 map from ^Ip to r^. We need this to give the action of flp upon the resolvents that we shall define.
LEMMA 4.1. -A homomorphism 6 from N to F which extends (f) E $ induces a homomorphism 0*: n^ -^ r such that, for uj C 0^, we have (^r p ) o0=0o^.
Proof. -Let L be the (unique) simple factor of N such that L° / {0}. Then 0 induces an isomorphism from Gal(L 0 /^) to Gal(L/L H J^T) and thence to the decomposition group of L in F. Thus 0 induces a homomorphism as required. Q Take uj € ^Ip and <^ C $. Then ^ == ^ for some ^ e ^. Now, since A^ is normal over K^, (j>^ = ^ for some ci;' e ^j^. We put ^0 # d^ ci;'^' (so that <^ o a; = (cc^) o ^ and ^# agrees with ^ on H^^). We define the transfer map 
Proof. -(i) This is a matter of calculation observing that the different choices for (f> differ by an element of p(T).
(ii) and (iii)a follow immediately from 4.1 and the definitions. Part (iii)b pis a matter of calculation (see [F2] , proof of Theorem 20A). 
-Ifuj C 0^ and a e N ^)p F then SR(a | p, $)^ = SR(a |p,$). detr (^ei(K/F, p)) .
Of course the resolvents obtained from p are simply related to those obtained from the pi and, indeed, to those obtained from the ^. We establish in the rest of this section the notations and specifications for the remainder of the paper. We set F = Q and F == U where U is a subfield of C which is finite and normal over Q and is big enough for our purposes (we want U to contain a copy of each component of N, the Gauss sums and root numbers of §5 and the [r^ roots of 1). We write, as usual, OK for the maximal order in K. By a prime of K we mean a prime (finite or infinite) of one of the Kj. The symbol p will always stand for such a prime. We adopt the reasonable convention that if M is an Oj<-module and p is a prime of Kj then the completion of M at p is Mp =^ M ^OK (^Kj )( where (OKj)fp^ the completion of OK^ at p, is understood to be (-Kj)p if p is Archimedean).
We denote by p some prime of Q and by p some prime of K lying over p. For each such p we choose a prime p of N lying over p. We put pp and /?p for the Galois representations of T afforded by Np and N^ and we put pcheckfp for that of the decomposition group r(p) afforded by Ny.
We choose an ideal M of O^T in the O^T-genus of ON such that -^p = (OK^)p if NylK^p is tame. We choose a == {a?} in the adele ring of ON such that a^My = (0^)p for each p. Furthermore, if N^/Ky, is tame, we demand -as we may -that Op € A^ and OpO^r(p) == 0^. The link between the present work and that of the §2 is now given in the following theorem.
Proof. -Apply 2.8 with A = OK^ and then 2.9 with A = ZF. D Let P denote a prime of U lying over p. Put Up for the natural projection of Up onto Up and put $(p,P) for the Qp-embeddings of K^ in Up. Now Kp = ©pjp-^p an( ! we have corresponding dissections Mp = Up)p^(p^) ^d ^P = Uplp^P^) where ^(P.^) is a choice of embeddings of N in ?7p extending the elements of <I>(p,P). We choose a set ^(p,P) = {^ | ^ C <l>(p,'P)} of extensions to N^ of the embeddingŝ :K^-^Up.
The triple (pp, TVp, ^IIp) is a r-Galois algebra over Kp fully embedded in Up over Qp. So, by 4.6, we have the following relationships between a globally formed resolvent, the resolvents formed at p and the "decomposed" resolvents at p. Proof. -As p is unramified, a? mod p generates a F-Galois algebra, namely ON^ mod p. Thus, by 4.7, the resolvent is a unit mod p and therefore a unit, as required. D
Galois-Gauss sums and root numbers.
We wish to use the local and global Galois-Gauss sums as discussed in [M] and [F] . Our machinery is already complex and the essential properties that we shall need of these objects are all proved elsewhere. For this reason, we do not consider the sums in their "proper" context (that is defined on characters of the Galois group of some universal extension of our base field) but in a manner best suited to our present needs (that is defined, via p, on characters of our group F and of its decomposition groups).
We adopt the notation developed before Theorem 4.8. So F = Q, F = U and N is a F-Galois algebra over K. Also, p, p and p are primes of Q, K and N, repectively, such that p|p|p. Let ^ be a character of Gal(Ny/Ky). Then W(^) is the local root number associated with ^ and (if p ^ oo) r(^) is the Galois-Gauss sum.
Recall that pp is the isomorphism, induced by p, from the decomposition group r(p) of p to Gal(7Vp/^). We define W(p^) and (ifp^ oo) r(/?p) in Hom(J?r(p)» ^x) to be the maps which send \ to W(p^1 o \) and r {P^l ° X) respectively. These maps depend only on ATp, K^ and pp.
Following [F2] , we define the corresponding semi-local objects by "induction 55 . Thus W(p^) = res^ o W(py) and r(pp) = res^ o r(pp).
Let S be a finite set of finite primes of Q which contains all those which are either ramified in N or divisors of |r|. It follows from the definitions that if p|p ^ S U {00} then r(pp) == W(pp) = 1. So we may define the corresponding global objects as products of the semilocal ones in the following manner.
We define W 8^? ) to be the homomorphism which agrees with W(p) on the symplectic irreducible characters and is 1 on the other irreducibles.
Thus the objects we use are mild generalisations of those studied in [F] and [M] . They inherit the following properties. (ii) Jfp<oo then r(p^) = \ r(p^) \ W(py) and r^p^ = r(pp)detr (7) for any cj € OQ (where 7 is some element ofT depending on uj and py) . Proof. -(i) Given our chosen prime p of N lying over p, any other has the form p 7 for some 7 in r. And then 7 gives a J^p-isomorphism : TVp -^ N^. Also r(p^) = r(p)^ and p(p^) = p(p)^. So, in an obvious sense, r(p^) = r(pp) 7 etc. and the result follows.
(ii) These results with pp replacing py may be found in [M] pp. 38-39 (4.1) and p. 42 (5.1). Our results follow on composition with res^/ ^. We put ^/*(pp) = y(p^)z(p^)~1 and we put y*(p) for the product of the 2/*(/?p) where p ranges over the primes of K which are tame in N and divide a prime in 5'. Again, our 2/*(pp) is a slight generalization of the local 2/* discussed in [F] (p.155). It inherits (cf. the proof of 5.2 (ii)) the following property.
LEMMA 5.4. -2/*(pp) lies in Hom^ (Rr,U X ) (= Z(Q^) ><+ = de^QF^J.
In the last two theorems of this section we record the important facts about the integrality and positivity relationships between the resolvants and the Galois-Gauss sums. We put U(p) for the maximal extension of Q in U which is tamely ramified at p. Recall that the Op were chosen (before 4.8) so that ap(O^F(p) = 0^ if N^/K^ is tame. Proof. -(i) (a) follows from the definition of r and (b) is an immediate consequence of 4.10.
(ii) By [F2] , Theorem 31, this is true if/^-is replaced by pp and <I>(p,'P) by ^(pp,?). Our result follows on composing with res^/^ and applying 4.9(ii).
(hi) [F2] , Theorem 30 applies in a similar manner. D
Let R^ be the subgroup of Rr generated by the symplectic characters.
THEOREM 5.6. -(i) Suppose that p and P are infinite primes of K and U. Then _ We now suppose that we have a second sum of F-Galois algebras N' IK' fully embedded in U over Q. We suppose defined and chosen
