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Die Fortschritte, welche in den letzten Jahren und Jahrzehnten in der Entwicklung von Com-
putern gemacht wurden, gingen auch an der Chemie nicht spurlos vorbei. Die stetig steigende
Rechenleistung erlaubt es Vorhersagen über das Verhalten von Molekülen zu treffen, ohne sie
jemals im Labor synthetisch herstellen zu müssen. Dazu bedient man sich vorwiegend bei zwei
Klassen von Methoden. Die ersten sind die wellenfunktionsbasierten Methoden, welche auf
einem Hartree-Fock-(HF)-Referenzzustand [1] aufbauen. Je nach erforderlicher Präzision und
verfügbarer Rechenleistung wird die erhaltene Energie aus dem Hartree-Fock-Referenzzustand
dann verbessert, was entweder durch störungstheoretische Ansätze, wie der Störungstheorie
nach Møller und Plesset (MPn) [2–4], Konfigurationsinteraktionsmethoden (CI) [5] oder auch die
präzisen Coupled-Cluster-(CC)-Methoden [6] erreicht wird. Die wellenfunktionsbasierten An-
sätze können systematisch verbessert werden, indem man die entsprechende Entwicklung der
Reihe weiterführt und weitere Terme und Beiträge berücksichtigt. Diese Ansätze zur Verbes-
serung der Hartree-Fock-Wellenfunktion werden auch als post-HF-Verfahren bezeichnet. Auf
der Dichtefunktionaltheorie (DFT) basierende Ansätze bilden die zweite Klasse. Ausgehend
von dem Wissen über die Existenz einer Dichte von nicht-wechselwirkenden Teilchen, wel-
che dieselbe Energie hat wie das exakte physikalische System [7], versucht man in der DFT
Funktionale zu konstruieren, welche diese Dichte möglichst gut modellieren. Dieses Vorgehen
führte schließlich zum Kohn-Sham-(KS)-Ansatz [8]. Für die aus der KS-DFT hervorgehenden
Funktionale existierte im Bereich der Quantenchemie, im Gegensatz zu den wellenfunktionsba-
sierten Methoden, lange keine systematische Verbesserungsmöglichkeit. Die zu den post-HF-
Methoden analogen post-KS-Methoden fanden erst durch die Random-Phase-Näherung (ran-
dom phase approximation, RPA) [9,10] Einzug in die Quantenchemie [11–16], welche die explizite
Berechnung von Korrelationsenergien erlaubte. Eine weitere post-KS-Methode, welche in den
letzten Jahren in der Quantenchemie an Bedeutung gewann, ist die GW -Methode [17–26]. Die-
se dient in erster Linie der verbesserten Beschreibung von Orbitalenergien. So ist das höchste
besetzte Orbital (HOMO) aus einer KS-Referenz oft keine gute Näherung für das Ionisierungs-
potential, obwohl dies ausgehend vom exakten Funktional der Fall wäre [27]. Wendet man die,
auf den Hedin-Gleichungen [28] basierende, GW -Methode auf die KS-Referenz an, so werden
die Orbitalenergien oft deutlich verbessert. Die so erhaltenen Quasiteilchenenergien stellen ei-
ne sehr gute Näherung für die Ionisierungspotentiale dar [26]. In der molekularen Quantenche-
mie gewinnen aber auch andere Methoden, welche eine Beschreibung von mehr als nur der
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Grundzustandsenergien erlauben, immer mehr an Bedeutung. Viele Eigenschaften die als Ob-
servablen in Experimenten erhalten werden sind nicht aus der Grundzustandsenergie alleine
ableitbar. Das wohl prominenteste Beispiel hierfür sind elektronisch angeregte Zustände, wel-
che mittels UV/Vis-Spektroskopie beobachtet werden können. Die wohl populärste KS-basierte
Methode zur Berechnung elektronisch angeregter Zustände ist die zeitabhängige Dichtefunk-
tionaltheorie (TD-DFT) [29–34]. In den letzten Jahren hat eine weitere Möglichkeit elektronische
Anregungsspektren zu berechnen Einzug in die Quantenchemie gehalten. Ausgehend von den
oben genannten Quasiteilchenergien können diese mittels der Bethe-Salpeter-Gleichung (Bethe-
Salpeter equation, BSE), resultierend in der GW -BSE-Methode, erhalten werden [35–38]. Die
GW -BSE-Methode besitzt gegenüber der klassischen TD-DFT einige Vorteile, zum Beispiel
werden Charge-Transfer-Übergange korrekt beschrieben [39]. Jedoch haben beide Methoden ei-
ne Schwäche bei nicht-spinerhaltenden (Triplett-)Übergängen [40–42], welche im berechneten
Spektrum meist rotverschoben sind.
Ziel dieser Arbeit ist es, die oben genannten post-KS-Methoden zu verbessern und zu erweitern.
Die GW -Methode soll einerseits für generalisierte, komplexe Spinoren erweitert werden. Hier-
durch wird eine Beschreibung von Spin-Bahn-Effekten in offenschaligen Molekülen ermög-
licht. Des Weiteren können hiermit Moleküle in starken, permanenten Magnetfeldern beschrie-
ben werden. Andererseits sind niedriger skalierende Varianten der GW -Methode erforderlich,
wenn größere Systeme behandelt werden sollen. Auch diese sollten dazu in der Lage sein, Spin-
Bahn-Effekte zu beschreiben, ohne signifikante Abstriche in der Genauigkeit machen zu müs-
sen. Die bezüglich der generalisierten zweikomponentigen GW -Methode, sowie der effizienten
RI-GW -Ansätze geleisteten Arbeiten werden in Kap. 3 vorgestellt. Aufbauend auf der genera-
lisierten GW -Methode soll auch die GW -BSE-Methode für die Verwendung von generalisier-
ten, komplexen Spinoren erweitert werden. Des Weiteren soll die Schwäche der TD-DFT und
GW -BSE-Methoden bei Triplett-Übergängen behoben, oder zumindest abgeschwächt werden.
Dies erlaubt eine Beschreibung elektronischer Anregungsspektren von Molekülen mit komple-
xer elektronischer Struktur, auch unter Berücksichtigung von Spin-Bahn-Effekten, welche das
Spinverbot aufheben. Die hierzu geleisteten Arbeiten sind in Kap. 4 aufgeführt und besprochen.
Basierend auf der GW -BSE-Methode wird die RPA um Bethe-Salpeter-Korrelationsenergien
erweitert. So können auch Grundzustandsenergien mit der GW -BSE-Methode erhalten wer-
den [43]. Diese, aber auch weitere Varianten der RPA, werden in Kap. 5 vorgestellt und erläutert.
Ebenso kann die symmetrieadaptierte Störungstheorie (SAPT), welche vor allem zur Beschrei-
bung von van-der-Waals-Komplexen genutzt wird, mittels der aus der GW -BSE-Methode er-
haltenen Anregungsenergien verbessert werden. Die daraus resultierende GW -SAPT-Methode




Zum besseren Verständnis der Neuentwicklungen in den Kap. 3 bis 6 soll ein kurzer Überblick
über die Grundlagen gegeben werden. In diesem Kapitel wird daher erst die generalisierte,
zweikomponentige Hartree-Fock- und DFT-Theorie vorgestellt, welche die Grundlagen der neu
entwickelten, zweikomponentigen GW - und GW -BSE-Methoden bilden. Danach werden die
Hedin-Gleichungen besprochen, da diese den Ausgangspunkt für die GW -Methode darstellen.
Zuletzt stellt dieses Kapitel die symmetrieadaptierte Störungstheorie (SAPT) vor, welche in
Kap. 6 zur Beschreibung von van-der-Waals-Komplexen zum Einsatz kommt. Zur Übersicht
wird kurz eine Erklärung der verwendeten Indizes gegeben, welche Tab. 2.1 entnommen werden
kann.
Tab. 2.1: Bedeutung und Zuordnung der Indizes.
Indizes Bedeutung
i, j,k, . . . besetzte Orbitale/Spinoren
a,b,c, . . . virtuelle Orbitale/Spinore
p,q,r, . . . alle Orbitale/Spinoren
m,n allgemeine Laufindizes
µ,ν ,κ, . . . alle Basisfunktionen
P,Q,R, . . . alle Auxiliarbasisfunktionen
α,β Spinindizes
α̃, β̃ , σ̃ , τ̃ Kramers-Indizes
Ein allgemeines Zweielektronenintegral vpq,rs, welches auch als 4-Index-Integral bezeichnet




















definiert. Diese werden für die resolution of the identity-(RI)-Näherung benötigt [44]. Das eben-




2.1 Das generalisierte zweikomponentige Hartree-Fock-Verfahren
Für einige der im Rahmen dieser Arbeit entwickelten Methoden werden zweikomponentige
Spinoren benötigt um Spin-Bahn-Effekte, aber auch Magnetfelder beschreiben zu können. Da
diese, im Gegensatz zu (nichtrelativistischen) Orbitalen, weitaus weniger häufig anzutreffen
sind, soll hier ein kurzer Einblick in das zweikomponentige Hartree-Fock-Verfahren gegeben
werden. Während die Orbitale, welche aus dem feldfreien, nicht-relativistischen Hartree-Fock-
Verfahren erhalten werden, reell sind, handelt es sich bei Spinoren um komplexe mathematische
Objekte. Des Weiteren unterliegen sie keinen Einschränkungen bezüglich der Spinsymmetrie.
Während die Spinorbitale α und β die Orthogonalitätsbedingung bezüglich unterschiedlicher
Spins
〈φ α |φ β 〉= 0 (2.4)
erfüllen, gilt diese für Spinoren daher nicht a priori. Erst im skalarrelativistischen Grenzfall
zerfallen die Spinoren in Spinorbitale. Die Spinkomponenten der Spinoren, welche hier als
α̃ und β̃ bezeichnet werden, ergeben daher bei Betrachtung der entsprechenden Fockmatrix
keine blockdiagonale Gestalt. Die Fockmatrix F enthält somit Beiträge aus allen vier möglichen
Kombinationen
F =
F α̃α̃ F α̃β̃
F β̃ α̃ F β̃ β̃
 (2.5)
der Spinkomponenten. Letztere werden auch als Kramers-Indizes bezeichnet. Die generalisierte
Hartree-Fock-Methode (GHF) löst die EigenwertgleichungF α̃α̃ F α̃β̃
F β̃ α̃ F β̃ β̃

Cα̃α̃ Cα̃β̃
Cβ̃ α̃ Cβ̃ β̃
=
Cα̃α̃ Cα̃β̃





welche gegenüber der restricted-Hartree-Fock-Gleichung (RHF) die doppelte Dimension be-
sitzt. Da die Fockmatrix F von den Koeffizienten C abhängt, muss Gl. 2.6 iterativ gelöst wer-
den. Im Unterschied zur RHF-Methode existiert im generalisierten zweikomponentigen Fall
immer eine stabile Lösung, welche den elektronischen Grundzustand der Eindeterminantenbe-
schreibung einer Wellenfunktion darstellt [45]. Diese Lösung ist nach den von Thouless definiert
Stabilitätskriterien stabil [46], jedoch nicht zwangsweise einzigartig da entartete Lösungen exis-
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tieren können. Die Fockmatrix F aus Gl. 2.7 akkumuliert die Einelektronenterme h1e sowie die
Zweielektronenterme [47,48]
F = h1e +
(J+K)α̃α̃ Kα̃β̃
Kβ̃ α̃ (J+K)β̃ β̃
 , (2.7)
wobei J eine generalisierte Coulombmatrix und K eine generalisierte Austauschmatrix [47]
Jσ̃ τ̃µν =∑
κλ



















Gln. 2.7 bis 2.9 zeigen dabei, dass im hier verwendete GHF-Verfahren, welches entsprechend in
TURBOMOLE implementiert ist [47,48], Spin-Bahn-Kopplung oder externe Felder keinen Einfluss
auf die Zweielektronenterme haben. Die genannten Eigenschaften werden also nur über den
Einelektronenterm h1e explizit eingeführt. Für die Spin-Bahn-Kopplung enthält der Einelektro-
nenterm daher, zusätzlich zu den nichtrelativistischen Einelektronentermen h01e, die Spin-Bahn-





σ jhSO1e , (2.10)
oder über das exakte 2-komponentige Entkopplungsverfahren (X2C), ausgehend von der relati-
vistischen Dirac-Gleichung [49–53],
hDirac1e =
 V c~σ ·~p
c~σ ·~p V −2mc2
 (2.11)













Da die Wahl des Einelektronenoperators keine Auswirkungen auf die Methodologie und
Theorie der in dieser Arbeit entwickelten Methoden hat, wird an dieser Stelle zur genauen
Methodologie für ECPs [47,54] oder das X2C-Verfahren [49–53,55–57], und deren Implementie-
rung [47,48,58,59] auf die entsprechende Fachliteratur verwiesen. Armbruster et al. haben in
Ref. 47 außerdem gezeigt, wie ein entsprechendes zweikomponentiges generalisiertes Kohn-
Sham-(GKS)-Verfahren effizient zu implementieren ist. Die daraus erhaltenen GKS-Spinoren
haben die gleiche Beziehung zu den Hartree-Fock-Spinoren wie ihre nicht-relativistischen
Gegenstücke.
2.1.1 Kramers-Symmetrie
Für abgeschlossenschalige Systeme besitzen die Spinoren φp eine paarweise Zeitumkehr-
symmetrie, auch Kramers-Symmetrie genannt. Die Spinoren treten dann als entsprechende
Kramers-Partner {σ̃ , τ̃} ∈ {α̃, β̃} auf, die energetisch entartet sind. Diese erfüllen die
Relationen [60,61]
φpα̃(φqα̃)
∗ = φqβ̃ (φpβ̃ )
∗ (2.13a)
φpα̃(φqβ̃ )
∗ = −φqα̃(φpβ̃ )
∗. (2.13b)
Diese Relationen werden in dieser Arbeit häufig genutzt, insbesondere bei 3-Index- und 4-
Index-Integralen. Durch Anwendung von Gl. 2.13 wird für ein allgemeines 3-Index-Integral die
Relation
(pσ̃qσ̃ |P) = (qτ̃ pτ̃|P) für σ̃ 6= τ̃ (2.14)
erhalten, für ein 4-Index-Coulombintegral dann entsprechend
(pσ̃qσ̃ |rs) = (qτ̃ pτ̃|rs) für σ̃ 6= τ̃ . (2.15)
2.2 Die Hedin-Gleichungen
Die Hedin-Gleichungen [28] stellen die Grundlage von vielen in dieser Arbeit verwendeten Me-
thoden dar, und sollen hier kurz besprochen werden. Sie stellen eine Serie aus fünf Differen-
tialgleichungen dar, die iterativ bis zur Konvergenz gelöst werden müssen, um die zentralen
Größen zu erhalten. Die Grundlegenste davon ist die Greensche Funktion G. Dabei handelt es
sich um ein mathematisches Objekt, welches, vor allem in der Quantenmechanik, zur Lösung
von linearen Differentialgleichungen [62–64] genutzt wird. Hedin beschreibt dabei die Greensche
Funktion für wechselwirkende Teilchen als [28]
G(1,2) =−i〈T [ψ(1)ψ†(2)]〉. (2.16)
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1 und 2 stehen dabei für Koordinaten eines Teilchens: Koordinatenraum (r), Zeit (t) und Spin-
raum (τ). T ist der Dyson-Zeitordnungsoperator [65]. Für den Fall t2 > t1 beschreibt G dabei die
Wahrscheinlichkeitsamplitude, dass ein Teilchen welches bei 2 erzeugt wurde bei 1 gefunden
wird. Falls t1 > t2 so beschreibt G die Wahrscheinlichkeitsamplitude, dass ein Loch welches bei






Σ(1,3)G(3,2)d(3) = δ (1,2). (2.17)
Σ entspricht dabei der Selbstenergie, welche die Korrelationseffekte in einem Mehrteilchensys-




G0 beschreibt dabei die nicht wechselwirkende Greensche Funktion, welche aus Gl. 2.17 unter
Vernachlässigung von Σ erhalten wird. G0 kann direkt aus den Kohn-Sham- oder Hartree-Fock-




Die Selbstenergie hängt wiederum von der Greenschen Funktion ab, wodurch die Notwendig-
keit eines iterativen Verfahrens zur Lösung der Hedin-Gleichungen bereits ersichtlich wird. Das
Pluszeichen am Raumzeitindex 3+ bedeutet, dass die Zeitkomponente der entsprechenden In-
dizes um einen infinitesimal kleinen, positiven Betrag η verschoben ist: t3 → t3 + η . In Gl.
2.20 wird der abgeschirmte Austausch W beschrieben. W (1,4) ist ein Deskriptor für das Po-
tential an der Raumzeitkoordinate 1, welches durch eine Testladung an der Raumzeitkoordinate
4 verursacht wird. Es beschreibt in molekularen Systemen (für Elektronen) also deren durch-
schnittliche Wechselwirkung miteinander.
W (1,2) = v(1,2)+
∫
W (1,3)P(3,4)v(4,2)d(3,4) (2.20)




gegeben. Der Vertex Γ in Gl. 2.19 und 2.21 hängt von drei Raumzeitkoordinaten ab, wäh-
rend alle anderen Größen nur von zwei abhängen. Die Nützlichkeit der bis jetzt beschriebenen
Differentialgleichungen hängt nun, wie von Hedin gezeigt [28], vom Aufwand ab, der für die
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Berechnung des Vertex Γ erforderlich ist. Als Ausdruck für den Vertex Γ wird eine sogenannte
Bethe-Salpeter-Gleichung erhalten:





Durch die komplexe Struktur des Vertex Γ wird eine explizite Berechnung desselbigen verhin-
dert. Die partielle Ableitung von Σ nach G wird in der Literatur, vor allem in Verbindung mit An-
regungsenergien, auch als Bethe-Salpeter-Kernel Ξ bezeichnet. Ξ ist hierbei eine 4-Punktgröße,





Die GW -Methode zur Berechnung von Quasiteilchenergien, die GW -BSE-Methode zur Be-
rechnung von Anregungsenergien, sowie die GW -SAPT-Methode zur Berechnung der Disper-
sionsenergie zwischen schwach wechselwirkenden van-der-Waals-Komplexen basieren auf der
Lösung der Gleichungen 2.17 bis 2.22, die im Allgemeinen auch als Hedin-Gleichungen be-
kannt sind. Je nach Methode werden dabei Näherungen für die Gl. 2.22 und Gl. 2.23 eingeführt,
welche zusammen mit den expliziten Formeln im entsprechenden Kapitel vorgestellt werden.
2.3 Die symmetrieadaptierte Störungstheorie für schwache
Wechselwirkungen
Abseits von Korrelationsenergien, wie sie mittels der RPA für das Gesamtsytem erhalten wer-
den können, kann die GW -BSE-Methode auch noch für weitere Energieberechnungen heran-
gezogen werden. Ein Beispiel dafür ist die symmetrieadaptierte Störungstheorie (symmetry ad-
apted perturbation theory, SAPT) [66–69], welche die Bindungsenergie von schwach gebunde-
nen molekularen Systemen beschreibt. Letztere werden des Öfteren auch als van-der-Waals-
Komplexe bezeichnet. Chałasinski beschreibt die Unterschiede zwischen konventionellen Me-
thoden (wie CCSD(T)) zur SAPT-Methode bei der Berechnung von schwachen Wechselwir-
kungen wie folgt [66]: Das Problem sei das Wiegen des Hutes eines Kreuzfahrtschiffkapitäns.
Die konventionelle Methode wiegt nun einmal das Kreuzfahrtschiff samt Kapitän und Hut, und
einmal das Kreuzfahrtschiff samt Kapitän ohne Hut. Aus der Differenz wird nun die Masse
des Hutes berechnet, was jedoch durchaus zu großen Fehlern und Schwankungen führen kann.
Mittels der SAPT-Theorie wird hingegen einfach der Hut gewogen. Im Folgenden soll nun ein
kurzer Einblick in die SAPT-Theorie gegeben werden.
Betrachtet man schwache Wechselwirkungen zwischen Molekülen, so kann in guter Näherung
davon ausgegangen werden, dass ein Molekül nur wenig Einfluss auf die elektronische Struk-
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tur des anderen Moleküls haben wird. Die Wechselwirkungen zwischen den beiden Molekülen
kann demzufolge im Rahmen der Rayleigh-Schrödinger-Störungstheorie beschrieben werden,
solange die Bindung schwach (und keinesfalls kovalent) ist. Folgt man nun den Betrachtungen
von Jeziorski, Moszyński und Szalewicz, so erhält man den Hamiltonoperator des Gesamtsys-
tems als [66,68]
Ĥ = Ĥ0 +V̂ . (2.24)
Ĥ0 stellt in diesem Fall die Summe der Hamiltonoperatoren der Subsysteme A und B dar:
Ĥ0 = ĤA + ĤB. (2.25)
V̂ ist der Störoperator, welcher das Interaktionspotential der beiden Moleküle umfasst. Die
Wechselwirkungsenergie von zwei schwach interagierenden Molekülen kann dann als [68]
(Ĥ0 +λV̂ )φAB = EABφAB (2.26)
definiert werden. Die Energien und Wellenfunktion n-ter Ordnung in der Störung λ werden
















wobei φ0 und φAB(λ ) als orthonormal angenommen werden. Meist genügt die Betrachtung der
aus diesem Zusammenhang resultierenden Terme bis zur zweiten Ordnung, danach wird die
Reihe abgebrochen. Die Konvergenz der oben gezeigten Reihen ist für genügend kleine Werte
λ , wie von Ahlrichs gezeigt [70], garantiert. Für ein physikalisches System (λ = 1) ist dies jedoch
nicht generell gegeben, eine mögliche Divergenz wird für niedere Ordnungen in der Literatur
jedoch als unkritisch angesehen [67,68]. Die Wellenfunktion nullter Ordnung wird in der SAPT-
Methode als (nicht antisymmetrisiertes) Hartree-Produkt der Subsystemwellenfunktionen
φ0 = φAφB (2.29)
der Moleküle A und B gebildet. Für die ersten beiden Ordnungen ergeben sich somit für die
Beiträge zur Wechselwirkungsenergie die Ausdrücke




E2pol = 〈φ0|V̂ φ 1pol〉= 〈φAφB|V̂ R̂V φAφB〉. (2.31)
R̃ stellt die Resolvente des Grundzustands [71] dar, welche in ihrer Lehmann-Darstellung (ähn-






definiert wird. Die Polarisationsenergie zweiter Ordnung kann dabei in zwei Beiträge zerlegt
werden. Diese werden als Induktionsenergie,
E(2)ind =−∑
a6=0












|〈φ aAφ bB|V̂ φ aAφ bB〉|2
EaA−E0A +EbB−E0B
(2.34)
bezeichnet. Gl. 2.34 ist identisch mit der bereits 1948 von Casimir und Polder erhaltenen For-
mulierung der Dispersionsenergie [72]. Für Edelgasdimere beschreibt nahezu ausschließlich die
Dispersionsenergie die Bindung, alle anderen Terme leisten, zumindest für die leichteren Ho-
mologen, nur einen verschwindenden Beitrag [73].
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3.1 Die GW-Methode: Eine Übersicht




erhalten. Die Selbstenergie Σ ist das Zielobjekt bei der Lösung der Hedin-Gleichungen, sie
wird benötigt um die Quasiteilchenenergien eines Orbitals oder Spinors zu berechnen. Die
Quasiteilchenenergie eines besetzten Orbitals oder Spinors entspricht dabei der Energie, die
benötigt wird um ein Elektron daraus entfernen. Analog entspricht die Quasiteilchenenergie
für unbesetzte Orbitale oder Spinoren der Energie, die benötigt wird um ein Elektron in die-
se hinzuzufügen. Für die Greensche Funktion G und den abgeschirmten Austausch W aus den
Hedin-Gleichungen existieren dabei explizite Formeln, für den Vertex Γ ist die explizite Form
allerdings zu aufwändig um sie exakt zu berechnen. Ähnlich zur Dichtefunktionaltheorie, in
der das exakte Austausch-Korrelations-Potential nicht bekannt ist, wird daher auch bei der Lö-
sung der Hedin-Gleichungen auf eine Näherung zurückgegriffen. Am gebräuchlisten ist die von
Hedin [28] vorgeschlagene Näherung. Bei dieser wird der Vertex Γ durch eine simple Funktion
genähert, indem die zweite Zeile aus Gl. 2.22 vernachlässigt wird:
Γ(1,2,3) = δ (1,2)δ (1,3), (3.2)
wobei das Kronecker-Delta δi j durch die Funktion
δi j =
1, für i = j0, andernfalls (3.3)
definiert ist. Die Selbstenergie Σ aus Gl. 2.19 vereinfacht sich damit zu
Σ(1,2) = iG(1,2)W (1+,2). (3.4)
Entsprechend werden nur noch G und W zur Berechnung der Selbstenergie benötigt, wodurch
sich die Herkunft des Namens der GW -Methode erschließt.
11
G0W0, evGW und QP-scGW : Ansätze zur Berechnung der Selbstenergie
3.2 G0W0, evGW und QP-scGW: Ansätze zur Berechnung der
Selbstenergie
Ausgehend von der der GW -Näherung zur Lösung der Hedin-Gleichungen gibt es nun mehrere
Möglichkeiten die Selbstenergie Σ zu erhalten. Diese unterscheiden sich darin, ob das Differen-
tialgleichungssystem iterativ gelöst wird, oder der iterative Vorgang nach der nullten Iteration













Γ(1,2,3) =δ (1,2)δ (1,3)
Abb. 3.1: Der iterative Zyklus bestehend aus den fünf in Kap. 2.2 definierten Hedin-Gleichungen in der GW -
Näherung.
Abb. 3.1 zeigt Schema und Reihenfolge mit denen eine Lösung für die fünf gekoppelten Dif-
ferentialgleichungen konstruiert wird. Die einfachste Möglichkeit einen Ausdruck zur Berech-
nung der Selbstenergie zu erhalten, stellt die Konstruktion einer Greenschen Funktion G direkt
aus den Kohn-Sham- oder Hartree-Fock-Orbitalen dar. Aus dieser wird dann eine Polarisati-
onsfunktion P konstruiert, welche in der GW -Näherung durch das vernachlässigen des Vertex
Γ eine vereinfachte Form annimmt [28].
P(1,2) =−i
∫
G(2,3)G(4,2+)δ (3,4)δ (3,1)d(3,4) =−iG(1,2+)G(2,1) (3.5)
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Gl. 3.5, wird auch als Polarisationfunktion in der random phase approximation (RPA) bezeich-
net. Aus P wird der abgeschirmte Austausch W und schließlich die Selbstenergie Σ erhalten.
Man folgt in Abb. 3.1 also einmalig den schwarzen Pfeilen, und konstruiert zunächst die Green-
sche Funktion G, wodurch der abgeschirmte Austausch W (über die Polarisierungsfunktion P)
erhalten wird. Die nicht-iterative Lösung dieses Gleichungssystems wird im Allgemeinen auch
als G0W0-Näherung bezeichnet, und stellt in vielen Fällen eine ausreichend gute Näherung der
resultierenden Quasiteilchenenergien dar [74]. Bei G0W0 handelt es sich somit effektiv um eine
störungstheoretische Korrektur der eingesetzten Referenzorbitalenergien, und als solche hängt
diese von der ihr zugrunde liegenden Referenzwellenfunktion ab. Letztere bleibt in G0W0 un-
verändert, nur die zugehörigen Orbitalenergien werden durch die Quasiteilchenenergien, welche
aus der Selbstenergie Σ erhalten werden, ersetzt.
Wird das in Abb. 3.1 gezeigte Schema iterativ gelöst, sind die daraus resultierenden Quasiteil-
chenamplituden unabhängig von der Referenzwellenfunktion. Die so erhaltenen Quasiteilchen-
amplituden ersetzen daher im Zuge einer selbstkonsistenten GW -Rechnung die Orbitale, wobei
zwei unterschiedliche Strategien existieren um sie zu berechnen. Die erste ist die selbstkonsis-
tente GW -Näherung, scGW . Dazu verfolgt man in Abb. 3.1 die schwarzen und roten Pfeile und
iteriert die Greensche Funktion G solange, bis die Änderungen in G einen Grenzwert unter-
schreiten. Das so erhaltene G wird als selbstkonsistente Lösung der Hedin-Gleichungen in der
GW -Näherung bezeichnet. Die scGW -Näherung findet vor allem in der Festkörperphysik An-
wendung [20,75–78], wird in dieser Arbeit jedoch nicht weiter diskutiert. Die zweite Möglichkeit
ist die Konstruktion eines effektiven Hamiltonoperators Ĥeff (Gl. 3.6), wie von Schilfgaarde,
Kotani und Faleev vorgeschlagen [18]. Diese Methode wird als Quasiteilchen-selbstkonsistentes
GW (QP-scGW ) bezeichnet. In Abb. 3.1 folgt man dazu den schwarzen und blauen Pfeilen.
Ĥeff = h+V̂ H +Σ = h+V̂ H +ΣC +ΣX (3.6)
Der effektive Hamiltonoperators in Gl. 3.6 besteht aus den üblichen Einelektronentermen h,
dem Hartree-Potential V H und der Selbstenergie Σ. Letztere kann in Austausch- und Korrela-
tionsanteil zerlegt werden. In der GW -Näherung ist der Austauschanteil ΣX identisch mit dem
Hartree-Fock-Austausch, es bleibt die Berechnung des Korrelationsanteils ΣC zur Konstruktion
von Ĥeff. Konvergenz ist in der QP-scGW -Näherung erreicht, wenn die Änderung im effektiven
Hamiltonoperator unter einen Grenzwert fällt. Durch die Ähnlichkeit von Ĥeff mit dem Ha-
miltonoperator aus einer DFT-Rechnung, bei welchem in Gl. 3.6 die Terme der Selbstenergie
ΣX,C durch jene des Austausch-Korrelations-Potentials V X,C ersetzt werden, ist eine Implemen-
tierung von QP-scGW in einem quantenchemischen Programm wie TURBOMOLE vorteilhaft.
Deswegen stellt QP-scGW die Methode der Wahl für selbstkonsistente GW -Rechnungen in die-
ser Arbeit dar. Beide Varianten, scGW und QP-scGW , sind unabhängig von der Referenzwellen-
funktion, von der aus die GW -Rechnung gestartet wird. Die erhaltenen Quasiteilchenenergien
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und Quasiteilchenamplituden werden in jeder Iteration erneuert und nehmen mathematisch die-
selbe Form an wie Orbitalenergien und Einelektronenwellenfunktionen. Man beachte jedoch
die unterschiedliche konzeptionelle Bedeutung. Während Quasiteilchenergien für jedes besetz-
te Niveau ein Ionisierungspotential darstellen, gilt dies für die Orbitalenergien aus den HF-
und KS-Methoden nur für das HOMO. Wird der in Abb. 3.1 gezeigte Zyklus iteriert, aber nur
die Quasiteilchenenergien, jedoch nicht die Quasiteilchenamplituden, erneuert, so erhält man
schließlich die Eigenwert-selbstkonsistente Näherung evGW [79]. evGW besitzt den konzeptio-
nellen Vorteil, dass nur die Quasiteilchenenergien berechnet werden müssen. Daher kann jede
G0W0-Implementierung mit wenig Aufwand um evGW erweitert werden, während scGW und
QP-scGW technisch erheblich aufwändiger zu implementieren sind.
3.3 Der GW-Ansatz
Da bis jetzt immer mit den impliziten Formen von G, W und Σ gearbeitet wurde, müssen zu-
nächst explizite Formeln, welche für die Implementierung in das Programm TURBOMOLE ge-
eignet sind, daraus abgeleitet werden. Dazu unterwirft man erst die Greensche Funktion G einer
Fouriertransformation, um von der Zeit- in eine Frequenzdarstellung zu wechseln [28]:
G(1,2+) = G(x, t;x′, t ′) FT→ G(x,x′,ω)
=
∫
G(x, t,x′, t ′)eiω(t−t
′)d(t− t ′).
(3.7)
G ist nun eine Funktion der Koordinaten x und x′, sowie einer Frequenz ω . Man beachte, dass
x ≡ (r,σ) die Raumkoordinaten (r) sowie Spinkoordinaten (σ ) enthält. Das Bilden von Dif-
ferenzen aus den Zeitkoordinaten in Gl. 3.7 ist erlaubt, da G invariant gegenüber Variation in
der Zeit ist. Ausgehend von der Definition der Greenschen Funktion G aus Gl. 2.16 und den
Einteilchenfunktionen φp aus einer Kohn-Sham- oder Hartree-Fock-Rechnung findet man die





ω− εp + iδ sgn(εp−µ)
. (3.8)
Für Gl. 3.8 ist die Definition, je nachdem ob es sich um die Greensche Funktion für wech-
selwirkende oder nicht wechselwirkenden Teilchen handelt, unterschiedlich. Für den Fall der
Greenschen Funktion von nicht wechselwirkenden Teilchen (G0) bezeichnet φp die KS/HF-
Eigenfunktion, εp die Orbitalenergie der zugehörigen KS/HF-Eigenfunktion und µ das che-
mische Potential. Es wird angenommen, dass das chemische Potential µ energetisch zwischen
HOMO und LUMO liegt und somit das Vorzeichen in Gl. 3.8 beim Übergang von den besetzten
zu den virtuellen Orbitalen vertauscht wird. δ ist eine infinitesimal kleine positive Zahl, wel-
che sich aus der infinitesimalen Verschiebung der Zeitkomponente von Raumzeitkoordinate 2
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in Gl. 3.7 ergibt. Zur Greenschen Funktion für wechselwirkende Teilchen gelangt man alter-
nativ über die Lehmann-Darstellung der fouriertransformierten Greenschen Funktion [80,81]. φp
entspricht dann der Lehmann-Amplitude und εp der zugehörigen Anregungsenergie. Letztere
Darstellung beschreibt die Greensche Funktion korrekt als Zweiteilchenfunktion, welche eine
Abhängigkeit von allen Einteilchenanregungen des Systems besitzt [82]. Um zur expliziten Form
des abgeschirmten Austausches W zu gelangen ist es durch triviale Umformungen möglich, die-





Dabei hängt ε in Gl. 3.9 von P, und daher in der GW -Näherung lediglich von G ab, da die
Polarisationsfunktion P im Rahmen der RPA, wie in Gl. 3.5 gezeigt, eine stark vereinfachte
Form annimmt.
ε
−1(1,2) = δ (1,2)+
∫
W (1,3)v(3,2)P(3,1)d(3)




Die inverse dielektrische Funktion kann hiermit durch Gl. 3.11 dargestellt werden.
ε
−1(1,2) = (1−Pv)(1,2) (3.11)






so erhält man durch Einsetzen von Gl. 3.11 in Gl. 3.5 und 3.9 nach einer erneuten Fouriertrans-





























ε zeigt über die Antwortfunktion χ , welche in Gl. 3.14 implizit definiert wurde, mittels der
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ist eine mittels der linearen Antworttheorie, mithilfe der An- und Abregungsvektoren X und Y ,
zugängliche Größe [25]. Durch Einsetzen von Gl. 3.14 in Gl. 3.13 erhält man, nach Integration
und der in Gl. 3.12 gegebenen Beziehung, für W den folgenden Ausdruck:








ω +ωm + iδ
]
. (3.16)
Analog folgt aus der Fouriertransformation von Σ ein Ausdruck in Abhängigkeit von den nun







′δ G(x,x′,ω +ω ′)W (x,x′,ω ′)dω ′. (3.17)
Gl. 3.17 kann in den frequenzunabhängigen ungeschirmten (Hartree-Fock)-Beitrag ΣX und den
frequenzabhängigen Korrelationsbeitrag ΣC zerlegt werden [84]:
Σ(ω) = ΣC(ω)+ΣX. (3.18)
Dies geschieht mittels Gl. 3.13 und Gl. 3.14, indem vom abgeschirmten Austausch W der Cou-









′δ G(x,x′,ω +ω ′)
(











′δ G(x,x′,ω +ω ′)v(x− x′)dω ′ (3.19b)
erhalten werden. Die Integration über ω ′ in Gl. 3.19 kann mit dem Residuensatz gelöst wer-





















ω +ωm + iη
,
(3.20)
wobei η = 2δ ist. Der erste Term in Gl. 3.20 entspricht dem HF-Austausch, der direkt aus Gl.
3.19b hervorgeht. Die energiabhängige Korrelationsselbstenergie ΣC stellt daher den im We-
sentlichen zu berechnenden Term einer G0W0-Rechnung dar. Der erste Zähler aus Gl. 3.20 wird
durch V ∗m(x)Vm(x
′)φk(x)φ∗k (x
′) beschrieben, unterschiedlich von der ursprünglichen Formulie-
rung von Hedin (Vm(r)Vm(r′)∗φl(x)φ∗l (x
′), Gl. 10 in Ref. [83]). Letztere besitzt tatsächlich nur für
reelle Orbitale Gültigkeit, für komplexe zweikomponentige Orbitale ist nur Gl. 3.20 korrekt.
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Um die gewünschten Quasiteilchenzustände mittels der GW -Näherung zu berechnen fallen also
im Wesentlichen drei Schritte an:
• Berechnung der Antwortfunktion χ des Systems, welche zur Berechnung von W erfor-
derlich ist (G0W0, evGW , QP-scGW ).
• Auswertung von Gl. 3.20 zur Berechnung der Selbstenergie Σ (G0W0, evGW , QP-scGW ).
• Aufstellen und Diagonalisieren des effektiven Hamiltonoperators, um neue Quasiteil-
chenamplituden zu erhalten (nur QP-scGW ) .
3.4 Der spektrale GW-Ansatz
3.4.1 Berechnung der Antwortfunktion in der RI-Näherung für den spektralen
GW-Ansatz
Ist die analytische Berechnung der Selbstenergie in Gl. 3.20 das Ziel, so benötigt man die expli-
zite Antwortfunktion des Systems, identisch zur Berechnung aller Anregungsenergien ωm und












Daher wird diese Methode zur Berechnung der Selbstenergie Σ im Weiteren auch als spektraler
Ansatz bezeichnet. Gl. 3.21 wird auch als Casida-Gleichung bezeichnet, siehe Ref. 30. Bei der
linken Seite in Gl. 3.21 handelt es sich um die sogenannte Hessematrix, welche aus den Orbi-
talrotationsmatrizen A und B aufgebaut ist. In der RPA, welche sich durch die GW -Näherung in
Gl. 3.5 ergibt, nehmen A und B die in Gl. 3.22 definierten Formen an.
Aai,b j =(εa− εi)δi jδab +(ai| jb) (3.22a)
Bai,b j =(ai|b j) (3.22b)
A bildet eine hermitesche Matrix, B eine komplex symmetrische Matrix. Die vollständige Hes-
sematrix ist deshalb wiederum hermitesch, sowie positiv definit. Die vollständige Lösung der
Casida-Gleichung (Gl. 3.21) ist mit hohem Aufwand verbunden, welcher mit N6 mit der Sys-
temgröße skaliert, da die Matrizen A und B einen Tensorraum der Größe (nocc× nvirt) auf-
spannen. Die Berechnung der notwendigen Intermediate wird so effizient wie möglich durch-
geführt, unter Verwendung der RI-Näherung. In der RI-Näherung wird formal ein 4-Index-






G0W0, evGW und QP-scGW : Ansätze zur Berechnung der Selbstenergie
berechnet. Die Anzahl der tatsächlich zu berechnenden Integrale wird hierdurch stark reduziert,
und durch effiziente Matrix-Matrix-Multiplikationen ersetzt. Da die Matrix (P|Q) in Gl. 3.23
symmetrisch positiv definit ist, wird die direkte Inversion von (P|Q) vermieden. Stattdessen













ISS stellt hierbei eine Einheitsmatrix mit der Dimension der Auxiliarbasis dar. Die Möglichkeit
der schnellen und effizienten Berechnung von Coulombintegralen erlaubt dabei eine on-the-
fly-Berechnung der Integrale im Hauptspeicher des Computers, ohne diese auf der Festplatte
zwischenspeichern zu müssen.
Im generalisierten Fall von zweikomponentigen komplexen Spinoren lässt sich die Dimen-
sion von Gl. 3.21, im Gegensatz zu reellen Orbitalen [30,31] oder Kramers-symmetrischen
Systemen [86–88], nicht durch Linearkombinationen halbieren. Gl. 3.21 kann jedoch in ein
hermitesches Standardproblem umgewandelt werden, indem die positive Definitheit der
RPA-Hessematrix ausgenutzt wird, welche sich über eine Cholesky-Zerlegung faktorisieren
lässt:  A B
B∗ A∗
= LL†. (3.25)











Durch Rücktransformation der Eigenvektoren des transformierten Problems in Gl. 3.26 erhält






Die so erhaltenen Eigenpaare sind zeitumkehrsymmetrisch und treten daher paarweise {ω , -ω}
auf. Auch die Struktur des ursprünglichen Problems wird bei den hier gezeigten Transformatio-
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nen vollständig erhalten, was insbesondere bei numerisch instabilen Fällen von großem Vorteil
ist. Die Eigenvektoren sind noch über den Zusammenhang
X†X−Y †Y =+1 für ω > 0
X†X−Y †Y =−1 für ω < 0
(3.28)
zu orthonormalisieren. Grundsätzlich ist eine Normalisierung ausreichend, jedoch sind dabei
entartete Eigenpaare gesondert zu behandeln, da durch eine alleinige Normierung deren Ortho-
gonalität verloren geht. Diese müssen dann in dem Unterraum, den alle entarteten Eigenvek-
toren aufspannen, gesondert orthogonalisiert werden, da ansonsten Symmetrien des Systems
gebrochen werden.
Berechnung der Antwortfunktion im Spezialfall reeller oder Kramers-symmetrischer
Orbitale
Aufbauend auf den Arbeiten von Bauernschmitt und Ahlrichs in Ref. 31 und von Kühn und
Weigend in Ref. 88 können für Kramers-symmetrische komplexe Spinoren Linearkombinatio-
nen gebildet werden, um die Dimension von Gl. 3.21 zu halbieren.
(A+B)ai,b j =(εa− εi)δi jδab +2(ai|b j) (3.29a)
(A−B)ai,b j =(εa− εi)δi jδab (3.29b)
Bei der Matrix (A−B) handelt es sich um eine Diagonalmatrix, deren Cholesky-Faktoren äqui-
valent zu den Quadratwurzelen ihrer Diagonalelemente sind. Die Berechnung von (A−B)1/2
ist daher trivial, und Gl. 3.21 kann umgeformt werden zu [25,31]:√
(A−B)(A+B)
√
(A−B) ˜(X +Y )m = ω
2
m
˜(X +Y )m. (3.30)
Die Linearkombinationen der Eigenvektoren, (X +Y ) und (X−Y ), werden durch die anschlie-
ßende Rücktransformation









˜(X +Y )m (3.31b)
erhalten. Daraus können X und Y wiederum durch entsprechende Linearkombinationen erhalten
werden.
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3.4.2 Berechnung der Selbstenergie
Wenn alle Eigenvektoren und Eigenwerte berechnet und korrekt orthonormalisiert wurden,
identisch zur Berechnung der vollständigen Antwortfunktion, kann hieraus die Korrelations-































Man beachte die vertauschte komplexe Konjugation in Gl. 3.32 für besetzte und virtuelle Orbi-
tale. Diese ergibt sich aus der Notwendigkeit der Erhaltung der Rotationsinvarianz für Systeme
in externen Feldern (z.B. starke Magnetfelder) oder für offenschalige Systeme mit komple-
xen Spin-Bahn-Operator. Für Systeme mit Kramers-Symmetrie oder vollständig reeller Algebra
sind die Matrixelemente (pq|ρm) hermitesch oder symmetrisch. Prinzipiell ist die Evaluierung
der Matrixelemente in Gl. 3.33 ebenso mit einem N6-skalierenden Aufwand verbunden wie
das Berechnen der Eigenvektoren selbst. Allerdings kann die RI-Näherung genutzt werden um
die Skalierung zu verbessern, wenn die Reihenfolge der gebildeten Produkte geschickt gewählt
wird. Dazu werden zunächst die Eigenvektor paarweise in den Unterraum der Auxiliarbasis



















Beide Einzelsschritte sind nun nur noch mit einem mit N5 steigenden Aufwand verbunden. Da
dieser Schritt vor allem bei nichtrelativistischen Berechnungen zeitbestimmend ist [25], bringt
die RI-Näherungen hier Beschleunigungen im Bereich einer Größenordnung mit sich. Noch
dazu kann sämtliche benötigte Algebra als Matrix-Matrix-Multiplikation durchgeführt werden,
was wegen deren hoher Effizienz auf heutigen Computern zu weiteren Vorteilen in der Rechen-
zeit führt [42]. Man beachte jedoch, dass das Matrixelement (pq|ρm) generell weder hermitesch
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p = εp + 〈p|ΣX +ΣC(εQPp )− vXC|p〉. (3.36)
ΣX ist dabei der Hartree-Fock-Austausch, vXC das Austausch-Korrelations-Potential der Re-
ferenzwellenfunktion. Da die Quasiteilchenenergien in Gl. 3.36 von sich selbst abängen kann
letztere iterativ oder durch Linearisierung gelöst werden [25]. Beide Möglichkeiten sind im Pro-
grammpaket TURBOMOLE implementiert. Eine G0W0-Rechnung ist hiermit abgeschlossen. In
einer evGW -Rechnung beginnt danach die nächste Iteration, in welcher die Orbitalenergien
(oder Quasiteilchenenergien) der letzten Iteration durch die neuen Quasiteilchenenergien er-
setzt werden.
Berechnung der Selbstenergie im Spezialfall reeller oder Kramers-symmetrischer
Orbitale
Im Wesentlichen verwendet man Gl. 3.32 bis Gl. 3.35, durch die Bildung von Linearkombina-
tionen in der Berechnung der Hessematrix treten allerdings auch deren Lösungen als Linear-
kombination von X und Y auf, was berücksichtigt werden muss.
(pq|ρm) = ∑
ck













Im Kramers-symmetrischen (reellen) Fall ist das Matrixelement (pq|ρm) hermitesch (symme-
trisch), weshalb auf die Berechnung redundanter Elemente verzichten werden kann. Die Quasi-
teilchenenergien werden wiederum mit Gl. 3.36 berechnet.
3.4.3 Berechnung der neuen Quasiteilchenamplituden
Während eine G0W0-Rechnung nach der Berechnung der Selbstenergie Σ abgeschlossen ist,
muss für das selbstkonsistente QP-scGW -Verfahren noch der Beitrag der Selbstenergie zum ef-
fektiven Hamiltonoperator berechnet werden. Wie von Schilfgaarde et al. beschrieben [18] wird
hierbei der hermitesche Teil der Selbstenergie benutzt, um eine neue Fockmatrix Fpq zu kon-
struieren.




Gl. 3.38 wurde, im Unterschied zu der G0W0-Methode, nur für reelle, einkomponentige Orbitale
implementiert [42]. Bei h handelt es sich um eine Matrix, welche die Einelektronenterme akku-
muliert. J und K beschreiben die Coulomb- sowie Austauschmatrix. Diese Terme sind identisch
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zur Hartree-Fock-Theorie [90]. Das Verfahren zur Lösung der QP-scGW -Gleichungen ist iden-
tisch mit dem von Kaplan et al. beschriebenen, weswegen hier auf die entsprechende Arbeit in
Ref. 91 verwiesen wird.
3.4.4 Beurteilung des Rechenaufwands für den zweikomponentigen spektralen
GW-Ansatz
Die zweikomponentige Variante des spektralen GW -Ansatzes für den generalisierten Fall wird
für nahezu alle Systeme vom Aufwand für die Diagonalisierung in Gl. 3.26 dominiert. Hierzu
muss eine komplexe, hermitesche Matrix der Größe 2 · (nocc× nnvirt) verarbeitet werden. Ver-
glichen mit Kramers-symmetrischen Systemen [88] ergibt sich durch die doppelte Dimension
der Hessematrix ein Faktor acht (23) als Mehraufwand. Verglichen mit dem einkomponenti-
gen spektralen GW -Ansatz ergibt sich für offenschalige (abgeschlossenschalige) Systeme da-
her ein Vorfaktor von 512 (2048). Für abgeschlossenschalige Systeme kann der Vorfaktor durch
Verwendung von Gl. 3.30 auf 256 gesenkt werden. Dieser massive Vorfaktor verhindert eine
breite Anwendung des zweikomponentigen spektralen GW -Ansatzes auf Moleküle mit mehr
als wenigen Atomen. In praktischen Anwendungen der zweikomponentigen GW -Methode, ins-
besondere wenn Spin-Bahn-Effekte berücksichtigt werden, steigen die genannten Vorfaktoren
noch weiter. Dies wird durch die erhöhten Anforderungen an die Flexibilität des Basissatzes
bedingt, welche zu einer steigenden Zahl an Basisfunktionen führt [92]. Hierdurch wird die Zahl
der virtuellen Spinoren nvirt in quasirelativistischen Rechnungen weiter erhöht.
22
3.5 Die RI-AC-GW und RI-CD-GW -Methoden: Der auxiliare Unterraumansatz
3.5 Die RI-AC-GW und RI-CD-GW-Methoden: Der auxiliare
Unterraumansatz
Das N6-Skalierungsverhalten des spektralen GW -Ansatzes verursacht einen mit der System-
größe schnell wachsenden Verbrauch an Ressourcen bezüglich Rechenzeit und Arbeitsspei-
cher. Speziell im zweikomponentigen spektralen GW -Ansatz kommt der hohe Vorfaktor von
256 oder mehr noch erschwerend hinzu, welcher Rechnungen an größeren Molekülen effek-
tiv verhindert. Es mussten daher im Rahmen dieser Arbeit Alternativen gefunden werden, um
komplexere Systeme betrachten zu können. Dazu wurden der Literatur zwei Ansätze entnom-
men und für die Verwendung von zweikomponentigen Spinoren erweitert. Bei dem ersten der
beiden Ansätze handelt es sich um das Verfahren der analytischen Fortsetzung (analytic conti-
nuation, AC) [93–95]. Dabei wird die Selbstenergie Σ für eine Reihe von imaginären Frequenzen
iω berechnet, und die so erhaltene Funktion mittels Padé-Approximanten auf die gewünschte
reelle Frequenz ω fortgesetzt. Dieses Verfahren wird im Folgenden als (RI-)AC-GW bezeich-
net. Das zweite Verfahren ist die Konturdeformation (contour deformation, CD) [96–99]. Dabei
wird die Selbstenergie Σ in zwei Teile aufgespalten, welche getrennt an der reellen Achse und
der imaginären Achse ausgewertet werden. So erreicht man eine weitestmögliche Vermeidung
von Polstellen bei der Berechnung von Σ. Dieses Verfahren wird im Folgenden als (RI-)CD-
GW bezeichnet. Die Besonderheiten der Implementierung dieser Verfahren im Programmpaket
TURBOMOLE und die Erweiterung auf zweikomponentige Referenzzustände zur Beschreibung
von Spin-Bahn-Effekten wird in den nächsten Unterkapiteln diskutiert.
3.5.1 Skalierungsverhalten der Terme G und W
Die Greensche Funktion G (Gl. 3.8) und der abgeschirmte Austausch W (Gl. 3.16) müssen für
eine schnelle Berechnung der Selbstenergie Σ effizient berechnet werden. Für die Greensche
Funktion ist das automatisch gegeben, der Aufwand zur Berechnung aller Elemente von G für






ergibt sich durch die Inversion der dielektrischen Matrix mit der Dimension (nocc× nvirt) ein
höherer Skalierungsfaktor von (n3occ× n3virt) ≈ N6, weswegen die Einführung einer niedriger
skalierenden Variante für die Berechnung von W bzw. ε−1 Priorität hat.
23
Die RI-AC-GW und RI-CD-GW -Methoden: Der auxiliare Unterraumansatz
3.5.2 Die dielektrische Funktion im auxiliarem Unterraum




wobei vpq,tu ein Coulomb-Integral beschreibt. χ0 ist die Antwortfunktion für nicht wechselwir-
kende Systeme bei einer gegebene Frequenz:
χ0(ω)ck,ck =( fk− fc)(εc− εk +ω + iη)−1 (3.41a)
χ0(ω)kc,kc =( fk− fc)(εc− εk−ω− iη)−1. (3.41b)
Da nur Systeme in denen die Besetzungszahlen f Werte von eins für besetzte und null für
virtuelle Spinoren annehmen betrachtet werden, ist χ0 nur für occ.-virt. Indexpaare (kc,ck)
verschieden von null und spannt daher einen Tensorraum der Größe (nocc×nvirt +nvirt×nocc)
auf. Zur Berechnung von W ist nun die Inversion der dielektrischen Funktion aus Gl. 3.40
erforderlich. Anstatt diese Inversion direkt durchzuführen, kann alternativ auch die Entwicklung
in einer Potenzreihe genutzt werden:
ε
−1 = 1+ vχ0 + vχ0vχ0.... (3.42)
Setzt man nun Gl. 3.42 in Gl. 3.39 ein, so erhält man (in Matrixschreibweise)
W = v+ vχ0v+ vχ0vχ0v... (3.43)
Der abgeschirmte Austausch wird hierbei als unendliche Reihe von Matrix-Matrix-













































Da jeder Term mit der komplex Konjugierten des 3-Index-Integrals RPpq beginnt, und mit dem
3-Index-Integral RQsr endet, kann man diese herausheben. Nach Rücktransformation (Gl. 3.42)
der unendlichen Summe in eine Inverse erhält man das Ergebnis aus Gl. 3.45. Der Term in
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der eckigen Klammer in Gl. 3.45 wird auch als dielektrische Matrix im auxiliaren Unterraum
bezeichnet. Sie ist nahe mit der dielektrischen Funktion in einer Produktbasis verwandt, welche
für Festkörperberechnungen benutzt wird [100]. Wird nun die Antwortfunktion χ0 aus Gl. 3.41































im auxiliarem Unterraum dar. Zur Auswertung von Gl. 3.45 und Gl. 3.46 ist nun lediglich die
Inversion einer Matrix der Dimension Naux notwendig, entsprechend einem Aufwand von N3aux.
Die Berechnung von ΠPQ ist mit einem N4-skalierenden Aufwand verbunden, und identisch zur
Berechnung der Matrix Q in den Arbeiten zur RI-dRPA-Energie von Furche [101] und Kühn [102].
Die RI-dRPA-Energie kann daher mit geringem zusätzlichen Aufwand als Nebenprodukt einer
GW -Rechnung im auxiliaren Subraumansatz erhalten werden. Durch Ausnutzung der Kramers-
Symmetrie (φiσ̃ φ∗aσ̃ = φaτ̃φ
∗
iτ̃ für σ̃ 6= τ̃ , siehe Kapitel 2.1.1) kann Gl. 3.47 für imaginäre Fre-






















erhalten. Bei ΠPQ in Gl. 3.48 und 3.49 handelt es sich folglich um reelle Größen, was zu erheb-
lichen Vorteilen in ihrer effizienten Berechnung führt. Für die auxiliare Antwortmatrix ΠPQ(ω)
ergeben sich folgende Eigenschaften:
• Für ω = 0 ist εPQ immer reell, symmetrisch positiv definit. Dies folgt aus der Tatsache,
dass der Zähler des linken Terms (+ω) in Gl. 3.47 die Konjugierte des rechten Terms
(−ω) darstellt.
• Für alle Frequenzen iω ist εPQ reell, symmetrisch positiv definit wenn RPpq reell ist oder
die Spinoren Kramers-Symmetrie besitzen [102].
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• Für alle Frequenzen ω ist εPQ reell und symmetrisch wenn RPpq reell ist oder die Spinoren
Kramers-Symmetrie besitzen.
3.5.3 Die GW-Selbstenergie im auxiliaren Unterraumansatz
Zur expliziten Berechnung der Selbstenergie Σ setzt man die erhaltenen Ausdrücke für G und





















εHOMO < εF < εLUMO (3.51)
wird dabei als zwischen HOMO und LUMO liegend angenommen. Die Beschränkung auf ima-
ginäre Frequenzen iω ist nicht zwingend erforderlich, bietet aber wesentliche Vorteile. Σ ist
für imaginäre Frequenzen eine stetige, komplex differenzierbare (holomorphe) Funktion von
ω , während für reelle Frequenzen ω viele Singularitäten in Gl. 3.50 auftreten. Die Integration
in Gl. 3.50 ist daher für imaginäre Frequenzen wesentlich einfacher durchzuführen, im Regel-
fall sind 30−120 Integrationspunkte bei einer Quadratur nach dem Gauß-Legendre-Verfahren
ausreichend. Für eine Integration im Realraum wie z.B. im Programmpaket BerkeleyGW im-
plementiert [103], müssen, trotz geschickter Trennung der Variablen, oft 104 - 105 Integrations-
punkte gewählt werden, um zufriedenstellende Ergebnisse zu erhalten.
Es ist wiederum vorteilhaft die Selbstenergie Σ, wie in Gl. 3.18 und Gl. 3.19 beschrieben, in
Korrelationsanteil ΣC und Austauschanteil ΣX zu zerlegen. Der reine Korrelationsanteil der




















erhalten. Gl. 3.52 besitzt gegenüber Gl. 3.50 den Vorteil, dass der frequenzabhängige Teil des
Integranden für Frequenzen {ω → ∞} gegen null geht. Weiters wird die RI-Näherung für
den ΣX-Term dadurch vermieden [95], dieser Beitrag wird stattdessen analytisch aus dem HF-
Austausch berechnet. Da die dielektrische Funktion 1−Π(iω) für imaginäre Frequenzen iω
positiv definit ist, kann die Auswertung von Gl. 3.52 für diese weiter beschleunigt werden. An-
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berechnet. Dieser Schritt entspricht der Bildung eines Skalarproduktes von einem Vektor mit
seiner komplex Konjugierten, und lässt sich auf modernen Prozessoren auch für große Mengen
an Daten sehr schnell berechnen.
3.5.4 Auswertung der Selbstenergie an reellen Frequenzen mittels
Padé-Approximanten: RI-AC-GW
Wie oben besprochen wird der Korrelationsteil der Selbstenergie ΣC für imaginäre Frequenzen
iω berechnet, da dies gewisse Vorteile, wie das Fehlen von Singularitäten, hat. Nichtsdestotrotz
wird die Selbstenergie ΣC für reelle Frequenzen ω , entsprechend der Quasiteilchenenergie des
Orbitals für welches sie berechnet wird, benötigt. Auf der imaginären Achse bildet die Selbst-
energie eine holomorphe Funktion, wodurch das Theorem für analytische Fortsetzung, wie von
Serene und Williams gezeigt [104], verwendet werden kann. Aus der Kenntnis der Funktion auf
der imaginären Achse wird durch Padé-Approximanten der Wert der Funktion auf der reel-
len Achse bestimmt. Dazu wird die Selbstenergie Σ(iω) an mehreren (in dieser Arbeit: 128)
imaginären Frequenzen berechnet, und ein Fit der Padé-Approximanten an diesen Frequenzen
durchgeführt [104]. Aus den erhaltenen Padé-Approximanten wird die Selbstenergie dann an der
benötigten (reellen) Frequenz ΣC(ω,εF) ausgewertet.
〈p|ΣC(iω,εF)|p〉
Padé, imag. Achse−−−−−−−−−−→ 〈p|ΣC(ω,εF)|p〉 (3.55)
Um die Abhängigkeit der Selbstenergie vom gewählten Fermi-Niveau zu entfernen, wird
ΣC(ω,εF) für eine Serie von Fermi-Niveaus, welche sich zwischen HOMO und LUMO
befinden, berechnet. Da Gl. 3.54 hierzu nicht erneut ausgewertet muss nimmt dies kaum
Rechenzeit in Anspruch. Anschließend werden wiederum Padé-Approximanten an die reellen
Fermi-Niveaus gefittet, und die Selbstenergie für das Orbital am Punkt ΣC(ω,ω) ausgewertet.
〈p|ΣC(ω,εF)|p〉
Padé, reelle Achse−−−−−−−−−−→ 〈p|ΣC(ω,ω)|p〉 (3.56)
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Durch dieses Verfahren wird der Fehler der RI-AC-GW -Methode auf weniger als 1meV ge-
senkt.
3.5.5 Auswertung der Selbstenergie an reellen Frequenzen mittels
Konturdeformation: RI-CD-GW
Eine Alternative zur analytischen Fortsetzung bietet die Methode der Konturdeformation. Da-
bei wird die Selbstenergie direkt an den entsprechenden reellen Frequenzen ω , welche sich
üblicherweise an den Orbital-/Quasiteilchenenergien befinden, berechnet. Golze et al. wiesen
darauf hin, dass die analytische Fortsetzung für Rumpforbitale deutliche Abweichungen von
der spektralen GW -Lösung zeigt [99]. Die Konturdeformationsmethode für GW [96,105,106] liefert
in diesen Fällen deutlich bessere Ergebnisse. Wie in der Literatur beschrieben [96,98,99,105,106]













W C(x,x′, iω ′)G(x,x′,ω + iω ′)dω ′,
=RC(ω)+ IC(ω)
(3.57)








aufgeteilt wird. Der Korrelationsanteil des abgeschirmten Austauschs
W C(x,x′,ω ′) =W (x,x′,ω)− v(x,x′), (3.58)
wird analog zu Gl. 3.19 durch Subtraktion des Coulombterms erhalten. Folgt man nun Überle-
gungen analog zu denen von Golze et al. [99], so kann der entsprechende Anteil des Konturinte-
grals an der reellen Achse über den Residuensatz als
RCp(ω) =∑
m
fmW Cpm(|εm−ω|+ iη) (3.59)
erhalten werden. fm ist der Beitrag des m-ten Residuums,
fm =

+1 für εF < εm < ε
QP
p
+12 für εF < εm = ε
QP
p
−12 für εm = ε
QP
p < εF




welcher nur dann von null verschieden ist, wenn die Energie des Orbitals m zwischen der Fre-





















erhalten, vgl. Gl. 3.50. Gl. 3.61 wird unter Berücksichtigung der Fälle 3.60 gelöst. Der Spe-
zialfall ω = εm wurde in der Literatur bisher nicht behandelt und besitzt im Falle von evGW
besondere Bedeutung, da er dort in jeder Iteration auftritt. Durch die Ausnutzung der rein reellen
Form der Antwortmatrix ΠPQ in Gl. 3.48 und Gl. 3.49 ist die Implementierung der hier vorge-
stellten Varianten für generalisierte komplexe Spinore nur für Kramers-symmtrische Systeme
gültig. Im Falle reeller Orbitale ergeben sich keine weiteren Einschränkungen, geschlossen- wie
auch offenschalige Systeme können behandelt werden.
3.5.6 Technische Details und Skalierungsverhalten der RI-AC-G0W0- und
RI-CD-G0W0-Implementierung
Gl. 3.52 (RI-AC-GW ), Gl. 3.59 sowie Gl. 3.61 (RI-CD-GW ) wurden in das Programmpaket
TURBOMOLE implementiert. Um das Integral in Gl. 3.52 oder Gl. 3.61 auszuwerten, werden
die Stützpunkte ω ′ als Punkte auf einem Gauß-Legendre-Gitter gewählt, und die Funktion wird
numerisch integriert. In RI-AC-GW wird dieses Prozedere für alle imaginären Frequenzen iω
wiederholt, welche ebenfalls auf einem Gauß-Legendre-Gitter verteilt sind. Letzteres wird iden-
tisch zum Gitter für die imaginären Frequenzen iω ′ gewählt. Diese Option bildet den Standard
in TURBOMOLE, und wird als dual-grid-Ansatz bezeichnet. In RI-CD-GW wird die Integrati-
on über imaginäre Frequenzen für alle zu berechnenden Orbitale εp ausgeführt, anschließend
erfolgt die Auswertung der reellen Residuen mittels Gl. 3.59. Die Anzahl der zu berechnenden
Residuen hängt dabei von der Quasiteilchenenergie ab. Für alle Orbitale, welche eine Energie
zwischen der Quasiteilchenenergie und dem Fermi-Niveau besitzen, muss ein Residuum be-
rechnet werden (siehe Gl. 3.60). Für das HOMO/LUMO ist das zumeist ein Residuum. Für
das Orbital tiefster Energie entspricht die Zahl der Residuen der Zahl von nicht redundanten,
besetzten Spinoren des Systems. Für Kramers-symmetrische Systeme müssen hierzu also 12Nel.
Residuen berechnet werden. Der numerische Paramater iη wird in beiden auxiliaren Subraum-
varianten strikt gegen null geführt. Der Programmablauf einer RI-AC-GW Rechnung ist im
Folgenden kurz beschrieben.
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Berechnung des Integrals über die imaginäre Achse:
1. Input und Spezifizierung der Orbitale p, für welche die GW -Quasiteilchenenergien be-
rechnet werden sollen.
2. Berechnung der 3-Index-Integrale RPck und R
P
pm. Der Index c läuft dabei über alle virtuel-
len, k über alle besetzten Orbitale.
3. Schleife über alle Gitterpunkte ω ′:
a) Berechnung der Antwortmatrix im auxiliaren Unterraum ΠPQ.
b) Berechnung der inversen Dielektrizitätsmatrix ε−1PQ .
c) Cholesky-Faktorisierung von ε−1PQ .
d) Transformation der Integrale RQpm mit den inversen Cholesky-Faktoren.
e) Schleife über alle imaginären Frequenzen ω ′:
i. Auswertung des Funktionswerts Gl. 3.52 am Punkt (ω−ω ′) und Multiplikation
mit dem Gewicht des zugehörigen Gauß-Legendre-Stützpunkts ω ′.
f) Ende der Schleife über alle imaginären Frequenzen ω ′.
4. Ende der Schleife über alle Gitterpunkte ω ′.
5. Nur RI-AC-GW : Fit der Padé-Approximanten und Auswertung der Selbstenergie Σ auf
der reellen Achse.
Diese Schritte werden ebenfalls im Zuge einer RI-CD-GW Rechnung durchgeführt. Im An-
schluss daran müssen hier jedoch noch die reellen Residuen R(ω) berechnet werden.
Berechnung des Integrals über die reelle Achse:
1. Schleife über alle zu berechnenden Residuen R(ω):
a) Schleife über alle Spinoren p mit ω < εp < εF:
i. Berechnung der Antwortmatrix im auxiliaren
Unterraum ΠPQ.
ii. Berechnung der inversen Dielektrizitätsmatrix ε−1PQ .
iii. Berechnung von W Cpm und Addition zu R(ω).
b) Ende der Schleife über alle Gitterpunkte ω ′.
2. Ende der Schleife über alle zu berechnenden Residuen R(ω).
Zeitbestimmend ist hierbei die Berechnung der Antwortmatrix im auxiliaren Unterraum ΠPQ,
welche mit ngrid · (nocc× nvirt× n2aux) ≈ N4 skaliert. In einer RI-AC-G0W0 wird ΠPQ einmal
pro Integrationspunkt berechnet. Eine RI-AC-G0W0-Rechnung ist daher in etwa so kosteninten-
siv wie eine RI-dRPA-Rechnung [101], welche den gleichen zeitbestimmenden Schritt besitzt.
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Die benötigte Rechenzeit für eine RI-CD-GW Rechnung hängt vom Orbital ab, dessen Quasi-
teilchenenergie berechnet werden soll. Für HOMO und LUMO sind die Kosten äquivalent zu
denen von RI-AC-GW , da für diese die Berechnung des Integrals I(ω) entlang der imaginären
Achse in Gl. 3.61 zeitbestimmend ist. Für ein Rumpforbital kann jedoch der Term für R(ω) in
Gl. 3.59 zeitbestimmend werden, welcher mit nocc · (nocc× nvirt× n2aux) ≈ N5 skaliert, da die
entsprechende Anzahl an Residuen berechnet werden muss. Vergleicht man den Mehraufwand
für eine zweikomponentige GW -Rechnung mit dem einer einkomponentigen GW -Rechnung
für den auxiliaren Unterraumansatz, so ist der erhaltene Vorfaktor weniger gravierend als noch
im Falle des spektralen GW -Ansatzes. Die Zahl der zweikomponentigen besetzten und virtu-
ellen Spinoren verdoppelt sich im Vergleich zu den einkomponentigen Orbitalen, wodurch ein
Vorfaktor von vier erhalten wird. Des Weiteren sind Spinoren im Unterschied zu Orbitalen kom-
plex, wodurch ein weiterer Faktor vier für alle möglichen Kombinationen aus Real- und Imagi-
närteil hinzukommt. Im hier genutzten Kramers-symmetrischen Fall trägt nur der resultierende
Realteil bei, wodurch dieser Faktor auf zwei reduziert wird. Insgesamt ergibt sich daher für den
zweikomponentigen auxiliaren Unterraumansatz ein Vorfaktor von acht. Die beiden auxiliaren
Unterraumansätze erlauben daher relativistische Rechnungen an Systemen mit hunderten Ato-
men. Um die Skalierung zu validieren wurden die Rechenzeiten von den Cadmiumclustern Cd4
bis Cd16 gemessen. Die Strukturen wurden dabei direkt den Arbeiten von Kohaut und Spring-
borg entnommen [107], haben aber keinen direkten Einfluss auf die Rechenzeit. Es wurde eine
PBE/def2-TZVP-Referenz [27,108,109] gewählt, jedes zusätzliche Cadmiumatom steuert 40 Ba-
sisfunktionen, 143 Auxiliarbasisfunktionen sowie 20 aktive Elektronen bei. Die verbleibenden
28 Elektronen pro Cadmiumatom werden durch ein Rumpfpotential vom Typ ECP-28MDF [110]
modelliert, und beeinflussen die Rechenzeit daher nicht.
Abb. 3.2 zeigt die Entwicklung der Rechenzeit aufgetragen gegen die vierte Potenz der Anzahl
der Cadmiumatome. Die aus einem Fit der Datenpunkte erhaltenen Geraden zeigen für die
einkomponentige als auch die zweikomponentige Version die postulierte N4-Skalierung nahezu
ideal.
3.5.7 Validierung der RI-AC-G0W0- und RI-CD-G0W0-Methoden für den
GW27-Testsatz
Zur Validierung der Implementierung der RI-AC-G0W0- und RI-CD-G0W0-Varianten wurde der
GW27-Testsatz von van Setten, Evers und Weigend [25] verwendet. Da sich RI-AC-G0W0 und
G0W0 nur in der Korrelationsselbstenergie ΣC unterscheiden, während Austauschbeitrag ΣX so-
wie XC-Beitrag vXC identisch sind, ist eine Betrachtung von ersterem alleine sinnvoll. Tab. A.2
im Anhang listet die berechneten Werte für ΣC HOMO und LUMO der 27 Testmoleküle, wel-
che mittels Linearisierung berechnet wurden, auf. Der RI-AC-G0W0-Ansatz ist in der Lage alle
berechneten Werte für ΣC auf ca. 1meV zu reproduzieren, wobei die größte Abweichung von
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Auswertung der Selbstenergie an reellen Frequenzen mittels Konturdeformation
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Abb. 3.2: Skalierungsverhalten der RI-AC-G0W0@PBE/def2-TZVP-Methode für Cd-Cluster mit 4 bis 16 Ato-
men. Vier Prozessoren vom Typ Intel Xeon E5-2687W wurden für alle Berechnungen verwendet.
1.6meV für das LUMO des Caesiumdimers gefunden wird, welches eine sehr kleine HOMO-
LUMO-Lücke besitzt. Die Terme in Gl. 3.59 und Gl. 3.61 für RI-CD-G0W0 besitzen offensicht-
lich Singularitäten an der Position der Orbitalenergien. Diese heben sich theoretisch gegensei-
tig auf, die finite numerische Präzision eines Rechners verursacht hierbei jedoch erhöhte Feh-
ler. Daher sollte die Quasiteilchengleichung (Gl. 3.36) für RI-CD-G0W0 iterativ gelöst werden.
Vergleicht man die iterativen Lösungen, so werden für 24 der 27 Testmoleküle aus dem GW27-
Testsatz Fehler kleiner als 1meV gefunden. Für LiH, Au2 und Au4 findet man hingegen größere
Abweichungen. Bei LiH sind diese auf das Vorhandensein einer Singularität nahe der Lösung
der Quasiteilchengleichung des HOMO zurückzuführen. Für das LUMO von LiH ist die Über-
einstimmung beider Methoden jedoch sehr gut. Für Au2 und Au4 gelangt die iterative Lösung
jedoch zu unterschiedlichen Ergebnissen, verursacht durch das Vorhandensein mehrerer Lösun-
gen für die jeweilige Quasiteilchengleichung. In Abb. 3.3 ist die Selbstenergie des HOMOs
des Gold-Dimers (Au2) als Funktion der Frequenz ω aufgetragen, wobei jeder Schnittpunkt
der Funktion ω− ε−ΣX +V XC mit der Selbstenergie eine Lösung der Quasiteilchengleichung
darstellt. Die vertikale blaue Linie in Abb. 3.3 entspricht der mittels RI-CD-G0W0 gefundenen
Lösung, welche sich korrekt am Punkt einer der möglichen Lösungen befindet. Eine iterative
Lösung der Quasiteilchenenergien im spektralen G0W0-Ansatz ist hingegen erfolglos, erst die
graphische Lösung führt hier zu den korrekten Ergebnissen.
Vergleicht man den Fehler aus dem Unterraumansatz mit dem Fehler der Methode, welcher von
Krause, Harding und Klopper mittels CCSD(T)/def2-TZVPP-Referenzrechnungen auf durch-
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Abb. 3.3: Schwarze Linie: Selbstenergie ΣC des HOMOs von Au2 als Funktion der Frequenz ω . Rote Linie: (ω−
ε −ΣX +V XC), Schnittpunkte dieser Funktion mit der Selbstenergie stellen graphische Lösungen der
Quasiteilchenenergie dar. Blaue Linie: Mit RI-CD-G0W0 erhaltene Quasiteilchenenergie bei -8.980eV.
Grüne Linie: PBE-Orbitalenergie bei -6.328 eV.
schnittlich 250meV [111] bestimmt wurde, so kann man die Fehler der RI-AC-G0W0- und RI-
CD-G0W0-Methoden für Valenzorbitale vernachlässigen.
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4 Die zweikomponentige GW-BSE-Methode
4.1 Die GW-BSE-Methode: Eine Übersicht
Die Bethe-Salpeter-Gleichung (Bethe-Salpeter equation, BSE) wird in Kombination mit den
Quasiteilchenenergien aus der GW -Methode als Alternative zur zeitabhängigen Dichtefunktio-
naltheorie (TD-DFT) oder zur zeitabhängigen Hartree-Fock-Theorie (TD-HF) genutzt, um An-
regungsenergien in einem System zu beschreiben. Die GW -BSE genannte Methode basiert da-
bei, ebenso wie die GW -Methode, auf Greenschen Funktionen. Während die TD-DFT-Theorie
Schwächen bei der Beschreibung von Charge-Transfer-Übergängen aufweist [112], besitzt die
GW -BSE-Methode ein asymptotisch korrektes Verhalten. Der Beitrag des abgeschirmten Aus-
tauschs fällt korrekt mit 1/r ab, wobei r die relative Entfernung zwischen den Teilchen ist.
Charge-Transfer-Übergänge werden in der GW -BSE-Methode daher formal richtig beschrie-
ben. Nichtsdestotrotz ist die TD-DFT-Theorie ein etabliertes Werkzeug in der Quantenchemie.
Durch die Ähnlichkeit des bei beiden Methoden auftretenden Eigenwertproblems soll daher
auch die zweikomponentige TD-DFT-Implementierung für Hybridfunktionale in diesem Kapi-
tel besprochen werden. Letztere wurde im Zuge dieser Arbeit, zusammen mit der zweikompo-
nentigen GW -BSE-Methode, in das Programmpaket TURBOMOLE implementiert.
Wie bereits in Kap. 3 wird bei der Formulierung und Implementierung der BSE auf einen mög-
lichst allgemeinen Formalismus Wert gelegt. Dadurch wird eine Behandlung von generalisierten
zweikomponentigen (komplexwertigen) Referenzen möglich. Dies erlaubt die Behandlung re-
lativistischer Effekte (insbesondere der Spin-Bahn-Kopplung), aber auch jene von Systemen in
starken externen Feldern, wie z.B. permanenten Magnetfeldern.
4.1.1 Die Bethe-Salpeter-Gleichung in der Quantenchemie
Die in den Grundlagen bereits vorgestellte BSE (siehe Kap. 2.2) ist ein 4-Index-Objekt, wel-
ches nur mit hohem Rechenaufwand zugänglich ist. Ausgehend von der GW -Näherung für die











den Ausdruck für den Bethe-Salpeter-Kernel Ξ. Vernachlässigt man nun die Ableitung des ab-
geschirmten Austauschs W nach der Greenschen Funktion G [35], iG(∂W/∂G) = 0, so erhält
man für den BSE-Kernel die Näherung ∂Σ/∂G = iW [35] und folglich:
Ξ(1,2,3,4) = v(1,2,3,4)−W (1,2,3,4). (4.2)
Die oben getroffene Näherung entspricht dabei der Vernachlässung der Änderungen in der
Abschirmung für den angeregten Zustand. Nimmt man einen nicht frequenzabhängigen BSE-
Kernel an, so können mittels einer Fouriertransformation die expliziten Matrixelemente der
Bethe-Salpeter-Gleichung erhalten werden [35,113–117]. Der in der statischen Näherung erhaltene
abgeschirmte Austausch W
W (1,2,3,4) =W (x1,x2,x3,x4)δ (t1, t3)δ (t2, t4)δ (t1, t2), (4.3)
ist nun äquivalent zum abgeschirmten Austausch W aus Gl. 3.39 und Gl. 3.45 bei einer Frequenz
von ω = 0, und stellt daher einen Spezialfall dar. Wie in Kap. 3.5.2 ersichtlich, ist Wpq,rs(ω = 0)
in jedem Fall hermitesch, was insbesondere für generalisierte Spinoren ohne weitere Symmetrie
von Vorteil ist.
4.1.2 Die generalisierte zweikomponentige GW-BSE-Methode
Während für molekulare Systeme zweikomponentigen Spinoren innerhalb der TD-DFT- und
TD-HF-Theorie gut etabliert sind [86,87,118–122], wurden diese für die GW -BSE-Methode bisher
noch nicht erforscht. Bei zweikomponentigen GW -BSE-Rechnungen ergeben sich zwei grund-
legende Probleme, welche gelöst werden mussten um eine Methode zu erhalten, welche auch
abseits von kleinen Testsystemen zuverlässig funktioniert:
1. Zur Berechnung der Anregungsenergien mittels der GW -BSE-Methode müssen die
kleinsten, positiven Eigenwerte eines verallgemeinerten hermiteschen Eigenwertpro-
blems mit derselben Struktur wie in Gl. 4.4 gefunden werden. Eine Transformation
zu einem äquivalenten Problem halbierter Dimension, wie für reelle Orbitale [123],
ist mit komplexen Spinoren im generalisierten Fall nicht möglich. Daher musste ein
Algorithmus entwickelt werden, welcher effizient die niedrigsten positiven Eigenwerte
des Problems findet. Letztere stellen interne Eigenwerte dar (es existieren sowohl größere
als auch kleinere Eigenwerte), welche wesentlich schwieriger zu extrahieren sind als
externe Eigenwerte am Rand des Eigenwertspektrums. Ein geeigneter Algorithmus,
basierend auf dem Jacobi-Davidson-Algorithmus [124], wurde im Rahmen dieser Arbeit
entwickelt. Siehe hierzu Kap. 4.1.3 und 4.2.
2. Sowohl die TD-DFT-Theorie als auch die GW -BSE-Methode zeigen große Schwächen
bei der Beschreibung von Triplett-Zuständen [40–42,125]. Diese sind im Vergleich zum Ex-
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periment oder CC3-Anregungsrechnungen oft zu niedrigerer Energie verschoben. Da
bei zweikomponentigen Anregungsrechnungen immer alle Triplett-Komponenten ent-
halten sind, und diese nicht mehr separat betrachtet werden können, ergeben sich hier-
durch Probleme. Ebenso sind in zweikomponentigen Berechnungen gerade die Triplett-
Anregungen interessant, da diese durch Spin-Bahn-Effekte ein von null verschiedenes
Übergangsdipolmoment besitzen können. Durch das Spinverbot sind diese Übergänge in
nicht/skalar-relativistischen Anregungsrechnungen nicht zu beobachten. Zur Lösung die-
ses Problems wird die korrelationsaugmentierte Bethe-Salpeter-Gleichung (correlation
augmented BSE, cBSE) vorgeschlagen, mit welcher sich große Fortschritte bei der Be-
trachtung auch elektronisch komplexer System ergeben. Für eine ausführliche Diskussion
hierzu wird auf Kap. 4.4 verwiesen.
4.1.3 Analyse des verallgemeinerten hermiteschen Eigenwertproblems
Zur Berechnung der quasirelativistischen Anregungsenergien mittels der GW -BSE- oder TD-
DFT-Methode müssen die niedrigsten positiven Eigenwerte des folgenden verallgemeinerten


















i )δi jδab + vai, jb−W
QP
ab,i j(ω = 0) (4.5a)
BBSEai,b j =vai,b j−W
QP
a j,ib(ω = 0), (4.5b)
wobei W dem abgeschirmten Austausch aus Gl. 3.45 bei der Frequenz ω = 0 entspricht. Die
Beschränkung auf eine Frequenz von ω = 0 wird dabei als static screened exchange, statisch ab-
geschirmter Austausch, bezeichnet [113]. Dies ist in etwa gleichzusetzen mit der, in der TD-DFT-
Theorie verwendeten, adiabatischen Näherung, welche den XC-Kernel als frequenzunabhängig
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Algorithmus zur Berechnung einiger Eigenwerte eines verallgemeinerten Eigenwertproblems
wobei f X,C den Austausch- (X) bzw. Korrelations-Kernel (C) beschreibt, K den Hartree-
Fock-Austausch. cHF ist der Anteil an Hartree-Fock-Austausch im Funktional. TD-HF bildet
den Extremfall mit cHF = 1 und f C = 0. Da die linke Seite in Gl. 4.4 für den Grundzustand
hermitesch positiv definit ist, könnte auch hier alternativ das transformierte hermitesche
Standardeigenwertproblem aus Gl. 3.26 gelöst werden. Allerdings ist die hierzu notwendige
Cholesky-Faktorisierung nur für Systeme mit wenigen Atomen sinnvoll, da der Rechenaufwand
mit (nocc× nvirt)3 ≈ N6 skaliert. Eine Transformation zum hermiteschen Standardeigenwert-
problem wird damit effektiv verhindert, sofern man eine Behandlung von realen Systemen in
Erwägung zieht. Eine Transformation mit der Inversen der rechten Seite führt hingegen direkt


















Des Weiteren zerstört letztere Umformung nicht nur die Hermitezität, sondern auch die intrinsi-
sche Zeitumkehrsymmetrie von Gl. 4.4. Dies hat schwerwiegende numerische Konsequenzen
für die Lösung von Gl. 4.7. Die darauf basierenden Algorithmen divergieren oft schon für kleine
Systeme, da interne Eigenwerte schwer zu lokalisieren sind. Außerdem werden, durch numeri-
schen Ungenauigkeiten, artifizielle Zustände sehr kleiner Energie erzeugt, da die Orthogonalität
der Eigenvektoren für nichthermitesche Matrizen nicht mehr gegeben ist. Gefundene Lösungen
sind nichtsdestotrotz korrekt. Ein neuer Algorithmus der Gl. 4.4 direkt löst ist daher einem Al-
gorithmus, welcher von Gl. 4.7 ausgeht jedenfalls vorzuziehen. Wegen der besprochenen Kosten
einer Transformation in ein hermitesches Standardeigenwertproblem muss Gl. 4.4 dennoch als
verallgemeinertes, nicht-hermitesches Eigenwertproblem gelöst werden, wobei die Struktur des
Problems jedoch, im Gegensatz zu Gl. 4.7, erhalten bleibt. Obwohl auf einen verallgemeinerten,
nicht-hermiteschen Algorithmus zurückgegriffen wird sind alle erhaltenen Eigenwerte reell, so-
lange die Hessematrix positiv definit ist. Dies folgt aus der Äquivalenz des verallgemeinerten
hermiteschen Eigenwertproblems in Gl. 4.4 mit dem hermiteschen Standardeigenwertproblem
aus Gl. 3.26.
4.2 Algorithmus zur Berechnung einiger Eigenwerte eines
verallgemeinerten Eigenwertproblems mit Zeitumkehrsymmetrie
Sollen die niedrigsten Eigenwerte von Gl. 4.4 effizient bestimmt werden, so ist es vorteilhaft,
wie ursprünglich von Davidson für symmetrische (reelle) Matrizen vorgeschlagen [128], Matrix-
Vektor-Produkte der Hessematrix mit Testvektoren zu bilden. Mithilfe des von den Matrix-
Vektor-Produkten und Testvektoren ausfgespannten Unterraums wird die Konvergenz des Test-
vektors zum eigentlichen Eigenvektor geprüft. Ist der Testvektor nicht zum Eigenvektor kon-
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vergiert, so wird ein Korrekturvektor konstruiert, und von diesem erneut das Matrix-Vektor-
Produkt berechnet. Dies wird bis zur Konvergenz der Test- und Korrekturvektoren zum eigent-
lichen Eigenvektor wiederholt. Das Verfahren wurde von Sleijpen und van der Vorst verbes-
sert [124], welche die orthogonale Jacobi-Korrektur einführten. Im Gegensatz zum ursprüngli-
chen Davidson-Algorithmus wird diese Methode optimal wenn die Korrektur zum Testvektor
exakt berechnet wird, während der Davidson-Algorithmus dann divergiert [124]. Auch benötigt
der Davidson-Algorithmus diagonaldominante Matrizen, die Jacobi-Davidson-Variante hinge-
gen ist nicht darauf angewiesen.
Bereits Olsen et al. [129] schlugen 1988 ein Verfahren vor, welches Gl. 4.4 direkt lösen sollte.
Dieses war für reelle Orbitale bestimmt, und benötigt pro zu bestimmender Anregung zwei Test-
vektoren: Den eigentlichen Vektor und seinen zeitumkehrsymmetrischen Partner. Der Olsen-
Algorithmus fand daher nach den Arbeiten von Bauernschmitt und Ahlrichs [31], Furche [11]
und Stratman et al. [32], welche für reelle Systeme ebenfalls mit einem Vektor auskommen
sowie die Dimension des Problems halbieren, nur wenig Anwendung in TD-DFT- und TD-
HF-Implementierungen. Jedoch muss die große Allgemeinheit des Olsen-Algorithmus erwähnt
werden, da dieser für jedes reelle, verallgemeinerte symmetrische Eigenwertproblem mit Zeit-
umkehrsymmetrie benutzt werden kann.
Der nun hier vorgeschlagene Algorithmus erweitert den Olsen-Algorithmus um die Möglich-
keit, auch komplexe Matrizen zu behandeln. Des Weiteren entfernt er die Notwendigkeit des
zeitumkehrsymmetrischen Partners. Wie der Algorithmus von Olsen et al., aber im Gegensatz
zu denen in Ref. 11, Ref. 31 und Ref. 32, ist er nicht auf die simple Struktur der rechten Seite
von Gl. 4.4 angewiesen. Diese vereinfacht aber die Bildung des entsprechenden Matrix-Vektor-
Produkts. Das allgemeine Vorgehen für den vorgeschlagenen Algorithmus zur Berechnung eini-
ger weniger Anregungsenergien eines komplexen, nicht-hermiteschen Eigenwertproblems mit
Zeitumkehrsymmetrie soll im Folgenden kurz erörtert werden.
39
Algorithmus zur Berechnung einiger Eigenwerte eines verallgemeinerten Eigenwertproblems
1. Festlegen der Anzahl der zu berechnenden Anregungen k.
2. Für i = 1 . . .k: Für k zu berechnende Eigenvektoren werden Startvektoren vi generiert.
Diese sind üblicherweise Einheitsvektoren, mit einer eins an der Position der kleinsten
verbleibendenden Orbitalenenergiedifferenz (εa− εi) in Matrix C.
3. n = k
4. m = n
5. Schleife: solange n > 0:
6. Für i = 1 . . .n: Berechne das Matrix-Vektor-Produkt wAm−n+i = Cvm−n+i für alle neuen
Testvektoren, wobei
C=





7. Für i = 1 . . .n: Berechne das Matrix-Vektor-Produkt wBi = Dvi (trivial) für alle neuen





8. Bilde die Testmatrizen MA und MB (Gl. 4.10) des repräsentativen Unterraums (Dimensi-
on: m×m). W A stellt eine Matrix bestehend aus den Vektoren wA dar. W B ist entsprechend
eine Matrix bestehend aus den Vektoren wB und V eine Matrix bestehend aus den Vekto-
ren v. Die Vektoren bilden die Spalten der jeweiligen Matrix.
MA =(W A)†V (4.10a)
MB =(W B)†V (4.10b)
9. Berechne die verallgemeinerten Eigenwerte {αm,βm} und die korrespondierenden ver-
allgemeinerten Eigenvektoren sm der m×m Matrizen MA und MB. Dies kann z.B. mit
der LAPACK-Routine [130] ZGGEV erfolgen. Die n Eigenpaare mit den niedrigsten Ei-







10. Für i = 1 . . .k: Berechne die Residuumsvektoren ri mittels
ri = βW Asi−αDV si. (4.11)
11. Für i = 1 . . .n: wenn ||ri||< tol.: n = n−1 ist der zugehörige Testvektor zum Eigenvektor
konvergiert, der verbleibende Fehler im gesuchten Eigenwert ist kleiner als die gewählte
Toleranz (z.B. 10−6).
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12. Für i = 1 . . .n: Für alle nicht konvergierten Testvektoren vm+i werden neue Testvektoren
aus den Residuumsvektoren mittels einer diagonalen Vorkonditionierung erhalten [124].






13. Für i = 1 . . .n: Die neuen Testvektoren vm+i werden gegen die alten Testvektoren ortho-
normalisiert. Hierzu wird eine Orthonormalisierung nach dem Gram-Schmidt-Verfahren
benutzt.
14. m = m + n; Erhöhung der Dimension des Testraums.
15. Ende der Schleife (bei n = 0, alle Testvektoren konvergiert).
16. Die Anregungsenergien für den i-ten konvergierten Eigenvektor werden erhalten als αi
βi
.
Zur Berechnung von Eigenschaften muss der Eigenvektor wie folgt normalisiert werden:
X†X−Y †Y = 1. (4.13)
Der limitierende Schritt ist dabei die Berechnung der Matrix-Vektor-Produkte wA in Schritt 6,
und benötigt zumeist 95% oder mehr der gesamten Rechenzeit.
4.2.1 Prüfung der positiven Definitheit der Hessematrix
Wie in Kap. 4.1.3 beschrieben, garantiert die positive Definitheit der Hessematrix reelle Anre-
gungsenergien. Für den elektronischen Grundzustand ist das immer der Fall [46,123,131]. Die po-
sitive Definitheit bildet somit, wie von Thouless für Hartree-Fock [46,131] und von Bauernschmitt
und Ahlrichs für DFT [123] gezeigt, das Stabilitätskriterum der Wellenfunktion. Die niedrigsten
Eigenwerte der komplexen, hermiteschen Hessematrix können mit einer kleinen Modifikation
des Algorithmus aus Kap. 4.2 erhalten werden. Dazu wird Schritt 9 durch folgenden Schritt
ersetzt:
MAsi = αisi. (4.14)
Die Diagonalisierung der Testmatrix kann hierbei mit einer Routine, welche für hermitesche
Matrizen ausgelegt ist, z.B. ZHEEV, durchgeführt werden. β wird im restlichen Algorithmus
auf 1 gesetzt; D wird formal zur Einheitsmatrix.
Wird ein negativer Eigenwert gefunden so kann dies mehrere Gründe haben:
• Der SCF-Process ist zu einem angeregten Zustand konvergiert.
• Der SCF-Prozess ist nicht konvergiert (eventueller Sattelpunkt, oder Konvergenzkriterien
nicht strikt genug).
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• Die Grundzustandswellenfunktion besitzt mehr Freiheitsgrade als im SCF-Prozess
erlaubt, z.B. wurde Kramers-Symmetrie erzwungen, obwohl die Grundzustandswellen-
funktion diese nicht erfüllt.
4.3 Die auftretenden Matrix-Vektor-Produkte für die zweikomponentigen
BSE- und TD-DFT-Verfahren













stellt für den Algorithmus aus Kap. 4.2 den wichtigsten und zeitintensivsten Schritt dar. Da
die Dimension der Matrizen A und B aus Gl. 4.4 schnell mit der Systemgröße wächst, wird
es vermieden diese explizit zu berechnen. Stattdessen werden die Matrix-Vektor-Produkte on-
the-fly, also genau dann wenn benötigt, berechnet und sofort weiterverarbeitet. Grundlegend
kann dies auf zwei Arten erfolgen: In der Atomorbitalbasis (AO-Basis) und in der Spinorbasis.
Letztere wird für den Fall reeller Orbitale auch als Molekülorbitalbasis (MO-Basis) bezeichnet.
Im Zuge der Arbeit hat sich herausgestellt, dass die Berechnung der Terme aus den Gl. 4.5 und
4.6 nicht immer in der gleichen Basis am effizientesten ist.
Tab. 4.1: Effiziente Verfügbarkeit der Terme aus den Gl. 4.5 und 4.6 in AO-/MO-/Spinorbasis.
Basis/Term J RI-J K RI-K RI-W fXC
AO X X X - - X
MO - - - X X -
Spinor - X - X X -
Die konventionell berechneten Coulombterme (J), Austauschterme (K) und der XC-Kernel fXC
werden in der AO-Basis berechnet, ebenso der Coulombterm in RI-Näherung (RI-J) [132]. Dies
hat den Vorteil, dass alle dabei auftretenden Integrale in der AO-Basis, solange die Basis reell
ist, ebenfalls reell sind. Außerdem sind die konventionellen Terme J und K in der AO-Basis oft
dünn besetzt, und durch ein als screening bezeichnetes Verfahren müssen viele Integrale erst
gar nicht berechnet werden, da ihr Beitrag zum Matrix-Vektor-Produkt verschwindend klein
ist. Die hohe Anzahl der 4-Index-Integrale ist im Allgemeinen prohibitiv für eine Speicherung
dieser. Die konventionellen Integrale müssen daher in jeder Iteration neu berechnet werden.
Da die berechneten Matrix-Vektor-Produkte (Unai,V
n
ai)
T immer in der MO-/Spinorbasis benötigt
werden, kommt beim AO-Algorithmus auch eine Transformation AO → MO/Spinor → AO
hinzu, welche allerdings keinen relevanten Anteil an der Gesamtrechenzeit hat. Für die RI-K-
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und RI-W -Terme ist hingegen eine Auswertung in der MO-/Spinorbasis effizienter. Die dabei
auftretenden 3-Index-Integrale können oft im Speicher gehalten werden, sie müssen daher in
der MO-/Spinorbasis nur einmal berechnet werden.
4.3.1 Matrix-Vektor-Produkte in der AO-Basis
Um die Matrix-Vektor-Produkte in der AO-Basis zu bilden wird erst der Testvektor (Ub j,Vb j)T
mittels der Spinorkoeffizienten C von der Spinorbasis in die AO-Basis transformiert, dann mit
den entsprechenden Integralen in der AO-Basis kontrahiert, und anschließend wieder in die
Spinorbasis rücktransformiert. In diesem Kapitel werden die Kramers-Indizes {τ̃, σ̃ ∈ α̃, β̃}
explizit angeführt, was durch die gleichzeitig auftretenden Terme in der AO- sowie Spinorbasis
notwendig wird.
Transformation von der Spinor- in die AO-Basis
Für die generalisierten zweikomponentigen BSE- und TD-DFT-Verfahren können, im Gegen-
satz zu den Arbeiten von Wang et al. [86], sowie von Kühn und Weigend [87,133], keine Line-
arkombinationen der Orbitalrotationsmatrizen gebildet werden. Daher ergibt sich die doppel-
te Anzahl an zu transformierenden Vektoren. Durch Kontraktion mit den Orbitalkoeffizienten
werden die Testvektoren von der Spinor- in die AO-Basis transformiert. Die Testvektoren in der
AO-Basis, welche an sich unsymmetrisch sind, werden dann aus Gründen der Effizienz in ihre
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τ̃ ′∗
λ , jσ̃ ′C
σ̃ ′
κ,bτ̃ ′), (4.17)
wobei + den symmetrischen, − den antisymmetrischen Anteil ergibt. Die Vektoren Xbτ̃ ′ jσ̃ ′ und
Ybτ̃ ′ jσ̃ ′ sind außerdem komplex, sodass jeweils Real- und Imaginärteil transformiert werden
müssen:
X sym,Re
σ̃ ′τ̃ ′ ;X
sym,Im
σ̃ ′τ̃ ′ ;X
anti,Re
σ̃ ′τ̃ ′ ;X
anti,Im
σ̃ ′τ̃ ′ . (4.18)
Insgesamt ergeben sich daher pro Vektor in der Spinorbasis je 16 Vektoren in der AO-Basis.
Wenn man beachtet, dass für alle Kombinationen von σ̃ ′τ̃ ′ ∈ {α̃α̃, α̃β̃ , β̃ α̃, β̃ β̃} die Vektoren
Xbτ̃ ′ jσ̃ ′ und Ybτ̃ ′ jσ̃ ′ transformiert werden müssen, erhält man je Anregung insgesamt 32 Vektoren
in der AO-Basis. Falls der Austauschterm K nicht in der AO-Basis berechnet werden soll (z.B.
RI-K oder RI-W ) so kann man auf eine Transformation der antisymmetrischen Teile verzichten,
sodass nur noch 16 Vektoren pro Anregung in der AO-Basis benötigt werden.
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Kontraktion der AO-Vektoren mit dem Coulombterm und dem XC-Kernel
Diese Terme sind nahezu identisch mit den schon geleisteten Vorarbeiten von Kühn und Wei-
gend [87,89], und werden hier nur der Vollständigkeit halber wiedergegeben. Der wesentliche
Unterschied besteht in der doppelten Anzahl der Vektoren die kontrahiert werden müssen, so-
wie dem Fehlen des Vorfaktors von zwei im Vergleich zu den genannten Arbeiten. Dieser Vor-
faktor wird durch das Bilden von Linearkombinationen zur Halbierung der Dimension von Gl.
4.4 erforderlich, und fehlt hier naturgemäß. Der Coulombterm sowie die aus dem XC-Kernel
hervorgehenden Terme sind symmetrisch, daher tragen nur symmetrische Vektoren bei. Die
Produkte der antisymmetrischen Vektoren werden nicht berücksichtigt. Für den Coulombterm
ergibt sich somit (vgl. Gl. 3.27 in Ref. 89)
U σ̃ τ̃,Jµν ,n = ∑
κσ̃ ′λ τ̃ ′
(µν |κλ )δσ̃ τ̃δσ̃ ′τ̃ ′X
σ̃ ′τ̃ ′,sym
κλ ,n (4.19)
V σ̃ τ̃,Jµν ,n = ∑
κσ̃ ′λ τ̃ ′
(µν |κλ )δσ̃ τ̃δσ̃ ′τ̃ ′Y
σ̃ ′τ̃ ′,sym
κλ ,n , (4.20)
und für den XC-Term damit (vgl. Gl. 3.28 in Ref. 89)
U σ̃ τ̃,XCµν ,n = ∑
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wobei cHF für den Anteil an Hartree-Fock-Austausch im Hybridfunktional steht. Die Terme
Rµνκλ und Sµνκλ sind in den Gl. 3.6 und Gl. 3.10 in Ref. 89 definiert. Die Integrale Rµνκλ sind
dabei die zweiten Ableitungen des XC-Funktionals nach der Gesamtdichte [89]
Rµνκλ = (µν | f XC,sy|κλ ), (4.23)
und die Integrale Sµνκλ
Sµνκλ = (µν | f XC,as|κλ ), (4.24)
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stellen die zweiten Ableitung des XC-Funktionals nach der nichtkollinearen Spindichte dar [89].
Letztere wurden nur für Kramers-symmetrische Systeme implementiert, daher gilt diese Be-
schränkung im Programmpaket TURBOMOLE auch für Hybridfunktionale.
Kontraktion der AO-Vektoren mit dem Austauschterm
Der Austauschterm ist unsymmetrisch, daher trägt er zu symmetrischen als auch antisymme-
trischem Vektoren bei. Alle 32 Vektoren in der AO-Basis müssen daher mit diesem kontrahiert
werden.
U σ̃ τ̃,K, sym/antiµν ,n =
1
2 ∑
κσ̃ ′λ τ̃ ′
[
± (µλ |νκ)− (µκ|νλ )
]
δσ̃ σ̃ ′δτ̃ τ̃ ′X
σ̃ ′τ̃ ′,sym/anti
κλ ,n (4.25)
V σ̃ τ̃,K, sym/antiµν ,n =
1
2 ∑
κσ̃ ′λ τ̃ ′
[
± (µλ |νκ)− (µκ|νλ )
]
δσ̃ σ̃ ′δτ̃ τ̃ ′Y
σ̃ ′τ̃ ′,sym/anti
κλ ,n (4.26)
+ ergibt wiederum den symmetrischen, − den antisymmetrischen Anteil.
Rücktransformation von der AO- in die Spinorbasis
Die Rücktransformation des Coulomb-, XC- und Austauschbeitrags erfolgt in einem Schritt,
daher werden erst die akkumulierten symmetrischen und antisymmetrischen Testvektoren in
der AO-Basis gebildet:










Bei der Rücktransformation von U σ̃ τ̃
µν ,k und V
σ̃ τ̃
µν ,k von der AO-Basis in die Spinorbasis (Uaτ̃iσ̃
und Vaτ̃iσ̃ ) muss nun beachtet werden, dass U σ̃ τ̃µν ,k zu Vaτ̃iσ̃ beiträgt et vice versa. Daher wird
jeder AO-Vektor zwei mal rücktransformiert, was verglichen mit den vorangegangen Kontrak-
tionen der Vektoren mit Coulomb-, Austausch- sowie XC-Termen jedoch kaum Rechenzeit be-
ansprucht. Die explizite Rücktransformation ist gegeben durch:
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Anschließend wird die Summe aus dem symmetrischem und antisymmetrischen Beitrag gebil-






4.3.2 Matrix-Vektor-Produkte in der Spinorbasis
Im Unterschied zur Berechnung der Matrix-Vektor-Produkte in der AO-Basis entfällt hier die
Transformation der Testvektoren komplett, diese können direkt verwendet werden. Allerdings
müssen daher alle benötigten Integrale in der Spinorbasis vorliegen, womit dieses Vorgehen,
wegen des mit der Systemgröße mit N5 skalierenden Rechenaufwands der AO→ MO/Spinor-
Transformation, für konventionelle 4-Index-Integralen ungeeignet ist. Der Aufwand für die Be-
rechnung der 4-Index-Integrale in der AO-Basis, wie in Kap. 4.3.1 beschrieben, wächst hin-
gegen nur mit N4, und wäre daher in jedem Fall vorzuziehen. In der RI-Näherung sinkt der
Aufwand jedoch ebenfalls auf N4, solange die explizite Berechnung von 4-Index-Integralen
vermieden wird.
Kontraktion der MO/Spinor-Vektoren mit dem Coulombterm
Das Coulombintegral (aτ̃iσ̃| jσ̃ ′bτ̃ ′) kann in der RI-Näherung, wie in Gl. 3.24 beschrieben, als
Summe aus 3-Index-Integralen dargestellt werden. Setzt man Gl. 3.24 nun in Gl. 4.5 oder Gl.
4.6 für den Coulombterm ein, so erhält man nach Evaluierung von Gl. 4.15





bτ̃ ′ jσ̃ ′
RSbτ̃ ′ jσ̃ ′Xbτ̃ ′ jσ̃ ′,n + ∑
bτ̃ ′ jσ̃ ′
RS∗bτ̃ ′ jσ̃ ′Ybτ̃ ′ jσ̃ ′,n
]
(4.32)





bτ̃ ′ jσ̃ ′
RS∗bτ̃ ′ jσ̃ ′Xbτ̃ ′ jσ̃ ′,n + ∑
bτ̃ ′ jσ̃ ′
RSbτ̃ ′ jσ̃ ′Ybτ̃ ′ jσ̃ ′,n
]
. (4.33)
Durch eine Änderung der Reihenfolge der Summationen vermeidet man die explizite Berech-
nung von 4-Index-Objekten, und verringert daher das Skalierungsverhalten des Coulombterms
in Gl. 4.32 und Gl. 4.33 von N5 auf N3.
Kontraktion der MO/Spinor-Vektoren mit austauschartigen Termen
Für die austauschartigen Terme (W in Gl. 4.5 und K in Gl. 4.6) ist die Umordnung der Sum-
mationen nicht so schnell ersichtlich wie für den Coulombterm. Man verfährt wie für den Cou-
lombterm, indem man erst die RI-Näherung, mit den entsprechend abgeänderten Indizes, aus
Gl. 3.24 in Gl. 4.5 oder Gl. 4.6 einsetzt, und nur die Austauschterme betrachtet. Beim Auswerten
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RSiσ̃bτ̃ ′Ybτ̃ ′ jσ̃ ′,n
(4.34)









RS∗iσ̃bτ̃ ′Xbτ̃ ′ jσ̃ ′,n,
(4.35)
wobei R̃ sich unterscheidet, je nachdem ob Hartree-Fock-Austausch oder abgeschirmter Aus-




mn, für K (HF)
∑Q ε
−1
SQ (ω = 0)R
Q
mn, für W (BSE)
(4.36)
Im Fall der BSE wird das 3-Index-Integral R mit der dielektrischen Matrix (Gl. 3.46) in ihrer
Unterraumdarstellung kontrahiert, was typischerweise zu Beginn der BSE-Anregungsrechnung
einmalig durchgeführt wird. Das erhaltene Intermediat R̃ wird dann auf der Festplatte gespei-
chert, und wenn benötigt eingelesen. Bei der Berechnung von Gl. 4.34 und 4.35 ist darauf zu
achten, dass insbesondere das Intermediat R̃Saτ̃bτ̃ ′ sehr groß werden kann (z.B.:∼400 GB für den
[PdCl(IMes)(S-Phoz)]-Komplex in Kap. 7.2.2). Da viele Rechenknoten nicht über diese Menge
an Arbeitsspeicher verfügen, werden Gl. 4.34 und Gl. 4.35 in Blöcke aufgeteilt. Die Blockgröße
wird dynamisch an den auf der Maschine tatsächlich zur Verfügung stehenden Arbeitsspeicher
angepasst. Die Summation über den Index bτ̃ ′ bietet sich hierzu an und wird daher geblockt
ausgeführt.
4.3.3 Finalisierung der Testvektoren
Da einige Anteile (Coulomb C, fXC) in der AO-Basis, andere (HF-Austausch RI-K, abgeschirm-
ter Austausch RI-W ) wiederum in der MO/Spinorbasis berechnet werden, müssen die Anteile
am Ende der Iteration noch kombiniert werden. Dabei wird zusätzlich noch die Orbitalenergie-
differenz zum Testvektor addiert:
wAn = (Uaτ̃iσ̃ ,n,Vaτ̃iσ̃ ,n)






Der so erhaltene Testvektor wA (siehe Gl. 4.15) ist nun vollständig. Er kann verwendet werden,
um bei dem in Kap. 4.2 beschriebenen Algorithmus bei Schritt 8 fortzufahren.
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4.4 Die korrelationsaugmentierte Bethe-Salpeter-Gleichung
Eine große Schwäche der GW -BSE-Methode sind die oftmals zu niedrigen Anregungsenergi-
en, welche für Triplett-Übergänge erhalten werden [40–42,125]. Auch für TD-DFT stellen diese
Triplett-Übergänge ein Problem dar, deren Anregungsenergien sind meist ebenfalls zu niedrig.
Die Möglichkeiten zur Beseitigung dieser Schwäche, wie das Anwenden der Tamm-Dancoff-
Näherung oder der Verwendung von genügend Hartree-Fock-Austausch, haben ebenfalls un-
erwünschte Auswirkungen. Die Singulett-Übergänge werden meist um denselben Betrag ver-
schlechtert, um den Triplett-Übergänge verbessert wurden. Eine getrennte Behandlung von
Singulett- und Triplett-Übergängen, wie im abgeschlossenschaligen Fall für einkomponenti-
ge Rechnungen, ist ebenfalls nicht möglich, da eine zweikomponentige Rechnung immer alle
Triplett-Übergänge beinhaltet. Da zweikomponentige Rechnungen (welche Spin-Bahn-Effekte
beinhalten) oft genutzt werden, um auch spinverbotene Übergange zu beschreiben, stellt die
Schwäche der BSE- und TD-DFT-Methode für genau diese Übergänge ein signifikantes Pro-
blem dar. Daher wäre eine konsistente Lösung, welche Singulett- und Triplett-Übergänge glei-
chermaßen zuverlässig beschreibt von Vorteil. Der Fokus wird daher auf die Konstruktion ei-
nes entsprechenden Austausch-Korrelations-Kernels (XC-Kernel) gelegt, welcher diese Eigen-
schaften besitzt. Die Konstruktion eines XC-Kernels aus der BSE ist in der Physik gut be-
kannt [35,113,115], allerdings wurde dabei der Fokus auf die Verminderung des Rechenaufwands
der BSE gelegt, indem man auf das einfacher zu lösende TD-DFT-Matrixeigenwertproblem
projezierte. Die Konstruktion eines BSE/DFT-Hybriden fand dabei nicht statt. Stattdessen stel-
len diese Arbeiten die Grundlage der GW -BSE-Methode dar, wie sie heute in der Quanten-
chemie zunehmend Verwendung findet. In dieser Arbeit wird der Gedanke der Konstruktion
eines XC-Kernels weiter gefasst, denn durch die Ähnlichkeit des Matrixeigenwertproblems
der BSE (Gl. 4.4 bzw. 4.5) mit dem der TD-DFT (Gl. 4.6) ist ein BSE/DFT-Hybridverfahren
leicht zu implementieren. Die Idee der korrelationsaugmentierten Bethe-Salpeter-Gleichung
(correlation-augmented BSE, cBSE) ist es, mithilfe des Austausch-Korrelations-Kernels des
DFT-Funktionals sowie der BSE einen möglichst optimalen XC-Kernel zu konstruieren. Im
Folgenden werden kurz die Argumente, welche zur korrelationsaugmentierten BSE führen, er-
örtert:
• Im asymptotischen Limit entspricht die Anregungsenergie eines Charge-Transfer-
Übergangs der Differenz zwischen der benötigten Energie zur Entfernung eines
Elektrons im Loch-(hole)-Orbital und der Energie, die bei der Addition des Elektrons
zum Teilchen-(particle)-Orbital anfällt. Aufgrund der kleinen Überlappung dieser
beiden Orbitale bei Charge-Transfer-Übergängen kann man in guter Näherung an-
nehmen, dass diese nicht miteinander wechselwirken und nur vom Molekularfeld
(mean-field) ihrer Umgebung abgeschirmt werden. Dies entspricht der Differenz der
GW -Quasiteilchenenergien dieser Orbitale.
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• Bereits die G0W0-Methode verlässt sich darauf, dass der aus den Kohn-Sham-
Orbitalen konstruierte abgeschirmte Austausch W nahe an dem exakten W , welcher
bei voller Selbstkonsistenz der Hedin-Gleichungen erhalten wird, ist. Daher wird
W KS = (1− vχKS0 )−1v als gute Näherung für den Austauschbeitrag des zu konstruieren-
den XC-Kernels angenommen.
• Die verbesserten Ergebnisse der Triplett-Anregungen bei Nutzung der Tamm-Dancoff-
Näherung in der BSE deuten darauf hin, dass der angeregte Zustand schlecht mit
dem Grundzustand korreliert ist. Die Korrelation wird durch den B-Term in Gl. 4.4
beschrieben. In der skalarrelativistischen BSE hebt sich der Coulomb-Beitrag für
Triplett-Anregungen vollständig auf, der abgeschirmte Austausch Wai,b j ist der einzig
verbleibende Beitrag zu diesem Term. Die Kopplung von A über B führt dabei zu einer zu
starken Abschirmung, und daher zu niedrigen Anregungsenergien. Der Korrelationsbei-
trag des XC-Kernels f Cai,b j wird dabei als gute Ergänzung zum austauschartigen Beitrag
W KSai,b j angenommen.















Löst man Gl. 4.4 mit den in Gl. 4.38 definierten Ausdrücken für A und B, so erhält man die
zugehörigen Anregungsenergien der korrelationsaugmentierten BSE.
Es soll jedoch erwähnt werden, dass, vorausgesetzt man kennt das exakte Funktional der DFT
und den exakten Ausdruck für den Vertex in den Hedin-Gleichungen, es nicht möglich ist einen
solchen exakten BSE/DFT-Hybriden zu konstruieren [35]. Es konnte aber von Savin, Umrigar
und Gonze gezeigt werden, dass die Quasiteilchen-Amplituden und die exakten Kohn-Sham-
Orbitale dieselben Gleichungen bis zu einer Ordnung von 1/r4 erfüllen [134]. Im Allgemeinen
sind die aus der GW -Methode erhaltenen Quasiteilchenenergien gute Näherungen an die exak-
ten Quasiteilchenenergien, während die Kohn-Sham-Orbitalenergien aus approximierten Funk-
tionalen keine besonders guten Näherungen an die exakten Kohn-Sham-Orbitalenergien sind.
Daher wird die Anregungsenergie in nullter Ordnung durch (εQPa − εQPi ) wesentlich besser be-
schrieben als durch (εKSa − εKSi ), solange das exakte Kohn-Sham-Potential nicht bekannt ist.
Der Term W aus Gl. 4.38 fällt außerdem mit 1/r ab, in Übereinstimmung mit dem exakten
XC-Kernel, während approximierte XC-Kernel wesentlich schneller abfallen [134]. Dies ist we-
sentlich für die korrekte Beschreibung der Charge-Transfer-Übergänge in Molekülen. Der feh-
lenden Exaktheit von cBSE steht, verglichen mit Standardfunktionalen aus der KS-DFT, eine
in der Theorie bessere Näherung zum exakten Ergebnis gegenüber. Auch müssen für cBSE
keine weiteren Parameter eingeführt werden, was die Methode wesentlich von anderen An-
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sätzen aus der Dichtefunktionaltheorie, wie der Coulomb-Dämpfung (e.g. CAM-B3LYP) [135]
oder reichweitenkorrigierten Funktionalen (e.g. LC-ωPBE08 [136], ωB97 [137]), welche ähnliche
Ziele haben, unterscheidet.
4.5 Einschränkungen des implementierten TD-DFT-Algorithmus
Die Implementierung der zweikomponentigen TD-DFT-Methode unterliegt, im Gegensatz zur
BSE-Implementierung, einer wesentlichen Einschränkung: die Spindichte s(x) der Referenz-
wellenfunktion muss null sein. Letzteres ist alleine durch das Fehlen der entsprechenden Ab-
leitungen im XC-Kernel von TURBOMOLE bedingt. Weitere Näherungen sind nicht erforder-
lich, daher ergeben sich Unterschiede zu den zweikomponentigen TD-DFT-Implementierungen
von Wang und Ziegler [86,138], Peng, Zou und Liu [139] und auch zu der von Kühn und Wei-
gend in TURBOMOLE [87]. Diese beschränken sich auf reine Dichtefunktionale (ohne Hartree-
Fock-Austausch) und auf Kramers-symmetrische Systeme. Letzteres erzwingt die Bedingung
s(x)→ 0 automatisch. Um das Problem aus Gl. 4.7 in ein hermitesches Standardproblem hal-
bierter Dimension umzuwandeln, wird dieselbe Transformation, welche von Bauernschmitt und
Ahlrichs [31] für reelle Orbitale benutzt wurde,
(A−B)1/2(A+B)(A−B)1/2(X +Y ) = ω2(X +Y ) (4.39)
auf die komplexen Spinoren angewandt. Während die Matrix (A−B) im Fall reeller Orbitale ei-
ne Diagonalmatrix, mit den Orbitalenergieunterschieden auf den Diagonalelementen, ist, bleibt
im zweikomponentigen Kramers-symmetrischen Fall ein Restterm auf den Nebendiagonalele-
menten. Dieser besteht aus den zeitumkehrantisymmetrischen Termen des XC-Kernels [86], und
wird in allen genannten Arbeiten vernachlässigt, um das hermitesche Standardeigenwertpro-
blem aus Gl. 4.39 zu erhalten. Dieses hat den Vorteil, dass es direkt mit dem gut erprobten
Davidson-Algorithmus [128] gelöst werden kann. Aus der Vernachlässigung der zeitumkehranti-
symmetrischen Terme ergeben sich für reine Dichtefunktionale außerdem nur kleine Fehler [86].
Eine Umformung von Gl. 4.4 zu Gl. 4.39 wird allerdings durch das Fehlen von Kramers-
Symmetrie oder jeden Austauschterm (W und K) effektiv verhindert. Der in Kap. 4.2 vorge-
stellte Algorithmus unterliegt diesen Einschränkungen nicht, da er direkt das verallgemeinerte
Eigenwertproblem aus Gl. 4.4 bearbeitet. Mit reinen Dichtefunktionalen werden daher die for-
mal korrekten Ergebnisse erhalten, welche unterschiedlich zu denen aus den oben genannten
Implementierungen sind. Allerdings verdoppelt sich der Rechenaufwand um den Faktor zwei.
Die Beschränkung der Spindichte s(x) auf null kann für den hier vorgestellten Algorithmus
durch eine simple Implementierung der entsprechenden spindichteabhängigen Terme aus Ref.
122 aufgehoben werden.
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RPA
5.1 Die Korrelationsenergie in der RPA
Die Korrelationsenergie in der in der RPA ist eine Möglichkeit, Korrelationsenergien für belie-

















in der RPA ist wohlbekannt [11,15,140–143], weshalb auf eine genauere Diskussion an dieser Stelle
verzichtet wird. χ0 bezeichnet in Gl. 5.1 dabei die Antwortfunktion für nicht wechselwirkende
Teilchen, und wurde bereits in Gl. 3.41 definiert. χλ ist die Antwortfunktion bei der skalierten
Wechselwirkungsstärke, λ , welche über die Dyson-Gleichung
χλ (ω) = χ0(ω)+χ0(v+Ξλ (ω))χλ (ω) (5.2)
definiert ist. Ξ entspricht dabei einem beliebigen, frequenzabhängigen Austausch-Korrelations-













wobei die Orbitalrotationsmatrizen A und B hier generell definiert werden sollen:






Bai,b j =vλai,b j +Ξ
λ
a j,ib. (5.4c)
A′ ist eine hermitesche Matrix, während B eine komplex symmetrische Matrix darstellt. A und
B sind daher auch für den Fall Ξ = 0 nur für reelle Orbitale identisch, nicht jedoch für genera-
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lisierte komplexe Spinoren. Nach der Integration über alle Frequenzen ω in Gl. 5.1 erhält man
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wobei Xλ und Y λ die Eigenvektoren der Inversen in Gl. 5.3 sind, welche ebenfalls die
Normierungsbedingung in Gl. 3.28 erfüllen. P ist der Polarisationspropagator, welcher von
der der Kopplungsstärke λ abhängt. K ist der von der Kopplungsstärke unabhängige Interakti-
onskernel. Der Zusammenhang zwischen der GW -Methode und der RPA-Korrelationsenergie











































5.2 Wahl des Austausch-Korrelations-Kernels
Die Wahl des Austausch-Korrelations-Kernels Ξ bestimmt die grundlegenden Eigenschaften
sowie die Leistungsfähigkeit einer RPA-Variante. Betrachtet man Gl. 5.5 so erkennt man, dass
für den Interaktionskernel K und den Polarisationspropagator Pλ unterschiedliche XC-Kernel
verwenden werden können. Sogar die Variation von Ξ in den einzelnen Matrizen A′ und B ist
möglich. Die Rechtfertigung hierzu stammt aus diagrammatischen Betrachtungen [16]. Daher
werden die Varianten nach der Wahl von Ξ für die Matrizen K und Pλ in drei Untergruppen
aufgeteilt:
1. Ξ(K) = Ξ(P).
2. Ξ(P) = 0; ohne Austausch in P.
3. Ξ(K) = 0; ohne Austausch in K.
Da die Anzahl der RPA-Varianten mit den Möglichkeiten zur Wahl von K und P schnell wächst,
werden die in dieser Arbeit benutzen Varianten und Synonyme in Tab. 5.1 aufgelistet und in








5.2 Wahl des Austausch-Korrelations-Kernels
Tab. 5.1: Auflistung der in dieser Arbeit genutzten RPA-Varianten und Angabe des zugehörigen Austausch-
Korrelations-Kernels Ξ. v entspricht hierbei HF-Austausch; w dem abgeschirmten Austausch aus der
BSE.
K Pλ
Methode A′ B A′ B′
Ξ(K) = Ξ(P)
dRPA 0 0 0 0
RPAx-II v v v v
BSE-II w w w w
Ξ(K) = 0
RPAx 0 0 v v
BSE 0 0 w w
RPAsX 0 0 0 w
XBS 0 0 wλ wλ
XBSsX 0 0 0 wλ
Ξ(P) = 0
dRPA-IIsX 0 v 0 0
AC-SOSEX v v 0 0
AC-SOSEXsX 0 v 0 0
AC-IOSEX w w 0 0
AC-IOSEXsX 0 w 0 0








Tabelle 5.1 ist keineswegs vollständig, vielmehr gibt diese einen Überblick über die wichtigs-
ten RPA-Varianten, welche in der Literatur und in dieser Arbeit verwendet werden. Ebenso ist
nicht jede Variante für jedes System nutzbar, da eine Berechnung der RPA-Energie effektiv
verhindert wird, wenn P nicht positiv definit ist. Wie von McLachlan und Ball gezeigt [144],
ist die Existenz von χ an diese Bedingung geknüpft. Letzteres Kriterium ist für Systeme mit
positiver HOMO-LUMO-Lücke für die Wahl von Ξ = 0 immer erfüllt, da die Coulombmatrix
positiv semidefinit ist. Diese Methoden, allen voran dRPA und AC-SOSEX, sind daher in der
Literatur öfters anzutreffen als die meisten anderen RPA-Varianten. Ist die positive Definitheit
von P nicht gegeben, so spricht man von einer Instabilität. Die RPA-Variante ist dann für das
System instabil. Das Stabilitätskriterium von Thouless [46,131] garantiert auch die Stabilität von
RPAx und RPAx-II für eine HF-Referenz, nicht allerdings für KS-Referenzen. Für letztere wird
häufig schon für einfachste Systeme keine Lösung erhalten [145].
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5.2.1 Gleicher XC-Kernel Ξ für K und P
Die offensichtlichste Wahl ist die Nutzung des gleichen XC-Kernel Ξ für beide Matrizen. Die















für die Korrelationsenergie [144,146]. ω+ entspricht dabei allen positiven Anregungsenergien,
welche sich aus dem Eigenwertproblem in Gl. 5.3 ergeben. Die Korrelationsenergie für die-
se Methoden kann als Differenz zwischen den (korrelierten) Anregungsenergien der zeitab-
hängigen Hartree (TDH, dRPA), zeitabhängigen Hartree-Fock (TD-HF, RPAx-II), sowie der
Bethe-Salpeter-Gleichung (BSE, BSE-II) und den jeweiligen unkorrelierten Anregungsenergi-
en aus der Tamm-Dancoff-Näherung [147,148] (TDA), bei welcher B = 0 gesetzt wird, aufgefasst
werden. Bei dRPA, mit
(AdRPA
λ
)′ai,b j =λ (ai, jb) (5.10a)
(BdRPA
λ
)ai,b j =λ (ai,b j), (5.10b)
handelt es sich um die verbreiteste Variante dieses Typs. Sie ist verwandt zur in Kap. 3 vor-
gestellten GW -Methode. Dies kann gezeigt werden, indem man Gl. 3.11 und 3.14 in Gl. 5.1
einsetzt, und beide Integrationen analytisch durchführt [142]. Für den Fall Ξ = 0 erhält man die




Tr(vP)+Tr(ln(1− vP)) = 1
2
Tr(vGG)+Tr(ln(1− vGG)) (5.11)
dann als Funktion von Greenschen Funktionen. Wang konnte zeigen, dass die Ableitung der






der GW -Methode ist [149]. RPAx-II beinhaltet Hartree-Fock-Austausch in P und K
(ĀRPAx-II
λ
)′ai,b j =λ (ai, jb)−λvab,i j (5.13a)
(B̄RPAx-II
λ
)ai,b j =λ (ai,b j)−λva j,ib, (5.13b)
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und ist seit den 1960er Jahren bekannt [144]. Wegen der Instabilität für Kohn-Sham-Referenzen
besitzt sie, als post-KS-Methode, keine praktische Relevanz. Für BSE-II, in welchem der abge-
schirmte Austausch w verwendet wird,
( ¯̄ABSE-II
λ
)′ai,b j =λ (ai, jb)−λwab,i j (5.14a)
( ¯̄BBSE-II
λ
)ai,b j =λ (ai,b j)−λwa j,ib (5.14b)
gilt ebenfalls, dass die Stabilität des Verfahrens nicht garantiert werden kann.
5.2.2 Austausch im XC-Kernel Ξ für den Polarisationspropagator P
Die Varianten RPAx bzw. BSE erhält man, indem die antisymmetrisierten Integrale von Gl.
5.13 bzw. Gl. 5.14 für P verwendet werden. Für K werden jedoch nicht antisymmetrisierte (Gl.
5.10) Integrale verwendet. Diese Varianten sind allerdings, wie ihre oben genannten Verwandten
RPAx-II und BSE-II, oft instabil, da die Instabiltät aus dem Polarisationspropagator hervorgeht.
Sie finden deswegen nur beschränkte Anwendung. Maggio und Kresse konnten zeigen, dass
die Instabilität ihre Ursache in den Loch-Teilchen-Diagrammen der A-Matrix hat [43]. Die In-
stabilität kann vermieden werden, wenn diese nicht antisymmetrisiert wird. Letzteres führt zu
einer Vernachlässung dieser Diagramme, da die reinen Coulombterme keinerlei Wechselwir-




)′ai,b j =λ (ai| jb) (5.15a)
( ¯̄BRPAsX
λ
)ai,b j =λ (ai|b j)−λwa j,ib (5.15b)
sind daher eine Kombination von dRPA(A) und BSE-II( ¯̄B). In den BSE- und RPAsX-Varianten
wird das Integral w direkt mit der Kopplungsstärke skaliert. Wenn man die Beziehung w = ε−1v
beachtet, erkennt man, dass formal die Kopplungsstärke bereits in das abgeschirmte Austausch-
integrals w einfließen muss. Das korrekte, von der Kopplungsstärke abhängige abgeschirmte
Austauschintegral, wλ , wird durch das Ersetzen von v in Gl. 3.45 mit λv erhalten. Die formal
korrekten abgeschirmten Austauschintegrale w bei einer Kopplungsstärke λ erhält man folglich
als
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Die daraus folgende RPA-Korrelationsenergie
(ÃXBS
λ
)′ai,b j =λ (ai| jb)−λwλab,i j (5.18a)
(B̃XBS
λ
)ai,b j =λ (ai|b j)−λwλa j,ib (5.18b)
wird als eXtended-Bethe-Salpeter (XBS)-Variante bezeichnet. Die XBSsX genannte Variante
wird dann, äquivalent zur RPAsX-Variante, durch Vernachlässigung des Terms ωλ in Ã von Gl.
5.18 erhalten. Durch die Wahl von identischen XC-Kernels in K und P gehen beide Varianten,
XBS und BSE, korrekt in der Plasmonformel für BSE-II auf.
5.2.3 Austausch im XC-Kernel Ξ für den Interaktionskernel K
Durch die sich ergebenden Stabilitätsprobleme für den Fall von Ξ 6= 0 im Polarisationspropaga-
tor P hat es sich bewährt, diesen in der dRPA-Näherung zu berechnen und antisymmetrisierte
Integrale im Interaktionskernel K einzuführen. Da der Polarisationspropagator in der dRPA-
Variante immer stabil ist, besitzen diese Varianten folglich keinerlei Stabilitätsprobleme. Im
einfachsten Fall wird der Kernel K um den Hartree-Fock-Austausch erweitert, was zur second-







Durch die antisymmetrisierten Integrale besitzt AC-SOSEX keinen Selbstwechselwirkungsfeh-
ler. Ein Teilchen erzeugt daher mit sich selbst keine Korrelationsenergie, ERPAC = 0 für Systeme
mit einem Elektron. Die AC-SOSEX genannte Variante ist äquivalent zur dRPA-IIa-Variante,
welche in Gl. 59 in Ref. 151 aufgeführt wird.
Angelehnt an Gl. 5.18 kann der abgeschirmte Austausch w mit K̃ = ¯̄K ebenfalls zur Berechnung






Tr(K̃Pλ )dλ . (5.20)
Dieses Vorgehen führt zum AC-IOSEX-(infinite order screened exchange)-Ansatz. Die sX ge-
nannten Varianten werden, in Analogie zu den RPAsX- und XBSsX-Varianten, durch Vernach-
lässigung des Austauschterms in der A-Matrix erhalten.
5.3 Analogien zur Ring-Coupled-Cluster-Theorie
Scuseria et al. konnten für reelle Orbitale zeigen [143], dass die RPA zu Ring-Coupled-Cluster
(rCCD), bei welchem alle Leiterdiagramme in der CCD-Theorie vernachlässigt werden, äqui-
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valent ist. Krause und Klopper [152] konnten diese Äquivalenz auch auf den zweikomponentige
Fall mit komplexen Spinoren übertragen. Sie erhielten hierfür die Amplitudengleichung
B∗+A∗T +TA+T BT = 0, (5.21)
wobei die Amplituden T direkt mit den Lösungen des RPA-Eigenwertproblems über
T = Y X−1 (5.22)
verknüpft sind. Die rCCD-Amplitude T ist komplex symmetrisch [143,153], und existiert falls die
Hessematrix mit dem zugehörigen XC-Kernel Ξ positiv definit ist [143]. Die RPA Korrelations-











erhalten. Trotz der Ähnlichkeit von Gl. 5.23 zur Kopplungsstärkenintegration soll die rechte
Seite in der Gl. 5.23 zeigen, dass die Äquivalenz alleine zur Plasmonformel gilt. Auf diesem
Weg können daher nur die in Kap. 5.2.1 diskutierten Fälle, in denen der XC-Kernel Ξ für K und
P identisch ist, erhalten werden. Entsprechend zeigen die in Kap. 5.2.2 und 5.2.3 besprochenen
Varianten Unterschiede, falls sie mittels Coupled-Cluster-Theorie berechnet werden. Insbeson-









Tr(B̃T ) = Tr( ¯̄BT ) (5.25)
sollen hierbei erwähnt werden, da sie im Zuge dieser Arbeit untersucht wurden.
5.4 Technische Details und Implementierung
Die Plasmonformel in Gl. 5.9, die Kopplungsstärkenintegration in Gl. 5.6 sowie die Berech-
nung von rCCD-Amplituden mittels Gl. 5.22 und die entsprechende Energieberechnung nach
Gl. 5.23 wurden in das Programmpaket TURBOMOLE implementiert. Die Eigenvektoren und
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erhalten. Dieses hat den Vorteil, dass es auch gelöst werden kann, wenn die Hessematrix nicht
positiv definit ist. Da es sich hierbei um eine proof-of-principle-Implementierung handelt, wur-
de die allgemeine Lösbarkeit einer effizienteren, hermiteschen Variante (wie in Kap. 3 beschrie-
ben) vorgezogen. Zwar ist die positive Definitheit auch hier erforderlich um eine valide Korre-
lationsenergie zu erhalten, die Möglichkeiten zur Analyse fehlgeschlagener Versuche sind mit
dem nicht-hermiteschen Ansatz jedoch vielfältiger. Die erhaltenen Eigenvektoren der positiven
Lösungen werden dann nach Gl. 3.28 orthonormalisiert. Anschließend wird nach Gl. 5.6 für
RPA-Varianten bzw. nach Gl. 5.22 und 5.23 für CC-Varianten die Korrelationsenergie berech-
net.
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6 Beschreibung von van-der-Waals-Komplexen: Die
GW-SAPT-Methode
In diesem Kapitel wird zusätzlich zu den üblichen Konventionen zu den Indizes noch eine
weitere eingeführt: Alle Indizes i,a bezeichnen Spinoren von Molekül/Subsystem A, während
die Indizes j,b Spinoren am Molekül/Subsystem B bezeichnen.
6.1 GW-SAPT Terme in erster Ordnung
Betrachtet man die Herleitung des Polarisationsterms erster Ordnung (E1pol) in Kap. 2.3, so er-
kennt man, dass dieser nur eine Abhängigkeit von der Wellenfunktion nullter Ordnung (ψ0) be-
sitzt. Die Definitionen dieser Wellenfunktionen werden von G0W0, evGW und QP-scGW nicht
verändert. Die Berechnung dieser Terme ist daher identisch mit der Berechnung der entspre-
chenden Terme in DFT-SAPT, welche hinreichend in der Literatur beschrieben wurden [154–157].
Da G0W0 und evGW die ihnen zugrunde liegende Referenzwellenfunktion nicht ändern, ist die
Wechselwirkungsenergie erster Ordnung vollkommen identisch mit der des Referenzfunktio-
nals. SAPT(PBE0), G0W0@PBE0-SAPT und evGW@PBE0-SAPT besitzen in erster Ordnung
folglich dieselbe Wechselwirkungsenergien, Unterschiede treten erst in zweiter Ordnung auf.
6.2 Die GW-BSE Antwortfunktion für Induktion und Dispersion zweiter
Ordnung






wobei der erste Term die Induktion zweiter Ordnung darstellt, der zweite Term entspricht der
Dispersion zweiter Ordnung. Wie in Kap. 2.3 gezeigt, besitzen die Terme zweiter Ordnung über
die Resolvente R̂ eine einfache Abhängigkeit von allen angeregten Zuständen. Diese können,
wie in Kap. 4 gezeigt, mittels der GW -BSE-Methode erhalten werden. Dazu wird, äquivalent
zur RPA, Gl. 5.26 für alle Eigenwerte ωn und zugehörigen Eigenvektoren Xn und Yn für beide
Moleküle gelöst. Für die Matrixelemente A und B wird die Definition aus Gl. 5.14 mit λ = 1
genutzt, was den gewöhnlichen Bethe-Salpeter-Anregungsenergien aus Kap. 4 entspricht. Die
GW -SAPT-Methode ist daher in TURBOMOLE als zweistufiges Verfahren implementiert:
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1. Berechnung aller Anregungsenergien und Eigenvektoren im ESCF-Modul.
2. Berechnung der SAPT-Komponenten mittels der erhaltenen Anregungsenergien und Ei-
genvektoren im INTACT-Modul.
Dieser Schritt stellt die größte Modifikation im Vergleich zur DFT-SAPT-Methode [154–157] dar.
6.2.1 Induktion zweiter Ordnung in GW-SAPT
Aus den Anregungsvektoren X und Y beider Monomeren kann nun die Induktionsenergie be-
rechnet werden. Dabei erzeugt das elektrostatische Feld von Molekül B eine Störung im ex-
ternen Potential von A. Dies entspricht einer Einfachanregung von Molekül A im Feld von
Molekül B. Ausgehend von der Antwortfunktionen ΠA(x,x′,0) von Molekül A wird, bei einer
Frequenz von null, die Induktionsenergie von A→ B daher über
E(2),A→Bind =−ω
−1|(Xai〈φa|V B + JB|φ i〉
+Yai〈φi|V B + JB|φa〉)|2
(6.2)
erhalten. V B + JB ist dabei das generalisierte elektrostatische Potential, wobei V die Kern-







)(µν |κλ ), (6.3)
welche auch im zweikomponentigen SCF-Verfahren benutzt wird [47,48]. D ist die Einteilchen-
dichtematrix, äquivalent zur Definition in Gl. 4 von Ref. 47. Da die Grundzustandsdichte her-
mitesch und der Coulomboperator symmetrisch ist, stellt Jµν eine reelle, symmetrische Matrix
dar. Der entsprechende E(2),B→Aind -Term wird durch Vertauschung der Indizes A mit B sowie a
und i mit b und j erhalten.
6.2.2 Dispersion zweiter Ordnung in GW-SAPT
Die Dispersion zweiter Ordnung in Gl. 2.34 kann, nach einer Casimir-Polder-Transformation [72],






















6.3 Technische Details und Skalierung von GW -SAPT
Mithilfe der Eigenwerte ω und Eigenvektoren {X ,Y} kann Gl. 6.4 analytisch integriert werden.






erhalten, wobei m und n über alle Anregungen der Subsysteme laufen. Der komplexe Zähler








ai,n(ai| jb)+XAai,mY Bai,n(ai|b j)
+Y Aai,mX
B




wobei sich diese für abgeschlossenschalige (Kramers-symmetrische) Systeme oder reelle Orbi-





(X +Y )Aai,m(X +Y )
B
j,b,n(ai|b j). (6.7)
Da die Mehrheit der van-der-Waals-Komplexe zwischen abgeschlossenschaligen Molekülen ge-
bildet wird, ist dies durchaus von Interesse.
6.3 Technische Details und Skalierung von GW-SAPT
Gl. 6.2 und 6.5 wurden in das Programmpaket TURBOMOLE implementiert. Da zur Berechnung
der Dispersionsenergie (Gl. 6.5) alle Anregungensenergien aus der GW -BSE-Methode benötigt
werden, skaliert das GW -SAPT-Verfahren mit (nocc× nvirt)3 ≈ N6, wobei N mit der System-
größe wächst. Diese Skalierung entspricht der vollständigen Diagonalisierung einer Matrix der
Dimension (nocc× nvirt). GW -SAPT zeigt damit das gleiche Skalierungsverhalten wie DFT-
SAPT [154,156] und SAPT(HF) [68]. Die Induktionsenergie (Gl. 6.2) lässt sich alternativ auch als
lineares Gleichungssystem, ähnlich einer statischen Polarisierbarkeit, iterativ lösen [158]. Für
die Lösung dieses Gleichungssystems muss nur ein Aufwand entsprechend (nocc×nvirt)2 ≈ N4
aufgebracht werden [159]. Da jedoch alle Eigenwerte und Eigenvektoren der GW -BSE-Methode




In den vorangegangenen vier Kapiteln wurden neue Methoden vorgestellt, welche in das Pro-
grammpaket TURBOMOLE implementiert wurden. Diese werden nun in der gleichen Reihen-
folge wie zuvor besprochen. Es folgt ein kurzer Abriss zur Erklärung der gewählte Reihenfolge.
Die zuerst in Kap. 3 besprochene GW -Methode berechnet Quasiteilchenenergien zu den Orbi-
talen eines Moleküls. Diese Quasiteilchenenergien entsprechen der Energie, die benötigt wird
um ein Elektron aus einem besetzten Orbital zu entfernen (Ionisierungspotential), oder um eine
Elektron in ein leeres Orbital hinzuzufügen (Elektronenaffinität). Es besteht daher ein direkter
Bezug zu vertikalen Ionisierungspotentialen von Atomen und Molekülen.
Das Quasiteilchenspektrum, welches aus der GW -Methode erhalten wird, dient weiterhin als
Grundlage für die, in der Bethe-Salpeter-Gleichung auftretenden, Matrixelemente in Kap. 4.
Die sich daraus zusammensetzende GW -BSE-Methode dient der Berechnung elektronischer
Anregungen, ähnlich der zeitabhängigen Dichtefunktionaltheorie. Die einzelnen elektronischen
Anregungen korrelieren dabei mit experimentell beobachteten Banden in Absorptions- oder
Emissionsspektren von Molekülen.
Die Gesamtheit aller elektronischen Anregungen beschreibt auch den Einfluss, den Elektronen
gegenseitig auf sich ausüben, oder, wie der Theoretiker es nennt, wie sie korrelieren. Die grund-
legendste Energie eines Systems ist seine Gesamtenergie. Schlägt man im Lehrbuch Modern
Quantum Chemistry von Szabo und Ostlund nach, so lernt man, dass die Gesamtenergie des
Systems aus dem Hartree-Fock-Erwartungswert sowie der Korrelationsenergie besteht. Mittels
der RPA aus Kap. 5 kann diese Korrelationsenergie aus dem Kollektiv aller Anregungsenergien
der Bethe-Salpeter-Gleichung berechnet werden.
Obwohl die Gesamtenergie eines Systems mit vielen seiner Eigenschaften verknüpft ist, besteht
manchmal vorwiegend Interesse an der Bindungsenergie von zwei Systemen. Ist die Wechsel-
wirkung dieser beiden Systeme schwach, so kann deren Bindungsenergie aus der symmetrie-
adaptierten Störungstheorie (SAPT) in Kap. 6 entwickelt werden. Bei der Dispersion handelt
es sich wohl um den bekanntesten Energiebeitrag der sich daraus ergibt. Die Dispersion ist die
korrelierte Bewegung der Elektronen aus einem Subsystem mit den Elektronen des anderen
Subsystems, also die Antwort der Elektronen eines Subsystems auf die Anwesenheit des an-
deren Subsystems. Über die Verknüpfung der Antwortfunktionen beider Subsysteme, welche
man erhält, wenn man die Bethe-Salpeter-Gleichung für beide getrennt löst, kann daher die
Dispersionsenergie berechnet werden.
63
Quasiteilchenenergien aus der GW -Methode
7.1 Quasiteilchenenergien aus der GW-Methode
Quasiteilchenenergien (und eventuell Quasiteilchenamplituden) aus der GW -Methode bilden
die Grundlage für viele anderen Verfahren (GW -BSE, RPA und GW -SAPT), welche in die-
ser Arbeit vorgestellt worden sind. Da diese von großer Wichtigkeit für alle anderen Verfah-
ren sind, werden sie zuerst besprochen. In Kap. 3 wurden die Verfahren vorgestellt, welche
im Zuge dieser Arbeit implementiert wurden, aus welcher sich Quasiteilchenergien erhalten
lassen. Insbesondere gehören dazu die spektralen Varianten G0W0 und evGW aus Kap. 3.4 so-
wie die auxiliaren Unterraumvarianten RI-AC-G0W0/RI-AC-evGW und RI-CD-G0W0/RI-CD-
evGW aus Kap. 3.5. Der spektrale GW -Ansatz ist sowohl für einkomponentige Orbitale als auch
für generalisierte zweikomponentige Spinoren verfügbar. Er kann daher für Systeme im starken
Magnetfeld, offenschalige Systeme mit Spin-Bahn-Kopplung, oder auch andere exotische Sys-
teme verwendet werden, benötigt aber um zwei Größenordnungen mehr Rechenleistung und
Ressourcen als der auxiliare Unterraumansatz. Letzterer dient als leistungsfähiges Werkzeug,
ist im Fall von zweikomponentige Spinoren allerdings auf Kramers-symmetrische Systeme be-
schränkt. Letzteres schließt offenschalige Systeme in Verbindung mit Spin-Bahn-Kopplung aus.
Nichtrelativistische, feldfreie Rechnungen unterliegen jedoch keinerlei Einschränkungen. In al-
len in diesem Kapitel durchgeführten Berechnungen wurde die DFT-Referenz auf 10−9 Hartree
oder besser konvergiert, und es wurde ein numerisches Integrationsgitter der Größe 3 (gridsize
3) [160] oder besser verwendet. Des Weiteren nutzen alle GW -Rechnungen die RI-Näherung,
wobei die MP2-gefitteten Auxiliarbasen (CBAS) [161–163] in der entsprechenden Qualität ge-
nutzt wurden. Für alle DFT-Rechnungen außerhalb von Magnetfeldern wurde der Coulombterm
ebenfalls in der RI-Näherung berechnet, wobei die entsprechenden Coulomb-gefitteten Auxi-
liarbasen (JBAS) [164] genutzt wurden. Die EOM-IP-CCSD-Referenzwerte für die Atome H-Ne
im Magnetfeld wurden mir freundlicherweise von Dr. Stella Stopkowicz und Florian Hampe
von der Universität Mainz vorab zur Verfügung gestellt.
7.1.1 Die spektrale G0W0 und evGW-Methoden im starken Magnetfeld
Starke Magnetfelder stellen eine Herausforderung für quantenchemische Methoden dar, beson-
ders wenn die Stärke des Magnetfelds in den Bereich von atomaren Einheiten vorrückt. Eine
Magnetfeldstärke von 1a.u. entspricht 2.35 ·105 Tesla, einem vielfachen der stärksten Magnet-
felder, welche auf der Erde erzeugt werden können. Dennoch treten Magnetfelder dieser Stärke
im kosmischen Bereich, z.B. in weißen Zwergsternen, auf [165]. Bei diesen Magnetfeldstärken
können störungstheoretische Ansätze nicht mehr benutzt werden, da die Störung zu groß ist.
Für den aus dem Magnetfeld hervorgehenden Term kann in etwa die gleiche Größenordnung
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Tab. 7.1: G0W0@PBE0/def2-QZVP-Quasiteilchenenergien des HOMO als Funktion der Magnetfeldstärke. Alle
Werte in eV.
B/B0
Atom IPa/eV 0.00 0.05 0.10 0.15 0.20 0.25
H 13.606 −13.16 −13.83 −14.48 −15.11 −15.71 −16.29
He 24.592 −24.05 −23.36 −22.66 −21.95 −21.21 −20.47
Li 5.392 −5.73 −6.34 −6.81 −7.14 −7.49 −8.13
Be 9.323 −9.13 −8.40 −8.77 −9.81 −10.75 −11.61
B 8.300 −8.01 −9.34 −10.57 −10.89 −11.39 −11.84
C 11.267 −11.01 −11.67 −12.28 −12.85 −13.38 −12.57
N 14.553 −14.14 −14.12 −14.05 −13.93 −13.76 −13.55
O 13.618 −13.19 −13.17 −13.11 −13.00 −12.85 −12.65
F 17.441 −17.08 −16.37 −15.65 −14.91 −14.13 −13.33
Ne 21.616 −21.06 −19.68 −18.28 −16.85 −15.38 −13.89
a) CCSDTQ5 Ionisierungspotential (feldfrei) aus Ref. 170.
wie für den Coulomboperator angenommen werden [166]. Da der erforderliche magnetische Ha-
miltonian für Magnetfelder [167],
Ĥ = Ĥ0 +
1
2 ∑i






i − (B ·~rOi )2
}
, (7.1)
allerdings komplex ist, und für die meisten Systeme auch die Kramers-Symmetrie bricht, muss
eine vollständig generalisierte Formulierung der Spinoren benutzt werden. Daher kann weder
die GW -Methode von van Setten et al. [25], welche auf reelle Orbitale beschränkt ist, noch die
von Kühn und Weigend [88], welche auf Kramers-symmetrische Systeme beschränkt ist, be-
nutzt werden. Die in Kap. 3 vorgestellte generalisierte GW -Methode erfordert jedoch keine
Einschränkung bei der Struktur und Symmetrie der Spinoren, und kann daher benutzt werden.
Da der Beitrag des Magnetfelds ein reiner Einelektronenterm ist, ergeben sich für G0W0 und
evGW keine neuen Beiträge aus dem magnetischen Hamiltonoperator. Für G0W0 und evGW
wurden die Quasiteilchenenergien im Magnetfeld für eine PBE0-Referenz [108,168,169] erhalten,
unter Verwendung der def2-QZVP-Basissätze von Weigend und Ahlrichs [109].
Tab. 7.1, Tab. 7.2 und Tab. 7.3 geben die für Magnetfeldstärken von 0.00 bis 0.25a.u. erhal-
tenen Niveaus des HOMO der Atome H-Ne an. Die von Hampe und Stopkowicz erhaltenen
EOM-IP-CCSD-Daten dienen dabei als Referenz. Letztere reproduzieren die von Klopper et al.
mittels CCSDTQ5 erhaltenen Werte [170] für den feldfreien Ansatz hervorragend. Die evGW -
Methode kann diese Werte ebenfalls sehr gut reproduzieren. Da die auftretenden Unterschiede
in der Quasiteilchenenergie konstant in der Magnetfeldstärke sind, kann man eine Korrektur
für den feldfreien Fall von B = 0 berechnen und auf alle weiteren Magnetfeldstärken anwen-
den. Die Leistung welche evGW für H und He zeigt ist beachtlich, wenn man bedenkt, dass
die GW -Methode nicht frei von Selbstwechselwirkung ist. Für beide Fälle ergeben sich Fehler
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Tab. 7.2: evGW@PBE0/def2-QZVP-Quasiteilchenenergien des HOMO als Funktion der Magnetfeldstärke. Alle
Werte in eV.
B/B0
Atom IPa/eV 0.00 0.05 0.10 0.15 0.20 0.25
H 13.606 −13.56 −14.22 −14.86 −15.47 −16.06 −16.62
He 24.592 −24.68 −23.99 −23.29 −22.56 −21.82 −21.06
Li 5.392 −5.78 −6.38 −6.82 −7.13 −7.52 −8.14
Be 9.323 −9.21 −8.47 −9.06 −10.09 −11.02 −11.87
B 8.300 −8.40 −9.72 −10.94 −11.27 −11.75 −12.18
C 11.267 −11.52 −12.16 −12.77 −13.32 −13.71 −12.76
N 14.553 −14.75 −14.72 −14.64 −14.51 −14.33 −14.11
O 13.618 −13.77 −13.74 −13.67 −13.55 −13.38 −13.18
F 17.441 −17.76 −17.05 −16.32 −15.56 −14.77 −13.96
Ne 21.616 −21.84 −20.46 −19.05 −17.61 −16.13 −14.63
a) CCSDTQ5 Ionisierungspotential (feldfrei) aus Ref. 170.
Tab. 7.3: EOM-IP-CCSD-Referenzwerte von Hampe und Stopkowicz als Funktion der Magnetfeldstärke. Alle
Werte in eV.
B/B0
Atom IPa/eV 0.00 0.05 0.10 0.15 0.20 0.25
H 13.606 13.60 14.27 14.90 15.50 16.06 16.60
He 24.592 24.57 23.88 23.17 22.45 21.70 20.94
Li 5.392 5.39 5.97 6.39 6.68 7.12 7.73
Be 9.323 9.32 8.59 9.02 10.04 10.96 11.79
B 8.300 8.35 9.66 10.87 11.11 11.59 12.02
C 11.267 11.32 11.98 12.58 13.13 13.37 12.42
N 14.553 14.57 14.55 14.46 14.33 14.14 13.91
O 13.618 13.57 13.55 13.47 13.34 13.17 12.95
F 17.441 17.37 16.67 15.95 15.19 14.40 13.59
Ne 21.616 21.49 20.11 18.70 17.26 15.78 14.27
a) CCSDTQ5-Ionisierungspotential (feldfrei) aus Ref. 170.
im Bereich von ca. 0.1eV, entsprechend 0.5% der gesamten Quasiteilchenenergie. Für die Ele-
mente der zweiten Periode ergeben sich wesentlich größere Abweichungen im Bereich von 0.1-
0.4eV, was typische Werte für die Fehler der GW -Methode, auch im Vergleich zum Experiment,
sind [74]. Die durchschnittliche Abweichung der evGW -Quasiteilchenenergien im Vergleich zu
denen von EOM-IP-CCSD beträgt 0.20eV, bei einer Standardabweichung von 0.15eV. Die Ta-
bellen 7.1, 7.2 und 7.3 zeigen den Trend, dass für die erste Hälfte einer Periode (H; Li, Be, B, C)
die Quasiteilchenenergie mit der Feldstärke erst zunimmt, während es in der zweiten Hälfte (He;
N, O, F, Ne) mit steigender Magnetfeldstärke erst abnimmt. Das Verhalten der einzelnen Atome
ist jedoch durchaus komplex, verursacht durch die, bei diesen Feldstärken, teilweise geänder-
ten Orbitalbesetzungen. Für Beryllium ergibt sich z.B. schon ab einer Feldstärke von 0.1a.u.
ein Triplett als Grundzustand. Mit steigender Magnetfeldstärke wird das 2p−1-Orbital gegen-
über dem 2s-Orbital energetisch begünstigt, wodurch sich im untersuchten Bereich von 0.00 bis
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0.25a.u. für Beryllium, durch die energetische Nähe der (im magnetfeldfreien Grundzustand
entarteten) 2p-Orbitale zum 2s-Orbital, ein Minimum ergibt. Für die anderen (nicht wasser-
stoffartigen) Atome findet dieser Übergang zu Grundzuständen höherer Multiplizität ebenfalls
statt, allerdings erst bei höheren Magnetfeldstärken. Ein großer Vorteil der GW -Methode liegt
darin, dass die Quasiteilchenenergien aller Orbitale simultan erhalten werden. Dies ist bei der
EOM-IP-CCSD-Rechnung nicht der Fall, jeder Zustand muss einzeln berechnet werden. Gerade
für Rumpforbitale ist dies aufwendig und nicht immer möglich.
7.1.2 Die RI-AC-G0W0-, RI-CD-G0W0- und spektrale G0W0-Methode für
quasirelativistische Rechnungen
Für zweikomponentige, quasirelativistische, Berechnungen von abgeschlossenschaligen
(Kramers-symmetrischen) Systemen ist es möglich, eine GW -Rechnung im auxiliaren Un-
terraumansatz durchzuführen. Die Genauigkeit dieser Ansätze wurde in Kap. 3.5.7 bereits
für den nichtrelativistischen GW27-Testsatz verifiziert, und soll nun für zweikomponentige
quasirelativistische Moleküle getestet werden. Hierzu wurden die Quasiteilchenenergien
des höchsten besetzten Spinors sowie des niedrigsten unbesetzten Spinors der Varianten
G0W0, RI-AC-G0W0 und RI-CD-G0W0 an einer PBE0-Referenz verglichen. Als Basissatz
wurden die relativistisch kontrahierten dhf-TZVP-2c- und dhf-QZVP-2c-Basissätze von
Baldes und Wiegend [92] in Verbindung mit den Spin-Bahn-ECPs vom Typ ECP-XXMDF
für Au(60) [110], Cd(60) [110], Hf(60) [171], Hg(60) [110], I(28) [172], Pb(60) [173] und Tl(60) [173]
genutzt. Die in Klammer neben dem Elemente angegebene Zahl bezeichnet dabei die XX
Rumpfelektronen, welche durch das ECP beschrieben werden. Für TlH (rTl-H =187.0pm) [174],
AuH (rAu-H =152.4 pm) [174], I2 (rI-I =266.6pm) [174,175] und HfO (rHf-O =172.3pm) [174]
wurden die Bindungslängen der Literatur entnommen, für Pb6 wurde die Struktur mittels der
zweikomponentigen PBE0/dhf-TZVP-2c-Methode optimiert.
Tab. 7.4: Vergleich der G0W0-, RI-AC-G0W0- und RI-CD-G0W0-Korrelationsselbstenergien ΣC für das HOMO
einer Auswahl an Atomen und Molekülen. G0W0-, RI-AC-G0W0- und RI-CD-G0W0-Rechnungen wur-
den an einer PBE0/dhf-QZVP-2c-Referenz durchgeführt. Für Pb6 wurde eine PBE0/dhf-TZVP-2c-
Referenz benutzt. Alle Werte in eV.
G0W0 AC-G0W0 CD-G0W0
ΣC IP ΣC IP IP
Cd -1.386 8.79 -1.386 8.79 8.77
Hg -1.454 10.21 -1.454 10.21 10.20
TlH -0.542 8.10 -0.541 8.10 8.07
AuH -0.464 9.93 -0.464 9.93 9.90
I2 -0.255 9.13 -0.255 9.13 9.11
HfO -1.242 7.82 -1.242 7.82 7.81
Pb6 -0.755 6.24 -0.755 6.24 6.24
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Tab. 7.5: Vergleich der G0W0-, RI-AC-G0W0- und RI-CD-G0W0-Korrelationsselbstenergien ΣC für das LUMO ei-
ner Auswahl an Atomen und Molekülen. G0W0-, RI-AC-G0W0- und RI-CD-G0W0-Rechnungen wurden
an einer PBE0/dhf-QZVP-2c-Referenz durchgeführt. Für Pb6 wurde eine PBE0/dhf-TZVP-2c-Referenz
benutzt. Alle Werte in eV.
G0W0 AC-G0W0 CD-G0W0
ΣC LUMO ΣC LUMO LUMO
Cd -0.503 0.91 -0.503 0.91 0.90
Hg -0.459 0.97 -0.459 0.97 0.97
TlH -0.846 -0.11 -0.846 -0.11 -0.12
AuH -0.977 -0.46 -0.977 -0.46 -0.47
I2 -1.337 -1.70 -1.337 -1.70 -1.71
HfO -2.412 -0.34 -2.411 -0.34 -0.42
Pb6 -1.223 -1.98 -1.223 -1.98 -1.99
Wie in Tab. 7.5 gezeigt, sind die Fehler der RI-AC-G0W0-Variante im zweikomponentigen Fall
im Bereich von ca. 1meV, was im Vergleich zum Fehler der Methode vernachlässigbar ist. Die
Ergebnisse der Konturdeformationsvariante RI-CD-G0W0 weichen etwas stärker ab, wobei die
Lösungen der Quasiteilchengleichungen iterativ erhalten wurden, während diese für die beiden
anderen Varianten linearisiert wurden. Die größte Abweichung von RI-CD-G0W0 wurde für das
LUMO des HfO-Moleküls gefunden, daher wurde für dieses die Quasiteilchengleichung graphi-
sche gelöst. Das Ergebnis ist in Abb. 7.1 dargestellt. Man erkennt, dass die graphische Lösung
der spektralen G0W0-Variante sehr gut mit dem Ergebnis der RI-CD-G0W0-Rechnung überein-
stimmt. Für das LUMO des HfO weicht, bedingt durch die verhältnismäßig hohe Krümmung
und komplexe Struktur der Selbstenergie, die linearisierte Lösung der Quasiteilchenenergie stär-
ker von der exakten Lösung ab, als es für die anderen Moleküle beobachtet wird. Die restlichen
Abweichungen von 10-20meV sind um eine Größenordnung geringer als die von Govoni und
Galli [176] bei einem entsprechenden Vergleich gefundenen Abweichungen, welche sich durch
verschiedene Implementierungen der GW -Methode ergeben. RI-AC-G0W0 und RI-CD-G0W0
reproduzieren daher die spektralen G0W0-Ergebnisse nahezu ideal.
Weitaus dramatischer sind die Auswirkungen auf die Rechenzeit, welche für die N4-
skalierenden Varianten RI-AC-G0W0 und RI-CD-G0W0 weitaus niedriger ausfällt. Für den
Fall des größten getesteten Moleküls, dem Bleicluster Pb6, sinkt die benötige Rechenzeit von
38 Stunden auf zehn Xeon E5-2687W Kernen auf 33 Minuten (!) auf einem einzelnen Kern
dieses Prozessors. Der spektrale G0W0-Ansatz benötigt mehr als 600-mal mehr Rechenzeit
als die auxiliaren Unterraumansätze RI-AC-G0W0 und RI-CD-G0W0. Durch den massiven
Vorteil in der Rechenzeit sind RI-AC-G0W0 und RI-CD-G0W0 für zweikomponentige Refe-
renzen dem spektralen G0W0 immer vorzuziehen. Nur für zweikomponentige, offenschalige
(nicht Kramers-symmetrische) Referenzen muss der spektrale Ansatz genutzt werden, da die
auxiliaren Unterraumansätze nicht zur Verfügung stehen.
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Abb. 7.1: Schwarze Linie: Selbstenergie ΣC des LUMOs von HfO als Funktion der Frequenz ω . Rote Linie: (ω−
ε −ΣX +V XC), Schnittpunkte dieser Funktion mit der Selbstenergie stellen graphische Lösungen der
Quasiteilchenenergie dar. Blaue Linie: Mit RI-CD-G0W0 erhaltene Quasiteilchenenergie bei -0.420eV.
Grüne Linie: Die PBE0-Orbitalenergie des LUMOs bei -2.516 eV.
7.1.3 Test der Leistungsfähigkeit der G0W0- und RI-AC-G0W0-Methoden
Die nicht-iterative G0W0-Methode, vor allem die auxiliaren Unterraumvarianten RI-AC/CD-
G0W0, erlauben die Betrachtung von Verbindungen mit einer signifikanten Anzahl an Atomen.
Daher werden hier zwei Testanwendungen vorgeführt. Diese sollen demonstrieren, dass sich
auch Systeme bestehend aus hunderten Atomen mit den in Kap. 3 beschriebenen GW -Varianten
effizient bearbeiten lassen.
Das C60-Dimer
Das C60-Dimer (D2h-Symmetrie [177]) besteht ausschließlich aus dem leichten Element Kohlen-
stoff, daher genügt hier eine nichtrelativistische Beschreibung. In der def2-TZVPP-Basis [109]
besitzt dieses System somit 3720 Basisfunktionen sowie 720 Elektronen. Daraus ergibt sich,
bei einem abgeschlossenschaligen System, eine Tensorraumgröße von 1.2 ·106. Um ein Eigen-
wertproblem dieser Größe für den spektralen G0W0-Ansatz zu lösen benötigt man ca. 11000
GB Arbeitsspeicher, welche schlicht nicht zur Verfügung standen. Durch Ausnutzung der Sym-
metrie konnte das Problem jedoch auf acht Probleme, entsprechend den acht IRREPs der Punkt-
gruppe D2h, reduziert werden. Dadurch mussten nur Eigenwertprobleme mit einer Tensorraum-
größe von 1.5 · 105 gelöst werden, welche nur noch knapp 167GB RAM benötigten. Die Be-
rechnung der Quasiteilchenenergien mit dem spektralen G0W0-Ansatz beanspruchte weiterhin
7940h CPU-Zeit auf CPUs vom Typ Intel Xeon E5-2687W.
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Abb. 7.2: Das C60-Dimer in D2h-Symmetrie.
Tab. 7.6: Quasiteilchenenergien und zugehörige Orbitalenergien des C60-Dimers in D2h-Symmetrie. Es wurde
eine PBE0/def2-TZVPP-Referenz benutzt. ∆ (ΣC) beschreibt die Differenz der Selbstenergie zwischen
G0W0 und RI-AC-G0W0. Die Struktur wurde Ref. 177 entnommen. Alle Werte in eV.
B2u B3g B3u Au B2g Ag B2u B1u
besetzt virtuell
∆ (ΣC) 0.000 0.001 0.000 0.000 0.002 0.001 0.000 0.001
QP -7.37 -7.34 -7.25 -7.22 -7.17 -2.87 -2.86 -2.80
DFT -6.58 -6.55 -6.45 -6.44 -6.38 -3.71 -3.69 -3.65
Benutzt man die auxiliare Unterraummethode RI-AC-G0W0, so benötigt dieselbe Rechnung
24GB Arbeitsspeicher und 8h CPU-Zeit auf CPUs vom gleichen Typ, woraus sich eine Be-
schleunigung um den Faktor 1000 ergibt. Der Fehler für die Selbstenergie der Valenzorbitale
ist dabei, wie in Tab. 7.6 angegeben, im Bereich von 0-2meV. Ähnliches gilt für die aus der
Selbstenergie berechneten Quasiteilchenenergien. Dieses Beispiel belegt die Zuverlässigkeit
von RI-AC-G0W0 für Valenzorbitale, auch abseits von Testsystemen. Außerdem werden klar
die Grenzen des spektralen G0W0-Ansatzes aufgezeigt, welcher, in diesem Beispiel, am Limit
der momentan verfügbaren Hardware läuft. Die auxiliaren Unterraumansätze hingegen haben
keinerlei Probleme mit Systemen, die aus mehreren hundert Atomen bestehen. Effektiv wird
die benötigte Rechenzeit für das selbe System auf Stunden anstatt Wochen reduziert.
[Au25(SCH3)18]−: HOMO-LUMO-Lücke eines Goldcluster in der RI-AC-G0W0-Methode
Goldnanocluster haben in der Literatur durch ihre Eigenschaft der Quanteneinschränkung,
welche Auftritt wenn das Molekül kleiner ist als die Wellenlänge des Lichts mit dem es
interagiert, Aufmerksamkeit erhalten. Speziell Goldcluster wie Au25 waren dabei Ziel von
Untersuchungen [178,179]. Da Aikens mittels quantenchemischer Untersuchungen bereits
zeigen konnte, dass sich die elektronischen Eigenschaften des Au25-Clusters nur leicht mit
den ihn umhüllenden Liganden ändern, wird die Untersuchung auf das System mit dem
Methylthiolatliganden(-SCH3) beschränkt. Die Geometrie wurde dabei mittels der zweikom-
ponentigen PBE/dhf-SV(P)-2c-Methode [92,108,168] mit einem ECP vom Typ ECP-60MDF
für Au optimiert. Die RI-AC-G0W0-Quasiteilchenenergien wurden dann auf Basis der zwei-
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Abb. 7.3: Mit PBE/dhf-SVP-2c optimierte Struktur des [Au25(SCH3)18]−-Clusters.
komponentigen PBE/dhf-TZVP(P)-2c- und PBE0/dhf-TZVP(P)-2c-Referenzen berechnet.
Tab. 7.7 zeigt die Auswirkungen der RI-AC-G0W0-Rechnung auf die HOMO-LUMO-Lücke.
Tab. 7.7: Quasiteilchenenergien und zugehörige Orbitalenergien des [Au25(SCH3)18]−-Clusters für eine PBE-
und PBE0-Referenz. Alle Berechnungen wurden mit dem dhf-TZVP(P)-2c-Basissatz und dem entspre-
chenden ECP-60MDF Spin-Bahn-ECP durchgeführt. Alle Werte in eV.
PBE PBE0 Jung [180]
DFT RI-AC-G0W0 DFT RI-AC-G0W0 ∆-SCF
IP(-HOMO) 1.97 3.09 2.68 3.17 2.81
EA(-LUMO) 0.87 -0.04 0.46 -0.39 -0.94
Lücke 1.10 3.13 2.22 3.55 -
Die zu kleinen HOMO-LUMO-Lücken von PBE und PBE0 werden deutlich erhöht. Das
LUMO, welches mit beiden DFT-Funktionalen eine negatives Vorzeichen aufweist, wird in
den positiven Bereich verschoben. Betrachtet man die Energien der HOMOs (welche dem
negativen Ionisierungspotential entsprechen sollten), so stellt man fest, dass RI-AC-G0W0
die Unterschiede der zugrunde liegenden Funktionale nahezu vollständig aufheben kann.
Die aus einer PBE sowie PBE0 erhaltenen Quasiteilchenenergien der HOMOs sind nach der
RI-AC-G0W0-Rechnung nahezu identisch. Dieser nivellierende Effekt der G0W0-Methode ist
erwünscht, und erspart lange Testreihen zur Suche des optimalen Funktionals. Die erhaltenen
Werte sind gut vergleichbar mit denen von Jung et al. [180] Letztere wurden allerdings mittels
∆SCF, und nur unter Berücksichtigung skalarelativistischer Effekte, berechnet. Man kann daher
davon ausgehen, dass die mittels RI-AC-G0W0 berechneten Werte in Tab. 7.7 präziser sind.
Die Durchführung der zweikomponentigen RI-AC-G0W0@PBE0/dhf-TZVP(P)-2c-Rechnung
(6776 Spinoren, 926 aktive Elektronen) erforderte dabei ca. 91 Stunden auf 16 Prozessoren
vom Typ Intel Xeon Gold 6154, entsprechend 1460CPU-Stunden insgesamt. Ein Minimum
an 64GB RAM wird benötigt, um die Rechnung effizient durchzuführen. Dieses System
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nähert sich damit dem oberen Limit der Möglichkeiten der zweikomponentigen RI-AC-G0W0-
Methode auf lokalen Rechencluster an, wobei zukünftige technische Entwicklungen dieses
Limit noch wesentlich nach oben setzen werden.
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7.2 Anregungsenergien aus der GW-BSE-Methode
Die Berechnung eines elektronischen Anregungsspektrums kann auf Basis des Quasiteil-
chenspektrums aus einer GW -Rechnung mittels der Bethe-Salpeter-Gleichung erfolgen.
Die Theorie zur GW -BSE-Methode wurde in Kap. 4 vorgestellt. Die Leistungsfähigkeit
der GW -BSE-Methode für nichtrelativistische Systeme wurde in der Literatur eingehend
untersucht, und besonders erwähnenswert ist dabei die Fähigkeit von GW -BSE, Charge-
Transfer-Übergänge korrekt zu beschreiben [37,40,181–184]. Der Einfluss der zugrunde liegenden
GW -Variante auf die GW -BSE-Anregungsenergien wurde von Gui et al. [42] untersucht, wobei
sich evGW -BSE@PBE0 und QP-scGW -BSE gegenüber der einfacheren G0W0-BSE@PBE0-
Variante als überlegen herausgestellt haben. Letztere hängt am stärksten von der zugrunde
liegenden DFT-Referenz ab. Bruneval und Marques haben Testrechnungen an verschiedenen
G0W0@DFT-Referenzen [26] durchgeführt, und die Verwendung von Funktionalen mit einem
hohen Anteil an Hartree-Fock-Austausch empfohlen. Insbesonders die Funktionale BHLYP (50
% HF-Austausch) und CAM-B3LYP (19-65 % HF-Austausch) [135] haben sich bei dieser Studie
als vorteilhaft herausgestellt [26]. Allerdings beurteilte die Studie von Bruneval und Marques
nur die Quasiteilchenenergien der HOMOs im Vergleich zum Ionisierungspotential. Rangel
et al. konnten zeigen, dass evGW diese Abhängigkeit vom verwendeten Funktional nahezu
vollständig eliminiert, oder zumindest stark reduziert [185]. Insbesondere für PBE0 [108,168,169]
existiert außerdem eine gute Basis an Vergleichsdaten in der Literatur.
Die hier durchgeführten GW -BSE-Rechnungen nutzen daher eine PBE0- oder BHLYP-
Referenz [186]. Beide Funktionale sind im Programmpaket TURBOMOLE enthalten. Die
zugrunde liegenden Quasiteilchenspektren beruhen auf den GW -Methoden, welche in Kap.
3 vorgestellt und in Kap. 7.1 getestet wurden. Diese werden in diesem Kapitel in drei
Abstufungen, welche unterschiedliche Anforderungen an Ressourcen und Rechenzeit haben,
genutzt. G0W0 und evGW basieren auf der spektralen GW -Näherung, und korrigieren die
Quasiteilchenenergien von allen Orbitalen. RI-CD-G0W0 und RI-CD-evGW basieren auf dem
auxiliaren Unterraumansatz in Kombination mit Konturdeformation, und korrigieren die Qua-
siteilchenergien der zehn höchsten besetzten sowie der zehn niedrigesten unbesetzten Orbitale.
RI-AC-G0W0 und RI-AC-evGW basieren auf dem auxiliaren Unterraumansatz in Kombination
mit analytischer Fortsetzung durch Padé-Approximanten, wobei in diesen Methoden nur die
Quasiteilchenenergien von HOMO und LUMO korrigiert werden. Für die zur Berechnung der
Quasiteilchenspektren benötigte Rechenzeit gilt in etwa:
RI-AC-GW (N4)< RI-CD-GW (N4−N5)≈ (c)BSE(N4) GW (N6). (7.2)
Eine Berechnung der Quasiteilchenspektren mittels spektraler G0W0- oder evGW -Methode ist
also wesentlich aufwendiger als die darauf folgende Berechnung der Anregungsenergien mit-
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tels der BSE. Die auxiliare Unterraumvariante RI-AC-GW ist hingegen immer möglich, wenn
ein BSE-Rechnung an dem vorliegenden System durchführbar ist. Der Aufwand für RI-CD-
GW hängt stark von Anzahl und Art der zu korrigierenden Orbitale ab, in der oben gelisteten
Variante (±10 Spinoren/Orbitale, ausgehend von HOMO/LUMO) ist sie doppelt so aufwändig
wie eine RI-AC-GW -Rechnung. Da die Wahl der GW -Methode keinen direkten Einfluss auf die
Dauer der BSE-Anregungsrechnung hat sollte diese je nach Anforderung und Durchführbarkeit
gewählt werden. Insbesondere für Benchmarks und Referenzrechnungen empfehlen sich die
(teuren) spektralen G0W0- und evGW -Varianten. Ist eine Berechnung des Quasiteilchenspek-
trums mit diesen nicht mehr möglich oder sinnvoll, so weicht man auf die auxiliaren Unter-
raummethoden aus. Weitere Details zu den Berechnungen sind den jeweiligen Unterkapiteln zu
entnehmen.
7.2.1 Validierung der korrelationsaugmentierten BSE
Leistungsdaten der GW-cBSE-Methode mit dem Testsatz von Thiel
Die Validierung der in Kap. 4.4 vorgestellten korrelationsaugmentierten BSE (cBSE) erfolgt an
den organischen Molekülen aus dem Testsatz von Thiel [187–189]. Dieser beinhaltet nach den von
Gui et al. [42] definierten Kriterien 93 Singulett-Anregungen sowie 63 Triplett-Anregungen von
organischen Molekülen, die Tab. A.4 und Tab. A.5 entnommen werden können. Doppel- sowie
Rydberg-Anregungen wurden dabei aussortiert [42]. Da die Moleküle des Testsatzes auschließ-
lich aus Atomen der ersten und zweiten Periode bestehen, ist in diesem Unterkapitel eine
nichtrelativistische Betrachtung vollkommen ausreichend. Die G0W0-cBSE- und evGW -cBSE-
Rechnungen wurde an einer PBE0/def2-TZVP-Referenz durchgeführt, identisch zur Vorge-
hensweise von Gui et al. in Ref. 42, aus welcher auch die entsprechenden Werte für CC2,
TD-PBE0 sowie den GW -BSE-Varianten entnommen wurden.
Tab. 7.8: Abweichungen der Singulett-Anregungen welche in der def2-TZVP-Basis erhalten wurden, im Ver-
gleich zu einer CC3/aug-cc-pVTZ-Referenz. Alle DFT-basierten Rechnungen wurden mit einer PBE0-
Referenz durchgeführt. Alle Werte in eV.
G0W0 evGW
PBE0 CC2 BSE cBSE BSE cBSE
mean −0.06 0.14 −0.63 −0.46 −0.02 0.14
mean abs. 0.21 0.17 0.63 0.48 0.16 0.23
RMS 0.27 0.23 0.66 0.51 0.21 0.26
std. dev. 0.26 0.18 0.21 0.22 0.21 0.22
max. abs. 0.68 0.92 0.97 0.87 0.48 0.48
median abs. 0.15 0.14 0.70 0.51 0.12 0.24
Bei den Abweichungen der Triplett-Anregungen in Tab. 7.9 erkennt man, dass cBSE eine
deutliche Verbesserung gegenüber BSE ist. Die durchschnittlichen Abweichungen der Triplett-
Anregungsenergien von den CC3-Referenzwerten werden stark reduziert. Vor allem bei Nut-
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Tab. 7.9: Abweichungen der Triplett-Anregungen welche in der def2-TZVP-Basis erhalten wurden, im Ver-
gleich zu einer CC3/aug-cc-pVTZ-Referenz. Alle DFT-basierten Rechnungen wurden mit einer PBE0-
Referenz durchgeführt. Alle Werte in eV.
G0W0 evGW
PBE0 CC2 BSE cBSE BSE cBSE
mean −0.48 0.17 −1.14 −0.70 −0.56 −0.09
mean abs. 0.48 0.18 1.14 0.70 0.56 0.14
RMS 0.53 0.22 1.16 0.74 0.60 0.23
std. dev. 0.23 0.13 0.21 0.24 0.22 0.21
max. abs. 0.97 0.53 1.66 1.52 1.05 0.87
median abs. 0.47 0.15 1.12 0.65 0.54 0.07
Tab. 7.10: Abweichungen der S1-T1-Aufspaltung welche in der def2-TZVP-Basis erhalten wurden, im Vergleich
zu einer CC3/aug-cc-pVTZ-Referenz. Alle DFT-basierten Rechnungen wurden mit einer PBE0-
Referenz durchgeführt. Alle Werte in eV.
G0W0 evGW
PBE0 CC2 BSE cBSE BSE cBSE
mean 0.46 0.04 0.48 0.09 0.48 0.12
mean abs. 0.46 0.10 0.48 0.20 0.48 0.22
RMS 2.25 0.59 2.26 1.06 2.29 1.11
std. dev. 0.21 0.13 0.16 0.22 0.18 0.22
max. abs. 0.98 0.33 0.85 0.37 0.82 0.39
median abs. 0.37 0.05 0.43 0.08 0.41 0.22
zung sehr guter Quasiteilchenspektren, wie sie aus der evGW -Methode erhalten werden, ist
cBSE auch TD-DFT deutlich überlegen. Statistisch stößt cBSE in Leistungsregionen vor, die
der deutlich aufwendigeren CC2-Methode ähnlich sind. Angesichts der, um mindestens eine
Größenordnung, gesunkenen Anforderungen an die Ressourcen ist dies ein beachtliches Ergeb-
nis. Bei den Singulett-Anregungen in Tab. 7.8 sind die Unterschiede zwischen BSE und cBSE
deutlich subtiler, was angesichts der ohnehin guten Leistung der evGW -BSE-Methode gewollt
ist. Betrachtet man die Unterschiede zwischen BSE und cBSE für einzelne Moleküle genauer,
so zeigt sich, dass cBSE in der Tat bevorzugt die Triplett-Anregungen korrigiert. Für Ethen/E-
Butadiene/E-Hexatriene wird die erste Triplett-Anregung um jeweils +0.76/+0.72/+0.70eV ver-
schoben, während die erste Singulett-Anregung nur um +0.15/+0.08/+0.08eV korrigiert wird.
Daher kann auch die Aufspaltung zwischen dem ersten angeregten Singulett- sowie Triplett-
Zustand (S1-T1-Aufspaltung) deutlich verbessert werden. Tab. 7.10 zeigt, dass cBSE bei S1-T1-
Aufspaltungen den Fehler im Vergleich zu BSE und TD-DFT zumindest halbieren kann, wobei
die Leistung der CC2-Methode hier nicht ganz erreicht wird.
In Abb. 7.4 sind die Fehler der einzelnen Anregungen grafisch abgebildet. Man erkennt im
Plot von evGW -cBSE@PBE0/def2-TZVP einige Triplett-Anregungen bei zu niedriger Ener-
gie, welche kaum korrigiert wurden. Dabei handelt es sich um π−π∗ Anregungen von Benzol,
Naphtalin, Pyridin und s-Tetrazin. Auffälligerweise liegen die evGW -cBSE-Anregungsenergien
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Abb. 7.4: Abweichungen der Singulett- und Triplett-Anregungen von G0W0-BSE@PBE0/def2-TZVP (oben
links), G0W0-cBSE@PBE0/def2-TZVP (oben rechts), evGW -BSE@PBE0/def2-TZVP (unten links)
und evGW -cBSE@PBE0/def2-TZVP (unten rechts) gegen die CC3/aug-cc-pVTZ-Referenz. Alle Wer-
te in eV.
dieser Anregungen zwischen denen von evGW -BSE und TD-DFT. Dies ist nur für 6 von 63 An-
regungen der Fall, alle aus den vier genannten Molekülen, und deckt alle Fehler von mehr als
0.5eV ab. Für alle verbleibenden Anregungen sind die mit evGW -cBSE erhaltenen Energien
größer als jene von evGW -BSE und TD-DFT. Daher wird angenommen, dass die Ursache des
Versagens der GW -BSE-Methode bei diesen Triplett-Anregungen verschieden von denen an-
derer Triplett-Anregungen ist, welche durch die Korrelationsaugmentierung korrekt korrigiert
werden.
Diffuse Basissätze für GW-cBSE
Diffuse Basissätze führen zu leicht niedrigeren Anregungsenergien, was die Über-
einstimmung für Singulett-Anregungen von evGW -cBSE mit den CC3/aug-cc-pVTZ-
Referenzanregungsenergien verbessert.
An den im Vergleich zum def2-TZVP erhöhten maximalen Fehlern in Tab. 7.11 erkennt man
jedoch Probleme mit den diffusen Basisätzen. Wie von Bruneval et al. [37], als auch von Gui
et al. [42], schon für die GW -BSE-Methode beobachtet, sind die Anregungsenergien mancher
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Tab. 7.11: Abweichungen der Singulett- und Triplett-Anregungsenergien welche mit der cBSE/aug-cc-pVTZ-
Methode erhalten wurden im Vergleich zu CC3/aug-cc-pVTZ-Referenzwerten. Alle DFT-basierten
Rechnungen wurden mit einer PBE0-Referenz durchgeführt. Alle Werte in eV.
G0W0 evGW
Singulett Triplett Singulett Triplett
mean −0.59 −0.91 −0.09 −0.35
mean abs. 0.62 0.91 0.20 0.35
RMS 0.66 0.96 0.26 0.46
std. dev. 0.29 0.29 0.24 0.30
max. abs. 1.41 2.03 0.76 1.48
median abs. 0.61 0.85 0.19 0.27
Tab. 7.12: Abweichungen der S1-T1 Aufspaltung welche in der aug-cc-pVTZ-Basis erhalten wurden im Ver-
gleich zu CC3/aug-cc-pVTZ-Referenzwerten. Alle DFT-basierten Rechnungen wurden mit einer
PBE0-Referenz durchgeführt. Alle Werte in eV.
PBE0 CC2 BSE cBSE
mean 0.36 −0.07 0.48 0.08
mean abs. 0.36 0.10 0.48 0.22
RMS 1.84 0.56 2.32 1.12
std. dev. 0.19 0.10 0.19 0.24
max. abs. 0.95 0.32 0.83 0.40
median abs. 0.32 −0.05 0.44 0.16
Moleküle deutlich zu niedrig. Im Thiel-Testsatz handelt es sich hierbei spezifisch um Acetamid
und Propanamid. Die Ursache hierfür liegt nicht in der BSE, sondern in den zu niedrigen Qua-
siteilchenenergien der LUMOs dieser Moleküle. Dieses Problem tritt speziell in Anwesendheit
von diffusen Basisfunktionen auf [37], beinflusst dann jedoch sämtliche GW -Varianten [42]. Ein
qualitativ und quantitativ korrektes Quasiteilchenspektrum ist daher die Grundvoraussetzung
für akkurate Anregungsenergien aus der (korrelationsaugmentierten) BSE. Fehler aus den Qua-
siteilchenspektren setzen sich in der GW -BSE-Methode direkt fort. Eine Ausnahme bilden die
S1−T1-Aufspaltungen, welche in diesem Fall speziell von Fehlerkompensation profitieren: In
nullter Ordnung löschen sich die Quasiteilchenenergien (welche als Differenz eingehen) aus,
falls die Anregungen S0→ S1 und S0→ T1 ähnliche Teilchen- und Lochorbitale besitzen. Letz-
teres kann durch eine Auswertung des Anregungsvektors festgestellt werden. Die Fehler in den
S1−T1-Aufspaltungen, gelistet in Tab. 7.12 für den aug-cc-pVTZ-Basissatz sowie in Tab. 7.10
für den def2-TZVP-Basissatz, zeigen daher keine signifikanten Unterschiede.
Charge-Transfer-Übergänge in der GW-cBSE-Methode
Ausgehend von den Überlegungen in Kap. 4.4 sollte die GW -cBSE-Methode sich für Charge-
Transfer-Übergänge kaum von der GW -BSE-Methode unterscheiden. Vergleicht man die ent-
sprechenden Anregungsenergien in Tab. 7.13, welche mit evGW -BSE und evGW -cBSE erhal-
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Tab. 7.13: Anregungsenergien von Charge-Transfer-Übergängen (eV) und Charge-Transfer-
Überlappungsdiagnostik Λ erhalten in der def2-TZVP-Basis für evGW -BSE@PBE0 und evGW -
cBSE@PBE0. Alle Werte in eV.
Molekül Ang. Zustand BSE cBSE Λ
pNA 2 1A1 4.47 4.50 0.61
DMABN (C2v) 2 1A1 4.86 4.98 0.74
DMABN (Cs) 2 1A1 4.80 4.92 0.75
B-TCNE 2 1A1 3.45 3.44 0.20
PP 2 1B2 5.18 5.27 0.63
3 1A1 5.92 5.89 0.24
HCl 1 1Π 7.66 7.82 0.51
ten wurden, so bestätigt sich diese Annahme. Vor allem für Anregungen mit kleiner Charge-
Transfer-Überlappungsdiagnostik λ [190] werden nahezu identische Werte erhalten. λ beschreibt
dabei die Überlappung des Lochorbitals (aus dem angeregt wird) mit dem Teilchenorbitel (in
das angeregt wird). Ein kleiner λ -Wert ist daher gleichzusetzen mit einer guten räumlichen
Trennung dieser beiden [190]. Bei genügender Überlappung wird die Anregung von cBSE zu
leicht höherer Energie verschoben, ähnlich zu gewöhnlichen Singulett-Anregungen. Die Annah-
me, dass cBSE, wie auch BSE, Charge-Transfer-Anregungen korrekt behandelt wurde hiermit
bestätigt.
7.2.2 Anregungsenergien von Molekülen mit mindestens einem Schweratom
Die in Kap. 4 vorgestellte Formulierung und Implementierung der BSE sowie der cBSE eig-
net sich auch für die Betrachtung von Systemen, welche signifikante Spin-Bahn-Effekte zei-
gen. Hierzu wird ein zweikomponentiger Ansatz mit komplexen Spinoren verwendet, der Spin-
Bahn-Operator stammt aus einem effektiven Rumpfpotential (Spin-Bahn-ECP, SO-ECP). Zwei-
komponentige Rechnungen haben erhöhte Anforderungen an die Flexibilität des Basissatzes,
daher wurden die entsprechend erweiterten dhf-TZVP-2c-, dhf-TZVPP-2c- und dhf-QZVP-
2c-Basissätze von Weigend und Baldes [92] genutzt. Man beachte, dass diese für die (leich-
ten) Elemente der ersten und zweiten Periode (H-Ne) identisch zu den entsprechenden def2-
Basissätzen [109] sind. Ergänzend zu den dhf-Basissätzen wurden die Au(60) [110], Hf(60) [171],
Hg(60) [110], I(28) [172], Re(60) [171], Pb(60) [173], Pd(28) [191] und Tl(60) [173] Spin-Bahn-ECPs
vom Typ ECP-XXMDF benutzt. Die in Klammer neben dem Elemente angegebene Zahl be-
zeichnet dabei die XX Rumpfelektronen, welche durch das ECP beschrieben werden. Alle
DFT-Referenz wurden auf 10−9 Hartree oder besser konvergiert, und es wurde ein numerisches
Integrationsgitter der Größe 3 (gridsize 3) oder besser verwendet. Des Weiteren nutzen alle GW -
BSE-Rechnungen die RI-Näherung, wobei die MP2-gefitteten Auxiliarbasen (CBAS) [161–163] in
der entsprechenden Qualität genutzt wurden. Für alle DFT-Rechnungen wurde der Coulomb-
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term ebenfalls in der RI-Näherung berechnet, wobei die entsprechenden Coulomb-gefitteten
Auxiliarbasen (JBAS) [164] genutzt wurden.
Anwendung der GW-BSE- und GW-cBSE-Methode auf zweiatomige Moleküle
Um die Leistungsfähigkeit der zweikomponentigen GW -BSE sowie GW -cBSE-Methoden zu
untersuchen wurden die Spektren von vier zweiatomigen Molekülen bei einem festen Bindungs-
abstand betrachtet. Hierzu wurden TlH (rTl-H =187.0pm) [174], AuH (rAu-H =152.4 pm) [174], I2
(rI-I =266.6pm) [174,175] und HfO (rHf-O =172.3pm) [174] ausgewählt. Die Bindungslängen wur-
den der Literatur entnommen. Zu diesen kleinen Molekülen existieren präzise experimentelle
Daten für einige ihrer elektronischen Anregungen. Zudem trägt die Spin-Bahn-Kopplung bei
allen signifikant zu den elektronischen Eigenschaften bei, was sie zu idealen Kandidaten für
einen Vergleich macht. Für TlH, AuH und I2 existieren des Weiteren Vergleichsdaten aus ande-
ren quasirelativistischen TD-DFT-Implementierungen [86,87,119,192]. HfO wurde ausgewählt, da
es einen gut separierten Singulett-Grundzustand hat [193], aber dennoch eine Herausforderung
für auf DFT basierte Methoden darstellt, da Korrelationseffekte eine signifikante Rolle spielen.
Um die verschiedenen Methoden zu vergleichen wurden Testrechnungen mit TD-DFT, RI-AC-
G0W0-BSE, evGW -BSE, RI-AC-G0W0-cBSE und evGW -cBSE, je an einer zweikomponentigen
PBE0- sowie BHLYP-Referenz, durchgeführt. Des Weiteren bietet sich ein Vergleich mit der
zweikomponentigen CC2-Methode von Krause und Klopper [194] an, da die einkomponentige
CC2-Methode auch für den Thiel-Testsatz sehr gute Ergebnisse erzielte. Die Ergebnisse sind in
Tab. 7.14 aufgelistet. Des Weiteren wurden Vergleichsrechnungen mittels RI-CD-G0W0-BSE,
RI-CD-evGW -BSE sowie den entsprechenden cBSE Varianten an der PBE0-Referenz durch-
geführt, um den Einfluss der GW -Methode auf die Anregungsenergien abschätzen zu können.
Diese Ergebnisse sind in Tab. 7.15 aufgelistet.
Im Einklang mit den Anregungsenergien aus reinen Dichtefunktionalen [86,87] erzielt TD-DFT
auch mit den beiden Hybridfunktionalen PBE0 und BHLYP für TlH und AuH sehr gute Er-
gebnisse. Im Vergleich zu den TD-DFT-Methoden wurden mittels der CC2-Methode für beide
Moleküle höhere Anregungsenergien gefunden, welche das Experiment jedoch ebenfalls gut
wiedergeben. Die GW -BSE-Methode hingegen leidet unter ihrer Triplett-Schwäche, welche
besonders für G0W0-BSE offensichtlich wird. Die mit dieser Variante berechneten Anregungs-
energien unterschätzen die experimentellen Werte teils deutlich, vor allem in Verbindung mit
der PBE0-Referenz. evGW -BSE verbessert dieses Bild, wie auch im nichtrelativistischen Fall,
aber erst GW -cBSE ist in der Lage zuverlässige Anregungsenergien zu liefern.
Für das Iodmolekül verschlechtert sich die Leistung von TD-DFT. Beide Funktionale haben
Probleme mit einer konsistenten Vorhersage des Anregungsspektrum. Die nicht korrelations-
augmentierten Varianten der GW -BSE liefern im Allgemeinen zu niedrige Anregungsenergi-
en, vor allem bei G0W0-BSE ist die Abweichung zu den experimentellen Anregungsenergien
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Anregungsenergien aus der GW -BSE-Methode
allerdings nahezu linear (+0.7eV bei RI-AC-G0W0-BSE@PBE0, +0.5eV bei RI-AC-G0W0-
BSE@BHLYP). Die korrelationsaugmentierten Varianten verbessern die Ergebnisse deutlich,
besonders evGW -cBSE-Methode ist in der Lage alle Anregungen mit einem Fehler von 0.1-
0.2eV zu reproduzieren. Die zweikomponentige CC2-Methode kann die experimentellen An-
regungsenergien ebenfalls gut wiedergeben, wobei diese durchgehend um ca. 0.2eV höher sind
als jene der evGW -cBSE@PBE0-Methode. Die experimentell gemessenen Werte liegen durch-
gehend zwischen beiden Methoden.
HfO stellt für TD-DFT das schwierigste Molekül dar. TD-PBE0 ist nicht in der Lage die Rei-
henfolge der ausgewählten Zustände korrekt wiederzugeben. Bei TD-BHLYP ist die Reihenfol-
ge korrekt, die Differenz zu den experimentellen Anregungsenergien jedoch deutlich höher als
bei den anderen Beispielen. RI-AC-G0W0-BSE scheitert ebenfalls bereits an der Reihenfolge
der angeregten Zustände, während evGW -BSE diese bereits in allen Fällen korrekt wiedergibt.
cBSE zeigt sich bei HfO insgesamt als gegenüber TD-DFT und BSE überlegen. Bereits mit RI-
AC-G0W0-cBSE wird die Reihenfolge immer korrekt wiedergegeben, für die BHLYP-Referenz
wird wiederum ein semiquantitatives Spektrum erhalten. Mit evGW -cBSE und CC2 werden
Spektren mit Fehlern nicht größer als bei den vorangegangen Beispielen erhalten, wobei bei
der PBE0-Referenz die Reihenfolge der LUMOs durch die evGW -Methode geändert wird. RI-
AC-G0W0, wie hier genutzt, kann diese Änderung prinzipbedingt nicht vorhersagen. Allerdings
versagt auch spektrales G0W0, welches alle Orbitale korrigiert, bereits bei der Wiedergabe der
korrekten Reihenfolge der Orbitale. Dies unterstreicht die Wichtigkeit eines guten Quasiteil-
chenspektrums für die GW -(c)BSE-Methode.
Die Art der Berechnung der Quasiteilchenreferenz hat, im Gegensatz zur gewählten BSE-
Methode oder dem Referenzfunktional, nur eine untergeordnete Bedeutung. Die in Tab. 7.15 ge-
listeten Ergebnisse zeigen, dass insbesondere RI-CD-evGW -Quasiteilchenspektren eine hervor-
ragende Alternative zu, sehr viel aufwändiger zu berechnenden, evGW -Quasiteilchenspektren
darstellen. Eine statistische Auswertung der Werte in Tab. 7.15 ergibt für die Anregungsener-
gien auf Basis der CD-evGW -Quasiteilchenreferenzen eine Standardabweichung von lediglich
0.026eV, verglichen mit denen des spektralen evGW -Ansatzes. G0W0 hängt, wie in Tab. 7.14
gezeigt, noch stark von dem verwendeten Referenzfunktional ab. Unter diesen Gesichtspunk-
ten erscheint es sinnvoller ein gutes Funktional zu wählen, anschließend ist die Verwendung
der effizienten RI-AC-G0W0-Methode vollkommen ausreichend. Vergleicht man die Ergeb-
nisse zu den vier Testmolekülen, so kann man RI-CD-evGW -cBSE@DFT und RI-AC-G0W0-
cBSE@BHLYP als zuverlässige, effiziente Varianten auch für komplexe elektronische Systeme
in Erwägung ziehen. Diese Methoden liefern, ebenso wie CC2, Anregungsenergien, die gut mit
den experimentellen Werten vergleichbar sind. Verglichen mit einer CC2-Rechnung ist cBSE-
Rechnung jedoch um mindestens eine Größenordnung schneller, was eine Betrachtung größerer
Systeme erlaubt.
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Anwendung der zweikomponentigen GW-BSE-Methode auf
Rhenium-Halogenid-Komplexe
Die [ReX(CO)3(bpy)](X=Cl, Br und I)-Komplexe wurden experimentell sowie quantenche-
misch in der Literatur untersucht [197]. Heydovà et al. zeigten in Ref. 197, dass zur Aufklärung
aller im optischen Spektrum beobachteten Signale Spin-Bahn-Effekte in die Berechnungen mit-
einbezogen werden müssen. Die Berechnungen in Ref. 197 erfolgten mit einer störungstheo-
retischen Korrektur für Spin-Bahn-Effekte, d.h. a posteriori an die entsprechende TD-DFT-
Rechnung. Die ersten acht angeregten Zustände wurden dabei als Linearkombinationen der ers-
ten beiden Singulett- sowie Triplett-Anregungen identifiziert. Diese acht Zustände wurden in
dieser Arbeit untersucht, und die Spin-Bahn-Aufspaltung sowie die erhaltenen Oszillatorstär-
ken des störungstheoretischen Ansatzes mit denen des nicht-störungstheoretischen GW -BSE-
Ansatzes verglichen. Hierzu wurden die Strukturen mittels der einkomponentigen PBE0/dhf-
TZVP(P)-2c-Methode optimiert, und anschließend die entsprechenden ein- sowie zweikom-
ponentigen TD-DFT-, GW -BSE- und GW -cBSE-Berechnungen an den optimierten Strukturen
durchgeführt.
Die mittels RI-AC-GW -(c)BSE@BHLYP erhaltenen (skalarrelativistischen) Anregungsenergi-
en sind im direkten Vergleich zu Ref. 197 deutlich rotverschoben. Dies wird auf die Lösungs-
mittelkorrektur und den kleineren Basissatz, welcher in Ref. 197 benutzt wurde, zurückgeführt.
Lösungsmitteleffekte spielen für die erhaltenen Spin-Bahn-Aufspaltungen jedoch nur eine un-
tergeordnete Rolle, und werden daher für den Moment ignoriert. Für die, im Vergleich zu den
bisherigen Testsystemen, wesentlich extensiveren [ReX(CO)3(bpy)]-Komplexe ist der Einfluss
der Korrelationsaugmentierung in der BSE wesentlich geringer als in den Testsystemen zuvor.
Insbesondere die Oszillatorstärken von BSE und cBSE sind nahezu identisch, und in guter Über-
einstimmung mit den Werten von Heydovà et al. Für die erste Triplett-Anregung aller drei Ha-
logenide (Tab. 7.16) ergeben TD-BHLYP, GW -BSE und GW -cBSE, ohne Spin-Bahn-Effekte,
sehr ähnliche Anregungsenergien mit Schwankungen von 0.1-0.15eV. Bei den weiteren Anre-
gungsenergien sind die mit TD-BHLYP erhaltenen Ergebnisse jedoch zu stark blauverschoben.
Im Vergleich mit den anderen Werten zeigt TD-BHLYP, trotz des hohen Anteils an Hartree-
Fock-Austausch, einen zu großen S1−T1-Abstand.
In den quasirelativistischen Rechnungen, welche Spin-Bahn-Effekte berücksichtigen, werden
die Tripletts wie erwartet aufgespalten. Die ersten vier Anregungen in Tab. 7.17, welche Line-
arkombinationen der ersten Singulett- sowie Triplett-Anregung darstellen, erfahren hierdurch
eine leichte Stabilisierung. Für BSE, cBSE und das nicht-störungstheoretischen TD-BHLYP
liegen die Anregungsenergien des Iodid-Derivats nun deutlich unter jenen des Bromid- sowie
Chlorid-Derivats. Experimentell wird, in Abhängigkeit vom Lösungsmittel, in Ref. 197 eine
Rotverschiebung des ersten Peaks um 0.12-0.13 eV beim Übergang von Chlorid zu Iodid be-
obachtet. Nimmt man hierbei an, dass es sich um den Peak mit der größten Oszillatorstärke
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Tab. 7.16: Skalarrelativistische (1c) Anregungsenergien erhalten in der dhf-
TZVP(P)-2c-Basis für die TD-DFT-, RI-AC-G0W0-BSE- und RI-
AC-G0W0-cBSE-Methoden für die [ReX(CO)3(bpy)](X=Cl,Br or
I)-Komplexe. Alle Rechnungen wurden mit einer BHLYP-Referenz
durchgeführt.
Ref. 1971 BHLYP BSE cBSE
exc. eV fosc eV fosc eV fosc eV fosc
X=Cl
1 2.70 -2 2.49 -2 2.37 -2 2.43 -2
2 2.79 -2 2.81 -2 2.44 -2 2.48 -2
3 2.80 0.0020 2.92 0.0024 2.52 0.0024 2.53 0.0024
4 2.99 0.0534 3.10 0.0672 2.67 0.0597 2.67 0.0595
X=Br
1 2.62 -2 2.49 -2 2.36 -2 2.41 -2
2 2.67 -2 2.77 -2 2.39 -2 2.43 -2
3 2.70 0.0012 2.88 0.0016 2.48 0.0015 2.49 0.0015
4 2.85 0.0432 3.02 0.0519 2.60 0.0453 2.62 0.0451
X=I
1 2.59 -2 2.48 -2 2.32 -2 2.35 -2
2 2.61 -2 2.63 -2 2.33 -2 2.36 -2
3 2.64 0.0006 2.73 0.0006 2.41 0.0005 2.41 0.0005
4 2.73 0.0231 2.80 0.0283 2.48 0.0246 2.49 0.0244
1 Es wurde eine Korrektur für das verwendete Lösungsmittel verwendet.
2 Triplett-Anregung, daher keine Oszillatorstärke.
handelt, so kann dies von BSE und cBSE gut reproduziert werden. Die störungstheoretische
Methode aus Ref. 197 und TD-BHLYP hingegen überschätzen diesen Effekt deutlich. Eine
Auswertung der Oszillatorstärken ergibt des Weiteren für TD-BHLYP deutliche Unterschiede
zu den anderen Methoden. So sagt TD-BHLYP für den den Iodido-Komplex einen Doppel-
peak voraus, der im Experiment nicht beobachtet wird. Auch werden die Triplett-Anregungen
in TD-BHLYP zu stark destabilisiert, was im Falle der siebten und achten Anregungen zu einer
Vertauschung ihrer Abfolge im Spektrum führt. Die RI-AC-G0W0-BSE@BHLYP- und RI-AC-
G0W0-BSE@BHLYP-Methoden hingegen können das experimentelle Spektrum gut erklären.
Die Ergebnisse von RI-CD-evGW -BSE@PBE0 und RI-CD-evGW -cBSE@PBE0 sind mit de-
nen aus Tab. 7.17 nahezu identisch, weswegen diese nicht gesondert besprochen werden. Sie
können Tab. A.6 entnommen werden.
Anwendung der zweikomponentigen GW-BSE-Methode auf
Palladium-Halogenid-Komplexe
Da die zweikomponentige RI-AC-G0W0-BSE-Methode auch Systeme mit hunderten von Elek-
tronen und tausenden von Basisfunktionen behandeln kann, eignet sie sich zur Untersuchung
von Metallkomplexen mit ausgedehnten Ligandensystemen, wie sie in der Katalyse Verwen-
dung finden. Ein Beispiel sind die Palladiumkomplexe [PdX(IMes)(S-Phoz)](X=Cl, Br und
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Tab. 7.17: Quasirelativistische (2c) Anregungsenergien, erhalten in der dhf-
TZVP(P)-2c-Basis für die 1c TD-DFT, RI-AC-G0W0-BSE und RI-
AC-G0W0-cBSE-Methoden für die [ReX(CO)3(bpy)](X=Cl,Br or
I)-Komplexe. Alle Rechnungen wurden mit einer BHLYP-Referenz
durchgeführt.
Ref. 1971 BHLYP BSE cBSE
exc. eV fosc eV fosc eV fosc eV fosc
X=Cl
1 2.62 0.0000 2.48 0.0000 2.30 0.0000 2.34 0.0000
2 2.63 0.0000 2.48 0.0000 2.30 0.0000 2.35 0.0000
3 2.66 0.0039 2.48 0.0007 2.34 0.0050 2.39 0.0011
4 2.68 0.0009 2.74 0.0008 2.36 0.0009 2.40 0.0069
5 2.84 0.0000 2.78 0.0000 2.51 0.0000 2.56 0.0000
6 2.84 0.0000 2.78 0.0000 2.51 0.0000 2.57 0.0000
7 2.88 0.0009 2.92 0.0129 2.59 0.0014 2.61 0.0013
8 3.00 0.0472 2.96 0.0016 2.69 0.0406 2.73 0.0515
X=Br
1 2.51 0.0000 2.48 0.0000 2.28 0.0000 2.32 0.0000
2 2.51 0.0000 2.48 0.0000 2.28 0.0000 2.32 0.0000
3 2.56 0.0005 2.48 0.0006 2.33 0.0041 2.36 0.0007
4 2.56 0.0059 2.71 0.0005 2.33 0.0010 2.37 0.0060
5 2.75 0.0000 2.75 0.0000 2.46 0.0000 2.51 0.0000
6 2.76 0.0000 2.75 0.0000 2.46 0.0000 2.51 0.0000
7 2.81 0.0007 2.89 0.0116 2.53 0.0009 2.55 0.0009
8 2.89 0.0356 2.92 0.0011 2.63 0.0393 2.65 0.0388
X=I
1 2.38 0.0000 2.38 0.0000 2.10 0.0000 2.13 0.0000
2 2.38 0.0001 2.38 0.0000 2.10 0.0000 2.13 0.0000
3 2.41 0.0003 2.41 0.0040 2.13 0.0002 2.15 0.0002
4 2.43 0.0073 2.43 0.0002 2.16 0.0067 2.18 0.0071
5 2.72 0.0000 2.55 0.0000 2.47 0.0000 2.51 0.0000
6 2.73 0.0019 2.55 0.0001 2.49 0.0000 2.53 0.0017
7 2.75 0.0003 2.60 0.0059 2.51 0.0016 2.54 0.0003
8 2.79 0.0134 2.78 0.0003 2.56 0.0172 2.59 0.0181
1 Es wurde eine Korrektur für das verwendete Lösungsmittel verwendet.
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I) [198], welche wiederum als Derivate der drei Halogenide Cl, Br und I vorliegen. Trotz der Grö-
ße des Systems stellt eine Berechnung mit einer triple-ζ -Basis kein Problem dar. Daher wurde
eine PBE0/dhf-TZVP(P)-2c-Referenz als Ausgangspunkt für die RI-AC-G0W0-BSE-Rechnung,
welche bereits für die Rheniumkomplexe im vorangegangen Kapitel sehr gute Ergebnisse er-
zielte, genutzt. Die Spektren der drei Komplexe wurden einmal skalarrelativistisch (einkompo-
nentig) und einmal mit Spin-Bahn-Effekten (zweikomponentig) berechnet. Sie sind, zusammen
mit den experimentell gemessenen Daten [199], in Abb. 7.5 gezeigt.
Abb. 7.5: Experimentelle (gepunktete Linien) sowie skalarrelativistische (1c, gestrichelte Linien) und quasire-
lativistische (2c, durchgehende Linien) berechnete UV/Vis-Spektren von [PdX(IMes)(S-Phoz)](X=Cl
(blau), Br (schwarz) und I(rot)). Die RI-AC-G0W0-BSE-Rechnungen wurde mit einer PBE0-Referenz
durchgeführt. Alle berechneten Spektren wurden um +0.20eV verschoben.
Die berechneten skalarrelativistischen Spektren zeigen bereits eine gute Übereinstimmung der
relativen Peakpositionen zueinander, sind aber nicht in der Lage die experimentellen Spektren
vollständig zu erklären. Erst die zweikomponentigen Spektren bieten ausreichend Informatio-
nen um alle drei Spektren zu charakterisieren. Bereits für den Chlorido-Komplex (X=Cl) wird
eine Aufspaltung des Peaks in zwei Peaks vorhergesagt. Der zweite an Intensität gewinnende
Peak bildet eine Schulter aus, welche durch die Linienverbreiterung im experimentellen Spek-
trum allerdings nicht zu sehen ist. Anhand der natürlichen Übergangsorbitale (natural transition
orbitals, NTOs) wird ersichtlich, dass der Hauptpeak der Singulett-Anregung aus der skalarre-
lativistischen Anregungsrechnung entspricht. Bei der sich ausbildenden Schulter handelt es sich
86
Abb. 7.6: Links: Loch-NTO; rechts: Teilchen-NTO der 1. Anregung von [PdCl(IMes)(S-Phoz)], erhalten mit der
einkomponentigen RI-AC-G0W0/BSE@PBE0-Methode.
Abb. 7.7: Links: Loch-NTO; rechts: Teilchen-NTO der 10. Anregung von [PdCl(IMes)(S-Phoz)], erhalten mit
der zweikomponentigen RI-AC-G0W0/BSE@PBE0-Methode.
Abb. 7.8: Links: Loch-NTO; rechts: Teilchen-NTO der 12. Anregung von [PdCl(IMes)(S-Phoz)], erhalten mit
der zweikomponentigen RI-AC-G0W0/BSE@PBE0-Methode.
um eine Triplett-Anregung, welche, verglichen mit dem Hauptpeak, aus einer ähnlichen Linear-
kombination an Spinoren gebildet wird. Insbesondere die Teilchen-NTOs (orange/grün in Abb.
7.8) beider Anregungen sind hierbei sehr ähnlich, während sich die Lochorbitale von Hauptpeak
und Schulter deutlicher unterscheiden. Für den Bromido-Komplex besteht der primär beobach-
tete Peak bereits aus mehreren Anregungen vergleichbarer Energie. Die Linienverbreiterung
mittels Gauß-Funktionen erzeugt daraus einen breiten Peak, welcher auch im experimentel-
len Spektrum von [PdX(IMes)(S-Phoz)](X=Br) zu sehen ist. Für den Iodido-Komplex (X=I)
werden in der zweikomponentigen Rechnung drei Peaks vorhergesagt, wobei eine Triplett-
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Anregung im niederenergetischen Bereich deutlich an Intensität gewinnt. Tatsächlich wird im
experimentellen Spektrum von [PdXMes(S-Phoz)](X=I) eine breite Bande vorhergesagt, de-
ren Intensität bei niedriger Energie wesentlich langsamer abfällt als jene der beiden anderen
Komplexe. Dieses Verhalten korreliert gut mit der Lage und Intensität der berechneten Anre-
gungsenergien, und den daraus resultieren Peaks.
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7.3 Korrelationsenergien aus der Bethe-Salpeter-Gleichung
In Kap. 5 wurde vorgestellt, wie Korrelationsenergien aus der Bethe-Salpeter-Gleichung, un-
ter Anwendung der RPA, berechnet werden können. Die so erhaltenen Korrelationsenergien
werden in diesem Kapitel nun getestet, und mit präzisen Referenzdaten verglichen. Alle Test-
rechnungen für Korrelationsenergien wurden an einer TPSS-Referenz [200] durchgeführt, wel-
che von Bates und Furche für RPA-Korrelationsenergien empfohlen wurde [201]. Die TPSS-
Rechnungen wurden dabei auf 10−10 Hartree konvergiert, und es wurde ein numerisches In-
tegrationsgitter der Größe 5 (gridsize 5) verwendet. Für alle RPA-Varianten, bei denen eine
Kopplungsstärkenintegration erforderlich ist, wurde diese mit 32 oder mehr Punkten auf ei-
nem Gauß-Legendre-Gitter durchgeführt (dRPA-II, RPAsX, XBSsX, IOSEX und IOSEXsX).
evGW -Quasiteilchenenergien wurden mit der spektralen GW -Methode erhalten, welche in Kap.
3.4 vorgestellt wurde und die Quasiteilchenenergien wurden auf 10−5 Hartree konvergiert. Die
AXK-Methode von Bates und Furche [201] sowie dRPA-Korrelationsenergien wurden mit dem
RIRPA-Modul von TURBOMOLE berechnet [101]. Letztere Methode liefert identische Werte zu
dem in Kap. 5 vorgestellten Verfahren zur Berechnung der dRPA-Korrelationsenergie, was auch
verifiziert wurde. Weitere Details zur Methodik sind dem entsprechenden Unterkapitel zu ent-
nehmen. An dieser Stelle möchte ich Prof. Wim Klopper für die Unterstützung bei der Durch-
führung der RPA-Testrechnungen danken.
7.3.1 Gesamtenergien von Atomen
Alle RPA-Korrelationsenergien wurden mit den aug-cc-pwCVXZ-Basissätzen (aug-cc-pVXZ
für H und He) von Peterson und Dunning [202,203] für X=T,Q und 5 berechnet. Für die RI-
Näherung wurden die entsprechenden MP2-gefitteten Auxiliarbasen (CBAS) von Hättig [162]
eingesetzt. Das Basissatzlimit (complexe basis set, CBS) wurde mittels Basissatzextrapolation
erhalten. Dazu wurde der Hartree-Fock-Erwartungswert über die TPSS-Referenz mittels einem
Fit an die Funktion Ere f +αe−βX mit X=(Q,5,6) extrapoliert [203]. Die Korrelationsenergie wur-
de entsprechend mittels Fit an die Funktion Ec(cbs)+ γX−1 für X=(Q,5) extrapoliert [204]. Die
akkuraten Daten von Davidson et al. [205] für Gesamtenergien der Elemente Helium bis Neon
dienen als Referenz.
Für das Wasserstoffatom ist das analytische Ergebnis -0.5Hartree. Da dieses naturgemäß keine
Korrelationsenergie besitzt haben alle Methoden, welche eine von null verschiedene Korrela-
tionsenergie ergeben einen sogenannten Selbstwechselwirkungsfehler. Das Elektron interagiert
dabei mit sich selbst, was klar unphysikalisch ist. Die meisten RPA-Methoden (und auch DFT-
Funktionale) zeigen, wie in Tab. 7.18 ersichtlich, einen Selbstwechselwirkungsfehler, während
Hartree-Fock selbstwechselwirkungsfrei ist. Nur die SOSEX-Varianten, deren Interaktionsma-
trix aus den antisymmetrisierten Integralen (ai||b j) besteht, sind frei davon. Man beachte,
dass TPSS ebenso nicht frei von Selbstwechselwirkung ist, jedoch im Parametersatz der ex-
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akte Austausch (-0.3125Hartree) des Wasserstoffatoms erzwungen wird [200]. Die Freiheit von
Selbstwechselwirkungsfehlern ist jedoch kein gutes Kriterium für eine genaue Methode, die
Gesamtenergien der SOSEX-Varianten können abseits des Wasserstoffatoms nicht überzeugen.
Im Allgemeinen können kaum Trends in Tab. 7.18 erkannt werden. Lediglich die einfachste Va-
riante, dRPA, liefert im Vergleich inakzeptabel hohe Gesamtenergien. Die Methoden, welche
auf der BSE und Quasiteilchenenergien (RPAsX, XBSsX, CC-IOSEX und IOSEXsX) basie-
ren, sowie die AXK-Methode, zeigen bei den Elementen ab Beryllium im Vergleich die besten
Werte. Interessant ist die Beobachtung, dass das Ersetzen der Quasiteilchenenergien in den Or-
bitalenergiedifferenzen der Matrix A aus Gl. 5.26, welches zu den Methoden RPAsX′, XBSsX′,
CC-IOSEX′ und IOSEXsX′ führt, die Korrelationsenergien recht konstant um 30mEh absenkt.
Dies kann mit den, im Vergleich zu TPSS-Orbitalenergieabständen, erhöhten Quasiteilchenab-
ständen erklärt werden. Niedrigere Abstände führen zu erhöhten Fluktuationspotentialen, und
damit auch zu höheren Korrelationsenergien.
7.3.2 Atomisierungsenergien im Vergleich mit dem HEAT-Testsatz
Die theoretische Chemie beschäftigt sich häufiger mit Energieunterschieden, wie sie für Reakti-
onsenthalpien oder Bindungsenthalpien benötigt werden, als mit den Gesamtenergien aus dem
vorherigen Kapitel. 2008 wurde daher von Harding et al. [206] ein hochgenaues Protokoll zur
Berechnung der Atomisierungsenergien von kleinen Molekülen entwickelt, welches als HEAT
(highly accurate extrapolated thermochemistry) bezeichnet wird. Der hier verwendete Testsatz
aus HEAT-Atomisierungsenergien besteht dabei aus 26 kleinen Molekülen: N2, H2, F2, CO, O2,
C2H2, CCH, CF, CH2, CH, CH3, CN, CO2, H2O2, H2O, HCN, HCO, HF, HNO, HO2, NH2,
NH3, NH, NO, OF, und OH. Man beachte, dass dieser Testsatz auch viele Radikale enthält,
welche ansonsten oft vermieden werden. Basissatz und Extrapolationsschema sind dieselben
wie in Kap. 7.3.1.
Viele RPA-Varianten in Tab. 7.19 weisen inakzeptable Fehler für die Atomisierungsenergie
auf, welche deutlich höher sind als die der TPSS-Referenz. Hierzu gehört die populäre dRPA-
Variante, außerdem die SOSEX-Varianten, wozu auch dRPA-II gezählt wird. Die AXK-Variante
schlägt sich, wie auch bei den Gesamtenergien für Atome, deutlich besser als die dRPA- und
SOSEX-Varianten. Während bei den Gesamtenergien noch keine klaren Trends zu beobachten
waren, kristallisieren sich bei den Atomisierungsenergien einige RPA-Varianten als überlegen
heraus. Dabei handelt es sich um die Varianten RPAsX′, XBSsX′, CC-IOSEX′ und IOSEXsX′,
welche auf der Bethe-Salpeter-Gleichung beruhen. Deren gute Leistung wird jedoch nur er-
reicht, solange man Quasiteilchenenergien verwendet, deren Verwendung gleichzeitig aber auf
den abgeschirmten Austausch W beschränkt. Werden Quasiteilchenenergien auch für die Orbi-
talenergiedifferenz in der Matrix A in Gl. 5.26 eingesetzt, verringert sich die Genauigkeit deut-
lich. Dies kann mit der Vernachlässigung sämtlicher Leiterdiagramme, wie sie in der Coupled-
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Tab. 7.19: Mittlerer Absolutfehler in den Atomisierungsenergien von 26 kleinen Molekülen im Vergleich zum
HEAT-Protokoll [206]. Alle Rechnungen wurden mit einer TPSS-Referenz durchgeführt. Alle Werte in
kJ/mol.
Methode ACVTZ ACVQZ ACV5Z CBS
TPSS 15.1 15.5 15.6 15.6
TPSS Orbitalenergien
dRPAb 55.2 41.1 36.4 31.2
AXKb 46.2 30.2 24.6 18.4
CC-SOSEX 61.0 45.7 40.5 34.8
AC-SOSEX 61.1 45.8 40.6 34.9
dRPA-II 77.6 61.5 56.2 51.8
dRPA-IIsX 75.4 60.2 55 49.5
RPAsX′′ 37.5 22.3 18.5 15.9
XBSsX′′ 37.1 22.0 16.9 13.6
CC-IOSEX” 37.8 22.8 18.6 15.6
IOSEX′′ 56.6 48.8 47.1 45.4
IOSEXsX′′ 40.9 25.9 20.7 16.5
evGW Quasiteilchenenergien
RPAsX 57.6 41 34.7 27.8
RPAsX′ 23.5 8.1 5.3 5.8
XBSsX 62.7 46.2 40.0 33.1
XBSsX′ 27.7 12.3 7.1 4.0
CC-IOSEX 59.3 42.8 36.6 29.8
CC-IOSEX’ 24.1 8.7 4.8 4.7
IOSEX 41.5 24.8 18.6 11.9
IOSEX′ 43.2 36.1 34.5 32.9
IOSEXsX 97.1 80.4 73.9 66.9
IOSEXsX′ 26.7 11.3 6.2 3.2
Cluster-Theorie zu finden sind, in den RPA-Varianten erklärt werden. Werden nun Quasiteil-
chenenergien für die Polarisationfunktion benutzt, erhält man zu kleine Polarisierbarkeiten.
Fehlerkompensation spielt bei den guten Atomisierungsenergien der RPA-Varianten RPAsX′,
XBSsX′ und CC-IOSEX′ somit eine wesentliche Rolle.
7.3.3 Monoxide der 3d-Übergangsmetalle
Die Monoxide der Elemente Ca-Zn stellen teils komplexe elektronische Systeme dar. Sie sind
daher gut geeignet um die Leistungsfähigkeit der Methoden zu beurteilen. Hierzu wurden die
berechneten Bindungslängen sowie die harmonischen Schwingungsfrequenzen untersucht. Die-
se wurden erhalten, indem ein Polynom 6. Grades an sieben Punkte um das elektronische Mini-
mum der jeweiligen Methode gefittet wurde. Alle Berechnungen wurden mit dem def2-QZVPP-
Basissatz von Weigend et al. durchgeführt [207], in Verbindung mit der entsprechenden CBAS
Auxiliarbasis [162]. Als Referenz dienen experimentell bestimmte Werte, welche für alle Mon-
oxide verfügbar sind. Es wurden dieselben experimentellen Werte wie in der Arbeit von Furche
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und Perdew [208] verwendet, auf welche hierzu verwiesen wird. Die CCSD(T)-Vergleichswerte
wurden mit dem Programmpaket CFOUR [209] erhalten, und freundlicherweise von Dr. Michael
Harding zur Verfügung gestellt. Alle CCSD(T)-Werte wurden an einer UHF-Referenz berech-
net, die Kernelektronen (Metalle:1s2s2p; O:1s) wurden bei der CCSD(T)-Korrelationsrechnung
nicht berücksichtigt.
Tab. 7.20: Fehler in den Bindungsabständen berechnet mit der jeweilig gegebenen Methode in der def2-QZVPP-
Basis im Vergleich zu den experimentellen Werten, siehe Ref. 208. Alle re in pm.
Methode CaO ScO TiO VO CrO MnO FeO CoO NiO CuO ZnO
Exp. 182.2 166.8 162 158.9 161.5 164.6 161.6 162.9 162.7 172.4 171.9
CCSD(T) 0.7 0.4 -0.3 -1.5 0.1 -0.3 -1.2 -2.8 -0.1 2.6 -1.2
TPSS -1.0 0.0 1.1 0.1 -0.1 -1.7 -1.1 -0.4 0.2 -0.2 -2.0
TPSS Orbitalenergien
dRPA 0.0 1.2 2.0 0.9 1.9 -0.7 0.3 2.8 1.2 -0.2 -2.1
AXK -0.2 -0.1 0.6 -0.9 0.2 -1.1 -0.7 0.6 -1.2 2.6 0.3
CC-SOSEX -3.0 -2.1 -1.4 -3.0 -2.5 -2.7 -3.2 -2.5 -5.6 6.2 -1.9
AC-SOSEX -3.1 -2.1 -1.5 -3.1 -2.8 -2.8 -3.3 -2.7 -6.0 7.0 -1.7
dRPA-II 1.5 2.1 2.5 1.6 -0.5 -0.1 2.0 -5.0 0.2 3.6 -1
IOSEXsX′ 0.7 0.1 1.0 -0.2 0.2 -0.7 -0.5 0.1 -0.8 1.4 -1.2
dRPA-IIsX -5.6 -4 -3.4 -5.2 -5.2 -4.9 -5.8 -4.7 -9.8 11.4 -4.1
RPAsX′′ 2.7 2.1 2.9 2.0 2.3 1.1 2.1 2.1 3.6 0.5 1.6
XBSsX′′ 2.4 1.8 2.6 1.7 2.0 1.0 1.9 1.7 3.3 0.9 1.4
CC-IOSEX′′ 2.8 2.2 2.9 2.1 2.3 1.2 2.2 2.2 3.8 0.6 1.7
IOSEXsX′′ 2.4 1.8 2.6 1.7 2.0 1.0 1.9 1.8 3.2 1.0 1.7
evGW Quasiteilchenenergien
RPAsX 0.6 -2.1 -1.4 -2 -0.8 -2.2 -1.9 -0.9 -1.4 1.3 -2.8
RPAsX′ 1.6 0.9 1.7 0.6 1.1 0.0 0.4 1.0 0.9 0.5 -0.4
XBSsX 0.3 -2.3 -1.6 -2.2 -1.0 -2.3 -2.1 -1.4 -1.7 1.7 -2.9
XBSsX′ 1.0 0.4 1.2 0.0 0.5 -0.4 -0.1 0.3 -0.3 1.1 -0.7
CC-IOSEX 0.6 -2.1 -1.4 -2.0 -0.8 -2.2 -1.9 -0.9 -1.4 1.4 -2.8
CC-IOSEX′ 1.7 0.9 1.7 0.6 1.1 0.0 0.5 1.1 1.0 0.7 -0.4
IOSEXsX′ 0.7 0.1 1.0 -0.2 0.2 -0.7 -0.5 0.1 -0.8 1.4 -1.2
1 Für ZnO wird mit dRPA-II kein Minimum gefunden.
Klare Trends sind in den Tabellen 7.20 und 7.21 erneut kaum auszumachen. Alle RPA-
Varianten (und auch CCSD(T)) haben Probleme, die sehr gute Performance von TPSS
signifikant zu verbessern. Generell formen sich Gruppen aus den Methoden, wodurch Aussa-
gen über diese ermöglicht werden. Vor allem mit den dRPA- und SOSEX-Varianten werden
sowohl für die Bindungsabstände, als auch für die harmonischen Schwingungsfrequenzen
teils inakzeptable Ergebnisse erhalten. Diese Varianten sollten für Verbindungen mit Über-
gangsmetallen der vierten Periode daher nicht genutzt werden. Die auf der BSE basierenden
Varianten RPAsX′, XBSsX′ und CC-IOSEX′ zeigen erneut die beste Leistung, welche direkt
mit der Verwendung von Kohn-Sham-Orbitalenergien für die Orbitalenergiedifferenzen, sowie
von evGW -Quasiteilchenenergien im abgeschirmten Austausch verknüpft ist. Die gemischte
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Tab. 7.21: Fehler in den harmonischen Schwingungsfrequenzen berechnet mit der jeweilig gegebenen Methode
in der def2-QZVPP-Basis im Vergleich zu den experimentellen Werten, siehe Ref. 208. Alle Werte in
cm−1.
Methode CaO ScO TiO VO CrO MnO FeO CoO NiO CuO ZnO
Exp. 732 965 1009 1011 898 840 880 853 838 640 727
CCSD(T) -33 -16 39 -83 16 14 67 145 132 -28 19
TPSS 43 9 6 4 15 67 43 8 15 25 36
TPSS Orbitalenergien
dRPA -37 -66 -65 -46 -36 -51 23 25 43 28 49
AXK -12 -24 -10 18 5 39 39 71 58 -48 -43
CC-SOSEX 54 30 51 89 81 84 111 217 212 -123 15
AC-SOSEX 56 32 54 95 93 88 116 230 222 -136 12
dRPA-II -42 -87 -54 -12 120 33 -1 -60 32 -80 -1
dRPA-IIsX 120 89 119 167 165 137 186 376 367 -169 81
RPAsX′′ -59 -83 -73 -62 -18 15 -16 -61 -64 12 -72
XBSsX′′ -54 -75 -65 -53 -15 15 -12 -60 -58 3 -71
CC-IOSEX′′ -61 -84 -74 -63 -17 13 -18 -65 -70 10 -75
IOSEXsX′′ -55 -76 -65 -52 -15 14 -12 -53 -56 -2 -74
evGW Quasiteilchenenergien
RPAsX -12 -19 3 36 -63 57 30 -201 174 24 102
RPAsX′ -32 -55 -46 -29 -2 40 31 13 15 10 -18
XBSsX -11 -17 1 44 -56 70 43 -67 129 -25 95
XBSsX′ -20 -41 -29 -10 12 45 43 43 53 -9 -7
CC-IOSEX -11 -18 5 37 -62 56 29 -202 173 13 102
CC-IOSEX′ -33 -55 -47 -29 0 40 29 13 12 6 -17
IOSEXsX′ -14 -34 -24 -3 19 49 50 60 74 -18 15
1 Für ZnO wird mit dRPA-II kein Minimum gefunden.
Form führt, im Vergleich zur durchgehenden Verwendung von Kohn-Sham-Orbitalenergien
(RPAsX′′, XBSsX′′ und CC-IOSEX′′), nahezu ausschließlich zu einer Verbesserung der
Bindungslängen und harmonischen Schwingungsfrequenzen. Die RPA-Varianten, welche
durchgehend Quasiteilchenenergien verwenden (RPAsX, XBSsX, CC-IOSEX und IOSEXsX)
zeigen ebenfalls eine verminderte Leistung. Dies ist in guter Übereinstimmung mit den
berechneten Atomisierungsenergien in Kap. 7.3.2, welche den gleichen Trend zeigen. Keine
der getesteten RPA-Varianten kann jedoch die zugrunde liegende TPSS-Referenz bezüglich der
Bindungslängen und harmonischen Frequenzen signifikant verbessern.
7.3.4 Zusammenfassung der Ergebnisse der getesteten RPA-Varianten
Die in Kap. 7.3.1 bis Kap. 7.3.3 gefundenen Ergebnisse zeigen, dass die auf der Bethe-Salpeter-
Gleichung beruhenden RPA-Varianten (RPAsX, XBSsX, CC-IOSEX und IOSEXsX) leistungs-
fähiger als die meisten anderen literaturbekannten RPA-Varianten sind. Von letzteren kann nur
AXK für die Gesamtenergie von Atomen vergleichbare Ergebnisse liefern, steht den auf der
BSE basierenden Varianten aber in allen anderen Belangen nach. Unter den getesteten RPA-
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Varianten können die CC-IOSEX′- und XBSsX′-Varianten noch am ehesten überzeugen, und
sollten als Ausgangspunkt für weitere Entwicklungen in Betracht gezogen werden. Da CC-
IOSEX′ auf den direkten Ring-Coupled-Cluster-(drCCD)-Amplituden basiert, kann hier die
von Scuseria et al. [143] beschriebene Variante zur Berechnung dieser drCCD-Amplituden her-
angezogen werden. Dieses Verfahren skaliert mit N4 mit der Systemgröße [143]. In Kombinati-
on mit Quasiteilchenenergien aus den effizienten auxiliaren Unterraummethoden in Kap. 3.5,
welche ebenfalls mit einem N4 skalierenden Aufwand berechnet werden können, bildet CC-
IOSEX′ daher den besten Kompromiss aus Rechenzeit zu Performance unter den untersuchten
RPA-Varianten. Abschließend muss jedoch angemerkt werden, dass die, den RPA-Varianten
zugrunde liegende, TPSS-Referenz bei den hier gezeigten Beispielen ebenfalls gute Ergebnis-
se erzielt. Für viele Moleküle ist daher der Einsatz einiger untersuchter RPA-Varianten nicht
zwingend zu empfehlen.
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7.4 Bindungsenergien von van-der-Waals-Komplexen mittels der
GW-SAPT-Methode
Das letzte Anwendungskapitel beschäftigt sich mit der Berechnung der Bindungsenergie von
van-der-Waals-Komplexen mittels der in Kap. 6 vorgestellten GW -SAPT-Methode. Diese ba-
siert wiederum auf den Quasiteilchenenergien, welche aus einer GW -Rechnung erhalten wer-
den, und der Antwortfunktion aus der Bethe-Salpeter-Gleichung. GW -SAPT ist eine mit der
Systemgröße wie N6 skalierende Methode, siehe Kap. 6.3. Da die Implementierung in TUR-
BOMOLE jedoch effizient ist, können nichtsdestotrotz Systeme mit 60-70 Atomen pro Subsys-
tem behandelt werden. Wie in den in Kap. 7.4.2 gezeigten Benchmarkrechnungen kann die
GW -SAPT-Methode oft mit der, als Goldstandard der Quantenchemie bezeichneten [210,211],
CCSD(T)-Methode vergleichbare Ergebnisse liefern. Daher wurde die Leistung von GW -SAPT
auch an van-der-Waals-Komplexen von Carbazol und 1-Naphthol getestet, für die präzise expe-
rimentelle Daten aus der Gruppe von Prof. Samuel Leutwyler verfügbar sind. Die Daten für die
van-der-Waals-Komplexe von 1-Naphthol wurden mir dabei freundlicherweise von Prof. Sa-
muel Leutwyler und Dr. Richard Knochenmuss von der Universität Bern vorab zur Verfügung
gestellt.
7.4.1 Methodologie
Alle GW -SAPT-Rechnungen wurden mit einer PBE0-Referenz in Verbindung mit den
aug-cc-pVXZ-Basissätzen von Dunning [202] mit X=D,T und Q durchgeführt. Sämtliche
SAPT(DFT)-Rechnungen wurden analog dazu an einer asymptotisch korrigierten [212] PBE0-
Referenz (PBE0AC) mit demselben Basissatz durchgeführt. SAPT-Rechnungen an den
Monomeren wurden in der Dimerbasis durchgeführt, welche zu einer beschleunigten Konver-
genz mit der Größe der Orbitalbasis führt [68]. Die Dimerbasis setzt sich dabei aus der üblichen
Orbitalbasis plus den Basisfunktionen des zweiten Monomers zusammen, wobei die Kernla-
dungen aller Atome des zweiten Monomers auf null gesetzt werden. Die Quasiteilchenenergien
aus der G0W0-Methode wurden iterativ erhalten, wobei jeweils sechs Iterationen durchgeführt
wurden. Für evGW wurden die Quasiteilchenenergien auf 10−5 Hartree konvergiert. In allen
G0W0- und evGW -Quasiteilchenrechnungen wurde η=0.01 gewählt. Für QP-scGW wurde der
Hartree-Fock-Erwartungswert der Quasiteilchenamplituden über den Hamilton-Operator auf
10−6 Hartree konvergiert, wobei η=0.03 gesetzt wurde, um die Konvergenz zu beschleunigen.
Die PBE0-Referenzen wurden auf 10−9 Hartree oder besser konvergiert, und es wurde
ein numerisches Integrationsgitter der Größe 4 (gridsize 4) oder besser verwendet. Des
Weiteren machen alle GW -SAPT-Rechnungen von der RI-Näherung Gebrauch, wobei die
MP2-gefitteten Auxiliarbasen (CBAS) [162] in der entsprechenden Qualität genutzt wurden.
Für alle DFT-Rechnungen wurde der Coulombterm ebenfalls in der RI-Näherung berechnet,
wobei die entsprechenden Coulomb-gefitteten Auxiliarbasen (JBAS) [164] genutzt wurden. Für
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GW -SAPT wurden die Austauschbeiträge zweiter Ordnung E(2)ind,exch und E
(2)
disp,exch aus den








berechnet, die Austausch-Dispersion entsprechend durch Ersetzen der Induktions- durch die Di-
spersionsterme. Die SAPT+F12-Korrektur wurde wie in Ref. 213 angegeben berechnet. Weitere
Details sind, falls erforderlich, im jeweiligen Unterkapitel angegeben.
7.4.2 Validierung der GW-SAPT-Methode
GW-SAPT Benchmarkergebnisse im Vergleich zu DFT-SAPT, SAPT(CCSD) und CCSD(T)
Um einen Eindruck über die Leistungsfähigkeit der GW -SAPT-Methode zu erhalten, wurde
der Testsatz von Korona [214] verwendet, und die für GW -SAPT erhaltenen Werte mit den
CCSD(T)/aug-cc-pVTZ- sowie SAPT(CCSD)/aug-cc-pVTZ-Referenzwerten aus Ref. 214 ver-
glichen. Dieser umfasst die 13 Komplexe F−·HF, F−·H2O, Na+·H2O, (HF)2, (CH4)2, (H2O)2,
CH4·NH3 und NH3·H2O sowie die Edelgaskomplexe He·N2O (zwei Isomere), He·CO2 (zwei
Isomere) und Ar2. Wegen des hohen Anteils an Heliumverbindungen wurden drei der vier Heli-
umkomplexe aus dem Testsatz entfernt. Der Grund hierfür ist die sehr geringe Bindungsenergie
(<1.0kJ/mol), wodurch schon geringe absolute Fehler zu hohen relativen Fehlern führen. Da
die CCSD-Methode, welche die Basis von SAPT(CCSD) bildet, für Helium exakt ist, führt der
hohe Anteil an Heliumverbindungen daher zu einer überschätzen Leistung von SAPT(CCSD).
Die verbleibenden zehn Verbindungen wurden getestet, die erhaltenen Fehler der einzelnen
SAPT-Methoden sind in Tabelle 7.22 aufgelistet.
Tab. 7.22: Mittlerer absoluter Fehler (MURE) und mittlere relativer Fehler (MSRE) in % der elektronischen
Bindungsenergie von zehn Molekülen der entsprechenden SAPT(Methode)/aug-cc-pVTZ-Methode.
Als Referenz werden die CCSD(T)/aug-cc-pVTZ-Energien von Korona in Ref. 214 verwendet.
Methode CCSD PBE0AC G0W0 evGW QP-scGW
MURE 5.4 5.8 2.8 4.9 16.6
MSRE 2.8 2.0 −1.0 −1.8 −5.7
Tab. 7.23: Mittlerer absoluter Fehler von E(2)ind,CCSD und E
(2)
disp,CCSD in kJ/mol für zehn Moleküle mit der entspre-
chenden SAPT(Methode)/aug-cc-pVTZ-Methode im Vergleich zu SAPT(CCSD)/aug-cc-pVTZ.
Methode CCSD PBE0AC G0W0 evGW QP-scGW
E(2)ind 0.00 1.00 1.44 1.15 5.54
E(2)disp 0.00 0.79 0.89 1.14 1.84
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G0W0-SAPT zeigt dabei die insgesamt kleinsten Abweichungen von der CCSD(T)-Referenz,
der durchschnittliche Fehler kann im Vergleich zu SAPT(PBE0AC) und SAPT(CCSD) halbiert
werden. Im Gegensatz zu den Anregungsenergien, bei denen evGW -Quasiteilchenenergien (sie-
he Kap. 7.2.1) und QP-scGW [42]-Quasiteilchenenergien deutlich besser abschneiden als jene
von G0W0, stellen G0W0-Quasiteilchenspektren sich bei GW -SAPT als vorteilhaft heraus. Der
Grund hierfür ist in Gl. 6.5 ersichtlich: Nicht der Absolutwert der einzelnen Anregungsenergien
ist ausschlaggebend, sondern deren Differenzen. G0W0-BSE liefert durchgehend, aber konsis-
tent, zu niedrige Anregungsenergien. Da dies jedoch für beide Subsysteme der Fall ist, wird ei-
ne sehr gute Approximation der Differenzen der Anregungsenergien erhalten. Die Verwendung
der selbstkonsistenten QP-scGW -Quasiteilchenamplituden und Quasiteilchenergien liefert hin-
gegen inkonsistente Ergebnisse, QP-scGW sollte daher nicht als Quasiteilchenreferenz für GW -
SAPT verwendet werden. Analysiert man die Induktions- sowie Dispersionskomponenten der
einzelnen SAPT-Varianten so erkennt man, dass die hohe Abweichung von QP-scGW -SAPT
vorwiegend auf die Induktionskomponente zurückzuführen ist. Die Dispersion zeigt hingegen
eine wesentlich geringere Abweichung von den mittels der anderen Methoden erhaltenen Er-
gebnisse. SAPT(CCSD) hingegen kann, nach Entfernung der Heliumlastigkeit des Testsatzes,
kaum bessere Ergebnisse als SAPT(PBE0AC) erzielen. Dies wird von Korona damit begründet,
dass SAPT(CCSD) nicht mit CCSD(T) sondern mit CCSDTQ verglichen werden sollte [214].
Diese Aussage kann aber mangels CCSDTQ-Referenzwerten an geeigneten Systemen nicht
validiert werden. Die hohen Kosten von SAPT(CCSD), welches abhängig von der Implemen-
tierung mit N7-N8 mit der Systemgröße skaliert [214], verhindern außerdem Testrechnungen an
größeren Systemen.
Van-der-Waals-Komplexe von Benzol mit Imidazol und Pyrrol
Die Benzol·Imidazol- und Benzol·Pyrrol-Komplexe wurden in der Literatur eingehend
untersucht [215,216], weshalb sehr genaue elektronische Dissoziationsenergien (De) aus der
CCSD(F12)(T*)-Methode verfügbar sind. Diese unterscheiden sich jedoch noch um die
Nullpunktsschwingungsenergie (ZPVE) von der tatsächlich gemessenen Dissoziationsenergie
D0, was bei einem Vergleich mit experimentellen Daten beachtet werden muss.
Vergleicht man die Werte in Tab. 7.24, so bestätigt sich der schon für den Testsatz von Ko-
rona [214] erhaltene Trend. G0W0 ist gegenüber evGW die bessere Quasiteilchenreferenz für
GW -SAPT, wobei der Unterschied allerdings deutlich geringer ausfällt. SAPT(PBE0AC) und
G0W0-SAPT liefern für diese Testsysteme nahezu identischische Werte, beide können Ergeb-
nisse mit der Qualität von CCSD(T) erzielen, wenn zumindest ein triple-ζ -Basissatz oder die
+F12-Korrektur verwendet wird. Die so erhaltenen Abweichungen von ca. 0.2kJ/mol sind um
eine Größenordnung genauer als, die oft als „chemische Genauigkeit“ angegebenen, 1kcal/mol.
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Tab. 7.24: Elektronische Dissoziationsenergie De von Bz·Im und Bz·Py berechnet mit der SAPT(Ref.)/aug-cc-
pV(D/T/Q)Z-Methode. SAPT(PBE0AC), CCSD(T) und CCSD(F12)+(T*) Werte wurde aus Ref. 216
übernommen. Alle Werte in kJ/mol.
Bz·Im Bz·Py Bz·Im Bz·Py Bz·Im Bz·Py
Ref. aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ
PBE0AC 20.3 18.1 22.0 19.8 ... ...
+F12 22.3 20.0 22.7 20.4 ... ...
G0W0 20.5 18.3 22.1 19.9 22.4 20.2
+F12 22.5 20.2 22.8 20.5 22.7 20.5
evGW 20.1 17.9 21.5 19.4 ... ...
+F12 22.0 19.8 22.2 20.0 ... ...
CCSD(T) 19.6 17.5 21.9 19.7 ... ...
+(F12)(T*) 22.3 20.0 22.8 20.4 22.8 20.5
7.4.3 Vergleich der Dissoziationsenergien aus der GW-SAPT-Methode mit
experimentellen Daten
Die GW -SAPT-Methode, welche sich im Vergleich mit theoretischen Dissoziationsenergien als
akkurat herausgestellt hat, wird in diesem Kapitel mit hochpräzisen Experimentaldaten ver-
glichen. Hierzu wurden die van-der-Waals-Komplexe von Carbazol und 1-Naphthol mit klei-
nen Molekülen untersucht. Die im Experiment gemessenen Dissoziationsenergien D0 enthal-
ten noch die Nullpunktschwingungsenergien (ZPVE), um welche die entsprechenden elektro-
nischen Dissoziationsenergien De korrigiert werden müssen. Die ZPVE stellt einen Beitrag
dar, der die Dissoziationsenergie üblicherweise erniedrigt, da bei der Bildung eines van-der-
Waals-Komplexes Schwingungs- und Rotationsfreiheitsgrade verloren gehen. Daher sollte im
Idealfall ein unkorrigierter De-Wert größer als der entsprechende Wert für D0 sein, wenn diese
Korrektur nicht zuverlässig bestimmt werden kann. Dies ist insbesondere für van-der-Waals-
Wechselwirkungen nicht ungewöhnlich [217], wie die Analyse des Einflusses der Methodenwahl
für die ZPVE in Kap. VII von Ref. 217 für substituierte Furan-Methanol-Systeme zeigt.
Van-der-Waals-Komplexe von Carbazol mit kleinen Molekülen
Für die van-der-Waals-Komplexe von Carbazol mit Ne, Ar, Kr, Xe, N2, CO und CH4 wurde
jeweils die Struktur mittels der SCS-CC2/def2-TZVP-Methode optimiert. Mit derselben
Methode wurden mittels numerischer zweiter Ableitungen die ZPVE berechnet. An den
entsprechenden Geometrien wurde dann für alle Komplexe die Dissoziationsenergie (De)
mittels der GW -SAPT+F12, SAPT(PBE0AC)+F12- sowie CCSD(F12)(T*)-Methoden in
der aug-cc-pVTZ-Basis berechnet. Die erhaltenen gesamten Dissoziationsenergien, sowie
die ZPVE, sind in Tab. 7.25 aufgelistet. Mit Ausnahme des Neon- und Methankomplexes
liefert SAPT(PBE0AC) bei diesen Komplexen immer die größte Dissoziationssenergie, wobei
die Unterschiede zu G0W0-SAPT mit 0.1-0.3kJ/mol gering sind. Die gute Leistung von
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Tab. 7.25: Vergleich der Dissoziationsenergien erhalten mit den SAPT(PBE0AC), G0W0-SAPT, evGW -
SAPT und CCSD(F12)(T*)-Methoden in einer aug-cc-pVTZ-Basis für Carbazol·X van-der-Waals-
Komplexe. Die SAPT(PBE0AC)-Daten wurden Ref. 213 entnommen. Alle Werte in kJ/mol.
Ne Ar Kr Xe N2 CO CH4
SAPT(PBE0AC)+F12 -2.39 -7.01 -9.02 -11.76 -8.62 -9.35 -9.10
G0W0-SAPT+F12 -2.48 -6.86 -8.77 -11.41 -8.33 -9.00 -9.37
evGW -SAPT+F12 -2.39 -6.67 -8.52 -11.00 -8.08 -8.74 -9.05
CCSD(F12)(T*) -2.70 -7.22 -8.68 -11.51 -9.07 -9.99 -9.78
ZPVE 0.48 0.60 0.49 0.58 1.61 1.77 1.12
exp. -2.57 -6.34 -8.23 -10.66 -7.49 -8.58 -7.99
SAPT(PBE0AC) für Edelgaskomplexe ist bekannt [154]. Die beiden GW -SAPT-Methoden
können die im Vergleich zur CCSD(F12)(T*)-Methode exzellenten Dissoziationsenergien gut
reproduzieren, wobei ein Fehler von 1kJ/mol nie überschritten wird. Das Experiment offenbart
jedoch, dass alle Methoden Probleme mit dem Carbazol·CO-Komplex haben. Die Ursache
hierfür kann in der schwierig zu beschreibenden Polarisierbarkeit von CO [218], als auch in
























Abb. 7.9: Vergleich der Induktionsenergie (unten) und Dispersionsenergie (oben), erhalten mit den
SAPT(PBE0AC), G0W0-SAPT- und evGW -SAPT-Methoden für Carbazol·X van-der-Waals-Komplexe.
Die SAPT(PBE0AC)-Daten wurden Ref. 213 entnommen.
Betrachtet man die Induktions- sowie Dispersionskomponenten der einzelnen SAPT-Methoden,
so ergibt sich im Vergleich zu Tab. 7.25 ein schlüssiges Bild. Mit SAPT(PBE0AC) erhält man
die größten Komponenten, gefolgt von G0W0-SAPT und evGW -SAPT. Ausnahmen von dieser
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Regel sind wiederum für CH4 und Neon zu finden, wobei die Unterschiede bei Neon margi-
nal sind. Da die SAPT-Methode oft benutzt wird um die Art der Wechselwirkung nach ihren
Komponenten aufzuschlüsseln [219–223], erlangt man somit bereits eine wichtige Erkenntnis: Die
qualitativen Aussagen und quantitativen Aussagen von GW -SAPT und SAPT(PBE0AC) zu ech-
ten van-der-Waals-Komplexen sind beide zuverlässig, die so erhaltenen Dissoziationsenergien
liegen nahe an denen des Goldstandards CCSD(T).
Van-der-Waals-Komplexe von 1-Naphthol mit kleinen Molekülen
Anschließend zu den Komplexen der Carbazole werden nun Komplexe von kleinen Molekü-
len mit 1-Naphthol betrachtet. Untersucht wurden dabei die Moleküle Benzol, 2-Butin, Cyclo-
propan, Dimethylfuran, Ethanol, Ethen, Furan, H2O, Methanol, Oxetan, Oxiran, Tetrahydro-
furan (THF) und Thiophen. Allen Komplexen ist gemein, dass sie in der untersuchten Geo-
metrie an die -OH-Gruppe des 1-Naphthols binden, auch wenn dies nicht immer die ener-
getisch bevorzugte Konfiguration darstellt [224]. Experimentell ist dieser Bindungsmodus für
alle Komplexe messbar, für manche Komplexe, z.B. 1-Naphthol·Cyclopropan, wurde jedoch
noch ein zweiter Bindungsmodus gefunden [224], welcher energetisch günstiger ist. Der -OH-
Bindungsmodus beinhaltet signifikante induktive Anteile und ist nicht klar von der Dispersion
dominiert. Alle Geometrien wurden mit der PBE0-D3/def2-TZVPP-Methode optimiert, wobei
die D3-Korrektur von Grimme et al. [225] zum Einsatz kam. An der optimierten Geometrie wur-
den die entsprechenden G0W0-SAPT-Dissoziationsenergien in der aug-cc-pVTZ-Basis berech-
net. Die SAPT(PBE0AC)-Dissoziationsenergie wurden mit dem Programmpaket PSI4 [226,227]
berechnet, wobei zur asymptotischen Korrektur die G0W0-Quasiteilchenergie des HOMO her-
angezogen wurde. Die erhaltenen Dissoziationsenergien De, sowie die experimentellen Disso-
ziationsenergien D0, sind in Tab. 7.26 aufgeführt.
Die Dissoziationsenergien De aus der SAPT(PBE0AC)-Methode sind nun wesentlich geringer
als jene von G0W0-SAPT, und deutlichere Unterschiede als noch für die, vorwiegend disper-
siv gebundenen, Carbazol·X-Komplexe werden erhalten. Die Unterschiede liegen alleine in der
Induktions- und Dispersionsenergie, da die Beiträge erster Ordnung sowie die δ (HF)-Korrektur
identisch sind. In Abb. 7.10 sind die mittels G0W0-SAPT erhaltenen Dispersions- sowie In-
duktionskomponenten und die elektronische Dissoziationsenergie aufgetragen. Die Dispersion
macht in allen untersuchten Komplexen von 1-Naphthol einen großen Teil der Wechselwir-
kungsenergie aus. Subtrahiert man diese von der gesamten Dissoziationsenergie, so hebt sie
in allen Komplexen die Bindungsenergie nahezu auf. Der Anteil der Induktionsenergie an der
gesamten Dissoziationsenergie ist jedoch unterschiedlich, und erlaubt es die untersuchten 1-
Naphthol·X-Komplexe in zwei Klassen aufzuteilen.
Die klassischen wasserstoffbrückenbildenden Komplexe, zu denen H2O, Methanol, Ethanol,
Oxetan und Oxiran gehören, bilden die erste Klasse. Das Verhältnis von Dissoziations-
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Abb. 7.10: Dispersions- und Induktionsanteil an der berechneten, elektronischen, G0W0-SAPT-
Dissoziationsenergie De.
/Dispersions- zur Induktionsenergie beträgt in diesen Komplexen ungefähr 1.5-2.5:1. Die über
nicht-klassische Wasserstoffbrücken verbundenen Komplexe bilden die zweite Klasse. Hierzu
gehöhren insbesondere jene von Benzol und Thiophen, aber auch die Komplexe von Furan
und Dimethylfuran sind klar dieser Gruppe zuzuordnen. Die 1-Naphthol-Komplexe dieser
vier Moleküle überschreiten ein Dispersion/Induktion-Verhältnis von 4:1. Auch im Fall von
Cyclopropan ist noch klar von einem nicht-klassischen Komplex auszugehen, während das
Verhältnis von Dispersion zu Induktion aus der GW -SAPT-Analyse für die verbleibenden
Moleküle Ethen, Ethin, 2-Butin und THF die Grenzen verschwimmen lässt. Korreliert man
zusätzlich noch die elektrostatischen Beiträge erster Ordnung sowie die gesamte Dissozia-
tionsenergie untereinander, so können die Komplexe von Ethen und Ethin wiederum den
nicht-klassischen Komplexen zugeordnet werden, da sie eine eher geringe Dissoziationsenergie
besitzen. THF kann hingegen klar den klassischen Komplexen zugeordnet werden, welche
hohe elektrostatische Anteile in ihrer Bindung zeigen. Der 1-Naphthol·2-Butin-Komplex wird
durch ein recht ausgewogenes Verhältnis an dispersiven und elektrostatischen Bindungsanteilen
beschrieben, das keine klare Präferenz zeigt.
Die mit GW -SAPT erhaltenen Dissoziationsenergien korrelieren gut mit den experimentellen
Werten, nur für zwei Moleküle werden signifikante Abweichungen gefunden. Dabei handelt
es sich um 2,5-Dimethylfuran und Thiophen, wobei die mittels GW -SAPT erhaltenen Werte
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im Vergleich zu den experimentellen Dissoziationsenergien deutlich zu niedrig sind. Dies gilt
auch für die mittels SAPT(PBE0AC) und PBE0-D3 erhaltenen Dissoziationsenergien dieser
Systeme. Eine wahrscheinliche Erklärung für das Versagen wäre daher, dass die berechnete
Struktur nicht der im Experiment gemessenen entspricht. Allerdings konnte für beide Komplexe
keine energetisch bevorzugtere Struktur, welche über die -OH-Gruppe von 1-Naphthol bindet,
lokalisiert werden. Der alternative Bindungsmodus an das π-System von 1-Naphthol ist für
beide Komplexe bekannt und wird experimentell ebenfalls beobachtet, kann allerdings über die
Messung der Verschiebung der -OH-Streckschwingung ausgeschlossen werden. Der Grund für
die Abweichung der gemessenen von den berechneten Dissoziationsenergien bedarf in diesen
Fällen daher weiterer Untersuchungen.
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In dieser Arbeit wurde das Spektrum der Anwendungsmöglichkeiten der GW -Methode so-
wie der Bethe-Salpeter-Gleichung (BSE) in der Quantenchemie beträchtlich erweitert. Aus-
gehend von zweikomponentigen Referenzdeterminanten aus der generalisierten Hartree-Fock-
Theorie oder der DFT wurde die GW -Methode für den Einsatz an diese angepasst. Mittels
der generalisierten zweikomponentigen GW -Methode konnten die Auswirkungen von Spin-
Bahn-Kopplung und starken Magnetfeldern auf Moleküle, unabhängig von deren Spinzustand,
untersucht werden. Auch wurden die effizienten zweikomponentigen RI-AC-GW - und RI-CD-
GW -Methoden im Zuge dieser Arbeit entwickelt und für Kramers-symmetrische Systeme for-
muliert und implementiert. Die Genauigkeit dieser beiden Methoden wurde mittels des GW27-
Testsatzes, sowie anhand von Verbindungen mit schweren Elementen getestet. Dabei wurde
für den Valenzbereich eine Abweichung von 1-2meV oder weniger gegenüber der Referenz-
methode gefunden, wodurch ein breiter Einsatz der zweikomponentigen GW -Methode mithilfe
dieser effizienten Varianten ermöglicht wurde. Auf Basis von RI-AC-GW und RI-CD-GW wur-
den dann Quasiteilchenspektren für Systeme mit tausenden Basisfunktionen berechnet. Diese
bildeten die Grundlage für die darauf aufbauenden Methoden, wie GW -BSE, RPA oder GW -
SAPT.
Die GW -BSE-Methode zur Berechnungen von elektronischen Anregungsenergien wurde eben-
falls für generalisierte, zweikomponentige Referenzen erweitert. Die entwickelte zweikompo-
nentige GW -BSE-Methode skaliert hierbei strikt wie TD-DFT, und erlaubt somit ebenfalls die
Berechnung von Anregungsspektren von Molekülen mit tausenden Basisfunktionen. Da die
zweikomponentige GW -BSE-Methode sowohl Spin-Bahn-Kopplung als auch Charge-Transfer-
Zustände korrekt beschreibt, stellt sie momentan die einzige Möglichkeit dar, um beide Ef-
fekte im Anregungsspektrum von Molekülen signifikanter Größe ab-initio zu berücksichtigen.
Um die Schwächen der GW -BSE-Methode bei nicht spinerhaltenden Übergängen zu beheben,
wurde im Zuge dieser Arbeit außerdem die korrelationsaugmentierte BSE (cBSE) vorgestellt.
Für die cBSE wurde in Vergleichsrechnungen an Testsätzen mit organischen Molekülen, aber
auch im Test an Molekülen mit schweren Elementen, eine deutliche Verbesserung gegenüber
der BSE festgestellt. Der durchschnittliche Fehler von Triplett-Anregungen im Thiel-Testsatz
konnte so von 0.54eV (evGW /BSE) auf 0.07eV (evGW /cBSE) gesenkt werden. Für Systeme
mit komplexer elektronischer Struktur wie Hafniumoxid (HfO) konnte cBSE das Anregungs-
spektrum semiquantitativ vorhersagen, während sowohl TD-DFT als auch BSE nicht in der
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Lage waren, qualitativ richtige Antworten zu geben. Für metallorganische Rhenium- und Pal-
ladiumkomplexe konnte der Einfluss von Spin-Bahn-Effekten auf deren elektronische Spektren
gezeigt werden, was in beiden Fällen präzisere Aussagen über die Lage und Struktur der im
Experiment beobachteten Absorptionsbanden zulässt. Im Zuge dieser Entwicklung wurde auch
die zweikomponentige TD-DFT-Methode in TURBOMOLE um Hybridfunktionale erweitert.
Ausgehend von der GW -BSE-Methode wurden Schemata zur Berechnung von Korrelations-
energien auf Basis der RPA, sowie von Wechselwirkungsenergien zwischen van-der-Waals-
Molekülen auf Basis der symmetrieadaptierten Störungstheorie (GW -SAPT) entwickelt und
implementiert. Beide Methoden wurden anhand von hochgenauen Referenzdaten getestet und
validiert. Für die RPA-Varianten auf Basis der Bethe-Salpeter-Gleichung konnte dabei eine Ver-
besserung der Atomisierungsenergien und harmonischen Schwingungsfrequenzen für kleine
Moleküle gefunden werden. Insbesondere die vorgestellte CC-IOSEX′-Variante stellt einen gu-
ten Kompromiss aus Kosten und Effizienz dar.
Für die GW -SAPT-Methode wurde gezeigt, dass diese van-der-Waals-Komplexe mit der Genau-
igkeit von CCSD(T) beschreiben kann, welches als Goldstandard der Quantenchemie gilt. GW -
SAPT reduziert gegenüber CCSD(T) den rechnerischen Aufwand jedoch deutlich. Im Vergleich
zu experimentellen Dissoziationsenergien wurden so Abweichungen von durchschnittlich weni-




A.1 Effiziente Ausnutzung von Punktgruppensymmetrie im spektralen
GW-Ansatz
Für den Fall reeller Orbitale wurde die optimale Nutzung der eindimensionalen abelschen
Punktgruppe D2h und ihrer Untergruppen in Kombination mit der RI-Näherung implementiert.
Die Ausnutzung der vorhandenen Symmetrien ist besonders vorteilhaft, da sie keine Näherung
darstellt, sondern durch mathematisch-physikalische Grundprinzipien den Rechenaufwand ver-
ringert. Dabei wird ausgenutzt, dass Integrale nur dann verschieden von null sein können wenn
das Produkt ihrer Komponenten die totalsymmetrische Darstellung enthält.
A.1.1 Berechnung der Matrixelemente der Hessematrix
Für ein 4-Index-Coulombintegral (ai|b j) der Hessematrix gilt
(ai|b j) 6= 0 wenn Γtotal. ∈ Γa⊗Γi⊗Γb⊗Γ j, (A.1)
wobei Γ hier die irreduzible Darstellung (IRREP) ist, zu jener der Index gehört. Bildet man nun
das 4-Index-Integral in der RI-Näherung aus 3-Index-Integralen RSai (Gl. 3.22) so ist speziell in
eindimensionalen, abelsches Punktgruppen eine Vorsortierung nach den Indizes ai sinnvoll.
Dazu werden alle Indexpaare, deren Produkte Γ3idx zur gleichen irreduziblen Darstellung gehö-
ren konsekutiv in eine Datei geschrieben oder im Speicher gesammelt:
Γ3idx = Γa⊗Γi. (A.2)
Da in abelschen Punktgruppen jede Verknüpfung von zwei Elementen ein einzelnes Element
aus derselben Gruppe ergibt, und des Weiteren jedes Element der Gruppe durch genau eine
Verknüpfung erhalten wird, entsteht dabei keine Redundanz an zu speichernden Elementen.
Nach erfolgter Sortierung erhält man h Blöcke an 3-Index-Integralen RSai, wobei h die Ordnung
der Gruppe darstellt. Dies sei demonstrativ für die Punktgruppe Ci dargestellt, welche zwei





Effiziente Ausnutzung von Punktgruppensymmetrie im spektralen GW -Ansatz
Der Index S läuft dabei über alle IRREPs einer Gruppe. Werden die 4-Index-Integrale aus
den 3-Index-Integralen berechnet, so kann in einer abelschen Punktgruppe ersteres nur dann
verschieden von null sein, wenn RSai(Γ3idx) und R
S
b j(Γ3idx) zur selben IRREP gehören. In der
Punktgruppe Ci ergeben sich daher folgende Kombinationen:










(ai|b j)(ag⊗au) =0 (A.4c)
(ai|b j)(au⊗ag) =0. (A.4d)
Von den vier Möglichkeiten sind daher nur zwei verschieden von null. Weiterhin ist es auch
beim Auxiliarindex S nur notwendig Produkte aus gleichen IRREPs zu berücksichtigen, da man
die vorangegangen Überlegungen analog durchführen kann. Das Aufstellen der Hessematrix
wird daher um den Faktor h2 beschleunigt.
A.1.2 Berechnung der Antwortfunktion in der GW-Näherung mit
Punktgruppensymmetrie
Die Hessematrix nimmt in der Punktgruppensymmetrie eine nach IRREPs geblockte Form an,
in der die Integrale der Nebendiagonalblöcke, wie oben gezeigt, null ergeben. Generell kann
daher die Hessematrix in h2 Blöcke unterteilt werden, wobei nur h Blöcke verschieden von
null sind. Da der Aufwand für die notwendige Berechnung aller Eigenvektoren mit N3 mit der
Größe der Hessematrix wächst, beschleunigt die Ausnutzung der Punktgruppensymmetrie die
Auswertung eines Symmetrieblocks um den Faktor h3. Da die Operation aber h mal (einmal pro
IRREP) wiederholt werden muss, ergibt sich insgesamt eine Beschleunigung um den Faktor h2.
Dies entspricht einer viermal schnelleren Berechnung im Falle der Punktgruppe Ci, und sogar
einer 64-fachen Beschleunigung im Fall von D2h.
A.1.3 Berechnung der Selbstenergien mit Punktgruppensymmetrie
Zur Ausnutzung von Punktgruppensymmetrie bei der Berechnung von Gl. 3.37 muss erst ein
symmetrisiertes Zwischenprodukt ΓSb j gebildet werden. Wurden die nach IRREPs sortierten 3-
Index-Integrale aus Gl. A.2 gespeichert, so können diese hier direkt wieder verwendet werden,
da die Indizes c (k), wie auch a(i) und b(j), über virtuelle (besetzte) Orbitale laufen. Für die
Punktgruppe D2h und ihre Untergruppen gilt wiederum, dass das Produkt der Indizes ck und b j
zur gleichen IRREP gehören muss, damit das Zwischenprodukt γSb j verschieden von null ist:
Γc⊗Γk
!
= Γb⊗Γ j. (A.5)
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Für die Punktgruppe Ci ergeben sich daher folgende Kombinationen:
γ
S
b j(ag) = ∑
ck
RSck(ag)(X +Y )ck,b j(ag) (A.6a)
γ
S
b j(ag) = ∑
ck
RSck(au)(X +Y )ck,b j(au), (A.6b)
wobei die IRREP, welche in Gl. A.6 in Klammer neben den Intermediaten angegeben ist, der
IRREP des Produkt der Indizes (Γb⊗Γ j; Γc⊗Γk ) entspricht. Dies ist eine direkte Folge aus Gl.
A.4, da nur dieselben Blöcke der Matrix (X +Y ), welche aus den Eigenvektoren der Hessema-
trix besteht, verschieden von null sein können. Man kann γSb j daher als die totalsymmetrische
Darstellung der Anregungsvektoren im auxiliaren Unterraum ansehen. Betrachtet man Gl. A.6
so erkennt man, dass je Index nur eine von insgesamt h IRREPs beiträgt. Da zwei Indizes kon-
trahiert werden ergibt sich daher ein Beschleunigungfaktor von h2 für diesen Schritt.
Da γSb j immer totalsymmetrisch ist, kann die IRREP zu der das Matrixelement (pq|ρb j) beiträgt
leicht bestimmt werden, da eine IRREP verknüpft mit dem totalsymmetrischen Element der
Gruppe immer sich selbst ergibt. Für den konkreten Fall in der Punktgruppe Ci tragen also nur
die Kombinationen










bei, wobei die in Klammern gegebene IRREP wiederum dem Produkt der IRREPs der Indizes
(Γp⊗Γq) entspricht. Zur Berechnung der Selbstenergie werden die erhaltenen Matrixelemente
nun in Gl. 3.32 eingesetzt. Die Punktgruppensymmetrie muss hier nicht weiter beachtet werden.
In Gl. A.7 werden wiederum von h2 möglichen Produkten nur h gebildet. Da es sich dabei um
Matrix-Vektorprodukte handelt, welche im Aufwand wie N2 mit der Größe der Intermediate
skalieren, ist die Beschleunigung wie bei allen Schritten zuvor mit h2 abzuschätzen.
A.2 Punktgruppensymmetrie zur Konstruktion der dielektrischen
Funktion im auxiliaren Unterraumansatz
Die Ausnutzung der Punktgruppensymmetrie für auxiliaren Unterraumansätze ist verschieden
von dem für Orbitalprodukte, wie sie in der TD-DFT-Theorie, Coupled-Cluster-Theorie oder
auch dem spektralen GW -Ansatz angewendet werden. Dem Autor ist kein Programm bekannt,
dass für einen Unterraumansatz Punktgruppensymmetrie ausnutzt. Auch das RIRPA-Modul,
welches zur Berechnung der RI-dRPA-Energie ebenfalls einen auxiliaren Unterraumansatz be-
nutzt, unterstützt keinerlei Punktgruppensymmetrie. Durch die Ähnlichkeit der Intermediate bei
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der Berechnung der RI-dRPA-Energie [101] und der RI-AC-GW - und RI-CD-GW -Selbstenergie
ist eine gemeinsame Betrachtung von Interesse.
Im Gegensatz zum spektralen GW -Ansatz, bei dem nur eindimensionale, abelsche Gruppen
(D2h und Untergruppen) besprochen wurden, wird hier die Implementierung und Ausnutzung
der Punktgruppensymmetrie für die Konstruktion der dielektrischen Funktion εPQ in ihrer auxi-
liaren Unterraumrepräsentation für alle endlichen Punktgruppen besprochen. Letztere, zu denen
auch Oh, Td oder Ih gehören, sind bei realen Systemen seltener anzutreffen als die abelschen
Punktgruppen. Dennoch bilden diese Punktgruppen die Grundlage für die Orbitalbezeichnun-
gen vieler anschaulicher Konzepte in der Chemie.
A.2.1 Symmetrie der dielektrischen Funktion im auxiliaren Unterraum
Die auxiliare Unterraumdarstellung einer Größe lässt sich äquivalent zur vollen Orbitaldarstel-
lung in eine blockdiagonale Form, deren Blöcke durch die IRREPs der entsprechenden Punkt-
gruppe definiert werden, zerlegen. Das direkte Produkt der IRREPs der Auxiliarindizes P und
Q bestimmt dabei den Subblock:
ΓεPQ = ΓP⊗ΓQ, (A.8)
wobei für höhere Punktgruppen nun beachtet werden muss, dass das direkte Produkt mehrdi-
mensionaler Indizes zu mehreren Subblöcken beiträgt. Für den tatsächlichen Beitrag zu εPQ gilt,
dass er ebenfalls genau dann von null verschieden ist, wenn ΓεPQ die totalsymmetrische Dar-
stellung enthält. Da in nicht-abelschen Punkgruppen eine IRREP aus den direkten Produkten
verschiedener IRREPs erhalten werden kann, wird eine Aufteilung in 2-Tupel effektiv verhin-








das komplette erzeugende Hextupel betrachtet werden. Das totalsymmetrische, zum Block
(ΓP⊗ΓQ) beitragende Produkt, wird als
εPQ(ΓP⊗ΓQ) = ΓP⊗Γc⊗Γk⊗Γc⊗Γk⊗ΓQ (A.10)
erhalten. Dabei handelt es sich um einen Spezialfall eines auch bei MP2 auftretenden Hextupels,
dessen Auswertung von Häser für MP2 beschrieben wurde [228]. Im Unterschied zu RI-MP2, bei
welchem das Hextupel zum Integral (ai|b j)
(ai|b j)(Γa⊗Γi⊗Γb⊗Γi) = Γa⊗Γi⊗ΓP⊗ΓQ⊗Γb⊗Γ j (A.11)
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ausgewertet werden muss, werden bei der dielektrischen Funktion εPQ im auxiliarem Unter-
raum nur die Produkte ΓaΓi = ΓbΓ j benötigt. Da die Liste der Hextupel für RI-MP2 und RI-
CC2 jedoch bereits in TURBOMOLE verfügbar war, wurde diese ohne weitere Modifikation
übernommen. Da es sich hierbei um eine statische, nur wenige Megabyte große Liste handelt
wären Effizienzverbesserungen an dieser Stelle ohnehin unbedeutend, so dass die Vorteile der
Beibehaltung bekannter, gut wartbarer Programmstrukturen diesen Nachteil aufwiegt.
A.2.2 Berechnung der dielektrischen Funktion im auxiliaren Unterraum mit
Punktgruppensymmetrie
Zur konkreten Berechnung der dielektrischen Funktion im auxiliaren Unterraum werden zu-
erst, wie bei der spektralen Methode, die 3-Index-Integrale RPNRAOck erzeugt. Der auxiliare Index
PNRAO von R
PNRAO
ck stammt hierbei aus der nicht-redundanten AO Basis (NR-AO). Die NR-AO-
Integrale sind identisch zu den petite list-Integralen, welche die Basisvektoren darstellen [229],
aus denen alle Skelettintegrale berechnen werden können [229]. Das Integral RPNRAOck wird nun
blockweise verarbeitet, wobei immer vollständige (alle zugehörgen Indizes PNRAO) Blöcke ck
geladen werden müssen. Danach werden die Symmetrieklassen des Blocks bestimmt:
Γ3idx = Γc⊗Γk (A.12)
Ausgehend von Gl. A.9, unter Ausnutzung der Assoziativität der Gruppe, werden nun die ge-
nerierenden IRREPs aus Γgen. = Γ3idx⊗Γ3idx bestimmt. Für alle IRREPs von P und Q, welche
die Bedingung
Γtotal. = ΓPΓgen.ΓQ (A.13)
erfüllen, werden nun die Indizes die PNRAO und QNRAO in die symmetrieadaptierte AO-Basis
(SAO) transformiert. Dazu wird das petite list-Theorem [230], wie von Häser implementiert, [229]
ausgenutzt. Hierzu werden erst aus den NR-AO-Integralen alle Skelettintegrale berechnet. Die-
se ergeben, nach der Anwendung eines totalsymmetrischen Projektionsoperators P, die benö-
tigten Integrale RPSAOck in der SAO-Basis
[229]. Für die so erhaltenen Integrale RPSAOck (ΓPQ) kann
anschließend die Matrix Π(ΓPQ), wie in Gl. A.9 gezeigt, berechnet werden.
A.2.3 Berechnung der dRPA-Energie mit Punktgruppensymmetrie
Aus der symmetrisierten dielektrischen Matrix kann nun u.A. die dRPA-Energie berechnet wer-
den. Hierzu bildet man das Integral über imaginäre Frequenzen [231] iω , summiert zusätzlich
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wobei g über alle IRREPs der Punktgruppe läuft, und d(Γg) der Entartung der IRREP Γg ent-





(iω) = [1−Π(Γg)(iω)] (A.15)
Die dRPA-Energie des C60-Moleküls in Ih-Symmetrie
Als Beispiel wurde die dRPA-Energie für das C60-Fulleren berechnet, welches der Punktgrup-
pe Ih zuzuordnen ist. Hierzu wurde eine TPSS-Referenz in Verbindung mit dem def2-QZVPP
Basissatz, analog zu Kap. 7.3.3, benutzt. Die TPSS-Referenz wurde auf 10−10 Hartree konver-
giert. Die Rechnungen wurden für die Punktgruppen Ih, D2h und C1 auf einer CPU vom Typ
Intel Xeon E5-2687W und 8GB RAM durchgeführt.
Tab. A.1: Vergleich der Ressourcenbedarfs zur Berechnung der dRPA-Energien für RI-dRPA am C60-Molekül, in
den Punktgruppen Ih, D2h und C1. Es wurde eine TPSS-Referenz in Verbindung mit dem def2-QZVPP-
Basissatz genutzt.
Sym. Ttotal h Tensorraum Größe RSck E
dRPA
Ih 177min 120 1555220 628MB -16.90052057 Eh
D2h 295min 8 5832000 5647MB -16.90052057 Eh
C1 3835min 1 5832000 37642MB -16.90052057 Eh
Die gemessenen Rechenzeiten, der Ressourcenverbrauch und einige Kenngrössen können Tab.
A.1 entnommen werden. Die Rechnung in Ih-Symmetrie hat den geringsten Ressourcenbedarf.
Insbesondere der Speicherverbrauch für die petite list-Integrale RSck ist mit 628MB gering. In
D2h wird das Neunfache an Speicher benötigt, ohne Symmetrie fast das 60-fache. Der zusätzli-
che Aufwand für die Anwendung des Projektionsoperators, sowie die optimierten Algorithmen
für abelsche Punktgruppen haben allerdings Auswirkungen auf die Rechenzeit. Durch das Vor-
sortieren der 3-Index-Integral kann der Algorithmus für abelsche Punktgruppen ebenfalls auf ef-
fiziente Level-3-BLAS-Routinen [232] zur Matrix-Matrix-Multiplikation zurückgreifen, was ihn
auf modernen Prozessoren stark beschleunigt. Der Vorteil der hohen Symmetrie wird durch die
hohe Effizienz dieser Routinen teilweise aufgehoben, solange genügend Arbeitsspeicher zur
Verfügung steht. Im Vergleich zur dRPA-Rechnung ohne Symmetrie beschleunigt der Algo-
rithmus für die Punktgruppe D2h die Rechnung um den Faktor 13, was auch durch die gesun-
kenen Anforderungen an die I/O-Leistung erklärt werden kann. Da sich der Algorithmus für
abelsche Punktgruppen außerdem effizient parallelisieren lässt, kann er dem unsymmetrischen
Algorithmus jederzeit vorgezogen werden, wenn das Molekül Symmetrie besitzt. Abschließend
soll noch erwähnt werden, dass die Wahl der auszunutzenden Punktgruppe das Ergebnis nicht
beeinflusst, solange die Umgebungsparameter identisch gewählt werden.
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A.3 Ergebnisse für den GW27-Testsatz
A.3.1 Ergebnisse für RI-AC-G0W0
Tab. A.2: Vergleich der berechneten Selbstenergien ΣC, welche mittels der linearisiertem G0W0- und RI-AC-
G0W0-Ansätze auf einer PBE/def2-TZVPP-Referenz für den GW27-Testsatz [25] erhalten wurden. Alle
Werte in eV.
Name IP HOMO LUMO HOMO LUMO
G0W0 G0W0 G0W0 AC-G0W0 AC-G0W0
Butan 11.49 0.272 -1.128 0.272 -1.128
2-Propenal 9.44 1.621 -2.052 1.621 -2.052
Anthrazen 6.88 -0.786 -1.908 -0.786 -1.907
Cs2 3.43 -0.837 -0.629 -0.838 -0.630
Au2 9.18 1.570 -1.190 1.570 -1.190
Au4 7.56 -0.621 -1.116 -0.621 -1.116
CO2 13.29 0.511 -1.876 0.511 -1.875
H2 15.78 -0.388 -0.441 -0.388 -0.441
BF3 10.53 -0.456 -1.337 -0.456 -1.337
Li2 5.03 -0.745 -0.773 -0.745 -0.773
Na2 4.84 -0.861 -0.677 -0.862 -0.678
Aceton 8.98 1.541 -2.190 1.541 -2.191
Benzol 8.90 -0.472 -2.039 -0.472 -2.039
Methan 13.91 0.166 -0.779 0.166 -0.779
Ethan 12.32 0.143 -0.929 0.143 -0.929
Ethen 10.27 -0.670 -1.703 -0.670 -1.703
Propan 11.64 0.173 -1.066 0.173 -1.066
Isobutan 11.35 0.305 -1.133 0.305 -1.133
LiH 7.01 0.362 -0.342 0.362 -0.342
Ammoniak 10.36 0.683 -0.733 0.683 -0.733
N2 14.79 1.166 -1.530 1.166 -1.530
H2O 12.01 1.316 -0.678 1.316 -0.678
F2 14.69 2.318 -1.997 2.318 -1.997
SF4 11.97 1.004 -1.512 1.004 -1.512
Silan 12.25 0.058 -1.182 0.058 -1.182
Naphthalin 7.72 -0.629 -2.016 -0.629 -2.017
Tetrazen 6.36 -0.876 -1.832 -0.876 -1.831
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A.3.2 Ergebnisse für RI-CD-G0W0
Tab. A.3: Vergleich der berechneten Selbstenergien ΣC, welche mittels der iterativ gelöstem G0W0- und RI-CD-
G0W0-Ansätze auf einer PBE/def2-TZVPP-Referenz für den GW27-Testsatz [25] erhalten wurden. Alle
Werte in eV.
Name IP HOMO LUMO HOMO LUMO
G0W0 G0W0 G0W0 CD-G0W0 CD-G0W0
Butan 11.42 0.874 -1.270 0.875 -1.270
2-Propenal 9.26 2.537 -2.668 2.537 -2.668
Anthrazen 6.86 -0.322 -2.352 -0.322 -2.352
Cs2 3.41 -0.487 -0.915 -0.487 -0.915
Au2 9.87 1.669 -1.167 2.528 -1.600
Au4 7.48 -0.125 -0.936 -0.159 -1.545
CO2 13.21 1.307 -2.427 1.307 -2.427
H2 15.65 0.308 -0.534 0.308 -0.534
BF3 10.45 0.319 -1.838 0.319 -1.838
Li2 4.96 -0.110 -1.131 -0.110 -1.131
Na2 4.79 -0.353 -0.994 -0.352 -0.994
Aceton 8.87 2.313 -2.731 2.313 -2.731
Benzol 8.87 0.026 -2.471 0.026 -2.471
Methan 13.83 0.818 -0.883 0.818 -0.883
Ethan 12.25 0.754 -1.049 0.754 -1.049
Ethen 10.24 -0.142 -2.138 -0.142 -2.138
Propan 11.58 0.775 -1.204 0.775 -1.204
Isobutan 11.29 0.893 -1.276 0.893 -1.276
LiH 6.45 1.676 -0.464 1.779 -0.464
Ammoniak 10.26 1.368 -0.830 1.368 -0.830
N2 14.70 1.942 -2.116 1.942 -2.116
H2O 11.91 2.061 -0.775 2.061 -0.775
F2 14.60 3.181 -2.789 3.181 -2.789
SF4 11.92 1.668 -1.985 1.668 -1.985
Silan 12.15 0.731 -1.408 0.731 -1.408
Naphthalin 7.69 -0.146 -2.465 -0.146 -2.465
Tetrazen 6.34 -0.422 -2.270 -0.422 -2.270
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Tab. A.4: Singulett-Anregungsenergien ∆E (eV) erhalten in der def2-TZVP-(def2)- oder aug-cc-pVTZ-(aVTZ)-
Basis mit dem PBE0-Funktional. BSE und Referenzwerte (CC3/aug-cc-pVTZ) wurden Ref. 42 ent-
nommen
Molekül Zustand BSE cBSE cBSE BSE cBSE cBSE Ref.
def2 def2 aVTZ def2 def2 aVTZ aVTZ
Ethen 1 1B1u 7.29 7.41 7.06 7.75 7.90 7.50 7.89
E-Butadien 1 1B1u 5.49 5.55 5.38 5.94 6.02 5.81 6.21
E-Hexatrien 1 1B1u 4.49 4.54 4.44 4.92 5.00 4.86 5.32
E-Octatetraen 1 1B1u 3.83 3.88 3.82 4.27 4.34 4.24 4.75
Cyclopropen 1 1B1 6.04 6.23 5.93 6.56 6.78 6.39 6.67
1 1B2 6.08 6.24 5.91 6.56 6.74 6.34 6.68
Cyclopentadien 1 1B2 4.64 4.75 4.62 5.06 5.20 5.03 5.49
Norbornadien 1 1A2 4.71 4.84 4.65 5.16 5.32 5.06 5.37
1 1B2 5.68 5.78 5.48 6.16 6.28 5.87 6.21
Benzol 1 1B2u 4.78 4.88 4.78 5.19 5.30 5.16 5.03
1 1B1u 5.62 5.75 5.63 6.03 6.20 6.04 6.42
1 1E1u 6.44 6.55 6.36 6.89 7.01 6.78 7.14
Naphthalin 1 1B3u 3.91 4.00 3.95 4.29 4.40 4.31 4.25
1 1B2u 3.98 4.05 3.99 4.37 4.45 4.36 4.82
1 1B1g 5.41 5.41 5.16 5.91 5.92 5.58 5.75
2 1Ag 5.57 5.69 5.50 6.12 6.25 5.96 5.90
2 1B3u 5.40 5.48 5.36 5.83 5.92 5.76 6.11
2 1B2u 5.61 5.71 5.61 6.03 6.16 6.01 6.36
2 1B1g 5.72 5.86 5.72 6.27 6.44 6.25 6.46
Furan 1 1B2 5.66 5.78 5.53 6.09 6.24 5.94 6.26
2 1A1 6.27 6.32 7.33 6.78 6.85 6.46 6.51
3 1A1 7.59 7.75 7.80 8.14 8.33 7.80 8.13
Pyrrol 1 1B2 5.90 6.02 5.54 6.33 6.48 5.91 6.20
2 1A1 6.04 6.11 6.87 6.51 6.60 6.01 6.27
3 1A1 7.34 7.48 7.23 7.86 8.02 7.27 7.60
Imidazol 2 1A′ 5.96 6.05 5.96 6.41 6.52 6.03 6.32
1 1A′′ 5.97 6.14 5.80 6.70 6.55 6.28 6.70
3 1A′ 6.47 6.58 6.43 6.98 7.12 6.33 6.79
Pyridin 1 1B1 4.28 4.48 4.40 4.95 5.19 5.06 4.95
1 1B2 4.82 4.92 4.83 5.23 5.34 5.22 5.12
1 1A2 4.68 4.82 4.73 5.37 5.52 5.40 5.41
2 1A1 5.79 6.77 6.22 6.23 6.39 6.24 6.60
2 1B2 6.63 6.73 6.57 7.13 7.26 7.03 7.33
3 1A1 6.65 7.95 6.60 7.14 7.28 7.06 7.39
Pyrazin 1 1B3u 3.42 3.62 3.55 4.03 4.27 4.16 4.13
1 1B2u 4.61 4.71 4.63 5.01 5.12 5.01 4.97
1 1Au 4.29 4.42 4.36 4.94 5.09 4.99 4.98
1 1B2g 4.87 5.12 5.04 5.68 5.97 5.84 5.65
1 1B1g 5.92 6.02 5.94 6.76 6.88 6.74 6.69
1 1B1u 5.95 6.08 5.99 6.39 6.55 6.43 6.83
2 1B2u 7.07 7.18 6.79 7.64 7.77 7.57 7.81
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Tab. A.4, Fortsetzung
Molekül Zustand BSE cBSE cBSE BSE cBSE cBSE Ref.
def2 def2 aVTZ def2 def2 aVTZ aVTZ
2 1B1u 6.89 7.02 7.45 7.44 7.61 7.56 7.86
Pyrimidin 1 1B1 3.75 3.92 3.83 4.41 4.61 4.48 4.43
1 1A2 4.14 4.29 4.30 4.82 5.00 4.96 4.85
1 1B2 5.02 5.12 5.10 5.46 5.58 5.52 5.34
2 1A1 6.04 6.17 6.16 6.51 6.66 6.62 6.82
Pyridazin 1 1B1 3.02 3.23 3.18 3.71 3.96 3.85 3.85
1 1A2 3.73 3.88 3.81 4.45 4.62 4.49 4.44
2 1A1 4.86 4.96 4.89 5.30 5.42 5.31 5.20
2 1A2 4.96 5.16 5.11 5.66 5.91 5.80 5.66
s-Triazin 1 1A′′1 3.98 4.11 4.06 4.66 4.83 4.74 4.70
1 1A′′2 4.09 4.27 4.22 4.75 4.98 4.90 4.71
1 1E ′′ 4.07 4.22 4.17 4.77 4.94 4.85 4.75
1 1A′2 5.38 5.48 5.42 5.88 6.00 5.92 5.71
s-Tetrazin 1 1B3u 1.62 1.80 1.78 2.24 2.47 2.40 2.46
1 1Au 3.08 3.22 3.17 3.76 3.92 3.82 3.78
1 1B1g 3.99 4.19 4.16 4.85 5.09 5.01 4.87
1 1B2u 4.68 4.78 4.73 5.13 5.24 5.16 5.08
1 1B2g 4.55 4.76 4.73 5.36 5.61 5.53 5.28
2 1Au 4.64 4.81 4.80 5.29 5.50 5.44 5.39
Formaldehyd 1 1A2 3.12 3.41 3.22 3.83 4.17 3.93 3.89
1 1B1 8.10 8.43 8.20 8.96 9.35 9.06 9.05
2 1A1 8.57 8.77 8.49 9.29 9.53 9.205 9.31
Aceton 1 1A2 3.48 3.84 3.62 4.25 4.68 4.36 4.38
2 1A1 8.15 8.38 8.28 8.91 9.15 8.98 8.90
1 1B1 8.26 8.61 8.39 9.03 9.43 9.00 9.03
p-Benzochinon 1 1B1g 1.97 2.20 2.19 2.73 3.00 2.94 2.74
1 1Au 2.03 2.29 2.27 2.87 3.17 3.10 2.86
1 1B3g 3.67 3.72 3.69 4.09 4.16 4.09 4.44
1 1B1u 4.65 4.66 4.61 5.19 5.23 5.13 5.47
2 1B3g 6.40 6.44 6.35 7.03 7.09 6.95 7.16
Formamid 1 1A′′ 4.75 4.78 4.77 5.55 5.90 5.56 5.56
Acetamid 1 1A′′ 4.77 5.10 4.24 5.57 5.94 4.91 5.62
Propanamid 1 1A′′ 4.77 5.11 4.23 5.56 5.96 4.88 5.64
Cytosin 2 1A′ 4.20 4.27 4.16 4.76 4.85 4.69 4.61
1 1A′′ 4.53 4.65 4.55 5.30 5.46 5.30 5.06
2 1A′′ 4.97 5.09 4.94 5.80 5.90 5.70 5.42
3 1A′ 5.14 5.19 5.06 5.76 5.83 5.64 5.46
Thymin 1 1A′′ 4.13 4.38 4.27 4.93 5.23 5.06 4.87
2 1A′ 4.64 4.73 4.60 5.16 5.28 5.10 5.14
3 1A′ 5.77 5.83 5.69 6.49 6.56 6.36 6.14
2 1A′′ 5.41 5.68 5.50 6.29 6.61 6.22 6.28
4 1A′ 6.15 6.24 6.00 6.73 6.85 6.52 6.41
Uracil 1 1A′′ 4.10 4.34 4.24 4.92 5.20 5.04 4.80
2 1A′ 4.75 4.84 4.72 5.29 5.40 5.23 5.25
3 1A′ 5.74 5.77 5.65 6.44 6.48 6.31 6.10
2 1A′′ 5.36 5.61 5.41 6.24 6.54 6.30 6.15
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Tab. A.4, Fortsetzung
Molekül Zustand BSE cBSE cBSE BSE cBSE cBSE Ref.
def2 def2 aVTZ def2 def2 aVTZ aVTZ
4 1A′ 6.30 6.37 6.39 6.90 7.00 6.71 6.54
3 1A′′ 6.28 6.27 6.16 7.17 6.98 6.63 6.69
Adenin 2 1A′ 4.66 4.73 4.62 5.13 5.22 5.06 5.10
3 1A′ 4.74 4.85 4.74 5.23 5.36 5.20 5.17
1 1A′′ 4.59 4.75 4.64 5.28 5.47 5.23 5.20
2 1A′′ 5.15 5.34 5.24 5.86 6.08 5.58 5.79
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Tab. A.5: Triplett-Anregungsenergien ∆E (eV) erhalten in der def2-TZVP-(def2)- oder aug-cc-pVTZ-(aVTZ)-
Basis mit dem PBE0-Funktional. BSE und Referenzwerte (CC3/aug-cc-pVTZ) wurden Ref. 42 ent-
nommen
Molekül Zustand BSE cBSE cBSE BSE cBSE cBSE Ref.
def2 def2 aVTZ def2 def2 aVTZ aVTZ
Ethene 1 3B1u 3.31 4.05 3.71 3.73 4.49 4.11 4.50
E-Butadien 1 3Bu 2.13 2.85 2.70 2.59 3.31 3.12 3.34
1 3Ag 3.96 4.62 4.25 4.58 5.29 4.78 5.15
E-Hexatrien 1 3Bu 1.44 2.18 2.10 1.95 2.65 2.53 2.71
1 3Ag 3.02 3.70 3.50 3.71 4.43 4.11 4.33
E-Octatetraen 1 3Bu 0.96 1.77 1.71 1.54 2.24 2.15 2.32
1 3Ag 2.35 3.03 2.94 3.06 3.76 3.59 3.69
Cyclopropen 1 3B2 3.24 3.90 3.59 3.70 4.38 4.01 4.28
1 3B1 5.48 5.74 5.43 6.00 6.28 5.90 6.40
Cyclopentadien 1 3B2 2.14 2.76 2.64 2.57 3.19 3.04 3.26
1 3A1 4.02 4.60 4.30 4.55 5.17 4.77 5.09
Norbornadien 1 3A2 2.61 3.20 2.91 3.06 3.68 3.31 3.68
1 3B2 3.00 3.70 3.17 3.48 4.21 3.55 4.16
Benzol 1 3B1u 3.02 3.71 3.60 3.46 4.17 4.02 4.12
1 3E1u 4.04 4.28 4.18 4.43 4.69 4.56 4.81
1 3B2u 4.32 4.50 4.39 4.73 4.91 4.78 5.78
1 3E2g 6.29 7.28 6.58 7.16 7.67 7.35 7.45
Naphthalin 1 3B2u 2.05 2.60 2.54 2.48 3.02 2.93 3.09
1 3B3u 3.33 3.55 3.50 3.72 3.96 3.87 4.09
1 3B1g 3.42 3.91 3.75 3.94 4.47 4.21 4.42
2 3B2u 3.79 4.07 4.01 4.19 4.51 4.40 4.56
2 3B3u 3.56 3.72 3.66 3.95 4.12 4.03 4.92
1 3Ag 4.44 4.85 4.68 5.06 5.49 5.19 5.42
2 3B1g 5.35 5.37 5.20 5.89 5.90 5.67 6.12
2 3Ag 5.23 5.41 5.24 5.78 5.98 5.73 6.17
3 3Ag 5.56 5.80 5.67 6.24 6.53 6.30 6.65
3 3B1g 5.68 6.07 5.91 6.45 6.88 6.55 6.67
Furan 1 3B2 2.99 3.57 3.32 3.40 4.00 3.70 4.11
1 3A1 4.43 4.87 4.57 4.92 5.40 5.02 5.43
Pyrrol 1 3B2 3.37 3.89 3.41 3.78 4.33 3.75 4.44
1 3A1 4.54 4.88 4.41 5.00 5.37 4.81 5.42
Imidazol 1 3A′ 3.55 4.06 3.65 3.97 4.50 4.72 4.65
2 3A′ 4.67 5.07 4.37 5.13 5.57 5.63 5.64
1 3A′′ 5.19 5.53 4.90 5.92 6.31 5.90 6.25
3 3A′ 5.15 5.49 5.13 5.70 6.07 6.30 6.38
Pyridin 1 3A1 3.11 3.82 3.72 3.58 4.29 4.16 4.28
1 3B1 3.46 3.78 3.70 4.14 4.49 4.35 4.42
1 3B2 3.73 3.95 3.87 4.11 4.36 4.24 4.72
2 3A1 4.13 4.39 4.31 4.56 4.85 4.73 4.96
1 3A2 4.50 4.66 4.57 5.20 5.37 5.24 5.35
2 3B2 4.88 5.08 4.99 5.35 5.57 5.44 6.22
s-Tetrazin 1 3B3u 0.76 1.11 1.09 1.41 1.78 1.71 1.87
1 3Au 2.62 2.84 2.78 3.30 3.54 3.44 3.49
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Tab. A.5, Fortsetzung
Molekül Zustand BSE cBSE cBSE BSE cBSE cBSE Ref.
def2 def2 aVTZ def2 def2 aVTZ aVTZ
1 3B1g 2.80 3.23 3.18 3.69 4.15 4.03 4.18
1 3B1u 2.92 3.71 3.67 3.49 4.31 4.23 4.36
1 3B2u 3.11 3.36 3.33 3.50 3.79 3.72 4.39
1 3B2g 3.70 4.05 4.01 4.52 4.92 4.83 4.89
2 3Au 3.97 4.22 4.20 4.64 4.91 4.85 4.96
2 3B1u 4.38 4.64 4.58 4.85 5.14 5.04 5.32
Formaldehyd 1 3A2 2.31 2.68 2.49 3.02 3.44 3.20 3.49
1 3A1 4.20 4.99 4.76 4.87 5.71 5.43 5.86
Aceton 1 3A2 2.78 3.19 2.98 3.55 4.03 3.73 4.05
1 3A1 4.57 5.30 5.10 5.31 6.10 5.81 6.07
p-Benzochinon 1 3B1g 1.36 1.68 1.68 2.13 2.49 2.44 2.50
1 3Au 1.42 1.76 1.74 2.26 2.65 2.58 2.61
1 3B1u 1.54 2.23 2.21 2.14 2.79 2.74 3.02
1 3B3g 2.25 2.68 2.64 2.71 3.15 3.07 3.37
Formamid 1 3A′′ 4.12 4.17 4.20 4.92 5.33 4.99 5.28
1 3A′ 4.25 4.43 4.46 4.91 5.42 5.10 5.69
Acetamid 1 3A′′ 4.17 4.54 3.70 4.97 5.39 4.37 5.35
1 3A′ 4.42 4.89 4.05 5.10 5.61 4.61 5.71
Propanamid 1 3A′′ 4.18 4.90 3.70 4.98 5.41 4.35 5.38
1 3A′ 4.42 4.56 4.05 5.11 5.63 4.60 6.08
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A.5 Anregungsenergien der Rhenium-Halogenid-Komplexe mittels
RI-CD-evGW-(c)BSE
Tab. A.6: Quasirelativistische (2c) Anregungsenergien aus der TD-DFT-, RI-CD-evGW - und RI-CD-evGW -
cBSE-Methode für die [ReX(CO)3(bpy)](X=Cl,Br or I)-Komplexe. Alle Rechnungen wurden mit einer
PBE0-Referenz durchgeführt.
PBE0 BSE cBSE
Anregung E (eV) fosc E (eV) fosc E (eV) fosc
X=Cl
1 1.999 0.0000 2.32 0.0000 2.37 0.0000
2 1.999 0.0000 2.32 0.0000 2.37 0.0000
3 2.037 0.0031 2.37 0.0042 2.42 0.0014
4 2.045 0.0010 2.39 0.0011 2.42 0.0052
5 2.181 0.0000 2.53 0.0000 2.58 0.0000
6 2.181 0.0000 2.53 0.0000 2.58 0.0000
7 2.211 0.0009 2.58 0.0014 2.61 0.0013
8 2.377 0.0424 2.76 0.0586 2.77 0.0577
X=Br
1 1.983 0.0000 2.33 0.0000 2.37 0.0000
2 1.984 0.0000 2.33 0.0000 2.37 0.0000
3 2.018 0.0022 2.37 0.0038 2.41 0.0010
4 2.022 0.0009 2.38 0.0009 2.41 0.0047
5 2.129 0.0000 2.51 0.0000 2.55 0.0000
6 2.130 0.0000 2.51 0.0000 2.55 0.0000
7 2.158 0.0006 2.56 0.0009 2.58 0.0008
8 2.292 0.0306 2.70 0.0434 2.72 0.0421
X=I
1 1.703 0.0000 2.18 0.0000 2.20 0.0000
2 1.703 0.0000 2.18 0.0000 2.21 0.0000
3 1.726 0.0001 2.21 0.0002 2.23 0.0002
4 1.762 0.0048 2.25 0.0059 2.27 0.0065
5 2.080 0.0000 2.47 0.0000 2.51 0.0000
6 2.099 0.0012 2.49 0.0014 2.53 0.0016
7 2.107 0.0003 2.51 0.0004 2.54 0.0004
8 2.174 0.0138 2.58 0.0178 2.61 0.0187
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A.6 Anregungsenergien der Palladium-Halogenid-Komplexe mittels
RI-AC-G0W0-BSE
Tab. A.7: Skalarrelativistische (1c) und Quasirelativistische (2c) Anregungsenergien und Oszillatorstärken für
die [PdX(IMes)(S-Phoz)](X=Cl, Br and I)-Komplexe, erhalten mit der RI-AC-G0W0-BSE@PBE0-
Methode in der dhf-TZVP(P)-2c-Basis.
X=Cl X=Br X=I
Anregung E (eV) fosc E (eV) fosc E (eV) fosc
Skalarrelativistische Anregungen (1c)
1 2.586 0.0223 2.551 0.0296 2.446 0.0157
Quasirelativistische Anregungen (2c)
1 2.004 0.0000 2.018 0.0000 1.953 0.0000
2 2.005 0.0000 2.018 0.0000 1.957 0.0000
3 2.008 0.0000 2.021 0.0000 1.960 0.0001
4 2.412 0.0000 2.447 0.0001 2.361 0.0067
5 2.413 0.0000 2.447 0.0002 2.390 0.0000
6 2.422 0.0000 2.458 0.0008 2.403 0.0007
7 2.514 0.0022 2.508 0.0069 2.416 0.0009
8 2.518 0.0000 2.572 0.0000 2.496 0.0002
9 2.519 0.0000 2.581 0.0001 2.500 0.0009
10 2.551 0.0128 2.591 0.0084 2.523 0.0002
11 2.651 0.0001 2.677 0.0000 2.603 0.0004
12 2.661 0.0054 2.678 0.0000 2.616 0.0034
13 2.665 0.0015 2.681 0.0004 2.629 0.0049
14 2.711 0.0000 2.747 0.0000 2.690 0.0000
15 2.711 0.0000 2.747 0.0000 2.692 0.0000
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