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Abstract
We posit that autoregressive flow models are well-
suited to performing a range of causal inference
tasks — ranging from causal discovery to mak-
ing interventional and counterfactual predictions.
In particular, we exploit the fact that autoregres-
sive architectures define an ordering over vari-
ables, analogous to a causal ordering, in order
to propose a single flow architecture to perform
all three aforementioned tasks. We first lever-
age the fact that flow models estimate normal-
ized log-densities of data to derive a bivariate
measure of causal direction based on likelihood
ratios. Whilst traditional measures of causal di-
rection often require restrictive assumptions on
the nature of causal relationships (e.g., linearity),
the flexibility of flow models allows for arbitrary
causal dependencies. Our approach compares fa-
vorably against alternative methods on synthetic
data as well as on the Cause-Effect Pairs bench-
mark dataset. Subsequently, we demonstrate that
the invertible nature of flows naturally allows for
direct evaluation of both interventional and coun-
terfactual predictions, which require marginaliza-
tion and conditioning over latent variables respec-
tively. We present examples over synthetic data
where autoregressive flows, when trained under
the correct causal ordering, are able to make accu-
rate interventional and counterfactual predictions.
1. Introduction
Causal models play a fundamental role in modern scientific
endeavor (Spirtes et al., 2000; Pearl, 2009) with many of the
questions which drive research in science being not associa-
tional but rather causal in nature. To this end, the framework
of structural equation models (SEMs) was developed to both
encapsulate causal knowledge as well as answer interven-
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tional and counterfactual queries (Pearl et al., 2009)
At a fundamental level, SEMs define a generative model for
data based on causal relationships. As such, SEMs implic-
itly define probabilistic models in a similar way to many
methods in machine learning and statistics. While often
SEMs will be specified by hand based on expert judgement
or knowledge, in this work we seek to exploit advances in
probabilistic modeling in order to infer the structure and
form of SEMs directly from observational data. In particular,
we focus on affine autoregressive flow models (Papamakar-
ios et al., 2019). We consider the ordering of variables in an
affine autoregressive flow model from a causal perspective,
and show that such models are well suited to performing
a variety of causal inference tasks. Throughout a series
of experiments, we demonstrate that autoregressive flow
models are able to uncover causal structure from purely
observational data, i.e., causal discovery. Furthermore, we
show that when autoregressive flow models are conditioned
upon the correct causal ordering, they may be employed to
accurately answer interventional and counterfactual queries.
2. Background
In this section we introduce the class of causal models to be
studied and highlight their correspondence with autoregres-
sive flow models.
2.1. Structural equation models
Suppose we observe d-dimensional random variables x =
(x1, . . . , xd) with joint distribution P(x). A structural equa-
tion model (SEM) is here defined as a collection of d struc-
tural equations:
xj = fj(paj , nj), j = 1, . . . , d (1)
together with a joint distribution, P(n), over latent distur-
bance (noise) variables, nj , which are assumed to be mutu-
ally independent. We write paj to denote the parents of the
variable xj . The causal graph, G, associated with a SEM in
equation (1) is a graph consisting of one node corresponding
to each variable xj ; throughout this work we assume G is a
directed acyclic graph (DAG). It is well known that for such
a DAG, there exists a causal ordering (or permutation) pi of
the nodes, such that pi(i) < pi(j) if variable xi is before xj
in the DAG, and therefore a potential parent of xj . Thus,
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given the causal ordering of the associated DAG we may
re-write equation (1) as
xj = fj
(
x<pi(j), nj
)
, j = 1, . . . , d (2)
where x<pi(j) = {xi : pi(i) < pi(j)} denotes all variables
before xj in the causal ordering.
2.2. Affine autoregressive flow models
Normalizing flows seek to express the log-density of obser-
vations x ∈ Rd as an invertible and differentiable transfor-
mation T of latent variables, z ∈ Rd, which follow a simple
base distribution, pz(z). The generative model implied un-
der such a framework is:
z ∼ pz(z), x = T (z) (3)
This allows for the density of x to be obtained via a change
of variables as follows:
px(x) = pz(z)|det JT (z)|−1. (4)
Throughout this work, T or T−1 will be implemented with
neural networks. As such, an important consideration is en-
suring the determinant of T can be efficiently calculated. Au-
toregressive flow models are designed precisely to achieve
this goal by restricting the Jacobian of the transformation
to be lower triangular (Huang et al., 2018). While autore-
gressive flows can be implemented in a variety of ways, we
consider affine transformations of the form:
zj = sj(x1:j−1) + etj(x1:j−1) · xj (5)
where both sj(·) and tj(·) are parameterized by neural net-
works (Dinh et al., 2016). We write sj , tj to denote that
such neural networks are distinct for each j = 1, . . . , d.
Such a transformation can also be trivially inverted as:
xj = (zj − sj(x1:j−1)) · e−tj(x1:j−1) (6)
It is straightforward to extend this last equation to the case
where the ordering in the autoregressive structure of x fol-
lows a permutation pi:
xj = −sj(x<pi(j)) · e−tj(x<pi(j)) + zj · e−tj(x<pi(j)) (7)
The ideas presented in this extended abstract highlight the
similarities between equations (2) and (7). In particular, both
models explicitly define an ordering over variables and both
models assume latent variables (denoted by n or z respec-
tively) follow simple, isotropic distributions. Throughout
the remainder, we will look to build upon these similarities
in order to employ autoregressive flow models for causal
inference. For the remainder of this extended abstract we
write n to denote both latent disturbances in a SEM and
latent variables in an autoregressive flow model.
3. Flow-based measures of causal direction
In this section we exploit the correspondence between non-
linear SEMs and autoregressive flow models highlighted
in Section 2 in order to derive new measures of causal di-
rection. For simplicity, we restrict ourselves to the case of
d = 2 dimensional data in this section.
3.1. Autoregressive flow-based likelihood ratio
The objective of the proposed method is to uncover the
causal direction between two univariate variables x1 and
x2. Denote by x1 → x2 the model where x1 is the parent
of x2 in the causal graph (i.e. x1 causes x2), for which the
associated SEM is of the form:
x1 = f1(n1) and x2 = f2(x1, n2), (8)
where n1, n2 are latent disturbances with factorial joint dis-
tributions.
We follow Hyva¨rinen and Smith (2013) and pose causal
discovery as a model selection problem. To this end, we
seek to compare two candidate models: x1 → x2 against
x1 ← x2. Likelihood ratios are an attractive way to decid-
ing between alternative models and have been proven to be
uniformly most powerful when comparing simple hypoth-
esis (Neyman and Pearson, 1933). To this end, Hyva¨rinen
and Smith (2013) focus on the case of linear SEMs with
non-Gaussian latent disturbances and present a variety of
methods for estimating the log-likelihood, logLpi, under
each candidate model, where pi = (1, 2) or pi = (2, 1). As
such, they compute the log-likelihood ratio as
R = logL1→2 − logL2→1. (9)
The value ofRmay thus be employed as a measure of causal
direction. They conclude that x1 → x2 if R is positive and
x1 ← x2 otherwise.
In this work, we leverage the expressivity of autoregressive
flow architectures in order to derive an analogous measure
of causal direction for nonlinear SEMs. To this end, we note
that the log-likelihood of the bivariate SEM, x1 → x2, can
be computed as:
logL1→2(x) = log px1(x1) + log px2|x1(x2|x1)
= log pz1(f
−1
1 (x1)) + log pz2(f
−1
2 (x1, x2))
+ log |detJf−1|,
where the latter equation details how such a log-likelihood
is computed under an autoregressive flow model. We note
that in the context of linear SEMs, as studied by Hyva¨rinen
and Smith (2013), the log determinant term will be equal
under both candidate models (x1 → x2 and x1 ← x2) and
therefore cancel.
Autoregressive flow-based causal discovery and inference
We propose to fit two autoregressive flow models, each
conditioned on a distinct causal order over variables: pi =
(1, 2) or pi = (2, 1). For each candidate model we train
parameters for each flow via maximum likelihood. In order
to avoid overfitting we look to evaluate log-likelihood for
each model over a held out testing dataset. As such, the
proposed measure of causal direction is defined as:
R = logL1→2(xtest;xtrain, θ)
− logL2→1(xtest;xtrain, θ′)
(10)
where logL1→2(xtest;xtrain) is the estimated log-
likelihood evaluated on an unseen test data xtest. If R
is positive we conclude that x1 is the causal variable and
if R is negative we conclude that x2 is the causal variable.
We denote by θ and θ′ the parameters for each flow model
respectively.
3.2. Experimental results
In order to demonstrate the capabilities of the proposed
method we consider its performance over a variety of syn-
thetic datasets as well as on the Cause-Effect Pairs bench-
mark dataset (Mooij et al., 2016). We compare the perfor-
mance against several alternative methods. As a comparison
against a linear methods we include the linear likelihood ra-
tio method of Hyva¨rinen and Smith (2013) as well as the re-
cently proposed NO-TEARs method of Zheng et al. (2018).
We also compare against nonlinear causal discovery meth-
ods by considering the additive noise model (ANM; Hoyer
et al. (2009)). Finally, we also compare against the Re-
gression Error Causal Inference (RECI) method of Blo¨baum
et al. (2018). For the proposed flow-based method for causal
discovery, we employ a two layer autoregressive architecture
throughout all synthetic experiments with a base distribution
of isotropic Laplace random variables1.
RESULTS ON SYNTHETIC DATA
We consider a series of synthetic experiments where the
underlying causal model is known. Data was generated
according to the following SEM:
x1 = n1 and x2 = f(x1, n2), (11)
where n1, n2 follow a standard Laplace distribution. We
consider three distinct forms for f :
x2 = f(x1, n2) =

αx1 + n2 linear,
x1 + αx
3
1 + n2 nonlinear,
σ (σ (αx1) + n2) neural net.
We write σ to denote the sigmoid non-linearity. For each
distinct class of SEMs, we consider the performance of
1Code to reproduce experiments is available at https://
github.com/piomonti/AffineFlowCausalInf/
each algorithm under various distinct sample sizes ranging
from N = 25 to N = 500 samples. Furthermore, each
experiment is repeated 250 times. For each repetition, the
causal ordering selected at random and synthetic data is
genererated by first sampling n1 and n2 from a standard
Laplace distribution and then passing through equation (11).
Results are presented in Figure 1. The left panel consider
the case of linear SEMs with non-Gaussian disturbances.
In such a setting, all algorithms perform competitively as
the sample size increases. The middle panel shows results
under a nonlinear additive noise model. We note that the
linear likelihood ratio performs poorly in this setting. Fi-
nally, in the right panel we consider a nonlinear model with
non-additive noise structure. In this setting, only the pro-
posed method is able to consistently uncover the true causal
direction. We note that the same architecture and training
parameters were employed throughout all experiments, high-
lighting the fact that the proposed method is agnostic to the
nature of the true underlying causal relationship.
RESULTS ON CAUSE EFFECT PAIRS DATA
We also consider performance of the proposed method on
cause-effect pairs benchmark dataset (Mooij et al., 2016).
This benchmark consists of 108 distinct bivariate datasets
where the objective is to distinguish between cause and
effect. For each dataset, two separate autoregressive flow
models were trained conditional on pi = (1, 2) or pi = (2, 1)
and the log-likelihood ratio was evaluated as in equation
(10) to determine the causal variable. Results are presented
in Table 1. We note that the proposed method performs
marginally better than alternative algorithms.
Table 1. Percentage of correct causal variables identified over 108
pairs from the Cause Effect Pairs benchmark.
AFFINE FLOW LR LINEAR LR ANM RECI
73 % 66% 69 % 69%
4. Affine flow-based causal inference
The previous section exploited the fact that autoregressive
flows estimate normalized log-densities of data subject to an
ordering over variables. This allowed for use of likelihood-
ratio methods to determine the causal ordering over ob-
served variables. In this section, we leverage the invertible
nature of flow architectures in order to perform both in-
terventional and counterfactual inference. We assume that
the true causal ordering over variables is known (e.g., as
the result of expert judgment or obtained via the methods
described in Section 3).
We now demonstrate how the do operator of Pearl (2009)
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Figure 1. Performance on synthetic data generated under three distinct SEMs. We note that for all three SEMs the proposed likelihood
ratio measure of causal discovery (Affline flow LR) performs competitively and is able to robustly identify the underlying causal direction.
can be incorporated into autoregressive flow models. For
simplicity, we focus on performing interventions over root
nodes in the associated DAG, which are assumed known:
this simplifies issues as such nodes have no parents in the
DAG and thus there is a one-to-one mapping between the
observed variable and the corresponding latent variable.2
As described in Pearl (2009), intervention on a given vari-
able xi defines a new mutilated generative model where the
structural equation associated with variable xi is replaced
by the interventional value. More formally, the intervention
do(xi = α) changes the structural equation for variable xi
from xi = fi(pai, ni) to xi = α. This is further simplified
if xi is a root node as this implies that pai = ∅.3 This
allows us to directly infer the value of the latent variable,
ni, associated with the intervention as ni = f−1i (α), where
fi is parameterized within the autoregressive flow model
(see equation (7)). Thereafter, we can directly draw sam-
ples from the base distribution of our flow model for all
remaining latent variables and obtain an empirical estimate
for the interventional distribution by passing these samples
through the flow. This is described in Algorithm 1 of the
supplementary material.
TOY EXAMPLE
As a simple example we generate data from the SEM:
x1 = n1, x3 = x1 +
1
2
x32 + n3
x2 = n2, x4 =
1
2
x21 − x2 + n4
(12)
where each ni is drawn independently from a standard
Laplace distribution. We consider the expected values of x3
and x4 under various distinct interventions to variable x1.
2Performing interventions over non-root variables would re-
quire marginalizing over the parents in the DAG.
3Changing the structural equation in this fashion for a node
that is not a root node implies removing all edges that connects it
to its parents, and results in a modified DAG.
From the SEM above we can derive the expectations for x3
and x4 under an intervention do(X1 = α) as being α and
1
2α
2 respectively.
Figure 2 visualizes the predicted expectations for x3 and
x4 under the intervention do(X1 = α) for the proposed
method. We note that the proposed autoregressive flow
architecture is able to correctly infer the nature of the true
interventional distributions.
Furthermore, the invertible nature of affine flow models also
makes then suitable to answering counterfactual queries.
The fundamental difference between an interventional and
counterfactual query is that the former seeks to marginalize
over latent variables, whereas the latter seeks to infer and
condition upon latent variables associated with observed
data. In the supplementary material we demonstrate how
the invertible nature of flow models can be exploited to
perform accurate counterfactual inference.
5. Conclusion
We argue that autoregressive flow models are well-suited
to causal inference tasks, ranging from causal discovery
to making interventional predictions. By interpreting the
ordering of variables in an autoregressive flow from a causal
Figure 2. Interventional predictions for variablesX3 andX4 under
do(X1 = α) for α ∈ [−3, 3]. Predicted expectations obtained via
an autoregressive flow match the true expectations.
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perspective we are able to learn causal structure by selecting
the ordering with the highest test log-likelihood and present
a measure of causal direction based on the likelihood-ratio
for nonlinear SEMs. We note that nonlinear SEMs will
typically not enjoy the same identifiability guarantees as lin-
ear SEMs without further assumptions (Hoyer et al., 2009;
Monti and Hyva¨rinen, 2018; Monti et al., 2019; Khemakhem
et al., 2020), and in future work we will explore how such
assumptions can be incorporated to flow models. Finally,
given a causal ordering, we provide a toy example show-
ing how autoregressive models can be employed to make
interventional and counterfactual predictions.
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Supplementary
Interventions
Consider an SEM S = (S,Pn), where S is a set of d equa-
tions like in (1), and Pn is the distribution of the latent
disturbances n. The SEM defines the observational distribu-
tion of the random vector x: sampling from Px is equivalent
to sampling from Pn and propagating the samples through
the system of equations S.
It is possible to manipulate the SEM S to create interven-
tional distributions over x. This can be done by changing the
noise distribution Pn, or by putting a point mass over one (or
many) variable xi, while keeping the rest of the equations
fixed — this latter form was denoted by do(xi = α) in the
text above.
Interventions are very useful in understanding causal re-
lationships. If intervening on a variable xi changes the
marginal distribution of another variable xj , then it is very
likely that xi has some causal effect on xj . Conversely, if
intervening on xj doesn’t change the marginal distribution
of xi, then the latter is not a descendant of xj .
In addition, interventions are used to model the distribu-
tions we obtain by running randomized experiments. Such
experiments are often difficult or unethical to conduct. In-
terventional SEMs provide a mathematical framework in
which such restrictions are alleviated.
Autoregressive flow-based causal discovery and inference
Algorithm 1 Generate samples from an interventional dis-
tribution
Input: interventional (root) variable xi, intervention
value α, number of samples S
Infer ni by inverting flow: ni = f−1i (α).
for s = 1 to S do
sample nj(s) from flow base distribution for j 6= i
set ni(s) = ni
generate interventional sample as x(s) = T (n(s)), i.e.,
by passing z(s) through flow.
end for
Return: samples x = {x(s) : s = 1, . . . , S}
Counterfactuals
While structural equation models introduce strong assump-
tions, they also facilitate the estimation of counterfactual
queries. A counterfactual query seeks to quantify statements
of the form: what would the value for variable xi have been
if variable xj had taken value α, given that we have ob-
served x = xobs? By construction, the value of observed
variables x is fully determined by noise/latent variables z
and the associated structural equations, as described in equa-
tion (1). Abusing notation, this may be written as x = T (n)
where T encodes the structural equations. As such, given
a set of structural equations and an observation xobs, we
follow the notation of Pearl (2009) and write xixj←α(n) to
denote the value of xi under the counterfactual that xj ← α
given observation xobs = T (nobs).
The fundamental difference between an interventional and
counterfactual query is that the former seeks to marginalize
over latent variables, whereas the latter conditions on the
latents. The process of obtaining counterfactual predictions
is described in Pearl et al. (2009) as consisting of three steps:
1. Abduction: given an observation xobs, infer the con-
ditional distribution/values over latent variables nobs.
In the context of an autoregressive flow model this is
obtained as nobs = T−1(xobs).
2. Action: substitute the values of nobs with the values
based on the counterfactual query, xxj←α. More con-
cretely, for a counterfactual, xxj←α, we replace the
structural equations for xj with xj = α and adjust the
inferred value of latent nobsj accordingly. As was the
case with interventions, if xj is a root node, then we
can set nobsj = f
−1
j (α)
3. Prediction: compute the implied distribution over x
by propagating latent variables, nobs, through the struc-
tural equation models.
Figure 3. Counterfactual predictions for variables x3 and x4. Note
that flow is able to obtain accurate counterfactual predictions for a
range of values of α ∈ [−3, 3].
TOY EXAMPLE
We continue with the simple 4 dimensional structural equa-
tion model described in equation (12). We assume we ob-
serve xobs = (2.00, 1.50, 0.81,−0.28) and consider the
counterfactual values under two distinct scenarios:
• the expected counterfactual value x4 if instead x1 = α
for α ∈ [−3, 3, ] instead of x1 = 2 as was observed.
This is denoted as E[x4x1←α(n)|xobs].
• the expected counterfactual value x3 if x2 = α for
α ∈ [−3, 3, ] instead of X2 = 1.5 as was observed.
This is denoted as E[x3x2←α(n)|xobs].
As the true structural equations are provided in equation
(12), we are able to compute the true counterfactual ex-
pectations and compare these to results obtained from an
autoregressive flow model. Results, provided in Figure 3,
demonstrate the the autoregressive flow model is able to
make accurate counterfactual predictions.
Algorithm 2 Generate samples from a counter-factual dis-
tribution
Input: observed data xobs, counterfactual (root) variable
xi and value α
1. Abduction: Infer nobs = T−1(xobs)
2. Action: Set nobsj = f
−1
j (α)
3. Prediction: Pass inferred latent variables forward
through flow
Return: xxj←α(nobs) = T (nobs)
