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1. NOTATION AND DEFINITIONS 
The circle theorem to be established is concerned with solutions of a class 
of partial differential equations of order 2n for functions 
of the m variables r, 8, , 0s ,... 0,-r . The equations considered are of the form 
LkUf = 0, n = 1, 2,... . (1) 
where, for n = 2, 3,... 
Lky = L,[Lpf] 
and the operator L, is such that 
(2) 
where @(O) = 0 and @ is a linear differential operator which is independent 
of the variable Y. 
There are many examples of operators of this kind. In generalized axially 
symmetric potential theory [l] in a space of m dimensions with Cartesian 
coordinates X, , x2 ,... xmP1 ,y the basic equation is 
m-1 pf 
c -+g++J, i=l axi 
which takes the form L, f = 0 with k = K + m - 2 when polar coordinates 
are introduced with r2 = Cy=y’ xi2 + y2. It is well known that such equations 
occur in many branches of mathematical physics and, indeed, Laplace’s 
equation is the case K = 0. The iterated equation (1) also occurs in physical 
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problems, for example in hydrodynamics and elasticity, and includes the 
polyharmonic equation as a special case. The more general equation 
has been considered by Weinstein [2] who shows that it is of the form 
Lkf = 0 with 
112 
k=xq+m--2. 
i=l 
In the statement of the theorem and throughout the paper various operators 
will be used in addition to L, already introduced. The well-known operator 
8 such that 
will occur in the combination 
This in turn will often appear with a constant A and a nonnegative integer p 
in expressions defined by 
(8 + A), = (8 + 4 (8 + A + 1) ... (6 + A + P - 1) 
A similar definition will be used for (X + A), for any X. 
for p 2 1. 
The work will be facilitated by adopting uniformly a convention concerning 
the limits of a sum over integral values of a parameter. These sums will 
always be set out with the upper limit greater than or equal to the lower limit. 
In many cases however, these limits will themselves depend on a parameter 
and it will happen on occasion that the upper limit of the sum becomes less 
than the lower limit for certain admissible values of this parameter. In such 
cases, the sum is to be interpreted as having zero value. 
A similar convention will be adopted for products except that when the 
upper limit becomes less than the lower limit, the product will be interpreted 
as having the value 1. 
The abbreviated notation f(r, 0) for the function f(r, 0, , O2 ,... O,,+,) is 
more than a formality. All of the results (given for example in [3]) for the 
particular operator L, acting on the function f(r, 0) of two variables Y, 0, with 
/I = cos 0 and 
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which involve only operations depending on the single variable Y, can be 
extended to the more general operator used in this paper. From time to time 
results proved in [3] will be used here and it is easily verified in each case 
that they remain valid in this more general context. 
A further advantage of using the abbreviated notation f(r, 0) is that it is 
then natural to refer to the “circle” defined by the equation T = a. 
2. THEOREM 
If the function fo(r, 0) is a solution of the equation L,qf = 0, for q 3 1, 
which has all its singularities outside the circle Y = a and the function f&, 6) is 
dejned so that 
(3) 
then a solution f cn)(r, 0) of the equation Lknf = 0, for n > q, which has the same 
singularities outside Y = a as fo(r, 0) and which satisfies the conditions 
f fn)(a, 0) = -!E$ (a, e) = .a. = s (a, 0) = 0, (4) 
is given by 
where 
f (n)(r, 0) =fo(6 0) -f ,*(6 0) - R,(r, e), 
f ,*(y, 8) = x + (1 - $)* (6 - q + lhf,(6 e), (5) 
R,(r, 0) = 0 and, for q 3 2, 
R,(,., 0) = t1 
(6) 
the operator A,@) being dejned by 
h,(q = (f)” f i” ; ‘) (6 + 2 + s + t - q)q-s-1 (6 + s + t + l)+g. 
(This is an “external” circle theorem and there will be a corresponding 
“internal” theorem in which all the singularities of fo(r, 0) lie inside the 
circle r = a.) 
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3. PRELIMINARY RESULTS 
The following results are needed to prove the theorem or other preliminary 
results; most of these are not difficult to prove once they have been stated 
and routine proofs are sketched or omitted. 
3.1. 8 I(1 -J&o, e)/ = (1 - f)“(8 + 2t)g(r, 8) 
- 2t (1 - g)t-lg(r, e). 
3.2. 
3.3. I- 
then 
(- 8 - pL)Sf*(y, e) = ($)+ @f. (f , e) . 
From 3.2 it follows that 
(‘)” (8 + dfq(~, 0)= - a ($ , 0) a 
and the result follows by mathematical induction. 
3.4. Iffq(y, 0) is given by (3) andL,*f,(r, 0) = 0, then L,qf,(r, 0) = 0. 
This is proved in Theorem 5.5 of [3]. 
3.5. If P(S) is any polynomial in 6, then 
L,~P(s) f(~, e) = ~(6 + 2n)~,nf(r, e). 
Since 6 = 8 + & Iz, it is sufficient to prove this result for a polynomial in 8. 
This in turn clearly depends on the corresponding result for a power of 6 
which can be obtained by mathematical induction from the result for 8 itself: 
L,+~(Y, e) = (8 + 2n)Lknf(r, e). 
This is given in Eq. (9) of [3]. 
3.6. If P(S) is any polynomial in 6, then 
p(s) pfp, qi = +p(s + 4 f(r, 0). 
409/26/2-2 
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As in (3.5), the result can be built up from 
qy”f(r, 8)1 = ynL@ + 4 f(y, q, 
which is immediately verified. 
3.7. Lk[Yrnf(Y, e)] = YrnL,f(Y, e) + 2rnY7793 + $ ?n) f(Y, e). 
This is given in [3], Eq. (11). 
3.8. LP[Y2f(Y, e)] = Y2LPf(Y, e) + 4n(6 + n)L;-lf(Y, 8) 
where 
= dA$Ly=f(Y, e), 
A?-- se Y2L, + 4n(6 + n). 
This is given in [3], Eq. (14). 
3.9. 4[y2tf(y, q1 = y2t4+,f(y, e>. 
This is proved with the aid of (3.6) and (3.7). 
3.10. If, for n a s, ~‘8~” E A?,&!+1 *es As, then 
(iii) A?Ff (r, 0) = jJ r2t4”-t (f) (s + t),-t Arn=,t,,L: (6 + s)Ftf (r, 13). 
t=o 
(i) is immediate and (ii) follows from (3.9). (iii) is proved by induction onp. 
Since 
substituting for &s f(r, 0) the expression given by the definition in (3.8) 
and then making use of 3.1O(ii) gives 
Jcf (y, 0) = r2Jc$L,f (r, 0) + 4~~~,(~ + s)f (I, q, (7) 
which is the case p = 1 of the theorem. 
Proof of the general result follows from this same Eq. (7). The two terms 
on the right-hand side are replaced by sums involving the parameter p, as 
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given in the statement of the theorem. After some rearrangement and the use 
of the identity 
these two sums can be combined to give the required sum involving the 
parameter (p + 1). 
3.11. (i) For n >m > 1, 
JLv2”f(~, e)l = Jcm+J--n-f(~, 8); 
(ii) form>n>l, 
LkW[Y2”f(Y, e)] = Y2(m-n)Jq;mn+lf(Y, e). 
(i) is given in [3], Theorem 3.5; (ii) is proved by noting that (i) gives 
Lkfl[Y2nzf(Y, 8) = J%p[Y2(m--n)f(Y, e)] 
and using (3.10) (ii). 
3.12. If Lkqf(r, 6’) = Owhere 1 < 4 < nandO < t < n,then 
L,” [(l - $)tf(Y, e,] = sgt(n 4_ ,) (- f)+““+%%Y(r, 0). 
The left-hand side is evidently equal to 
Since 0 < u < t < n and Lknf(r, 0) = 0, (3.11) (i) changes (8) into 
Writing u = n - s and using the fact that L,*f(r, 0) = 0 for s > q gives the 
required result. 
(Note that if q - 1 < 71 - t, the sum is to be interpreted as zero. This 
is the first instance of the convention explained in Section 1.) 
3.13. For s > t, 
(x + 4s = (x + 4t (x + A + %.t * 
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3.14. For s > 0, 
-+-(x+1).9. 
L=. t! s! 
This identity connects two polynomials in x of degree s. When p is a non- 
negative integer, (- P)~ = 0 when t >p + 1 and, when 0 < t < p, 
(-P)~ = (- l)“p!/(p - t)!. H ence the polynomial on the left-hand side 
takes the values Cf=, (- l)t (f) = S,,, when x = - p for the s f 1 values 
p =o, 1,2 . . . s. The polynomial on the right-hand side obviously takes these 
same values. 
3.15. If 71, w, s are integers with s > 0 and w 3 v, then, for any x, 
(x - w - s)s = (x - w - s),-, 
(x - v - s)s (x - 4th, * 
(3.13) shows that when s < w - v, 
(x - w - s)s (x - w),,-, = (x - w - s),-, , 
(x - v - s)s (x - w),-,-, = (x - w),-,; 
and when s > w - v, 
(x - w - s)s = (x - w - s),-, (x - v - s),+,-, ) 
(x - v - s)s = (x - v - s),+,-s (x - w),-, . 
The required result is immediate in each case. 
3.16. If 
F(P) = Ii (- lY (1) (t + u + 1)-l O$ (p + t + u + 1 -S), 
t=o s=o 
thenF(p)=Owhenp=0,1,2,...v-1 and 
F(- 1) = (- l)“(U ;!z!; l)! . 
These results follow from the observation that 
F(P) = [$ lxp j-z5”U - 0” dt/]z-l . 
0 
3.17. ~~+,(-1~(3(“k’)‘“cs”~~~~l)s=(-l)~+l. 
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If t = s - u - 1, er = w - u - 1, y = S - w + 1, then, with the help 
of (3.15), the left-hand side can be expressed as 
Thus it is necessary to prove that 
(u + 1) (” + ; + ‘) go (- I)* (“I) (t + u + lY(Y - 1 
v-1 
= (Y>v = go (Y + PI- 
1 - t - U), . 
- t - 4v 
This is an identity connecting polynomials in y of degree v. The right-hand 
side evidently vanishes for the v values y = - p where p is an integer such 
that 0 < p < v - 1; and when y = 1, the right-hand side is equal to v! 
When y = - p, the left-hand side is 
(- 1)” (u + 1) (” + z + ‘) to (- l)t (;) (t + u + 11-l 
O-l 
xjJ(p+t+u+l-4 
S=O 
which, from (3.16) vanishes for p = 0, 1,2,... v - 1 and when p = - 1 
(i.e., y = 1) has the value v! 
3.18. 
This is an identity connecting two polynomials in s of degree w and it will 
be sufficient to prove them equal for the w + 1 values s = 0, 1,2,... w. 
It is clear that the right-hand side is equal to (n - l)!/(n - 1 - w)! 
when s = 0 and is zero for s = 1, 2,... w. 
When s is an integer, (- s)~ = 0 for u > s + 1 so the limits of the sum on 
the left-hand side can be taken as 0 and s when 0 < s < w. It is then clear 
that when s = 0, the left-hand side has the value 
- 1)W (1 - n), = n ‘” ;“$ 
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as required. Moreover, the terms (- s T 1 - n + u),-, and (- s)% can 
now be expressed in terms of factorials so that for 1 < s < w, the left-hand 
side reduces to 
n! (s - l)! 
i (- 1)” (L) (” -: I; - 1). 
(s -t n - w - l)! u=. 
Now 
X"-'(1 - X)8 = u$o(- 1)" (;)&u+n-1 
SO 
(1 +y>“-‘(-yy)8 = i (- l>” (;)‘-y-l(” -u; n. - ‘)yv. (9) 
Id=0 V=O 
After changing the order of summation, it is easily seen that the coefficient of 
yJ-l on the right-hand side of (9) is 
and it is clear from the form of the left-hand side of (9) that this must be 
zero. 
It follows that the left-hand side of the identity (3.18) vanishes, as does the 
right-hand side, for s = 1,2,... w - 1 and the identity is established. 
3.19. i (- 1y (;) (” +: - ‘) “-fi”(p + n + w + t - 1 - $) = 0. 
t=o s=o 
The left-hand side is equal to 
and it is not difficult to verify that this is equal to 
Since (1 - x)” is differentiated at most 71 - 1 times in this expression, it is 
clear that the value is zero when x = 1. 
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4. PROOF OF THEOREM 
The proof of the theorem falls into three parts. 
4.1. p(Y, e) has th e same singularities outside Y = a as f&r, 8). 
For this it is sufficient that fz(r, 0) and &(Y, 0) have no singularities outside 
Y = a and this follows because each of these is expressed solely in terms of 
f&r, 6) which, as is seen from its definition (3), has no singularities outside 
Y = a because fo(l, 8) has no singularities inside or on r = a. 
4.2. fcn)(r, 0) satisfies the boundary conditions (4) on Y = a. 
Since R&r, 0) contains a factor (1 - r”/a”>“, it is evident that R,(Y, 0) 
and its first (n - 1) derivatives with respect to Y vanish on Y = a. It is there- 
fore sufficient to show that 
~(6 4 = he, 0) - .I%, 0) 
satisfies the conditions on Y = a. 
If 6 is replaced by 9 + $ k and 
p=---q+2+k, 
e, 0) = fdf, 4- z: $ (1 
It is required to prove that 
g (a, e) = 0, 
and this will be so provided 
9”F(a, e) = 0, 
O<s<n-1 
O<s<n-1. 
(10) 
(11) 
(12) 
To prove (12), it is necessary to obtain PF(r, 6). With the help of (3.1), 
LW(r, 0) can be expressed, after some rearrangement, in the form 
wr, 0) = wk, 4 - z: $ (1 - f ) t (8 + + P) t(- 8 - c~)fd~, 4 
+ P,,(Y, 01, (13) 
where Pnvl(r, 0) is a function of the form (1 - y2/a2)n-lp(y, 0) where p(r, 0) 
is regular at r = a. 
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Since operating with B on a function of the form Pn-i(y, 0) produces a 
function of the form P&Y, e), comparison of (11) and (13) shows that 
repeated operations with i? lead to the result that for 1 .< s < 12 -~- 1, 
+ in-&, 4. (14) 
From (3), fP(r, 0) = (~/u)-~~~(u~/Y, e), where p is given by (lo), so (11) 
can be expressed as 
(15) 
and, because of (3.3), it follows from (14) that for 1 < s < n - 1, 
t c.-d6 0). (16) 
Since the only terms in (15) and (16) w ic h h are nonzero when Y = n are those 
in which t = 0 and P,-,(a, 8) = 0 for 1 < s < n - 1, it is easily seen that 
conditions (12) are satisfied. 
Thus ffn)(r, 0) satisfies the conditions (4) on r = a. 
4.3. fcn)(r, 0) is a solution of the equation Lkn( f) = 0. 
It now remains only to show that fcn)(r, 0) is a solution of Eq. (1). Since 
Lkgfo(y, 0) = 0 and n > q, it is necessary only to prove that 
and, in the first instance, the two terms are treated separately. 
4.3.1. Evaluation of Lknf z(r, 0). 
The definition (5) of f t(r, 0) gives 
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From (3.4) and (3.5) it follows that 
Lk*{@ - q + l>tf&, f9> = 0; 
hence (3.12) can be used to show that 
Interchanging the order of summation and replacing t by n - s + t gives 
Lk”f;r(r, e> = (- f,” ydi&L; /HZ @ - q ; lLs+t j,,, e); 
.9=1 * t-o 
and, with the help of (3.13) and (3.14) this can be expressed finally as 
where 
$+; *> = (- a2)9 (6 - !7 + 1),-s (6 - P + 2 + n - s)s-1 
(n - s)! (s - l)! 
. (18) 
4.3.2. Evaluation of LkAR&, 0). 
THe definition (6) of R&Y, 0) gives 
Since q > s, (3.11) (i) shows that 
which, because of (3.4) and (3.5), can be seen to vanish. 
(3.12) can now be used, with t and q replaced by 71 and q - s + t respec- 
tively, to show that 
-v I(1 - $,” (- $)tx,twk8f,(r, 41 
= (-f,““-~“-‘(~)(-a2)“~~+~L; ~(-$-)tX,t(S)L,sf,(r,e)~. 
u=o 
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This sum is now broken into parts so that the two identities in (3.11) can be 
used to give 
With the help of (3.5), (3.10) (i), (ii), it can now be shown that 
+ (- f,” “c” ip -: + J (- ~“)““~~-~+lW& - Wf*(y, 4. (20) 
9’8 
(20) is now summed from t = 0 to t = s - 1 to give, after the order of 
summation is reversed in each term, 
+ (- f,” 5’ (- 6’-’ JC~+lLk”Q,(S)f&~ 4 (21) 
p=.¶ 
Q&) = y (p -", + t) h@ - 2). 
t-0 
(22) 
The result of (3.10) ( iii is now used to express each term in each of the ) 
sums on the right-hand side of (21) in the form 
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(It will. be noted that the expression (17) for Lknfq*(r, 0) involves only terms 
of this type, with v = 0.) This gives 
where 
P(S) 3 qp, s, 24; 6) 
(- 4” 4”-“-” s - P 
=: (n ( 1 U (1 + p + U),-p-U (8 + 1 + P - 2L-U PD@), 
Q(S) =i HP, s, u; 6) 
=: (- uy+p+* 
(n _ 1), 4”-” 6) (P - s + 1 + u)s-u (6 - P - s + 1 L-u QP8(9 
(24) 
Further rearrangement of (23) involving interchanging the order of summa- 
tion in each term leads finally to an expression which is substituted into (19) 
to give 
x =A;;:L,~(s + w - W, s, w - S; s)fa(~, e) 
4.3.3. Evaluation of Lkga{ f,*(r, 0) + R&Y, O)}. 
(17) and (25) must now be combined. New operators A(s, D, w; 6) are 
defined as follows: 
JO, 0, w; 6) = 0; 
A(s, 0, s; 6) = Q(s, s, 0; 6) + K(s; S); 
fors+-1~w~p-l, 
A(& 0, w; 6) = Q(w, s, 0; 6); 
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for 1 < v < s and 
(i) s<w<s+v-1, 
A(& v, w; S) = P(s + v - w, s, w --- s; 6); 
(ii) s -1 v < w < p - 1 + 0, 
A(& 8, w; S) = Q(w - v, s, v; S). 
After considerable rearrangement, involving regrouping terms, changing 
the order of summations and equating to zero all terms involving Llczofa(~, 0) 
with w 3 4, the required expression finally emerges as 
43.4. Proof that 
&+Yf ,*(c 4 + R,(r, 4 = 0. 
From (26) it can be seen that to prove finally that 
J%Yf Gv, 4 + &AT, 41 = 0, 
it is necessary only to establish the purely algebraic identity that, for 
O~v~p--5u+l~w<q--1, 
5 A(s, 0, w; 6) = 0, (27) 
*=21 
in which the operator S appears simply as a parameter. Because of the some- 
what complicated definition of A(s, v, w; S), it turns out that it is necessary to 
establish three separate identities which combine to give (27). These identi- 
ties are 
(i) for 1 < w < 4 - 1, 
$?(w, s, 0; 6) + ww; 8) = 0; 
(ii) for 1 ,( v < q - 2 and vfl ,(w<2v-I, 
w, s, w - s; 6) = 0; 
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(iii) for 1 < z, < q - 2 and 2~ < w < q - 1, 
w-v 
c Q(w - v, s> vi *) + f P(S + v - w, s, w - s; s> = 0. 
s=1) s=w--v+1 
These three identities are considered in turn. 
(i) Furl<w<q-1, 
ilQ(w, s, 0; *> + Ww, *> = 0. 
K(ecr; 6) is already known from (18) and can be expressed in the form 
SW n-l 
K(w; 6) = ;jn-- I,! ___ II _ w (6 - q + l)n-w (S - q + 2 + 71 - w)UN * ( 1 
It remains to consider the sum CL, Q(w, s, 0; 6). The definition (24) of 
Q(p, s, u; 6) leads, after some simplification, to 
i Q(w, s, 0; *) = Hg (- 1)" (I) c* - w - s + 1)s 
Reversing the order of summation gives 
;n--y;, x1 (w -“, _ 1) (6 + 1 - u - da-1 ‘UO 
x ,z+, (- I>” (Y) (” ; ‘) (* (s” ;: f,l’8 
which, from (3.17), simplifies drastically to 
(3.13) can be used to show that 
(6 + 1 - u - q)n-1 = (6 + 1 - u - q)u (6 + 1 - q),-, 
x (6 + 1 - q + n - w),,-1 ) (30) 
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and with the help of (30), (29) can be rearranged to give 
;n-oy;; (6 - q -t l)n-w ai1 (- l)W-, (;) (6 + 2 - w $- u - q)2L.+-l 
tG0 
x (6 - q + 1 + n - W)&, . (31) 
(3.18) with - s replaced by (6 - q + 1 + n - w) and w replaced by w - 1 
shows that (31) is equal to 
which, from (28), is evidently equal to - K(w; 8). 
Thus the identity (i) is established and the only restriction on w which is 
actually needed is w 2 1. 
(ii) For 1 < z, < q - 2, v + 1 < w < 271 - 1, 
gw+v- w, s, w - s; 6) = 0. 
From the definition (24) of P(p, s, u; 8) it is easily shown that 
P(s + v - w, s, w - s; 8) = (-u”)“(-I>” w---z, (~+l+v-wws)~ 
4”v! (n - l)! ( 1 w - s s v 
x w-Jfy’ (, _ v ” 1 _ .) i” ; ‘) (6 + 1 - u - d-1 (6 - 4n--II (32) 
and hence that 
pcs+- (-- a21W w) s, w - s; 4 = 4Vv! (n - l)! u=o y-l (, _ v 1 1 _ .) 
where 
x (6 - &-a G(u, v, w; 81, 
G(u> 0, w; 6) = f (- 1)8 (; 1;) (” ; ‘) (s + 1 + v - w - s),-, 
s=v 
x (6 + 1 - u - q),++1 . (33) 
It is sufficient therefore to prove that for 
o<u<w-v-l, G(u, v, w; S) = 0. 
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By using (3.13), it can be shown that 
G(u, v, w; 6) = (6 + 1 - u - q)g+l 
Replacing s by s - v, w by w - 1 - u and x by 6 - u in (3.15) gives 
(8 + 1 + 0 - w - s),-, = (6 + 1 + v - w - 40-,-~-s 
(6 - u - s),-, (6 - w - IL---u--l* 
so that 
G(* v w. 6) = ts + 1 - ’ - &-U-1 
3, 9 (8 - w - l)W--v-r--tl 
x f (- 1)” (; 7 ;) (” ; 1) (S + 1 + w - w - s),+r-u. (34) 
8-v 
Clearly, it is enough to show that, for 0 < u < w - er - 1, the sum on the 
right-hand side of (34) is zero. Introducing new parameters t = s - o, 
n = w - o, p = - 6 enables this sum to be expressed as 
co (- 1Y (1) (” + ; - ‘) “-g (P + n + v + t - 1 - s) 
which has been proved in (3.19) to be identically zero. 
It follows that G(u, w, w; S) = 0 for 0 < u < w - z, - 1 provided that 
for these values of u the terms in the sum in (34) are defined. This requires 
that u < v - 1 and u < w - v - 1. The second of these is evidently 
satisfied and this condition combines with the restriction w < 2v - 1 in the 
statement of identity (ii) to ensure that u < v - 1. 
Thus identity (ii) is established. 
(iii) For 1 < v < q - 2, 2v < w < q - 1, 
w-v 
1 Q(w - w, s, 0; S) + f P(s + v - w, s, w - s; S) = 0. 
8-V s=aJ--u+1 
The definitions (24) of P(p, s, u; S), Q(p, s, u; S) lead to 
P(s + a - w, s, w - s; 6) 
266 BURNS 
as given in (32) and, after slight rearrangement, to 
Q(w - v, s, v; S) = ‘,,4’21; (,tl” (; 7 y) (6 -1 1 -k U - w - s),-, 
x 1;; i, _ v ” 1 _ *) (’ 1, ‘) (6 + 1 - * - da-s-1 (8 - *L? * (35) 
It can be seen that (32) and (35) can be written formally as 
W-V-l 
P(s + v - w, s, w - s; S) = u(s) c b(s, u) 
u=O 
S-l 
Q(w - v, s, v; 6) = a(s) c b(s, 24). 
t&=0 
In proving the identity then, it is necessary to consider the sum 
w-v S-l 
zv 4s) ,c, b(s, u) + i 4 y-l ws, 4, 
s=w-v+1 U=O 
which can be arranged in the form 
where 
v-1 w-v-1 
c F(*, v, w; 6) + c F(*, * + 1, w; 6) 
t&=0 u=v 
F(u, v, w; 6) = 2 u(s) b(s, u). 
S=V 
a(s), b(s, U) are given by comparing (32) and (36) and it turns out that 
(36) 
(37) 
F(u, v, w; 6) = 
(- u‘y 
! 
n 
4”v! (n - l)! w - v - 1 - u 1 (6 - *L-q G(*, vu, w; 6) 
where G(u, v, w; 6) is defined by (33). 
It has been proved that provided u ,< v - 1 and u < w - v - 1, 
G(u, v, w; 6) = 0. Hence F(u, v, w; 6) will vanish provided these same con- 
ditions on u are satisfied. In every term in each of the sums in (37) the condi- 
tion u < v - 1 is satisfied and this condition, together with the condition 
2v < w in the statement of identity (iii), ensures that u < w - v - 1 as 
well. 
Accordingly, every term in (37) vanishes and identity (iii) is established. 
Thus the identity (25) is obtained, it is proved that Lknjtn)(r, 8) = 0 and the 
proof of the circle theorem is complete. 
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5. SPECIAL CASES 
This general circle theorem arose from consideration of a number of 
earlier theorems which are given as special cases with particular values of the 
parameters k, n, q, m. Some of these theorems are listed below with the cor- 
responding values of the parameters. It should perhaps be mentioned that as 
each author naturally has his own notation it is not always immediately 
obvious that these theorems are indeed special cases of the present theorem. 
Heading the list of examples is Milne-Thomson’s circle theorem which was 
the first circle theorem and has served as the model for subsequent theorems. 
The proof given in this paper, with its three parts, follows the pattern set by 
Mime-Thomson. 
k=O, n=l, q=l, m=2 
Milne-Thomson [4, 5, p. 1541. Milne-Thomson’s circle theorem gives the 
complex potential for two-dimensional irrotational flow of a perfect fluid. 
It is the imaginary part of this, the stream function, which is given by the 
present: theorem. 
k= -1, n=l, q=l, m=2 
Butler [6, 5, p. 4631. Butler’s sphere theorem gives the stream function 
for axially symmetric flow of a perfect fluid. 
k=-,l, n=2, q=l, m=2 
Collins [7] gives a sphere theorem for the stream function for axially 
symmetric Stokes flow of a viscous fluid in terms of the stream function for a 
known irrotational flow. 
k=-1, n=2, q=2, m=2 
Collins [8]. This theorem is similar to the previous one but the basic flow 
is now a Stokes flow which need not be irrotational. 
k=l, n=l, q=l, m=3 
Chorlton [9] uses his theorem to give the potential field due to an earthed 
conducting sphere in a given electrostatic field. 
k=l, n=2, q=2, m=3 
Martinek and Thielman [lo]. In the same paper these authors also give 
a solution for the case k = 0, n = 2, q = 2, m = 2 which is more complicated 
than that given by the present theorem; their methods can easily be adapted 
to give this simpler solution. 
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k=k, n=n, 4=1, m=2 
Burns [ll]. This is the first stage of the generalization of the present 
theorem. 
k-k, n=2, q=2, m=2; k=k, n=3, q=3, m=2 
Burns [l l] states these two theorems without proof as the first steps towards 
the general case k = k, n = n, q = II, m = 2 of which the case n = q = 4 
has also been obtained. (The results all extend to functions of m variables.) 
All of the theorems in [l I] are expressed in a different form from that given 
in this paper and this change of form was a major factor in obtaining the 
more general result. 
6. APPLICATIONS OF CIRCLE THEOREMS 
While it is outside the scope of this paper to discuss applications of the 
circle theorem or its special cases, it should be remarked that boundary con- 
ditions have been applied only on the boundary r = a and it would be neces- 
sary to examine the behavior of solutions at infinity before accepting them as 
valid solutions of particular problems. Several of the authors mentioned 
in Section 5 have considered the nature of the solutions as r + co and it is 
hoped that it may be possible later to discuss this question in the general case. 
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