A plane separating two point sets in n-dimensional real space is constructed such that it minimizes the sum of arbitrary-norm distances of misclassi ed points to the plane. In contrast to previous approaches that used surrogates to the misclassi ed-point distance-minimization problem, the present approach is based on a norm-dependent explicit closed form for the projection of a point on a plane. This projection is used to formulate the separating-plane problem as a minimization of a convex function on a unit sphere in a norm dual to that of the arbitrary norm used. For the 1-norm only, the problem can be solved in polynomial time by solving 2n linear programs or by solving a bilinear program. For all other p-norms, p 2 (1; 1], a related decision problem to the minimization problem is NP-complete. For a general p-norm, the minimization problem can be transformed via an exact penalty formulation to minimizing the sum of a convex function and a bilinear function on a convex set. For the one and in nity norms, a nite successive linearization algorithm is proposed for solving the exact penalty formulation.
Introduction
One of the fundamental problems of machine learning is that of discriminating between two nite point sets in n-dimensional real space R n . When the convex hulls of the two sets do not intersect, a single linear program can construct a strict separating plane such that each of the two open halfspaces generated by the plane contains one of the two sets 5, 12, 2] . Such a plane corresponds to a perceptron and can also be obtained by the iterative perceptron learning algorithm 21, 10] which can be interpreted as the Motzkin-Schoenberg iterative scheme for solving consistent linear inequalities 20] . When the convex hulls of the two sets intersect the iterative scheme fails because the underlying linear inequalities are inconsistent, while the linear programming approach must be provided with an error criterion to be minimized. We propose as a criterion here the sum of arbitrary-norm distances to the separating plane of points lying on the wrong side of the plane. Unfortunately, if precise distances are used, linearity of the objective function is lost, as will be shown in this work. What many of the previous approaches have tended to use, are distance surrogates that maintained linearity of the problem 9, 8, 19, 2] but did not measure distances of violating points to the separating plane. In contrast, our approach here depends on a closed form formula for the projection of a point in R n onto a given plane using an arbitrary norm, which is given in Theorem 2.2 of Section 2. In Section 3 we formulate the problem of obtaining a separating plane that minimizes the sum of distances of points on the wrong side of the plane, as that of minimizing a convex function on a unit sphere in a norm dual to that used in measuring the distance to the projection on the separating plane (problem (17) ). In Theorem 3.2 the nonconvex sphere constraint is replaced by two unit-ball convex constraints and a bilinear constraint. This allows us to reformulate the problem as an exact penalty problem for the 1-norm and 1-norm that leads to a problem of minimizing the sum of a convex function and a bilinear function on a convex set (Theorem 3.3). This in turn leads to a nitely terminating successive linear programming algorithm for the 1-norm problem (Algorithm 3.4). The 1-norm problem can also be solved exactly by 2n linear programs (problem (22) ). In Section 4 we show that for all p-norms, except the 1-norm, a closely related problem to the separating plane problem is NP-complete. Section 5 concludes with a summary and an open question.
Notation & Background
A word about our notation and background material. All vectors will be column vectors unless transposed to a row vector by a prime superscript 0 . For x 2 R n , jxj will denote the vector in R n with components that are the absolute values of the components x i of x. The scalar product of two vectors x and y in the n-dimensional real space R n will be denoted by x 0 y. For a linear program min x2X c 0 x the notation arg vertex min x2X c 0 x, will denote the set of vertex solutions of the linear program. For x 2 R n and p 2 1; 1), the norm kxk p will denote the p-norm: ( will denote the ith row of A and A ij will denote the element in row i and column j. The identity matrix in a real space of arbitrary dimension will be denoted by I; while a column vector of ones of arbitrary dimension will be denoted by e. The symbol := will denote a de nition of the term appearing to the left of the symbol by the term appearing to the right of the symbol.
Because most our results hold for a general norm and not necessarily for a monotonic (or absolute) norm 22], it is convenient to recall the de nition a general norm and that of a monotonic norm.
De nition 1.1 A norm on R n is function k k : R n ?! R with the following three properties for all x and y in R n :
(a) kxk 0; kxk = 0 () x = 0 (b) k xk = j j kxk for 2 R (c) kx + yk kxk + kyk For a general norm k k on R n , the dual norm k k 0 on R n is de ned as kxk 0 := max kyk=1 x 0 y; (1) from which follows the generalized Cauchy-Schwarz inequality, x 0 y jx 0 yj kxk 0 kyk: x; y 2 R n ; jxj jyj =) kxk kyk k jxj k = kxk 8x 2 R n
For p 2 1; 1], the p-norm is monotonic.
Arbitrary-Norm Projection on a Plane
In this section we derive an explicit expression for the projection of a point on a given plane using an arbitrary norm. We will use this expression to derive a mathematical programming formulation of the separating plane problem. For convenience we begin with an elementary lemma. We give now an explicit form for the projection of an arbitrary point on a given plane using a general norm for measuring the distance between the point and its projection. Theorem 2.2 Arbitrary-Norm Projection on a Plane. Let q 2 R n be any point in R n not on the plane: P := fx j w 0 x = g; 0 6 = w 2 R n ; 2 R: (4) A projection p(q) 2 P using a general norm k k on R n is given by: p(q) = q ? w 0 q ? kwk 0 y(w); (5) where k k 0 is the dual norm to k k and: y(w) 2 arg max kyk=1 w 0 y: (6) Consequently, the distance between q and its projection p(q) is given by:
kq ? p(q)k = jw 0 q ? j kwk 0 :
Proof The proof consists of showing that p(q) 2 P and that it satis es the right inequality of the 
Since ky(w)k = 1, inequality (12) is equivalent to: w 0 (x ? q) kwk 0 kx ? qk; 8x 2 R n ;
(13) which follows immediately from the generalized Cauchy-Schwarz inequality or equivalently from the de nition of the dual norm. Hence (8) (5) is a projection of q on P. Formula (7) for the distance between q and its projection p(q) follows from (5) by noting that ky(w)k = 1. } As immediate consequences of the above theorem we give projections of q on P using the common one, two and in nity norms. Furthermore, since ky(w)k 1 = 1, it follows from (5) and (7) 
We demonstrate now the above projections with a very simple example.
Example 2. We note that the inequalities (15) and (16) of Corollary 2.6 are satis ed by the norm-dependent distances computed in Example 2.7.
With the above projection results we can now turn our attention to separating planes based on arbitrary norms.
Arbitrary-Norm Separating Plane as a Mathematical Program
We consider two nite point sets A and B in R n represented respectively by the matrices A 2 R m n and B 2 R k n . We wish to construct a plane P de ned by (4) so that most of the points of A are on one side of P and most of the points of B are on the other side of P. We will attempt to achieve this by minimizing the sum of arbitrary-norm distances to P of points of A on the wrong side of P and distances of points to P of B on the wrong side of the plane as well. If we assume, without loss of generality, that the points of A should lie on side of P in the direction of the normal w to P and the points of B on the other side, we then have the following optimization problem, where the variables (w; ) have been normalized by dividing by kwk 0 , the dual of the general norm k k used: min (w; )2R n+1 
We note that the 1-norm in the objective function is a xed norm on R m+k that is used to obtain the sum of norm-dependent distances to the plane P of misclassi ed points of A and B. However, the norm in the constraint is an arbitrary norm on R n that is dual to the norm used in measuring distances of misclassi ed points to the plane P. We also note that the objective function of (17) is convex on R n for any monotonic norm including the 1-norm. In fact this follows from the following simple lemma. (17) is convex but its feasible region, which is the unit sphere in the dual norm k k 0 , is not convex. It is precisely this essential nonconvex condition that has been either ignored in most previous work 12, 9, 8, 2] or used heuristically 13, 19 ] to enforce nonzeroness of w but not as a distance-normalization constraint. Thus in these papers, the sum of the distances of misclassi ed points to the separating plane has not been the real objective function that has been minimized. In fact the nonconvexity of the program (17) leads to NP-completeness of a related decision problem for all p 2 (1; 1] but not for p = 1 (See Section 4).
In order to alleviate this di culty to some extent, we introduce an equivalent formulation of (17) which is convex except for a single bilinear constraint. This will allow us to construct a penalty problem that is convex except for a bilinear penalty term. Such bilinear reformulations have been successfully used to solve other di cult problems 3, 16, 4] . We state and establish this equivalent reformulation of (17 (18) Proof We establish the equivalence of the mathematical programs (17) and (18) and hence the constraints of (18) are satis ed by (w; t := y(w)). Consequently: min of (18) min of (17):
((=) Let (w; t) satisfy the constraints of (18) . Then by the generalized Cauchy-Schwarz inequality:
1 w 0 t kwk 0 ktk 1: Since kwk 0 1, ktk 1, it follows that kwk 0 = 1 and ktk = 1. Hence w satis es the constraint of (17) and min of (17) min of (18):
}
We can reformulate problem (18) as a penalty problem for which the only nonconvexity is a bilinear term in the objective function. In addition, for the cases of the one and in nity norms, the penalty function formulation can be shown to be exact. We state this result as the following theorem. 
For a general norm, the sequence f(w( i ); ( i ); t( i ))g of penalty problem solutions of (19), for a sequence f i g " 1 of penalty parameters, has an accumulation ( w; ; t), and each such accumulation point solves (18) . For the one and in nity norms, some xed vertex solution solves (19) as well as (18) for each i j of some subsequence f i j g of f i g " 1.
Proof From the rst two constraints of (18) we have that w 0 t kwk 0 ktk 1;
and hence 1?w 0 t 0. Thus the exterior penalty term (1?w 0 t) + for the constraint w 0 t 1 of (18) is equivalent to (1 ? w 0 t). Dropping the constant term , gives the penalty term ? w 0 t of (19) .
The rst part of the theorem then follows from standard exterior penalty function results such as 15, Theorem 2.8]. We establish the second part for the 1-norm only, the proof for the 1-norm is similar. For the 1-norm, problems (18) and (19) 
Since the quadratic objective function of (21) (21) solves (21) for a subsequence f i j g " 1 and hence must also solve (20) .}
We turn our attention now to algorithmic aspects for solving 1-norm separating plane. First we note that it can be solved in polynomial time because the solution of (17) It follows by an argument similar to that of 3, Algorithm 2.2] that the above algorithm terminates at a vertex that satis es the minimum principle necessary optimality condition for (21) .
We turn our attention now to complexity issues associated with the separating plane problem that depend on the norm used.
Complexity of Separating Plane Problems
In this section we will show that for all p 2 (1; 1], a closely related problem to (17) is NP-complete by adding the constraint kwk 1 1 n ; (24) to (17) . This constraint is consistent with the constraint kwk 0 = 1 of (17) 
We note however that the constraint (24) cannot be added to (17) 
We show now that (17) augmented by the constraint (24) 
Proof By (29) each of the constraints of (32) and (33) are equivalent to w i = 1 n ; i = 1; : : : ; n. Therefore problems (32) and (33) are in NP, because a correct guess of w that gives a minimum value of the objective function of either problem will answer the question of (32) 
