Model predictive control (MPC) is a popular controller design technique in the process industry. Conventional MPC uses linear or nonlinear discrete-time models. Recently, we have extended MPC to a class of discrete event systems that can he described by a model that is "linear" in the ( m a , + ) algebra. In our previous work we havc only considered MPC for the perturbationsfrrx case and for the case with bounded noise and/or modeling errors. In this paper we extend our prcvious results on MPC for perturbed max-plus-linear systems to a stochastic setting, We show that under quite general conditions the resulting optimization problems turn out to be convex and can be solved very efficiently.
Introduction
The class of the ma-plus-linear (MPL) systems corresponds to the class of discrete event systems (DES) in which there is synchronization hut no concurrency [l, 7). Such systems can be modeled using the operations maximization (corresponding to synchronization: a new operation starts as soon as all preceding operations havc been finished) and addition (corresponding to durations: the finishing time of an operatian equals the starting time plus the duration). This lcads to a description that is "lincar" in the max-plus algebra 11, 71 (see also Section 2 ) . Max-plus-linear DES usually arise in the context of manufacturing systems, telccommunication networks, railway nctworks, and parallel computing. 
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design method in the process industry. MPC provides many attractive features: it is applicable to multi-input multi-output systems, it can handle constraints on inputs and outputs in a systematic way, it is capable of tracking pre-scheduled reference signals, and it is an easy-to-tune method. Usually MPC uses linear or nonlinear discrete-time models. However, the attractive features mentioned above have led us to extend MPC to MPL systems [8, I), 181. In 1191 we have presented some results on MPL-MPC in the presence of bounded noise and/or modeling errors. In this paper we will extend these results to cases with noise and/or modeling errors in a stochastic setting, where the noise and/or modeling errors are not bounded a priori.
In contrast to conventional linear systems, where noise and disturbances are usually modeled by including an extra term in thc system equations (i.e., the noise is cansidered to be additive), the influence of noise and disturbances in MPL systems is not max-plus-additive, but ma-plus-multiplicative. This means that the systcm matrices will be perturbed and as a consequence the system properties will change. Ignoring the noise can lead to a bad tracking behavior or even to an unstable closed loop. A second important feature is modeling errors. Uncertainty in the modcling or idcntification phase leads to errors in the system matrices. It is clear that both modeling errors, and noise and disturbances perturb the system by introducing uncertainty in the system matrices. Sometimes it is difficult to distinguish the two from one another, but usually fast changes in the system matrices will be considered as noise and disturbances, whereas slow changes or permanent errors are cansidered as model mismatch. Similar to the results in [N], we will show that both features can be treated in one single framework and the characterization of the perturbation will determine whether it describes model mismatch or disturbance. We will also show that under quite general restrictions the resulting MPC optimization problem can be solved very efficiently. In [l, 71 it has been shown that (time-invariant) discrete event systems (DES) in which there is synchronization but no concurrency can be described by a model of the form
(1)
(2)
Systems that can be described by this model will be called time-invariant max-plus-linear (MPL) systems.
The index k is called the event counter. For DES the state s ( k ) typically contains the time instants at which the internal events occur for the kth time, the input u ( k ) contains the time instants at which the input events occur for the kth time, and the output y ( k ) contains the time instants at which the output events occur for the kth time'.
In [8, 91 we have extended t,he MI'C framework to timcinvariant MPL models (1)- (2) 5 N,,) and we impose the additional condition that the input rate should be constant from the
MPC uses a receding horizon principle. This means that after computation of the optimal control sequence w(k), . . . , w(k + N, -l), only the first control sample u(k) will be implemented, subsequently the horizon is shifted one sample, and the optimization is restarted with new information of the measurements.
Define the vectors 4 k )
Now the MPL-MPC problem for event step k can be defined as:
subject to
for j = 0,. . . , N p -l , and for E = N,, . . . , Np-1 where ( 8 ) represents the linear constraints on the inputs and the outputs.
We conclude this section with some results on a class of ( m a , + ) functions. Let S,,,, be the set of max- 
Proof:
This is a consequence of the fact that for z , y , z , v E E& and p E R+ we have
and p m = ( z , y ) = max(pz,py).
Making predictions in the stochastic case
In this scction we extend the dcterministic model (1)-(2) to includc uncertainty (sec also [19] ). So we now consider thc following MPL system:
wherc A(k), B ( k ) and C ( k ) rcprcsent uncertain systcm matriccs duc to modeling errors or disturbances. Usually fast changes in thc system matriccs will be considered as noise and disturbances, whereas slow changes or pcrmancnt crrors are considcrcd as model mismatch. In this paper both features will bc treated in onc single framework. Thc uncertainty caused by disturbances and cmors in the estimation of physical variablcs, is gathcrcd in thc uncertainty vector e ( k ) . In this paper we assumc that thc unccrtainty has stochastic propertics. Hence, e ( k ) is a stochastic variable.
We assumc that the unccrtainty vcctor e ( k ) captures the complete time-varying aspect of the system. Furthermore, the systcm matrices of an MPL model usually consist of sums or maximizations of internal process times, transportation times, etc. (sec, e.g., [l] or (201). Sincc the entries of e ( k ) directly corrcspond to thc uncertaintics in thcsc duration times, it follows from Lemma 1 that thc entries of the uncertain systcm matrices belong to S, , , , :
Wc assumc that E(k) is a random variable, and that all elements of 6(k) are independent, i.e. for i # j there holds:
whcre pp is the probability dcnsity function of thc t-th clcmcnt of E(k) and p i j is the joint probability density function of thc i-th and j-th element of B(k). The 
W ) E S:;xE(k)), B(k) E S:;xm),

C ( k ) E s ! % (~( k ) ) where E(k) now satisfies (12).
Now it is easy to verify that the prediction model, i.e., thc prediction of the future outputs for the system (9)- (lo) , is given by i f r n < n . Thc next step is t o make prcdictions. We collcct thc 4 
MPC for stochastic M P L systems
Recall that in MPL-MPC the cost function is given by (3). In this paper J , , t and J,. arc chosen as follows:
where E[+ji(k)] denotes the expectation ofthe i-th "tardiness" error $;(k), which is given by We combinc the matcrial of previous subsections, and obtain 
Proof:
Equations (14)- (16) in combination with (11) and Lemma 1 show that the entries of C(d(k)) and D(d(k)) belong to SmPns(6(k)). Then, using (13), (17) and again Lemma 1 we find that both Q(k) and $(k) belong t o Smpns(z(k)). Recall that MPC uses a receding horizon principle. So this means that after computation of the optimal control sequence u ( k ) , . . . , u ( k + N , -l ) , only the first control sample u(k) will be implemented, subsequently the horizon is shifted one sample, and the optimization is Numerical intcgration is usually time-consuming and cumbersome, hut can be avoided hy choosing piecewise affine probability density functions.
Piecewise affine probability density functions Let p i ( & ) for all i = 1,. . . , n i be piecewise affine functions, so consider sets Pi,! , i = 1,. . . ,n;, F = 1,. . . ,np, such that for di E P,,e thc probability function is given by:
pi(6i) = p;,e + &ai This is an integral of polynomial functions and can be solved analytically for all regions Ejt. Methods for integration on convcx polytopcs are given by Lasserre
[ll] and Biicler et d. [3] . If piccewise affinc probability density functions arc uscd as an approximation of 'true' non-affine probability functions, the quality of the approximation can be improved by increasing the number of scts np.
Discussion
Wc have furthcr cxtended the MPC framework to includc maw-plus-linear discrete event systems with stochastic uncertainties. We have shown that, if the constraints are a nondecrcasing function of the output, the resulting optimization problem is a convex optimization problem. In gcneral, the computation of the predictions requires a numerical integration. However, in the case of pieccwise affine probability density functions, this numerical integration can be prevented. Topics for future are: determination of rules of thumb for appropriate values for the tuning parameters (control horizon N,, prcdiction horizon Np, and performance weighting parameter A) in the stochastic case, complexity reduction and approximation to further improve the efficiency of our approach.
