In this paper, a coordinates rotating algorithm for computing Fourier series with only basic operations adding, subtracting, and shifting was put forward. Convergence of the algorithm was proved and error estimation of the algorithm was discussed.
INTRODUCTION
A convergent Fourier series, can be computed easily in an advanced computing system, e.g. Mathmatica. How to compute it in a basic computing system? A basic computing system is one which deals with only adding, subtracting, shifting and logical operations. Basic computing systems exist in small systems such as the operating system in single chip machines, which is widely used in industrial control systems, home appliances, entertainment appliances, etc. An advanced computing system is usually also based on the basic computing system. An algorithm called coordinates rotating algorithm, which uses matrix function e xA (A is a matrix) to compute elementary functions, is discussed and generalized in paper [1] [2] . Here a coordinate rotating algorithm for computing Fourier series, uses only basic operations adding, subtracting, and shifting, is proposed. The coding for this algorithm is simple and not lengthy. It can be realized not only by software coding but also by hardware constructing. 
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Step 2°of main program is based on discussions above. E. Subprogram usually runs 4 to 30 steps, so it is a fast algorithm.
CONVERGENCE AND ERROR ESTIMATION OF THE ALGORITHM
First the definition of the normal series was given.
Definition. A monotone decreasing positive number series that converges to 0 is called a normal series if for all following inequation is true, Here is defined as:
are examples of normal series.
An inequation of the normal series was given below. The convergence of the normal series was proved by this inequation.
Lemma. For normal series there is .
Proof. Let then it is apparent that
From the definition of the normal series there is Thus right inequation is proved. Left inequation is apparent. 
cos . 
It is equivalent to following iterative process,
When n is big enough, there are Here Easy to see iterative process (1) is all the same as the Subprogram ( ) described in 2.
Theorem. When , 
The first estimation is
The second estimation is Results are got from above inequation.
A NUMERICAL EXAMPLE
Here after a numerical experiment to compute the Fourier series of a function's with the coordinate rotating algorithm is shown. Compared with real value calculating error is 0.0004854. In every round the SubProgram needs to run 12 to 23 steps. In each round it runs average 14490 times of adding or subtracting, and 9660 times of shifting.
Example. . Its Fourier series is
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CONCLUSION
Above are some discussions for the coordinate rotating algorithm for computing Fourier series with basic operations. This paper introduces an efficient algorithm for implementing as a software tool or in a hardware tool within small computing systems such as the operating system in single chip machines, which is widely used in industrial control systems, home appliances, entertainment appliances, etc. Theoretical analysis shows the convergence of the algorithm. An error estimate is provided. Numerical experiments validate the error estimate and show the efficiency of the proposed method. We can say it is an effective and efficient algorithm and could be used in basic computing systems. 
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