Abstract. The Bures metric is a natural choice in measuring the distance of density operators representing states in quantum mechanics. In the past few years a random matrix ensemble and the corresponding joint probability density function of its eigenvalues was identified. Moreover a relation with the Cauchy two-matrix model was discovered but never thoroughly investigated, leaving open in particular the following question: How are the kernels of the Pfaffian point process of the Bures random matrix ensemble related to the ones of the determinantal point process of the Cauchy two-matrix model? We give a very explicit answer to this question. The aim of our work has a quite practical origin since the calculation of the level statistics of the Bures ensemble is highly mathematically involved while we know the statistics of the Cauchy two-matrix ensemble. Therefore we solve the whole level statistics of a density operator drawn from the Bures prior.
Introduction
The measuring and estimation of the distance between a density operator ρ exp assumed after a finite number of experiments and the true quantum state ρ true is an intrinsically hard task [59] . It becomes even harder since the metric on the set of quantum states is not uniquely determined by the standard conditions that a density operator ρ has to be positive definite, Hermitian and the trace is equal to one (trρ = 1). Imposing additional conditions onto the metric restricts this ambiguity. The Bures metric [24] ,
plays a distinguished role since it is the only metric which is also monotone, Fisheradjusted, Fubini-Study-adjusted, and Riemannian, see Ref. [57] for a clear explanation of these notions. One important application of the Bures metric is to define a geometric quantum discord measuring the strength of quantum correlations. Some recent works on this topic are Refs. [1, 18, 25, 32, 34, 50, 52, 56, 63] . The property that the Bures metric is Riemannian is particularly important for the application of random matrix theory. The Riemannian length element can be obtained by considering the distance between an N × N dimensional density operator ρ with eigenvalues z = diag(z 1 , . . . , z N ) ∈ [0, 1] N and its infinitesimal 1 neighbour ρ + dρ yielding [35, 36] 
2)
The joint probability density of the eigenvalues of ρ is then [33] p (N,a,fixed) (z) ∝ δ
where the case a = −1/2 corresponds to a full rank. When considering density operators of rank M ≤ N the exponent is a = −1/2 + N − M , see Ref. [57] . The latter case becomes important when measuring the separability of qubits and qutrits (systems of two and three quantum states) on hyperareas in the set of quantum states [60, 61] .
The authors of Ref. [51] showed that the ensemble of density operators of dimension N × N rank M ≤ N distributed via the Bures measure can be generated by the random matrix 4) where the complex N × M matrix A is distributed by a Gaussian and the unitary M × M matrix U by the Haar-measure on the unitary group U(M ) with the prefactor |det(1 + U )| 2(N −M) . This approach connects the Bures measure with another topic in random matrix theory, namely product matrices. Quite recently there is a revival of interest in product matrices due to breakthroughs in the approach of asymptotic freeness and of calculating exact analytical results for products of random matrices at finite matrix dimension N and finite number of matrices multiplied. This allowed the study of the singular values and the eigenvalues for finite matrix size as well as in particular limits for all three Dyson indices β = 1, 2, 4 corresponding to real, complex and quaternion matrices, respectively, see Refs. [8, 5, 28, 29, 42, 43, 49, 4, 38, 65, 64, 19, 22, 3, 23, 21, 20, 37, 6, 53, 48] . Even the convergence properties of Lyapunov exponents for a product of infinitely many matrices can now be studied in detail exhibiting interesting scaling limits [27, 9] . Additionally, interesting relations to the distributions which have the combinatorial series of the Fuß-Catalan number, the Raney numbers and their generalizations as their moments [58, 53, 30, 9, 48] have arisen. Exactly this relation was recently employed to calculate the level density for a generalized version of the Bures measure [47] .
One particular limit is on the local scale of the mean level spacing at the hard edge, which is also known as the microscopic limit since it is the scale of the smallest eigenvalues around the origin. It was shown that product matrices show a different universal behaviour than the chiral Gaussian random matrix ensembles. The eigenvalues and singular values are no longer described by the Bessel kernel but by Meijer G-functions which seem to also hold for a larger class of random matrix ensembles [3, 4, 29, 42, 43, 49] . Exactly the same questions about the level statistics 1 Note that in Ref. [51] the order of the product is the other way around since the non-zero eigenvalues do not depend on this order. However in their order the density operator has full rank because the generic zero modes are chopped off.
can be asked for density operators distributed via the Bures measure. Are those operators also in the universality class given by Meijer G-functions? Indeed this question is legitimate since another random matrix ensemble, namely the Cauchy two-matrix model [13] , also exhibits a Meijer G-kernel at the hard edge [15] , and is also known to involve products of random matrices [29] . Interestingly, [13] contains a relation between a particular kind of a Cauchy two-matrix model and the Bures ensemble. This relation was not worked out in detail since only the normalization constants of both ensembles were considered. Thus the question is if the Cauchy two-matrix model and the Bures prior have more in common than the normalization. This was raised in [13] : "The relationship between the two model does not seem to go much further in the sense that there is no direct and simple relationship between the correlation functions of the two models. It seems, however, that some connection should be present and is worth exploring. We leave it as an open problem to establish a connection between these two models on the level of the correlation functions." Here we solve this open problem by expressing the correlation kernels for Bures measure in terms of those for the Cauchy two-matrix model. Thus we have an analytic formula for all eigenvalue statistics, and in particular for the eigenvalue density of the density operators at finite matrix dimension N . One consequence, to be explored in a subsequent work, is thus corresponding analytic formulae for moments of the eigenvalue density. Existing studies relating to this topic are restricted to numerical computations in the N = 3 case [62] , with a number of exact results conjectured.
The joint probability distribution of the eigenvalues we are considering is not exactly the one of the Bures measure (1.3) but the Fourier-Laplace transform of it,
where a > −1 and each z ν ≥ 0. Despite this fact we call the random matrix ensemble corresponding to this distribution the Bures ensemble, too. It is exactly the distribution (1.5) which is directly related to the Cauchy two-matrix ensemble. This relation is remarkable since the Cauchy two-matrix model is a determinantal point process corresponding to bi-orthogonal polynomials [14] (all important facts will be recall in section 2) while the joint probability distribution (1.5) forms a Pfaffian point process (see e.g. [26, Ch. 6] ) due to Schur Pfaffian identity (see e.g. [39] ). On first sight it seems to be impossible to marry the kernels of one ensemble with the other. We show in section 3 that this is nonetheless possible because of the particular form of the joint probability density. Pursing this approach we are able to express all kernels of the Bures ensemble in terms of the kernels for the Cauchy two-matrix model which were already derived in Refs. [13, 14, 15] . In section 4 we summarize and briefly discuss our results. In the appendices we present the details of our proofs.
Recalling the Cauchy two-matrix model
Since the Cauchy two-matrix model, introduced in Ref. [13] , plays a crucial role we want to recall relevant known facts. The general Cauchy two-matrix ensemble is a measure on two N × N positive definite Hermitian matrices 
, the corresponding joint probability density of the eigenvalues of M 1 and M 2 takes the form
It enjoys a number of special integrability properties [15] , culminating in the explicit evaluation of the joint hard edge correlation function. In subsection 2.1, we introduce general partition functions for the Cauchy twomatrix ensemble as the integral over products and ratios of characteristic polynomials weighted by the joint probability density (2.2). Starting from these partition functions we recall the bi-orthogonal polynomials, their Cauchy transforms, and some other transforms employed in Ref. [13, 14, 15] , in subsection 2.2. These polynomials together with partition functions comprising of only two characteristic polynomials (presented in subsection 2.3) build the kernels of the determinantal point process which the Cauchy two-matrix model obeys. Eventually we exhibit the explicit form of the (k, l)-point correlation function of the joint probability density (2.2) in subsection 2.4. When presenting these known results we briefly sketch their derivation to make our work self-contained, particularly introducing our notation and the normalization which slightly differs from the one in Ref. [13, 14, 15] .
2.1. Setting of the Cauchy two-matrix model. Generalised partition functions with ratios of characteristic polynomials play a crucial role when analyzing spectral statistics. This is also true for the Cauchy two-matrix ensemble whose partition function may consist of four sets of characteristic polynomials
Here the variables κ 1 = diag(κ 1,1 , . . . , κ 1,k1 ) and κ 2 = diag(κ 2,1 , . . . , κ 2,k2 ) do not lie on the positive real line while λ 1 = diag(λ 1,1 , . . . , λ 1,l1 ) and λ 2 = diag(λ 2,1 , . . . , λ 2,l2 ) can be arbitrary complex numbers. Moreover we have used the Vandermonde determinant
which is one part of the Jacobian from diagonalizing the matrices M 1 and M 2 . The notation of the indices of the partition function (2.3) is reminiscent of the one used in the supersymmetry approach applied to random matrix theory, see Ref. [12, 41] , namely this kind of partition function is intimately related to supersymmetry. Moreover the prefactor 1/(N !) 2 normalizes the partition function such that it is equivalent to one for an ordered set of variables x 1 ≤ x 2 ≤ . . . ≤ x N and y 1 ≤ y 2 ≤ . . . ≤ y N . However such an ordering is often quite inconvenient for calculations so we consider the integral without an ordering. The measures d[x] = dx 1 dx 2 · · · dx N and d[y] = dy 1 dy 2 · · · dy N are the products of the differentials of the variables x and y.
Let us consider some particular cases of these partition functions. The case k 1 = k 2 = l 1 = l 2 = 0 yields the normalization constant of the joint probability density (2.2),
see Ref. [13] . This result can be obtained by applying Andréief's integration theorem [10] and evaluating the determinant.
2.2.
Bi-orthogonal polynomials of the Cauchy two-matrix model. The two kinds of bi-orthogonal polynomials can be calculated with the help of these partition functions, since they correspond to the averaged characteristic polynomials for the variables {x i } and {y j }. These are the cases (k 1 |l 1 ; k 2 |l 2 ) = (0|1; 0|0) and (k 1 |l 1 ; k 2 |l 2 ) = (0|0; 0|1) and yield the polynomials in monic normalization [16] 
and
Both polynomials can be derived by applying a generalized version of Andréief's integration theorem [41, 10] and then expanding and evaluating the determinant. These steps are illustrated in lines two and three of (2.6). This calculation was performed in Ref. [15] . The functions p F q are the generalized hypergeometric functions given by [31] 
the Pochhammer symbol. The polynomials (2.6) and (2.7) are bi-orthogonal with respect to the weight
Another particularly helpful representation of the bi-orthogonal polynomials is in terms of Meijer G-functions [31] , 11) where the contour C goes from −ı∞ to +ı∞ and lets the poles of Γ(b j − s) on the right side of the path while the poles of Γ(1 − a j + s) are on the left side. Since each generalized hypergeometric function is a Meijer G-function the polynomials (2.6) and (2.7) are
cf. Ref. [15] . The Cauchy-transform of these polynomials frequently appear, too. They are proportional to the partition functions with the indices (k 1 |l 1 ; k 2 |l 2 ) = (1|0; 0|0) and (k 1 |l 1 ; k 2 |l 2 ) = (0|0; 1|0),
and 14) with x, y / ∈ R + . In Ref. [15] it was shown that the integral over
(a,b) n is equal to a Meijer G-function, too, such that
Also the remaining integrals can be performed by using the following four remarkable properties of Meijer G-functions [54] and the identification for a special case of a Meijer G-function
Then the Cauchy transforms of the polynomials are also Meijer G-functions
When replacing x → x + ıε and y → y + ıε with x, y ∈ R + and taking the imaginary part of the Cauchy transform in the limit ε → 0 we recover the result of Ref. [15] ,
We show in subsection 3.2 that the expressions in terms of Meijer G-functions will carry over to the Bures ensemble as well.
2.3.
Determinantal point process of the Cauchy two-matrix model. In general the partition function (2.3) gives rise to a determinantal point process (see Refs. [16, 41] for general ensembles corresponding to bi-orthogonal polynomials) and can be expressed in terms of partition functions with one and two characteristic polynomials only. Assuming that N + l 1 − k 1 = N + l 2 − k 2 = N > 1, and 20) where the indices are 1 ≤ i ≤ k 1 in the first rows and 1 ≤ i ≤ l 2 in the last rows and 1 ≤ j ≤ k 2 in the first columns and 1 ≤ j ≤ l 1 in the last ones. Recall that κ 1,j and κ 2,j are non-positive numbers for each j = 1, 2, . . . We employed the mixed Cauchy-Vandermonde determinant [11, 41] 
This determinant plays a crucial role in the theory of supermatrices [12] .
We underline that the case k 1 = l 1 = k and k 2 = l 2 = l is important when calculating the (k, l)-point correlation function of the Cauchy two-matrix model, see subsection 2.4. Another important case of the partition function is when k 1 = k 2 = k and l 1 = l 2 = l which is needed in subsection 3.2 to invert the relation between the Bures ensemble and the Cauchy two-matrix ensemble.
The general case of k 1 , k 2 , l 1 and l 2 arbitrary can be obtained by sending some of the variables κ 1 , κ 2 , λ 1 , λ 2 to infinity. Then one also finds the bi-orthogonal polynomials (2.6) and (2.7) and their Cauchy transform (2.13) and (2.14) in the determinant after applying l'Hospital's rule and making use of the skew-symmetry of the determinant under permutation of rows and columns.
Let us look at the two-point partition functions in the kernels of the determinant (2.20) in detail. All four kernels can be expressed in terms of integrals over the bi-orthogonal polynomials and their Cauchy-transform and thus in terms of Meijer G-functions,
for the average of two characteristic polynomials in the numerator (cf. Ref. [15] ),
and analogously
for the partition function with one characteristic polynomial in the numerator and one in the denominator, and
for two characteristic polynomials in the denominator. The last term can be derived by writing the Meijer G-function as contour integrals, see Eq. (2.11), and employing the identity 26) which is based on Lemma 4.1 of Ref. [15] and can be proven by taking the difference of the sum for N = k and N = k − 1 and showing that both sides are the same. For the other results we used the same integral identities (2.16) as for the polynomials. We emphasize that the results (2.22-2.25) are similar to but not exactly the same as the ones in Ref. [15] where the Cauchy-transforms were not calculated. The transforms presented in Ref. [15] can be found by choosing κ j → κ j + L j ıε (j = 1, 2) in the limit ε → 0 with κ j ∈ R + and L j = ±1. Taking the differences of the results for L 1 = +1 and L 1 = −1 and the same for for L 2 we find 27) and
for the two kernels of the off-diagonal blocks and
which is up to the prefactor −κ 
where 
(x; y) comprises "self-energy" terms proportional to Dirac delta-functions as δ(x i − x j ) with i = j. Omitting these "self-energy" terms we find R
is based on the partition function (2.20) with k 1 = l 1 = k and k 2 = l 2 = l for which we already calculated a simplified determinantal expression in terms of two-point partition functions. In this expression we can easily perform the differentiations in x and y which essentially acts on the prefactor in front of the determinant only, since it vanishes at x + ıLε = x and y + ıL ′ ε = y. Only for the diagonal elements do we have to differentiate the kernel which yields one point functions. Therefore the result is 
From this result one can read off the (k, l)-point correlation function without "selfenergy" terms, 35) which is the result of Ref. [15] . Note that our k-point functions are normalized, 
Relationship between Bures and Cauchy two-matrix ensemble
We aim at two things in this section. First we want to work along the same ideas and calculations as we have done it for the Cauchy two-matrix ensemble in section 2. Hence we start with the partition function
and express every other quantity in terms of this including the normalization constant, the skew-orthogonal polynomials, and the k-point correlation function. Thereby for the latter we again choose the definition
where x = (x 1 , . . . , x k ), and L = (L 1 , . . . , L k ), including the "self-energy" terms.
From this quantity we can easily read off the correlation function without the "selfenergy" terms
. , . . . which are all proportional to some Dirac delta-functions like δ(z i − z j ) with i = j.
Our second aim is to establish a relation between the Bures and the Cauchy two-matrix model. Thereby we show in subsection 3.1 that each square of the partition function (3.1) for the Bures measure can be expressed as a partition function (2.3) for the Cauchy two-matrix model. However to make use of this connection we have to invert this relation. This means we have to take the square root correctly such that we do not lose any algebraical structure which we had for the Cauchy two-matrix ensemble. For the Cauchy two-matrix ensemble we have recalled in subsection 2.3 that it corresponds to a determinantal point process. In subsection 3.2 we show that this determinantal point process carries over to a Pfaffian point process for the Bures ensemble. In this way we calculate the skew-orthogonal polynomials, the kernels for the partition function (3.1) (both in subsection 3.2), and the kernels for the k-point correlation function (3.3) without "self-energy" terms (in subsection 3.3).
3.1. Going from Bures to Cauchy. Some statements we make in subsections 3.1 and 3.2 can be applied to more general weights than the one of the joint probability density (1.5). Therefore let us define the partition functions
for a Cauchy-like two-matrix model and
for a Bures-like ensemble. The weight α(z) is a one point weight and is in the case of the original Bures ensemble α(z) = z a e −z such that we have
and Z
With these definitions we prove the following proposition in appendix A. 
We remark that the derivation of Eq. (3.8) makes use of a rewrite of the CauchyVandermonde determinant (2.21) as well as the Schur Pfaffian identity [39] ∆ N (z)
As a simple corollary the normalization constants of the Bures ensemble and the Cauchy two-matrix ensemble are directly related, see Ref. [13] where it was first proven.
Corollary 3.2. The case k = l = 0 of proposition 3.1 yields the normalization constant and explicitly reads
Our proportionality constants in (3.10) are different to those in Ref. [13] . In fact a check can be made on this latter point, by making the choice α(x) = x a e −x . The LHS of (3.10) can then be evaluated using matrix integral methods [57] ,
while from [13, Eq. (2-6)] (note that Eq. (2-7) of [13] , obtained from Eq. (2-6) using the duplication formula for the Gamma function, contains a typo) we deduce that . However when doing so we may loose the algebraic structure which is a determinantal point process for the Cauchy two-matrix ensemble, see Eq. (2.20) for k 1 = k 2 = k and l 1 = l 2 = l. We would expect a Pfaffian determinant for the Bures ensemble when taking the square root of Eq. (2.20) . Indeed this is the case due to the Schur Pfaffian identity (3.9). Therefore the partition function (3.6) has the representation
for k + l even and
[α]
for k + l odd. The indices take the values 1 ≤ i, j ≤ k in the first few rows and columns and 1 ≤ i, j ≤ l in the second set of rows and columns in both equations. See Ref. [55] , Appendix C of Ref. [41] or [26, §6.3.2& §6.3.3] for a general calculation of integrals over a product of a Pfaffian and a determinant. After having this Pfaffian the kernels can be identified by choosing particular values of k and l. The results (3.13) and (3.14) cannot be obtained in a trivial way by only taking the square root of the partition functions of the Cauchy two-matrix model since the determinant (2.20) is not over an anti-symmetric matrix and the fact that it is an exact square is obscured. To uncover this fact one needs relations between the two-point partition functions (2.22-2.25) of the Cauchy two-matrix model. We underline that those relations as well as the determinantal structure with its kernels in terms of these two-point partition functions also hold for general weight α. We derive these relations in the proof given in appendix B, of the following proposition. [α]
for k + l even with 1 ≤ i, j ≤ k in the first rows and columns and 1 ≤ i, j ≤ l in the last ones and
for k + l odd with 1 ≤ i, j ≤ k in the first set of rows and columns and 1 ≤ i, j ≤ l in the second set of rows and columns, cf. eq. (3.15). The kernels of these determinants read
for L ∈ N and L > 1. Now we can take the square root and find the following corollary and one of our main results. [α]
The indices i and j take the same values as in Eqs. (3.15) and (3.16), respectively. The variable s is the sign of the mean value of the difference of the two variable sets of the Cauchy-like two-matrix ensemble
Additionally, in Eqs. (3.18) and (3.19) the kernels can be identified with partition functions of the Bures-like ensemble as well as with partition functions of the Cauchy-like two-matrix ensemble,
,
.
We emphasize that the normalization in the relations (3.22) agree with the formerly chosen one but in the way given in Eq. (3.22) they can be easily checked. The overall sign can be identified with the one in Eqs. (3.13) and (3.14).
Thus let us come back to the original problem where α(z) = z a e −z . For this measure we know already the normalization constants Z 23) which is essentially the (2L−1)st coefficient of the difference of the two bi-orthogonal polynomials of order 2n for the Cauchy two-matrix model, see Eqs. (2.6) and (2.7). What can be said about the skew-orthogonal polynomials q (a)
n of the Bures ensemble, in particular those polynomials which are skew orthogonal with respect to the two-point weight
First of all they have to satisfy the relations
for all m, n ∈ N. For the polynomials of even order it is well known [7] that it is simply the average of one characteristic polynomial. It takes the following form shown in different representations, i.e. in terms of a partition function, the bi-orthogonal polynomials (2.6) and (2.7), a finite explicit sum, a generalized hypergeometric function, and a Meijer G-function, respectively, It is also well-known [7] what the odd polynomials look like in terms of partition functions, namely
where c is an arbitrary constant and reflects the ambiguity of the solution of the skew-orthogonality relations (3.24) . We make use of fixing this constant later on to simply our results.
The constant c as well as the variable x can be pulled out the integral (3.26) leaving the polynomial q (a) 2n as a factor. The trace can be written as a derivative of an auxiliary parameter t which is introduced in the exponent, in particular we replace the two point weight
. Then the integration variables z can be rescaled, z → z/t such that we find the identity
Fixing now the constant c = −n(2n + 3 + 2a) we find the simple result
Note that the polynomials of odd order only play a minor role since they rarely appear in correlation functions. We only show them for the sake of completeness. Also the kernels of the Pfaffians (3.13) and (3.14) can be read off yielding the following corollary.
Corollary 3.5. With the requirements of proposition (3.1) and N = N + l − k the kernels of the Pfaffian representations (3.13) and (3.14) for the partition function (3.1) of the original Bures ensemble (α(z) = z a e −z ) are
for the two-point kernels and
for the partition functions with only one characteristic polynomial.
With the help of this corollary we are now ready to find all k-point correlation functions of the Bures ensemble.
3.3. Correlation functions of the Bures ensemble. Proposition 3.1 relates the partition functions of the Bures ensemble with those of the Cauchy two-matrix model. Thereby the individual level density of a random matrix has to be exchanged in the following way
for the three species {x j }, {y j }, and {z j } in Eqs. 
The same calculation can be done for the two-point correlation function with "selfenergy" terms,
The first term is the connected correlation function and is the analogue to the cumulant for ordinary random variables. Employing relation (2.35) we have
The term proportional to the Dirac delta-function is the "self-energy" term and will be omitted in the following. The kernels satisfy the relations
where the functions w and v can be read off from the relations satisfied by the twopoint partition functions derived in appendix B. With the help of these relations one can show that the two-point correlation function without the "self-energy" terms is equal to the Pfaffian
×Pf ∆K (N,a,a+1,C) 11 
Indeed we can also find the results (3.35) and (3.39) via the relation of the partition functions derived in subsection 3.2.
Let us employ the definition (3.2) to the result (3.18) with k = l. Then the only important contribution is the action of the derivatives in z on the prefactor 1/B k|k ( z + ıLε, z) in front of the Pfaffian. Almost all other terms vanish under the sum of the signs L j = ±1 and in the limit z = z and ε → 0. Indeed there are also contributions from the derivatives in the diagonal entries of the off-diagonal blocks in the Pfaffian. However they yield the same kernel as the other matrix entries in the off-diagonal blocks apart from the Dirac delta-functions δ(z i − z j ) which result from the first term 1/(κ − λ) of the two-point partition function (3.30) . Omitting these Dirac delta-functions we find the k-point correlation function summarized in the following corollary. 
41)
where we used the abbreviations (3.40) and the kernels (2.34) of the Cauchy twomatrix model.
Thus we have traced all k-point correlation functions for the Bures ensemble back to the kernels of the (k, l)-point correlation functions (2.35) for the Cauchy two-matrix model.
Discussion and Outlook
We established a relationship between the kernels of the Pfaffian point process of the Bures ensemble and the kernels of the determinantal point process of the Cauchy two-matrix model. Thereby we started from the partially known fact [13] that the square of any partition function of the Bures ensemble is equal to a partition function of a Cauchy two-matrix model, see proposition 3.1. Since the kernels of the Pfaffian point process can be also identified as partition functions we had to invert this relation. Surprisingly, the square root can be made exact such that we end up with precisely the same one-fold integrals over Meijer G-functions as they were found for the Cauchy two-matrix model [15] , see corollaries 3.5 and 3.6. In particular, each of the kernels of the Bures ensemble is only a linear combination of two kernels of the Cauchy two-matrix model. Additionally the skew-orthogonal polynomials corresponding to the Bures ensemble are expressed in the bi-orthogonal polynomials of the Cauchy two-matrix model. All these relations together represent a complete exact solution of the Bures ensemble.
Two problems can be tackled now and a work dealing with them is in preparation. First, we can study any large N asymptotics of the level statistics including the macroscopic and microscopic level densities, the hard edge and the soft edge correlation functions, and the correlation functions in the bulk. Here we expect the sine-kernel for the Dyson index β = 2 in the bulk of the spectrum since the level repulsion is (λ 1 − λ 2 ) 2 which should be the only relevant input on the scale of the mean level spacing. Also at the soft edge we expect the standard Airy kernel behaviour for the joint probability density (1.5) and for the fixed trace ensemble (1.3) as known for the Laguerre ensemble and its fixed trace counterpart [44] . The latter corresponds to the case of the Hilbert-Schmidt measure on the set of density matrices.
At the hard edge we expect that the Bures ensemble should lie in the new kind of universality class described by the quite general Meijer G-functions which was already found for product matrices, see Refs. [3, 4, 29, 42, 43, 49] . Thus the Bures ensemble would be the first ensemble of such a class for which the singular values exhibit a Pfaffian point process. We expect that the Bures ensemble with the fixed trace condition (1.3) should share the same behaviour at the hard edge since the condition should only effect the upper bound on the local scale of the mean level spacing. The macroscopic level density for the Bures ensemble with an infinite rank N − M fixed was already calculated in Ref. [58] . However the level density at finite N nor when N/(N − M ) is fixed were not considered. The first case is important when small quantum systems as qubits and qutrits are studied [60, 61, 62, 59] . The second case with N/(N − M ) fixed for N → ∞ is the quite natural case for any experiment which considers a prepared quantum state which is almost pure.
In the second problem, one can go back to the original Bures measure where we have to include the fixed trace condition which results in a joint probability density (1.3). Indeed this ensemble can be traced back to the situation considered by us via a Fourier-Laplace transformation. However the remaining integral from the Fourier-Laplace transformation which has to be still performed destroys the algebraic structure of the partition functions and the k-point correlation functions in terms of Pfaffians. This additional integral will have a crucial influence on the macroscopic level density and the edge behaviour at the upper bound because the support of the eigenvalues is squeezed to the allowed interval Let k = l without loss of generality since we can take the limits |λ j | → ∞ or |κ j | → ∞ for some j which reduces the partition function for k = l to the general case where k and l are different.
The proof starts with two identities, namely the Schur Pfaffian (3.9) and the extension
of the Cauchy-Vandermonde determinant [11, 41] 
which is equivalent to (2.21). The two identities (3.9) and (A.1) can be plugged into the partition function Z (N,B) k|k
[α](κ, λ) for the Bures-like measure. Applying a modified version of de Bruijn's integral identity [17, 41] we find
for even N and
for odd N with the abbreviations
Note that the global sign is not important for the proof since we square the Pfaffian which yields determinants, i.e.
In the next step we apply the simple relation
and define the vectors .8) of dimension N + 2k and .9) of dimension N + 2k + 1. Then we can use the following algebraic manipulation
for even N and similarly for odd N ,
Both relations are based on the fact that M even as well as M odd are antisymmetric, namely for any antisymmetric matrix A and any vector v the expectation value v T A v vanishes. Defining the abbreviations
we use the identities (A.10) and (A.11) such that
Now we can identify the integration variable z 1 in the kernels of the determinant (A.13) with the integration variables y j in the proposition and the variable z 2 with the variables x j . Then we can apply a generalized version of Andréief's integration theorem [10, 41] backwards and find
independent of the fact whether N is even or odd. In the last step we employ the definitions of the Cauchy-Vandermonde determinants (A.2) and find the proposition for the case l = k. We can lift this restriction by extending the original integral for k = l to the case k = l and then taking the limit κ j → ∞ or λ j → ∞ for j = min{k, l} + 1, . . . , max{k, l}.
Appendix B. Proof of proposition 3.3
Choosing L ∈ N we define the matrix Then we can split the functions (A.12) in symmetric and anti-symmetric parts,
These relations follow from the particular form of the integrands, see Eqs. (A.5) and (A.12). We employ this splitting after we apply a generalized version of Andréief's integration theorem [10, 41] 
The next steps only apply for the case L ∈ 2N even since the antisymmetric matrix ∆M L is only invertible in this case. For the case L odd we have to modify this procedure. Exactly for this case we need the constant vector e L+1 . Let L be even. Then the inverse of the matrix consisting of the moments of the Cauchy two-matrix ensemble reads 
(B.7)
These relations prove the proposition for the case L even and k +l even. The reason for this is that we can define the vector where K is the remaining antisymmetric matrix in the determinant (3.15). We extent this result to L even and k + l odd by introducing an auxiliary variable λ l+1 in the partition function with which one can do a calculation similar to Eq. (B.9) and so proving the proposition for the case L odd and k + l even. The case for k + l odd can be performed exactly in the same way as for L even which finishes the proof.
