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Finite Free Complexes over Polynomial Rings
The story I want to present begins with Hilbert. It concerns linear operators acting on a vector space over a field . The action of commuting linear operators 1 , … , on can be codified into an action of the polynomial ring ∶= [ 1 , … , ] on , with each acting via . Said otherwise, is an -module. A simple example is = , with each acting by multiplication. The free module (of rank ) is the -fold direct sum, , with the natural action. These are called free modules because the action is as free as possible, in that they induce no relations on the . Not every module is free: consider with each acting as zero. Hilbert's Syzygy Theorem states that any -module can be resolved by free -modules, in the sense that there is a diagram of maps where is compatible with the -action, Kernel( ) = Image( +1 ) for each ≥ 1, and Cokernel( 1 ) = . The remarkable point is that only finitely many free modules are involved; indeed Hilbert proved that there exists a resolution with ≤ . The module Image( ) is called an th syzygy of , so the theorem says that has a syzygy that is free. The integers are called the Betti numbers of ; these are algebraic analogues of Betti numbers in topology, and they are just as interesting as their topological counterparts. The prototypical example is a resolution of called the Koszul complex. It appears in essentially every article I have written; this one need not be an exception, so here it is for = 3: Lower bounds (almost all conjectural) similar to the Total Rank Conjecture appear also in the context of group actions on spaces. Notable among these is a conjecture of Carlsson for spaces admitting a free action of (ℤ/ ℤ) , the elementary abelian -group of rank , where is a prime number, and one due to Halperin about spaces that admit a free action of the torus, ( 1 ) . Mark and I could also construct counterexamples to algebraic analogues of their conjectures. These examples challenge long-held intuition about finite free complexes and have sowed a sense of confusion in me. I'll try to convey some of this in my talk.
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Derivatives, Derivations, and Hochschild Cohomology
In the 1940s, inspired by homological methods in topology, Hochschild, Eilenberg, and Mac Lane introduced them in algebra. One outcome was Hochschild cohomology. It encodes essential information about rings, topological spaces, and categories. It has many applications, users, and developers. For example, it encodes possible deformations of an algebra, it measures coarse properties of representations via support varieties, and it determines geometric properties such as smoothness in both commutative and noncommutative settings. Yet Hochschild cohomology also has some remaining mysteries. These are the focus of much current research and of my talk. This story begins with the Leibniz rule for differentiation of functions and on the real line:
Generalize this rule to elements of rings that are also vector spaces over fields such as ℂ or ℝ: A linear function from to is called a derivation if the Gerstenhaber bracket. Together with additional algebraic structure and fortuitous properties, Hochschild cohomology spaces are important algebraic invariants for rings.
Since its introduction by Hochschild and its further development by Gerstenhaber and others, Hochschild cohomology has found applications in many settings, for example in algebraic deformation theory, representation theory, and noncommutative geometry. For some of these applications, a deep understanding of the Gerstenhaber bracket is required. A view of Hochschild cohomology as a certain Ext group has long promised insight that is realized in recent work. In my talk I will survey some of this work as well as give an overview of Hochschild cohomology and its place in algebra.
ABSTRACT. The standard next generation matrix approach for calculating the basic reproduction number, an important parameter in understanding the evolution and prevention of infections, suffers from some assumptions that are not always met in real-world systems. In this talk, we explore extensions through two discrete-time infectious disease models, a SIR and an ISA model, and the different behaviors that arise.
My talk will focus on infectious disease transmission dynamics in periodic population environments. In infectious disease epidemiology, the basic reproduction number, denoted by ℛ 0 , is an important threshold parameter that provides insight when designing prevention and control strategies for established infections. ℛ 0 is the average number of secondary cases produced by an infectious individual introduced into a population of susceptible individuals.
The next generation matrix (NGM) approach for defining and calculating ℛ 0 divides the population into compartments, some of them infectious. It provides an easy way to compute ℛ 0 from epidemiological reasoning and basic infectious disease model ingredients. However, for autonomous infectious disease models (without seasonality or periodicity), the NGM approach assumes the existence of a locally asymptotically stable disease-free equilibrium in the demographic equation. That is, in the absence of the disease, the population is assumed to be at a static steady state. Populations do not grow indefinitely over time, and density dependence or other factors tend to drive populations toward their carrying capacity. However, it is possible for populations to experience some fluctuations around the carrying capacity, a situation that the existing NGM approach does not address. The population fluctuations can be periodic (cyclic) or erratic (chaotic). For example, such prominent and persistent cyclic fluctuations have been observed in the abundance of some sockeye salmon populations [2] .
In a recent paper, van den Driessche and Yakubu [4] used a general autonomous discrete-time epidemic model to extend the NGM approach for calculating ℛ 0 to account for period population cycles in the disease-free system, where ≥ 1. ℛ 0 < 1 implies the local asymptotic stability of the periodic disease-free population cycle and the disease goes extinct, whereas ℛ 0 > 1 implies the instability of the periodic disease-free cycle and the
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For permission to reprint this article, please contact: reprint-permission@ams.org. DOI: http://dx.doi.org/10.1090/noti1727 disease persists in the population. When ℛ 0 < 1 and the demographic dynamics is asymptotically constant or under geometric growth (nonoscillatory, = 1), it is possible for the disease-free equilibrium point (fixed point) to be globally asymptotically stable [3] . In 2002, Elaydi and Yakubu ([1, Theorem 3]) showed that it is not possible for a disease-free population cycle with period ≥ 2 to be globally asymptotically stable in the "smooth" autonomous discrete-time epidemic model. In the presentation, I will apply the extended NGM approach for calculating ℛ 0 to two discrete-time infectious disease models with Ricker recruitment functions. The first model is a Susceptible-Infectious-Recovered (SIR) model with and without vaccination, and the second one is an Infectious Salmon Anemia Virus (ISAv) model [4] .
The Ricker model was first used by Ricker in 1954 to study population cycles in fish. To illustrate densitydependent population cycles in a demographic equation (in the absence of a disease), in Figure 1 we consider the discrete-time demographic equation with a Ricker recruitment, In model (1), the population goes extinct when ℛ = < 1. However, when ℛ > 1 the disease-free population persists on a fixed-point or cyclic or chaotic attractor. When 1 < ℛ < 2 , the disease-free system persists on the fixed-point attractor, ∞ = ln ℛ . When ℛ > 2 , the disease-free equation (1) is known to undergo perioddoubling bifurcations en route to chaos as in Figure 1 . In general, the birth or recruitment function of model (1) is a nonlinear function that is capable of exhibiting cyclic or chaotic dynamics. An epidemic process is built on top of the demographic pattern generated by . To guarantee control over the disease-free dynamics (no matter how complex they are) we assume that the disease does not affect in a significant way. This approach to model construction is quite common for continuous-time epidemic processes but less common for discrete-time epidemic models ( [3] , [4] ).
We construct the SIR and ISAv discrete-time infectious disease models on top of model (1). SIR models have been used to study a variety of diseases in humans and animals, while ISAv models have been primarily used to study infectious salmon anemia, a finfish disease caused by a virus that belongs to a family of viruses called Orthomyxoviridae. ISAv has caused significant mortality among salmon farms in northern Europe, Canada, Maine, and Chile. Our SIR and ISAv models share a common demographic equation with a Ricker recruitment function. In the presentation, I will use the extended NGM approach to compute ℛ 0 for both models. In the SIR model, the dynamics of the Ricker demographic equation in the absence of the disease is qualitatively equivalent to the dynamics of the total population, + + . However, in the ISAv model, the dynamics of the salmon population equation, in the absence of the disease, is qualitatively different from that of the total salmon population, + . When ℛ 0 > 1, I will show that the period of the disease-free susceptible population cycle in the SIR model determines the period of the infectious population cycle (see Figure 2) . Unlike the SIR model, in the ISAv model, the period of the infectious salmon population can be different from that of the cyclic disease-free salmon population. In particular, I will illustrate that the ISAv disease is capable of stabilizing population fluctuations in the salmon population (see Figure 3) . Figure 3 shows an ISAv disease-induced period-doubling reversal bifurcation, where the diseasefree salmon population is on a period 4 population cycle. The extended NGM approach accounts for periodic population cycles, and the resulting ℛ 0 computed can be used to guide prevention and control strategies in additional infectious disease environments.
