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ABSTRACT OF THE DISSERTATION
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by
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Doctor of Philosophy in Mechanical Engineering
University of California, Los Angeles, 2019
Professor Laurent G. Pilon, Chair
Electrochemical capacitors (ECs) serve as promising electrical energy storage sys-
tems due to their potential to achieve both high energy and high power densities.
ECs are usually cycled at high current densities resulting in significant amount
of volumetric heat generation. This, in turn, may lead to excessive temperature
rise that can reduce their lifetime and performance. This dissertation aims to ex-
perimentally measure the heat generation rate at electrodes of ECs with different
electrodes materials under various charging and discharging conditions.
First, the design, fabrication, and validation of an in operando calorimeter are
presented. The in operando calorimeter was able to measure the heat generation
rate in each electrode of the EC cell separately. First, EDLC cells consisted of two
typical activated carbon (AC) electrodes were investigated. The irreversible heat
generation rate in each electrode was in excellent agreement with predictions for
Joule heating. The reversible heat generation rate in the positive electrode was
exothermic during charging and endothermic during discharging. By contrast, the
negative electrode featured both exothermic and endothermic heat generation dur-
ing both charging and discharging steps. Such asymmetric heating was attributed
to asymmetry in the charging mechanism due to the overscreening effect caused
by interactions between the anionic functional groups of carboxymethyl cellulose
(CMC) binder and the cations at the negative electrode. Second, the effect of
ii
potential window on heat generation rate in EDLCs in ionic liquid electrolyte was
investigated under galvanostatic cycling. The irreversible heat generation rate
increased with increasing the potential window and exceeded Joule heating. This
could be attributed to the effect of potential-dependent pore resistance. In ad-
dition, a further increase in the irreversible heat generation rate was observed at
high potential window due to electrolyte degradation. The reversible heat gener-
ation rate increased with increasing potential window due to the increase in the
amount of ion adsorbed/desorbed at the electrode/electrolyte interface.
Moreover, the thermal signature associated with the charge storage mecha-
nisms in hybrid supercapacitors consisted of highly porous pseudocapacitive elec-
trode and AC electrode was investigated under constant current cycling. Pseu-
docapacitive electrodes made of either molybdenum dioxide on reduced graphene
oxide (MoO2-rGO) or manganese dioxide on graphene (MnO2-G) were synthesized
to investigate heat generation associated with reversible redox reactions involving
ion intercalation or fast surface redox reactions, respectively. The irreversible heat
generation rate in the pseudocapacitive electrodes exceeded Joule heating. This
was attributed to irreversible heat generation associated with redox reactions, po-
larization heating, and hysteresis in EDL formation and dissolution. Moreover,
MoO2-rGO featured endothermic reversible heat generation during charging due
to Li+ intercalation. Similarly, MnO2-G featured endothermic heat generation
during charging due to non-spontaneous surface redox reactions.
Finally, successful separation of EDL current from faradaic current in pseu-
docapacitive electrodes will improve the heat generation analysis and provide in-
sights into the physicochemical phenomena associated with each regime. Here,
step potential electrochemical spectroscopy (SPECS) and multiple potential step
chronoamperometry (MUSCA) methods for determining the respective contribu-
tions of EDL and faradaic reactions to charge storage in pseudocapacitive elec-
trodes were theoretically validated.
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CHAPTER 1
Introduction
1.1 Electrochemical capacitors
Electrochemical capacitors (ECs) differ from batteries by their high power den-
sity, long cycle life, and high cycle efficiency [2]. Depending on their charging
mechanism, ECs can be classified as electric double layer capacitors (EDLCs) or
hybrid supercapacitors [2, 3]. EDLCs are typically made of carbon-based elec-
trodes and store charges physically via electric double layer formation as ions
accumulate at the electrode/electrolyte interface [2,3]. On the other hand, hybrid
supercapacitors typically consist of a positive or negative pseudocapacitive elec-
trode and a carbon-based counter electrode [4]. The pseudocapacitive electrode
stores charges chemically via reduction/oxidation (redox) reactions at/or near the
electrode surface in addition to EDL formation [3, 5]. These redox reactions may
be accompanied by ion intercalation/deintercalation. In batteries, redox reactions
are typically associated with phase transformation in the electrode material re-
sponsible for degradation and relatively shorter lifetime [6]. By contrast, phase
transformation is absent in pseudocapacitive electrodes leading to fast and highly
reversible charging/discharging [5].
1.1.1 Electrical double layer capacitors
EDLC devices consist typically of two carbon-based electrodes partitioned by a
separator immersed in aqueous or organic electrolytes. EDLCs store electrical
energy in the electrical double layer of ions forming at electrode/electrolyte in-
terface. They exhibit higher power and longer cycle life then batteries, but suffer
1
from relatively low energy density E given by [2,7],
E =
1
2
C ∆ψ2s (1.1)
where C is the capacitance of the cell and ∆ψs is the potential window of elec-
trochemical cell. One way to increase the energy density E consists of increasing
the potential window ∆ψs. However, ∆ψs is usually limited by the chemical sta-
bility of the electrolyte [8]. Possible electrolytes include (i) aqueous electrolytes
(e.g., potassium hydroxide (KOH)), (ii) organic electrolytes (e.g., tetraethylam-
monium tetrafluoroborate (TEABF4) in acetonitrile (ACN) or propylene car-
bonate (PC)), and (iii) ionic liquids (ILs) (e.g., 1-butyl-1-methylpyrrolidinium
bis(trifluoromethane-sulfonyl)imide (Pyr14TFSI)). The potential windows of ECs
aqueous electrolytes is generally about 1.23 V and limited by hydrogen and oxy-
gen evolution reactions, while ECs in organic electrolyte can operate at potential
window of 2.5 to 2.7 V [9]. In recent years, ILs have been investigated as elec-
trolyte in high energy supercapacitors because of their wide potential window [9].
On the other hand, ILs demonstrate relatively high viscosity and low electrical
conductivity compared to conventional liquid electrolytes resulting in large intrin-
sic resistance [10]. In general, ILs have higher viscosity and lower conductivity
compared to aqueous and organic electrolytes [11]. This tends to negatively affect
the performance of ECs due to higher resistance and lower capacitance [11]. To
overcome this limitation, diluting ILs in organic solvents have been proposed to
merge the favorable properties of IL and organic electrolytes [12–14].
1.1.2 Hybrid supercapacitor
Transition metal oxides (e.g., Nb2O5, MnO2, MoO2, MoS2) have been consid-
ered as pseudocapacitive electrode materials due to their high theoretical capac-
ity, chemical stability, and high redox reaction reversibility [15]. Two charg-
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ing mechanisms have been proposed to explain the electrochemical behavior of
metal oxide (MxOy) electrodes namely by (1) redox reactions with ions intercala-
tion/deintercalation (e.g., in Nb2O5) according to [5],
MxOy + zA
+ + ze−
charging−−−−−−⇀↽ −
discharging
AzMxOy−z (1.2)
and (2) by fast surface redox reactions (e.g., in RuO2.nH2O) [16],
[MxOy]surface + zA
+ + ze−
discharging−−−−−−⇀↽ −
charging
[
(A+z )(MxO
−
y−z)
]
surface
(1.3)
Here, A+ refers to alkali metal cations such as Li+, Na+, and K+. The charging
mechanism of pseudocapacitive electrode is typically identified by its electrochem-
ical signature. Ion intercalation/deintercalation charging mechanism typically fea-
tures larger current and sometimes distinct redox peaks in CV curves and non-
linear potential evolution and fast charging under galvanostatic cycling [5]. On
the other hand, CV curves associated with fast surface redox reactions are nearly
rectangular while their potential varies linearly with time under constant current
cycling similar to those associated with electrical double layer formation [5].
Several electrochemical techniques are typically used to characterize EC elec-
trodes including cyclic voltammetry (CV), galvanostatic cycling (GC), and electro-
chemical impedance spectroscopy (EIS) [17]. One of the main challenges in char-
acterizing pseudocapacitive electrodes is to discriminate the contributions from
faradaic reactions and EDL formation. To do so, several empirical and physical
models have been developed to analyze CV measurements including (i) the so-
called k1, k2 analysis [18, 19], (ii) the step potential electrochemical spectroscopy
(SPECS) method [20–22], and (iii) the multiple potential step chronoamperometry
(MUSCA) method [23]. These different methods were reviewed in the Background
section.
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1.1.3 Heat generation in electrochemical capacitors
Heat generation in ECs can be attributed to irreversible and reversible processes.
Irreversible heat generation has been shown to correspond mainly to Joule heat-
ing in EDLCs [2, 24–27]. It is proportional to the square of the current and,
as such, is always positive. It remains constant throughout the cell under con-
stant current cycling [26–29]. However, for the pseudocapacitive electrodes, the
total irreversible heat generation rate has been numerically found to be not only
due to Joule heating but also to polarization heating and hysteretic EDL forma-
tion [29]. On the other hand, recent physical modeling indicates that reversible
heat generation is affected by ion diffusion, steric effects, entropy of mixing, and
possible redox reactions [27, 29]. It occurs mostly near the electrolyte/electrode
interface where the EDL forms [27]. The amount of reversible heat generated in
the device during a charging step under constant current cycling has been found,
both experimentally [26,30] and theoretically [27,28,30], to be proportional to the
current. In addition, for pseudocapacitive electrodes, the numerically predicted re-
versible heat generation rate was endothermic during charging by deintercalation
and exothermic during discharging by intercalation [29], as observed experimen-
tally [26].
1.2 Motivation of the present study
ECs are usually cycled at high current densities resulting in significant amount of
volumetric heat generation. This, in turn, can result in excessive temperature rise
during normal operation leading to (i) accelerated cell aging [30–35], (ii) increased
self-discharge rates [30,31,33,34], and possibly (iii) electrolyte decomposition and
evaporation [34, 36]. Moreover, the wide potential window and the large cell re-
sistance require careful examination of the heat generated by ionic liquids-based
supercapacitors. Therefore, thermal management becomes crucial for safe and
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effective operation of ECs. Moreover, electrochemical experiments such as cyclic
voltammetry and galvanostatic cycling are very informative methods to charac-
terize the oxidation and reduction reactions. However, in operando calorimetric
measurements can provide supplementary information so as to gain insight into
the nature of these reactions.
1.3 Objectives of the present study
The present study aims to investigate the effect of (i) electrode constituent mate-
rials and (ii) potential window on the heat generation in the positive and neg-
ative electrodes of EDLC devices and to investigate (iii) the thermal behav-
ior associated with EDL formation/dissolution, redox reactions with intercala-
tion/deintercalation, and fast surface redox reactions in pseudocapacitive elec-
trodes of hybrid supercapacitors. To do so, an in operando calorimeter was de-
signed, assembled, and validated to measure the time-dependent irreversible and
reversible heat generation rates in each electrode of electrochemical cells. Several
EC devices were investigated under galvanostatic cycling for different operating
conditions.
Moreover, successful separation of EDL current from faradaic current in pseu-
docapacitive electrodes will improve the heat generation analysis and provide in-
sights into the physicochemical phenomena associated with each regime. Thus,
this study also aims to (iv) theoretically validate the use of the SPECS and
MUSCA methods to be coupled with in operando heat generation measurements
in future works. To do so, detailed numerical simulations were performed for a
pseudocapacitive planar electrode in three-electrode configuration using a contin-
uum model based on first-principles and predicting the spatiotemporal evolution
of the electric potential and ion concentrations in the electrode and electrolyte [37].
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1.4 Organization of the document
Chapter 2 provides background information relevant to this PhD thesis includ-
ing (i) numerical predictions and (ii) experimental observation of heat genera-
tion in ECs. Chapter 3 presents the design, assembly, and validation of an in
operando calorimeter to investigate the temporal evolution of the heat generation
rate in EC devices. Chapter 4 elucidates the physicochemical phenomena respon-
sible for asymmetric heat generation in otherwise identical positive and negative
electrodes of EDLC cells. Chapter 5 investigates the effect of potential window
on the heat generation rate in electrical double layer capacitors (EDLCs) with
ionic liquid-based electrolyte using in operando calorimetry under galvanostatic
cycling. Chapter 6 investigates the thermal behavior associated with EDL for-
mation/dissolution, redox reactions with intercalation/deintercalation, and fast
surface redox reactions in MoO2- and MnO2-based pseudocapacitive electrodes
of hybrid supercapacitors. Chapter 7 theoretically validates the use of the re-
cently proposed step potential electrochemical spectroscopy (SPECS) and multiple
potential step chronoamperometry (MUSCA) methods and their fitting analysis
for determining the respective contributions of electrical double layer (EDL) and
faradaic reactions to charge storage in pseudocapacitive electrodes. Finally, Chap-
ter 8 summarizes the finding of this PhD thesis and provides recommendations
for future research.
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CHAPTER 2
Background
2.1 Numerical predictions
Several thermal models of EDLCs have been proposed in the literature [26–31,33,
34,38]. Most of them aimed to predict the temperature distribution within a cell
by solving the energy equation considering Joule heating as the only source of heat
generation. By contrast, Schiffer et al. [30] developed a thermal model accounting
for reversible heat generation rate through an ad hoc model for reversible heat
generation rate based on entropy change considerations and experimental obser-
vations [30]. Their model assumed that the reversible heat generation rate was
proportional to the current [30].
More recently, d’Entremont and Pilon [27] developed a spatiotemporal phys-
ical model based on first principles by coupling the heat diffusion equation with
the modified Poisson-Nernst-Planck (MPNP) model to derive analytical expres-
sions for both irreversible and reversible heat generation rates in EDLCs. The
irreversible heat generation rate was attributed solely to Joule heating. By con-
trast, the reversible heat generation rate was attributed to diffusion, steric effects,
and entropy changes [27]. Numerical simulations of the heat generation rate in
a binary and symmetric electrolyte were performed for planar electrodes during
constant current cycling. First, the irreversible heat generation rate was found
to be proportional to the square of the imposed current I2. On the other hand,
the time-averaged reversible heat generation rate was exothermic during charging
and endothermic during discharging and proportional to the imposed current [27].
These results were in qualitative agreement with experimental data reported in
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the literature [30, 38].
D’Entremont and Pilon [28] extended their physical model for heat generation
rate in EDLCs to electrolytes consisting of multiple and/or asymmetric ion species
with arbitrary ion diameter and diffusion coefficient. They observed that dissim-
ilarity in ion valency, diameter, and/or diffusion coefficient between cations and
anions of the electrolyte resulted in different heat generation rates at the two elec-
trodes of EDLC devices [28]. In fact, larger ion valency and/or diffusion coefficient
led to smaller irreversible heat generation rate due to an increase in electrolyte
electrical conductivity [28]. In addition, the total reversible heat generation rate
during charging was larger for smaller ion diameter and/or larger valency [28].
Additionally, d’Entremont and Pilon [29] further extended their model to hybrid
pseudocapacitors to account for both electric double layer (EDL) formation and
faradaic reactions in the pseudocapacitive electrode. First, carbon electrode ex-
hibited the same thermal behavior observed in EDLC carbon electrodes [27, 29].
Second, two regimes of operation were observed at the pseudocapacitive electrode
namely a faradaic and a capacitive regime [29]. The faradaic regime occurred at
low current densities and shorter cycle period when the heat generation rate asso-
ciated with faradaic reactions at the pseudocapacitive electrode dominated over
the other sources of reversible heat generation rate [29]. On the other hand, the
capacitive regime occurred at high current densities and larger cycle period when
the heat generation rate, due to EDL formation, dominated over the reversible
heat generation rate due to faradaic reactions. Finally, by contrast with carbon
electrode, the reversible heat generation rate associated with EDL formation at
the pseudocapacitive electrode was both exothermic and endothermic during ei-
ther charging or discharging [29]. The authors attributed this to the asymmetric
evolution of ion concentrations at the pseudocapacitive electrode due to faradaic
reactions [29].
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2.2 Experimental observations
Both accelerated rate and isothermal calorimeters have been used to investigate
heat generation in electrical energy storage devices including batteries [25,39–45]
and electrochemical capacitors [26, 46]. In accelerated rate calorimeter, part of
the heat generated in the test cell is transferred to a constant temperature source
while the rest remained confined into the cell [47]. This can lead to excessive
rise in the cell temperature leading to damage to cell components. By contrast,
in isothermal calorimeter, the test section is maintained at constant temperature
during operation thanks to a large isothermal heat sink in thermal contact with
the test section. Isothermal calorimeter usually requires special data processing.
For example, Dandeville et al. [26] used deconvolution analysis to estimate the
heat generation rate from measured temporal temperature evolution of the cell.
This approach also requires that the calorimeter thermal impedance be determined
experimentally. In addition, time correction to the deconvoluted heat generation
rate can be considered to account for the instrument time lag [25,40,41,43].
Moreover, reversible heat generation in EDLCs was ignored in many previous
experimental studies [31, 33, 34, 46]. To the best of our knowledge, it was first
observed experimentally by Schiffer et al. [30] in commercial EDLCs (including
packaging) under constant current cycling. The measurements were performed
in a quasi-adiabatic polystyrene box [30]. Thermocouples were placed at differ-
ent locations on the external surface of the device. The measured temperatures
featured temporal oscillations around a linear rise. The average temperature rise
was attributed to Joule heating while the temperature oscillations were attributed
to reversible heat generation due to entropy changes [30]. During charging, the
ions formed an EDL at the electrode/electrolyte interface and thus lowered their
entropy and released heat [30]. On the other hand, during discharging, the ions’
entropy increased and heat was absorbed as they dispersed into the electrolyte [30].
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Gualous et al. [33] investigated heat generation in commercial EDLCs by plac-
ing thermocouples on their outer surfaces subjected to cooling by natural force
convection. The temporal temperature oscillations were not observed because of
poor placement of the thermocouples. However, Gualous et al. [38] modified their
previous apparatus [33] by placing thermocouples inside and along the radial axis
of a commercial EDLC. Then, temperature oscillations with time were observed.
The average temperature and the oscillation amplitude decreased along the radial
direction of the cylindrical device due to convective heat transfer cooling at the
outer surface [33]. Unfortunately, the measurements performed in Refs. [30,33,38]
only provided the temperature evolution while the heat generation was predicted
using an ad hoc model. In addition, the relatively large size of the EDLC devices
tested and the placement of the thermocouples could result in delay in tempera-
ture measurements [30, 33,38].
Pascot et. al. [46] and Dandeville et al. [26] developed and assembled a non-
adiabatic calorimetric apparatus to obtain heat generation rate in EDLCs and
hybrid pseudocapacitors by measuring the temperature evolution of the devices.
The apparatus consisted of (i) a test cell with carbon-based and MnO2 pseu-
docapacitive electrodes inserted in (ii) a bath of aqueous electrolyte, (iii) two
custom-made heat flux meters, and (iv) two cold plates maintained at constant
and identical temperature. The electrolyte bath was injected with nitrogen bub-
bles to minimize temperature fluctuations and prevent electrode oxidation. Each
heat flux meter was made of 16 thermocouples connected in series and embedded
in a polyphenylene sulfide plate. The heat generation rate was obtained by de-
convolving the temperature difference measured between the test cell and the cold
plates as a function of time. The apparatus was able to achieve a sensitivity of 630
µV/◦C for the measured voltage and 0.001◦C for the detected temperature dif-
ference [26]. EDLC (carbon-carbon) and hybrid pseudocapacitor (carbon-MnO2)
two-electrode devices were tested in 0.5 M aqueous K2SO4 electrolyte under gal-
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vanostatic cycling. The authors assumed that (i) the heat generation rate was
identical in both carbon electrodes of the EDLC and that (ii) the heat generation
rate in a carbon electrode of the EDLC was identical to that in the carbon elec-
trode of the hybrid pseudocapacitor, for a given constant current cycling. Then,
the instantaneous heat generation rate in the MnO2 electrode was obtained by
subtracting the heat generation rate measured in the carbon electrodes of the
EDLC from the total heat generation rate measured in the hybrid pseudocapaci-
tor. The carbon electrodes in the EDLC device heated during charging and cooled
during discharging which was attributed to ions adsorption and desorption at the
porous carbon electrode surface [26]. By contrast, the MnO2 electrode exhib-
ited cooling during charging and heating during discharging [26]. The authors
attributed the reversible heating in the MnO2 electrode to redox reactions along
with ions adsorption and desorption [26]. Finally, the irreversible heat generation
rate averaged over a cycle and the reversible heat generation rate averaged over a
charging step were proportional to I2 and I, respectively [26].
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CHAPTER 3
In Operando Calorimeter for Time-Dependent Measurements of Heat
Generation Rate in Individual EDLC Electrodes
This chapter presents design, assembly, and validation of an in operando calorime-
ter to measure the time-dependent irreversible and reversible heat generation rates
in each electrode of electrochemical cells. Several EDLC devices consisting of two
identical electrodes made of activated carbon and different aqueous or organic elec-
trolytes were investigated. The results will be instrumental in validating and/or
improving existing thermal models and in developing thermal management strate-
gies. They can also be used to give insight in the physicochemical processes in-
volved in charging and discharging of electrochemical energy storage systems.
3.1 Materials and Methods
3.1.1 In operando calorimeter
An in operando calorimeter was designed, fabricated, and validated to measure
instantaneous heat generation rate in electrical energy storage systems. Figure
3.1 schematically shows the entire experimental apparatus including (i) two ther-
moelectric heat flux sensors (HFS) connected to (ii) a data acquisition (DAQ)
system (34972A LXI, Keysight Technology), (iii) two identical instrumented cold
plates fed with a circulating coolant (Dynalene HC-50, Dynalene Inc.) from
(iv) a temperature-controlled chiller (Polystat, Cole-Parmer), (v) two flow me-
ters (FLR-1012, Omega), and (vi) an electrochemical test section containing a
two-electrode cell immersed in an electrolyte and connected to (vii) a potentio-
stat/galvanostat (SP 150, Bio-Logic Science Instruments). The voltage measured
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by the DAQ reading the heat flux sensors featured accuracy of ±0.1 µV. The
potentiostat/galvanostat system was operated at constant current, i.e., in gal-
vanostatic charging-discharging mode, with current ranging from ±0.01 to ±800
mA with resolution of 0.76 nA. The materials of the electrochemical test section
and the cooling fluid were selected to cover a broad range of operating temperature
ranging from −40◦C to 70◦C. A vertical clamp was used to hold the electrochem-
ical test section and the cold plates together and to ensure good thermal contacts
among them. Finally, the entire calorimeter and the cold plates were wrapped in
13 mm thick thermal insulation (Ceramic fiber, Morgan Thermal Ceramics), with
thermal conductivity of 0.07 W/m.K to minimize heat losses to the surrounding.
Cold plate B
Cold plate A
Thermocouples
Valve
Electrolyte bath
Thermal insulation
Data acquisition
Computer
Re-circulating
chiller bath
Galvanostat/
potentiostat
Connection to EDLC device
Flow 
meter
Copper rod Teflon 
plate
Heat flux 
sensor B
Teflon 
plate
Copper rod
Heat flux 
sensor A
EDLC cell
Figure 3.1: Schematic of an in operando calorimeter apparatus designed and fab-
ricated in the present study to measure heat generation rate in EDLCs.
Figure 3.2 shows (a) an exploded view of the apparatus, (b) an enlarged view
of the sensing area, (c) photograph of a 1×1 cm2 activated carbon electrode sup-
ported by a 316 stainless steel current collector, and (d) a cross-sectional view of
a heat flux sensor plate with the corresponding dimensions. The electrochemical
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test section consisted of two heat flux sensor plates and a cylindrical container
made of polytetrafluoroethylene (PTFE) or Teflon. The latter offers many benefits
including (i) thermal and mechanical stabilities over a wide range of temperature
(i.e. −200◦C to 260◦C), (ii) low thermal conductivity of 0.25 W/m.K, and (iii)
chemical resistance to strong acids and bases, making it safe to be in contact with
any electrolyte. Each heat flux sensor plate consisted of (i) 10×10 mm thermo-
electric heat flux sensor (gSKIN-XP, greenTEG), 0.5 mm in thickness, in thermal
contact with (ii) a cylindrical copper rod, 15.9 mm in diameter and 19.5 mm in
length, embedded in the center of (iii) a PTFE disc and flush with its surfaces. The
thickness and diameter of the PTFE disc were 20 mm and 85 mm, respectively.
The copper rod was used to conduct the heat generated in the electrode through
the heat flux sensor to the cold plate, maintained at constant temperature. The
two heat flux sensor plates were packaged in a 7.5 mm thick PTFE cylinder with
height and outer diameter of 40 mm and 100 mm, respectively. Each plate was
sealed using a chemical-resistance O-ring gasket (Viton-235, MSCdirect) 3.5 mm
in thickness and 86 mm in outer diameter to prevent electrolyte evaporation and
interaction with surrounding air. The electrochemical test section containing the
EDLC device was assembled in a glove box under inert conditions before being
transferred to the in operando calorimeter.
3.1.2 Data analysis
The thermoelectric heat flux sensors operated based on the Seebeck effect to
directly measure heat flux as low as 10 µW/cm2 with uncertainty of ±3 % [48].
The temperature differences between the positive and negative electrodes and the
cold plates imposed across the heat flux sensors A or B resulted in a voltage
difference ∆Vj proportional to the heat flux q
′′
j at the heat flux sensor/electrode
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Figure 3.2: (a) Exploded and (b) enlarge view of the test area, (c) photograph of
a 1×1 cm2 activated carbon electrode supported by a 316 stainless steel current
collector, and (d) cross-section view of a heat flux sensor plate with corresponding
dimensions (all dimensions in mm).
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interface given by [48],
q
′′
j =
∆Vj
Sj
with j = A or B. (3.1)
Here, Sj is the sensor temperature-dependent sensitivity expressed as [48],
Sj = So,j + (To − 22.5)Sc,j with j = A or B (3.2)
where So,j and Sc,j are the sensor sensitivity at 22.5
◦C and a temperature cor-
rection factor, respectively. Each heat flux sensor was calibrated independently
by the manufacturer according to ISO standard 8301 [49]. The parameters So,j
and Sc,j for heat flux sensor A were provided as So,A = 131.9 µV/(mW/cm
2) and
Sc,A = 0.161 µV/[
◦C·(mW/cm2)] while those for heat flux sensor B were So,B =
118.3 µV/(mW/cm2) and So,B = 0.143 µV/[
◦C·(mW/cm2)].
Based on simple heat transfer arguments assuming that the electrodes of the
EDLC device are thermally insulated from one another and ignoring thermal
inertia, one can show that the instantaneous heat generation rate Q˙(t) (in mW)
in electrode “i” in contact with heat flux sensor “j” can be expressed as (see
Supplementary Materials),
Q˙i(t) = q
′′
jAi = q
′′
i Ai =
∆Vi(t)
Si
Ai with i = + or − (3.3)
where Ai is the footprint area of the electrode. Here, the subscript “i” refers to
the positive “+” or negative “−” electrode.
The time-averaged heat generation rate ¯˙Qi at electrode “i” subjected to a
galvanostatic cycle of period tcd was estimated by integrating the instantaneous
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heat generation rate Q˙i(t) over one period, i.e.,
¯˙Qi =
1
tcd
ntcd∫
(n−1)tcd
Q˙i(t) dt with i = + or − (3.4)
where n is the cycle number, large enough to have reached oscillatory steady
state. In addition, the instantaneous reversible heat generation rate Q˙rev,i(t) at
each electrode can be evaluated by subtracting the time-averaged heat generation
rate ¯˙Qi [Equation (6.6)] from the instantaneous heat generation rate Q˙i(t), i.e.,
Q˙rev,i(t) = Q˙i(t)− ¯˙Qi with i = + or − . (3.5)
In order to effectively compare the reversible heat generation rate at each elec-
trode, the instantaneous reversible heat generation rate Q˙rev,i(t) was averaged over
a galvanostatic charging step of duration tc to yield,
¯˙Qcrev,i =
1
tc
(n−1)tcd+tc∫
(n−1)tcd
Q˙rev,i(t) dt with i = T, +, or − . (3.6)
Note that, by definition, time-averaging of the reversible heat generation rate
Q˙rev,i(t) at electrode “i” over an entire galvanostatic cycle of period tcd yields
¯˙Qrev,i = 0.
Finally, the total instantaneous, time-averaged, reversible, and time-averaged
of reversible heat generation rates in the entire cell can be expressed as Q˙T (t) =
Q˙+(t) + Q˙−(t),
¯˙QT =
¯˙Q+ +
¯˙Q−, Q˙rev,T (t) = Q˙rev,+(t) + Q˙rev,−(t), and
¯˙Qcrev,T =
¯˙Qcrev,+ +
¯˙Qcrev,−, respectively.
17
3.1.3 Validation
In order to validate the in operando calorimeter apparatus and the associated data
analysis described previously, two resistors were connected in series and separated
by a 0.35 mm thick porous glass fiber separator (GF 85 filter, Inc.) identical to
that later used in the EDLC devices. Resistors 1 and 2 were made of 10 mm × 2
mm 316 stainless steel plates respectively 50 µm and 90 µm in thickness resulting
in electric resistance measured as R1 = 68 mΩ and R2 = 40 mΩ. The resistors
were connected in series by a 0.2 mm diameter copper wire. The stack of Resistor
1/separator/Resistor 2 was placed in the electrochemical test section between the
thermoelectric heat flux sensors either in air (dry) or in deionized (DI) water (wet)
to emulate heat generation in EDLCs during charging and discharging. Cycling
was performed on resistors R1 and R2 by imposing a constant current I, between
50 and 150 mA, for 10 s followed by zero current for 10 s. The cold plates were
maintained at constant temperature Tc = 20
◦C.
Figure 3.3(a) shows five galvanostatic cycles of the imposed current I(t) as a
function of time and the resulting heat generation rate Q˙i(t) in each resistor for
I = 150 mA under dry conditions. It is interesting to note that the measured
heat generation rate Q˙i(t) featured fast response to any change in the imposed
current I. The time response was less than 1 s confirming that thermal inertia
was negligible given the small size of the resistors. Figure 3.3(a) also indicates
that the measurement noise for Q˙i(t) was negligibly small. Figure 3.3(b) shows
the time-averaged heat generation rates ¯˙Q1 and
¯˙Q2 in resistors R1 and R2 as
functions of I2 for current I ranging between 50 and 150 mA for both dry and wet
conditions. Here, time-averaging of ¯˙Qi was performed for 30 consecutive cycles.
The error bars correspond to two standard deviations or 95% confidence interval.
It is interesting to note that the measured heat generation rates ¯˙Qi were identical
whether the resistors and separator were in air or immersed in DI water with
thermal conductivity of 0.62 W/m.K [50]. In other words, heat conduction from
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a given resistor through the separator in air or water was negligible compared
with the heat conducted through the heat flux sensors. This observation confirms
the assumptions used to derive Equation (6.2). Figure 3.3(b) also plots the heat
generation rate estimated for Joule heating within each resistor given by ¯˙QJ,i =
RiI
2. Excellent agreement was found between measured and predicted values of ¯˙Qi
for all current I considered. These validation results confirm that the apparatus
can measure separately the time-dependent heat generation rates within each
electrode of an electrical energy storage device.
3.1.4 EDLC device
Three EDLC devices were tested (i) to demonstrate the capability of the apparatus
in measuring the instantaneous heat generation rate at each electrode of EDLC
cells, (ii) to gain insight into the physical phenomena responsible for heat gener-
ation therein, and (iii) to assess previous experimental measurements [26, 30, 38]
and validate our recent physicochemical models [27,28].
EDLC electrodes were made of activated carbon (YP50F, Kuraray Chemical)
with a surface area of 300 m2/g and pore size less than 2 nm [51]. The elec-
trodes were synthesized by mixing, in DI water, 80 wt% of YP50F, 5 wt% of
TX100 surfactant, 1.5 wt% of carboxymethyl cellulose (CMC) used as a thick-
ening agent/binder, and 13.5 wt% of styrene butadiene rubber (SBR) used as a
binder. The resulting slurry was drop casted onto a 1×1 cm2 316 stainless steel
plates, serving as current collectors. The latter had been previously treated by
oxygen plasma to enhance their hydrophilicity and ensure even spreading of the
slurry. The mass loading, for each electrode, was 2 mg of activated carbon per
cm2 with a thickness of 50 ± 5 µm. The electrodes were dried under vacuum at
120◦C for 24 hours before being placed in a glove box under argon atmosphere.
The EDLC devices tested consisted of two identical activated carbon elec-
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Figure 3.3: (a) Temporal evolution of the imposed current I(t) and the result-
ing heat generation rate Q˙i(t) in resistors R1 and R2 for I = 150 mA for dry
conditions. (b) Time-averaged heat generation rates ¯˙Qi measured in resistors R1
and R2 as functions of I
2 and predictions for Joule heat generation rate given by
¯˙QJ,i = RiI
2.
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trodes separated by a 350 µm glass fiber separator (GF85 filter, Advantec MFS
Inc.) identical to that used for validation of the apparatus with the resistors.
Different electrolytes and associated potential windows were tested to assess the
effect of ions size and valency and their asymmetry on the performance and ther-
mal behavior of EDLC devices, as summarized in Table 3.1. Devices 1 and 3
used organic electrolytes made of 1M of lithium hexafluorophosphate (LiPF6) in
ethylene carbonate:dimethyl carbonate (EC:DMC) with 1:1 weight ratio and 1M
of tetrabutylammonium tetrafluoroborate (TBATFB) in acetonitrile solvent, re-
spectively. By contrast, Device 2 used an aqueous electrolyte made of 1M of citric
acid in deionized (DI) water. Citric acid was chosen because it does not corrode
the stainless steel current collector, unlike most aqueous electrolytes. Thermal
conductivities of ethylene carbonate, dimethyl carbonate, and acetonitrile were
0.2 [52], 0.16 [53], and 0.2 W/m.K [54], respectively. These low thermal conduc-
tivities ensured that the experimental validation performed using two resistors
and separator immersed in DI water was also valid here. Finally, as previously
discussed, each EDLC device was assembled, installed, and sealed in the electro-
chemical test section inside the glove box to avoid any contact with air. The
potential window for Devices 1 and 3 was between ψmin = 0 V and ψmax = 1
V while that for Device 2 was between 0 and 0.8 V since cyclic voltammetry
curves of Device 2 featured sharp increase in the current above 0.8 V. The same
potential window was used for both aqueous and organic electrolytes to facilitate
comparisons.
Table 3.1: Electrolyte composition and galvanostatic operating conditions for the
three carbon-based EDLC cells studied.
Device No. Salt Solvent Potential window
(ψmin − ψmax) (V)
1 1M LiPF6 EC:DMC (1:1) 0 - 1
2 1M citric acid DI water 0 - 0.8
3 1M TBATFB Acetonitrile 0 - 1
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3.2 Results and discussion
3.2.1 Gravimetric capacitance Cg
Cyclic voltammetry (CV) was used to determine the gravimetric capacitance of
the three EDLC devices previously described. Figure 3.4 plots the CV curves
measured for (a) Device 1, (b) Device 2, and (c) Device 3 for different scan rates
ν ranging from 1 to 20 mV/s. The CV curves for Devices 1 and 3 featured
rectangular shapes characteristic of EDLCs. However, for Device 2, CV curves
deviated from this typical behavior at high scan rates due to apparent resistive
losses. Moreover, the cell’s gravimetric capacitance Cg (in F/g) can be evaluated
by integrating the area enclosed by the CV curve for a given scan rate ν as [55],
Cg(ν) =
1
m(ψmax − ψmin)
∮
I
2ν
dψ (3.7)
where m is the mass of active materials loaded in the electrode. Figure 3.4(d)
plots the gravimetric capacitance Cg(ν) of the three EDLC devices as a function
of scan rate ν. For all three devices, the gravimetric capacitance decreased with
increasing scan rate with the capacitance of Device 2 decreasing faster than that
of the other devices.
3.2.2 Internal resistance Rs
Internal resistance Rs (or DC resistance) of an EDLC is an essential parameter to
evaluate the power dissipation in the device. IR drop at the charging/discharging
transition during galvanostatic cycling under constant current I has been widely
used to determine the internal resistance Rs according to [56–58],
Rs(I) =
ψs(t
+
c )− ψs(t−c )
2I
(3.8)
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Figure 3.4: CV curves for (a) Device 1, (b) Device 2, and (c) Device 3 (see
Table 3.1) for scan rates ν ranging from 1 to 20 mV/s and potential window of
1 V (Devices 1 and 3) and 0.8 V (Device 2). (d) Gravimetric capacitance Cg of
Devices 1 to 3 as a function of scan rate ν.
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where ψs(t
−
c ) and ψs(t
+
c ) are respectively the potentials across the EDLC cell at the
end of the charging step and immediately after the beginning of the discharging
step, as illustrated in Figure 3.5(b). Indeed, Figure 3.5 shows the potential ψs(t)
across the cell as a function of time t during galvanostatic cycling for (a) Device
1, (b) Device 2, and (c) Device 3 for current I ranging from 2 to 6 mA. For all
three devices, the potential varied almost linearly with time between a minimum
potential ψmin and a maximum potential ψmax (Table 3.1). Nevertheless, the
charging-discharging curves featured an IR drop caused by the internal resistance
Rs of the EDLC estimated from Equation (6.5). Figure 3.5(d) plots the internal
resistance Rs(I) as a function of current I for Devices 1 to 3. In all cases, the
internal resistance was nearly independent of current I. In addition, Devices 1
and 3 had similar resistance Rs while Device 2 featured twice as large resistance.
This difference was due to the fact that citric acid is a weak electrolyte that only
partially dissociates in solution [59,60]. This resulted in larger electrical resistance
[Figure 3.5(d)] and faster drop in the gravimetric capacitance [Figure 3.4(d)] in
Device 2 compared with Devices 1 and 3.
3.2.3 Instantaneous and time-averaged heat generation rates
Figure 3.6 shows the temporal evolution of the heat generation rates Q˙+(t) at
the positive electrode, Q˙−(t) at the negative electrode, and Q˙T (t) = Q˙+(t) +
Q˙−(t) in the entire cell as functions of dimensionless time t/tcd for five consecutive
galvanostatic cycles under constant current I = 6 mA for (a) Device 1, (b) Device
2, and (c) Device 3. It is evident that measurements of the instantaneous heat
generation rates Q˙+(t) and Q˙−(t) were repeatable cycle after cycle. However,
their respective magnitude and shape differed significantly for a given device and
among the three devices considered.
Figure 3.6 also shows the corresponding time-averaged heat generation rates
¯˙Q+,
¯˙Q−, and
¯˙QT under galvanostatic cycling as functions of I
2 for current I rang-
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Figure 3.5: Potential across the EDLC cell during galvanostatic cycling for (a)
Device 1, (b) Device 2, and (c) Device 3 (Table 3.1) for current I ranging from
2 to 6 mA. (d) Internal resistance Rs, determined from IR drop, as a function of
current I for all three devices.
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ing between 2 and 6 mA for (d) Device 1, (e) Device 2, and (f) Device 3. The error
bars correspond to two standard deviations or 95% confidence interval estimated
by evaluating ¯˙Qi for 10 consecutive galvanostatic cycles. Physically,
¯˙Q+,
¯˙Q−, and
¯˙QT corresponded to irreversible heat generation in individual electrode and in the
entire device, respectively. Figure 3.6 indicates that the irreversible heat genera-
tion rates ¯˙Q+ and
¯˙Q− were positive and proportional to the square of the current
I2 in both positive and negative electrodes with a coefficient of proportionality
corresponding to their respective resistances R+ and R−, i.e.,
¯˙Q+ = R+I
2 and
¯˙Q− = R−I2. For all EDLC devices considered, minor differences (within 2.3 Ω)
were observed between resistances R+ and R−. These results confirm that the
two electrodes constituting the device were nearly identical.
Finally, Figures 3.6(d) to 3.6(f) indicate that the measured total irreversible
heat generation rate ¯˙QT was in excellent agreement with predictions for the heat
generation rate ¯˙QJ due to Joule heating in the entire device given by,
¯˙QJ = Rs(I) I
2 (3.9)
where Rs(I) is the device resistance measured by IR drop [Figure 3.5(d)]. Note
also that the sum of R+ and R− matched the total device resistance Rs measured
from IR drop [Figure 3.5(d)], i.e., Rs ' R+ + R−. Overall, Joule heating was
the dominant source of irreversible heat generation at each electrode in the three
EDLC devices considered (Table 3.1). Thus, since Device 2 featured larger internal
resistance than Devices 1 and 3, the total time-averaged heat generation rate ¯˙QT
for Device 2 was also larger than that of Devices 1 and 3.
3.2.4 Reversible heat generation rates
Figure 3.7 shows the instantaneous reversible heat generation rates (a) Q˙rev,T (t)
in the entire cell, (b) Q˙rev,+(t) at the positive electrode, and (c) Q˙rev,−(t) at the
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Figure 3.6: Heat generation rates Q˙+(t) at the positive electrode (blue), Q˙−(t) at
the negative electrode (red), and Q˙T (t) in the entire cell (black) as functions of
the dimensionless time t/tcd for current I = 6 mA for (a) Device 1, (b) Device
2, and (c) Device 3 for five galvanostatic cycles. Time-averaged heat generation
rates ¯˙Q+,
¯˙Q−, and
¯˙QT under galvanostatic cycling as functions of I
2 for current
I ranging between 2 and 6 mA for (d) Device 1, (e) Device 2, and (f) Device 3
(Table 3.1).
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negative electrode as functions of dimensionless time t/tcd for current I = 6 mA for
Devices 1, 2, and 3. Two different cycles were plotted for each device, namely cycle
10 (solid line) and cycle 15 (dashed line). First, Figures 3.7(a) to 3.7(c) establish
that Q˙rev,T (t), Q˙rev,+(t), and Q˙rev,−(t) were reproducible from cycle to cycle and
followed similar behavior for all devices considered. Figure 3.7(a) indicates that
the total reversible heat generation rate Q˙rev,T (t) for the entire cell was exothermic
for most of the charging step and endothermic during most of the discharging
step. These findings were consistent with previous measurements of reversible
heat generation in EDLC devices [26, 27, 30]. However, it is interesting to note
that the reversible heat generation rate Q˙rev,+(t) at the positive electrode [Figure
3.7(b)] was systematically larger than Q˙rev,−(t) at the negative electrode [Figure
3.7(c)], despite the fact that the two electrodes were identical. In fact, the heat
generation rate Q˙rev,+(t) was also exothermic during charging and endothermic
during discharging suggesting that the thermal behavior of the positive electrode
was in agreement with our expectation and with the literature [26–28, 30]. On
the other hand, the heat generation rate Q˙rev,−(t) at the negative electrode was
both exothermic and endothermic during either the charging or discharging steps.
The reasons for this behavior remain unclear but could be associated with (i)
parasitic reversible redox reactions involving the CMC binder, for example [61–63],
(ii) reversible ion solvation/desolvation [64], and/or (iii) differences in ion size
and diffusion coefficient in the electrolytes [28]. It is interesting to note that
similar behavior has been observed theoretically at the pseudocapacitive electrode
of hybrid capacitors [29].
Figure 3.7 also shows the time-averaged reversible heat generation rates during
the charging step (d) ¯˙Qcrev,T in the entire cell, (e)
¯˙Qcrev,+ at the positive electrode,
and (f) ¯˙Qcrev,− at the negative electrode as functions of current I ranging between
2 and 6 mA for the three EDLC devices considered (Table 3.1). Here, the re-
ported values of ¯˙Qcrev,i were the mean values of
¯˙Qcrev,i obtained for 10 consecutive
28
galvanostatic cycles and the error bars corresponded to two standard deviations
or 95% confidence interval. The linear fit, obtained by least square method, is
also shown to guide the eye. First, ¯˙Qcrev,T ranged between 5 and 53 % of the
irreversible heat generation rate ¯˙QT and decreased with increasing current. Inter-
estingly, the time-averaged reversible heat generation rates ¯˙Qcrev,T in the entire cell
[Figure 3.7(d)] and ¯˙Qcrev,+ at the positive electrode [Figure 3.7(e)] were propor-
tional to the current I for all devices. Such linear relationship has been previously
observed experimentally [26] and predicted numerically [27]. By contrast, ¯˙Qcrev,−
at the negative electrode [Figure 3.7(f)] was nearly constant and systematically
lower than ¯˙Qcrev,+ at the positive electrode. In fact, it approached zero for Devices
1 and 2. This can be attributed to the fact that Q˙rev,−(t) was endothermic in the
early part of the charging step and exothermic only in the second part.
3.2.5 Effect of cell polarization
In order to confirm the differences in reversible heat generation rates observed be-
tween identical positive and negative electrodes the previous measurements were
repeated with reverse cell polarity. In other words, each device consisted of Elec-
trodes A and B. In the initial cell polarity, Electrodes A and B were the positive
and negative electrodes, respectively. In this section, Electrode A was the negative
electrode and Electrode B was the positive electrode.
Figure 3.8(a) shows the time-averaged heat generation rates ¯˙Q+ and
¯˙Q− at
the positive and negative electrodes under galvanostatic cycling as functions of
I2 for current I ranging between 2 and 6 mA for the initial and the reverse cell
polarities for Device 1, as illustrated in inset. As expected, Figure 3.8(a) indicates
that the time-averaged irreversible heat generation rates ¯˙Qi at Electrodes A and B
remained unchanged under different polarizations. Slight deviations in ¯˙Qi between
Electrode A and Electrode B for the two cell polarizations were due to minor
differences in their resistances.
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Figure 3.7: Reversible heat generation rates (a) Q˙crev,T (t) in the entire cell, (b)
Q˙crev,+(t) at the positive electrode, and (c) Q˙
c
rev,−(t) at the negative electrode as
functions of the dimensionless time t/tcd for two galvanostatic cycles under current
I = 6 mA for Devices 1, 2, and 3. Time-averaged reversible heat generation
rates during a charging step (d) ¯˙Qcrev,T in the entire cell, (e)
¯˙Qcrev,+ at the positive
electrode, and (f) ¯˙Qcrev,− at the negative electrode as functions of current I ranging
between 2 and 6 mA for Devices 1, 2, and 3.
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Similarly, Figure 3.8(b) shows the time-averaged reversible heat generation
rates ¯˙Qcrev,+ and
¯˙Qcrev,− averaged during a charging cycle at Electrodes A and B
of Device 1 as functions of current I ranging between 2 and 6 mA for the initial
and reverse cell polarities. Here, the reversible heat generation rate ¯˙Qcrev,+ at the
positive electrode was always positive and proportional to the current I. In other
words, the time-averaged reversible heat generation rate ¯˙Qcrev,+ was unchanged
when electrodes A or B served as the positive electrode and despite slight dif-
ferences in the electrodes (e.g., resistance). Similarly at the negative electrode,
¯˙Qcrev,− was nearly constant, relatively small, and unchanged regardless whether the
negative electrode was Electrode A or B. Finally, note that the same results and
observations were obtained with Devices 2 and 3 (see Supplementary Materials).
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Figure 3.8: (a) Irreversible heat generation rate ¯˙Qi and (b) time-averaged re-
versible heat generation rate ¯˙Qcrev,i over a charging step at Electrodes A and B
for Device 1 under galvanostatic cycling as functions of I2 and I, respectively,
for current I ranging between 2 and 6 mA for the initial and reverse EDLC cell
polarities.
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3.3 Chapter summary
This chapter presented the design, assembly, and validation of an in operando
calorimeter to investigate the temporal evolution of the heat generation rate in
EDLC devices. This calorimeter was able to measure separately the instantaneous
heat generation rates at each electrode of a two-electrode device with resolution
as low as 10 µW and uncertainty of 3%. Heat generation measurements were
demonstrated on three EDLC devices consisting of two identical activated car-
bon electrodes and different organic and aqueous electrolytes under galvanostatic
cycling. First, the three devices were characterized using (i) cyclic voltamme-
try to obtain the gravimetric capacitance and (ii) galvanostatic cycling under
constant current I to obtain the total internal resistance. Second, the measured
time-averaged irreversible heat generation rates at each electrode were similar and
proportional to I2. The total irreversible heat generation rates measured in the
entire EDLC cell were in excellent agreement with predictions for Joule heating.
Third, the reversible heat generation rate Q˙rev,i(t) was significantly different at
the positive and negative electrodes and was independent of cell polarity. At the
positive electrode, Q˙rev,+(t) was systematically exothermic during charging and
endothermic during discharging. By contrast, the reversible heat generation rate
Q˙rev,−(t) at the negative electrode was both exothermic and endothermic during
either charging or discharging. In addition, ¯˙Qcrev,+ at the positive electrode was
proportional to the current I while ¯˙Qcrev,− at the negative electrode was systemat-
ically lower than ¯˙Qcrev,+ at the positive electrode and independent of the current
I. The difference in thermal behavior at the positive and negative electrodes
may be due to parasitic reversible redox reactions, solvation/desolvation, and/or
differences in ion size and transport properties in the electrolytes.
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CHAPTER 4
Effects of Constituent Materials on Heat Generation in Individual
EDLC Electrodes
This chapter aims to elucidate the physicochemical phenomena responsible for
asymmetric heat generation in otherwise identical positive and negative electrodes
of EDLC cells tested in the previous chapter. To do so, the effect of each elec-
trode constituent on the heat generation in the positive and negative electrodes
of EDLC devices were systematically investigated experimentally using the in
operando calorimeter.
4.1 Background
EDLC electrodes are usually made of a mixture of (i) 70 to 95 wt% carbon-based
material, (ii) binder, and (iii) other conductive additives (e.g., carbon black) to
enhance the electrochemical properties of the electrodes [65–73]. Carbon-based
materials, including activated carbons (ACs), carbon cloth, carbon aerogels, tem-
plated porous carbon (TC), activated carbon fiber (ACF), and carbon nanotube
(CNT), are the most widely used materials for EDLCs since they are electrically
conducting and chemically stable in various types of electrolyte under a wide range
of potential windows and temperatures [74,75]. Moreover, they are abundant, in-
expensive, easily-processable, and environmentally friendly [76,77].
The main function of the binder is to hold the electrode constituents together
and to improve adhesion to the current collectors [78]. Excessive amounts of binder
could increase the electrical resistance of the electrode [71]. Polytetrafluoroethy-
lene (PTFE) [66, 68, 71, 72] and polyvinylidene difluoride (PVdF) [65, 69, 70] are
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the most widely used binders for EDLC electrodes. Some studies used derivatives
of these two binders, such as polyvinylidene fluoride-hexafluoropropylene (PVdF-
HFP) [79] and Nafion [80]. Recently, cellulose and its derivatives have also been
employed in electrochemical energy storage devices as substrate, separator, and
electrode binder for their low cost, environmental friendliness, and easy process-
ability [78, 81–93]. For example, sodium carboxymethyl cellulose (CMC-Na) has
attracted attention as an electrode binder for EDLCs [78, 89, 92]. Carbon-based
electrodes with CMC binder showed similar capacitance and cycling stability as
electrodes using conventional binders (i.e., PVdF) [81]. Also, CMC has been used
as a binder for lithium-ion batteries [82–88, 90, 91]. Replacing Na+ in CMC-Na
by Li+ was found to improve the performance of lithium-ion batteries as CMC-Li
enriched the electrolyte with Li+ ions [61, 94]. Note also that Na+ ions in the
CMC-Na binder tend to dissociate in the electrolyte forming anionic functional
groups [61–63]. These functional groups could interact with the cations in the
electrolyte influencing heat generation in each electrode.
The conventional view of EDLC suggests that the electrodes charge by counter-
ion adsorption. However, recent studies have shown that the EDLC electrodes can
be charged by different mechanisms including counter-ion adsorption, co-ion des-
orption, and/or ion exchange [95]. In addition, different mechanisms can take
place in a given electrode at different potentials [96]. Forse et al. [95] introduced
the so-called charging mechanism parameter to account for different charging
mechanisms taking place in the positive and negative electrodes. New experi-
mental techniques, including nuclear magnetic resonance spectroscopy [97], X-ray
transmission [98], electrochemical quartz crystal microbalance [96], and infrared
spectroscopy [99], as well as molecular dynamic simulations [100] have established
that the electrolyte, electrode constituent materials, and the polarization of the
electrode could affect the charging mechanism of EDLC electrodes and thus the
heat generation therein.
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This chapter aims to investigate the effect of binder and other electrode con-
stituents on the charging mechanism and the associated irreversible and reversible
heat generation rates in both positive and negative carbon-based electrodes. The
current work complements the previous chapter which focused on heat generation
in EDLC with different aqueous and organic electrolytes and electrodes made
of activated carbon, CMC and styrene butadiene rubber (SBR) as thickening
agent/binder, and TX100 surfactant.
4.2 Materials and methods
4.2.1 EDLC devices
Five EDLC devices were assembled to investigate the effect of each constituent
material of the electrode on heat generation in both positive and negative elec-
trodes. The two electrodes of each device were identical and made of four different
constituents namely (i) activated carbon (YP50F, Kuraray Chemical) with sur-
face area of 1600 m2/g [101], (ii) non-ionic surfactant (TX100, Sigma-Aldrich),
and (iii) carboxymethyl cellulose (CMC) (DOW Chemical) and (iv) styrene bu-
tadiene rubber (SBR) (MTI Corporation) as binder/thickening agent. Table 4.1
summarizes the five electrode compositions considered in this study.
Table 4.1: Electrodes compositions for the five carbon-based EDLC devices stud-
ied.
Device No. AC SBR TX100 CMC Comments
(wt%) (wt%) (wt%) (wt%)
1 80 13.5 5 1.5 Reference [1]
2 93.5 0 5 1.5 w/o SBR
3 86 12 0 2 w/o TX100
4 83 12 5 0 w/o CMC
5 79.5 11.6 4.3 4.6 3×CMC
The electrodes were synthesized by mixing, in DI water, the different electrode
constituents (Table 4.1). The mixture was drop-cast onto 1×1 cm2 316 stainless
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steel plates, serving as current collectors, previously treated by oxygen plasma to
enhance their hydrophilicity and ensure even spreading of the slurry containing
polar solvents [102]. The use of oxygen plasma has not been shown to introduce
an interfacial resistance detrimental to electrochemical cycling, even for high-rate
pseudocapacitors [102]. The mass loading, for each electrode, was 2.5 mg/cm2
with a thickness of 50 ± 5 µm. The electrodes were dried under vacuum at 120◦C
for 24 hours before being placed in a glove box under argon atmosphere. The
five EDLC devices tested consisted of two identical activated carbon electrodes
supported by their 316 stainless steel current collector separated by a 350 µm
glass fiber separator (GF85 filter, AdvantecMFS Inc.) immersed in 1 M of lithium
hexafluorophosphate (LiPF6, Oakwood Chemical) in ethylene carbonate:dimethyl
carbonate (EC:DMC) (Sigma-Aldrich) with 1:1 volume ratio. LiPF6 in EC:DMC
was chosen for its superior stability compared to other electrolytes (e.g., citric acid
and TBATFB in acetonitrile) used in our previous study [1]. Finally, the EDLC
devices were assembled, installed, and sealed in the electrochemical test section
inside the glove box to avoid exposure to ambient atmosphere.
4.2.2 In operando calorimeter
We recently reported on the design, fabrication, and demonstration of an in
operando calorimeter apparatus to measure the instantaneous heat generation rate
in the individual electrodes of EDLC devices [1]. Details of the experimental setup,
validation, and data analysis have been reported and need not be repeated [1].
In brief, the calorimeter used thermoelectric heat flux sensors in thermal contact
with each electrode to measure the time-dependent heat generation rate therein
with accuracy and uncertainty of ±10 µW and 3%, respectively [1].
The instantaneous heat generation rate Q˙i(t) (in mW) at electrode “i” can be
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expressed as [1],
Q˙i(t) =
∆Vi(t)
Si
Ai with i = + or − (4.1)
where ∆Vi(t) is the voltage difference (in µV) measured in the heat flux sensor
while Si andAi are the sensor temperature-dependent sensitivity (in µV/(mW/cm
2))
and footprint area of the electrode (in cm2), respectively. The subscript “i”
refers to either the positive “+” or negative “−” electrode. The total heat gen-
eration rate in the entire cell (denoted by subscript “T”) can be expressed as
Q˙T (t) = Q˙+(t) + Q˙−(t).
The instantaneous heat generation rate Q˙i(t) is the superposition of the ir-
reversible Q˙irr,i(t) and reversible Q˙rev,i(t) heat generation rates, i.e., Q˙i(t) =
Q˙irr,i(t) + Q˙rev,i(t). We prove later in the manuscript that the irreversible heat
generation rate Q˙irr,i(t) was due to Joule heating which, under constant current
cycling, remains unchanged during charging and discharging. Then, the instanta-
neous Q˙irr,i(t) (in mW) could be approximated as the time-averaged irreversible
heat generation rate ¯˙Qirr,i (in mW). Moreover, by definition, time-averaging the
reversible heat generation rate Q˙rev,i(t) at electrode “i” over an entire cycle yields
¯˙Qrev,i = 0. Thus, the irreversible heat generation rate
¯˙Qirr,i at electrode “i”
subjected to a galvanostatic cycle of period tcd (in s) can be expressed as,
¯˙Qirr,i =
1
tcd
ntcd∫
(n−1)tcd
Q˙i(t) dt with i = + or − (4.2)
where n is the cycle number, taken sufficiently large to have reached oscilla-
tory steady state. In addition, the instantaneous reversible heat generation rate
Q˙rev,i(t) (in mW) at each electrode or in the device can be evaluated by subtracting
the irreversible heat generation rate ¯˙Qirr,i [Equation (6.6)] from the instantaneous
heat generation rate Q˙i(t), i.e.,
Q˙rev,i(t) = Q˙i(t)− ¯˙Qirr,i with i = T, +, or − . (4.3)
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Finally, in order to effectively compare the reversible heat generation rate at each
electrode, the instantaneous reversible heat generation rate Q˙rev,i(t) was aver-
aged over a galvanostatic charging step of duration tc to yield the time-averaged
reversible heat generation rate during charging ¯˙Qcrev,i (in mW),
¯˙Qcrev,i =
1
tc
(n−1)tcd+tc∫
(n−1)tcd
Q˙rev,i(t) dt with i = T, +, or − . (4.4)
4.2.3 Experimental procedure
Cyclic voltammetry (CV) was used to determine the capacitance of the five EDLC
devices featuring five different electrode compositions (Table 4.1). The devices
were cycled between 0 and 1 V for scan rates 1, 5, 10, 15, and 20 mV/s. The
cell’s integral gravimetric capacitance Cg (in F/g) was evaluated by integrating the
area enclosed by the CV curve plotting measured current (in mA) versus imposed
potential ψs (in V) for a given scan rate ν (in mV/s) and potential window between
ψmin and ψmax as [103],
Cg(ν) =
1
m(ψmax − ψmin)
∮
I
2ν
dψ (4.5)
where m is the mass of active materials loaded into both electrodes (in g).
The heat generation measurements at low current (i.e., I ≤ 1 mA) fell below
the detection level (< 0.01 mW) of the calorimeter introducing a significant er-
ror in the measurements. Thus, the heat generation rates were measured under
galvanostatic cycling for imposed constant current I = 2, 3, 4, 5, and 6 mA to
obtain Q˙i(t),
¯˙Qirr,i, Q˙rev,i(t), and
¯˙Qcrev,i.
The internal resistance Rs (or DC resistance) (in Ω) was determined from the
IR drop at charging/discharging transitions of potential curve under galvanostatic
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cycling according to [56–58,104],
Rs(I) =
ψs(t
+
c )− ψs(t−c )
2I
(4.6)
where ψs(t
+
c ) and ψs(t
−
c ) are the potentials across the EDLC cell at the end of
the charging step and immediately after the beginning of the discharging step,
respectively. Here, the IR drop (ψs(t
+
c ) − ψs(t−c )) was obtained by estimating
the cell potential ψs(t
−
c ) 10 ms after the beginning of the discharging step (i.e.,
t−c − t+c = 10 ms) as suggested by Zhao et al. [57].
4.3 Results and discussion
4.3.1 Cyclic voltammetry curves and capacitance
Figure 4.1 plots the measured CV curves of Devices 1 to 5 for scan rates (a) ν = 1
mV/s and (b) ν = 20 mV/s. In all cases, the mass loading was 5 mg/cm2 for
the entire cell and the potential window (ψmax − ψmin) was fixed to 1 V for all
devices considered to facilitate comparison. The CV curves of all devices featured
rectangular and symmetrical shapes indicating near ideal capacitive behavior for
scan rate ν = 1 mV/s. However, at high scan rate [Figure 4.1(b)], the CV curves
of Device 4 featured significant deviation from this ideal behavior due to apparent
resistive losses in the absence of CMC binder.
Moreover, Figure 4.2 shows the gravimetric capacitance Cg(ν) of the five EDLC
devices as a function of scan rate ν ranging from 1 to 20 mV/s. It indicates that
the capacitance Cg(ν) of all devices decreased with increasing scan rate. However,
the capacitance of Device 4 (w/o CMC) decreased faster than that of Devices 1, 2,
3, and 5. In addition, it is interesting to note that Devices 2, 3, 4, and 5 featured
lower capacitance than Device 1. Thus, each constituent material of the reference
electrode was essential to enhancing electrode performance. The absences of SBR
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V.
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(Device 2) and TX100 (Device 3) had nearly the same effect in reducing the
cell capacitance. On the other hand, the absence of CMC binder (Device 4)
had a significant negative effect on the device capacitance. Hence, CMC binder
was essential to the electrode electrical conductivity by binding activated carbon
particles to each other and to the current collector. However, it is interesting to
note that increasing the amount of CMC binder (Device 5) led to a decrease in
capacitance. This can be attributed to the fact that excessive amount of binder
decreased the accessible electrochemically active surface area of the electrodes [71].
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Figure 4.2: Integral gravimetric capacitance Cg(ν) of Devices 1 [1], 2, 3, 4, and 5
(Table 4.1) as a function of scan rate ν for potential window of 1 V.
4.3.2 Internal resistance Rs
Figure 4.3 shows the potential ψs(t) across the cell as a function of time t during
galvanostatic cycling for Devices 1 to 5 for constant current (a) I = 2 mA and
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(b) I = 6 mA and potential window of 1 V. Figure 4.3 indicates that, for all five
devices, the potential varied linearly with time between the minimum potential
ψmin and maximum potential ψmax, except for the IR drop ψs(t
+
c )−ψs(t−c ) occur-
ring at the transition after charging and discharging steps. The latter was more
significant in the absence of CMC binder (Device 4). In fact, for I = 6 mA, the
IR drop in Device 4 was nearly equivalent to the potential window considered,
i.e., [ψs(t
+
c )− ψs(t−c )] ' (ψmax − ψmin). Thus, the heat generation measurements
for Device 4 were only reported for current I ranging from 2 to 4 mA.
Figure 4.4 shows (a) the internal resistance Rs(I) estimated from Equation
(6.5) and (b) the period of the galvanostatic cycle tcd as functions of imposed
current I for Devices 1 to 5. For all devices, the internal resistance was almost
independent of current I except for Device 4 when Rs decreased with increasing
current I. Interestingly, the absence of SBR and TX100 reduced the resistance
of Devices 2 and 3 compared with Device 1. However, their absence also reduced
the cell capacitance Cg (Figure 4.2). Note also that Device 4 featured the largest
resistance of all devices due to the absence of CMC binder, confirming previous
observations on CV curves (Figure 4.1). Finally, increasing the amount of CMC
by three times (Device 5) did not affect the resistance of the device, however, it
reduced its capacitance (Figure 4.2), as previously discussed.
4.3.3 Instantaneous and irreversible heat generation rates
Figure 4.5 shows the temporal evolution of the measured heat generation rates
Q˙+(t) at the positive electrode, Q˙−(t) at the negative electrode, and Q˙T (t) =
Q˙+(t) + Q˙−(t) in the entire cell as functions of dimensionless time t/tcd for five
consecutive galvanostatic cycles under constant current I = 4 mA for (a) Device 1,
(b) Device 2, (c) Device 3, (d) Device 4, and (e) Device 5. It is interesting to note
that measurements of the instantaneous heat generation rates were repeatable
for all devices assembled. However, the respective magnitude and shape differed
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significantly for a given device and among the five devices considered. The heat
generation rate in Devices 1 and 5 was slightly larger than that in Devices 2 and
3 due to their larger internal resistance Rs (Figure 4.4(a)). In Devices 1, 2, 3 and
5, the heat generation rate in the negative electrode was systematically smaller
than that in the positive electrode. By contrast, the heat generation rates Q˙+(t)
and Q˙−(t) were nearly identical in Device 4 (w/o CMC).
Finally, Figure 4.5(f) shows the total irreversible heat generation rate ¯˙Qirr,T
plotted against the predicted Joule heating ¯˙QJ (in mW) given by
¯˙QJ = Rs(I)I
2
in the entire cell under galvanostatic cycling with current I ranging between 2
and 6 mA for Devices 1 to 5. Here, Rs(I) was the internal resistance measured as
a function of current I (Figure 4.4(a)). Figure 4.5(f) indicates that the total irre-
versible heat generation rate ¯˙Qirr,T in all devices was in excellent agreement with
predictions for the heat generation rate ¯˙QJ due to Joule heating. In other words,
Joule heating was the dominant source of irreversible heat generation in the five
EDLC devices considered (Table 4.1). In addition, Device 4 featured much larger
¯˙Qirr,T than that of Devices 1, 2, 3, and 5 due to its larger internal resistance Rs(I)
caused by the absence of CMC binder (Figure 4.4(a)), as previously discussed.
4.3.4 Reversible heat generation rates
Figure 4.6 shows the instantaneous reversible heat generation rates (a) Q˙rev,T (t)
in the entire cell, (b) Q˙rev,+(t) at the positive electrode, and (c) Q˙rev,−(t) at the
negative electrode as functions of dimensionless time t/tcd for current I = 4 mA
for Devices 1 to 5. Two cycles were plotted for each device, namely cycle 10 (solid
line) and cycle 15 (dashed line). First, Figures 4.6(a), 4.6(b), and 4.6(c) indicate
that Q˙rev,T (t), Q˙rev,+(t), and Q˙rev,−(t) were reproducible from cycle to cycle. In
addition, Figure 4.6(a) establishes that the total reversible heat generation rate
Q˙rev,T (t) for the entire cell was exothermic for most of the charging step and en-
dothermic during most of the discharging step. This finding was consistent with
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Figure 4.5: Five representative and consecutive charging-discharging cycles of heat
generation rates Q˙+(t) at the positive electrode, Q˙−(t) at the negative electrode,
and Q˙T (t) in the entire cell as functions of the dimensionless time t/tcd for current
I = 4 mA in (a) Device 1 [1], (b) Device 2, (c) Device 3, (d) Device 4, and (e)
Device 5. (f) Irreversible heat generation rate ¯˙Qirr,T under galvanostatic cycling
versus predicted Joule heating ¯˙QJ = Rs(I)I
2 for current I ranging between 2 and
6 mA for Devices 1 to 5 using Rs(I) shown in Figure 4.4(a).
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previous measurements and numerical predictions of reversible heat generation
in EDLC devices [26–28, 30, 38]. The reversible heat generation rate Q˙rev,+(t) at
the positive electrode [Figure 4.6(b)] was also exothermic during charging and
endothermic during discharging for all five devices considered. However, Q˙rev,−(t)
at the negative electrode for Devices 1, 2, 3, and 5 was exothermic and endother-
mic during both charging and discharging steps. The same observations were
reported previously with electrodes similar to those of Device 1 but with different
electrolytes [1]. In this context, it is interesting to note that Device 4 featured
reversible heat generation rate Q˙rev,−(t) at the negative electrode nearly identical
to Q˙rev,+(t) at the positive electrode, i.e., Q˙rev,+(t) and Q˙rev,−(t) were exothermic
during the entire charging step and endothermic during the entire discharging
step.
Figure 4.6 also shows the time-averaged reversible heat generation rates during
the charging step (d) ¯˙Qcrev,T in the entire cell, (e)
¯˙Qcrev,+ at the positive electrode,
and (f) ¯˙Qcrev,− at the negative electrode as functions of current I ranging between
2 and 6 mA for the five EDLC devices considered (Table 4.1). Here, the reported
values of ¯˙Qcrev,i were averaged over 10 cycles and the error bars correspond to two
standard deviations or 95% confidence interval. The linear fit, obtained by least
square method, is also shown to guide the eye. Interestingly, the time-averaged re-
versible heat generation rates ¯˙Qcrev,T in the entire cell [Figure 4.6(d)] and
¯˙Qcrev,+ at
the positive electrode [Figure 4.6(e)] were proportional to the current I for all de-
vices, as previously observed experimentally [1,26] and predicted numerically [27].
By contrast, ¯˙Qcrev,− at the negative electrode [Figure 4.6(f)] was nearly constant
and close to zero for Devices 1, 2, and 5 and negative for Device 3. However, Fig-
ures 4.6(e) and 4.6(f) indicate that, in Device 4 (no CMC), ¯˙Qcrev,− at the negative
electrode was nearly identical to ¯˙Qcrev,+ at the positive electrode. In summary,
the reversible heat generation rates at the positive and negative electrodes were
asymmetric in devices with electrodes containing CMC (Devices, 1, 2, 3, and 5)
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but were nearly identical in electrodes without CMC (Device 4). Also, Device 3
(w/o TX100) featured more endothermic heating during charging step. In order
to explain these observations, four hypotheses were examined including (i) para-
sitic reversible redox reactions involving the CMC binder [61–63], (ii) reversible
ion solvation/desolvation [64], (iii) differences in ion size and diffusion coefficient
in the electrolytes [28], and (iv) asymmetric charging mechanisms [95]. Note that
the present calorimeter was configured for two electrode configuration and could
not provide the potential evolution across each electrode separately. However,
Ania et al. [105] showed that, at low cell potential (i.e., ψs ≤ 1 V), the potential
difference was identical across the positive and negative electrodes of a symmetric
EDLC cell in organic electrolyte.
(i) Reversible redox reactions involving CMC binder
The above observations for Devices 1, 2, 3, and 5 could potentially be attributed
to redox reaction involving the CMC binder. However in Device 5, the amount
of CMC was increased by three orders of magnitude while the instantaneous re-
versible heat generation rate Q˙rev,−(t) was nearly the same as that in the reference
Device 1.
Furthermore, three-electrode measurements were performed on stainless steel
current collectors (i) bare and (ii) coated with a layer of CMC. Figure 4.7 shows
cyclic voltammetry of 1 × 1 cm2 bare and CMC-coated stainless steel current
collectors cycled in 1 M LiPF6 EC:DMC with lithium metal counter and reference
electrodes for scan rates ν = 10 and 20 mV/s. The redox couple observed in
the potential range from 2 to 4 V vs. Li (equivalent to −2 to 2 V operating
window of a symmetric activated carbon EDLC) can be attributed to surface
redox reactions on the stainless steel current collector. However, the current
associated with these redox peak was less than 20 µA, corresponding to a negligible
contribution to heat generation. On the other hand, the CV curves of CMC-
49
Charging Discharging
(a) (d)
(b) (e)
Discharging
(c) (f)
Entire cell
Positive electrode
Negative electrode
Charging
DischargingCharging
Entire cell
Positive electrode
Negative electrode
c r
ev
,T
Q
c r
ev
,+
Q
c r
ev
,-
Q
0.0 0.2 0.4 0.6 0.8 1.0
-0.4
-0.2
0.0
0.2
0.4
 Cycle 10
 Cycle 15
Q
re
v,
T
(t
) 
(m
W
)
Dimensionless time, t/t
cd
 Device 1 [21]
 Device 2
 Device 3
 Device 4
 Device 5
0.0 0.2 0.4 0.6 0.8 1.0
-0.4
-0.2
0.0
0.2
0.4
Q
re
v,
+
(t
) 
(m
W
)
Dimensionless time, t/t
cd
0.0 0.2 0.4 0.6 0.8 1.0
-0.4
-0.2
0.0
0.2
0.4
Q
re
v,
-(
t)
 (
m
W
)
Dimensionless time, t/t
cd
0 1 2 3 4 5 6 7
0.00
0.05
0.10
0.15
0.20
0.25
 Device 1 [21]
 Device 2
 Device 3
 Device 4
 Device 5
          Linear fit
  
  
 (
m
W
)
Current, I (mA)
0 1 2 3 4 5 6 7
0.00
0.05
0.10
0.15
0.20
  
  
 (
m
W
)
Current, I (mA)
0 1 2 3 4 5 6 7
-0.05
0.00
0.05
0.10
0.15
  
  
  
(m
W
)
Current, I (mA)
Figure 4.6: One charging-discharging cycle of the reversible heat generation rates
(a) Q˙rev,T in the entire cell, (b) Q˙rev,+ at the positive electrode, and (c) Q˙rev,− at
the negative electrode as functions of the dimensionless time t/tcd for current I = 4
mA for Devices 1 [1], 2, 3, 4, and 5. Time-averaged reversible heat generation
rates during the charging step (d) ¯˙Qcrev,T in the entire cell, (e)
¯˙Qcrev,+ at the positive
electrode, and (f) ¯˙Qcrev,− at the negative electrode as functions of current I ranging
between 2 and 6 mA for Devices 1 [1], 2, 3, 4, and 5.
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coated current collector did not feature any additional redox peak. In fact, the
current decreased due to a reduction in the stainless steel surface area exposed.
These results establish that redox reactions involving the CMC binder were not
responsible for the endothermic heating observed at the negative electrode at the
beginning of the charging step [Figure 4.6(c)].
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Figure 4.7: Cyclic voltammetry of 1× 1 cm bare and CMC-coated stainless steel
current collectors cycled in 1 M LiPF6 EC:DMC with lithium metal counter and
reference electrodes for potential window of 2 to 4 V vs. Li and scan rate ν = 10
and 20 mV/s.
(ii) Ion solvation/desolvation
The size of Li+ ions is much smaller than that of PF−6 and the solvation energies
of Li+ and PF−6 are −212.6 and −93.3 kcal/mol, respectively [64]. Hence, we
speculated that the endothermic kink observed at the negative electrode at the
beginning of the charging step was due to cations desolvation as they adsorbed
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into the carbon electrode pores and whose size distribution was affected by the
presence of the CMC binder. In absence of CMC binder (Device 4), the electrode
pore size distribution could be much larger than the ionic size of solvated Li+
(∼ 0.41 nm [106]) so that solvation/desolvation did not take place in the pores. In
order to examine this hypothesis, pore size distribution of powder samples scraped
from the electrode materials of Devices 1, 4, and 5 were measured by nitrogen
adsorption method. The measurements were conducted using a Micromeritics
ASAP 2010 system with ultra high purity nitrogen at 77 K. Powder samples were
outgassed at 250◦C overnight before testing. The pore size distribution curves
were calculated from the nitrogen adsorption isotherms using the carbon slit pore
geometry non-linear density function (NLDFT) model through the Micromeritics
Microactive software.
Figure 4.8(a) shows the adsorption isotherms obtained for electrode materi-
als of Devices 1, 4, and 5. The shape of the isotherm was characteristic of a
Type I isotherm, indicating that the structure was composed primarily of mi-
cropores (< 2 nm) [107]. At high relative pressures, the lack of a gas uptake
and appreciable hysteresis indicated that there were no mesopores (2 - 50 nm)
or macropores (> 50 nm) in the structure. The small hysteresis between ad-
sorption and desorption isotherms most likely originated from activated carbon
particles and has commonly been observed in experimental adsorption curves for
carbon powders [108, 109]. Figure 4.8(b) presents the derivative of pore volume
with respect to pore width. The pore volume was normalized arbitrarily to better
compare the different pore size distributions. The difference in peak areas was
associated with errors in the measured powder weight and distribution of elec-
trode constituents. The bimodal pore size distribution, with the majority found
between 0.8 and 1.2 nm, agreed well with pore size distribution reported in the
literature for YP50F [110]. Similar pore widths for all three device compositions
indicates that the presence of CMC did not have an appreciable effect on the pore
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size distribution and did not inhibit ions access to the pores of the YP50F parti-
cles. These observations establish that ion solvation/desolvation was not affected
by the presence of CMC and thus was not responsible for the thermal behavior
observed at the negative electrode.
(iii) Differences in ion size and diffusion coefficient
Ion size and diffusion coefficient have been shown to affect only the magnitude of
heat generation at the electrode but not the exothermic to endothermic nature
of the heat generation processes [28]. For example, the electrode with smaller
counter-ion diameter featured larger reversible heat generation rate under gal-
vanostatic cycling than the counter electrode [28]. In addition, the reversible heat
generation rate was found to be independent of diffusion coefficient of ions [28].
However, the ion size could affect other phenomena taking place at the electrodes
including charging mechanism [95].
(iv) Charging mechanism
As ions adsorb on the electrode surface to form an EDL or disperse into the
electrolyte, they release heat (exothermic) or absorb heat (endothermic), re-
spectively [26–30, 38]. Thus, the reversible heat generation rate associated with
changes in entropy of ions (entropy of mixing) depends strongly on the charging
mechanism. Asymmetric heat generation in the devices containing CMC suggests
that the charging mechanism at the positive and negative electrodes was also
asymmetric. Indeed, CMC binder is a weak polyacid that interacts with cations
in the electrolytes [61–63]. In fact, Na+ in carboxymethyl (–CH2COONa) groups
and H+ in hydroxyl (–OH) groups of CMC binder have a tendency to dissociate
in the electrolyte forming anionic functional groups (–CH2COO
−) and (–O−), re-
spectively [61–63]. These anionic functional groups attract cations, such as Li+
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Figure 4.8: (a) Adsorption/desorption isotherms obtained from nitrogen adsorp-
tion for the powder of electrodes materials of Devices 1, 4, and 5. (b) Normalized
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of Devices 1, 4, and 5.
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ions present in the electrolyte, thus increasing their population near the negative
electrode. This can lead to an overscreening effect where a layer of cations with
greater charge than the negative electrode surface requires a subsequent layer of
anions to charge-balance the inner Helmholtz layer [111]. The overscreening effect
gradually decreases with increasing electrode potential [95, 111]. Hence, during
charging, the positive electrode stored electrical energy by anion adsorption re-
leasing heat to the surroundings. However, the negative electrodes containing
CMC (Devices 1, 2, 3, and 5) first charged by anion desorption (i.e., repelling
the subsequent layer of anions formed due to overscreening effect) at low poten-
tial (. 0.5 V) and then by cation adsorption at higher potential (& 0.5 V), as
observed previously [112]. This charging sequence, in turn, resulted in endother-
mic heating at the beginning of the charging step (low potential) and exothermic
heating for the rest of the charging step (high potential). Figure 4.9 illustrates
the overscreening effect near the surface of the negative electrode.
Activated carbon
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Figure 4.9: Diagram illustrating the overscreening effect at the negative electrode.
(a) In open-circuit, negatively charged CMC groups attract Li+ cations while PF−6
anions balance the unsaturated inner Helmholtz layer. (b) At the beginning of
the charging step, PF−6 anions are repelled and desorb from the negative electrode
surface. (c) At higher potentials, additional Li+ cations adsorb to the negative
electrode and begin to saturate the inner Helmholtz layer forming the electric
double layer.
Moreover, in Device 3 (w/o TX100), the endothermic heating dominated dur-
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ing the charging step. This can be attributed to competing screening effects
between CMC and TX100. The TX100 surfactant selectively attached to the hy-
drophobic surface of carbons during mixing of the water-based slurries [113,114].
This resulted in a carbon/TX100/CMC interface in the electrodes that reduces
the effective overscreening induced by CMC. Removing TX100 enhanced the over-
screening effect as CMC was closer to the activated carbon surface.
Finally, the thermal behavior observed in Devices 1, 2, 3, and 5 with LiPF6
in EC:DMC was also previously observed for devices using the same electrode
composition as Device 1 but with different electrolyte namely 1 M citric acid
in DI water and 1 M of tetrabutylammonium tetrafluoroborate (TBATFB) in
acetonitrile [1] where the same asymmetry in charging mechanism can also explain
the observed thermal behavior.
4.4 Chapter summary
This chapter assessed the effect of the electrode composition on heat generation in
EDLC devices consisting of two identical carbon-based electrodes. The electrolyte
LiPF6 in EC:DMC was used in all devices. The heat generation rate in each elec-
trode of five EDLC devices with different electrode compositions was measured
using a previously described in operando calorimeter [1]. First, although remov-
ing SBR binder or TX100 surfactant from the electrode composition reduced the
internal resistance, it also reduced the capacitance of the device. On the other
hand, removing CMC resulted in significant increase in the internal resistance
and decrease in the gravimetric capacitance. Second, for all electrode composi-
tions, the irreversible heat generation rate was in excellent agreement with Joule
heating predicted from the measured internal resistance and imposed current.
Third, in all devices, the reversible heat generation rate in the positive electrode
was exothermic during charging and endothermic during discharging. It was also
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significantly larger than that in the negative electrode of the devices containing
CMC binder. Indeed, in the negative electrode containing CMC, the reversible
heat generation rate featured both exothermic and endothermic processes dur-
ing both charging and discharging [1]. However, in absence of CMC from the
electrode, the reversible heat generation rates at the positive and negative elec-
trodes were nearly identical. The asymmetric heating in presence of CMC was
attributed to the fact that anionic functional groups formed in the electrodes and
interacted with cations in the negative electrode. The latter was charged first by
anion desorption (endothermic) followed by cation adsorption (exothermic) as the
electrode potential increased. Such asymmetry in charging mechanisms between
the positive and negative electrodes explained the observed asymmetry in heat
generation. The findings of this study will help to improve our existing thermal
model [27] to account for heat generation associated with overscreening effect and
asymmetric charging mechanism. Also, the heat generation measurements can be
coupled with other experimental techniques, such as nuclear magnetic resonance
spectroscopy, X-ray transmission, electrochemical quartz crystal microbalance,
and infrared spectroscopy, to quantify the charging mechanism parameter from
heat generation in each electrode.
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CHAPTER 5
Effect of Potential Window on Heat Generation at Activated Carbon
Electrodes in Neat or Diluted Ionic Liquid Electrolytes
This chapter investigates the effect of potential window on the heat generation
at the electrodes of ionic liquid-based EDLCs under galvanostatic cycling. To do
so, two identical EDLC devices with electrolyte consisting of either neat IL or
IL mixed with an organic solvent were investigated the previously described in
operando calorimeter under galvanostatic cycling.
5.1 Background
The operating potential window is a key parameter to enhancing the specific
energy of EDLCs. However, the operating potential window is limited by the
electrochemical stability window of the electrolyte. Leyva-Garcia et al. [14] studied
the electrochemical performance of porous activated carbon (AC) electrodes in (i)
neat Pyr14TFSI and in (ii) 1 M Pyr14TFSI in PC electrolytes at different potential
windows. For an AC negative electrode in 1 M Pyr14TFSI in PC electrolyte, a
redox peak was observed in the CV curves for a half-cell potential window of
' 1.3 V. In addition, the intensity of this redox peak increased with increasing
the potential window. However, this redox peak was not observed in the CV
curves of neat Pyr14TFSI suggesting that the redox peak was due to PC solvent
decomposition [14]. Moreover, the PC solvent degradation could block some of
the electrode pores due to the interaction with functional groups existing on the
AC electrode surface [14,115]. This, in turn, minimized the accessible surface area
reducing the capacitance [14,115].
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Similarly, Borenstein et al. [116] studied the failure mechanism of positive
electrode in a symmetric EDLC at high potential. An EDLC device with neat 1-
Butyl-1-methylpyrrolidinium bis(fluorosulfonyl)imide (Pyr14FSI) was tested under
galvanostatic cycling. The potential evolution was measured across each electrode
of the EDLC device during cycling by placing an Ag pseudo-reference electrode
into the device. Here, the potential window of the cell ∆ψs can be expressed as the
difference between the potential evolution across the positive ψ+ and negative ψ−
electrodes, i.e., ∆ψs = ψ+ − ψ−. At low potential window (i.e., ∆ψs = 3 V), the
potential evolution divided equally between the positive and negative electrodes.
However, beyond ∆ψs = 3 V, the potential evolution at the negative electrode
was larger than that at the positive electrode. This asymmetry in the potential
evolution was attributed to FSI− intercalation into the material of the positive
electrode increasing its capacitance C+. Since the absolute amount of charge q at
both electrodes must be identical, the potential at the negative electrode should
increase according to [2],
q = C+ψ+ = −C−ψ−. (5.1)
where C+ and C+ are the capacitances of the positive and negative electrodes,
respectively. This conclusion was further confirmed by scanning electron mi-
croscopy and energy dispersive X-ray spectroscopy (SEM-EDX) measurements
where a significant amount of FSI− was found in the positive electrode after 3000
galvanostatic cycles for cell potential window ∆ψs = 3.4 V.
Heat generation in EDLCs is a result of several interfacial, transport, and
electrochemical processes. It can be divided into irreversible and reversible heat
generation rates [1, 27, 117]. The former is mainly due to Joule heating Q˙J de-
scribed by [1, 27,117,118],
Q˙J = Rs I
2 (5.2)
where Rs is the device internal resistance and I is the imposed current. However,
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Schiffer et al. [30] found that the temperature rise in EDLC device calculated con-
sidering only Joule heating was smaller than the temperature rise measured [30].
Moreover, the temperature rise measured was found to increase with increasing
potential window [30]. Thus, they suggested that the irreversible heat generation
rate in EDLCs was the summation of (i) Joule heating and (ii) heat generation
due to the current flow through the electrode pore resistance [30]. The pore resis-
tance characterize the charge redistribution effect due to the non-uniform charg-
ing/discharging caused in the complex porous structure of the electrodes [119,120].
The pore resistance has been alternatively termed charge redistribution resis-
tance [119,120]. Moreover, the measured temperature rise increased with increas-
ing potential window suggesting that the pore resistance increased with increasing
the potential [30].
On the other hand, the reversible heat generation in EDLCs can be attributed,
in part, to the change in entropy of ions upon adsorption/desorption processes.
When ions from the solution adsorb on the surface of the electrode form EDL, the
entropy decreases and consequently heat is generated [1,26,27,30]. This change in
entropy is supposedly reversible over full charging/discharging cycle, where ions
adsorb onto the electrodes during charging (exothermic) and desorb back to the
electrolyte during discharging (endothermic) [1,26,27,30]. Other physicochemical
phenomena may also contribute to the irreversible and/or reversible heat gener-
ation. For example, in hybrid supercapacitor, redox reactions also contribute to
the reversible heat generation upon charging/discharging [29, 121]. In addition,
the overpotential in the redox active material causes irreversible heat generation
that has been termed “polarization heating” [29, 121]. Other sources of possible
heat generation include the decomposition processes of the electrolyte [122].
It is important to note that even if the positive and negative electrodes are
similar in composition and mass loading, the heat generation rate may be different
at the two electrodes [28,117]. This difference can be attributed (i) to differences
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between anions and cations in terms of valency, size, and diffusion coefficient, as
predicted numerically [28], and (ii) to interaction with the electrode constituents,
as observed experimentally for EDLCs [1,117]. Indeed, d’Entremont and Pilon [28]
developed a thermal model to estimate spatiotemporal heat generation rate in
EDLCs consisting of electrolytes with asymmetric ion species. They observed that
the electrical conductivity of the electrolyte increased with increasing ion valency
and/or diffusion coefficient resulting in smaller irreversible heat generation rate
at the respective electrode [28]. In addition, EDL formation of ions with smaller
diameter and/or larger valency resulted in larger reversible heat generation rate
during charging [28]. Generally, ILs consist of a large organic cation coupled with
a smaller organic or in-organic anion with different diffusion coefficients [8]. In
addition, adding organic solvent to ILs can significantly influence the transport
properties of their cation and anion [123, 124]. For example, the ratio of the
diffusion coefficients of Pyr+14 to TFSI
− decreases from ∼ 1.23 in neat Pyr14TFSI
electrolyte to ∼ 1.05 when diluted in PC with molar ratio of 2:8 [125].
This chapter aims to determine the irreversible and reversible heat genera-
tion rates associated with the physicochemical phenomena taking place at the
positive and negative electrodes of EDLC devices containing IL electrolytes op-
erating under extreme potential windows. Indeed, the thermal signature of the
different phenomena previously discussed can provide unique insights into charg-
ing/discharging and degradation mechanisms at each electrode. The devices con-
sisted of two identical activated carbon electrodes in neat Pyr14TFSI electrolyte
or in 1 M Pyr14TFSI in PC electrolyte.
61
5.2 Materials and methods
5.2.1 Electrode synthesis and device assembly
Activated carbon slurry was prepared by ball-milling (i) YP-50F activated car-
bon (Kuraray), (ii) Super P (Alfa Aesar), and (iii) multiwall carbon nanotubes
(mwCNT, Sigma Aldrich) as conducting additives with weight ratio of 88:6:6.
Then, the activated carbon slurry was mixed with carboxymethyl cellulose (CMC,
DOW Chemical) as a binder and thickening agent and styrene-butadiene rubber
(SBR, MTI Corporation) binder with weight ratio of 90:6:4. The slurry was then
drop-casted onto 1×1 cm2 current collectors made of 18 µm thick carbon-coated
aluminum plates (MTI). The mass loading, for each electrode, was 2 mg/cm2 with
a thickness of 40±5 µm. The electrodes were dried under vacuum at 120◦C for 24
hours before being placed in a glovebox under argon atmosphere. Two-electrode
devices were assembled using a 1 mm thick chemical-resistant polypropylene mesh
as a separator and as thermal insulator between the electrodes. The assembly was
immersed in ionic liquid electrolyte consisted of either neat Pyr14TFSI (Device 1)
or 1 M Pyr14TFSI in PC (Device 2). Finally, in order to avoid exposure to am-
bient atmosphere, the EDLC devices were assembled, installed, and sealed in the
isothermal calorimeter inside a glovebox. Table 5.1 summarizes the constituents of
Devices 1 and 2 as well as the operation conditions considered. For both devices,
the total mass loading was 4 mg/cm2 for the entire cell to facilitate comparison
(Table 5.1).
5.2.2 In operando calorimeter
The time-dependent heat generation measurements were performed using an in
operando calorimeter apparatus described in Ref. [1]. In brief, each electrode
of the EDLC was in thermal contact with a thermoelectric heat flux sensor to
measure the instantaneous heat generation rate therein [1]. The two electrodes
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Table 5.1: Electrodes materials and operation conditions for the two EDLCs in-
vestigated.
Device No. Electrode materials Mass loading Electrolyte ∆ψs T
(mg/cm2) (V) (◦C)
1
AC slurry 1.8
Neat Pyr14TFSI 1 to 4 20SBR 0.12
CMC 0.08
2
AC slurry 1.8
1 M Pyr14TFSI in PC 1 to 3.5 20SBR 0.12
CMC 0.08
were thermally insulated from one another by the chemically resistive separator
made of polypropylene mesh. The measurements were performed at constant
temperature of 20◦C.
The time-dependent heat generation rate Q˙i(t) (in mW) at electrode “i” can
be retrieved from the heat flux q′′i measured at the electrode/heat flux sensor
interface according to [1],
Q˙i(t) = q
′′
i Ai =
∆Vi(t)
Si
Ai (5.3)
where ∆Vi(t) is the voltage difference (in µV) measured across the heat flux sensor,
Si is the sensor sensitivity (in µV/(mW/cm
2)), and Ai is the footprint area (in
cm2), respectively. Here, Si was provided by the manufacturer [48]. The subscript
“i” refers to either the positive “+” or negative “−” electrode. The subscript “T”
refers to the total instantaneous heat generation rate in the entire device, i.e.,
Q˙T (t) = Q˙+(t) + Q˙−(t).
The time-dependent heat generation rate Q˙i(t) at electrode i can be divided
into an irreversible Q˙irr,i(t) and a reversible Q˙rev,i(t) heat generation rates, i.e.,
Q˙i(t) = Q˙irr,i(t) + Q˙rev,i(t). By definition, time-averaging the instantaneous re-
versible heat generation rate Q˙rev,i(t) over an entire cycle yields
¯˙Qrev,i = 0. Thus,
the time-averaged irreversible heat generation rate ¯˙Qirr,i under galvanostatic cy-
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cling of period tcd can be expressed as,
¯˙Qirr,i =
1
tcd
ntcd∫
(n−1)tcd
Q˙i(t) dt with i = + or − (5.4)
where n is the cycle number taken sufficiently large to have reached oscillatory
steady state. Here, the subscript “i” refers to the positive “+” or negative “−”
electrodes. The total time-averaged irreversible heat generation rate ¯˙Qirr,T in the
entire cell is expressed as ¯˙Qirr,T =
¯˙Qirr,+ +
¯˙Qirr,−.
In order to effectively compare the reversible heat generation rate at each elec-
trode of EDLCs, the instantaneous reversible heat generation rate Q˙crev,i(t) during
a galvanostatic charging step of duration tc can be defined as (see Supplementary
Materials),
¯˙Qcrev,i =
1
tc
(n−1)tcd+tc∫
(n−1)tcd
Q˙i(t) dt− ¯˙Qirr,i. (5.5)
5.2.3 Experimental procedure
First, the electrochemical stability window (ESW) of neat Pyr14TFSI and 1 M
Pyr14TFSI in PC electrolytes was assessed using linear sweep voltammetry (LSV)
at a slow scan rate of 0.1 mV/s. The ESW was performed on two freshly assemble
two-electrode coin-cell configuration using the activated carbon-based electrodes
described previously. Positive and negative electrodes were separated by What-
man Glass Fiber D separator (Sigma-Aldrich) soaked in neat Pyr14TFSI or 1 M
Pyr14TFSI in PC and tested using stainless steel coin cell parts from MTI. The
coin cell was pressed to a pressure of ∼ 6 MPa inside of an Argon-filled glovebox.
Second, cyclic voltammetry (CV) was performed on Devices 1 and 2 at scan
rate ν ranging from 5 to 30 mV/s. The integral capacitance of the EDLC devices
was evaluated by integrating the area enclosed by the CV curve plotting the
64
current I(t) vs. the imposed potential ψs(t) for a given scan rate ν (in mV/s) and
potential window between ψs,min and ψs,max as [55],
Cint(ν) =
1
ψs,max − ψs,min
∮
I
2ν
dψ. (5.6)
Third, the time-dependent heat generation rate Q˙i(t) at each electrode was
measured under galvanostatic cycling with imposed constant current I ranging
from 2 to 5 mA. The internal resistance Rs (or DC resistance) (in Ω) of the device
was determined from the IR drop observed at the charging/discharging transition
of the cell potential ψs(t) near tc under galvanostatic cycling at constant current
I according to [56–58,104],
Rs =
ψs(t
+
c )− ψs(t−c )
2I
. (5.7)
Here, the IR drop [ψs(t
+
c )− ψs(t−c )] was obtained by estimating the cell potential
ψs(t
−
c ) 10 ms after the beginning of the discharging step at t
+
c (i.e., t
−
c − t+c = 10
ms), as suggested by Zhao et al. [57].
Note that the cell potential window ∆ψs was varied from 1 V up to the maxi-
mum potential window before a significant electrolyte degradation, as determined
earlier by LSV (Table 5.1). Here, the CV and heat generation rate measurements
were respectively performed for each potential window. Note also that the heat
generation measurements at low current (i.e., I ≤ 1 mA) fell below the detection
level (< 10 µW) of the calorimeter and were ignored due to significant error in
the measurements.
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5.3 Results and discussion
5.3.1 Electrochemical stability window
Figure 5.1 plots the linear sweep voltammograms for neat Pyr14TFSI and 1 M
Pyr14TFSI in PC at room temperature and scan rate of 0.1 mV/s. First, Figure
5.1 indicates that the ESW for the neat Pyr14TFSI was ∼ 4.7 V considering a
threshold current of 100 µA, as suggested in Refs. [126–128]. However, the onset of
the neat IL degradation started earlier (∼ 4 V) when a relatively lower current of
50 µA, considered as a threshold, was measured [129]. Finally, the sharp increase
in I(t) near ψs ' 3 V indicates that the PC-based Pyr14TFSI decomposition
started at ∼ 3 V instead of ∼ 4 to 4.7 V for neat Pyr14TFSI. This was due to the
fact that PC decomposed at potential window lower than that of Pyr14TFSI, as
previously observed for a similar system [14].
5.3.2 Cyclic voltammetry curves and capacitance
Figure 5.2 plots the measured CV curves for Device 1 at scan rates (a) ν = 5
mV/s and (b) ν = 30 mV/s with potential window ∆ψs ranging from 1 to 4 V
and for Device 2 at scan rates (c) ν = 5 mV/s and (d) ν = 30 mV/s with potential
window ∆ψs ranging from 1 to 3.5 V. First, at slow scan rate (ν = 5 mV/s), the
CV curves of both devices featured nearly rectangular and symmetrical shapes
typical of capacitive behavior in EDLCs. However, an increase in the current was
observed near ψs,max for increasing potential window. This increase in current was
sharper in Device 2 than in Device 1 suggesting that it may be due to PC solvent
degradation, as discussed earlier and as observed in EDLC devices using PC-based
electrolytes [14,120,130]. Note also that, at fast scan rate (ν = 30 mV/s), the CV
curves of Device 1 deviated from the near ideal capacitive behavior observed at
slow scan rates. This resistive behavior was due to the fact that neat Pyr14TFSI
electrolyte suffers from low ionic conductivity at room temperature [131]. On the
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Figure 5.1: Linear sweep voltammograms for neat Pyr14TFSI and 1 M Pyr14TFSI
in PC at room temperature and scan rate of 0.1 mV/s.
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other hand, CV curves of Device 2, using Pyr14TFSI diluted in PC, maintained
their rectangular shape at fast scan rate. Indeed, the use of PC solvent reduced
the viscosity of the electrolyte and increased the ion diffusion coefficient, electrical
conductivity, and dielectric constant of the electrolyte [12–14]. However, Figure
5.2(d) indicates that the CV curve of Device 2 at ν = 30 mV/s and ∆ψs = 3.5 V
featured a rise in current due to PC degradation, as discussed earlier.
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Figure 5.2: CV curves for Device 1 at scan rates (a) ν = 5 mV/s and (b) ν = 30
mV/s with potential window ∆ψs ranging from 1 to 4 V and for Device 2 at scan
rates (c) ν = 5 mV/s and (d) ν = 30 mV/s with potential window ∆ψs ranging
from 1 to 3.5 V.
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Figure 5.3 shows the integral capacitance Cint(ν) of (a) Device 1 and (b) Device
2 as a function of scan rate ν ranging from 5 to 30 mV/s for different potential
windows. Generally, for both devices, Cint(ν) decreased with increasing scan
rate, as typically observed in various electrochemical capacitors [132, 133]. Note
that, for any given scan rate ν and potential window ∆ψs, Device 2 featured
integral capacitance larger than that of Device 1. This confirms that diluting
ionic liquid in PC enhances the transport properties and dielectric constant of
the electrolyte, thus improving the capacitance of the EDLC device [134]. In
addition, Cint(ν) generally increased with increasing potential window except for
∆ψs = 4 V for Devices 1 and ∆ψs = 3.5 V for Device 2 when degradation of the
electrolyte occurred. At these potential windows, Cint(ν) of both devices decreased
faster with increasing scan rate compared with small potential windows. This can
be attributed to the electrolyte degradation and the associated decrease in the
accessible surface area of the electrode due to pores blockage [14,115].
5.3.3 Galvanostatic cycling and internal resistance Rs
Figure 5.4 shows the temporal evolution of the cell potential ψs(t) during galvano-
static cycling for Device 1 at current (a) I = 2 mA and (b) I = 5 mA and for
Device 2 at current (c) I = 2 mA and (d) I = 5 mA and for potential window
∆ψs varying from 1 V to 4 V. Figure 5.4 indicates that, for both devices, ψs(t)
varied almost linearly with time between ψs,min and ψs,max, except at the transi-
tions between the charging and discharging steps due to IR drop. Here, the IR
drop in Device 1 was larger than that of Device 2. It is interesting to note that
the temporal evolution of ψs(t) overlapped for potential windows ∆ψs less than
3.5 V for Device 1 and 3 V for Device 2. However, for larger potential windows,
the potential ψs(t) rose fast during charging corresponding to the decrease in the
capacitance observed in the CV measurements for large potential windows. In
addition, the IR drop was larger than those obtained at lower potential windows.
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Figure 5.3: Integral capacitance Cint(ν) of (a) Device 1 and (b) Device 2 as a
function of scan rate ν calculated [Equation (5.6)] from their corresponding CV
curves (Figure 5.2) for different potential windows ∆ψs.
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This resistive behavior observed at large potential windows can be attributed to
electrolyte degradation, as observed in Figure 5.3. Finally, for Device 1 at I = 5
mA and ∆ψs = 2 V, tcd was less than 5 s due to the large IR drop and the small ca-
pacitance. Then, the charging time was not significantly larger than the response
time of the calorimeter of 0.7 s [1]. Thus, the heat generation rate measurements
for Device 1 at ∆ψs = 2 V were only reported for current I ranging from 2 to 4
mA.
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Figure 5.4: Galvanostatic charging-discharging curves for Device 1 at current (a)
I = 2 mA and (b) I = 5 mA and for Device 2 at current (c) I = 2 mA and (d)
I = 5 mA for different potential windows between 1 and 4 V.
71
Figure 5.5 plots the internal resistance Rs estimated from Equation (6.5) for
(a) Device 1 and (b) Device 2 as a function of imposed current I ranging from 2
to 5 mA. First, for both devices, the internal resistance Rs was nearly indepen-
dent of the imposed current I for all potential windows considered. It was also
independent of potential window for ∆ψs ≤ 3.5 V for Device 1 and for ∆ψs ≤ 3
V for Device 2. For such potential windows, the internal resistance of Device 1
(81.6±9 Ω) was more than three times that of Device 2 (23.7±5 Ω). This can be
attributed to the fact that the ionic conductivity of 1 M of Pyr14TFSI in PC (8.3
mS/cm at 20◦C [13]) was nearly three times larger than that of neat Pyr14TFSI
(2.6 mS/cm [12]). For potential windows beyond 3.5 V for Device 1 and 3 V
for Device 2, Rs increased significantly. In fact, Rs of Device 1 increased from
81.6 ± 9 Ω to 102.5 ± 6 Ω while that of Device 2 increased from 23.7 ± 5 Ω to
46.6 ± 5 Ω. This can be attributed to electrolyte degradation at large potential
window, as discussed earlier.
5.3.4 Instantaneous heat generation rates
Figure 5.6 shows the temporal evolution of the measured heat generation rates
Q˙+(t) at the positive electrode, Q˙−(t) at the negative electrode, and Q˙T (t) in
the entire cell for Device 1 for potential window (a) ∆ψs = 2 V, (b) 2.5 V, (c)
3 V, (d) 3.5 V, and (e) 4 V as functions of the dimensionless time t/tcd for five
representative and consecutive galvanostatic cycles at constant current I = 4
mA. Similarly, Figure 5.7 plots heat generation rates Q˙+(t), Q˙−(t), and Q˙T (t)
for Device 2 for potential window (a) ∆ψs = 1 V, (b) 1.5 V, (c) 2 V, (d) 2.5
V, (e) 3 V, and (f) 3.5 V as functions of the dimensionless time t/tcd for five
representative and consecutive galvanostatic cycles at constant current I = 4 mA.
First, for both devices, the measurements of the instantaneous heat generation
rates at the positive and negative electrodes were repeatable cycle after cycle. In
addition, in both devices, the magnitude of Q˙+(t), Q˙−(t), and Q˙T (t) increased
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with increasing potential window ∆ψs. Note also that the heat generation rate
Q˙−(t) at the negative electrode did not feature the endothermic peak observed
previously at the beginning of charging step and attributed to the overscreening
effect in presence of CMC binder [117]. This could be attributed to the fact that
the ionic size of Pyr+14 (∼ 1.1 nm [131]) used in this chapter is much larger than
that of solvated Li+ (∼ 0.41 nm [106]) used in Ref [117]. Thus, the relatively
large Pyr+14 ions could not insert and be trapped in the subnanoscale pores of the
negative electrodes minimizing the possibility of overscreening to take place. Also,
note that the heat generation rate in Device 1 was larger than that in Device 2
due to the larger electrical resistance of the neat IL, as reported in Figure 5.5. It
is also interesting to note that, for Device 1, the magnitude and shape of Q˙+(t)
at the positive electrode differed from that of Q˙−(t) at the negative electrode.
However, Q˙+(t) and Q˙−(t) were nearly identical in Device 2 except at ∆ψs ≤ 3
V. These observations will be explained later.
5.3.4.1 TFSI− ions intercalation
For Device 1, Q˙+(t) and Q˙−(t) featured an endothermic peak at the beginning of
charging step for ∆ψs = 4 V [Figure 5.6(e)]. This peak was more prominent at the
positive electrode. These observations for Device 1 could potentially be attributed
to intercalation of TFSI− ions into nano-graphite cluster that generally exits in
various amorphous carbon-based electrodes [116]. Indeed, the intercalation of
TFSI− into graphite positive electrodes has been reported in several studies [135–
138]. In order to investigate the TFSI− intercalation in the positive electrode,
energy dispersive X-ray spectroscopy (EDX) measurements were performed on
the positive and negative electrodes of two identical coin cells in neat Pyr14TFSI
electrolyte previously described. Prior to EDX measurements, the two coin cell
were cycled under galvanostatic cycling at current I = 4 mA for 1000 cycles but
at different potential windows. One of the coin cells was cycled at ∆ψs = 1 V
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Figure 5.6: Heat generation rates Q˙+(t) at the positive electrode, Q˙−(t) at the
negative electrode, and Q˙T (t) in the entire cell for Device 1 for potential window
(a) ∆ψs = 2 V, (b) 2.5 V, (c) 3 V, (d) 3.5 V, and (e) 4 V as functions of
the dimensionless time t/tcd for five representative and consecutive galvanostatic
cycles at constant current I = 4 mA.
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Figure 5.7: Heat generation rates Q˙+(t) at the positive electrode, Q˙−(t) at the
negative electrode, and Q˙T (t) in the entire cell for Device 2 for potential window
(a) ∆ψs = 1 V, (b) 1.5 V, (c) 2 V, (d) 2.5 V, (e) 3 V, and (f) 3.5 V as functions of
the dimensionless time t/tcd for five representative and consecutive galvanostatic
cycles at constant current I = 4 mA.
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while the other one was cycled at ∆ψs = 4 V. Then, the electrodes were washed
thoroughly with PC and dried.
Figure 5.8 shows the EDX measurements for (a) the positive and (b) negative
electrodes of the first coin cell using neat Pyr14TFSI after 1000 constant current
cycles at I = 4 mA and ∆ψs = 1 V and for (c) the positive and (d) negative
electrodes of the second coin cell using neat Pyr14TFSI after 1000 constant cur-
rent cycles at I = 4 mA and ∆ψs = 4 V. Figure 5.8(c) indicates that a significant
amount of sulfur (S) and fluoride (F) were found in the positive electrode compared
to the negative electrode and positive electrode cycled at ∆ψs = 1 V suggesting
intercalation of TFSI− (with a chemical formula of [(CF3SO2)2N]−) into the pos-
itive electrode. Thus, the heat generation associated with ions intercalation is
an endothermic process since it involves non-spontaneous reactions (needs poten-
tial to be driven) as observed in molybdenum oxide on reduced graphene oxide
(MoO2-rGO) [121].
5.3.4.2 PC degradation
For Device 2, only Q˙−(t) at the negative electrode featured an endothermic peak
at the beginning of charging step for large potential windows. This peak appeared
first at ∆ψs = 3 V [Figure 5.7(e)] and became stronger at ∆ψs = 3.5 V [Figure
5.7(f)]. These observations can be attributed to the fact that the PC solvent
decomposed for these potential window (Figure 5.1). In addition, the PC decom-
position occurred first at the negative electrode, as observed previously in similar
system with PC-based electrolyte [14, 139]. Here, the PC decomposition at the
negative electrode started ∆ψs = 3 V causing an endothermic peak at the begin-
ning of the charging step. Then, this endothermic peak became more dominant
at higher potential where the decomposition rate increased.
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(d) Negative electrode (∆𝝍𝒔 = 𝟒 V)
Full scale counts: 73090
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Figure 5.8: EDX measurements for (a) the positive and (b) negative electrodes
of the first coin cell using neat Pyr14TFSI after 1000 constant current cycles at
I = 4 mA and ∆ψs = 1 V and for (c) the positive and (d) negative electrodes of
the second coin cell using neat Pyr14TFSI after 1000 constant current cycles at
I = 4 mA and ∆ψs = 4 V.
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5.3.5 Irreversible heat generation rates
Figure 5.9 plots the time-averaged irreversible heat generation rates ¯˙Qirr,+ at the
positive half-cell and ¯˙Qirr,− at the negative half-cell for (a) Device 1 and (b) Device
2 as functions of potential window ∆ψs for current I ranging between 2 and 5 mA.
The error bars correspond to two standard deviations or 95% confidence interval
estimated by evaluating ¯˙Qirr,i over five consecutive galvanostatic cycles. Figure
5.9(a) indicates that ¯˙Qirr,+ was larger than
¯˙Qirr,− in Device 1 for all currents
and potential windows considered. This can be attributed to the facts that the
resistance of the positive half cell was larger than that of the negative half cell.
Indeed, the ionic conductivity of the electrolyte is linearly proportional to the
diffusion coefficient [140] and the diffusion coefficient of TFSI− (1×10−11 m2/s at
T = 21◦C [141]) is smaller than that of Pyr+14 (1.32×10−11 m2/s at T = 21◦C [141])
in neat Pyr14TFSI ionic liquid electrolyte. By contrast Figure 5.9(b) establishes
that ¯˙Qirr,+ and
¯˙Qirr,− were nearly the same in Device 2. This can be attributed
to the fact that the diffusion coefficient of Pyr+14 and TFSI
− were also nearly
identical when their IL was diluted in PC solvent [125]. Indeed, the ratio of the
diffusion coefficients of Pyr+14 to TFSI
− decreased from ∼ 1.23 in neat Pyr14TFSI
electrolyte to ∼ 1.05 when diluted in PC with molar ratio of 2:8 [125]. Similarly,
Pohlmann et al. [142] established that, by measuring the appearance transference
number, the diffusion coefficients of Pyr+14 and TFSI
− were nearly identical for 1
M Pyr14TFSI in PC.
Figure 5.9 also plots the total time-averaged irreversible heat generation rate
¯˙Qirr,T for (c) Device 1 and (d) Device 2 under galvanostatic cycling as a function
of potential window ∆ψs for current I ranging between 2 and 5 mA. First, for both
devices, ¯˙Qirr,T increased with increasing potential window. However, it has been
established experimentally [1, 26, 30, 117, 118] and predicted numerically [27, 29],
for carbon-based EDLC devices, that Joule heating was the dominant source of
irreversible heat generation. Since the internal resistance Rs was found to be
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independent of potential window, Joule heating ¯˙QJ = RsI
2 should be constant
for a given current I. Therefore, an additional source of heat generation con-
tributed to the irreversible heat generation rate beyond Joule heating. This con-
tribution increased with increasing potential window. This could be attributed
to the heat generation associated with charge-redistribution effect modeled as
current flow through the pore resistance [30]. Indeed, the pore resistance is re-
sponsible for self discharge (leakage current) in EDLCs along with other parasitic
reactions (e.g., electrolyte decomposition, oxidation/reduction of a carbon surface
functional groups) [119, 143]. Similar to Joule heating, this term contributed to
irreversible heat generation as suggested by Schiffer et al. [30]. However, this term
increased with increasing potential window since the pore resistance also increased
with increasing potential window [30]. This, in turn, caused the sharp increase in
heat generation rate at the end of each charging step.
5.3.6 Reversible heat generation rates
Figure 5.10 plots the time-averaged reversible heat generation rate ¯˙Qrev,+ at the
positive electrode and ¯˙Qrev,− at the negative electrode for (a) Device 1 and (b)
Device 2 as functions of potential window ∆ψs for currents I = 2 and 5 mA. First,
Figure 5.10(a) indicates that ¯˙Qcrev,+ was larger than
¯˙Qcrev,−. This can be attributed
to the fact that the size of Pyr+14 (∼ 1.1 nm) is larger than that of TFSI− (∼ 0.7
nm) [131]. Indeed, our numerical simulations established that the reversible heat
generation decreased with increasing ion diameter [28]. Here, the larger ions Pyr+14
were adsorbed at the negative electrode causing less reversible heat generation
than at the positive electrode. However, when Pyr14TFSI diluted in PC (Device
2), ¯˙Qcrev,+ and
¯˙Qcrev,− [Figure 5.10(b)] were nearly identical for potential window
∆ψs < 3 V. This suggested that the thermal effects associated with differences in
ions size vanished for solvated Pyr+14 and TFSI
− in PC. The same conclusion was
reached for the thermal effects associated with diffusion coefficients as discussed
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Figure 5.9: Time-averaged irreversible heat generation rate ¯˙Qirr,+ at the positive
electrode and ¯˙Qirr,− at the negative electrode for (a) Device 1 and (b) Device
2 as functions of potential window ∆ψs. Total time-averaged irreversible heat
generation rate ¯˙Qirr,T for (c) Device 1 and (d) Device 2 under galvanostatic cycling
as a function of potential window ∆ψs for current I ranging between 2 and 5 mA.
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before.
Figure 5.10(a) also indicates that both ¯˙Qcrev,+ and
¯˙Qcrev,− increased with in-
creasing potential window except at ∆ψs ' 3.5 V where ¯˙Qcrev,+ started decreasing
corresponding to endothermic intercalation of TFSI+ into AC at the positive elec-
trode, as discussed earlier.
Finally, for Device 2 [Figure 5.10(b)], ¯˙Qcrev,− decreased at large potential win-
dows (∆ψs ≥ 3 V) due to the endothermic peak observed in Figures 5.7(e) and
5.7(f). These observations were attributed to the fact that the PC solvent decom-
posed for these potential windows (Figure 5.1). In addition, the PC decomposition
occurred first at the negative electrode, as observed previously in similar system
with PC-based electrolyte [14, 139]. Here, the PC decomposition at the negative
electrode started for ∆ψs = 3 V and caused an endothermic peak at the begin-
ning of the charging step. Then, this endothermic peak became more dominant
at higher potential where the decomposition rate increased.
Finally, Figure 5.10 plots the total time-averaged reversible heat generation
rate ¯˙Qrev,T for (c) Device 1 and (d) Device 2 under galvanostatic cycling as a
function of potential window ∆ψs for current I ranging from 2 to 5 mA. Here, the
reported values of ¯˙Qcrev,T were averaged over 5 consecutive cycles and the error
bars corresponded to 95% confidence interval. First, Figures 5.10(c) and 5.10(d)
indicate that, for both devices, the time-averaged reversible heat generation rate
during the charging step ¯˙Qcrev,T in the entire cell was positive and increased with
increasing current I. In fact, ¯˙Qcrev,T curves nearly overlapped when normalized by
current I, i.e., ¯˙Qcrev,T was linearly proportional to I (see Supplementary Materials).
This result was consistent with experimental observations [1, 26, 30, 117, 118] and
numerical predictions [27] for EDLCs. It is also interesting to note that, for both
devices, ¯˙Qcrev,T increased with increasing potential window ∆ψs. This can be
attributed to the fact that increasing the potential window increased the amount
of ions accumulated at the electrode/electrolyte interface and then the change in
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entropy [27,30].
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Figure 5.10: Time-averaged reversible heat generation rate ¯˙Qrev,+ at the positive
electrode and ¯˙Qrev,− at the negative electrode for (a) Device 1 and (b) Device 2 as
functions of potential window ∆ψs. Total time-averaged reversible heat generation
rate ¯˙Qrev,T for (c) Device 1 and (d) Device 2 under galvanostatic cycling as a
function of potential window ∆ψs for current I ranging between 2 and 5 mA.
5.4 Chapter summary
This chapter assessed the effect of potential window on heat generation rate in
EDLCs with ionic liquid-based electrolyte. An in operando calorimetry was used
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to investigate heat generation rate in EDLCs under galvanostatic cycling for dif-
ferent potential windows. The EDLCs consisted of two identical activated carbon
electrodes with either neat Pyr14TFSI electrolyte or 1 M Pyr14TFSI in PC elec-
trolytes. First, the heat generation rate at the positive and negative electrodes in
both devices increased with increasing potential window. Moreover, the heat gen-
eration rates at the positive electrode in neat IL were significantly different from
that at the negative electrode due to differences in ion sizes and diffusion coeffi-
cients. This difference was not observed when the IL was dissolved in PC. Second,
for EDLC in neat Pyr14TFSI at high potential window (4 V), an endothermic peak
was observed at the beginning of the charging step for both electrodes, however,
it was more pronounced at the positive electrode due to TFSI− intercalation. On
the other hand, for EDLC in 1 M Pyr14TFSI in PC at high potential window
(≥ 3 V), this endothermic peak was only observed at the negative electrode due
to PC decomposition. Third, the irreversible heat generation rate was mainly due
to Joule heating at small potential window, i.e., ∆ψs = 1 V. However, as the
potential window increased, the irreversible heat generation rate also increased
above Joule heating. This could be attributed to current flow through the pore
resistance which increased with increasing potential. Then, a further increase
in the irreversible heat generation was observed at high potential window due to
electrolyte degradation. Finally, the time-averaged reversible heat generation rate
increased with increasing potential window due to the increase in the amount of
ion adsorbed/desorbed at the electrode/electrolyte interface.
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CHAPTER 6
Thermal Signature of Ion Intercalation and Surface Redox Reactions
Mechanisms in Model Pseudocapacitive Electrodes
This chapter aims to investigate the time-dependent heat generation associated
with EDL formation/dissolution, redox reactions with intercalation/deintercalation,
and fast surface redox reactions during charging and discharging of hybrid superca-
pacitors. Indeed, the thermal signature of these phenomena can help identify and
provide unique insights into the charging mechanisms. To do so, time-dependent
heat generation rates at the electrodes of hybrid supercapacitors were investigated
by in operando calorimetry under galvanostatic cycling. The devices consisted of
model pseudocapacitive electrodes made of molybdenum dioxide (MoO2) or man-
ganese dioxide (MnO2) and activated carbon (AC) counter electrode.
6.1 Background
Transition metal oxides MoO2 and MnO2 have previously been evaluated as pseu-
docapacitive materials for high-rate applications [132, 144]. First, MoO2 stores
charge through intercalation pseudocapacitance and is typically used as a nega-
tive electrode in hybrid supercapacitors due to the relatively low potential range
of redox reactions versus Li/Li+ [132]. Conversely, MnO2 stores charge through
fast surface redox reactions and has previously been used as a positive electrode in
hybrid supercapacitors [16]. Therefore, MoO2 and MnO2 constitute ideal model
materials to investigate the thermal signature of the different charging mechanisms
in pseudocapacitive electrodes.
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6.1.1 Molybdenum dioxide MoO2
MoO2 has attracted considerable attention as a promising negative electrode mate-
rials in Li-ion batteries thanks to its low electrical resistivity and high energy den-
sity [145–147]. However, bulk MoO2 material suffers from poor redox reversibility,
slow Li+ diffusion, and large volume expansion upon lithiation leading to poor
electrochemical performance [132]. Thus, MoO2 nanoparticles have been synthe-
sized to improve the rate and reversibility of Li+ intercalation/deintercalation
process [132, 147]. For example, Kim et al. [132] found that the use of MoO2
nanoparticles suppresses the phase transformation and improves pseudocapaci-
tive intercalation/deintercalation. Moreover, synthesizing MoO2 nanoparticles on
reduced graphene oxide (rGO) was found to improve the electrode conductivity
and capacity and provide mechanical support to the electrode structure [132].
6.1.2 Manganese dioxide MnO2
MnO2 has been widely used as a pseudocapacitive electrode thanks to its low toxi-
city, high theoretical capacity, and low cost compare to that of hydrous ruthenium
oxide (RuO2 ·xH2O) [16]. Mesoporous MnO2 usually serves as a positive electrode
in aqueous electrolytes due to its relatively narrow electrochemical potential win-
dow [148]. The lower cut-off potential (∼ −0.1 V vs. Ag/AgCl) is limited by the
manganese dissociation in the electrolyte while the upper cut-off potential (∼ 0.9
V vs. Ag/AgCl) is limited by the irreversible oxygen evolution reaction [148].
Ragupathy et al. [149] suggested that fast surface redox reactions occur mostly
in amorphous MnO2 while intercalation/deintercalation takes place in crystalline
MnO2 compounds. In addition, Toupin et al. [16] investigated the charging mecha-
nism of thin (< 5 µm) and thick (∼ 100 µm) amorphous MnO2 electrodes in 0.1 M
Na2SO4 aqueous electrolyte using ex situ X-ray photoelectron spectroscopy (XPS).
The gravimetric capacitance of thin MnO2 electrodes approached the theoretical
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maximum for redox reactions involving one electron per manganese atom and was
much larger than that of thick MnO2 electrodes [16]. In fact, the bulk of thick
MnO2 electrode did not show any variation in its oxidation state upon cycling [16].
Therefore, the authors concluded that redox reactions were only taking place in
a thin surface layer of MnO2 electrode suggesting that charging occurred by fast
surface redox reactions [16]. By contrast, Iamprasertkun et al. [150] reported that
protons (H+) intercalate/deintercalate into MnO2 nanosheet electrodes in aque-
ous electrolyte with pH < 2.03 while Na+ intercalation/deintercalation dominate
for 2.03 < pH < 4.02. However, at pH > 5.3, the specific capacitance of MnO2
nanosheet electrodes significantly decreases [150]. The authors attributed this de-
crease to the limited adsorption/desorption of solvated anions since the MnO2 is
negatively charged at pH > 5.3 [150]. Finally, synthesizing MnO2 on graphene
scaffold increases the surface area of the composite, maximizes surface redox sites,
and improves the electrical conductivity of the electrode [144].
6.1.3 Heat generation in pseudocapacitive electrodes
6.1.3.1 Experiments
Dandeville et al. [26] developed an isothermal calorimeter measuring the time-
dependent temperature in electrochemical capacitors under galvanostatic cycling
and retrieved the heat generation rate in the entire device by deconvolution analy-
sis. The authors examined (i) an EDLC device consisting of two identical 250 µm
thick AC electrodes and (ii) a hybrid supercapacitor consisting of a 250 µm thick
positive electrode made of mesoporous MnO2 and a negative electrode made of
AC. The electrolyte used in both devices was 0.5 M aqueous K2SO4. The calorime-
ter measured the time-dependent heat generation rate in the entire cell. Then, the
data analysis assumed that (i) the heat generation rate Q˙EDLCT (t) in the EDLC de-
vice was evenly divided between the two AC electrodes as Q˙EDLCAC (t) = Q˙
EDLC
T (t)/2
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and (ii) the heat generation rate Q˙HAC(t) in the AC of the hybrid supercapacitor
was the same as that in the EDLC, i.e., Q˙HAC(t) = Q˙
EDLC
AC (t). Then, the instan-
taneous heat generation rate in the MnO2 electrode Q˙
H
MnO2
(t) was expressed as a
function of the total heat generation rate Q˙HT in the hybrid supercapacitor accord-
ing to [26],
Q˙HMnO2 = Q˙
H
T − Q˙HAC = Q˙HT −
Q˙EDLCT
2
(6.1)
The results indicated that (i) the irreversible heat generation rate in the electrodes
of the hybrid supercapacitor was only due to Joule heating and (ii) the reversible
heat generation rate in the AC electrode was exothermic during charging and
endothermic during discharging and (iii) the reversible heat generation rate in the
MnO2 positive electrode was endothermic during charging and exothermic during
discharging due to redox reactions [26].
Moreover, we have recently investigated heat generation rate in EDLC de-
vices using in operando calorimeter capable of measuring heat generation at each
electrode individually [1, 117]. First, the irreversible heat generation rate at each
electrode and in the device was due to Joule heating [1,117,118]. Second, although
the positive and negative electrodes of the EDLC devices were identical and made
of AC, our measurements established that reversible heat generation rate may be
different in the two electrodes for both organic and aqueous electrolytes [1]. In
addition, the time-averaged reversible heat generation at the positive electrode
was linearly proportional to the current while it was independent of current and
nearly zero at the negative electrode [1]. This asymmetry in the heat generation
rate was attributed to asymmetry in the charging mechanism due to interactions
between anionic functional groups of carboxymethyl cellulose (CMC) used as a
binder in the electrode and the cations at the negative electrode [117].
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6.1.3.2 Numerical simulations
D’Entremont and Pilon [29] developed a thermal model to estimate local time-
dependent heat generation rate in hybrid supercapacitors. The authors simulated
an electrochemical cell consisting of a pseudocapacitive positive electrode and a
carbon-based negative electrode with 1 M lithium perchlorate (LiClO4) in propy-
lene carbonate (PC) as the electrolyte. The authors assumed that pseudocapac-
itive electrode reacted reversibly with Li+ within the Stern layer near its surface
while intercalation of Li+ in the electrode was modeled as a diffusion process [29].
Two regimes were identified in the charging step namely (i) a faradaic regime
occurring at low current densities and controlled by redox reactions and (ii) a
capacitive regime occurring at high current densities and dominated by EDL for-
mation [29]. Irreversible heat generation at the carbon-based electrode was due
to Joule heating [29]. At the pseudocapacitive electrode, the irreversible heat
generation was also due to Joule heating in the capacitive regime [29]. However,
in the faradaic regime, the total irreversible heat generation rate at the pseudo-
capacitive electrode was not only due to Joule heating but also to polarization
heating (termed as irreversible faradaic heat generation) and hysteretic EDL for-
mation [29]. Polarization heating is defined as the product of overpotential η and
current I [29, 151]. On the other hand, redox reactions at the pseudocapacitive
electrode surface interfered with EDL formation resulting in hysteresis in the ion
concentrations upon charging and discharging [29]. This, in turn, led to the time-
averaged heat generation associated with EDL formation to be strictly positive
(i.e., irreversible) [29]. Note that, this deviation from Joule heating was not ob-
served experimentally in Ref. [26] for MnO2/AC hybrid supercapacitor possibly
due to the use of relatively thick and thus resistive electrodes and/or to the in-
valid assumptions made in estimating heat generation at individual electrodes.
Finally, in the faradaic regime, the numerically predicted reversible heat genera-
tion rate at the pseudocapacitive electrode was endothermic during charging by
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deintercalation and exothermic during discharging by intercalation [29], as ob-
served experimentally [26].
This chapter aims to investigate the thermal behavior associated with EDL
formation/dissolution, redox reactions with intercalation/deintercalation, and fast
surface redox reactions in pseudocapacitive electrodes of hybrid supercapacitors.
Electrode made of MoO2 nanoparticles on reduced graphene oxide (rGO) and
MnO2 nanoparticles on graphene (G) pseudocapacitive electrodes were synthe-
sized. In operando heat generation measurements could discriminate between
these charging mechanisms based on the hypothesis that they have distinct ther-
mal signatures.
6.2 Materials and methods
6.2.1 AC/MoO2-rGO hybrid supercapacitor
First, AC slurry was prepared by ball-milling YP-50F activated carbon (Kuraray),
Super P (Alfa Aesar), and multiwall carbon nanotubes (mwCNT, Sigma Aldrich)
as conducting additives with weight ratio of 88:6:6. The carbon mixture was
then mixed in a slurry with styrene-butadiene rubber (SBR, MTI Corporation)
as a binder and carboxymethylcellulose (CMC, DOW Chemical) as a binder and
thickening agent with weight ratio of 90:6:4.
Second, MoO2 nanoparticles were synthesized on rGO scaffold according to
a previously reported hydrothermal synthesis with minor modification [132]. In
brief, 270 mg of MoCl5 (Alfa Aesar) was dissolved in a mixture of 5 mL ethanol, 5
mL DI water, and 10 mL of graphene oxide suspension in water (5 g/L prepared
from the modified Hummer’s method [152, 153]) in a 45 mL Teflon liner. Heat
treatment of the suspension was carried out in an autoclave at 180◦C for 6 hours.
The MoO2-rGO nanoparticles were washed and centrifuged twice with ethanol
before drying in an oven at 100◦C for 12 hours. Here, MoO2 represented 88
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wt.% of the MoO2-rGO nanoparticles composite. Then, MoO2-rGO slurries were
prepared by mixing a slurry of MoO2-rGO, Super P (Alfa Aesar), mwCNT, and
PVDF binder in N-methyl pyrrolidinone (NMP) with weight ratio of 70:10:10:10.
Thus, the mass of MoO2 in MoO2-rGO electrode was 0.616 mg.
Third, the AC and MoO2-rGO slurries were drop-cast onto 1×1 cm2 carbon-
coated aluminum current collectors (MTI) with mass loading of 3.7 and 1 mg/cm2,
respectively. The AC electrode was mass overloaded with respect to MoO2-rGO
electrode in order to (i) ensure that the MoO2-rGO electrode fully charged and
discharged during cycling and to (ii) avoid excessive electrolyte degradation at
high potentials at the AC electrode [154]. The electrodes were dried under vacuum
at 120◦C for 24 hours before being placed in a glove box under argon atmosphere.
Prior to assembly of the hybrid supercapacitor, AC and MoO2-rGO electrodes
were pre-cycled in a three-electrode flask with lithium metal counter and reference
electrodes. In assembling the two-electrode device, a 350 µm glass fiber (GF85
filter, Advantec MFS Inc.) was used as a separator and as thermal insulator
between the electrodes. In order to avoid exposure to ambient atmosphere, the
hybrid supercapacitor was assembled, installed, and sealed in the in operando
calorimeter inside the glove box. For both the three-electrode measurements and
the full-cell AC/MoO2-rGO calorimetric measurements, the electrolyte was 1 M
LiClO4 in ethylene carbonate:dimethyl carbonate (EC:DMC, Sigma-Aldrich) with
1:1 volume ratio.
Moreover, in order to discriminate between the contribution of EDL formation
and Li+ ions intercalation/deintercalation into MoO2-rGO electrodes, a hybrid
supercapacitor (Device 2) identical to Device 1 was also tested but with 1 M
tetrabutylammonium tetrafluoroborate (TBABF4) in EC:DMC (1:1 weight ratio)
as the electrolyte for the same potential window. Indeed, the size of solvated
TBA+ (∼ 1.16 nm [155]) is much larger than that of Li+ (∼ 0.41 nm [106]) and
larger than the van der Waals gap of MoO2 making intercalation of TBA
+ into
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MoO2 limited so that mainly EDL formation contributed to charging [19].
6.2.2 MnO2-G/AC hybrid supercapacitor
First, AC slurry was prepared by mixing YP-50F activated carbon (Kuraray),
Super P (Alfa Aesar) as a conducting agent, and PVDF as a binder dissolved in
N-methyl pyrrolidinone (NMP) with weight ratio of 70:20:10 [156].
Second, MnO2 nanoparticles were synthesized on graphene (G) using a mi-
crowave synthesis adapted from a previously reported procedure [144]. In a typ-
ical synthesis, 90 mg of KS6 synthetic graphite (Imerys) was added to 50 mL of
deionized (DI) water and sonicated until a stable suspension was obtained (∼ 1
h). Then, 450 mg of KMnO4 (Sigma Aldrich) was added to the graphene suspen-
sion and stirred for 5 min and sonicated for another 30 min. The suspension was
then heated to 185◦C for 1 hour using a microwave oven (Discover SP-Microwave
Synthesizer, CEM). The MnO2-G composite was washed and centrifuged with
DI water five times before being dried in a 100◦C oven overnight. Here, MnO2
represented 85 wt.% of the MnO2-G composite. The slurry of MnO2-G electrode
was prepared by mixing the MnO2-G composite material, Super P, and PVDF
in NMP with weight ratio of 70:20:10. Therefore, the mass of MnO2 in MnO2-G
electrode was 0.714 mg.
AC and MnO2-G slurries were drop-cast onto 1×1 cm2 nickel foil (Alfa Aesar)
current collectors with a mass loading of 2.3 mg/cm2 and 1.2 mg/cm2, respectively.
Here also, the AC electrode was mass-overloaded for the same reasons as those
previously mentioned. The electrodes were dried in ambient air overnight and then
in an oven at 120◦C for at least 2 hours prior to electrochemical testing. Prior
to full-cell assembly of Device 3, individual AC and MnO2-G electrodes were pre-
cycled in a three-electrode flask with AC counter electrode and Ag/AgCl reference
electrode. Here, 0.5 M Na2SO4 in DI water (pH ∼ 7 as measured by pH probe)
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Table 6.1: Components and potential window for the three hybrid supercapacitors
studied.
Device Positive electrode Negative electrode Electrolyte ψs,min ψs,max
No. (Mass loading) (Mass loading) Salt Solvent (V) (V)
1 AC (3.7 mg/cm2) MoO2-rGO (1 mg/cm2) 1 M LiClO4 EC:DMC 0.5 2.5
2 AC (3.7 mg/cm2) MoO2-rGO (1 mg/cm2) 1 M TBABF4 EC:DMC 0.5 2.5
3 MnO2-G (1.2 mg/cm2) AC (2.3 mg/cm2) 0.5 M Na2SO4 DI water 0.4 1.4
was used as the electrolyte for both three-electrode and full-cell MnO2-G/AC
measurements. Similar to Devices 1 and 2, Device 3 used a 350 µm glass fiber
(GF85 filter, Advantec MFS Inc.) as a separator and as thermal insulator between
the electrodes.
Table 6.1 summarizes the components of the three devices considered in this
study along with the potential window (ψs,min, ψs,max). The potential window of
Devices 1 and 2 ranged from 0.5 to 2.5 V. On the other hand, the potential window
of Device 3 ranged from 0.4 to 1.4 V due to limits imposed by the electrolytes.
Finally, nitrogen adsorption/desorption isotherms were measured at −196 ◦C
on an accelerated surface area and porosity analyzer (ASAP2010, Micromeritics
Instruments Corp.). Specific surface area was calculated using the Brunauer-
Emmett-Teller method (BET) based on nitrogen adsorption data in the rela-
tive pressure range 0.05-0.3 and assuming the cross-sectional area of a nitrogen
molecule to be 0.162 nm2 [157, 158]. The specific surface area of MoO2-rGO and
MnO2-G composites were found to be 58 and 56 m
2/g, respectively.
6.2.3 In operando calorimeter
We recently reported on the design, fabrication, and demonstration of an in
operando calorimeter apparatus to measure, during operation, the instantaneous
heat generation rate at individual electrode of electrochemical capacitors [1]. De-
tails of the experimental setup, validation, and data analysis have been reported
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and need not be repeated [1]. In brief, the in operando calorimeter used ther-
moelectric heat flux sensors in thermal contact with each electrode to measure
the time-dependent heat generation rate therein [1]. The two electrodes were
thermally insulated from one another by a glass fiber separator.
Based on the thermal analysis of a single electrode described in supplementary
material of Ref. [1], the instantaneous heat generation rate Q˙i(t) (in mW) at
electrode “i” can be obtained from the heat flux q′′i measured at the heat flux
sensor/electrode interface according to,
Q˙i(t) = q
′′
i Ai =
∆Vi(t)
Si
Ai with i = AC, MoO2-rGO, or MnO2-G (6.2)
where ∆Vi(t) is the voltage difference (in µV) measured from the heat flux sensor
while Si andAi are the sensor temperature-dependent sensitivity (in µV/(mW/cm
2))
and footprint area (in cm2), respectively. Both Si and Ai were provided by
the manufacturer [48]. The subscript “i” refers to either the activated carbon
“AC”, pseudocapacitive “MoO2-rGO”, or “MnO2-G” electrodes. The total heat
generation rate in the entire cell denoted by subscript “T” can be expressed as
Q˙T (t) = Q˙AC(t)+Q˙MoO2-rGO(t) for Devices 1 and 2 or Q˙T (t) = Q˙AC(t)+Q˙MnO2-G(t)
for Device 3.
6.2.4 Experimental procedure
First, cyclic voltammetry (CV) was used to determine charge capacity C (in
mAh) of individual electrodes and of the full cell evaluated by integrating the
area enclosed by the CV curve plotting the measured current I versus the imposed
potential ψs(t) for a given scan rate ν according to [159],
C(ν) =
∮
I(ψs)
2ν
dψs. (6.3)
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Moreover, the gravimetric charge capacity Cg (in Ah/g) and gravimetric current
Ig (in A/g) can be expressed, respectively, as,
Cg(ν) =
C(ν)
m
and Ig =
I
m
(6.4)
where m is the mass of the redox active material (i.e., MoO2 or MnO2) in the
pseudocapacitive electrode.
In addition, the internal resistance Rs (or DC resistance) (in Ω) of the device
was determined from the IR drop observed at the charging/discharging transition
of the cell potential ψs(t) near tc under galvanostatic cycling with constant current
I according to [56–58,104],
Rs(I) =
ψs(t
+
c )− ψs(t−c )
2I
. (6.5)
Here, ψs(t
+
c ) and ψs(t
−
c ) are the potentials across the cell at the end of the charging
step and immediately after the beginning of the discharging step, respectively.
Here, the IR drop [ψs(t
+
c )− ψs(t−c )] was obtained by estimating the cell potential
ψs(t
−
c ) 10 ms after the beginning of the discharging step at t
+
c (i.e., t
−
c − t+c = 10
ms), as suggested by Zhao et al. [57].
Finally, the time-dependent heat generation rate Q˙i(t) at each electrode was
measured under galvanostatic cycling for imposed constant current I ranging from
2 to 6 mA corresponding to gravimetric current Ig between 3.2 and 9.7 A/g for
Devices 1 and 2 and between 2.8 and 8.4 A/g for Device 3. Note that, the
heat generation measurements at low current (i.e., I ≤ 1 mA) fell below the
detection level (< 0.01 mW) of the calorimeter introducing a significant error in
the measurements.
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6.3 Results and discussion
6.3.1 Individual electrode characterization
Figure 6.1 shows the potential evolution versus capacity from three-electrode mea-
surements for (a) AC and MoO2-rGO electrodes in 1 M LiClO4 in 1:1 EC:DMC
and (b) MnO2-G and AC electrodes in 0.5 M Na2SO4 aqueous electrolyte under
galvanostatic cycling at constant current I = ±1 mA. The potential windows of
AC and MoO2-rGO electrodes ranged from 3.2 to 4 V and 3.3 to 1.2 V vs. Li/Li
+,
respectively. On the other hand, the potential windows of MnO2-G and AC elec-
trodes ranged from 0 to 0.9 V and 0 to -0.9 V vs. Ag/AgCl, respectively. Figures
6.1(a) and 6.1(b) indicate that the potential evolution of MoO2-rGO and MnO2-
G electrodes versus capacity were sloped in a way typical of pseudocapacitive
electrodes in absence of phase transformation [5].
Figure 6.1 also shows the cyclic voltammograms for (c) AC and MoO2-rGO
electrodes in 1 M LiClO4 in 1:1 EC:DMC and (d) MnO2-G and AC electrodes
in 0.5 M Na2SO4 aqueous electrolyte at scan rate ν = 20 mV/s. These figures
indicates that the CV curve of AC electrodes featured nearly rectangular and
symmetrical shape indicating near ideal capacitive behavior. By contrast, the
pseudocapacitive MoO2-rGO electrode featured two redox peaks between 1 and 2.4
V versus Li/Li+ corresponding to Li+ intercalation/deintercalation taking place
into two different sites along MoO2 nanoparticles tunnels [132]. On the other hand,
MnO2-G electrode also featured nearly rectangular shape (i.e., no redox peaks)
typical of fast surface redox reactions [5]. Note that the current obtained in MoO2-
rGO electrode was nearly three times larger than that in MnO2-G, illustrating
the benefit of intercalation/deintercalation versus fast surface redox reactions for
charge storage.
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Figure 6.1: Potential evolution versus capacity from three-electrode measurements
for (a) AC and MoO2-rGO electrodes in 1 M LiClO4 in 1:1 EC:DMC and (b)
MnO2-G and AC electrodes in 0.5 M Na2SO4 aqueous electrolyte under galvano-
static cycling at constant current I = ±1 mA. Cyclic voltammograms for (c) AC
and MoO2-rGO electrodes in 1 M LiClO4 in 1:1 EC:DMC and (d) MnO2-G and
AC electrodes in 0.5 M Na2SO4 aqueous electrolyte at scan rate ν = 20 mV/s.
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6.3.2 Hybrid supercapacitors characterization
6.3.2.1 Cyclic voltammetry
Figure 6.2 plots the CV curves measured for (a) Device 1, (b) Device 2, and (c)
Device 3 for scan rates ν between 10 and 30 mV/s. The open circuit voltage of 0.5
and 0.4 V was used as the minimum potential ψs,min for AC/MoO2-rGO (Devices
1 and 2) and MnO2-G/AC (Device 3), respectively. Based on the individual
electrode electrochemical characterization (Figure 6.1), the maximum potential
ψs,max was taken as 2.5 V for AC/MoO2-rGO (Devices 1 and 2) and as 1.4 V for
MnO2-G/AC (Device 3). The potential windows prescribed for each device are
summarized in Table 6.1.
Figure 6.2(a) indicates that the redox peaks observed in the three-electrode
measurements for MoO2-rGO electrode [Figure 6.1(a)] were retained in Device
1 with LiClO4 electrolyte. Figure 6.2(a) also shows that the shift in the redox
peaks as a function of scan rate was relatively small indicating fast and highly
reversible Li+ intercalation/deintercalation [160]. In addition, the so-called b-value
featured a dip in the potential range 1.7 V < ψs < 1.9 V corresponding to the
transition between capacitive and faradaic regimes (see Supplementary Materials)
[161]. By contrast, Figure 6.2(b) indicates that the CV curves of AC/MoO2-rGO
cell in TBABF4 (Device 2) did not feature the prominent redox peaks observed in
Device 1. In fact, the current was much smaller than that in LiClO4 electrolyte
and the CV curves in TBABF4 were nearly rectangular and typical of EDLC
behavior. However, a pair of small redox humps was observed around 1.8 V and
1.1 V (indicated by red arrows in Figure 6.2(b)) during charging and discharging,
respectively, suggesting TBA+ intercalation/deintercalation into the rGO layers
[162]. On the other hand, Figure 6.2(c) indicates that the CV curves of Device
3 with MnO2-G pseudocapacitive electrode in NaSO4 aqueous electrolyte were
nearly rectangular. However, the current was much larger than in Device 2 [Figure
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6.2(b)] due to the contribution of fast surface redox reactions to charge storage
[5, 163].
Figure 6.2(d) plots the charge capacity C(ν) as a function of scan rate ν for
Devices 1, 2, and 3. For all devices, the capacity C(ν) decreased with increasing
scan rate, as typically observed in various electrochemical capacitors [132, 133].
The decrease was sharper for Device 1 than for Device 3. This could be attributed
to the relatively slow Li+ intercalation (Device 1) which could not follow the rapid
changes in potential with increasing scan rate, unlike fast surface redox reactions
taking place in Device 3. The specific surface area of MoO2-rGO suggests that the
EDL capacity contribution to the total capacity of Devices 1 and 2 was between
0.003 and 0.006 mAh assuming an average electric double-layer capacitance of 10
to 20 µF/cm2 [164, 165]. This indicates that the EDL capacity represented less
than 20% of the total capacity of Device 1 (AC/MoO2-rGO in 1 M LiClO4). In
other words, Li+ intercalation contributed significantly more than EDL formation
to the total capacity of AC/MoO2-rGO hybrid supercapacitor. On the other hand,
the capacity of Device 2 was 25% larger than the estimated EDL capacity. This
may be attributed to the contribution of TBA+ ions intercalating into the rGO
layers [162]. Finally, the capacity of Device 3 (> 0.012 mAh) was much larger than
the estimated EDL capacity (between 0.0015 and 0.003 mAh) confirming the fast
surface redox contribution. In addition, the b-value of Device 3 was close to unity
across the potential window corresponding to fast reversible faradaic reactions
(see Supplementary Materials).
6.3.2.2 Galvanostatic cycling
Figure 6.3 shows the potential ψs(t) across the cell for (a) Device 1 and (b) Device
2 with potential window (ψs,max − ψs,min) = (2.5 − 0.5) V and (c) Device 3 with
potential window (ψs,max − ψs,min) = (1.4− 0.4) V as a function of time t during
galvanostatic cycling with constant current I between 2 and 6 mA. Figure 6.3(a)
99
(a) (b)
(c) (d)
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
-3
-2
-1
0
1
2
3
C
u
rr
en
t,
 I
(t
) 
(m
A
)
Potential, 
s
(t) (V)
  =  mV/s           =  mV/s
  =  mV/s           =  mV/s
  =  mV/s
-4
-3
-2
-1
0
1
2
3
4
G
ra
v
im
et
ri
c 
c
u
rr
e
n
t,
 I
g
 (
t)
 (
A
/g
)
Device 3
0.0 0.5 1.0 1.5 2.0 2.5 3.0
-4
-3
-2
-1
0
1
2
3
4
5
C
u
rr
en
t,
 I
(t
) 
(m
A
)
Potential, 
s
(t) (V)
  =  mV/s           =  mV/s
  =  mV/s           =  mV/s
  =  mV/s
-6
-4
-2
0
2
4
6
8
G
ra
v
im
et
ri
c 
c
u
rr
e
n
t,
 I
g
 (
t)
 (
A
/g
)
Device 1
5 10 15 20 25 30 35
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
 Device 1
 Device 2
 Device 3
C
h
a
rg
e
 c
a
p
a
c
it
y
, 
C
 (
m
A
h
)
Scan rate,  (mV/s)
5 10 15 20 25 30 35
0.01
0.02
0.03
0.04
0.05
0.06
C
g
 (
A
h
/g
)
 (mV/s)
Discharging
Discharging
0.0 0.5 1.0 1.5 2.0 2.5 3.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
C
u
rr
en
t,
 I
(t
) 
(m
A
)
Potential, 
s
(t) (V)
  =  mV/s           =  mV/s
  =  mV/s           =  mV/s
  =  mV/s
-1.0
-0.5
0.0
0.5
1.0
1.5
G
ra
v
im
et
ri
c 
c
u
rr
e
n
t,
 I
g
 (
t)
 (
A
/g
)
Device 2
TBA+ insertion/ 
desertion in rGO
Figure 6.2: CV curves for (a) Device 1 and (b) Device 2 both with potential
window between ψs,min = 0.5 V and ψs,max = 2.5 V and (c) Device 3 with potential
window between ψs,min = 0.4 V and ψs,max = 1.4 V for scan rate ν = 10, 15, 20,
25, and 30 mV/s. (d) Charge capacity C for Devices 1, 2, and 3 as a function of
scan rate ν ranging from 10 to 30 mV/s.
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indicates that the rate of change in the cell potential |dψs/dt| across Device 1
was relatively large at the beginning of the charging step up to ψs ∼ 1.9 V.
Beyond this potential, |dψs/dt| strongly decreased, resulting in a typical “kink”.
This “kink” can be attributed to the transition from the capacitive regime to
the faradaic regime, as discussed earlier [166]. In the fact, the “kinks” around
ψs = 1.9 V during charging and ψs = 1.7 V during discharging corresponded to
the redox peaks observed in the CV curves around the same potential [Figure
6.2(a)] and to the dip in the b-value. By contrast, Figure 6.3(b) indicates that
no “kink” was observed when using TBABF4 salt instead of LiClO4 salt in the
electrolyte. This observation confirms the suppression of redox reactions with
MoO2 nanoparticles in Device 2. Note also that, for the same imposed current,
the charging-discharging time tcd of Device 1 was nearly double that of Device 2.
This was due to Li+ intercalation in MoO2 of Device 1 resulting in significantly
larger charge storage capacity under constant current. Figure 6.3(c) shows that
the potential evolution of Device 3 varied linearly with time, as typically observed
in not only EDLCs but also in hybrid pseudocapacitors with fast surface redox
reactions [5, 160]. However, here also, the duration of charging/discharging were
longer than in Device 2 due to surface redox reactions.
Moreover, Figure 6.3(d) plots the internal resistance Rs(I) estimated from
Equation (6.5) for Devices 1, 2, and 3 as a function of imposed current I ranging
from 2 to 6 mA. In all cases, the internal resistance Rs was nearly independent
of current I with average value of (i) 15 ± 2 Ω for Device 1, (ii) 27.3 ± 4 Ω for
Device 2, and (iii) 6.7±3 Ω for Device 3. The relatively low resistance of Device 3
can be attributed to the fact that the mass loading of its AC electrode was nearly
40% smaller than that of Devices 1 and 2. The difference in resistance between
Device 1 and Device 2 was due to the larger ionic conductivity of 1 M LiClO4
compared with 1 M TBABF4 in EC:DMC due to the smaller size of solvated Li
+
(∼ 0.41 nm [106]) compared with TBA+ (∼ 1.16 nm [155]). For example, the ionic
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conductivity of 1 M LiClO4 in dimethylformamide (DMF) was 20 mS/cm [167]
and was larger than that of 1 M TBABF4 in DMF reported as 14.5 mS/cm [168].
The same trend can be reasonably expected in EC:DMC solvent.
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Figure 6.3: Cell potential evolution during galvanostatic cycling for (a) Device 1,
(b) Device 2, and (c) Device 3 under constant current I between 2 and 6 mA. (d)
Internal resistance Rs(I) estimated from Equation (6.5) for Devices 1, 2, and 3 as
a function of imposed current I.
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6.3.3 Instantaneous and irreversible heat generation rates
Figure 6.4 shows the time-dependent heat generation rates measured at the AC,
MoO2-rGO, and MnO2-G electrodes denoted by Q˙AC(t), Q˙MoO2-rGO(t), and Q˙MnO2-G(t)
for (a) Device 1, (b) Device 2, and (c) Device 3 as functions of dimensionless time
t/tcd for five consecutive galvanostatic cycles under constant current I = 6 mA.
It also plots the time-dependent heat generation rate Q˙T (t) in the respective de-
vice. The instantaneous heat generation rate at each electrode of all devices was
repeatable cycle after cycle. In addition, the magnitude of the heat generation
rate Q˙i(t) at the pseudocapacitive electrodes in all devices was larger than that
at the AC counter electrodes. It is interesting to note that Q˙MoO2-rGO(t) was out
of phase with Q˙AC(t) in Device 1, charging by Li
+ intercalation [Figure 6.4(a)].
However, it was in phase in Device 2, charging mainly by EDL formation of TBA+
[Figure 6.4(b)].
Moreover, the instantaneous heat generation rate Q˙i(t) at electrode “i” is the
superposition of an irreversible Q˙irr,i(t) and a reversible Q˙rev,i(t) heat generation
rates, i.e., Q˙i(t) = Q˙irr,i(t) + Q˙rev,i(t). By definition, time-averaging the instan-
taneous reversible heat generation rate Q˙rev,i(t) at electrode “i” over an entire
cycle yields ¯˙Qrev,i = 0. Thus, the time-averaged irreversible heat generation rate
¯˙Qirr,i at electrode “i” subjected to galvanostatic cycling of period tcd (in s) can
be expressed as,
¯˙Qirr,i =
1
tcd
ntcd∫
(n−1)tcd
Q˙i(t) dt with i = AC, MoO2-rGO, or MnO2-G (6.6)
where n is the cycle number taken sufficiently large to have reached oscillatory
steady state. Figure 6.4 shows the time-averaged irreversible heat generation rate
¯˙Qirr,i at the AC, MoO2-rGO, and MnO2-G electrodes and in the entire cell for (d)
Device 1, (e) Device 2, and (f) Device 3 under galvanostatic cycling as functions
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of I2 for current I ranging between 2 and 6 mA. The error bars correspond to two
standard deviations or 95% confidence interval estimated by evaluating ¯˙Qirr,i over
five consecutive galvanostatic cycles. First, Figures 6.4(d)-6.4(f) indicate that the
irreversible heat generation rate ¯˙Qirr,AC in the AC electrodes was positive and
linearly proportional to I2 in all devices. These results suggest that Joule heating
was the dominant source of irreversible heat generation in the AC electrodes. The
same conclusion was reached previously both experimentally [1, 26, 30, 117] and
numerically for carbon-based EDLC devices [27, 29]. It was also reached numer-
ically for AC electrode in hybrid supercapacitors [29]. Then, the coefficient of
proportionality between ¯˙Qirr,AC and I
2 corresponds to the AC half-cell resistance
RAC, i.e.,
¯˙Qirr,AC = RACI
2. Least square fitting of the experimental data yields
RAC = 8.4, 9.9, and 4.5 Ω for Devices 1, 2, and 3, respectively. The resistances
RAC of Devices 1 and 2 were similar since the mass loading and synthesis of the AC
electrodes in each device were identical. The differences between RAC of Devices 1
and 2 can be attributed to the fact that TBABF4 has a smaller ionic conductivity
than LiClO4, as previously discussed. On the other hand, the resistance RAC of
Device 3 was nearly half that of Devices 1 and 2 due to the smaller mass loading
and to the fact that aqueous Na2SO4 electrolyte had larger electrical conductivity
(∼ 60 mS/cm [169]) than the organic electrolytes used in Devices 1 and 2.
Moreover, Figures 6.4(d)-6.4(f) establishes that the time-averaged total irre-
versible heat generation rate ¯˙Qirr,T in the entire devices exceeded the heat gener-
ation rate due to Joule heating denoted by ¯˙QJ and given by [170],
¯˙QJ = Rs I
2 (6.7)
where Rs is the device internal resistance estimated from the IR drop and found
to be independent of current [Figure 6.3(d)]. The deviation between ¯˙Qirr,T and
¯˙QJ
was more significant in Device 1 and Device 3 than in Device 2. In addition, ¯˙Qirr,T
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deviated significantly from ¯˙QJ at low currents when the faradaic charge storage
dominated [29]. These observations can be attributed to polarization heating
[29,151]. In addition, the redox reactions at the pseudocapacitive electrode surface
could cause hysteresis in EDL formation resulting in additional contribution to
the irreversible heat generation rate, as previously discussed [29].
6.3.4 Reversible heat generation rate
6.3.4.1 Activated carbon electrodes
The instantaneous reversible heat generation rate Q˙rev,AC(t) (in mW) in the AC
half-cell under constant current cycling can be expressed as [1, 117],
Q˙rev,AC(t) = Q˙AC(t)− Q˙irr,AC(t) = Q˙AC(t)−RACI2. (6.8)
This analysis takes advantage of the facts that (a) the instantaneous irreversible
heat generation rate Q˙irr,AC(t) is independent of time under constant current
cycling, i.e., Q˙irr,AC(t) =
¯˙Qirr,AC and (b) the resistance RAC of the AC half-
cell can be estimated by time-averaging Q˙AC(t) over a cycle (Figure 6.4), i.e.,
¯˙Qirr,AC = RACI
2. In addition, the time-averaged reversible heat generation rates
during the charging step ¯˙Qcrev,AC at the AC electrode can be calculated as [1,117],
¯˙Qcrev,AC =
1
tc
(n−1)tcd+tc∫
(n−1)tcd
Q˙rev,AC(t) dt. (6.9)
where tc is the duration of the charging step.
Figure C.3(a) plots Q˙rev,AC(t) as a function of dimensionless time t/tcd for De-
vices 1, 2, and 3 for current I = 6 mA. Similar trends were observed for other
values of imposed current I (see Supplementary Materials). Figure C.3 indicates
that, for all devices, Q˙rev,AC(t) was exothermic during charging due to ion ad-
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Figure 6.4: Time-dependent heat generation rates Q˙i(t) at individual electrodes of
(a) Device 1, (b) Device 2, and (c) Device 3 as functions of dimensionless time t/tcd
under constant current I = 6 mA. Corresponding time-averaged heat generation
rate ¯˙Qirr,i at individual electrodes for (d) Device 1, (e) Device 2, and (f) Device
3 under galvanostatic cycling as functions of I2 for current I ranging between 2
and 6 mA.
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sorption and endothermic during discharging due to ion desorption. Indeed, the
reversible adsorption process reduces the entropy S of the system (dS/dt < 0)
as ions arrange from a disordered to an ordered state to form the EDL at the
electrolyte/electrode interface. In addition, our calorimeter imposed isothermal
conditions in the device such that Q˙rev = TdS/dt < 0, i.e., the system releases
heat and ion adsorption is exothermic. Conversely, during discharging, reversible
ions desorption is endothermic. Note that the above findings were consistent
with (i) previous experimental studies [1, 26, 30] and (ii) numerical predictions
for reversible heat generation in carbon-based EDLCs [27] and in hybrid superca-
pacitors [29]. Although the heat generation rates Q˙rev,AC(t) in the three devices
were in phase and had similar magnitudes, their temporal evolution were slightly
different. Also, minor differences have been observed in the thermal behavior
between Q˙rev,AC(t) in EDLC [27] and in hybrid supercapacitors [29]. This could
be attributed to the fact that the charging/discharging behavior (e.g., potential
window, concentration, charging rate) of AC electrodes is affected by charging of
the pseudocapacitive counter electrodes [171]. Indeed, the cell potential may not
split evenly between the pseudocapacitive and AC electrodes due to differences in
their capacity [171].
Figure C.3(b) plots the time-averaged reversible heat generation rates during
the charging step ¯˙Qcrev,AC at the AC electrode as a function of current I ranging
between 2 and 6 mA for Devices 1, 2, and 3 (Table 6.1). Here also, the reported
values of ¯˙Qcrev,AC were averaged over 5 consecutive cycles and the error bars cor-
responded to 95% confidence interval. First, Figure C.3(b) indicates that, for all
three devices, the time-averaged reversible heat generation rate ¯˙Qcrev,AC at the AC
electrode was positive and nearly proportional to current I. This observation was
also consistent with experimental measurements [1,26,117] and numerical simula-
tions for EDLC electrodes [27,28]. Note that charging of Device 2 at 5 and 6 mA
was less than 3.5 s due to its much smaller capacity (Figure 6.2(d)). Then, the
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charging time was not significantly larger than the response time of the calorime-
ter of 0.7 s [1]. This caused significant uncertainty in the values of ¯˙Qrev,AC which
were not reported in Figure C.3(b).
6.3.4.2 Pseudocapacitive electrodes
Unlike for AC electrodes [1,117], the instantaneous reversible heat generation rate
Q˙rev,P(t) at the pseudocapacitive electrodes of Devices 1 and 3 could not be easily
retrieved because the irreversible contribution Q˙irr,P(t) was likely time-dependent
and unknown. Thus, Equation (6.8) could not be transposed to pseudocapacitive
electrodes. Indeed, the instantaneous irreversible heat generation associated with
redox reactions strongly depends on the time-dependent overpotential of the pseu-
docapacitive electrode [29]. Nevertheless, Joule heating Q˙J,P at the pseudocapac-
itive half-cell can still be evaluated under constant current charging/discharging
according to,
Q˙J,P(t) = RPI
2 (6.10)
where RP is the resistance of the pseudocapacitive half-cell estimated as RP =
Rs − RAC. Then, Q˙J,P(t) can be subtracted from the instantaneous heat gener-
ation Q˙P(t) at the pseudocapacitive electrode to obtain the heat generation rate
Q˙other,P(t) associated with phenomena other than Joule heating taking place at
the pseudocapacitive electrode including contribution from EDL formation and
redox reactions with or without intercalation/deintercalation, i.e.,
Q˙other,P(t) = Q˙P(t)− Q˙J,P(t) = Q˙P(t)−RPI2. (6.11)
Figure 6.6(a) plots Q˙other,P(t) and the corresponding potential evolution ψs(t) at
the pseudocapacitive electrode as functions of dimensionless time t/tcd for Devices
1, 2, and 3 for current I = 6 mA. Similar trends were observed for other currents
(see Supplementary Materials). First, Figure 6.6(a) indicates that the thermal
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Figure 6.5: (a) Instantaneous reversible heat generation rate Q˙rev,AC(t) [Equation
(6.8)] as a function of dimensionless time t/tcd for Devices 1, 2, and 3 for constant
current I = 6 mA. (b) Time-averaged reversible heat generation rate ¯˙Qcrev,AC
[Equation (6.9)] during the charging step at AC electrode as a function of current
I for Devices 1, 2, and 3.
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behavior of the pseudocapacitive electrodes was significantly different from one
device to another due to differences in the charging mechanisms. Here, Q˙other,P(t)
in Device 1 can be described as the superposition of irreversible and reversible heat
generation associated with EDL formation and redox reactions. By definition,
the irreversible faradaic contribution Q˙irr,F was exothermic during charging and
discharging steps as the current I and overpotential η have always the same sign,
i.e., Q˙irr,F = ηI [29]. Also, the reversible heat generation associated with EDL
formation was exothermic during charging based on the fact that ions adsorption
process is exothermic [1, 26, 27, 30, 117]. However, Q˙other,P(t) in Device 1 was
endothermic (i.e., Q˙other,P(t) < 0) during charging for potential above ψs ∼ 1.9V.
This potential corresponded to the transition from the capacitive to the faradaic
regimes observed in CV curves and in the b−value. This observation indicates that
the reversible heat generation associated with redox reactions was endothermic
and dominated in the faradaic regime. During discharging, Q˙other,P(t) in Device 1
was mainly exothermic (i.e., Q˙other,P(t) > 0) due to the irreversible heat generation
associated with redox reactions. This indicates that the endothermic contribution
from the reversible heat generation associated with ion desorption was insignificant
in Device 1. Finally, Q˙other,P(t) at the MoO2-rGO electrode of Device 2 behave as
an AC electrode except for endothermic process at the begin of the charging step.
This behavior could be attributed to TBA+ intercalation into the rGO layers [162].
Finally, in order to effectively compare the reversible heat generation rates in
the pseudocapacitive electrodes, the time-averaged reversible heat generation rate
¯˙Qcrev,P (in mW) during a galvanostatic charging step of duration tc was derived as
(see Supplementary Materials),
¯˙Qcrev,P =
1
tc
(n−1)tcd+tc∫
(n−1)tcd
Q˙other,P(t) dt− ¯˙Qother,irr,P. (6.12)
where ¯˙Qother,irr,P is the time-averaged irreversible heat generation rate at the pseu-
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docapacitive electrode excluding Joule heating. Figure 6.6(b) shows the time-
averaged reversible heat generation rate ¯˙Qcrev,P during the charging step at the
pseudocapacitive electrode as a function of current I for Devices 1, 2, and 3.
It indicates that ¯˙Qcrev,P differed significantly from one device to another. This
can be attributed to differences in their charging mechanisms. In fact, sev-
eral physicochemical phenomena contributed to the reversible heat generation
at the pseudocapacitive electrodes including (i) EDL formation [1,26,27], (ii) fast
surface redox reactions [26, 29], and/or (iii) redox reactions with ions intercala-
tion/deintercalation [5].
MoO2-rGO electrode. During charging of the MoO2-rGO pseudocapacitive
electrode of Device 1, Mo(IV)O2 reduced to Mo
(III)O2 and Li
+ intercalated into
the crystalline structure of Mo(III)O2 electrode [132]. In Device 1,
¯˙Qcrev,MoO2-rGO
was negative [Figure 6.6(b)] indicating that the reversible heat generation rate was
endothermic during charging. To explore the effect of Li+ intercalation into MoO2-
rGO electrode, an identical device (Device 2) was tested in an electrolyte with non-
reacting TBA+ cations. As expected, the time-averaged reversible heat generation
rate at MoO2-rGO electrode in TBABF4 was exothermic during charging due
to ion adsorption and EDL formation, as previously observed in AC electrodes
(Figure C.3) and in the literature [1, 26–28, 117]. These observations combined
with those for Device 1 establish that reversible Li+ intercalation into MoO2-rGO
electrode was endothermic while Li+ deintercalation was exothermic.
MnO2-G electrode. EDL formation and fast surface redox reactions contributed
to the reversible heat generation in the MnO2-G electrode of Device 3. The con-
tribution from fast surface redox reactions depends on the reaction stoichiometry.
The oxidation state of MnO2 is typically ∼ 4 (Mn(IV)O2) in as-prepared elec-
trodes [150,172]. After assembly in 0.5 M Na2SO4, Mn
(IV) reduced spontaneously
to Mn(III) or to Mn(II), in some cases, according to Pourbaix diagram of Mn-H2O
system at 0 V versus a saturated calomel electrode (SCE) (0.045 V vs. Ag/AgCl)
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at pH ∼ 7 [150, 172, 173]. During this process, Na+ adsorbed to the MnO2-G
electrode surface. The oxidation state of MnO2 alternates between IV and III
upon charging (Na+ desorption) and discharging (Na+ adsorption), respectively.
From a thermodynamic viewpoint, the charging process is not spontaneous and
thus endothermic. Indeed, in the vast majority of cases, spontaneous reactions
are exothermic and non-spontaneous reactions are endothermic [174]. Here, in
Device 3, MnO2-G served as a positive electrode and charged by Na
+ desorption
and fast surface redox reactions [Equation (1.3)]. Figure 6.6(b) confirms that the
time-averaged reversible heat generation in MnO2-G electrode was endothermic
( ¯˙Qcrev,MnO2-G < 0) during charging. This has previously been observed experi-
mentally [26] and predicted numerically [29] for MnO2 pseudocapacitive electrode
serving as a positive electrode.
Figure 6.6(b) also shows that ¯˙Qcrev,MoO2-rGO at the MoO2-rGO electrode in
LiClO4 (Device 1) and
¯˙Qcrev,MnO2-G at the MnO2-G electrode in Na2SO4 (Device
3) were negative and their magnitude increased with increasing current I at low
current. They then reached a plateau beyond 4 mA. This can be attributed to
the competing effect between EDL formation (exothermic) and redox reactions
(endothermic) as EDL formation contributed appreciably to charging at higher
currents [29]. Similarly, ¯˙Qcrev,MoO2-rGO at MoO2-rGO in TBABF4 (Device 2) was
independent of current I unlike in AC electrode when it was linearly proportional
to I. This observation could potentially be due to competing effects between EDL
formation (exothermic) [27] and partially reversible TBA+ intercalation into the
rGO (endothermic) [175]. In addition, rGO could undergo partially reversible
volumetric expansion upon charging due to the large size of intercalated TBA+
ions into the restacked layers of rGO [162]. Such volumetric expansion could also
contribute negatively to the heat generation since the elongation of C-C bond is
an endothermic process [175].
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Figure 6.6: (a) Instantaneous heat generation rate Q˙other,P(t) = Q˙P(t) − Q˙J,P(t)
and the corresponding potential evolution ψs(t) at the pseudocapacitive electrodes
of Devices 1, 2, and 3 as a function of dimensionless time t/tcd for current I = 6
mA. (b) Time-averaged reversible heat generation rate during the charging step
¯˙Qcrev,P [Equation (6.12)] at the pseudocapacitive electrodes as a function of current
I for Devices 1, 2, and 3.
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6.4 Chapter summary
This chapter investigated the thermal behavior associated with two pseudocapaci-
tive charge storage mechanisms involving redox reactions namely Li+ intercalation
and fast surface redox reactions. To do so, a custom-made in operando calorimeter
was used to measure the time-dependent heat generation rate in each electrode
of hybrid supercapacitors consisting of MoO2-rGO (charged by Li
+ intercalation)
or MnO2-G (charged by fast surface redox reactions) with an over-sized AC as a
counter electrode. A data analysis procedure was developed to facilitate interpre-
tation and distinguish between irreversible and reversible heat generation rates.
First, the devices were characterized using cyclic voltammetry and galvanostatic
cycling. Second, for all devices, the measured time-averaged irreversible heat gen-
eration rate at the AC electrode was proportional to I2 and attributed to Joule
heating. By contrast, the total irreversible heat generation rates measured in the
pseudocapacitive electrodes exceeded Joule heating due to irreversible heat gen-
eration associated with redox reactions, polarization heating, and hysteresis in
EDL formation/dissolution. Finally, the time-averaged reversible heat generation
over a charging step at the AC electrodes was systematically exothermic dur-
ing charging and nearly proportional to I. By contrast, MoO2-rGO electrode in
LiClO4 organic electrolyte featured endothermic reversible heat generation during
charging due to Li+ intercalation into MoO2-rGO. This was confirmed by using an
electrolyte with larger cations, i.e., TBABF4 responsible for suppressing redox re-
actions and intercalation. Also, MnO2-G electrode in aqueous Na2SO4 electrolyte
featured endothermic heat generation during charging due to non-spontaneous
redox reactions.
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CHAPTER 7
Theoretical Validation of the Step Potential Electrochemical
Spectroscopy (SPECS) and Multiple Potential Step
Chronoamperometry (MUSCA) Methods for Pseudocapacitive
Electrodes for Pseudocapacitive Electrodes
This chapter aims to theoretically validate the use of the SPECS and MUSCA
methods and their corresponding analysis for distinguishing the respective con-
tributions of faradaic reactions and electrical double layer to charge storage in
pseudocapacitive electrodes. To do so, detailed numerical simulations were per-
formed for a pseudocapacitive planar electrode in three-electrode configuration
using a continuum model based on first-principles and predicting the spatiotem-
poral evolution of the electric potential and ion concentrations in the electrode
and electrolyte [37].
7.1 Background
7.1.1 k1, k2 analysis
The ad hoc semiempirical model known as k1, k2 analysis has been used extensively
to analyze CV curves at relatively low scan rates to characterize the contribution
from capacitive and diffusion currents to the total current measured in pseudo-
capacitive electrodes [18, 19]. It has recently been validated theoretically from
numerical simulations of pseudocapacitive electrodes consisting of a cylindrical
rod scaffold coated with a redox active layer [176]. The k1, k2 analysis is based on
the facts that, at a given potential ψs, (i) the capacitive current density jC(ψs) is
due to either EDL formation and/or fast redox reactions and (ii) the diffusional
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current density jD(ψs) is due to diffusion-controlled process in semi-infinite solid,
such as redox reactions involving slow ion intercalation/deintercalation [18]. This
model assumes that the total current density jT (ψs) is the summation of (i) the
capacitive current density jC(ψs) linearly proportional to scan rate ν and (ii) dif-
fusion current density jD(ψs) proportional to the square root of scan rate ν such
that [18],
jT (ψs) = jC(ψs) + jD(ψs) = k1(ψs) ν + k2(ψs) ν
1/2. (7.1)
Here, k1(ψs) and k2(ψs) are semi-empirical functions dependent only on the elec-
trode potential ψs. They can be found by rewriting Equation (7.1) according
to [18],
jT (ψs)
ν1/2
= k1(ψs) ν
1/2 + k2(ψs) (7.2)
where k1(ψs) and k2(ψs) correspond respectively to the slope and the intercept
of the plot of jT (ψs)/ν
1/2 versus ν1/2 at a given potential ψs. Here, the term
“capacitive current” used to designate jC(ψs) may be misleading since it is not
limited to EDL formation but also includes fast redox reactions with or without
intercalation/deintercalation [19]. In other words, this analysis does not explicitly
distinguish the contribution from redox reactions and from EDL formation.
7.1.2 SPECS
The recently proposed step potential electrochemical spectroscopy (SPECS) method
[20–22] consists of imposing a series of small potential steps ∆ψs within a poten-
tial window ranging between ψs,min and ψs,max. The current response is recorded
as a function of time for each potential step. This method has also been called
potential step chronoamperometry and used as a way to evaluate the contribution
of EDL formation and faradaic reactions to charge storage [20–22]. Dupont and
Donne [20–22] suggested that the total current response jST (t) to an applied poten-
tial step across a pseudocapacitive electrode can be treated as the superposition
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of an EDL current jSEDL(t), a faradaic current j
S
F (t), and a residual current j
S
r (t)
according to [20–22],
jST (t) = j
S
EDL(t) + j
S
F (t) + j
S
r (t). (7.3)
Here, jSEDL(t) was described by the current response of an equivalent resistance-
capacitor (RC) circuit model. The simplest form of RC circuit consists of an
equivalent resistance REDL (in Ω m
2) in series with an ideal electrical double layer
capacitor CEDL (in F m
−2) [17]. Then, the current jSEDL (in A m
−2) associated
with EDL formation in response to applying a potential step ∆ψs can be expressed
as [17],
jSEDL(t) =
∆ψs
REDL
exp
(
− t
τEDL
)
(7.4)
where τEDL = REDLCEDL is the time constant of EDL formation. The authors
further suggested that the EDL current is due to the EDL formation (i) at the
geometric surface of the electrode (equivalent to EDL formation on a planar elec-
trode) and (ii) within micropores and mesopores [20–22]. These two terms were
both modeled as a resistor and capacitor in series and had the same form as
Equation (7.4) but different fitting parameters.
Moreover, the response of faradaic current density jSF (t) (in A m
−2) to an
imposed potential step as a function of time t has been modeled using the Cottrell
relationship for semi-infinite diffusion process in a planar electrode given by [17],
jSF (t) = Bt
−1/2 =
∆QF√
piτd
t−1/2. (7.5)
where ∆QF and τd are respectively the total amount of charges stored due to the
faradaic current and the diffusion time constant expressed as [177,178],
∆QF =
∫ t+∆t
t
jSFdt = −FLd∆c1,P and τd =
L2d
Dd
. (7.6)
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Here, F = eNA = 9.648× 104 C mol−1 is the Faraday’s constant, Dd is the diffu-
sion coefficient of intercalated ion species (Li+) in the pseudocapacitive electrode,
Ld is the diffusion length, and ∆c1,P is the net change in intercalated ion con-
centration in the pseudocapacitive electrode caused by the applied step potential
∆ψs between two consecutive steps, i.e., ∆c1,P = c1,P (ψs + ∆ψs)− c1,P (ψs). The
Cottrell relationship has been used in several studies to deconvolute the contribu-
tion of EDL and faradaic currents using the SPECS method [179–182]. However,
Montella [178] has shown that Equation (7.5) is only valid for estimating jSF (t) for
short times, i.e., t τd.
Alternatively, the faradaic current jF (t) can be derived based on Fick’s second
law of diffusion for long time range (t  τd) under finite-space conditions as
[21,177,178,183],
jSF (t) = 2
∆QF
τd
∞∑
n=1
exp
[
−(2n− 1)2pi
2t
4τd
]
. (7.7)
However, this model ignores the IR drop and EDL formation at the electrode sur-
face and assumes that the insertion process is solely diffusion-controlled. Montella
[178] formulated a model for the current response of ion intercalation/deintercalation
in a redox active planar electrode subjected to a potential step ∆ψs. This model
accounts for the interfacial charge transfer kinetics process and the effect of IR
drop and EDL formation on the faradaic current density according to,
jSF (t) = 2
∆QF
τd
∞∑
n=1
Λ2
Λ2 + Λ+ b2n
exp
(
−b
2
nt
τd
)
(7.8)
where bn is the n
th root of the following equation [178]
bn tan bn − Λ = 0. (7.9)
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Here, Λ is a dimensionless resistance expressed as [178],
Λ =
Rd
Rs +Rct
(7.10)
where Rd, Rs, and Rct are the diffusion, internal, and interfacial charge transfer
resistances, respectively. The value of Λ characterizes the charge storage mech-
anism. For diffusion controlled processes, Rd  Rs + Rct and the value of Λ is
very large such that b1 = pi/2 [178]. In this case, Equation (7.8) reduces to the
first term of the summation in Equation (7.7). On the other hand, when pro-
cesses are controlled by fast interfacial charge transfer kinetics and/or ohmic drop
Λ  1 and b1 w
√
Λ [178]. Finally, intermediate values of Λ is characteristic
of processes controlled by both solid state diffusion and interfacial charge trans-
fer kinetics [178]. This model has been used successfully in combination with
potentiostatic intermittent titration technique (PITT) to estimate Li+ diffusion
coefficient in amorphous TiOx nanotubes [184]. However, it has never been used
in combination with the SPECS method for pseudocapacitive electrodes.
Finally, jSr was considered as a constant term to account for the leakage current
and/or residual current associated with electrolyte decomposition reactions and/or
parasitic reactions in the electrode material [20–22].
7.1.3 MUSCA
The conventional CV measurements suffer from ohmic polarization, especially at
high scan rate [23]. The MUSCA method aims to correct for the drift of the redox
peaks with increasing scan rate observed in cyclic voltammetry by minimizing the
effect of parasitic redox reactions (residual current) and ohmic polarization [23].
Thus, the MUSCA method is carried out by imposing a series of potential steps of
∆ψs across a given potential window (ψs,min−ψs,max) and measuring the current
response for each step by allowing the current density to decay to zero under
119
equilibrium conditions before applying the next step. It is similar to SPECS in
the electrochemical measurements but differs from SPECS in the data analysis
method. In order to reconstruct CV curves at scan rate ν using the MUSCA
method, the current measured in SPECS is averaged over a certain time tν defined
from the beginning of the potential step to determine the mean current jMi at
potential ψs such that [23],
jMi (ψs) =
1
tν
∫ tν
0
ji(t) dt with i = T, EDL, or F (7.11)
where the superscript “M” refers to the MUSCA method and tν is chosen based
on the desired scan rate ν according to [23],
tν =
∆ψs
ν
. (7.12)
Afterward, the CV curves are reconstructed from the MUSCA measurements by
plotting jMT vs. ψs [23]. Finally, the reconstructed CV curves can then be used to
characterize the electrochemical behavior of pseudocapacitive electrodes using the
k1, k2 analysis previously described to “separate better diffusion from capacitive
currents” [23]. Note that the MUSCA method has not been used explicitly to
identify the EDL and faradaic contributions to the total current.
7.2 Analysis
7.2.1 Schematic and assumptions
Figure 7.1 shows the coordinate system and dimensions of our simulated domain
consisting of a planar pseudocapacitive electrode supported by a planar current
collector in an electrolyte containing Li+ ions in a three-electrode configuration.
The pseudocapacitive electrode and electrolyte thicknesses were denoted by LP
and L, respectively. To make the problem mathematically tractable, the follow-
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Figure 7.1: Schematic, coordinate system, and dimensions of the simulated planar
pseudocapacitive electrode in a three-electrode configuration. The dashed line
encloses the computational domain simulated.
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ing assumptions were made: (1) the electrolyte was binary and symmetric, i.e., it
consisted of two ion species of opposite valency ±z. (2) Cations and anions had
the same diffusion coefficient D and effective diameter a [185,186]. (3) The Stern
layer contained no free charge and its thickness H was approximated as the radius
of the ions so that H = a/2 [17,187,188]. (4) The transport properties of the elec-
trode and electrolyte were taken as constant and independent of state-of-charge.
(5) Bulk motion of the electrolyte was negligible. (6) Ion intercalation in the elec-
trode was modeled as a diffusion process. (7) Heat generation was ignored and
the temperature T was uniform and constant in the electrode and electrolyte. (8)
The contact resistance between the electrode and the current collector and the
resistance of the current collector were negligible. (9) Self-discharge and resid-
ual current associated with electrolyte decomposition reactions and/or parasitic
reactions in the electrode material were ignored, i.e., jr = 0.
The modified Poisson-Nernst-Planck (MPNP) model coupled with the Frumkin-
Bulter-Volmer theory were used to numerically reproduce the SPECS method
accounting for interfacial, transport, and electrochemical phenomena in the pseu-
docapacitive electrode [37, 189]. The governing equations, initial and boundary
conditions, and method of solution were described in detail elsewhere [37,161,190]
and need not be repeated. The governing equations were reproduced in Section
S.1 for the sake of completeness. In brief, the spatiotemporal evolution of (i) the
potential ψ(x, t) in the pseudocapacitive electrode and in the electrolyte and (ii)
the concentrations c1(x, t) of cations and c2(x, t) of anions in the electrolyte were
governed by the MPNP model [Equations (S.1) to (S.3)]. The molar concentration
c1,P (x, t) of intercalated cations in the pseudocapacitive electrode was governed
by the mass diffusion equation [Equation (S.4)] [161].
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7.2.2 Boundary conditions
All initial and boundary conditions necessary to solve the 1D transient governing
equations were reported in Supplementary Materials of Chapter 7. The imposed
potential ψs(t) at the current collector/electrode interface (x = 0) was imposed
as a multi-step function for SPECS simulations such that,
ψs(t) = ψ(0, t) =

ψs,min + ps∆ψs for 0 ≤ ps ≤ (ns + 1)/2
ψs,max −
(
ps − ns + 1
2
)
∆ψs for (ns + 1)/2 ≤ ps ≤ ns(7.13)
where ψs,min and ψs,max are, respectively, the minimum and maximum potentials
and ps is the step number with ns is an odd integer corresponding to the total
number of potential steps across the potential window between ψs,min and ψs,max,
i.e., ns = [2(ψs,max − ψs,min)/∆ψs] + 1. Here, ψs(t) is a function of time t where
(ps− 1)te ≤ t < pste for each potential step and te is the equilibration time or the
period of each step.
Similarly, a harmonic function of time t was imposed at the current collec-
tor/electrode interface (x = 0) for EIS simulations such that [17],
ψs(t) = ψdc + ψ0e
i2pift (7.14)
where ψdc is the time-independent DC potential and ψ0 is the amplitude of the
oscillating potential at frequency f .
Finally, the potential ψs(t) imposed at the current collector/electrode interface
(x = 0) was expressed as a triangular function of time t for cyclic voltammetry
simulations according to [187],
ψs(t) =
{
ψs,min + ν[t− (nc − 1)tcd] for (nc − 1)tcd ≤ t < (nc − 1/2)tcd
ψs,max − ν[t− (nc − 1/2)tcd] for (nc − 1/2)tcd ≤ t < nc tcd (7.15)
where nc is the cycle number (integer) and tcd is the cycle period.
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Table 7.1: Value or range of electrode and electrolyte properties and dimensions
used in the simulations reported in this chapter.
Parameter Symbol Value Unit
Ion diameter a 0.67 nm
Bulk ion concentration c∞ 1 mol L−1
Maximum ion concentration in the electrode c1,P,max 31.9 mol L
−1
Diffusion coefficient in the electrolyte D 2× 10−11 m2 s−1
Diffusion coefficient in the electrode D1,P 10
−14 m2 s−1
Reaction rate constant k0 10
−9 m1+3αmol−αs−1
Electrolyte thickness L 8 µm
Electrode thickness LP 20 nm
Temperature T 298 K
Valency z 1
Transfer coefficient α 0.5
Relative permittivity r 64.4
Electrode conductivity σP 10
−4 S m−1
Potential window
ψs,min -0.05 V
ψs,max 0.85 V
7.2.3 Constitutive relationships
The present study uses realistic material properties taken from the literature for
the electrolyte [191, 192] and the pseudocapacitive electrode [17, 193–195]. Table
7.1 summarizes (i) the electrode thickness LP and properties including its electrical
conductivity σP , reaction rate constant k0, maximum c1,P,max and initial c1,P,0 Li
+
ion concentrations, transfer coefficient α, and Li+ diffusion coefficient D1,P , (ii)
the electrolyte thickness L and properties including the bulk ion concentration c∞,
valency z, relative permittivity r, ion diameter a, and ion diffusion coefficient D,
and (iii) the operating conditions including the potential window ψs,min − ψs,max
and the temperature T (in K).
For electrodes consisting of transition metal oxides, the equilibrium potential
difference ∆ψeq is typically determined experimentally as a function of the state-of-
charge (SOC) defined as c1,P/c1,P,max by fitting experimental data for open-circuit
potential [196–198]. For the sake of simplicity, ∆ψeq was modeled as a linear
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function of SOC as measured for 100 µm thick MnO2 dense films [194],
∆ψeq(t) = 10.5[4− c1,P (t)/c1,P,max]− 39.9. (7.16)
Here, c1,P,max was taken as c1,P,max ≈ 31.9 mol L−1 corresponding to fully lithiated
manganese dioxide LiMnO2 [176, 195]. The transfer coefficient α was assumed
to be 0.5 to consider the ideal case of identical energy barriers for forward and
backward reversible redox reactions [17]. The diffusion coefficient D1,P of the
intercalated Li+ in the transition metal oxides typically ranges from 10−16 to
10−10 m2 s−1 [193]. Here, D1,P was arbitrary chosen as 10−14 m2 s−1.
As for the electrolyte, we considered 1 M LiClO4 salt in propylene carbonate
(PC) solvent such that the bulk ion concentration c∞ = 1 mol L−1 and valency
z = 1. The relative permittivity was taken as a constant equal to that of PC,
i.e., r = 64.4 [192]. The effective solvated ion diameter a and the ion diffusion
coefficient D were taken as those of solvated Li+ ions in PC such that a = 0.67
nm and D = 2× 10−11 m2 s−1 [191].
7.2.4 Data processing
The total current density at the electrode/electrolyte interface jT (t) can be ex-
pressed as the sum of (i) the EDL current density jEDL(t) and (ii) the faradaic
current density jF (t), i.e., jT (t) = jEDL(t) + jF (t). On the one hand, the EDL
current density jEDL(LP , t) is defined as [199]
jEDL(LP , t) = −0r ∂
2ψ
∂x∂t
(LP , t) (7.17)
where 0 = 8.854 × 10−12 F m−1 is the vacuum permittivity. On the other
hand, the faradaic current density jF (LP ,t) can be computed from the generalized
Frumkin-Butler-Volmer model evaluated at the electrode/electrolyte interface and
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expressed as [17]
jF (LP , t) = jF,0(t)
{
exp
[
(1− α)zFη(LP , t)
RuT
]
− exp
[−αzFη(LP , t)
RuT
]}
(7.18)
where jF,0(t) is the so-called exchange current density and Ru = 8.314 J mol
−1
K−1 is the universal gas constant. The exchange current density jF,0(t) can be
written as [200,201]
jF,0(t) = zFk0[c1(LP , t)]
1−α[c1,P,max − c1,P (LP , t)]α[c1,P (LP , t)]α. (7.19)
In addition, the surface overpotential η(LP , t) necessary to drive the redox reac-
tions at the electrode/electrolyte interface can be expressed as [17]
η(LP , t) = ∆ψH(t)−∆ψeq(t) (7.20)
where ∆ψH is the potential drop across the Stern layer of thickness H = a/2 and
located between x = LP and x = LP +H, i.e., ∆ψH(t) = ψ(LP , t)−ψ(LP +H, t)
(Figure 7.1).
The theoretical values of electrode RP and electrolyte R∞ resistances can be
expressed as functions of the electrode thickness LP and conductivity σP and of
the electrolyte thickness L and conductivity σ∞ according to [2, 104]
RP = LP/σP and
R∞ ≈ L/σ∞ with σ∞ = (2z2F 2Dc∞)/(RuT ). (7.21)
The integral capacitance (in µF cm−2) of pseudocapacitive electrodes associ-
ated with EDL formations Cint,EDL or faradaic Cint,F reactions can be evaluated
by integrating the area enclosed by the CV curves respectively plotting the simu-
lated currents jEDL(ψs) and jF (ψs)versus the potential imposed ψs(t) for a given
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scan rate ν [Equation (7.15)] according to [159],
Cint,i(ν) =
∮
ji(ψs)
2ν(ψs,max − ψs,min)dψs with i = T, EDL or F. (7.22)
The total integral capacitance Cint,T of the electrode can be written as Cint,T (ν) =
Cint,EDL(ν) + Cint,F (ν). Finally, the differential capacitance Cdiff,i (in µF cm
−2)
is expressed as [202],
Cdiff,i =
ji(ψs)
ν
with i = T, EDL or F. (7.23)
7.2.5 SPECS
7.2.5.1 SPECS fitting model
Combining Equations (7.3), (7.4), and (7.8), in absence of residual current (i.e.,
jr = 0 A m
−2), yields the total current response jST (t) in a planar (i.e., non-porous)
electrode for each potential step of the SPECS method [21,183],
jST (t) = j
S
EDL(t) + j
S
F (t) =
∆ψs
REDL
exp
(
− t
REDLCEDL
)
+ P1 exp (−P2t). (7.24)
Here, the last term on the right hand side corresponds to the 1st term of the
summation in Equation (7.8) that was retained since the higher terms were neg-
ligible [178], i.e.,
P1 = 2
∆QF
τd
Λ2
Λ2 + Λ+ b21
and P2 =
b21
τd
. (7.25)
The superscript “S” refers to the SPECS fitting model to differentiate from the
theoretical expressions of jEDL(t), jF (t), and jT (t) used in the numerical simula-
tions [Equations (D.10) and (D.11)] and from jMEDL(t), j
M
F (t), and j
M
T (t) deter-
mined from the MUSCA method [Equation (7.11)]. Equation (7.24) involves two
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time constant including (i) the EDL time constant τEDL which is relatively short
and accounts for fast EDL formation and (ii) the diffusion time constant τd which
is relatively long corresponding to slow diffusion process [20, 178].
7.2.5.2 Fitting procedure
The nonlinear least-square regression was used to fit jST (t) to the numerical predic-
tions of jT (t) obtained from the continuum MPNP model [203]. The four fitting
parameters REDL(ψs), CEDL(ψs), and P2(ψs) were positive and real numbers and
P1(ψs) was positive during charging and negative during discharging. They were
found for each potential ψs by minimizing the sum δ of the squared residuals for
a given potential step as,
δ =
ns∑
i=1
[
jT (ti)− jST (ti)
]2
. (7.26)
Note that providing reasonable initial estimates of the fitting parameters was
essential to find the global minimum of the objective function δ. Here, the initial
guesses of REDL and CEDL were respectively estimated as the internal resistance
Rs obtained from EIS [Equation (7.21)] and as the total integral capacitance
Cint,T obtained from CV [Equation (7.22)] simulations for the same electrode and
electrolyte properties and thicknesses.
7.3 Results and discussion
7.3.1 Electrochemical impedance spectroscopy
Figure 7.2 shows the numerically predicted Nyquist plots for the simulated pseu-
docapacitive electrode for bias potential ψdc = -0.03 and 0.03 V. The oscillating
potential amplitude was set as ψ0 = 5 mV and the frequency f varied between
0.1 and 8 × 108 Hz. Note that, for practical porous electrodes, f usually varies
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between 0.1 and 1 × 105 Hz. However, the present study considered only a 1D
planar electrode where relatively higher frequencies were required to capture the
physicochemical phenomena associated with high frequency oscillation. Note also
that the two semi-circles observed in the Nyquist plot were slightly depressed cor-
responding to the non-ideal capacitive behavior of the pseudocapacitive electrode
due to redox reactions [204]. Based on the physical interpretation established by
Mei et al. [190], the electrode resistance RP was found to be 2 Ω cm
2 corresponding
to the high-frequency intersection of the Nyquist plot with the Zre-axis [104,190].
In addition, the electrolyte resistance R∞ was 0.46 Ω cm2 corresponding to the
diameter of the semi-circle at high frequencies [104, 190]. Both RP and R∞ were
independent of bias potential ψdc. Moreover, the theoretical values of RP and
R∞ predicted by Equation (7.21) were 2 and 0.5 Ω cm2, respectively. The results
confirm that EIS can predict the theoretical values of RP and R∞ relatively accu-
rately. Finally, the internal resistance Rs is the summation of the electrode and
bulk electrolyte resistances such that Rs = RP + R∞ = 2.5 Ω cm2. Here, 2.5 Ω
cm2 was used as an initial guess for REDL in the fitting of the SPECS data, as
previously mentioned.
7.3.2 Cyclic voltammetry
Figure 7.3(a) plots the numerically predicted CV curves for the pseudocapacitive
electrode with potential window between ψs,min = −0.05 V and ψs,max = 0.85
V and scan rate ranging from ν = 0.1 to 5 V s−1. First, Figure 7.3(a) shows
that the overall shapes of numerically simulated CV curves were similar to those
experimentally measured for pseudocapacitive electrode consisting of nanocrystal
film of orthorhombic niobium pentoxide (T-Nb2O5) in 1 M LiClO4 in PC, as
previously discussed in Ref. [102]. Note that, unlike actual porous electrodes,
the simulated 1D planar electrode required relatively larger scan rates to exhibit
Li+ ion starvation and diffusion limitation [37]. Figure 7.3(a) also indicates that
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the CV curves featured redox peaks during both charging and discharging. In
addition, no significant drift with increasing scan rate was observed in these peaks
suggesting that the redox reactions were highly reversible.
Figure 7.3(b) shows the numerically simulated current densities jT , jEDL, and
jF versus potential ψs at oscillatory steady state for the pseudocapacitive electrode
with potential window between -0.05 V and 0.85 V at scan rate ν = 2.5 V s−1.
Figure 7.3(b) indicates that the pseudocapacitive electrode featured two distinct
regimes namely (i) a faradaic regime between -0.05 V and 0.25 V when jF (ψs) >
jEDL(ψs) and (ii) a capacitive (or EDL) regime between 0.25 V and 0.85 V when
jEDL(ψs) > jF (ψs). Note that the transition from faradaic to capacitive regime
occurred at a potential ranging from 0.22 to 0.36 V as the scan rate decreases
from 5 to 0.1 V s−1 (see Supplementary Materials).
The so-called b-value characterizes the power law evolution of the total current
jT (ψs) with respect to scan rate ν for a given potential ψs in cyclic voltammetry.
Figure 7.3(c) shows the b-value as a function of potential ψs calculated by the
least-squares method fitting jT (ψs) vs. ν obtained from Figure 7.3(a) to the
expression [161],
jT (ψs) = a(ψs) ν
b(ψs) (7.27)
where a(ψs) and b(ψs) are fitting parameters. The dip in the b-value around
ψs = 0.25 V corresponds to the transition between the capacitive and faradaic
regimes, as established by Girard et al. [161].
Figure 7.3(d) plots the EDL Cint,EDL, faradaic Cint,F , and total Cint,T integral
capacitances [Equation (7.22)] for the pseudocapacitive electrode as functions of
scan rate ν ranging from 0.1 to 5 V s−1. Here, Cint,EDL(ν) was independent of
scan rate corresponding to quasi-equilibrium conditions, as previously observed in
simulations of planar [187] and porous [205] electrodes. On the other hand, the
faradaic capacitance Cint,F (ν) decreased with increasing scan rate due to relatively
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slow Li+ intercalation in the electrode compared with fast EDL formation. Similar
behavior was observed experimentally for other pseudocapacitive electrodes [102,
206–208]. Finally, the average of Cint,T over the different scan rate was used as
initial guess for CEDL in the SPECS method, as previously discussed.
7.3.3 SPECS validation
Figure 7.4(a) shows the imposed potential as a function of time used in numerical
simulations of the SPECS method and consisting of a series of small potential
steps of ∆ψs = 0.02 V with equilibration time te = 0.2 s. Here also, the equi-
libration time te of the SPECS simulations was much smaller than that of the
actual measurements for porous pseudocapacitive electrodes [20, 21, 179]. This
was due to the fact that the charging/discharging processes reached equilibrium
much faster in the simulated planar electrode than in actual porous pseudocapac-
itive electrodes. To avoid discontinuity in the potential ψ(x, t) and the associated
numerical instabilities at the transition from one step to another, the potential
step was smoothed using a polynomial function with a continuous second order
derivative during a transition time tt = 50 µs, as illustrated in the inset of Figure
7.4(a).
Figure 7.4(b) plots the computed current density response jT (t) to the po-
tential steps of Figure 7.4(a) as a function of time. It also plots the numerically
predicted current densities due to EDL formation jEDL(t) [Equation (D.10)] and
faradaic reactions jF (t) [Equation (D.11)] such that jT (t) = jEDL(t)+jF (t). Here,
the current densities were recorded at each time step ∆t = 10 µs to provide suffi-
cient data points for the fitting procedure [184]. It is interesting to note that the
behavior of jT (t) simulated was remarkably similar to that measured experimen-
tally [20, 21,179].
Figure 7.5 plots the temporal evolution of the numerically predicted total
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Figure 7.3: (a) Numerically predicted CV curves for the simulated pseudocapaci-
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current density jT (t) [Equations (D.10) and (D.11)] and of the mathematically
fitted SPECS model jST [Equation (7.24)] for potential step ∆ψs = 0.02 V at
(a) ψs = 0.09 V and (b) ψs = 0.51 V. These values of potential were chosen to
fall in the faradaic and capacitive regimes, respectively. It is reassuring to note
that jST (t) obtained after fitting the SPECS simulations was in good agreement
with the simulated current jT (t) for both potential values. The insets display the
data in log scale to highlight the good agreement between jT (t) and j
S
T (t) over
a large temporal window. The results show that 95% of the SPECS model data
fell within ±0.2 A m−2 of the simulated current density confirming the quality of
the fit. However, good fitting between jT (t) and j
S
T (t) does not guarantee that
jEDL(t) and jF (t) are predicted accurately.
Figure 7.6 shows the simulated EDL jEDL(t) and faradaic jF (t) current densi-
ties as functions of time at (a) ψs = 0.09 V and (b) ψs = 0.51 V for ∆ψs = 0.02
V. It also plots the predictions of jSEDL [Equation (7.4)] and j
S
F [Equation (7.8)]
based on the parameters obtained by fitting jST (t) to jT (t). It is interesting to
note that both current densities jSEDL and j
S
F retrieved from the SPECS method
were in good agreement with the numerically computed current densities jEDL(t)
and jF (t) using Equations (D.10) and (D.11), respectively. In fact, the associated
maximum root-mean-square-error was ±0.2 A m−2 and ±0.1 A m−2, respectively.
At the beginning of each step, the current densities featured spikes due to fast
ion transport in response to the sudden potential step ∆ψs = 0.02 V. The spike
in jEDL(t) was always higher than that in jF (t). However, jEDL(t) decayed faster
than jF (t) corresponding to a shorter EDL time constant τEDL compared with
diffusion time constant τd since EDL formation/dissolution was much faster than
the redox reactions and Li+ intercalation.
Finally, note that the Cottrell relation [Equation (7.5)] was also used to fit
the total current density jT (t). Unfortunately, the results show a substantial
disagreement between jF (t) and j
S
F confirming that the Cottrell relation was not
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valid for long time (i.e., t >> τd) [178] (see Supplementary Materials).
7.3.4 SPECS parameters interpretation
Figure 7.7 plots the fitting parameters (a) REDL, (b) CEDL, (c) |P1|, and (d) P2 as
functions of imposed potential ψs for potential steps ∆ψs = 0.01, 0.02, and 0.04
V. First, Figure 7.7 establishes that the values of all fitting parameters during
charging were identical to that during discharging for a given potential step. In
addition, REDL, CEDL, |P1|, and P2 were nearly continuous functions of ψs and
consistent from one potential step to the next. They were also independent of
potential step ∆ψs except for |P1| increased with increasing ∆ψs. However, the
ratio P ∗1 = |P1|/∆ψs was independent of ∆ψs (see inset of Figure 7.7(c)). This
observation can be attributed to the fact that ∆QF was proportional to ∆ψs.
Figure 7.7(a) indicates that the resistance REDL was nearly independent of the
imposed potential ψs. In addition, its average value of R¯EDL = 2.86± 0.4 Ω cm2
was in satisfactory agreement with the internal resistance of the electrode (Rs =2.5
Ω cm2) theoretically predicted by Equation (7.21) and with the value retrieved
from EIS simulations (RP + R∞ = 2.45 Ω cm2). Here, the error associated with
R¯EDL corresponds to two standard deviations or 95% confidence interval estimated
by averaging REDL for ∆ψs = 0.02 V.
Figure 7.7(b) shows that CEDL decreased from 100 to 40 µF cm
−2 with imposed
potential ψs increasing from −0.05 to 0.85 V. The fitted capacitance CEDL was in
excellent agreement with the differential capacitance Cdiff,EDL [Equation (7.23)]
computed from CV simulations [Figure 7.3(b)]. In fact, during charging, the anion
concentration c2(t) increased due to EDL formation approaching its maximum
value c2,max = 1/NAa
3
2 = 5.52 mol L
−1 [209]. Then, the ion accumulation rate at
the electrode/electrolyte interface decreased with increasing imposed potential ψs.
As a result, the EDL current density jEDL also decreased with increasing imposed
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Figure 7.6: Numerically predicted EDL jEDL and faradaic jF current densities
along with their corresponding jSEDL and j
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potential ψs corresponding to the narrowing region observed in the CV curve
of jEDL at high potential [Figure 7.3(b)]. Note that Cdiff,EDL was independent
of scan rate ν (quasi-equilibrium regime). Finally, the averaged value of CEDL
over the entire potential window C¯EDL = 68 µF cm
−2 retrieved using the SPECS
method was in good agreement with the integral capacitance Cint,EDL = 65 µF
cm−2 predicted by CV simulation and independent of ν (Figure 7.3(d)).
Finally, Figures 7.7(c) and 7.7(d) indicate that |P1| and P2 were strongly de-
pendent on the charging/discharging regime. In fact, they decayed quickly with
increasing potential and reached zero around the transition potential ψs ' 0.25
V separating the faradaic from the capacitive regime. Indeed, |P1| is a function
of charges stored due to faradaic reaction contributions ∆QF which vanish in the
capacitive regime for ψs & 0.25 V. In addition, P2 is a function of the parameters
bn and of the diffusion time constant τd. Equation (7.6) establishes that τd is in-
dependent of potential. On the other hand, bn is a function of Λ [Equation (7.9)]
which strongly depends on the charge storage mechanism, as discussed earlier.
Thus, the value of P2 decreased as the charge storage mechanism varied from dif-
fusion controlled (i.e., Λ 1) in the faradaic regime to interfacial charge transfer
kinetics controlled (i.e., Λ  1) in the capacitive regime. These results provide
further evidence of the existence of the capacitive and faradaic regimes first eluci-
dated by Girard et al. [161]. It is also consistent with the physical interpretation
of the dip observed in the b-value [Figure 7.3(c)] [161,176].
7.3.5 MUSCA method
Figure 7.8(a) plots jEDL(ψs) and jF (ψs) computed numerically as well as jC(ψs)
and jD(ψs) obtained using the k1, k2 analysis on CV simulations versus potential
ψs for scan rate ν = 2.5 V s
−1 shown in Figure 7.3(b). It indicates that the shape of
jC(ψs) and jD(ψs) estimated by performing the k1, k2 analysis on the numerically
predicted CV curves were inconsistent with jEDL(ψs) and jF (ψs) predicted by
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the MPNP model. In other words, the k1, k2 analysis cannot distinguish between
contributions from EDL formation and faradaic reactions directly from CV curves
which suffer from ohmic polarization.
Figure 7.8(b) plots the calculated CV curves jMT (ψs) obtained from previ-
ous SPECS simulations [Figure 7.4(b)] and processed using the MUSCA method
[Equation (7.11)] for scan rate ν [Equation (7.12)] ranging from 0.1 to 5 V s−1.
Here, it is interesting to note that the redox peaks were almost aligned regardless of
the scan rate considered. In addition, the CV curves were more symmetric around
jMT = 0, compared with Figure 7.3(a). This confirmed that the effect of ohmic
polarization and residual current were minimized by allowing the current density
to fully decay to the equilibrium conditions. These results have also been observed
experimentally for Ti3C2Tx MXene electrode in 3 M H2SO4 electrolyte [23].
Moreover, the k1, k2 analysis was used to estimate the capacitive j
M
C and dif-
fusion jMD current density contributions to the total current density j
M
T corrected
using the MUSCA method. Figure 7.8(c) plots jMEDL(ψs), j
M
F (ψs), j
M
C , and j
M
D
obtained using the MUSCA method versus potential ψs for scan rate ν = 2.5 V
s−1. It shows that jMC and j
M
D were similar to j
M
EDL(t) and j
M
F (t) reconstructed
from the MUSCA method. The same results were observed for other scan rates
(see Supplementary Materials).
Finally, the integral capacitance can be defined by Equation (7.22) for all
currents predicted numerically (e.g., jEDL, jF ) or retrieved from the MUSCA
method [Equation (7.11)] (e.g., jMEDL, j
M
F ) or from the k1, k2 analysis (e.g., jC , jD,
jMC , j
M
D ) [Equation (7.2)]. Figure 7.8(d) plots, as functions of scan rate ν, the ratios
of (i) the integral capacitive capacitance to EDL capacitance Cint,C/Cint,EDL and
diffusive capacitance to faradaic capacitance Cint,D/Cint,F evaluated using the CV
curves obtained numerically [Figure 7.3(a)] and of (ii) the capacitive capacitance to
EDL capacitance CMint,C/C
M
int,EDL and diffusive capacitance to faradaic capacitance
CMint,D/C
M
int,F evaluated using the CV curves generated by the MUSCA method
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[Figure 7.8(b)]. It indicates that Cint,EDL and Cint,F were significantly different
from capacitive Cint,C and diffusive Cint,D capacitances estimated from the k1, k2
analysis directly from the CV curves. However, for all scan rates considered, the
capacitances CMint,C and C
M
int,D were respectively in good agreement with C
M
int,EDL
and CMint,F based on CV curves generated by the MUSCA method. Therefore, the
k1, k2 analysis provided good estimates of the EDL contribution (i.e., jC ' jEDL)
and faradaic reactions contribution (i.e., jD ' jF ) when it was applied to the CV
curves reconstructed using the MUSCA method.
Note that the present study considered planar electrodes while practical pseu-
docapacitive electrodes are porous. First, our simulations for planar electrodes
qualitatively reproduce experimental cyclic voltammogram for pseudocapacitive
electrodes. This indicates that the model accounts for the key physical phe-
nomena. The physical model discussed in the present study can be extended
to porous electrodes in three-dimensional simulations but at significant compu-
tational cost [205]. Alternatively, the present study could be used to develop
volume-averaged continuum models for porous electrode with some effective trans-
port properties. Also, note that the present physical model accounts for faradaic
current involving (i) surface redox reactions governed by the generalized Frumkin-
Butler-Volmer model and (ii) ion intercalation/deintercalation governed by Fick’s
law of diffusion. The two mechanisms were captured in the numerically simulated
jF which was successfully determined by the SPECS and MUSCA methods. Thus,
the SPECS and MUSCA methods apply to pseudocapacitive electrodes involving
fast surface redox and/or ion intercalation/deintercalation.
7.4 Chapter summary
In this chapter, the SPECS and MUSCA methods were theoretically and rigor-
ously validated using a continuous model based on the modified Poisson-Nernst-
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Figure 7.8: (a) jEDL(ψs), jF (ψs), jC(ψs), and jD(ψs) obtained using the k1, k2
analysis on CV simulations versus potential ψs for scan rate ν = 2.5 V s
−1.
(b) Reconstructed CV curves from SPECS simulations (Figure 7.4(b)) using the
MUSCA method for scan rate ranging from ν = 0.1 to 5 V s−1. (c) jMEDL(ψs),
jMF (ψs), j
M
C , and j
M
D obtained using the MUSCA method versus potential ψs
for scan rate ν = 2.5 V s−1. (d) Ratios of integral capacitances Cint,i/Cint,i as
functions of scan rate ν.
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Planck model coupled with Frumkin-Butler-Volmer theory. The model was solved
numerically to predict the current density response to a series of potential steps
across a realistic potential window so as to reproduce the SPECS method for a
1D planar pseudocapacitive electrode in three-electrode configuration. First, the
numerically predicted total current density jT was qualitatively similar to the
typical experimental measurements obtained from the SPECS method. More-
over, the capacitive and faradaic current densities estimated from the SPECS
fitting procedure were found to be in excellent agreement with those defined in
the continuum model and computed numerically. In addition, the internal resis-
tance Rs and the differential EDL capacitance Cdiff,EDL obtained from CV and
EIS simulations, respectively, were also in good agreement with those obtained
by the SPECS method to model the EDL current based on resistor and capacitor
in series. Moreover, the SPECS method was capable of identifying the faradaic
and capacitive (or EDL) regimes during charging via the fitting parameters used
to model the faradaic current. The results were consistent with the analysis of
the b-value obtained from CV curves at different scan rates. Finally, the MUSCA
method was found to successfully minimize the effect of ohmic polarization on CV
curves by correcting for the redox peak drift observed experimentally. In addition,
the capacitive and diffusive current densities retrieved from the k1, k2 analysis on
CV curves produced by the MUSCA method was in good agreement with EDL
and faradaic current densities reconstructed from the MUSCA method.
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CHAPTER 8
Conclusions and Future Work
8.1 Conclusions
The objectives of the study were to investigate (i) the effect of electrode con-
stituent materials, (ii) the effect of potential window on the heat generation in
the positive and negative electrodes of EDLC devices, and (iii) the thermal be-
havior associated with EDL formation/dissolution, redox reactions with interca-
lation/deintercalation, and fast surface redox reactions in pseudocapacitive elec-
trodes of hybrid supercapacitors, and to (iv) theoretically validate the use of the
SPECS and MUSCA methods and their corresponding analysis for distinguishing
the respective contributions of faradaic reactions and electrical double layer to
charge storage in pseudocapacitive electrodes.
The first three objectives were achieved by developing a new in operando
calorimeter. This calorimeter was able to measure separately the instantaneous
heat generation rates at each electrode of a two-electrode device. Heat genera-
tion measurements were first demonstrated on three EDLC devices consisting of
two identical activated carbon electrodes and different organic and aqueous elec-
trolytes under galvanostatic cycling. The total irreversible heat generation rates
measured in the entire EDLC cell were in excellent agreement with predictions for
Joule heating. The reversible heat generation rate Q˙rev,i(t) was significantly dif-
ferent at the positive and negative electrodes and was independent of cell polarity.
At the positive electrode, Q˙rev,+(t) was systematically exothermic during charging
and endothermic during discharging. By contrast, the reversible heat generation
rate Q˙rev,−(t) at the negative electrode was both exothermic and endothermic dur-
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ing either charging or discharging. In addition, ¯˙Qcrev,+ at the positive electrode was
proportional to the current I while ¯˙Qcrev,− at the negative electrode was systemat-
ically lower than ¯˙Qcrev,+ at the positive electrode and independent of the current
I. The difference in thermal behavior at the positive and negative electrodes was
assessed in Chapter 4 by investigating the effect of the electrode composition on
heat generation in EDLC devices consisting of two identical carbon-based elec-
trodes. For all devices investigated, the reversible heat generation rate in the
positive electrode was exothermic during charging and endothermic during dis-
charging. It was also significantly larger than that in the negative electrode of
the devices containing CMC binder. Indeed, in the negative electrode containing
CMC, the reversible heat generation rate featured both exothermic and endother-
mic processes during both charging and discharging [1]. However, in absence of
CMC from the electrode, the reversible heat generation rates at the positive and
negative electrodes were nearly identical. The asymmetric heating in presence
of CMC was attributed to the fact that anionic functional groups formed in the
electrodes and interacted with cations in the negative electrode. The latter was
charged first by anion desorption (endothermic) followed by cation adsorption
(exothermic) as the electrode potential increased. Such asymmetry in charging
mechanisms between the positive and negative electrodes explained the observed
asymmetry in heat generation.
Moreover, the in operando calorimeter was used to investigate the thermal be-
havior associated with two pseudocapacitive charge storage mechanisms of MoO2-
rGO (charged by Li+ intercalation) or MnO2-G (charged by fast surface redox
reactions). First, the total irreversible heat generation rates measured in the
pseudocapacitive electrodes exceeded Joule heating due to irreversible heat gener-
ation associated with redox reactions, polarization heating, and hysteresis in EDL
formation/dissolution. Finally, MoO2-rGO electrode in LiClO4 organic electrolyte
featured endothermic reversible heat generation during charging due to Li+ inter-
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calation into MoO2-rGO. This was confirmed by using an electrolyte with larger
cations, i.e., TBABF4 responsible for suppressing redox reactions and intercala-
tion. Also, MnO2-G electrode in aqueous Na2SO4 electrolyte featured endothermic
heat generation during charging due to non-spontaneous redox reactions.
The fourth objective was achieved in Chapter 7 using a continuous model
based on the modified Poisson-Nernst-Planck model coupled with Frumkin-Butler-
Volmer theory. The model was solved numerically to predict the current density
response to a series of potential steps across a realistic potential window so as to
reproduce the SPECS method for a 1D planar pseudocapacitive electrode in three-
electrode configuration. First, the numerically predicted total current density jT
was qualitatively similar to the typical experimental measurements obtained from
the SPECS method. Moreover, the capacitive and faradaic current densities esti-
mated from the SPECS fitting procedure were found to be in excellent agreement
with those defined in the continuum model and computed numerically. In ad-
dition, the internal resistance Rs and the differential EDL capacitance Cdiff,EDL
obtained from CV and EIS simulations, respectively, were also in good agreement
with those obtained by the SPECS method to model the EDL current based on
resistor and capacitor in series. Moreover, the SPECS method was capable of
identifying the faradaic and capacitive (or EDL) regimes during charging via the
fitting parameters used to model the faradaic current. The results were consis-
tent with the analysis of the b-value obtained from CV curves at different scan
rates. Finally, the MUSCA method was found to successfully minimize the effect
of ohmic polarization on CV curves by correcting for the redox peak drift ob-
served experimentally. In addition, the capacitive and diffusive current densities
retrieved from the k1, k2 analysis on CV curves produced by the MUSCA method
was in good agreement with EDL and faradaic current densities reconstructed
from the MUSCA method.
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8.2 Future work
8.2.1 Three-electrode configuration calorimeter
The in operando calorimeter developed in this study can measure the heat gen-
eration rate at each electrode separately. However, it can only measure the total
current and potential of the cell. Chapters 3 to 5 established that the heat gener-
ation rate was asymmetric in otherwise identical positive and negative electrodes
of EDLC cells. In addition, Chapter 6 indicated that the heat generation rate
at pseudocapacitive electrodes was greatly affected by the electrochemical process
taking place therein. Thus, providing the potential evolution across an individual
carbon-based or pseudocapacitive electrode along with heat generation measure-
ments will enable us to apply further electrochemical analysis such as k1, k2 for
CV measurements, the SPECS method, and the MUSCA method. This will im-
prove our understanding about the physicochemical phenomena associated with
EDL and faradaic currents.
8.2.2 Improve exiting electrochemical and thermal model
The existing thermal model for ECs based on first principles developed in our lab
[27,29] have been restricted to 1D geometries. However, our findings in Chapters
3 to 6 established that the morphologies of electrodes played a key role in the
physicochemical phenomena occurring at the electrodes including “overscreening”
effect and pores resistance. In addition, the current of EDL formation within pores
was ignored in the SPECS method [Chapter 7]. Thus, it is necessary to extend the
thermal models to account for realistic morphologies and/or porosity of electrodes.
This could account for (i) the non-uniform current density in electrode/electrolyte
interface for porous electrodes that may result in non-uniform local irreversible
Joule heating, (ii) “overscreening” effect, and (iii) pores resistance. Furthermore,
it would be beneficial to separate the redox pseudocapacitance mechanism (usually
148
observed in MnO2 electrodes) and intercalation pseudocapacitance mechanism
(commonly observed for MoS2 electrodes) in the numerical model to reproduce
quantitatively accurate experimental results.
149
APPENDIX A
Supplementary Materials for Chapter 3
A.1 Cold plate design
Figure A.1 shows the side and top views of the cold plates made of copper con-
sisting of (i) a 3 mm thick cover disk, (ii) an inlet and an outlet gates 12.7 mm
in diameter welded to (iii) a 25 mm thick and 120 mm in diameter hollowed
disk. Annular baﬄes were machined in the hollowed disk to distribute the coolant
evenly throughout the cold plate to ensure isothermal conditions on the outer
surfaces in contact with the electrochemical test section. A flow meter and valve
were installed before each cold plate inlet. Furthermore, T-type thermocouples
were placed at the center of each cold plate to monitor and maintain the same
temperature Tc in both cold plates by manually controlling their respective flow
rate.
A.2 Heat flux and heat generation rate relation
A.2.1 Schematic and assumptions
• Schematic: Figure A.2 shows the schematic of an electrode and its thermal
components.
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Figure A.1: Side and top views of the cold plates with relevant dimensions (all in
mm).
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Figure A.2: Schematic of the 1D transient heat transfer model with heat genera-
tion at the electrode.
• Assumptions:
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1. Constant properties, i.e., ρ, cp, and k.
2. The temperature variation at the surface of the electrode (y-z plane) can be
ignored [26,27].
3. Heat losses from the side faces are ignored.
A.2.2 Governing equations
Heat conduction equation for an electrode can be written as,
ρcp
∂T
∂t
=
[
∂
∂x
(
k
∂T
∂x
)
+
∂
∂y
(
k
∂T
∂y
)
+
∂
∂z
(
k
∂T
∂z
)]
+ q˙(x) (A.1)
where ρ, cp, and k are the effective density, specific heat, and thermal conductivity
of the electrode and q˙ is the volumetric heat generation rate in the electrode.
A.2.3 Boundary conditions
1. Insulated electrode surface at x = L (the separator works as insulator),
dT
dx
∣∣∣
x=L
= 0. (A.2)
2. Heat flux at x = 0 is given as,
q′′ =
dT
dx
∣∣∣
x=0
. (A.3)
A.2.4 Heat generation rate
Considering the assumption 1, 2, and 3, Equation (A.1) can be reduced as,
ρcp
∂T
∂t
= k
∂2T
∂x2
+ q˙(x) (A.4)
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Now, we can write Equation (A.4) at arbitrary time as,
k
d2T
dx2
+ q˙ = 0. (A.5)
By integrating Equation (A.5) and using the first boundary condition, Equation
(A.5) can be written as,
k
dT
dx
=
∫ L
x
q˙(x)dx (A.6)
Now, the heat flux q
′′
at the heat flux sensor/electrode interface can be written
as,
q
′′
= k
dT
dx
∣∣∣
x=0
=
∫ L
0
q˙(x)dx. (A.7)
To obtain the heat generation rate Q˙ (in mW) in the electrode, Equation (A.7)
was multiplied by the footprint area A of the electrode,
Q˙(t) = q
′′
A =
∆V (t)
S
A (A.8)
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A.3 Effect of cell polarization
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Figure A.3: (a) Irreversible heat generation rate ¯˙Qi and (b) time-averaged re-
versible heat generation rate ¯˙Qcrev,i over a charging step at Electrodes A and B
for Device 2 under galvanostatic cycling as functions of I2 and I, respectively,
for current I ranging between 2 and 6 mA for the initial and reverse EDLC cell
polarities.
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Figure A.4: (a) Irreversible heat generation rate ¯˙Qi and (b) time-averaged re-
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for Device 3 under galvanostatic cycling as functions of I2 and I, respectively,
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APPENDIX B
Supplementary Materials for Chapter 5
B.1 Irreversible heat generation rates
Figure B.1 plots the total time-averaged irreversible heat generation rate ¯˙Qirr,T
scaled by that due to Joule heating ¯˙QJ for (a) Device 1 and (b) Device 2 under
galvanostatic cycling as a function of potential window ∆ψs for current I ranging
between 2 and 5 mA.
B.2 Reversible heat generation rates
First, Q˙i(t) is the superposition of the total reversible heat generation rate and of
the irreversible heat generation rate due to Joule heating and phenomena namely
pore resistance Q˙pore,i(t) and reversible EDL formation Q˙rev,i(t) so that,
Q˙i(t) = Q˙rev,i(t) + Q˙irr,i(t) = Q˙rev,i(t) + Q˙J,i(t) + Q˙pore,i(t). (B.1)
Now, integration of Equation (B.1) over the duration of a charging and a dis-
charging steps yields, respectively,
∫
tc
Q˙i(t) dt =
∫
tc
Q˙rev,i(t) dt+
∫
tc
Q˙J,i(t) dt+
∫
tc
Q˙pore,i(t) dt (B.2)
and
∫
td
Q˙i(t) dt =
∫
td
Q˙rev,i(t) dt+
∫
td
Q˙J,i(t) dt+
∫
td
Q˙pore,i(t) dt. (B.3)
156
Taking advantage of the fact that the instantaneous Joule heating Q˙J,i(t) is inde-
pendent of time under constant current cycling, i.e.,
Q˙J,i(t) =
∫
tc
Q˙J,i(t) dt =
∫
td
Q˙J,i(t) dt. (B.4)
Then, subtracting Equation (B.3) from Equation (B.2) gives,
∫
tc
Q˙i(t) dt−
∫
td
Q˙i(t) dt =
∫
tc
Q˙rev,i(t) dt−
∫
td
Q˙rev,i(t) dt+
∫
tc
Q˙pore(t) dt−
− ∫
td
Q˙pore(t) dt. (B.5)
By definition of reversible heat generation, the amount of reversible heat generated
during charging is the opposite of that generated during discharging, i.e.,
∫
tc
Q˙rev,i(t) dt = −
∫
td
Q˙rev,i(t) dt (B.6)
Then, Equation (B.5) simplifies to
2
∫
tc
Q˙rev,i(t) dt =
∫
tc
Q˙i(t) dt−
∫
td
Q˙i(t) dt−
∫
tc
Q˙pore(t) dt+
∫
td
Q˙pore(t) dt. (B.7)
Unfortunately, determining the temporal evolution of Q˙pore(t) is not possible ex-
perimentally since it involves potential-dependent (time-dependent) pore resis-
tance Rpore and unknown current Ik flow throw it defined as [30],
Q˙pore(t) = Rpore(t) I
2
k . (B.8)
However, assuming Rpore is an arbitrary polynomial function of potential (time)
as,
Rpore = aψs + b (B.9)
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or
Rpore = at+ b (B.10)
since potential varies linearly with time and symmetric around the half-cycle time
for EDLCs under galvanostatic cycling. In addition, Figure B.2 indicates that the
Coulombic efficiency for all devices was nearly 100%, i.e, tc ' td ' tcd/2. Thus,
the amount of Q˙pore during charging equals that during discharging, i.e.,
∫
tc
Q˙pore(t) dt =
∫
tc
(at+ b)I2k dt '
∫
td
(at+ b)I2k dt =
∫
td
Q˙pore(t) dt. (B.11)
Substituting Equation (B.11) into Equation (B.7) results in,
2
∫
tc
Q˙rev,i(t) dt =
∫
tc
Q˙i(t) dt−
∫
td
Q˙i(t) dt. (B.12)
Adding and subtracting
∫
tc
Q˙i(t) dt on the right hand side of Equation (B.12)
gives,
2
∫
tc
Q˙rev,i(t) dt =
∫
tc
Q˙i(t) dt−
∫
td
Q˙i(t) dt+
∫
tc
Q˙i(t) dt−
∫
tc
Q˙i(t) dt. (B.13)
The second and fourth terms of the right hand side of Equation (B.13) correspond
to the integral of Q˙i(t) over an entire cycle tcd, i.e.,
∫
tcd
Q˙i(t) dt =
∫
tc
Q˙i(t) dt+
∫
td
Q˙i(t) dt. (B.14)
Then, Equation (B.13) can be expressed as,
2
∫
tc
Q˙rev,i(t) dt = 2
∫
tc
Q˙i(t) dt−
∫
tcd
Q˙i(t) dt. (B.15)
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Dividing Equation (B.15) by 2tc (' tcd) yields,
1
tc
∫
tc
Q˙rev,i(t) dt =
1
tc
∫
tc
Q˙i(t) dt− 1
tcd
∫
tcd
Q˙i(t) dt. (B.16)
Finally, identifying the last term of Equation (B.16) as the time-averaged irre-
versible heat generation rate ¯˙Qirr,i, Equation (B.16) can be written as,
¯˙Qcrev,i =
1
tc
∫
tc
Q˙i(t) dt− ¯˙Qirr,i. (B.17)
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Figure B.1: Total time-averaged irreversible heat generation rate ¯˙Qirr,T scaled by
that due to Joule heating ¯˙QJ for (a) Device 1 and (b) Device 2 under galvanostatic
cycling as a function of potential window ∆ψs for current I ranging between 2
and 5 mA.
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(a) Device 1 (Neat Pyr14TFSI)
(b) Device 2 (1 M Pyr14TFSI in PC)
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APPENDIX C
Supplementary Materials for Chapter 6
C.1 Reversible heat generation at the pseudocapacitive electrode
First, Q˙other,P(t) is the superposition of the total reversible heat generation rate
and of the irreversible heat generation rate due to phenomena other than Joule
heating so that,
Q˙other,P(t) = Q˙rev,P(t) + Q˙other,irr,P(t). (C.1)
Now, integration of Equation (C.1) over the duration of a charging and a dis-
charging steps yields, respectively,
∫
tc
Q˙other,P(t) dt =
∫
tc
Q˙rev,P(t) dt+
∫
tc
Q˙other,irr,P(t) dt (C.2)
and ∫
td
Q˙other,P(t) dt =
∫
td
Q˙rev,P(t) dt+
∫
td
Q˙other,irr,P(t) dt. (C.3)
Subtracting Equation (C.3) from Equation (C.2) gives,
∫
tc
Q˙other,P(t) dt−
∫
td
Q˙other,P(t) dt =
∫
tc
Q˙rev,P(t) dt−
∫
td
Q˙rev,P(t) dt+
+
∫
tc
Q˙other,irr,P(t) dt−
∫
td
Q˙other,irr,P(t) dt. (C.4)
By definition of reversible heat generation, the amount of reversible heat generated
during charging is the opposite of that generated during discharging, i.e.,
∫
tc
Q˙rev,P(t) dt = −
∫
td
Q˙rev,P(t) dt (C.5)
163
Then, Equation (C.4) simplifies to
2
∫
tc
Q˙rev,P(t) dt =
∫
tc
Q˙other,P(t) dt−
∫
td
Q˙other,P(t) dt
−
∫
tc
Q˙other,irr,P(t) dt+
∫
td
Q˙other,irr,P(t) dt.
(C.6)
Unfortunately, determining the temporal evolution of Q˙other,irr,P(t) is not possible
experimentally since it involves time-dependent polarization heating defined as
[29],
Q˙F (t) = η(t) IF (C.7)
where η(t) is the surface overpotential necessary to drive the redox reactions at
the electrode/electrolyte interface and IF is the faradaic current.
In the faradaic regime, the contribution of faradaic current dominates over
the contribution of EDL current at the pseudocapacitive electrodes [29]. Then,
IF can be assumed to be equal to the total current I imposed under galvanostatic
cycling. In addition, the overpotential η(t) has been shown to be nearly constant
in the faradaic regime with the same magnitude during charging and discharging
while its sign is identical to that of IF [29]. In addition, Figure C.1 indicates that
the coulombic efficiency for all devices was nearly 100%, i.e, tc ' td ' tcd/2. Thus,
in the faradaic regime, the amount of polarization heating during charging equals
that during discharging, i.e.,
∫
tc
Q˙F (t) dt =
∫
tc
η(t) IF dt '
∫
td
η(t) IF dt =
∫
td
Q˙F (t) dt. (C.8)
164
0 10 20 30 40 50 60 70 80 90 100
70
75
80
85
90
95
100
 Device 1
 Device 2
 Device 3
C
o
u
lo
m
b
ic
 e
ff
ic
ie
n
cy
 (
%
)
Cycle number, n
c
 
2 mA 3 mA 4 mA 5 mA 6 mA
Figure C.1: Coulombic efficiency of Devices 1 to 3 vs cycle number under gal-
vanostatic currents I = 2, 3, 4, 5, and 6 mA.
In the capacitive regime, η(t) can be expressed as [29],
dη
dt
=
H
0r
I (C.9)
where H, 0, and r are the Stern layer thickness, the vacuum permittivity, and
the dielectric constant of the electrolyte, respectively. Under constant current
cycling, η(t) varies linearly with time η(t) = H
0r
I t+C during both charging and
discharging, i.e,
∫
tc
Q˙F (t) dt =
∫
tc
H
0r
I2t dt '
∫
td
H
0r
I2t dt =
∫
td
Q˙F (t) dt (C.10)
The integrals involving the constant C canceled out and were ignored.
Overall, the contribution of polarization heating represented by Q˙F (t) is ex-
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pected to dominate in Q˙other,irr,P(t) for pseudocapacitive electrodes. Equations
(C.8) and (C.10) indicate that the time-averaged contributions of polarization
heating during charging and discharging are identical in both the faradaic and
capacitive regimes under constant current cycling. This is also true for Joule
heating. Extrapolating these observation to Q˙other,irr,P(t) yields,
∫
tc
Q˙other,irr,P(t) dt '
∫
td
Q˙other,irr,P(t)dt (C.11)
Substituting Equation (C.11) into Equation (C.6) results in,
2
∫
tc
Q˙rev,P(t) dt =
∫
tc
Q˙other,P(t) dt−
∫
td
Q˙other,P(t) dt. (C.12)
Adding and subtracting
∫
tc
Q˙other,P(t) dt on the right hand side of Equation (C.12)
gives,
2
∫
tc
Q˙rev,P(t) dt =
∫
tc
Q˙other,P(t) dt−
∫
td
Q˙other,P(t) dt
+
∫
tc
Q˙other,P(t) dt−
∫
tc
Q˙other,P(t) dt.
(C.13)
The second and fourth terms of the right hand side of Equation (C.13) correspond
to the integral of Q˙other,P(t) over an entire cycle tcd, i.e.,
∫
tcd
Q˙other,P(t) dt =
∫
tc
Q˙other,P(t) dt+
∫
td
Q˙other,P(t) dt. (C.14)
Then, Equation (C.13) can be expressed as,
2
∫
tc
Q˙rev,P(t) dt = 2
∫
tc
Q˙other,P(t) dt−
∫
tcd
Q˙other,P(t) dt. (C.15)
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Dividing Equation (C.15) by 2tc (' tcd) yields,
1
tc
∫
tc
Q˙rev,P(t) dt =
1
tc
∫
tc
Q˙other,P(t) dt− 1
tcd
∫
tcd
Q˙other,P(t) dt. (C.16)
Finally, identifying the last term of Equation (C.16) as the time-averaged irre-
versible heat generation other than Joule heating ¯˙Qother,irr,P, Equation (C.16) can
be written as,
¯˙Qcrev,P =
1
tc
∫
tc
Q˙other,P(t) dt− ¯˙Qother,irr,P. (C.17)
C.2 b-value
The so-called b-value characterizes the power law evolution of the total current
I(ψs) with respect to scan rate for a given potential ψs in cyclic voltammetry.
The b-value of Devices 1 and 3 was computed by the least-squares method from
the CV curves as [161],
I(ψs) = a(ψs) ν
b(ψs) (C.18)
where a(ψs) and b(ψs) are fitting parameters. Here, the b−value reported in Figure
C.2 was evaluated for the discharging half of CV curves.
167
1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1
0.5
0.6
0.7
0.8
0.9
1.0
1.1
b
-v
a
lu
e
Potential, 
s
(t) (V)
(a) (b)
(c) (d)
Device 1
Capacitive 
regime
Faradaic 
regime
0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1
0.5
0.6
0.7
0.8
0.9
1.0
1.1
b
-v
a
lu
e
Potential, 
s
(t) (V)
Device 3
10 15 20 25 30
0.3
1
10
 
s
 = 2.1 V
 
s
 = 1.9 V
 
s
 = 1.5 V
 
s
 = 1 V
 I
peak
C
u
rr
en
t,
 I
 (
m
A
)
Scan rate, v (mV/s)
Device 1
Device 3
10 15 20 25 30
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
 
s
 = 1 V
 
s
 = 0.9 V
 
s
 = 0.8 V
 
s
 = 0.7 V
 
s
 = 0.6 V
C
u
rr
en
t,
 I
 (
m
A
)
Scan rate, v (mV/s)
𝑏 = 0.68
𝑏 = 0.75
𝑏 = 0.88
𝑏 = 0.66𝑏 = 0.62
𝑏 = 0.99
𝑏 = 0.99
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168
C.3 Reversible heat generation rates at the activated carbon electrode
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Figure C.3: Instantaneous reversible heat generation rate Q˙rev,AC(t) as a function
of dimensionless time t/tcd for Devices 1, 2, and 3 for currents (a) I = 2 mA and
(b) I = 4 mA.
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C.4 Reversible heat generation rates at the pseudocapacitive elec-
trode
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Figure C.4: Instantaneous heat generation rate Q˙other,P(t) and corresponding po-
tential evolution ψs(t) at the pseudocapacitive electrodes of Devices 1, 2, and 3
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mA.
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APPENDIX D
Supplementary Materials for Chapter 7
D.1 Governing equations
The generalized modified Poisson-Nernst-Planck (GMPNP) model predicts the
time-dependent local potential ψ(x, t) and ion concentrations ci(x, t) in binary
and symmetric electrolytes accounting for finite ion size. The local electrical
potential ψ is governed by the Poisson equation [210]
∂
∂x
(
0r
∂ψ
∂x
)
=

0 for LP ≤ x < LP +H
eNA
N∑
i=1
zici for LP +H ≤ x ≤ L+ LP
(D.1)
The local concentrations ci(x, t) of ion species i (=1,2) in the diffuse layer are
governed by the generalized modified Nernst-Planck equation [211]
∂ci
∂t
=
∂Ni
∂x
for LP +H ≤ x ≤ L+ LP (D.2)
where Ni is the local flux of species i and is expressed as [211]
Ni = D
∂ci
∂x
+
ziFD
RuT
ci
∂ψ
∂x
+
Da3iNAci
1− 2NA
N∑
i=1
a3i ci
∂
∂x
(
N∑
i=1
ci
)
(D.3)
where F is the Faraday constant, Ru is the universal gas constant, NA is the
Avogadro constant and T is the temperature. Here, the first, second, third terms
on the right hand side of Equation (D.3) represent diffusion, electromigration
and steric repulsion, respectively [185, 212]. This model accounts for finite ion
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size and is applicable to cases with large electric potential and/or electrolyte
concentrations.
The local molar concentration of intercalated Li+ in the pseudocapacitive elec-
trode, denoted by c1,P (x, t), is governed by the mass diffusion equation given
by [201,213]
∂c1,P
∂t
=
∂
∂x
(
D1,P
∂c1,P
∂x
)
in the pseudocapacitive electrode (D.4)
where D1,P is the diffusion coefficient of intercalated lithium atoms in the pseu-
docapacitive electrode.
D.2 Initial and boundary conditions
In order to solve the 1-D governing Equations (D.1) to (D.3) for the time- and
space-dependent potential ψ(x, t) and ion concentrations ci(x, t), one needs one
initial condition and two boundary conditions for each variable. Zero electric
potential and uniform ion concentrations equal to the bulk concentrations c∞
were used as initial conditions for solving the MPNP model, i.e.
ψ(x, 0) = 0 and ci(x, 0) = c∞ (D.5)
The boundary condition at the reference electrode, located at x = LP +L, was
given by
ψ(LP + L, t) = 0 and ci(LP + L, t) = c∞. (D.6)
The boundary conditions at the current collector/electrode interface varied for
different simulations. Moreover, the electric potential and current density were
both continuous across the electrode/electrolyte interface, located at x = LP , so
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that
ψ(L−P , t) = ψ(L
+
P , t) and − σP
∂ψ
∂x
(L−P , t) = −0r
∂2ψ
∂x∂t
(L+P , t). (D.7)
The electric potential varied linearly across the Stern layer so that the electric
field at the planar Stern/diffuse layer interfaces, located at x = LP + H satisfied
[187,214]
∂ψ
∂x
(LP +H, t) =
ψ(LP )− ψ(LP +H)
H
. (D.8)
These boundary conditions accounted for the presence of the Stern layers without
explicitly simulating them in the computational domain thus reducing significantly
the number of mesh elements [214].
The current density at the pseudocapacitive electrode/electrolyte interface,
located at x = LP was equal to the sum of the capacitive jC(x, t) and faradaic jF (t)
current densities (in A/m2) at the Stern/diffuse interfaces, located at x = LP +H,
so that [187,200]
−σP ∂ψ
∂x
(LP , t) = jC(LP +H, t) + jF (LP +H, t). (D.9)
Here, jC(x, t) is the displacement current density due to the electric double layer
formation at the pseudocapacitive electrodes and defined as [199]
jC(x, t) = −0r ∂
2ψ
∂x∂t
(x, t). (D.10)
In addition, the faradaic current density jF (t) is typically described by the gen-
eralized Frumkin-Butler-Volmer model evaluated at the pseudocapacitive elec-
trode/electrolyte interface and expressed as [17]
jF (t) = jF,0(t)
{
exp
[
(1− α)z1Fη
RuT
]
− exp
[−αz1Fη
RuT
]}
(D.11)
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where η is the overpotential and the so-called exchange current density jF,0(t) can
be written as [200,201]
jF,0(t) = Fz1k0[c1(LP +H, t)]
1−α[c1,P,max − c1,P (LP , t)]α[c1,P (LP , t)]α (D.12)
where k0 is the reaction rate constant expressed in m
1+3αmol−αs−1.
The mass flux of Li exiting through the pseudocapacitive electrode/electrolyte
interface was related to the faradaic current density jF (t) based on stoichiometry
as
N1(LP +H, t) = −D1,P ∂c1,P
∂x
(LP , t) =
jF (t)
z1 F
. (D.13)
Finally, the pseudocapacitive electrode was impermeable to ClO−4 ions (i = 2)
so that
N2(LP +H, t) = 0 mol m
−2 s−1. (D.14)
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D.3 Results and discussions
D.3.1 Cyclic voltammetry
(a)
(b)
-0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
 = 0.1 V/s
 j
T
 j
EDL
 j
F
C
u
rr
en
t 
d
en
si
ty
, 
j i
(t
) 
(A
/m
2
)
Potential, 
s
(t) (V)
Faradaic 
regime
Capacitive 
regime
0.36 V
-0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
-24
-20
-16
-12
-8
-4
0
4
8
12
16
 = 5 V/s
 j
T
 j
EDL
 j
F
C
u
rr
en
t 
d
en
si
ty
, 
j i
(t
) 
(A
/m
2
)
Potential, 
s
(t) (V)
Faradaic 
regime
Capacitive 
regime
0.22 V
Figure D.1: Total jT , EDL jEDL, and faradaic jF current densities versus potential
ψs at scan rates (a) ν = 0.1 V/s and (b) ν = 5 V/s.
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D.3.2 Fitting using jSF (t) = Bt
−1/2
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Figure D.2: (a) Numerically predicted total current density jT and mathematically
fitted SPECS model jST for potential step ∆ψ = 0.02 V at ψs = −0.01 V (b)
Numerically predicted EDL jEDL and faradaic jF current densities along with
their corresponding jSEDL and j
S
F estimated by Equations (4) and (8), respectively.
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D.3.3 MUSCA method
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Figure D.3: Current densities jMEDL(ψs), j
M
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D obtained using the
MUSCA method versus potential ψs for scan rates (a) ν = 0.25 V/s and (b) ν = 5
V/s.
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