2 O. These line lists are prepared using empirically-determined energy levels, where available, to provide transition frequencies and high-quality ab initio dipole moment surfaces to provide transition intensities. The reliability of the predicted intensities is tested by computing multiple line lists and analyzing the stability of the results. The resulting intensities are expected to be accurate to a few percent for well-behaved, stable transitions. Complete T = 296 K line lists are provided for each species.
Introduction
Deuterated water makes a small, but not insignificant, contribution to the absorption of light by water in the Earth's atmosphere. In particular deuteration leads to large shifts in transition frequencies and therefore absorption by deuterated water often occurs in what are known as the water windows due to the absence of absorption by H 2 O. In addition HDO spectra have long been used on both the Earth [1] [2] [3] [4] [5] [6] [7] [8] [9] and other planets [10, 11] as a means to understand their climatic evolution. The increased relative abundance of deuterium on Venus leads to particularly strong HDO spectra [12] . HDO is also well known in cometary spectra [13, 14] .
Remote sensing of species such as deuterated water relies on access to comprehensive and reliable spectroscopic data. The 2012 release of HITRAN [15] contains partial line lists for 16 O, 17 O and 18 O isotopologues of HDO but, as shown below, these lists all contain significant omissions. The situation with the recent release of GEISA is similarly deficient for HD 17 O and HD 18 O [16] , but made extensive use of the recent dataset due to Mikhailenko et al. [17] with which we compare below. D 2 O is only present in trace quantities in the earth's atmosphere and, up until now, has not been included in HITRAN. However, the increased abundance of deuterium in planetary atmospheres such as that of Venus means that the abundance of D 2 O * Corresponding author.
E-mail address: j.tennyson@ucl.ac.uk (J. Tennyson).
should also be enhanced. Enhanced D 2 O has already been observed in the inner-region of low-mass protostars [18] and in the interstellar medium [19] . Recently D 2 O has also been detected in comets [20] .
Besides data stored in HITRAN and GEISA mentioned above, there are a number of other, more extensive line lists available for HDO [21, 22] , D 2 O [23, 24] or both [25, 26] . However none of these line lists have the accuracy generally expected of spectroscopic databases. This work presents new line lists for six isotopologues of water, namely HD 16 O, HD 17 O, HD 18 O, D 16 2 O, D 17 2 O and D 18 2 O, which are designed to have the accuracy obtained in high resolution spectroscopy experiments. These line lists combine the empirical energy levels derived by a recent IUPAC-sponsored task group [27] [28] [29] [30] [31] , with accurate ab initio transition intensities. The approach employed relies heavily on the work of Lodi and Tennyson [32] whose H 17 2 O and H 18 2 O line lists built in this fashion were adopted in the 2012 update of HITRAN and have subsequently been validated in experimental studies [33] ; see also the discussion in this issue by Birk et al. [34] . The aim of the present work is to present comprehensive line lists suitable for inclusion in spectroscopic data bases. We note that a similar parallel effort has been conducted for CO 2 [35] and its various isotopologues [36, 37] .
To ensure the best possible frequency predictions we have updated the IUPAC lists of empirical energy levels using up-to-date experimental sources. In particular, for the HD 17 O, HD 18 ter we give the theoretical methodology. Results are presented in Section 4 with our final, recommended line lists for each isotopologue given in the supplementary material.
Method
The absorption intensity of a transition, in units of cm/molecule, is given by the expression [38] I i f = 4 . 162034 × 10
where T is the temperature, c 2 is the second radiation constant, [39] as represented by two separate fits: the most complete fit LTP2011 and a fit with a reduced number of constants, LTP2011S, which is used to check for problems due to over-fitting [40, 41] . Since the non-Born-Oppenheimer correction to the DMS for water is known to be small [42, 43] , the DMS used here was computed assuming the Born-Oppenheimer approximation [39] . This means that the DMS should be equally valid for all isotopologues of water.
Wave functions and corresponding linestrengths were generated using the discrete variable representation (DVR) program suite DVR3D [44] . DVR3D uses an exact representation of the nuclear motion kinetic energy operator so that, within constraints of the Born-Oppenheimer approximation, any uncertainty in the wave functions is due to the potential energy surface (PES) used. As discussed below, two appropriate PES are employed for each system. In principle DVR3D also yields the upper and lower energy levels and hence the transition frequency for each transition. However, these are more accurately determined experimentally and so empirical data [27] [28] [29] [30] [31] , expanded by inclusion of the newly reported energy levels (see below), are used where ever possible.
At high accuracy, the uncertainty in the linestrength and hence the transition intensity is dominated by the quality of the DMS. However, experience shows that the wave functions can become poorly determined in the region of accidental resonances between nearby states of the same symmetry. In this situation the computed intensity, particularly of weak transitions, can be very sensitive to precise wave functions used and hence can depend strongly on the underlying PES. For this reason the Lodi-Tennyson procedure [32] involves computing four line lists using all combinations of two distinct PES and two DMS. A scatter factor, ρ, is obtained for each transition as the ratio between the strongest and weakest transition intensity. In the absence of any resonance interactions these scatter factors are close to unity. They become large in the region of a resonance, see Ref. [35] for an illustration of this. Transitions with a large scatter factor have intensities not well-determined by our theoretical procedure and their intensities should either be determined by alternative means or given a large uncertainty.
HD 16 O
The most abundant deuterated water species is HD 16 O so this isotopologue required the most extensive variational calculations. In initial studies on HD 16 O [45] , we used a fitted PES [46] and a high-quality ab initio one [47] . However this combination was found to give far too many (false) positives in identifying lines with unstable intensities. It was decided that the two PESs were simply too different from each other to be useful for this analysis; it was therefore necessary to compute new line lists based on improved PESs. A similar conclusion was drawn for the studies on CO 2 , another molecule with a lot of resonances, by Zak et al. [35] .
The base potential was the fitted HDO07 PES due to Yurchenko et al. [46] . However, to allow for higher lying levels this potential was adapted by combining with a less accurate, global PES. To do this we adopted a switching function of the form advocated by Varandas [48] .
The function f ( E ) changes monotonically from 1 to 0 around 25,0 0 0 cm −1 over a region of about 10 0 0 cm −1 . V low was the spectroscopically-determined PES of Yurchenko et al. [46] ; for V up we used a (less accurate) spectroscopically-determined PES constructed to treat highly excited states of HD 16 O up to 40 0 0 0 cm −1 using still to be published data from Boyarkin et al. [49] . Lower weights were used for the fit for levels between 250 0 0 and 40,0 0 0 cm −1 .
Using a purely ab initio surface for the second PES gave results which are two far away from the true answers (M.J. Downs, unpublished 2013). We therefore constructed a new global spectroscopically-determined PES by fitting to a combination of the IUPAC empirical energy levels augmented by the new states mentioned above. This potential is also in the form of Eq. (2) . The V low in this PES reproduced the observed energy levels 50% less accurately than the PES of Yurchenko et al. [46] making it highly suitable for use in a Lodi-Tennyson stability analysis.
Nuclear motion calculations were performed in Radau coordinates with 30 Gauss-Laguerre DVR points in each radial coordinate and 48 (associated)-Gauss-Legendre points in the angular coordinate. Basis set parameters were taken from Yurchenko et al. [46] . For each rotational state J , two Hamiltonian matrices were diagonalized of dimension 10 0 0 × (J + 1) and 10 0 0 × J , depending on their overall parity. Calculations were performed for J up to 23 but we limited our consideration of intensities to transitions below 20 0 0 0 cm −1 as our available DMS is not good enough to improve on the measured intensities at the highest frequencies [50] .
HD 17 O and HD 18 O
Isotopic abundance factors mean that only strong lines belonging to HD 17 O and HD 18 O are important for atmospheric studies. This raises less issues with unstable intensities. For these species line lists generated by Down [45] were used. These line lists used the HD 16 O fitted PES [46] as their basis and the high-quality ab initio CVRQD PES [47] for the second potential. Further details can be found in Down's PhD thesis [45] .
D 2 O
For D 2 O the base PES was that of Shirin et al. [24] O data) mass-independent (Born-Oppenheimer) PES plus adiabatic and non-adiabatic corrections [51] . This PES reproduced the same basket of empirical levels with an rms of 0.05 cm −1 .
For D 
New experimental data
Fourier transform spectra of the deuterated water enriched by 18 O were recorded between 2088 and 6300 cm −1 in Hefei. The spectra were measured with the Fourier-transform spectrometer (Bruker IFS 120 HR) equipped with a path length adjustable multipass cell. The experimental conditions in the different regions have been listed in Table 1 of Ref [52] . The line positions were calibrated using absorption lines of H 16 2 O and HD 16 O taken from the HITRAN 2012 database. The accuracy of the line positions of unblended and not-very-weak lines was estimated to be better than 0.0 0 04 cm −1 .
The O, about 20 0 0 of them are new. Full results of this study will be published elsewhere [53] . These newly measured data are used in the present analysis for validation, refinement and enlargement of the sets of experimental energy levels provided by the IUPAC project. Table 1 presents a summary of our results in comparison with the 2012 release of HITRAN which contained no data on D 2 O isotopologues. The data presented for our line lists in the table uses intensity cut-offs suggested for HITRAN 2016 [54] which includes an enhanced cut-off for D 2 O. The line lists are expected to be essentially complete at 296 K within this constraint. In practice constructing our line lists required initial consideration of more, generally weaker transitions. Results for each isotopologue are discussed in turn below.
Results

HD 16 O
The 2010 IUPAC study [28] derived a set of 8818 consistent experimental energy levels for HD 16 O based on processing of 54 712 observed RV transitions. Since then a number of studies have recorded HDO spectra using deuterated water samples [55] [56] [57] [58] . Very recently accurate measurements of the HD 16 O line positions and intensities in 100 -000 and 020 -000 and 010 -000 bands have been reported by Devi et al. [59, 60] . Weak HDO lines have also been observed in the natural water measurements using highsensitivity experimental set ups [61] [62] [63] . All these new HDO transitions together with earlier validated set [28] were used to enlarge and improve the experimental energy levels set following the MARVEL procedure elaborated in the IUPAC papers. A final set of 9519 accurate HD 16 O empirical energy levels were derived. Details of this study will be published [64] .
The line list computations gave 56 430 transitions between 0 and 19,940 cm −1 above the abundance-weighted intensity threshold of 10 −29 cm/molecule.
Our recommended line list was constructed by replacing the transition wavenumber using the differences between the empirically-determined upper and lower energy levels where possible. As a result, 54 937 line positions out of the total of 56 430 are based on experimental data. A further 1493 transitions whose frequencies were determined using the variational calculations were assigned approximate quantum number label based on the HDO reference list reported by Lavrentieva et al. [22] , which leaves only 63 unlabelled transitions. Fig. 1 presents an overview of our new HD 16 O line list.
The HDO system is characterized by many resonance interactions [65] . 10 476 out of 57 333, or 18% of the lines gave ρ ≥ 1 . 2 in our stability analysis. Although many of these transitions are probably still stable, these transitions were assigned HITRAN uncertainty code 3 ( ≥ 20%).
To check the quality of the line position and intensities, our recommended line list was compared both with original experimental measurements, and with the HITRAN 2012 and GEISA 2015 databases. The ratio between the very recent, accurate experimental transition intensities for the 100 -0 0 0 and 020 -0 0 0 bands in the 2560 -2850 cm −1 spectral region [60] and variational estimates is illustrated on Fig. 2 16 O variational line list [21] and with the HI-TRAN 2012 database, which used Toth's simulated intensities [66] , yields much worse RMSs of 12.4 and 20.2%, respectively. Fig. 3 presents a similar comparison of this work, HITRAN 2012 and VTT for the 257 high quality measured transition intensities for the 010 -0 0 0 band [59] for which the experimental uncertainty is stated to be ± 2%. RMSs of 4.1% for this work, 5.3% for VTT, and 6.4% for HITRAN 2012 are obtained after removing 7 outliers. Offsets of respectively about −2 and +4% from the observed data are obvious for our and the HITRAN 2012 intensities, which are again based on Toth's results [66] .
Our HD 16 O line list contains 56 430 lines and is more than 4 times larger than the 13 237 lines given in the HITRAN 2012 database; this represents an important increase and improvement of the coverage for HD 16 nearly perfect agreement in line positions with just a couple of dozen outliers. In contrast to line positions, the agreement for intensities is much poorer. The intensity ratio between GEISA and our newly calculated intensities is illustrated in Fig. 4 . Large distortions of the intensity ratio up to tens and even hundreds percent were encountered. Inspection of the situation shows that these large discrepancies mostly concern comparison with older GEISA data simulated using an effective Hamiltonian approach. The variational VTT line list [21] is recognized to be the most accurate variational calculation for HD 16 O reported so far. It has been used, for example, to study the HDO composition in atmospheres of Earth [67] and other planets [22] . It is therefore useful to compare the intensities given by VTT with those of our new line list. Fig. 5 shows the intensity ratio for HD 16 O transitions from VTT and those reported here. It can be seen that the intensity ratios are vibrationally dependent. The most prominent disagreements, up to hundreds of percent, are found for the 100 -000 band which is highlighted on Fig. 5 . Some systematic deviations for the strongest intensities were found also for the 010 -0 0 0 and 0 0 0 -0 0 0 bands, which are also highlighted. We suggest that these deviations reflect residual problems with the VTT line list.
Finally, Fig. 6 
HD 18 O
Since publication of the IUPAC study [28] in 2010 where validated transitions and energy levels for the HD 16 O, HD 18 O, and HD 17 O were reported, a large number of new data on RV transitions of these molecules have appeared. An update of the IUPAC data will be released soon [64] ; below we employ a preliminary version of these empirical energy levels. [57] 983 6092-6925 13LeMiMoKa [63] 234 6092-6598 12OuReMiTh [69] 923 1069-1863 14LiNaKaCa [56] 1328 5860-6802 16YuPeDrMi [70] 105 15-162 16MiLeKaMo [71] 498 6038-6666 17VaNaScBy [53] 9185 2105-6300
The new data sources used to update the HD 18 O RV levels beyond those reported in the IUPAC study [28] are given in Table 2 . In total, 28 787 transitions, corresponding to 17 262 unique transitions, were validated between 0 and 12,0 0 0 cm −1 . This should be compared to 8729 (7191 unique) transitions reported for HD 18 O in the IUPAC study. Fig. 7 illustrates the HD 18 O transitions whose frequencies could be empirically determined using the previous IU-PAC study and by our present study.
A set of 3628 energy levels was derived from the updated set of HD 18 O transitions following the MARVEL procedure [72, 73] , while only 1895 energy levels were determined in the IUPAC study [28] . Reasonable vibrational and rotational quantum numbers were assigned to all experimental energy levels based on the extensive calculations within the effective Hamiltonian (EH) approach [74] . These energy levels combined with line intensities available from recent variational calculations were then used to generate the accurate and detailed "empirical" absorption list of HD 18 O consisting of about 102 0 0 0 lines between 0 and 12,110 cm −1 with intensities greater than 10 −27 cm/molecule for 100% isotopic abundance. The position accuracy estimate is given for every transition obtained as square root of sum of squared uncertainties of the upper and lower energy level provided by the MARVEL procedure. Details of the EH empirical list construction will be published separately, and can partly be found in Ref. [75] .
To prepare the resulting absorption list in HITRAN format, the total variational list was then cut in accordance with the HD 18 O natural abundance weighted intensity threshold. This gave a set of 10 664 transitions between 0 and 10 730 cm −1 . Comparison of this set with the list of empirical transitions allows the variational line positions to be replaced by an empirically derived one for all but 152 transitions which lie between 80-650 and 10,460-10,730 cm −1 . Fig. 8 illustrates the number of empirical and pure variational transitions accepted in the resulting list for HD 18 O molecule.
An RMS deviation between the experimental and variational energy levels was found to be of 0.04 cm −1 , while the largest absolute deviation is 0.14 cm −1 , as illustrated by Fig. 9 . As the pure variational line positions lie inside spectral regions containing the empirically-determined transition frequencies (see Fig. 8 ), it can be supposed that the accuracy of 152 yet to be observed varia- It is much more difficult to estimate the accuracy of variational intensities used in the resulting list. However, the Lodi-Tennyson procedure [32] allows one to identify unstable calculated intensities. Those intensities which had a scatter factor ρ larger than 2 were deemed as unstable. An analysis of the unstable intensities shows that they are mostly caused by the inaccuracy in the determination of the corresponding wave functions in case of two RV transitions coming on the upper energy levels in close resonance. Then, the inaccuracy of the PES used is responsible for the unstable intensities. As has already been noted [65, 76] , distortions up to 3 orders of magnitude between the observed and calculated variational intensities can be encountered in cases of intensity borrowing between the strong and weak transition.
For HD 18 O, only 105 lines (about 1%) of the total 10 664 have ρ > 2; a HITRAN accuracy code "4" (10-20%) is assigned for intensities in this case, while the other transition intensities were estimated to be accurate within 2-5% (code "6") which represents a rather cautious choice given the accuracy of typical variational calculations for water performed using a high accuracy DMS [34] . HITRAN 2012 [15] contains only 1611 HD 18 O transitions which all lie between 0 and 3825 cm −1 . Below 333 cm −1 these transitions came from the JPL database [77] and involve the 0 0 0-0 0 0 and 010-010 pure rotational bands. Above 1179 cm −1 they came from Toth's empirical SISAM database [66] and comprised the ν 1 , ν 2 and ν 3 fundamental bands. Comparison between our list and Toth's data is quite satisfactory: an RMS of only 0.0 0 0 018 cm −1 for line positions and an average intensity ratio of 0.97 for 659 lines.
A more extensive comparison can be made between our HD 18 O line list and the recent 2015 release of GEISA [16] . The new HD 18 O line list contained in GEISA 2015 was constructed as follows. The 204 highly accurate experimental microwave and far infrared lines from Johns [78] and Steenbeckeliers, as given by Lovas [79] , were used in the 0-200 cm −1 region. The positions of the other lines were derived from the experimental energy levels obtained in Refs. [53, 55, 68, 80] , while all intensities are given by variationallycalculated values based on Schwenke and Partridge (SP) potential and dipole moment surfaces [25, 40] as computed by Tashkun (see www.spectra.iao.ru). In total, GEISA 2015 includes 9760 transitions of HD 18 O.
The HD 18 [70] and those from this work and GEISA 2015 [16] . Fig. 11 . The intensity ratio between variational intensities for HD 18 O reported here and those from GEISA 2015 [16] . 0.001 cm −1 , provided that 27 outliers between 0.03 and 0.75 cm −1 are excluded. However, the highly accurate line positions from the recent far infrared study of Yu et al. [70] disagree with those adopted in GEISA 2015 by significantly more than the declared uncertainty of 1 × 10 −6 − 6 × 10 −6 cm −1 , with an RMS deviation of 0.0 0 018 cm −1 . Conversely, the match with our line positions is perfect, see Fig. 10 .
As all the HD 18 O transition intensities in GEISA 2015 database originate from variational calculation of Partridge and Schwenke, then comparison with our values reduces to comparison of two calculated variational data sets. However, as it is obvious from [34, 81, 82] suggest that for transitions which are identified as stable, our variational procedure should give intensities within 10% even for troublesome bands.
HD 17 O
The HD 17 O data set validated by the IUPAC study [28] was very limited; it consisted of 483 (442 unique) transitions between 0 and 1674 cm −1 belonging to the pure rotational 0 0 0-0 0 0 band and the ν 2 fundamental band. Our set of HD 17 O transitions was consider- [55] 726 6120-8709 15MeMiTy [84] 184 323-521 14LiNaKaCa [56] 171 6085-6799 16MiLeKaMo [71] 498 6038-6666 17VaNaScBy [53] 2210 2509-6297 ably enlarged by involving the new data from eight sources listed in Table 3 . In total, the new set includes 6077 transitions (4933 unique) spanning the 0-8709 cm −1 spectral region. A comparison between the previously reported [28] and our newly processed data is shown in Fig. 12 . The total number of the energy levels derived is 1620, which is ten times larger than the 162 energy levels for the 0 0 0 and 010 vibrational states reported previously. An empirical line list was constructed from the experimental energy levels and intensities provided by the variational calculation in the 0-8899 cm −1 spectral region consisting of 46 964 transitions stronger than 10 −28 cm/molecule for 100% HD 17 O.
Similar to HD 18 O, four variational lists were computed and used to identify unstable transitions. These lists were cut in accordance with natural isotopic abundance, and the standard HITRAN 296K intensity threshold. The resulting line list consists of 6366 transitions between 0 and 10 703 cm −1 . Inspection of ρ for each transition led to the identification of 69 (1.1%) transitions whose intensities are unstable, for which the HITRAN accuracy codes for the intensities were chosen between "2" and "5" in accordance with the value of ρ. For the majority of transitions the intensity accuracy code "6" i.e. 2-5% is selected.
The frequencies in the best variational line list were changed to empirical ones for majority of transitions leaving only 585 transitions with variational positions. The composition of the resulting HD 17 O list is illustrated on Fig. 13 . As for HD 18 O, the HITRAN accuracy code for empirical position was determined as square root of sum of squared uncertainties of the upper and lower energy level provided by the MARVEL procedure.
The experimental energy levels involved in the final transition list and the variational data show an RMS deviation of 0.054 cm −1 and a maximum deviation of 0.21 cm −1 for the 1177 energy levels involved. We can then assume that the accuracy of pure variational Unlike HDO, the IUPAC study [30] achieved a rather thorough coverage of the D 16 2 O energy levels of interest to us here; in part this is due to the large number of transitions assigned in spectra of hot D 2 O [85] [86] [87] .The experimental energy levels reported by Serdyukov et al. [88] were used to improve the variational positions above 10,0 0 0 cm −1 . As a result it was only necessary to use 200 lines with ab initio frequencies out of a total of 23 195 included in our final line list. Given the accuracy of the underlying spectroscopically-determined PES used to generate these lines, we would estimate their predicted frequencies to be accurate to about 0.04 cm −1 , giving them a HITRAN uncertainty code of "2". Uncertainties in the other line frequencies were based on the MARVEL uncertainties of the upper and lower energy levels. For levels only characterized by hot emission spectra these uncertainties can be relatively large. Fig. 15 presents a summary of our recommended D 16 2 O line list.
The scatter factor considers all line with ρ > 1.2 as less reliable.
Since there is no ready data to replace the intensities for these lines, they were retained but given a HITRAN uncertainty code 3 ( ≥ 20%). We note that use of this low value of ρ is extremely conservative. However, this only gave 1080 unstable lines out of the total 23 915 or about 4.6 %. This low number of even marginally unstable lines is the basis on which it was deemed that the much smaller number, and hence inherently much stronger, [53] on these species result in the assignment of transitions to a large number of previously uncharacterized energy levels. As can be seen from Fig. 16 , these new data allow the frequencies of transitions within several new bands to be obtained empirically for the first time.
Use of these new data sources meant that it was possible to get empirical frequencies for a high proportion of the transitions. This meant that for 692 line positions out 2202 for D 17 2 O and 100 out of 3823 for D 18 2 O are estimated from the variational calculations. The predicted frequencies have an estimated accuracy of about 0.04 cm −1 , giving them a HITRAN uncertainty code of "2". This figure is in line with the RMS which the calculations reproduce the observed transitions for these species. Fig. 16 presents a 
Further comparisons
Recently Mikhailenko et al. [17] presented a detailed database of water isotopologue line positions and intensities covering 5850-8341 cm −1 , based on a combination of experimental studies and variational calculations. In this section we compare our recommendations with theirs.
Overall there is very good agreement in positions between us and Mikhailenko et al.. For HD 16 O, the empirical line positions reported by them give an RMS difference of only 0 0 077 cm −1 compared to ours once 4% of the lines, which are the largest outliers, are excluded. Over half, about 240, of these excluded HD 16 Of 11,018 HD 16 O lines given by Mikhailenko et al. [17] , experimental intensities are provided for 4958 transitions, the other intensity values were based calculations due to Schwenke and Partridge (SP) [40] . These calculations have been well-used but can no longer be regarded as state-of-the-art. The empirical set of intensities includes 1180 values taken from Toth's SISAM database [66] which are based on Fourier transform spectroscopy (FTS) measurements of deuterium-enriched samples between 6131 and 7515 cm −1 . A further 3778 transition intensities, for lines between 5895 and 8330 cm −1 , were derived from a series of cavity ring-down spectroscopy (CRDS) measurements of natural wa- ter [61] [62] [63] 89, 90] . The CRDS HDO transitions are, mostly, weak and very weak, and the measured intensities do not appear to be highly accurate. Fig. 17 displays the intensity ratio between our recommended intensities and the empirical values included in Mikhailenko et al.'s line list. A RMS of 7.5% is obtained for comparison of our and Toth's intensities once about 7% of the largest outliers are dropped. Our intensities exceed Toth's by about 8%, this is also true for SP [40] and VTT [21] calculated intensities. These difference are in line with comparisons with SISAM data for the main isotopologue [91] which are the main reason that SISAM intensity data is no longer used in HITRAN. Much worse is the comparison with the CRDS intensities; these have an RMS difference of 20% once the 10% largest outliers are removed. As could be anticipated, the comparison between the SP intensities adopted by Mikhailenko et al. our calculated set is much better with RMS of 4.5% for best matched 95% of the 5946 lines we compared. This figure is still larger than our average uncertainty for these lines.
We note the large and erratic dispersions in the intensity ratios between our variational calculations and the CRDS experimental intensities, and note the general agreement between our and previous calculated intensities. We suggest that this problem may be due to insufficiently accuracy of the experimental data rather than issues with the calculations. Experience with use of variational calculations to give accurate intensities has shown that for accurate experimental data and problematic computed intensities the dependence of the I obs / I calc ratio on vibrational and rotational quantum numbers generally behaves in a regular fashion [34] . The HDO line intensities sets reported by Mikhailenko et al. . represent either a mixture of the experimental (including low accuracy) data with SP variational calculated values (their dataset SM 1 ) or pure variational SP or VTT values dataset (SM 2 ). We believe that our intensities represent an improvement in accuracy compared to the older SP and VTT simulations. This is confirmed by comparisons with the accurate experimental data performed in this study and elsewhere [34, 39, 82] . Our intensities set is also more consistent compared to the mixture of experimental and calculated data proposed by Mikhailenko et al.
Conclusion
In this paper we present comprehensive line lists for deuterated isotopologues of water constructed based on the use of frequencies derived from empirically-determined energy levels, where available, and ab initio transition intensities. These line lists have the virtue of being complete for the intensity cutoffs specified at 
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JID: JQSRT [m5G; June 29, 2017; 18:16 ] 296 K. We also believe that in nearly all cases they represent the best available data for these isotopologues; the exception being the cases where there are direct, high accuracy measurements of individual lines. We therefore recommend that these line lists be used as the basis of deuterated water data in future releases of atmospheric databases.
Of course the process of constructing line lists is one of continuous improvement. Work on improving and extending the list of empirical energy levels for water using the MARVEL procedure is ongoing [64] . Furthermore, recent comparisons with high quality experiments for H 2 O [34] have suggested areas where the ab initio intensity predictions should be further improved. Work in this direction is currently underway. Finally, improvements in the model, and in particular the potential energy surface, used to compute vibration-rotation wave functions will reduce problems with unstable transition intensities are due poorly treated resonance interactions; this will allow a greater proportion of the transition intensities to be computed reliably ab initio .
This work, when combined with the previous study by Lodi and Tennyson [32] 
