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A SHAPE CALCULUS APPROACH FOR TIME HARMONIC SOLID–FLUID
INTERACTION PROBLEM IN STOCHASTIC DOMAINS
DEBOPRIYA MUKHERJEE AND THANH TRAN
Abstract. The present paper deals with the interior solid-fluid interaction problem in har-
monic regime with randomly perturbed boundaries. Analysis of the shape derivative and shape
Hessian of vector- and tensor-valued functions is provided. Moments of the random solutions
are approximated by those of the shape derivative and shape Hessian, and the approximations
are of third order accuracy in terms of the size of the boundary perturbation. Our theoretical
results are supported by an analytical example on a square domain.
Keywords and phrases: solid–fluid interaction; stochastic domain; shape derivative; shape
Hessian.
1. Introduction
In this paper, we consider the time harmonic forced vibrations of an elastic solid encircling in
its interior an inviscid compressible fluid with randomly located boundaries. Since the domain
and its perturbed boundaries are stochastic, the solution depends on the ‘random event’ ω and
the parameter ε ≥ 0 controlling the amplitude of the perturbation. The usual approach to
generate a large number N of ‘sample’ domains and to solve the deterministic boundary value
problem on each sample is overpriced. To overcome this costly computation, we approximate
the moments of the solution by those of its shape derivative and shape Hessian, as has been
done for other simpler models; see [12, 25, 26]. The problem considered in this article is much
more complex involving vector-valued functions and tensors which requires careful analysis.
Over the past few years, the solid–fluid interaction problems gain much attention due to
its applications in different engineering fields [11, 16, 35], magneto-hydrodynamic flows [24],
electro-hydrodynamics [29], etc. The model problem is represented by a vector–valued equation
describing time harmonic elastodynamic equations in the solid domain and the Helmholtz equa-
tion in the fluid region. On the common boundary the two systems are coupled via adequate
transmission conditions.
It is well known that mathematical models are approximations of physical phenomena. Most
often, the base model is too complicated or the scales are too disparate to include all the
parameters successfully. The neglected parameters are often replaced by some randomness in
the deterministic model. In this way, loadings, coefficients and the underlying domains are
considered as stochastic input parameters. In the present article, we focus on randomness
in the domains. The authors of [25, 26] exploit shape calculus tools to compute statistical
moments of the random solutions of elliptic boundary value problems on uncertain domains.
The authors of [12] use the same tool to solve elliptic transmission problems in unbounded
stochastic domains. They also provide rigorous derivation and properties of shape derivatives.
Shape calculus tools involving the computation of shape derivative and shape Hessian (known
as the so-called material derivative approach of continuum mechanics) is studied in the books
[27, 36] in the deterministic framework. There is a growing literature rationalized to shape opti-
mization problems in estimating the first and second order shape derivatives in the deterministic
setup. For a quick survey we refer to, for example, [3, 15, 37].
Authors in [14] have derived asymptotic expansions of the first moments of the distribution
of the output functional considered on a random domain through a boundary value problem.
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Computation and use of second order derivative for vector valued states in the context of
linear elasticity goes back to the works of Murat and Simon. Application of shape optimization
methods in fluid mechanics in determinitic set-up is well-known in the literature; see, for example
[4] for the Stokes equations with both Dirichlet and Neumann boundary conditions, [10] for
stationary Navier-Stokes equations with non-homogeneous Dirichlet boundary conditions, [28]
for transmission boundary value problem.
The solid–fluid interaction problems have been studied by Estecahandy and her co-authors in
a nice series of works in deterministic set-up. To be more specific, we refer to [5] (Discontinuous
Galerkin based approach for higher-order polynomial-shape functions with the high frequency
propagation regime) and [6] (finite element method approach to the Lipschitz continuous polyg-
onal domains) and references therein.
In this article, we develop a precise mathematical theory for computing the statistics of the
solution of the solid-fluid interaction problem with randomly perturbed boundaries. Our main
contribution in this article is the derivation of the second order shape Taylor expansion of
vector-valued and tensor-valued functions. The results are presented in Theorem 4.3 (material
derivative), Theorem 4.4 (shape derivative) and Theorem 4.5 (shape Hessian). As a consequence,
we obtain the stochastic shape Taylor expansion for the moments of the solution (Theorem 4.6).
To the best of our knowledge, this current work appears to be the first systematic treatment
of second order shape calculus for vector-valued and tensor-valued functions which form the
solution of the solid–fluid interaction problem under consideration.
In order to apply shape calculus to our particular model problem (the solid-fluid problem)
a technical issue requires us to study the spectrum of the solution operator of the problem
(Proposition 3.2). This result, another contribution of the paper, has its own interest.
Let us briefly describe the content of this paper. Section 2 deals with the description of the
model problem with perturbed random boundaries and details of the function spaces involved
during the course of analysis. Section 3 consists of the spectral properties of the solution
operator. Section 4 contains details of first and second order shape calculus. It also shows the
approximation of the solution moments with those of its shape derivatives. Section 5 provides
an analytical example on a square domain perturbed by a uniform distribution. This example
illustrates the accuracy of the approximation. Finally in the Appendix we recollect some basic
definitions of tensors and their properties, present some technical lemmas, and recall elementary
concepts of material and shape derivatives.
In the paper, C stands for (with or without subscripts) a generic constant independent of
the discretization parameter and the wave number. These constants may take different values
at different places.
2. Time harmonic solid–fluid interaction problem on perturbed domain
In this section we describe the problem and provide preliminaries for the forth-coming anal-
ysis.
2.1. Statistical moments. Throughout this paper, we denote by (U,U ,P) a generic complete
probability space. Let D be a bounded domain in R3 with boundary ∂D of class Ck, k ≥ 2.
Definition 2.1. For a random field v ∈ Lk(U,D), its k-order moment Mk[v] is an element of
D(k) defined by
Mk[v] :=
∫
Ω
(
v(ω)⊗ · · · ⊗ v(ω)︸ ︷︷ ︸
k-times
)
dP(ω).
In the case k = 1, the statistical momentM1[v] is same as the mean value of v and is denoted
by E[v]. If k ≥ 2, the statistical momentMk[v] is known as the k-point autocorrelation function
of v. The quantity Mk[v − E[v]] is termed the k-th central moment of v. In particular, the
second order moments: the correlation and covariance are defined by
Cor[v] :=M2[v] and Cov[v] :=M2[v − E[v]]. (2.1)
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2.2. Representation of random interfaces. Let us consider a solid body represented by a
C2 domain ØS ⊂ R
d, d = 2, 3, with ∂ØS = ΓD ∪ ΓN ∪ ΣC , where ΓD, ΓN, and ΣC are disjoint
parts of ∂ØS. We assume that the solid structure is fixed at ΓD 6= ∅ and free of stress on ΓN.
The solid interacts through the interface ΣC with a homogeneous, inviscid and compressible
fluid occupying a bounded domain ØF. The boundary ∂ØF of the fluid domain is ΣC . We
denote by nS ( nF respectively) the outward-pointing unit normal vector to the boundary ∂ØS
(∂ØF respectively) of the fluid-solid domain Ø := ØS ∪ ØF; see Figure 1. It can be observed
that on ΣC , one has nS = −nF. For more details about the model problem, we refer to [19, 32]
and the references cited therein.
Following [12] and the references therein, we present the random domain. Suppose κ ∈
Lk(U, C2,1(∂ØS)) is a random field. For some sufficiently small value ε ≥ 0, we consider a
family of random interfaces of the form
∂ØεS(ω) = {x+ εκ(x, ω)n(x) : x ∈ ∂ØS}, ω ∈ U, (2.2)
where n is given by
n =
{
nF on ΣC ,
nS on ΓD ∪ ΓN.
Here, the randomness of the surfaces ∂ØεS(ω) is represented by the randomness in κ(·, ω). We
observe that the interface ∂ØεS(ω)|ε=0 coincides with ∂ØS and therefore is a deterministic closed
manifold. If we identify ∂ØεS and ∂ØS with the functions defining their graphs, then
‖∂ØεS − ∂ØS‖Lk(U,C2,1) ≤ ε‖κ‖Lk(U,C2,1(∂ØS))‖n‖C2,1(∂ØS).
We will specify the required smoothness assumptions on κ in shape calculus in Section 4.
From (2.2) we observe that the mean random interface is represented by
E[∂ØεS] =
{
x+ εE[κ(x, ·)]n(x), x ∈ ∂ØS
}
.
Without loss of generality, we may assume that the random perturbation amplitude κ(x, ω) is
centred, i.e.,
E[κ(x, ·)] = 0 ∀x ∈ ∂ØS. (2.3)
In this case
E[∂ØεS] = ∂ØS and Cov[κ](x, y) = Cor[κ](x, y).
Figure 1. Solid domain ØS and fluid domain ØF
2.3. Model problem. For some sufficiently small and nonnegative ε we aim to compute the
linear oscillations of an elastic structure encircling in its interior an inviscid fluid appearing in
the fluid-solid perturbed domain Øε(ω) := ØεS(ω)∪Σ
ε
C(ω)∪Ø
ε
F(ω), under the action of a given
time sinusoidal body force prescribed in the solid domain whose amplitude is f : BR → R
d,
which is assumed to be independent of ω. Having introduced these perturbed domains and
boundaries, the model problem is to find the solid displacement field uε and the fluid pressure
pε satisfying
divσε(x, ω) + µ2ρSu
ε(x, ω) = f(x) in ØεS(ω), (2.4a)
σε(x, ω) = CE(uε(x, ω)) in ØεS(ω), (2.4b)
uε(x, ω) = 0 on ΓεD(ω), (2.4c)
σε(x, ω)nε = 0 on ΓεN(ω), (2.4d)
∆pε(x, ω) +
µ2
c2
pε(x, ω) = 0 in ØεF(ω), (2.4e)
σε(x, ω)nε + pε(x, ω)nε = 0 on ΣεC(ω), (2.4f)
3
∂pε
∂nε
(x, ω)− µ2ρFu
ε(x, ω) · nε = 0 on ΣεC(ω), (2.4g)
where 0 stands for a generic null vector or tensor. Here the stress tensor σε is defined by the
linearised strain tensor E(uε) and the Hooke operator C : Rd×d → Rd×d defined by
E(uε) :=
1
2
(
∇uε + (∇uε)⊤
)
and Cτ := λ(Tr τ )I + 2ντ ∀ τ ∈ Rd×d.
Here λ, ν > 0 are the Lame´ constants and Trτ denotes the trace of τ . The remaining physical
coefficients are the solid and fluid densities ρS > 0 and ρF > 0, respectively, the acoustic speed
c > 0, the input frequency µ, and the gravity constant g.
In the next subsection, we introduce the function spaces in the deterministic set-up needed
for the analysis.
2.4. Function spaces and weak formulation. We denote by C∞c (R
d;Rd) as the space of
all Rd−valued compactly supported C∞ functions in Rd. In what follows we will denote the
vectorial and tensorial counterparts of order d (d = 2, 3) of a given Hilbert space H by Hd and
Hd×d, respectively. We use standard notation for the Hilbertian Sobolev space Hs(D), s ≥ 0,
defined on a C2 bounded domain D ⊂ Rd and denote by ‖ · ‖s,D the norms in H
s(Ω), Hs(D)d
and Hs(D)d×d.
For σ : D → Rd×d and u : D → Rd, we define the row-wise divergence divσ : D → Rd and
the gradient ∇u : D → Rd×d by,
(divσ)i :=
∑
j
∂jσij and (∇u)ij := (∇
⊤ ⊗ u)ij = ∂jui.
We introduce for s ≥ 0 the Hilbert space
Hs(div;D) :=
{
τ ∈ Hs(D)d×d : div τ ∈ Hs(D)d
}
endowed with the norm ‖τ‖2
Hs(div;D) := ‖τ‖
2
s,D + ‖div τ‖
2
s,D, and we use the convention
H(div;D) := H0(div;D).
The stress tensor σε, which is imposed here as a primary unknown in the solid, will be sought
in the Sobolev space
Wε :=
{
τ ∈H(div,ØεS) : τn
ε = 0 on ΓεN
}
.
The fluid main variable is the pressure pε ∈ H1(ØεF). For convenience we introduce the product
space
X˜
ε := Wε ×H1(ØεF)
endowed with the Hilbertian norm
‖(τ , q)‖2ε := ‖τ‖
2
H(div,ØεS)
+ ‖q‖21,ØεF
∀ (τ , q) ∈ X˜ε.
In articles [7, 17], displacement formulation in the solid combined with a formulation using
the acoustic pressure (or the fluid displacement) as main variables in the fluid domain is studied.
In recent years, there are extensive studies of the stress-pressure formulation weakly imposing
the symmetry of the stress tensor; see for instance [1, 2, 21, 23]. The dual-mixed formulation
which approximates the elastic Cauchy stress tensor is emphasized in the literature; see e.g.
[1, 31] and the references therein.
As we are dealing with a dual formulation in ØεS, the transmission condition (2.4f) becomes
essential (cf. [23, 34]), it should then be strongly imposed in the continuous energy space
X
ε :=
{
(τ , q) ∈ X˜ε : τnε + qnε = 0 on ΣεC
}
.
It is natural [1, 8, 13, 22] to take into consideration the symmetry of the stress tensor weakly
through the introduction of a Lagrange multiplier, which is given by the rotation rε := 12
{
∇uε−
4
(∇uε)⊤
}
and belongs to the space Qε of skew symmetric tensors
Qε :=
{
s ∈ [ L2(ØεS)]
d×d : s⊤ = −s
}
.
For brevity of notations we denote the Hilbertian product norm in X˜ε ×Qε by
‖|((τ , q), s)‖|2ε := ‖(τ , q)‖
2
ε + ‖s‖
2
0,ØεS
∀ ((τ , q), s) ∈ X˜ε ×Qε.
. We define the following bounded bilinear forms
aε1 : H(div,Ø
ε
S)×H(div,Ø
ε
S)→ R by a
ε
1(σ, τ ) =
∫
ØεS
1
ρS
divσ(x) · div τ (x)dx, (2.5a)
aε2 : H
1(ØεF)×H
1(ØεF)→ R by a
ε
2(p, q) =
∫
ØεF
1
ρF
∇p(x) · ∇q(x)dx, (2.5b)
dε1 : H(div,Ø
ε
S)×H(div,Ø
ε
S)→ R by d
ε
1(σ, τ ) =
∫
ØεS
C−1σ(x) : τ (x)dx, (2.5c)
dε2 : H
1(ØF)×H
1(ØF)→ R by d
ε
2(p, q) =
∫
ØεF
1
ρFc2
p(x)q(x)dx, (2.5d)
bε : H(div,ØεS)×Q
ε → R by bε(τ , s) =
∫
ØεS
τ (x) : s(x)dx, (2.5e)
ℓε : H(div,ØεS)→ R by ℓ
ε(τ ε) =
∫
ØεS
1
ρS
f · div τ ε, (2.5f)
and denote
aε
(
(σ, p), (τ , q)
)
:= aε1(σ, τ ) + a
ε
2(p, q), (2.6a)
Aε
(
(σ, p), (τ , q)
)
:= aε
(
(σ, p), (τ , q)
)
+ dε1(σ, τ ) + d
ε
2(p, q), (2.6b)
A
ε
((
(σε, pε), rε
)
,
(
(τ ε, qε), sε
))
:= Aε((σε, pε), (τ ε, qε)) + bε(τ ε, rε) + bε(σε, sε), (2.6c)
B
ε
((
(σε, pε), rε
)
,
(
(τ ε, qε), sε
))
:= dε1(σ
ε, τ ε) + dε2(p
ε, qε) + bε(τ ε, rε) + bε(σε, sε), (2.6d)
D
ε
((
(σε, pε), rε
)
,
(
(τ ε, qε), sε
))
= Aε
((
(σε, pε), rε
)
,
(
(τ ε, qε), sε
))
− (1 + µ2)Bε
((
(σε, pε), rε
)
,
(
(τ ε, qε), sε
))
. (2.6e)
We point out that the kernel ker(aε) :=
{
(τ , q) ∈ Xε : aε
(
(τ , q), (τ , q)
)
= 0
}
of the bilinear
form aε(·, ·) in Xε is given by
ker(aε) = {(τ , q) ∈ Xε : div τ = 0 in ØεS and q constant in Ø
ε
F} .
Let us introduce the orthogonal complement to ker(aε) ×Qε in Xε ×Qε with respect to the
bilinear form Bε by
[ker(aε)×Qε]⊥Bε := {
(
(σε, pε), rε
)
∈ Xε ×Qε : Bε
((
(σε, pε
)
, rε), (
(
τ ε, qε), sε
))
= 0
∀
(
(τ ε, qε), sε
)
∈ ker(aε)×Qε}. (2.7)
With all the bilinear forms defined in (2.6), we are now able to write the weak formulation
of problem (2.4). Considering the body force f ∈  L2(BR)
d, it is direct to write (2.4) in the
equivalent tensorial form (see [23, 34] for more details): Find
(
(σε, pε), rε
)
∈ Xε×Qε such that
D
ε
((
(σε, pε), rε
)
,
(
(τ ε, qε), sε
))
= ℓε(τ ε) ∀ ((τ ε, qε), sε) ∈ Xε ×Qε. (2.8)
Remark 1. (i) We note that variational formulation (2.8) has been designed in terms of
the stress tensor σ of the solid (not displacement vector field u) and pressure p of the
fluid. However, using the equilibrium equation (2.4a) one can recover the displacement
vector field.
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(ii) According to [32] and references cited therein, for ØS ∈ C
2, the displacement field u
that solves this problem belongs to H1+α(ØS)
d for all α ∈ (1/2, 1).
3. The solution operators Sε
The shape calculus technique to be used in the next section is originated from shape opti-
mization in the deterministic framework; see [27, 36]. For this reason and for simplicity, we
temporarily escape randomness and consider only deterministic perturbed interfaces.
3.1. Representation of perturbed deterministic model. We now present some properties
of perturbed interfaces which are required for the subsequent analysis. Let κ˜ and n˜ be any
smoothness preserving extension of κ and n on R3 such that κ˜ ∈W1,∞(R3)∩C2,1(R3). For ε ≥ 0,
we define T ε : R3 → R3 by
T ε(x) = x+ εκ˜(x)n˜(x) ∀x ∈ R3. (3.1)
Without loss of generality we assume that the extension κ˜ vanishes outside a sufficiently large
ball BR (with origin as the centre and radius R) containing Ø
ε
S ∪ Ø
ε
F for 0 ≤ ε ≤ ε
0, for some
ε0 > 0. This implies that the perturbation mapping T ε(x) is an identity in the complement
BcR := R
3 \BR, i.e.
T ε(x) = x ∀x ∈ BcR. (3.2)
For ease of notation, throughout the paper, we denote by Øε := T ε(Ø) either ØεS or Ø
ε
F when
there is no ambiguity. For convenience, we abbreviate
V(x) := κ˜(x)n˜(x), x ∈ R3. (3.3)
In [36], the field V is called the velocity field of the mapping T ε and in [25, 26], V is known
as the boundary perturbation field in the normal direction. From (3.3), one can observe that
κ = 〈V ,n〉.
Remark 2. When ε = 0, we omit the superscript ε in the notations of the spaces, norms and
bilinear forms.
3.2. The solution operators and their spectra. In this section we define the solution
operators Sε and study their properties which will be used to prove the existence of the material
derivative in the next section. These properties have been studied in [31, 34]. However, since
we need to apply these results with different values of ε > 0 and pass to the limit when ε→ 0,
it is important to check the estimates to ensure that they are independent of ε.
For each ǫ ≥ 0, let us introduce the operator
Sε : Xε ×Qε −→ Xε ×Qε,(
(F ε, f ε),Gε
)
7−→
(
(σε∗, p
ε
∗) , r
ε
∗
)
= Sε
(
(F ε, f ε),Gε
)
where
(
(σε∗, p
ε
∗), r
ε
∗
)
∈ Xε ×Qε satisfies, for all
(
(τ ε, qε), sε
)
∈ Xε ×Qε,
A
ε
((
(σε∗, p
ε
∗) , r
ε
∗
)
,
(
(τ ε, qε), sε
))
= Bε
((
(F ε, f ε),Gε
)
,
(
(τ ε, qε), sε
))
. (3.4)
The well definiteness and symmetry with respect to the bilinear form Aε(·, ·) of this operator Sε
is proved in [32, Lemma 3.2]. To focus on the solution of the problem, we first characterize the
spectral properties of the operator Sε for each ε ≥ 0.
Lemma 3.1. For ε ≥ 0, the spectrum sp(Sε) of Sε decomposes as follows
sp(Sε) = {0, 1} ∪ {ηk(ε)}k∈N
where {ηk(ε)}k∈N satisfying
1 > η1(ε) ≥ · · · ≥ ηk(ε) ≥ · · · > 0 (3.5)
is a decreasing sequence of finite-multiplicity eigenvalues of Sε which converges to 0. More-
over, 1 is an infinite-multiplicity eigenvalue of Sε while 0 is not an eigenvalue. The associated
eigenspace of the eigenvalue 1 is ker(aε)×Qε.
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Proof. See [34, Section 4]. 
It is proved in [32, Theorem 3.1] that if the input frequency µ, see (2.6e), is chosen such
that 1/(1+µ2) /∈ sp(Sε) then the problem (2.8) is well posed. To ensure that such a choice of µ
is possible for all ε ≥ 0 sufficiently small, it is necessary to prove that there exists ε0 > 0 such
that ⋃
0≤ε≤ε0
sp(Sε) 6= [0, 1].
In fact, we will prove a stronger result that there exists δ > 0 such that, for all nonnegative ε
sufficiently small, all the eigenvalues ηk(ε) are crowded to the left of η1(0) + δ. This result,
which has its own interest, is stated in the following proposition.
Proposition 3.2. For each δ ∈ (0, 1 − η1(0)), there exists ε0 > 0 such that
(η1(0) + δ, 1) ⊂ [0, 1] \B (3.6)
where B :=
⋃
0≤ε≤ε0
sp(Sε).
Proof. Noting the decrease property (3.5), it suffices to prove that
lim inf
ε→0
1
η1(ε)
≥
1
η1(0)
. (3.7)
Indeed, assume that (3.7) holds. Let us show that (3.6) holds. For each δ ∈ (0, 1 − η1(0)),
let δ1 = δ/[η
2
1(0) + η1(0)δ] > 0. By the definition of lim inf, there exists ε0 > 0 such that
1
η1(0)
− δ1 <
1
η1(ε)
∀ 0 < ε ≤ ε0,
proving that
η1(ε) < η1(0) + δ ∀ 0 < ε ≤ ε0,
which concludes (3.6) due to (3.5).
We now prove (3.7). Since ker(aε) ×Qε is the eigenspace associated with the eigenvalue 1,
see Lemma 3.1, the eigenspace associated with η1(ε) is a subspace of [ker(a
ε)×Qε]⊥Bε which is
defined in (2.7). As a consequence, we derive that for all ((σε, pε), rε) ∈ [ker(aε)×Qε]⊥Bε
A
ε
((
(σε1, p
ε
1), r
ε
1
)
,
(
(σε, pε), rε
))
=
1
η1(ε)
B
ε
((
(σε1, p
ε
1), r
ε
1
)
,
(
(σε, pε), rε
))
where
(
(σε1, p
ε
1), r
ε
1
)
is an eigenvector associated with the eigenvalue η1(ε). The Rayleigh quo-
tient gives
1
η1(ε)
= min
06=((σε,pε),rε)∈[ker(aε)×Qε]⊥Bε
A
ε
(
((σε, pε), rε), ((σε, pε), rε)
)
Bε
(
((σε, pε), rε), ((σε, pε), rε)
) .
Denoting
R
ε((σε, pε), rε) :=
A
ε
(
((σε, pε), rε), ((σε, pε), rε)
)
Bε
(
((σε, pε), rε), ((σε, pε), rε)
)
and using (2.5) and (2.6) we deduce
R
ε((σε, pε), rε) =
aε1(σ
ε,σε) + aε2(p
ε, pε) + dε1(σ
ε,σε) + dε2(p
ε, pε) + 2bε(σε, rε)
dε1(σ
ε,σε) + dε2(p
ε, pε) + 2bε(σε, rε)
. (3.8)
We will show that (noting the notation convention in Remark 2)
R
ε((σε, pε), rε) = R((σε ◦ T ε, pε ◦ T ε), rε ◦ T ε) + εG((σε ◦ T ε, pε ◦ T ε), rε ◦ T ε) (3.9)
where G is a mapping from [ker(a) ×Q]⊥B to R. Letting Qεa := ker(a
ε) ×Qε, then [Qεa]
⊥Bε .
Since
T ε|Qa : Qa →Q
ε
a and T
ε|[Qa]⊥B : [Qa]
⊥B → [Qεa]
⊥Bε ,
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are bijective, it follows from (3.9) that
inf
0 6=((σε,pε),rε)∈[Qεa]
⊥
Bε
R
ε((σε, pε), rε) ≥ inf
0 6=((σ,p),r)∈[Qa]
⊥B
R((σ, p), r)
+ ε inf
0 6=((σ,p),r)∈[Qa]
⊥B
G((σ, p), r)
which proves (3.7) by letting ε→ 0.
We now move to prove (3.9). Following the notations of Kronecker product mentioned in
Appendix A.1, we now employ change of variables x = T ε(y) to the bilinear form aε1(·, ·).
We recall here Appendix A.2 to introduce γ(ε, ·), JT ε , J
−1
T
ε ,A and A˜. Using |div(σ(x))|2 =
|LI(σ(x))|
2 in aε1(σ
ε,σε) and equation (A.4) and Lemma A.4, we see that
aε1(σ
ε,σε) =
∫
ØS
1
ρS
γ(ε, y)
∣∣∣LJ−1
T ε
(σε ◦ T ε(y))
∣∣∣2dy
=
∫
ØS
1
ρS
(
1 + εγ˜(ε, y)
)∣∣∣LI(σε ◦ T ε(y)) + εLVˆ 1(σε ◦ T ε(y))∣∣∣2dy
=
∫
ØS
1
ρS
(
1 + εγ˜(ε, y)
){∣∣∣LI(σε ◦ T ε(y))∣∣∣2 + ε2∣∣∣LVˆ 1(σε ◦ T ε(y))∣∣∣2
+ 2εLI(σ
ε ◦ T ε(y)) : L
Vˆ 1
(σε ◦ T ε(y))
}
dy
=
∫
ØS
1
ρS
∣∣∣LI(σε ◦ T ε(y))∣∣∣2dy + ∫
ØS
1
ρS
εγ˜(ε, y)
∣∣∣LI(σε ◦ T ε(y))∣∣∣2dy
+ ε
∫
ØS
1
ρS
(
1 + εγ˜(ε, y)
)[
2LI(σ
ε ◦ T ε(y)) : L
Vˆ 1
(σε ◦ T ε(y)) + ε
∣∣∣L
Vˆ 1
(σε ◦ T ε(y))
∣∣∣2}dy
= a1(σ
ε ◦ T ε,σε ◦ T ε) + εg1(σ
ε ◦ T ε)
where
g1(σ
ε ◦ T ε) =
∫
ØS
1
ρS
γ˜(ε, y)
∣∣∣LI(σε ◦ T ε(y))∣∣∣2dy + ∫
ØS
1
ρS
(
1 + εγ˜(ε, y)
)[
2LI(σ
ε ◦ T ε(y))
: L
Vˆ 1
(σε ◦ T ε(y)) + ε
∣∣∣L
Vˆ 1
(σε ◦ T ε(y))
∣∣∣2}dy
Repeating the similar arguments for each bounded bilinear maps on the right hand side of (3.8),
one achieve
aε2(p
ε, pε) = a2(p
ε ◦ T ε, pε ◦ T ε) + εg2(p
ε ◦ T ε),
dε1(σ
ε,σε) = d1(σ
ε ◦ T ε,σε ◦ T ε) + εg3(σ
ε ◦ T ε),
dε2(p
ε, pε) = d2(p
ε ◦ T ε, pε ◦ T ε) + εg4(p
ε ◦ T ε),
bε(σε, rε) = b(σε ◦ T ε, r ◦ T ε) + εg5(σ
ε ◦ T ε, r ◦ T ε).
for some bounded functions gi; i = 2, . . . , 5. This proves (3.9), finishing the proof of the propo-
sition. 
The following result is similar to [31, Proposition 2.4]. However, here it is necessary to check
that the constant is independent of ε.
Proposition 3.3. If 1/(1 + µ2) > η1(0) then there exist ε0 > 0 and a constant C depending
only on ε0 such that for all ε ∈ [0, ε0] the following inequality holds∥∥∥∥∣∣∣∣( I1 + µ2 − Sε)((σε, pε), rε)
∥∥∥∥∣∣∣∣
ε
≥ C
∥∥∣∣((σε, pε), rε)∥∥∣∣
ε
∀
(
(σε, pε), rε
)
∈ Xε ×Qε. (3.10)
Proof. Proposition 2.4 in [31] states that∥∥∥∥∣∣∣∣( I1 + µ2 − Sε)((σε, pε), rε)
∥∥∥∥∣∣∣∣
ε
≥ C∗(ε)δµ(S
ε)
∥∥∣∣((σε, pε), rε)∥∥∣∣
ε
∀
(
(σε, pε), rε
)
∈ Xε ×Qε,
(3.11)
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where C∗(ε) is a positive constant independent of
(
(σε, pε), rε
)
and
0 < δµ(S
ε) := dist
( 1
1 + µ2
, sp(Sε)
)
< 1
represents the distance between 1/(1 + µ2) and the spectrum of Sε. First we show that δµ(S
ε)
is bounded below by a constant independent of ε. Due to the assumption 1/(1 + µ2) > η1(0),
we can invoke Proposition 3.2 to obtain ε0 > 0 satisfying
η1(0) < η1(ε) < η1(0) + δ ≤
1
1 + µ2
< 1 ∀ε ∈ [0, ε0]
where δ is some positive number. By virtue of (3.5), we have
ηk(ε) < η1(0) + δ <
1
1 + µ2
< 1 for all k ≥ 1 and ε ∈ [0, ε0].
Hence,
δµ(S
ε) = min
k≥1
(
1−
1
1 + µ2
,
1
1 + µ2
− ηk(ε)
)
≥ min
( µ2
1 + µ2
,
1
1 + µ2
− (η1(0) + δ)
)
:= c.
Next we trace the constant C∗(ε) in (3.11) to show that it is bounded below by a constant
independent of ε. Following the proof of Proposition 2.4 in [31] this constant C∗ depends on
the constant c1 in Proposition 2.1 of the same paper. This constant in turn depends on α
in [33, Lemma 2.1]. This constant α depends on the constant c in [9, Proposition IV.3.1] and c2
in [20, Lemma 2.2]. Proposition IV.3.1 of [9] is in fact Lemma III.3.2 of [18]. Tracing all
these constants one can check that they depend continuously on the measure of the domain,
namely |ØεS|. Since |Ø
ε
S| depends continuously on ε, see [18], so does the constant C
∗(ε).
Because ε ∈ [0, ε0], this continuity implies that C
∗(ε) has a minimum value which is positive.
This proves the proposition. 
Proposition 3.4. Let ε0 and B be given in Proposition 3.3. If (
1
1+µ2
, 1) ⊂ [0, 1] \ B, then
there exists a positive constant C depending only on ε0 such that, for any f ∈ (L
2(BR))
d and
any ε ∈ [0, ε0], the solution
(
(σε, pε), rε
)
∈ Xε ×Qε of (2.8) satisfies∥∥∣∣((σε ◦ T ε, pε ◦ T ε), rε ◦ T ε)∥∥∣∣ ≤ C
1 + µ2
‖f‖0,ØS . (3.12)
Proof. By following the proof of [32, Theorem 3.1] we can prove that∥∥∣∣((σε, pε), rε)∥∥∣∣
ε
≤
C
1 + µ2
‖f‖0,ØS ,
where the constant C comes from Proposition 3.3 which is independent of ε. Then by change
of variable formula, we have (3.12). This completes the proof. 
4. Shape calculus
In the present section we derive the shape derivative and shape Hessian for the solution
((σε, pε), rε) of (2.4).
4.1. Material derivative. This section is devoted to a rigorous proof and characterization of
the material derivative of (2.8).
Proposition 4.1. Let ((σε, pε), rε) ∈ Xε ×Qε be solution of (2.8) and ((σ, p), r) ∈ X ×Q be
solution of the unperturbed problem (i.e., (2.8) for ε = 0). Assume f ∈ (L2(BR))
d ∩ (X ×Q)∗
and κ ∈ C1(∂ØS). Then
lim
ε→0
∥∥∣∣((σε ◦ T ε, pε ◦ T ε), rε ◦ T ε)− ((σ, p), r)∥∥∣∣ = 0. (4.1)
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Proof. To prove (4.1), we first aim to prove that
A
((
I− (1 + µ2)S
)(
(σε ◦ T ε − σ, pε ◦ T ε − p), rε ◦ T ε − r
)
, ((τ , q), s)
)
→ 0 as ε→ 0.
(4.2)
As a next step, we deduce from the well-posedness of the unperturbed problem (i.e., (2.8)
for ε = 0) the existence of C > 0, independent of ε such that
C
∥∥∣∣(I− (1 + µ2)S)((σε ◦ T ε − σ, pε ◦ T ε − p), rε ◦ T ε − r)∥∥∣∣
≤ sup
0 6=((τ ,q),s)∈X×Q
A
((
I− (1 + µ2)S
)(
(σε ◦ T ε − σ, pε ◦ T ε − p), rε ◦ T ε − r
)
, ((τ , q), s)
)
‖|((τ , q), s)‖|
.
Hence, there exists ((τ , q), s) ∈ X×Q such that∥∥∣∣(I− (1 + µ2)S)((σε ◦ T ε − σ, pε ◦ T ε − p), rε ◦ T ε − r)∥∥∣∣− γ
≤
A
((
I− (1 + µ2)S
)(
(σε ◦ T ε − σ, pε ◦ T ε − p), rε ◦ T ε − r
)
, ((τ , q), s)
)
C ‖|((τ , q), s)‖|
, (4.3)
where γ > 0 is arbitrary. On letting ε→ 0, using (4.2) we have
lim sup
ε→0
∥∥∣∣(I− (1 + µ2)S)((σε ◦ T ε − σ, pε ◦ T ε − p), rε ◦ T ε − r)∥∥∣∣− γ ≤ 0. (4.4)
Since γ > 0 is arbitrary,
lim sup
ε→0
∥∥∣∣(I− (1 + µ2)S)((σε ◦ T ε − σ, pε ◦ T ε − p), rε ◦ T ε − r)∥∥∣∣ = 0. (4.5)
We then use equation (3.10) in Proposition 3.3 to obtain (4.1).
We are now left to prove (4.2). To begin with, we first estimate
D
ε
((
(σε, pε), rε
)
,
(
(τ ε, qε), sε
))
− D
((
(σ, p), r
)
,
(
(τ , q), s
))
= ℓε(τ ε)− ℓ(τ ), (4.6)
Using the fact that f ·div τ (y) =
(
I⊗ f(y)
)
: (∇⊗ τ (y)), and exploiting Lemmas A.4–A.5, we
have for all τ ∈W ,
ℓε(τ ε)− ℓ(τ ) =
∫
ØS
1
ρS
[(
γ(ε, y)
(
J−1
T
ε ⊗ f(T εy)
)
:
(
∇⊗ τ (y)
))
− f · div τ (y)
]
dy
=
∫
ØS
1
ρS
[(
γ(ε, y)
(
J−1
T
ε ⊗ f(T εy)
)
:
(
∇⊗ τ (y)
))
−
((
I⊗ f(y)
)
:
(
∇⊗ τ (y)
))]
dy
→ 0 as ε→ 0.
Passing to the limit as ε→ 0 in (4.6), we arrive at (4.2). This completes the proof. 
Lemma 4.2. There exists a unique solution ((σˆ, pˆ), rˆ) ∈ X ×Q to the following equation for
all
(
(τ , q), s
)
∈ X×Q
D
(
((σˆ, pˆ), rˆ), ((τ , q), s)
)
= −
∫
ØS
1
ρS
[
A˜′(0, y)σ(y) :
(
I⊗ (I · ∇)⊤τ⊤(y)
)⊤]
dy
+
∫
ØS
1
ρS
(
divV (y)
(
I⊗ f(y)
)
+ V˜ 1(y)⊗ f(y) + I⊗
(
∇f(y) · V
))
:
(
∇⊗ τ⊤(y)
)
dy
−
∫
ØS
1
ρF
[
A′(0, y)∇p(y) · ∇q(y)
]
dy + µ2
[ ∫
ØS
C−1γ1(y)σ(y) : τ (y)dy
+
∫
ØF
1
ρFc2
γ1(y)p(y)q(y)dy +
∫
ØS
τ (y) : γ1(y)r(y)dy +
∫
ØS
γ1(y)σ(y) : s(y)dy
]
, (4.7)
where A′, A˜′, γ1 and V˜1 are given in Appendix A.2.
Proof. Existence and uniqueness of the solution of (4.7) in the space X×Q relies on the well-
known Babusˇka-Brezzi theory (see [32, Theorem 3.1]). 
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Theorem 4.3. Assume that f ∈ H1(BR) ∩ (X×Q)
∗ and κ ∈ C1(∂ØS). Let ((σ
ε, pε), rε) ∈
X
ε ×Qε and ((σ, p), r) ∈ X ×Q be solutions of (2.8) and the unperturbed problem (i.e., (2.8)
for ε = 0), respectively. Then ((σε, pε), rε) has a material derivative ((σ˙, p˙), r˙) in X×Q which
satisfies (4.7).
Proof. It suffices to show that
lim
ε→0
∥∥∥∥∣∣∣∣((σε ◦ T ε − σε , pε ◦ T ε − pε ), rε ◦ T ε − rε )− ((σˆ, pˆ), rˆ)
∥∥∥∥∣∣∣∣ = 0, (4.8)
where ((σˆ, pˆ), rˆ) is the solution of (4.7). Using (2.6e) and (3.4) we have
D
(((σε ◦ T ε − σ
ε
− σˆ,
pε ◦ T ε − p
ε
− pˆ
)
,
rε ◦ T ε − r
ε
− rˆ
)
, ((τ , q), s)
)
= A
((
I− (1 + µ2)S
)((σε ◦ T ε − σ
ε
− σˆ,
pε ◦ T ε − p
ε
− pˆ
)
,
rε ◦ T ε − r
ε
− rˆ
)
,
(
(τ , q), s
))
=
∫
ØS
1
ρS
[
div
(σε ◦ T ε − σ
ε
− σˆ
)]
· div τdy +
∫
ØF
1
ρF
∇
(pε ◦ T ε − p
ε
− pˆ
)
· ∇qdy
− µ2
∫
ØS
C−1
(σε ◦ T ε − σ
ε
− σˆ
)
: τdy − µ2
∫
ØF
1
ρFc2
(pε ◦ T ε − p
ε
− pˆ
)
qdy
− µ2
∫
ØS
τ :
(rε ◦ T ε − r
ε
− rˆ
)
dy
=
∫
ØS
1
ρS
[γ(ε, y)J−1
T
ε ⊗ f(T εy)− I⊗ f
ε
−
(
divV (y)
(
I⊗ f(y)
)
+ V˜ 1(y)⊗ f(y)
+ I⊗
(
∇f(y) · V
))]
: ∇⊗ τ dy −
∫
ØS
1
ρS
[(A˜(ε, y)(σε ◦ T ε)− J˜(σε ◦ T ε)
ε
− A˜′(0, y)σ
)
: I⊗ LIτ
]
dy −
∫
ØF
1
ρF
(
A(ε, y)− I
)
∇(pε ◦ T ε)
ε
−A′(0, y)∇p · ∇qdy
+ µ2
{∫
ØS
C−1
((γ(ε, y) − 1)σε ◦ T ε
ε
− γ1(y)σ
)
: τ˜dy
+
∫
ØF
1
ρFc2
[(γ(ε, y) − 1)pε ◦ T ε
ε
− γ1(y)p
]
qdy +
∫
ØS
τ :
((γ(ε, y) − 1)rε ◦ T ε
ε
− γ1(y)r
)
dy
+
∫
ØS
( (γ(ε, y) − 1)σε ◦ T ε(y)
ε
− γ1(y)σ
)
: sdy
}
. (4.9)
Using equation (A.4), Proposition 4.1, Lemma A.4–Lemma A.5, and letting ε→ 0, we see that
the right hand side of (4.9) → 0. Repeating the arguments as in (4.3)-(4.5) for
((
(σε ◦ T ε −
σ)/ε, (pε ◦ T ε − p)/ε
)
,
(
rε ◦ T ε − r)/ε
)
and exploiting equation (3.10), we prove (4.8). This
completes the proof. 
4.2. Shape derivative. This section is devoted to the existence and characterization of shape
derivative and shape Hessian of the deterministic solution of the considered model problem. We
denote
J1(v
ε,Øε, w) :=
∫
Øε
vε ⋆ w and J2(v
ε, ∂Øε, w) :=
∫
∂Øε
vε ⋆ w
where ⋆ stands for the usual product of two scalar functions, or the dot product of two vector
functions, or the component-wise inner product of two tensor functions. Let us define the
following spaces:
D¯1 :=
{
τ ∈ C∞c (R
d;Rd×d) :
〈
Dτ (k)n,n
〉
= 0 on ∂ØS, ∀ k = 1, . . . , d
}
,
D¯2 :=
{
q ∈ C∞c (R
d;R) :
∂q
∂n
= 0 on ∂ØF
}
.
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Theorem 4.4. Under the assumptions of Theorem 4.3, ((σε, pε), rε) has a shape derivative(
(σ′, p′), r′
)
belonging in (H(div; ØS)×H
1(ØF))×Q that satisfies
divσ′ + µ2ρSu
′ = 0 in ØS, (4.10a)
σ′ = CE(u′) in ØS, (4.10b)
u′ = −κ(∇u)n +
1
ρSµ2
div∂ØS(n)G on ΓD, (4.10c)
σ′n = (∇⊤ ⊗ σ)(V ⊗ n) on ΓN, (4.10d)
∆p′ +
µ2
c2
p′ = 0 in ØF, (4.10e)
σ′n+ p′n = −(∇⊤ ⊗ σ)(V ⊗ n)− (V ⊤∇p)n on ΣC , (4.10f)
1
ρF
∂p′
∂n
− µ2u′ · n =
1
ρS
(div∂ØF n)G · n− µ
2κ(∇un) · n
+
1
ρF
[
div
(
κ∇p
)
−
∂
∂n
(
κ∇p
)
· n− div∂ØF(n)κ
∂p
∂n
+
µ2
c2
pκ
]
on ΣC , (4.10g)
where
G := div
(
κσ
)
−
∂κ
∂n
σn+ κσ
( ∂
∂n
(n)
)
− σ
(
∇∂ØSκ
)
. (4.11)
Proof. We split the proof of (4.10) in three steps. In the first step, we will derive equations
satisfied by the shape derivative
(
(σ′, p′), r′
)
on the domains ØS and ØF. In the next two
steps, we will derive the boundary conditions satisfied by
(
(σ′, p′), r′
)
. We use Lemma A.8 in
Appendix A.3 to prove (4.10).
Step I: In this step, our goal is to prove (4.10a), (4.10b) and (4.10e). Existence of
the shape derivative
(
(σ′, p′), r′
)
follows from Theorem 4.3 and Definition A.4. We choose
((τ , q), s) ∈
(
(D¯1 × D¯2) ∩X
)
×Q, in (2.8). In order to apply Lemma A.8, we consider each of
the bilinear forms present in the definition of Dε. Using integration by parts (see Lemma A.2
in Appendix A.1), we have
aε1(σ
ε, τ ) = −
∫
ØεS
1
ρS
σε : ∇(div τ )︸ ︷︷ ︸
J1
(
σε,ØεS,
∇(div τ )
ρS
)
:=
+
∫
∂ØεS
1
ρS
σεnε · div τdS︸ ︷︷ ︸
J2(σεnε,∂ØεS,
div τ
ρS
):=
.
Using part (iv) of Lemma A.8, we have
dJ1(σ
ε,ØεS,
∇(div τ )
ρS
)
∣∣∣
ε=0
= −
∫
ØS
1
ρS
σ′ : ∇(div τ )−
∫
∂ØS
1
ρS
σ : ∇(div τ )κdS, (4.12)
dJ2(σ
εnεS, ∂Ø
ε
S,
div τ
ρS
)
∣∣∣
ε=0
=
∫
∂ØS
1
ρS
[(
σ′n · div τ + σn′S · div τ
)
+ κ
∂
∂n
(
σn · div τ
)
+ κ
(
div(n)σn⊤ · div τ
)]
dS. (4.13)
From (4.12) and (4.13) and using tangential Green’s formula (see Lemma A.2), we have
dJ1(σ
ε,ØεS,
∇(div τ )
ρS
)
∣∣∣
ε=0
+ dJ2(σ
εnεS, ∂Ø
ε
S,
div τ
ρS
)
∣∣∣
ε=0
=
∫
ØS
1
ρS
divσ′ · div τ +
∫
∂ØS
1
ρS
div
(
κσ
)
· div τ −
∫
∂ØS
1
ρS
∂κ
∂n
σn · div τdS
−
∫
∂ØS
1
ρS
σ
(
∇∂ØSκ
)
· div τdS +
∫
∂ØS
1
ρS
σ
( ∂
∂n
(n)
)
· div τ κdS. (4.14)
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As in aε1(σ
ε, τ ), using integration by parts (see Lemma A.2 in Appendix A.1), we have
aε2(p
ε, q) = −
∫
ØεF
1
ρF
pε∆q︸ ︷︷ ︸
J1(pε,ØεF,
∆q
ρF
):=
+
∫
∂ØεF
1
ρF
pε
∂q
∂nε
dS︸ ︷︷ ︸
J2(pε
∂q
∂nε
,∂ØεF,
1
ρF
):=
.
Exploiting parts (iv) and (v) of Lemma A.8, we have
dJ1(p
ε,ØεF,
∆q
ρF
)
∣∣∣
ε=0
= −
∫
ØF
1
ρF
p′∆q −
∫
∂ØF
1
ρF
p∆q κdS, (4.15)
dJ2(p
ε ∂q
∂nε
, ∂ØεF,
1
ρF
)
∣∣∣
ε=0
=
∫
∂ØF
1
ρF
(
p′
∂q
∂n
− p
(
∇∂ØFq · ∇∂ØFκ
))
dS
+
∫
∂ØF
1
ρF
( ∂
∂n
(
p
∂q
∂n
)
+ div∂ØF(n)p
∂q
∂n
)
κdS. (4.16)
In the second term of dJ1(p
ε,ØεF,
∆q
ρF
) we use the identity for ∆q on ∂ØF, which is, ∆q =
∆∂ØFq+div∂ØF(n)
∂q
∂n
+
∂2q
(∂n)2
. Hence on further using Green’s and tangential Green’s formula,
(4.15) and (4.16) reduce to
dJ1(p
ε,ØεF,
∆q
ρF
)
∣∣∣
ε=0
+ dJ2(p
ε ∂q
∂nε
, ∂ØεF,
1
ρF
)
∣∣∣
ε=0
=
∫
ØF
1
ρF
∇p′ · ∇q +
∫
∂ØF
1
ρF
∇p · ∇q κdS.
(4.17)
Results similar to (4.14) and (4.17) can be obtained for the other bilinear forms in the definition
of Dε. Hence we obtain∫
ØS
1
ρS
divσ′ · div τ +
∫
∂ØS
1
ρS
G · div τdS +
∫
ØF
1
ρF
∇p′ · ∇q − µ2
∫
ØS
C−1σ′ : τ
− µ2
∫
ØF
1
ρFc2
p′q − µ2
∫
ØS
τ : r′ +
∫
∂ØF
1
ρF
∇p · ∇q κdS − µ2
∫
∂ØS
C−1σ : τ κdS
− µ2
∫
∂ØF
1
ρFc2
pq κdS − µ2
∫
∂ØS
τ : r κdS = 0 (4.18)
with ∫
ØS
σ′ : s+
∫
∂ØS
σ : sκdS = 0. (4.19)
We now choose ((τ , q), s) ∈
(
C∞c (ØS;R
d×d)×C∞c (ØF;R)×C
∞
c (ØS;R
d×d)
)
∩
(
X×Q
)
, which
gives us∫
ØS
1
ρS
divσ′ · div τ +
∫
ØF
1
ρF
∇p′∇q − µ2
[ ∫
ØS
C−1σ′ : τ +
∫
ØF
1
ρFc2
p′q +
∫
ØS
τ : r′
+
∫
ØS
σ′ : s
]
= 0. (4.20)
Using density argument we obtain (4.10a) and (4.10e). Next, using (2.4b) and integration by
parts we achieve ∫
ØεS
(
C−1σε − rε
)
: τ = −
∫
ØεS
uε · div τ +
∫
∂ØεS
uε · τnεdS. (4.21)
Again exploiting Lemma A.8 to (4.21) and using Tangential Green’s formula, we have (4.10b).
Step II: In this step, we aim to prove (4.10g). In order to find the required boundary
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condition, we choose ((τ , q), s) ∈
(
(D¯1 × D¯2) ∩ X
)
×Q, and use (4.20) to obtain from (4.18)
and (4.19),∫
∂ØS
1
ρS
divσ′ · div τdS +
∫
∂ØS
1
ρS
G · div τdS −
∫
ØF
1
ρF
∆p′ · q − µ2
∫
ØF
1
ρFc2
p′q
+
∫
∂ØF
1
ρF
∇p · ∇q κdS +
∫
∂ØF
1
ρF
q
∂p′
∂n
dS + µ2
∫
∂ØS
u′ · div τ − µ2
∫
∂ØS
τn · u′dS
− µ2
∫
∂ØS
∇u : τ κdS − µ2
∫
∂ØF
1
ρFc2
pq κdS = 0.
Using (4.10a) and (4.10e) we have∫
∂ØS
1
ρS
G · div τdS − µ2
∫
∂ØS
τn · u′dS − µ2
∫
∂ØS
∇u : τκdS +
∫
∂ØF
1
ρF
q
∂p′
∂n
dS
+
∫
∂ØF
1
ρF
∇p · ∇q κdS − µ2
∫
∂ØF
1
ρFc2
pq κdS = 0. (4.22)
Using Lemma A.2 and using
∂τ
∂n
n = 0 and
∂q
∂n
= 0 to the first and fifth terms of (4.22)
respectively, we achieve∫
∂ØS
1
ρS
G · div τdS = −
∫
∂ØS
1
ρS
[
∇G : τ + τn ·
∂G
∂n
+ div∂ØS(n)τn ·G
]
dS, (4.23)
∫
∂ØF
1
ρF
∇p · ∇q κdS = −
∫
∂ØF
1
ρF
[
q div(∇p κ) +
( ∂
∂n
(∇p κ) · n
)
q + div∂ØF(n)
∂p
∂n
κ q
]
dS.
(4.24)
We now choose τ ∈ W such that τ = 0 on ΓD ∪ ΓN. This yields q = −(τn) · n on ΣC .
Substituting this value of q, equations (4.23) and (4.24) in (4.22) on ΣC = ∂ØF, we have
(4.10g).
Step III: In this step, we prove (4.10c), (4.10d) and (4.10f). Using (4.10g) and τn = 0
on ΓN, we have
−µ2
∫
ΓD
τn · u′dS =
∫
ΓD∪ΓN
1
ρS
∇G : τdS −
∫
ΓD
1
ρS
τn ·
∂G
∂n
dS
−
∫
ΓD
1
ρS
div∂ØS(n)τn ·GdS + µ
2
∫
ΓD∪ΓN
κ∇u : τdS.
Since ΓD ∩ ΓN = ∅, choosing τ = 0 on ΓN, we have
−µ2n⊤ ⊗ u′ =
1
ρS
[
∇G− n⊤ ⊗
∂G
∂n
− div∂ØS(n)n
⊤ ⊗G
]
+ µ2κ∇u, on ΓD
which proves (4.10c). By Definition A.4 we have
σ′ij = σ˙ij −∇σij · V .
Using σ˙n = 0 on ΓN, we have
(σ′n)i = −
d∑
j=1
∇σij · V n
j ,
and this directly implies (4.10d). Again since (σ˙, p˙) ∈ X, σ˙n+ p˙n = 0, we have
(σ′n+ p′n)i = −
d∑
j=1
(
∇σij · V n
j +∇p · V nj
)
,
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which directly implies (4.10f). Hence combining all the three steps, we conclude that the shape
derivative
(
(σ′, p′), r′
)
satisfies (4.10) for all ((τ , q), s) ∈
(
(D¯1 × D¯2)∩X
)
×Q. This completes
the proof. 
Before proceeding to the next theorem, let us consider the perturbation of the domain Ø :=
ØS ∪ ØF with respect to T
δ (where T δ is given by (3.1) and (3.2)). We consider another
boundary variation V1 which is of the form
V 1(x) := κ1(x)n(x), i = 1, 2
where κ1 has the same regularity as in (A.11). We refer to Appendix A.3 for further details
about second order variations. We will show that shape Hessian
(
(σ′′, p′′), r′′
)
exists. For this,
we need to consider the shape derivative
(
(σ′δ, p
′
δ), r
′
δ
)
exists in H(div; ØδS)×H
1(ØδF)×Q
δ and
satisfies (4.10). Furthermore, following Theorem 4.3, one can prove existence of second order
material derivative ((σ¨, p¨), r¨) in X ×Q. In the current paper, we omit the characterization of
the second order material derivative.
Theorem 4.5. Under the above mathematical settings as in Theorem 4.4, shape Hessian(
(σ′′, p′′), r′′
)
belonging in
(
(H(div; ØS)×H
1(ØF))×Q
)
that satisfies
divσ′′ + µ2ρSu
′′ = 0 in ØS, (4.25a)
σ′′ = CE(u′′) in ØS, (4.25b)
u′′ =
1
µ2
(div∂ØS n)H1 +
1
µ2
H3n on ΓD, (4.25c)
σ′′n = σ¨n− (∇⊤ ⊗ σ)(V˙ ⊗ n)− (∇⊤ ⊗ σ′)(V 1 ⊗ n)
−M(∇⊤ ⊗ σ)(V ⊗ n) on ΓN, (4.25d)
∆p′′ +
µ2
c2
p′′ = 0 in ØF, (4.25e)
σ′′n+ p′′n = σ¨n− (∇⊤ ⊗ σ)(V˙ ⊗ n)− (∇⊤ ⊗ σ′)(V 1 ⊗ n)−M(∇
⊤ ⊗ σ)(V ⊗ n)
+ p¨n−
(
V ⊤ ˙(∇p) + V ⊤1 (∇p
′) + V˙
⊤
1 ∇p
)
n on ΣC , (4.25f)
1
ρF
∂p′′
∂n
− µ2u′′ · n = −
1
ρS
(div∂ØF n)H1 · n−H3n · n− divH2 + div∂ØF(n)H2 · n
+H4 on ΣC , (4.25g)
where
H1 := −
1
ρS
[
div(κσ′)−
∂(κ)
∂n
σ′n− σ′(∇∂ØSκ) + σ
′∂(n)
∂n
+G′ + κ1
∂G
∂n
+ κ1 div∂ØS(n)G
]
,
(4.26a)
H2 := −
[ κ
ρF
(∇p)′ +
κ1κ
ρF
∂(∇p)
∂n
+ κ1
∂κ
∂n
∇p+ κ1κdiv∂ØF(n)∇p
]
, (4.26b)
H3 := −µ
2
[
(κ1∇u
′ + κ∇u′ + κ1
( ∂
∂n
(κ∇u) + div∂ØS(n)κ∇u
)]
, (4.26c)
H4 := µ
2
[ 1
ρFc2
(κ1p
′ + κp′) +
κ1
ρFc2
∂
∂n
(κp) + div∂ØS(n)κp
]
, (4.26d)
and M(f) denotes the material derivative of a given function f .
Proof. Existence of shape Hessian
(
(σ′′, p′′), r′′
)
follows from Theorem 4.4 and (A.13). We
choose ((τ , q), s) ∈
(
(D¯1×D¯2)∩X
)
×Q, and proceed in the similar lines as in (4.18) and (4.19)
to have∫
ØS
1
ρS
divσ′δ · div τ +
∫
∂ØS
1
ρS
Gδ · div τdS +
∫
ØF
1
ρF
∇p′δ · ∇q − µ
2
∫
ØS
C−1σ′δ : τ
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− µ2
∫
ØF
1
ρFc2
p′δq − µ
2
∫
ØS
τ : r′δ +
∫
∂ØF
1
ρF
∇pδ · ∇q κdS − µ2
∫
∂ØS
C−1σδ : τ κdS
− µ2
∫
∂ØF
1
ρFc2
pδq κdS − µ2
∫
∂ØS
τ : rδ κdS +
∫
ØS
σ′δ : s+
∫
∂ØS
σδ : sκdS = 0.
Proceeding in the same lines as in Step I following (4.18) and (4.19) in the proof of Theorem
4.4 for
(
(σ′δ, p
′
δ), r
′
δ
)
and passing to the limit as δ → 0, we achieve (4.25a), (4.25b) and (4.25e).
Now we move to prove the boundary conditions satisfied by
(
(σ′′, p′′), r′′
)
. Recurrent use of
the same aguments used in Step II, we have∫
∂ØS
1
ρS
τn · divσ′′dS +
∫
∂ØF
1
ρF
∂p′′
∂n
qdS
=
∫
∂ØS
H1 · div τdS +
∫
∂ØF
H2 · ∇qdS +
∫
∂ØS
H3 : τdS +
∫
∂ØF
H4qdS, (4.27)
where His are given by (4.26) for i = 1, 2, 3, 4. Using Lemma A.2, tangential Green’s formula,
∂τ
∂n
n = 0 and
∂q
∂n
= 0, we obtain from (4.27)∫
∂ØS
1
ρS
τn · divσ′′dS +
∫
∂ØF
1
ρF
∂p′′
∂n
qdS
= −
∫
∂ØS
[
∇H1 : τ + τn ·
∂H1
∂n
+ div∂ØS(n)τn ·H1 +H3 : τ
]
dS
−
∫
∂ØF
[ 1
ρF
q divH2 +
1
ρF
div∂ØF(n)H2 · nq +H4q
]
dS. (4.28)
Recalling that ∂ØS = ΓD ∪ ΓN ∪ ΣC and ∂ØF = ΣC and choosing τ ∈ W such that τ = 0 on
ΓD∪ΓN, we obtain the same equation as (4.28) with all integrals replaced by integrals over ΣC .
Now by choosing q = −(τn) · n in this resulting equation, we obtain (4.25g).
Using (4.25g), (4.28) and the same argument as in the proof of (4.10c) we obtain (4.25c).
With the help of (A.13), we have (4.25d) and (4.25f). Hence, the shape Hessian
(
(σ′′, p′′), r′′
)
satisfies (4.25), completing the proof. 
Remark 3. Both problems (4.10) and (4.25) for the shape derivative and shape Hessian, re-
spectively can be solved by using the methods in [19, 20, 21, 32] etc.
4.3. Computation of stochastic moments. In Sections 4.1 and 4.2, we have defined material
derivative, shape derivative and shape Hessian in which the quantities κ and κ1 are determin-
istic. Since (2.4) is posed on a domain with uncertainty located boundaries (see (2.2)), these
derivatives also depend on ω. Thus, we compute the mean and the variance of the random
solutions. The main result of this paper is stated below.
Theorem 4.6. Let ((σε(ω), pε(ω)), rε(ω)) be solution of (2.8) with the random interface ∂ØεS(ω)
given by (2.2), and let ((σ, p), r) be solution of the unperturbed problem (i.e., (2.8) for ε =
0) with reference interface ∂ØS. Assume that the perturbation function κ = κ1 belongs to
Lk(U, C2,1(∂ØS)) for an integer k and f ∈ (L
2(BR))
d ∩ (X ×Q)∗. Then for sufficiently small
ε ≥ 0, there exists compact set K ⊂ (ØS ∪ØF) ∩ (Ø
ε
S ∪Ø
ε
F) such that
1. ((σε(ω), pε(ω)), rε(ω)) admits the asymptotic expansion P − a.e.ω ∈ U, i.e. for x ∈
(ØS ∪ØF) ∩ (Ø
ε
S ∪Ø
ε
F)
((σε(x, ω), pε(x, ω)), rε(x, ω)) = ((σ(x), p(x)), r(x)) + ε((σ′(x, ω), p′(x, ω)), r′(x, ω))
+
ε2
2
((σ′′(x, ω), p′′(x, ω)), r′′(x, ω)) +O(ε3). (4.29)
2. The mean and variance of the solution ((σε(ω), pε(ω)), rε(ω)) can be approximated,
respectively, by
E[((σε, pε), rε)] = ((σ, p), r) +O(ε2), (4.30)
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(
(Var(σε),Var(pε)),Var(rε)
)
= ε2
((
E[(σ′)2],E[(p′)2]
)
,E[(r′)2]
)
+O(ε3), (4.31)
where for any tensor τ , we denote by τ 2 the tensor product τ : τ .
Proof. We first start with proving (4.29). With the shape derivative and shape Hessian of
((σ, p), r) given in Theorems 4.4 and 4.5 and equation (A.11), using the Taylor expansion
(A.15) for an arbitrary, fixed realization κ(·, ω), ω ∈ U, we have the stochastic counterpart
(4.29).
We now move to prove (4.30). On taking expectation, we have
E[σε(x, ·)] = E
[
σ(x) + εσ′(x, ·) +
ε2
2
σ′′(x, ·) +O(ε3)
]
for x ∈ (ØS ∪ØF) ∩ (Ø
ε
S ∪Ø
ε
F).
Since
(
(σ′, p′), r′
)
depends linearly on κ, exploiting E[κ] = 0, see (2.3), it can be seen that
E[
(
(σ′, p′), r′
)
] satisfies (4.10) with zero boundary data, and hence E[
(
(σ′, p′), r′
)
] = 0. This
proves (4.30).
We note that the quantity Var(σε) for a tensor σε is given by the following
Var(σε) := E
[
(σε − E[σε]) : (σε − E[σε])
]
= E[σε : σε]−
(
E[σε] : E[σε]
)
. (4.32)
In similar manner, Var(rε) is given by
Var(rε) = E[rε : rε]−
(
E[rε] : E[rε]
)
Using stochastic Taylor expansion (4.29) we note that P−a.e. ω ∈ U
σε(x, ω) = σ(x) + εσ′(x, ω) +
ε2
2
σ′′(x, ω) +O(ε3). (4.33)
Keeping in mind σ2(x) = σ(x) : σ(x) and (σ′(x, ω))2 = σ′(x, ω) : σ′(x, ω), we see that P−a.e.
ω ∈ U
(σε(x, ω))2 =
(
σ(x) + εσ′(x, ω) +
ε2
2
σ′′(x, ω) +O(ε3)
)2
= σ2(x) + ε2(σ′(x, ω))2 + 2εσ(x) : σ′(x, ω) + ε2σ(x) : σ′′(x, ω) +O(ε3). (4.34)
Hence, on taking expectation on both sides of (4.34), we have
E
[
σε(x)2
]
= σ2(x) + ε2E
[
(σ′(x))2
]
+ ε2σ(x) : E[σ′′(x)] +O(ε3).
On taking expectation and then squaring on both sides of (4.33) we have(
E[(σε(x)]
)2
=
(
σ(x) +
ε2
2
E[σ′′(x)] +O(ε3)
)2
= σ2(x) + ε2σ(x) : E[σ′′(x)] +O(ε3).
This essentially concludes from (4.32)
Var(σε(x)) = E
[
(σε(x)2
]
−
(
E[(σε(x)]
)2
= ε2E
[
(σ′(x))2
]
+O(ε3). (4.35)
Similarly for pε and rε we have
Var(pε(x)) = ε2E
[
(p′(x))2
]
+O(ε3), Var(rε(x)) = ε2E
[
(r′(x))2
]
+O(ε3). (4.36)
Combining (4.35)-(4.36) we arrive at (4.31), finishing the proof of this theorem. 
Remark 4. Observing (2.1) and E[σ′(x)] = 0, it can be observed that
Var(σ(x)) = Cor(σ(x),σ(y))|x=y .
Similarly, Var(p(x)) = Cor(p(x), p(y))|x=y , Var(r(x)) = Cor(r(x), r(y))|x=y.
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5. An Example
In this section, we present a particular example of the solid–fluid problem in a square domain.
In this example we will solve a slightly different problem (2.4) with (2.4f) replaced by
σε(ω)nε + pε(ω)nε = g on ΣεC(ω) (5.1)
and ΓN = ∅.
Figure 2.
All the theoretical results in Section 4.2 still hold, except that (2.4f) will have a correction
term due to the non-homogeneous condition (5.1). We consider (2.4) for ε = 0 on the domains
ØF := [−1, 1]
2 ⊂ R2 and ØS := [−2, 2]
2 \ ØF and take the parameters µ
2 = 6π2, ρS = 3, ρF =
λ = ν = 1. Then we choose the data f so that the exact solution for the displacement, pressure
and the stress tensor of the considered unperturbed problem are given, respectively, by
u(x, y) =
(
sinπx sinπy
sinπx sinπy
)
∀(x, y) ∈ ØS, p(x, y) = cos πx cos πy, ∀(x, y) ∈ ØF
σ(x, y) = π
(
sinπ(x+ y) + 2 cos πx sinπy sinπ(x+ y)
sinπ(x+ y) sinπ(x+ y) + 2 sinπx cos πy
)
∀(x, y) ∈ ØS.
Let the random interface Γε(ω) be given by
Γε(ω) = {x+ εκ(x, ω)n(x) : x ∈ Γ}
where Γ := (∪4i=1Γi) ∪ (∪
4
i=1Σ
i
C). Next, let us consider the perturbed domain
ØεF(ω) := [−1 + εa(ω), 1 + εa(ω)]
2 and ØεS(ω) := [−2 + εa(ω), 2 + 2εa(ω)]
2 \ØεF(ω)
where the perturbation parameter κ(x, ω) = a(ω) has a constant (but random) value over the
whole ∂ØF. The random variable a(ω) takes values in [−1, 1] and is centred so that E[κ] ≡
E[a] = 0. Further, we consider a(ω) is a uniformly distributed random variable with values in
[−1, 1] and probability density function (PDF) ρ1(t) = 1/2, so that
Cov[κ](x, y) ≡ E[a2] =
∫ 1
−1
t2ρ1(t) dt =
1
3
. (5.2)
Solution for the displacement and pressure, of (2.4) are given, respectively, by
uε(x, y, ω) =
(
sinπ(x− εa(ω)) sinπ(y − εa(ω))
sinπ(x− εa(ω)) sinπ(y − εa(ω))
)
∀(x, y) ∈ ØεS
pε(x, y, ω) = cos π(x− εa(ω)) cos π(y − εa(ω)) ∀(x, y) ∈ ØεF.
We now split the verification in three steps. In the first two steps, we will verify equations
satisfied by the shape derivative (Theorem 4.4) and shape Hessian (Theorem 4.5). In the last
step, we will verify Theorem 4.6.
Step I: Exploiting (A.12) and Lemma A.7, we see that the shape derivative of u and p
denoted, respectively, by u′ and p′ are given by
u′(x, y, ω) = −a(ω)π
(
sinπ(x+ y)
sinπ(x+ y)
)
∀(x, y) ∈ ØS,
σ′(x, y, ω) = −a(ω)π2
(
4 cos π(x+ y) 2 cos π(x+ y)
2 cos π(x+ y) 4 cos π(x+ y)
)
∀(x, y) ∈ ØS,
p′(x, y, ω) = a(ω)π sinπ(x+ y) ∀(x, y) ∈ ØF.
Hence elementary calculations reveal that
(
(u′,σ′), p′
)
satisfies
divσ′ + 6π2u′ = 0 in ØS,
σ′ = CE(u′) in ØS,
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1ρSµ2
div∂ØS(n)G− κ(∇u)n =

a(ω)π
(
sinπx
sinπx
)
on Γ1 ∪ Γ3,
− a(ω)π
(
sinπy
sinπy
)
on Γ2 ∪ Γ4,
∆p′ + 2π2p′ = 0 in ØF,
1
ρS
(div∂ØF n)G · n− µ
2κ((∇u)n) · n+
1
ρF
[
div
(
κ∇p
)
−
∂
∂n
(
κ∇p
)
· n− div∂ØF(n)κ
∂p
∂n
+
µ2
c2
pκ
]
=

a(ω)π2 cos πx− 6π3a(ω) sin πx on Σ1C ,
a(ω)π2 cos πy − 6π3a(ω) sin πy on Σ2C ,
a(ω)π2 cos πx+ 6π3a(ω) sin πx on Σ3C ,
a(ω)π2 cos πy + 6π3a(ω) sin πy on Σ4C .
Therefore, computation of the shape derivative agrees with our result (4.10) in Theorem 4.4.
We also note that G defined in (4.11) is given by
G = 2a(ω)π2
(
cos π(x+ y) − sinπx sinπy
cos π(x+ y) − sinπx sinπy
)
.
Step II: Let us consider another perturbation parameter κ1(x, ω) = b(ω) which has a constant
(but random) value over the whole ∂ØF. The random variable b(ω) possesses similar properties
as a(ω). Hence, E[κ1] = 0 and Cov[κ1](x, y) ≡ E[b
2] = 13 . Again using (A.13) and Lemma A.7,
we now calculate the shape Hessian of u,σ and p denoted, respectively, by u′′,σ′′ and p′′.
One can clearly see that div∂ØF n = 0 and div∂ØS n = 0. Hence on computing the right
hand side of (4.25c) and (4.25g), there is no contribution coming from the term H1. We also
observe that on Σ1C , using (4.26) we obtain
H2 = a(ω)b(ω)π
2
(
cos πx
0
)
, H3 = −12a(ω)b(ω)π
4 cosπx, H4 = −4a(ω)b(ω)π
3 sinπx.
In a similar manner, one can compute Hi for i = 2, 3, 4 on Σ
2
C ∪ Σ
3
C ∪ Σ
4
C . Therefore, by
elementary calculations one can see that
(
(u′′,σ′′), p′′
)
is given by
u′′(x, y, ω) = 2a(ω)b(ω)π2
(
cos π(x+ y)
cos π(x+ y)
)
∀(x, y) ∈ ØS,
σ′′(x, y, ω) = −
(
8a(ω)b(ω)π3 sinπ(x+ y) −4a(ω)b(ω)π3 sinπ(x+ y)
−4a(ω)b(ω)π3 sinπ(x+ y) −8a(ω)b(ω)π3 sinπ(x+ y)
)
∀(x, y) ∈ ØS,
p′′(x, y, ω) = −2a(ω)b(ω)π2 cos π(x+ y) ∀(x, y) ∈ ØF,
and satisfies
divσ′′ + 6π2u′′ = 0 in ØS,
σ′′ = CE(u′′) in ØS,
1
µ2
(div∂ØS n)H1 +
1
µ2
H3n =

2abπ2
(
cos πx
cos πx
)
on Γ1 ∪ Γ3,
2abπ2
(
cos πy
cos πy
)
on Γ2 ∪ Γ4,
∆p′′ + 2π2p′′ = 0 in ØF,
−
1
ρS
(div∂ØF n)H1 · n−H3n · n − divH2 + div∂ØF(n)H2 · n+H4
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=
− 2abπ3 sinπx+ 12abπ4 cos πx on Σ1C ,
− 2abπ3 sinπy + 12abπ4 cos πy on Σ2C ,
− 2abπ3 sinπx− 12abπ4 cos πx on Σ3C ,
− 2abπ3 sinπy − 12abπ4 cos πy on Σ4C .
Therefore, computation of the shape Hessian agrees with our result (4.25) in Theorem 4.5.
Step III: In this step, we choose κ = κ1. Using E[a] = 0, equation (5.2), and E
[
cos π(x−
εa(ω)) cos π(y − εa(ω))
]
= cos πx cos πy +O(ε2), one can derive
pε(x, y, ω) = p(x, y) + πεa(ω) sin π(x+ y)− π2a2(ω)ε2 cos π(x+ y) + a3O(ε3), (5.3)
which verifies (4.29) for pε(ω). Proceeding in similar lines, it is easy to observe that uε(ω) and
σε(ω) admit the asymptotic shape Taylor expansion given by (4.29).
Again taking the expectation on (5.3) and using E[a] = 0,E[a2] = 1/3, rudimentary calculations
reveal that E[pε(x, y, ·)] = p(x, y) +O(ε2) for (x, y) ∈ ØF. In a similar way, one can verify
E[uε(x, y, ·)] = u(x, y) +O(ε2), E[σε(x, y, ·)] = σ(x, y) +O(ε2), (x, y) ∈ ØS.
This verifies (4.30) in Theorem 4.6.
Also exploiting E[a] = 0, equation (5.2), and
E
[
cos π(x− εa(ω)) cos π(y − εa(ω))
]
= cos πx cos πy −
π2ε2
3
cos π(x+ y) + a3O(ε3),
one can observe that for (x, y) ∈ ØF
E
[
pε(x, y)
]
= p(x, y)−
π2ε2
3
cos π(x+ y) + a3O(ε3)
E
[
pε(x, y)
]2
= p2(x, y) +
π2ε2
3
sin2 π(x+ y)−
π2ε2
3
p(x, y) cos π(x+ y) +O(ε3).
This implies, Var[pε] = E
[
pε
]2
−
[
E(pε)
]2
=
π2ε2
3
sin2 π(x+ y) +O(ε3).
Since p′(x, y) = πa(ω) sinπ(x+ y), one has E[p′]2 =
π2
3
sin2 π(x+ y). Hence, we have Var[pε] =
ε2E
[
(p′)2
]
+O(ε3). In a similar manner, one can check that Var[uε] = ε2E
[
(u′)2
]
+O(ε3). There-
fore, approximation of the variance agrees with (4.31) in Theorem 4.6. Thus we corroborate
the theoretical results achieved in this paper on a square domain.
Appendix A. Appendix
This section has been split into 3 parts. The very first subsection consists of basic tensor
algebra notations and integration by parts formula for tensor-valued functions. The second
subsection presents a series of lemmas which are involved in the analysis. The last subsection is
devoted to the introduction of necessary concepts regarding shape derivative and shape Hessian
for Hα functions when α > 0.
A.1. Tensor algebra. This section is based on Kronecker product and some of its properties;
see [30].
Definition A.1. Let A = (aij)i,j=1,2 be a 2× 2 matrix and σ = (σij)i,j=1,2 be a 2× 2-tensor-
valued function. We define
LAσ :=
(
A⊤
[
∂1
∂2
])⊤ [
σ11 σ12
σ21 σ22
]
:=
[
a11∂1σ11 + a21∂2σ11 + a12∂1σ12 + a22∂2σ12
a11∂1σ21 + a21∂2σ21 + a12∂1σ22 + a22∂2σ22
]
.
We note that when A is the identity matrix, the operator LI is not the gradient of the tensor σ.
20
Definition A.2. Let A ∈ Rm×n and B ∈ Rp×q be two matrices. The Kronecker product of A
and B, denoted by A⊗B, which is an element of Rmp×nq and is given by
A⊗B :=

a11B . . . a1nB
a21B . . . a2nB
. . . . . . . . .
am1B . . . amnB

Note that A⊗B 6= B ⊗A.
The component-wise inner product of two matrices A,B ∈ Rm×n is denoted by
A : B = Tr(A⊤B)
where Tr denotes the trace of the matrix.
Lemma A.1. Let A ∈ Rm×n, B ∈ Ri×j, C ∈ Rk×l. Then
(1) A⊗ (B ⊗ C) = (A⊗B)⊗ C,
(2) A⊗ (B + C) = A⊗B +A⊗ C when i = k and j = l.
Lemma A.2. Let D be a C2 domain in Rd. Then for τ ,σ ∈ (H2(D))d×d,∫
D
divσ · div τ dx = −
∫
D
σ : ∇(div τ ) dx+
∫
∂D
σn · div τ dS(x)∫
∂D
divσ · div τ dS =
∫
∂D
[
− σ : ∇(div τ ) + F(σ) · div τ + (σn) ·
∂
∂n
(div τ )
]
dS
+
∫
∂D
div∂D(n)(σn) · (div τ ) dS,
where n is the unit outward normal vector to the boundary ∂D and
Dσ :=
[
Dσ(1) . . . Dσ(N)
]⊤
(A.1)
F(σ) :=
[
〈Dσ(1)n,n〉RN . . . 〈Dσ
(N)n,n〉RN
]⊤
(A.2)
Proof. For any τ ,σ ∈ (H2(D))d×d we see that∫
∂D
divσ · div τ dS =
∑
k
∫
∂D
(divσ)k(div τ )k dS =
∑
i,j,k
∫
∂D
∂σjk
∂xj
∂τik
∂xi
dS
= −
∑
i,j,k
∫
∂D
σij
∂2τij
∂xi∂xk
dS
︸ ︷︷ ︸
K1:=
+
∑
i,j,k
∫
∂D
∂
∂n
(
σij
∂τij
∂xk
)
ni dS︸ ︷︷ ︸
K2:=
+
∑
i,j,k
∫
∂D
κσij
∂τki
∂xk
ni dS︸ ︷︷ ︸
K3:=
. (A.3)
To evaluate K1, using
(
∇(div τ )
)
ki
=
∑
j
∂2τkj
∂xi∂xj
, we obtain
σ : ∇(div τ ) =
∑
i,j
σij
∂(div τ)i
∂xj
=
∑
i,j
σij
∂
∂xj
(∑
k
∂τik
∂xk
)
=
∑
i,j,k
σij
∂2τik
∂xj∂xk
.
Again using integration by parts formula, we have
K2 =
∑
i,j,k
∫
∂D
∂σij
∂n
∂τ kj
∂xk
ni dS︸ ︷︷ ︸
K21:=
+
∫
∂D
∑
i,j,k
σij
∂2τ kj
∂n∂xk
ni dS︸ ︷︷ ︸
K22:=
,
which on further simplification yields
K21 =
k∑
i=1
∫
∂D
∂σki
∂n
nidiv(τ
(k)) dS =
∑
k
∫
∂D
∑
i,l
∂σki
∂xl
nl ni div(τ
(k)) dS =
∫
∂D
〈Dσ(k)n,n〉RN dS,
21
K22 =
∑
i,j,k
∫
∂D
σki
∂2τkj
∂n∂xj
ni =
∑
i,k
∫
∂D
σkini
∂
∂n
(div τk) =
∫
∂D
(σn) ·
∂
∂n
(div τ ),
K3 =
∑
k
∫
∂D
κ(σk · n)div(τ (k)) =
∫
∂D
κ
(
σn
)
· div τ dS,
where Dσ and F(σ) are given by (A.1) and (A.2) respectively. Combining all these we have
the required result. 
A.2. Technical Lemmas. If V is given by (3.3), until the end of this subsection let us assume
that T ε is defined by (3.1) and (3.2) with κ˜ ∈ C1(R3), and denote its Jacobian matrix and
Jacobian determinant by JT ε and γ(ε, ·), respectively. The following result is straightforward.
Lemma A.3. Assuming κ˜ ∈ W 1,∞(R3) and κ˜(x) = 0 for x ∈ BcR, there hold V ∈
(
H1(R3)
)3
and
∂mV (x)
∂xml
= 0 ∀x ∈ BcR, l = 1, 2, 3, m = 0, 1.
We denote V (x) := (V 1(x),V 2(x),V 3(x))
⊤. For the explicit forms of JT ε(·) and γ(ε, ·), we
refer to [12]. Exploiting Lemma A.3, we derive that for sufficiently small ε > 0, there holds
γ(ε, x) = 1 + ε γ1(x) + ε
2γ2(x) + ε
3γ3(x)︸ ︷︷ ︸
γ˜(ε,y):=
≥ c > 0 ∀x ∈ R3. (A.4)
Lemma A.4. For any σ ∈ X,
1. ‖J−⊤
T
ε − I‖L∞(R3) ≤ Cε, (A.5)
2. ‖LJ−1
T ε
σ − LIσ‖L2(R3) ≤ Cε. (A.6)
Proof. Recalling the form of JT ε in [12], we see that
AdjJT ε(x) =
(
I+ εV˜ 1(x) + ε
2V˜ 2(x)
)⊤
where
V˜ 1 =
V 2,2 + V 3,3 −V 1,2 −V 1,3−V 2,1 V 1,1 + V 3,3 −V 2,3
−V 3,1 −V 3,2 V 1,1 + V 2,2

and
V˜ 2 =
V 2,2V 3,3 − V 2,3V 3,2 V 1,3V 3,2 − V 1,2V 3,3 V 1,2V 2,3 − V 1,3V 1,2V 2,3V 3,1 − V 2,1V 3,3 V 1,1V 3,3 − V 1,3V 3,1 V 1,3V 2,1 − V 1,1V 2,3
V 2,1V 3,2 − V 2,2V 3,1 V 1,2V 3,1 − V 1,1V 3,2 V 1,1V 2,2 − V 1,2V 2,2

where V i,j =
∂V i
∂xj
. This implies
J−1
T
ε (x) =
1
γ(ε, x)
Adj JT ε(x) =
I+ εV˜ 1(x) + ε
2V˜ 2(x)
1 + εγ1(x) + ε2γ2(x) + ε3γ3(x)
= I+ εVˆ 1(x, ε)
where Vˆ 1(x, ε) = V˜ 1(x)− γ1(x) +O(ε). This concludes (A.5). Furthermore, we have
LJ−1
Tε
σ = LIσ + εLVˆ 1σ
and this concludes (A.6). This completes the proof. 
In view of Lemma 3.2 of [12], let us consider A(ε, ·) := γ(ε, ·)J−1
T
ε J−⊤
T
ε . Furthermore, we denote
A′(0, ·) is the Gaˆteaux derivative of A(ε, ·) at ε = 0, namely
A′(0, x) = lim
ε→0
A(ε, x)− I(x)
ε
, x ∈ R3.
Lemma A.5. Define operators A˜ : X→ L2(ØS) and J˜ : X→ L
2(ØS) by
A˜(ε, y)σ(y) := γ(ε, y)J−1
T
ε ⊗LJ−1
T ε
σ(y), (A.7)
J˜(y)σ(y) := I⊗ LIσ(y), ∀σ(y) ∈ X. (A.8)
Then
lim
ε→0
‖A˜(ε, ·)σ − J˜(·)σ‖L2(R3) = 0, (A.9)
lim
ε→0
∥∥∥∥∥A˜(ε, ·)σ − J˜(·)σε −A′(0, ·)σ
∥∥∥∥∥
L2(ØS)
= 0, (A.10)
where we denote A˜′(0, ·) as the Gaˆteaux derivative of A˜(ε, ·) at ε = 0, namely
A˜′(0, y)σ(y) = lim
ε→0
A˜(ε, y)σ(y)− J˜(y)σ(y)
ε
, y ∈ ØS.
Proof. Using (A.7) and (A.8) we have
A˜(ε, y)σ(y)− J˜(y)σ(y)
= (γ(ε, y) − 1)
(
J−1
T
ε ⊗ LJ−1
Tε
σ(y)
)
+
(
J−1
T
ε − I
)
⊗ LJ−1
T ε
σ(y) + I⊗
(
LJ−1
Tε
σ(y)− LIσ(y)
)
.
Now using Lemma A.4, we achieve
‖A˜(ε, ·)σ − J˜(·)σ‖L2(R3) ≤ O(ε),
which proves (A.9). Again, using (A.7) and Dominated Convergence Theorem we have (A.10).

A.3. Material and shape derivatives. In this section we give a general overview on first and
second order shape calculus (see [36]). These definitions and Lemmas can be introduced for the
stress tensor σ, pressure p and the skew-symmetric tensor s in the spaces X and Q respectively.
Let D be a deterministic bounded domain in R3 with boundary ∂D of class Ck, k ≥ 2.
For ε > 0, let Dε be the perturbed domain with respect to T ε (where T ε is defined by (3.1)
and (3.2)). Let us define the boundary variations V 1 and V 2 by
V i(x) := κi(x)n(x), i = 1, 2, where ‖κi‖W2,∞(∂D)∩C2,1(∂D) ≤ 1. (A.11)
We employ second order variations of the type
Dε,δ[κ1, κ2] := (Dε[κ1])δ[κ2] :=
{
x+ εκ1(x)n(x) + δκ2(x)n(x) : x ∈ D
}
,
∂Dε,δ[κ1, κ2] := (∂Dε[κ1])δ[κ2] :=
{
x+ εκ1(x)n(x) + δκ2(x)n(x) : x ∈ ∂D
}
.
Definition A.3. Let α > 0. For any sufficiently small ε, let vε(Dε) be an element in Hα(Dε).
The material derivative weak (strong) of vε(Dε) in the direction of a vector field V 1 (given
by (A.11)) denoted by v˙(D) = v˙[κ1,D] and is defined by
v˙(D) := lim
ε→0
vε(Dε) ◦ T ε − v0(D)
ε
,
provided the limit exists in weak (strong) sense in the corresponding space Hα(D).
Remark 5. The function v˙(D) is the weak (strong) material derivative of vε(Dε) in Hα(Dε) if
vε(Dε) ◦ T ε − v0(D)
ε
is weakly (strongly) convergent to v˙(D) in Hα(D) as ε→ 0.
Proceeding in similar lines, for β > 0, one can define the material derivative weak (strong)
of vε(∂Dε) in Hβ(∂Dε)) in the direction of a vector field V 1 denoted by v˙(∂D) = v˙[κ1, ∂D]. In
the following proposition, let us mention the relation between weak (strong) material derivative
on the domain and on the boundary.
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Proposition A.6. Let v˙(D) be the weak (strong) material derivative of an element vε(Dε) ∈
Hα(Dε), in the direction of a vector field V 1 (given by (A.11)). Then for α > 1/2, there exists
the weak (strong) material derivative v˙(∂D) of the element vε(∂Dε) = vε(Dε)|∂Dε which is given
by
v˙(∂D) = v˙(D)|∂D in H
α−1/2(∂D).
.
For proof, we refer to Proposition 2.75 in [36].
Definition A.4. Let α > 1/2. Let the weak material derivative v˙(D) exists in Hα(D) (or
v˙(∂D) ∈ Hα−1/2(∂D)) and ∇v0 · V 1 ∈ H
α for vector field V 1 (given by (A.11)). The shape
derivative of vε(Dε) ∈ Hα(Dε) (or vε(∂Dε) ∈ Hα−1/2(∂Dε)) is given by
v′ =
{
v˙(D)−∇v0(D) · V 1, if v
ε(Dε) ∈ Hα(Dε),
v˙(∂D)−∇∂D0v
0(∂D) · V 1, if v
ε(∂Dε) ∈ Hα−1/2(∂Dε).
(A.12)
If (V 1,V 2) are pairs of boundary perturbation fields given by (A.11), let us consider (v˙)
δ(Dδ) ∈
Hα(Dδ) defined in the direction of the vector field V 2. Then the second order material de-
rivative of (vε)δ which is a bilinear form on the pair of vector fields (V 1,V 2) denoted by
v¨(D) = v¨[κ1, κ2,D] and is given by
v¨(D) := lim
δ→0
(v˙)δ(Dδ) ◦ T δ − v˙(D)
δ
.
The shape Hessian is the second order shape derivative denoted by v′′ = v′′[κ1, κ2] and is
defined by
v
′′
=
{
v¨(D)− ˙(∇v)(D) · V 1 −∇v(D) · V˙ 1 −∇v
′(D) · V 2, if v˙
δ ∈ Hα,
v¨(∂D)−M(∇∂D0v)(D) · V 1 −∇∂D0v(D) · V˙ 1 −∇∂D0v
′(D) · V 2, if v˙
δ ∈ Hα−1/2,
(A.13)
where M(f) denotes the material derivative of a function f .
Lemma A.7. Let α > 0. Let v′ and v′′ be shape derivative and shape Hessian of v(D) ∈ Hα(D),
then for any compact set K ⊂⊂ D we have
v′ = lim
ε→0
vε − v0
ε
and v′′ = lim
δ→0
(v′)δ − v′
δ
in Hα(K). (A.14)
For proof see Lemma 3.6 of [12].
With (A.14) at hand, we obtain for all 0 ≤ ε < ε0, the ‘shape Taylor expansion’
vε(x) = v(x) + εv′[κ1](x) +
ε2
2
v′′[κ1, κ1](x) +O(ε
3) for x ∈ K ⊂⊂ D ∩Dε. (A.15)
Lemma A.8. Let α > 0. Let v˙, w˙ be material derivatives, and v′, w′ be shape derivatives of
vε, wε in Hα(Dε), ε ≥ 0, respectively. Then the following statements are true.
(i) The material and shape derivatives of the product vεwε are v˙w0+ v0w˙ and v′w0+ v0w′,
respectively.
(ii) The material and shape derivatives of the quotient
vε
wε
are
(v˙w0 − v0w˙)
(w0)2
and
(v′w0 − v0w′)
(w0)2
,
respectively, provided that all the fractions are well-defined.
(iii) If vε = v for all ε ≥ 0, then v˙ = ∇v0 · V 1 = ∇v · V 1 and v
′ = 0.
(iv) If
J1(D
ε) :=
∫
Dε
vε dx, J2(D
ε) :=
∫
∂Dε
vε dσ,
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and
dJi(D
ε)|ε=0 := lim
ε→0
Ji(D
ε)− Ji(D
0)
ε
, i = 1, 2,
then
dJ1(D
ε)|ε=0 =
∫
D0
v′ dx+
∫
∂D0
v0 〈V 1,n〉 dσ
and
dJ2(D
ε)|ε=0 =
∫
∂D0
v′ dσ +
∫
∂D0
(
∂v0
∂n
+ div∂D0(n) v
0
)
〈V 1,n〉 dσ.
(v) The shape derivatives of
∂v
∂nε
∣∣∣∣
∂Dε
and wε
∂v
∂nε
∣∣∣∣
∂Dε
are, respectively,
∇∂Dεv · ∇∂D0〈V 1,n〉 and w
′ ∂v
∂n
∣∣∣∣
∂D0
− w0
(
∇∂D0v · ∇∂D0〈V 1,n〉
)
.
Proof. Statements (i)–(iii) and (v) can be obtained by using elementary calculations. State-
ment (iv) are proved in [36, pages 113–116]. 
Lemma A.9. The material and shape derivatives of the normal field nε are given by
n˙ = n′ = −∇∂ØSκ.
Proof. See [12, Lemma 3.9]. 
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