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A Wireless Sensor Networks (WSN) was developed, along with a testbed that 
could evaluate the system under scrutiny on energy consumption parameters. The 
development of an artificial reconfigurable wireless network optimization routing 
protocol based on battery levels was created in a lab environment where certain variables 
were controllable. This study focused on measuring energy of a network based on 
different routing protocols. To capture data, physical batteries were replaced with a 
power source that was developed to capture the energy usage of each node in the system 
simultaneously.  
The development of a system that could test the energy consumed by a WSN was 
one part of the study, whilst the important part was to be able to analyse energy 
consumed by a network as a whole.  
Analysing a WSN by capturing data based on routing topology formed a 
conclusion based on data that was captured in the lab. Different packet sizes, TX power 
levels and routing protocols were tested in this dissertation on a custom developed 
testbed. Results did show a predictable outcome clearly indicating different energy 
consumptions per topology. 
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IoT is a group noun for devices connected to an internet-based server via any 
possible means. The term IoT has brought a new age of exploration into wireless radio 
networks, security protocols and a few more topics that can be investigated. Very often 
sensing devices have the issue of being out of range to an internet connection. For these 
cases a radio network can be implemented, relaying data from one location, to another 
location that can provide a link to the internet. Modern radio technology is becoming 
easier to implement, due to the increase of open source material [1] and it is more 
affordable for the average hobbyist/engineer to work with. When implementing IoT on a 
network of sensors that are a moderate distance apart from one another (100m – 500m) it 
is simpler to have a centre node that can be linked to the internet, due to Wi-Fi ranges 
that might not be in reach for all the nodes. Using GPRS on each device will require a 
SIM card for each device that leads to extra difficulty on installations. Based on topology 
algorithms this dissertation researched aspects of a network, before it can connect to the 
internet on a hardware level. Aspects like throughput battery energy consumption per 
node and battery energy consumption per network topology was simulated with custom 
developed physical hardware that can simulate a radio network. These parameters were 
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tested in lab conditions with open source development tools. The data was logged, pre-
processed and analysed.  
1.2 The Problem Statement 
Certain nodes in a network might use more energy because of the radio topology 
being used. This is a problem if the radio network is dependable on batteries and does not 
have a routing algorithm that will adapt to nodes that are depleted.  
1.3 Hypothesis 
A wireless network sensor system will be able to last longer, allowing longer 
network up-time when an artificial reconfigurable wireless network optimization system, 
based on power consumption is used.  
 
1.4 Project objectives 
The objective of the study is to analyse a network topology that will be able to 
adapt based on battery levels of the wireless nodes. 
 Obtain and develop a small scale Wireless Sensor Network (WSN); 
 Develop a custom protocol to test different topologies; 
 Design and build an energy monitoring system for a WSN; 
 Analyse the functioning of the test bed; 
 Analyse the power consumption of each node in the WSN; and 
© Central University of Technology, Free State
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 Log the throughput of the WSN to compare with different types of 
topologies. 
 
1.5 Research method 
The research was divided into two methods with different outcomes also 
described in Fig. 1.1. The first objective was to build a system that could monitor the 
energy consumption of a WSN. Also known as a testbed [2]. A positive outcome is 
reached when the designed testbed can give the correct energy consumption readings and 
have a throughput calculation.  
The second part of the research analyses different types of network topologies, 
allowing analysis based on readings of the previously designed testbed. The study will 
indicate a correlation between the physical layer based on the Open Systems 
Interconnection (OSI) model and physical hardware. 
  


















Setup for different 
Retrieve Logged 
Data from testbed 
Formulate data in so that a 
conclusion was made. 
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1.6 Summary of Following Chapters 
1.6.1 Chapter 2: Investigation into relevant theory for testing WSN’s 
This chapter considers a broad spectrum of theories related to radio engineering in 
the process of better understanding WSN’s. After the basic radio terminology was 
discussed, other work concerning IoT research was referenced and discussed. Finally, 
components for experimental setup were reviewed and chosen. 
1.6.2 Chapter 3: Development of a DAQ system for monitoring a WSN 
This chapter is an extension of Appendix E [3], and focuses on the development 
of a testbed that does Data Acquisition (DAQ) on a WSN. The testbed used a Raspberry 
Pi that interfaced analogue to digital conversion circuits that measured the power of each 
node connected to the power circuit.  
1.6.3 Chapter 4: WSN setup and throughput testing via MATLAB® 
This chapter observed the development of a radio protocol that made it easier to 
test different types of network topologies. The gateway transmitted serial data which 
MATLAB® was able to analyse. 
1.6.4 Chapter 5: Communication and power results 
This chapter presents the data collected from the developed system from Chapter 
3 (hardware) and 4 (software). Chapter 5 also compared different network topologies and 
specified if the system was able to predict the energy usage of a WSN. 
 
© Central University of Technology, Free State
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1.6.5 Chapter 6: Conclusion 
This chapter include the discussion of the results; relevance of the research; and 
future work. 
  




 Investigation into relevant theory for testing WSN’s 
2.1 Introduction 
This chapter discusses relevant theory to WSN’s, considering the Open Systems 
Interconnection (OSI) model and different types of theory that helps in the development 
of a WSN testbed with a gateway that can be connected to the internet. Also discussed 
are the tools needed to collect the data; the components to create the data; and the 
software to save the data. 
2.2 OSI model and Relative terms 
The OSI model is an International Standard Organisation (ISO) stating that any 
WSN can be divided into seven layers [4], [5]. The OSI incorporate the physical layer; 
data link layer; network layer; transport layer; session layer; presentation layer; and 
application layer as shown in Fig. 2.1 [5]. The IEEE Std 802® also refers to a family of 
standards focusing on the physical layer and data link layer. It is important to know that 
IEEE 802 networks observe encryption, flow control and error correction, but it is not 
limited to the physical and data link layers [6] (layers concerning transmission of data 
and error detection). 




2.2.1 Physical Layer 
The Physical Layer (PL) for a radio network system could be described as the 
process of a radio module that interfaces with the analogue circuit that controls and emits 
electromagnetic waves via the antenna. The PL for a radio talks to the hardware of an 
electromagnetic radiation circuit (radio). The PL can be described as a subset of 1’s and 
0’s, but it produces hardware that takes the following into account: 
 The frequency to transmit. Frequency can be related to data rate, but 
licensing should also be considered when looking at frequency 
Fig. 2.1 The OSI model for networks  
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specifications. For this dissertation a radio module that operates at 
868MHz is used. This is an unlicensed frequency band that complies with 
the Independent Communications Authority of South Africa (ICASA). 
 Frequency modulations schemes are part of the physical layer. Different 
types are commonly known, but the popular types taught in general radio 
engineering subjects are Frequency Shift Keying (FSK); Amplitude Shift 
Keying (ASK); and Phase Shift Keying (PSK). 
 The antenna designs. According to the Modern Dictionary of Electronics 
an antenna is an electrical device which converts electric power into radio 
waves and vice versa. Antennas come in different shapes, sizes and types. 
The antenna is designed for a specific frequency. 
 
The PL used to describe the transmission part of any OSI model [7], the 
ArduRF1’s (Fig. 2.2) was used to build the experiment platform for measuring energy 
usage during transmissions of data. It is developed around the Arduino framework and 








2.2.2 Data Link Layer 
The Data Link Layer (DLL) [7] can be classified as the part of a radio module that 
describes the error correction and analysing of the data. Two sublayers, encryption and 
decryption can also happen in this layer, and is known as the Logical Link Control (LLC) 
sublayer and the Medium Access Control (MAC) sublayer. 
2.2.3 Network Layer 
A Network Layer (NL) [7] is responsible for packet forwarding. For example, 
node X sends a packet to node Z, but needs node Y to pass the message. Common 
platforms on this layer are called gateways or routers. They are connectors of 
communication [7]. In this dissertation a custom NL is designed to serve as an easy 
method of controlling the topology of the network. 
Fig. 2.2 Wireless nodes ArduRF1's  Photo Credit: 
www.EzSBC.com 
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2.2.4 Transport Layer 
The Transport Layer (TL) [7] is commonly better known in high data rate 
networks, for example computer networks. This terminology describes the protocol being 
used for different node destinations to understand one another e.g. UDP and TCP/IP. 
2.2.5 Session Layer 
The Session Layer (SL) [7] describes the initiation of a communication link and 
the ending of the communication link. A good example will be a wireless webcam. If a 
link is requested and accepted, data will be able to flow from the webcam via the wireless 
link to the source that requested the link. When the link is disrupted or cancelled the 
session will be stopped and no further data streaming takes place. 
2.2.6 Presentation Layer 
The Presentation Layer (PL) [7] or syntax layer is the layer that would grab data 
and/or manipulate data to make it usable to the application layer, e.g. ASCII. Some types 
of encryption take place on this level. Testing of the username and password, to grant 
access to user data would be an example. 
2.2.7 Application Layer 
This layer (AL) is also known as an abstraction layer and can be described as a 
user interface [8]. A user interface can range from a LCD to a LED blinking. For this 
dissertation the Application Layer will be absent, but interfacing LED’s are designed into 
the circuit to allow for better debugging purposes. 




Throughput means the amount of material or items passing through a system or 
process. When working with radio communication, throughput is an important factor in 
the evaluation of a system. In perfect conditions the throughput of a radio system must be 
100%. For this thesis throughput was measured for the developed testbed system. The 
effects of directional antennas versus omni-directional antennas are discussed by Hong-
Ning Dai et al. [9]. It was found that a directional antenna can improve the throughput 
significantly and reduce the need for multi-hop routing.  
2.2.9 Latency 
Latency is a common term used to describe the delay in data. High latencies refer 
to major delays in data. When sensing data for logging purposes, latency can be 
negligible comparing to wireless control systems. Latency will only be an issue for high 
data rate application e.g. video feeds or sound streaming. Om Jee Pandey et al. [9] 
researched low-latency and energy-balanced data transmission over cognitive small 
world WSN. A network was proposed that viewed hop-counts and geographical distances 
that acquired 44.74% reduction in latency, compared to Low Energy Adaptive Cluster 
Head routing (LEACH) [10].  
2.3 Modulation of a carrier signal 
Modulation refers to the way a signal needs to be carried through open space. 
When using wires between different devices for communication purposes, protocols like 
© Central University of Technology, Free State
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UART and I2C can be used, but when communicating wireless only through antennas the 
signals must be modulated with external electrical waves to enable the transmission of 
radio magnetic energy via an antenna. Modulation schemes were developed for different 
types of criteria. Popular modulation schemes are amplitude modulation and frequency 
modulation. These modulation schemes provide a service to analogue signals. Very 
common techniques taught at universities when working with digital data (binary values) 
are phase-shift keying (PSK); frequency-shift keying (FSK); and quadrature amplitude 
modulation (QAM). All this modulation can be sub-divided into different categories 
allowing for better application-based modulations.  
Summarising modulation schemes can be divided into analogue; digital; 
hierarchical; and spread spectrum modulation. Further modulations described refer 
mostly to spread spectrum digital modulation schemes used on common breakout boards 
sold by electronic and robotic component suppliers [11]. 
2.4 SigFox™ 
SigFox™ is popular in the world of IoT. This is a radio network based on star 
topology, with a gateway node that handles the data and uploads it to the cloud. The 
significant part of this IoT design is the fact that there is no need to create a link to the 
internet. The link to the internet is provided by SigFox™. Fig. 2.3 [12] is a coverage map 
of SigFox™. The light blue area is where SigFox™ coverage is already deployed and 
purple is the area where SigFox™ is planning to provide coverage in the near future.  




This service is significant in the sense that the coverage is very similar to mobile 
networks, but extra SIM cards are not needed for functionality. Each SigFox™ modem is 
provided with a unique ID. The user of the SigFox™ modem needs to register this unique 
ID and to pay a license fee. This license fee can also be considered as data. Using the 
unique ID on the SigFox™ server, the user can access the data provided by the SigFox™ 
modem. 
The largest data package that can be obtained from SigFox™ is a package that 
transmits 12 bytes every 10 minutes. This system is dependent on being in range of 
gateway towers. It does not allow for a lot of data to be uploaded, therefore only 
uncomplicated sensing applications can make use of this system. Water usage 
Fig. 2.3 Coverage provided for SigFox™ modems in South Africa on the 19th of 
March 2018 as provided by SigFox™ 
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monitoring; rain fall measurements; or lightweight tracking systems would be an 
example.  
SigFox™ differs from the experiments done in this dissertation because it only 
uses a star network topology.  
 
2.5 WSN Topology Control and Algorithms 
EZone is an energy efficient zone routing algorithm [13]. MATLAB® simulations 
analyses the effectiveness of this algorithm on network performances for single and 
multiple gateway scenarios. Comparing EZone to routing algorithms like minimum 
transmission energy (MTE), LEACH and zone clustering, a conclusion can be made that 
EZone has a better throughput rate. That also means a better network connectivity with 
more lifeless nodes.  
EZone is only based on theoretical work, leaving the practical testing of this 
algorithm up to expensive testbeds for these radio networks. EZone algorithm creates a 
radio link between neighbouring nodes based on energy level.  
During reduction of energy consumption in WSN, using the generalized 
Pythagorean theorem [14] a routing scheme was proposed on the physical location of the 
nodes used in the network. Using theoretical info of the power consumption used by a 
node simulation done in MATLAB®, an algorithm was tested based on the angles and 
distances between each node. Fig. 2.4 [14] illustrates that the angle between different 
nodes had a theoretical effect on the energy consumed if the distance between node A 
© Central University of Technology, Free State
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and B and node A and C was constant, but the angle was different. The proposed 
algorithm chose an extra hopping step between nodes if the angle from node A’s point of 
view was smaller than 90 degrees.  
 
 
Energy efficient reliable routing algorithm (EERA) for WSN[15] focused on 
throughput, reliability and latency. The EERA algorithm was developed from the basis of 
low earth orbiting (LEO) [16] satellite networks. LEO makes use of an algorithm where 
only the neighbouring node data was stored in a specific node.  
For example, on analysis of node a, it will hold only data concerning its 
neighbouring nodes b and c, but none on the non-neighbouring nodes d and e. EERA 
implemented this strategy, but added data saved within the node, holding information on 
nodes that is on route to the gateway.  
EERA protocol’s header packet format contained 10 packages.  
1. The source node;  
Fig. 2.4 A, B and C represented as nodes showing diffirent angle possibilities 
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2. Destination node; 
3. Node between source and sink; 
4. Neighbouring node; 
5. Sequence number of the packet; 
6. Packet start time of each node; 
7. Time to reach base station;  
8. Energy of node;  
9. Node packet transmission ID;  
10. Tuning factors.  
  




2.6 WSN Power Consumption Testbeds 
Section 2.6 discusses the relevant theory concerning testbeds. This topic became 
part of the dissertation because of its relevance to this project. The author of this 
dissertation designed and built a testbed specifically for testing the hypothesis of this 
research.  
2.6.1 Introduction to Testbeds 
Testbeds are designed and used to evaluate a WSN. Outputs usually contain data 
concerning the energy consumption, data rates and throughput capability. WSN testbeds 
are mostly deployed indoors for academic purposes [17] [18].  
A. Kopke et al. measured the node energy consumption in a USB based WSN 
testbed [19] and he also researched more affordable, easy deployable and precise 
methods of estimating the actual energy consumption. The systems were developed to be 
independent from node type or testbed type. The developed circuit (Fig. 2.5 [19]) allowed 
the node being tested to switch between programming mode and energy consumption 
measuring mode. This operation was done by the node itself. 




The circuit shown in Fig. 2.5 simply explains that by the use of a data pin output 
to the node being measured, the resultant current measurements, interfaced with a 
LTC4150 coulomb counter’s data, was transferred to the node itself, allowing the data to 
be accessed wirelessly. One of the main concerns in this research piece was cutting out 
the regulator that provided the system with 3V and replacing it directly with a battery. 
The problem that remains when using rechargeable batteries on a 3V node, is that 
additional charging circuits are needed. 
2.6.2 NEWSBED: The Internet of Things Testbed Platform 
NEWSBED [20] is a testbed theoretically designed for IoT. A few requirements 
were identified that are useful when creating a testbed.  
It has to be neutral, easy making, web based and shareable.  
Fig. 2.5 Circuit for a USB based WSN energy monitor 
developed by Kopke and Walisz 
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Neutral indicates that the testbed is simulated, but with extra Quality of Service 
(QoS) as a Service. This implies that extra data is injected into the simulation conditions 
to make the simulation a better representation of reality. Easy making is the requirement 
that only concerns the programing environment of the system. NEWSBED intends to 
make the coding interface a graphical user interface (GUI). Web based refers to access 
of the collected data. Allowing the data to be presented on a web site. Shareable 
indicates that NEWSBED is synonym to open-source. If a researcher already set up an 
environment on the system, it is easily accessible to other researchers. Fig. 2.6 [20] 
illustrates that research on NEWSBED can be done from remote locations.  




In conclusion this article demonstrates that NEWSBED is merely an idea with no 
proof of concept yet. NEWSBED also doesn’t consider cost effectiveness or any physical 
implementation of a testbed.  
2.6.3 MoteLab: a wireless network testbed 
MoteLab [21] (Fig. 2.7) was developed to help future researchers and teachers 
whilst researching or teaching WSNs. Quoting the author, “MoteLab is a set of software 
tools for managing a testbed of Ethernet-connected sensor network nodes.” As shown in 
Fig. 2.7 the system makes use of a webserver, MySQL database, a data logger and 
hardware connected to the wireless nodes that interfaces with Ethernet. The radio nodes 
can be reprogrammed via the Ethernet interface board. The Ethernet interface board can 
also monitor the power consumption of the node that is plugged in and connects the node 
to extra sensory data.  
Fig. 2.6 The deployment of a NEWSBED testbed  




In conclusion MoteLab is a spectacular testbed that implemented simple 
techniques like MySQL and a PHP webserver to interface the general system. The only 
negative aspect about using this testbed is that the type of wireless nodes used in this 
testbed can’t be changed or adapted. Each wireless node also needs to be within range of 
an Ethernet port.  
2.6.4 WISEBED: an open large-scale wireless sensor network testbed 
WISEBED [22] focuses on a very large WSN testbed system placed all over 
Europe. WISEBED deployed over 500 nodes with different types of hardware platforms 
with pre-connected sensors. Most nodes work with the IEEE 802.15.4 wireless protocol 
as a standard. This is ideal for topology control testing at a radio frequency of 2.4GHz. 
Fig. 2.7 Component model that illustrates a summary of MoteLab 
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WISEBED’s intended goal is to connect each testbed to larger heterogeneous networks 
e.g. IoT.  
This testbed is well developed but has limited types of hardware platforms. The 
hardware is not interchangeable, and the testbed only focusses on research based in the 
physical layer of the OSI as described in section 2.2.1.  
This testbed will not allow for research on the physical hardware of a node. The 
testbed that was developed in this thesis is very small in comparison, but focuses on the 
hardware’s performance in relation with the physical layer setup. The physical layer also 
focuses only on the testing of different topologies with preconfigured firmware. 
2.7 Appliance Load Monitoring (ALM) 
Google defines the word appliance as a device or piece of equipment designed to 
perform a specific task. Identifying with the term appliance, a wireless sensing node can 
be defined as an appliance. As explained by a survey [23] there are two common types of 
Appliance Load Monitoring (ALM). Intrusive Load Monitoring (ILM) and Non-Intrusive 
Load Monitoring (NILM).  
2.7.1 ILM 
A good analogy for ILM would be to introduce water consumption sensing per 
tap in a household. ILM would refer to the sensing of water usage at each tap by literally 
putting a water flow sensor at each tap. Using ILM and the water analogy example, data 
can be presented for each tap. This is an uncomplicated method for ALM when data 
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collection is the main concern, but it is a more expensive and inconvenient method of 
water usage monitoring than the other method, NILM. 
2.7.2 NILM 
Using the same water analogy as used for ILM, the NILM introduced the single 
point sensing method. For this explanation a water analogy will work fine. Instead of 
placing a water flow sensor at each tap inside the house, one sensor can be placed outside 
on the main water supply. This is a cheaper method, but the problem comes down to 
knowing which tap gave what amount of water. When implementing what researchers 
have discovered [23], it is possible to specify which tap/appliance was opened/latched by 
evaluating the effect that it has on the total water flow/current measurement.  
As proposed by [24] there are different types of consumer appliances. Ranging 
from power supply latching appliances (ON/OFF); multi-state appliances (appliances that 
consume different amounts of power during its operation); continuously variable devices 
(Light dimmers); and [25] permanent consumer devices (geyser and hardwired smoke 
detectors). 
2.7.3 Conclusion for ALM 
ALM is useful when it comes to monitoring energy. Comparing ILM and NILM 
they both have their advantages and disadvantages. ILM is a bit more expensive, but will 
be helpful when precise data must be logged. NILM is a predictive method, not usually 
100% accurate, but it can be helpful for smaller scale measuring systems.  
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For example: measuring the power consumption of a residential house instead of a 
5-story building. The testbed used for the radio network made use of ILM, because of 
better accuracy and higher resolutions when it comes to energy monitoring.  
2.8 Radio Transceiver modules 
Radio transceivers are very popular in a module format (with all the components 
on a small printed circuit board to manage the transmission and receiving of data bytes). 
A common term for modern radio modules are LoRa®. LoRa® falls under the topic Low 
Power Wide Area Network (LPWAN). The radio modulation scheme used is the chirp 
spread spectrum (CSS). Other modulation types can be the basic frequency shift keying; 
phase shift keying; or amplitude shift keying. Experimentation for this dissertation was 
done with the RFM69HW that can do FSK, GFSK, MSK, GMSK and OOK modulations.  
The following sections 2.8.1 and 2.8.2 discusses popular types of transceiver 
modules operating at 868MHz and a review on the features that will apply to this 
dissertation. 868MHz was chosen as it is an open license band in South Africa and does 
not tend to interfere with other sub 1GHz open licenses, e.g. the 433MHz band. 
 
2.8.1 RFM69HW from HopeRF™ 
Described as a low powered transceiver module (Fig. 2.8) with a wide frequency 
range of operation most of the communication parameters are programmable. High 
receiving sensitivity of -120dBm at 1.2 kbps and a programmable power output can be 
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programmed with ranges from -18 to +20 dBm in 1dBm steps. See appendix A for extra 
information.  
2.8.2 RN2483 from Microchip® 
Described as a low powered transceiver module with a wide frequency range of 
operation most of the communication parameters are programmable. It is a System on 
Chip (SoC) with a high receiving sensitivity of -120dBm at 1.2 kbps and a programmable 
power output can be programmed with ranges from -18 to +20 dBm in 1dBm steps. Fig. 
2.9 [26] shows the module. 
 
Fig. 2.8 RFM69HW radio transceiver 
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2.9 Gateway between sensing grid and internet 
A gateway is a hardware-based device that provides a connection between two or 
more different types of network protocols. In most cases the gateway is a node with an 
extra connection interface that can be connected to the internet or any other type of 
frequency that is different from the first or main network that the gateway is connected 
to. The gateway may also be referred to as a bridge between a network and a user 
interface [27]. 
2.10 Summary 
All of these concepts were investigated, applied or altered in the incorporation 
and development of the research project. Research about testbeds for WSNs, power 
Fig. 2.9 RN2483 SMT chip developed by Microchip 
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optimisation protocols and relevant theory to radio networks was discussed and presented 
in Chapter 2.  




 Development of a DAQ system for monitoring a WSN 
3.1 Introduction 
Exploratory work was done for chapter 3, to ensure that the obtained current 
measurements from a Raspberry Pi and an ADS115 16Bit I2C ADC module are correct. 
This research is to conclude if a WSN will operate longer when the routing algorithm is 
based on the battery level of each node in the WSN. The network will be tested with 9 
nodes; one being the sink node (gateway node) and the rest are sensor nodes. Measuring 
the power usage of the WSN will give viable data that won’t need a simulation to 
speculate the performance of a WSN’s routing algorithm. Using the Raspberry Pi and an 
ADS115 16Bit I2C ADC module will provide an accessible method of obtaining energy 
measurements and logging the data. Before a testbed for monitoring energy consumption 
of a WSN can be build, the data acquisition (DAQ) should operate properly on a single 
node. This simulation can replace actual field work and long delays for collecting data.  
3.2 Tools used to test DAQ credibility of the WSN testbed. 
Section 3.2 discusses the tools and considerations of these tools used for the 
design of a testbed. 
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3.2.1 The Digilent Analog Discovery™ 
Developed in conjunction with Analog Devices Inc., replaced by the Analog 
Discovery 2, the Digilent Analog Discovery™ (Fig. 3.1) can be used as an oscilloscope; 
waveform generator; logic analyser; pattern generator; and a programmable power 
supply. Using the software WaveForms 2015 the device can log readings taken from the 
oscilloscope channels. The logged readings can then be used to create graphs for better 
analysis and evaluation of the transmission power of a specific node. 
 
3.2.2 NI myRIO™ 
As presented in previously mentioned work of the author of this dissertation[3], 
the myRIO was a useful tool when logging analogue data. It combines a Field 
Programmable Array (FPGA) chip with a real time processor. This allows a very fast 
analogue sampling rate. 
Fig. 3.1 Digilent Analog Discovery 
tool 




Python is a high-level programming language for the programming of any type of 
application. In this dissertation’s situation python is used on the Raspberry Pi. Usually 
Linux and python are compatible without problems. This observation comes from the fact 
that python comes preinstalled on most Linux distributions as said on the official python 
support web page [28]. 
3.2.4 MySQL 
MySQL is a database platform. It is convenient for storing data, requesting data 
and just handling data. For this dissertation it was used to store throughput and energy 
usage data, recorded by the designed radio testbed.  
Fig. 3.2 MyRIO from National Instruments 
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3.3 The Node for testing DAQ tools 
 
 
The node that was tested is a single ArduRF1s placed in series with a 10Ω 
resistor. Measuring the voltage difference through the resistor will give a resultant value 
that is 10 times the value of the current usage. Using the Target3001!™ software the 
circuit board was designed to interface with tools mentioned in section 3.2.1, 3.2.2. Fig. 
3.3 shows the schematic for a circuit that is used for energy consumption calculations. J1 
on Fig. 3.3 was used to measure the positive voltage, where J2 was considered as 0V.  
The Power Monitor circuit (Fig. 3.4) is designed for supplying a known voltage to 
the ArduRF1’s and measuring the breakout pins (J1 and J2 from Fig. 3.3) to calculate the 
instantaneous current value and is equipped with an on board 5V/1A power supply. The 
instantaneous power is calculated by using the variable data collected from the power 
monitoring circuit. Results can be calculated by using equation (3.1 only by using a DAQ 
device energy consumption.  
Fig. 3.3 Basic circuit for monitoring energy usage 




𝐽 𝐼𝑉∆𝑡 (3.1) 
𝐽 𝐸𝑛𝑒𝑟𝑔𝑦 𝑖𝑛 𝐽𝑜𝑢𝑙𝑒𝑠 𝐽  
𝐼 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑖𝑛 𝐴𝑚𝑠𝑝 𝐴  
𝑉 𝑉𝑜𝑙𝑡𝑠 𝑉  




3.4 Analog Discovery setup and test 
Hooking up the power monitor circuit (Fig. 3.4) to the Analog Discovery tool on 
the prescribed channel 1 leads an external power source needs to be connected to the 
power monitoring circuit. Using software WaveForms™ 2015 the tool’s logging function 
was used. This function logged analogue values, plotting it on a graph and also allowing 
the data to be exported to a .CSV file. A .CSV file is used for simplistic reasons. Fig. 3.5 
Fig. 3.4 Power monitor circuit for the ArduRF1's 
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shows the connection between the power monitor and the Analog Discovery device now 
used as a DAQ.  
 
Three experiments were done with this tool. The first experiment involved manual 
reprogramming of the ArduRF1’s after each test, in order to maintain a constant power 
level. The power level is a value that is related to the transmission power of the wireless 
node in the testing of power consumption while changing the package size. The package 
size was varied between 60 packets and a minimum of 5. After each run the package size 
was changed manually on the firmware and the ArduRF1’s was reprogrammed. Fig. 3.6 
shows the programmed flowchart for the first tests. 
Fig. 3.5 ANALOG Discovery monitoring the current 
consumption of an ArduRF1's 










Samples taken by the ANALOG DISCOVERY™ tool 
Time in Seconds(s) 
Initialise RFM69HW 
Set encryption 
Set power level 
Create test package variable 
Delay 10 seconds 
Transmit test package 
Delay 2 seconds 
Fig. 3.6 Flowchart for firmware on the ArduRF1’s when testing the power consumption 
related to package size. 
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Using the Logger function provided by Waveform’s™ (2015) data voltage 
readings across a 10-ohm resistor was taken, to determine the current at a specific time 
stamp. Fig. 3.7 displays logged data over a 4 second period allowing two transmissions 
during the logged session. 
After saving all the data to a .CSV file, using Microsoft Office Excel, the total 
energy for the period of 4 seconds was calculated using the following function as 
represented by equation (3.2. 
 
 E ∑ V t  
(3.2)  
    
𝐸 𝐸𝑛𝑒𝑟𝑔𝑦 𝑖𝑛 𝐽𝑜𝑢𝑙𝑒𝑠 
𝑁 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑎𝑙𝑢𝑒𝑠 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 
𝑥 𝑛 𝑝𝑜𝑖𝑛𝑡𝑒𝑟 𝑡𝑜 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎 𝑣𝑎𝑙𝑢𝑒 𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑒𝑑 
𝑅 𝑟𝑒𝑠𝑖𝑠𝑡𝑒𝑟 𝑣𝑎𝑙𝑢𝑒 𝑡𝑜 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 𝑡ℎ𝑒 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 
𝑉 𝑡ℎ𝑒 𝑠𝑢𝑝𝑝𝑙𝑦 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑡𝑜 𝑡ℎ𝑒 𝑛𝑜𝑑𝑒 
𝑡 𝑡𝑖𝑚𝑒 𝑖𝑛 𝑠𝑒𝑐𝑜𝑛𝑑𝑠 
The N in equation (3.2 represents the values recorded in a table, divided by 
10(value of the resistor) to determine the current value and multiplied by time and 
voltage to determine the energy used during the test. After using this formula on tests 
done with packet sizes of 60, 30, 15 and 5. Table 3-1 was constructed for a summary of 
all recorded data in the experiments. 




Table 3-1 A summary of data collected from an experiment changing the package size of a 
transmission 
Test number: Package Size 
(Bytes) 




1 60 238.627 20.96 
2 30 235.673 18.936 
3 15 234.384 16.883 
4 5 230.992 14.656 
 
Conclusion after the evaluation of Table 3-1. Package size has an effect on the 
power consumption, as is clearly indicated by the results of the energy consumption of a 
node during a 4 second evaluation period. The difference in the energy consumed by each 
test done is not linear, meaning a bigger package size’s energy consumption can’t be 
predicted using y=mx+c. 
For the second experiment using the Analog Discovery an extra loop was inserted 
into the firmware. This time the experiment was done to see the influence of the power 
level register of the RFM69HW. Fig. 3.8 shows the flow chart of the firmware that the 
wireless node was operating on. The experiment was done 3 times with packet sizes of 
60, 30 and 10 bytes. The ArduRF1’s was reprogrammed after each successful session of 
logging data. The logging time was also adapted from 4 seconds to 20 seconds. After 
collecting data from WaveForms the data was exported to a .CSV file. Adding the data in 
1 file the following chart was created as shown by Fig. 3.9.  
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The timing of the transmissions is not in sequence as the logging task was 
initiated manually. This was sufficient for evaluation of the different current levels,. 
 
Evaluation of Fig. 3.9 illustrates that changing the power level has a major impact 
on the peaks of the readings taken by the Analog Discovery. Comparing the number of 
bytes transmitted with the power level, it is clear that by using the minimum power level 
with 30 bytes, the current spike is almost the same as when using maximum power with 
No 
Yes 





Set power level 
Create test package variable 
Delay 10 seconds 
 
Transmit test package 
Decrease power level 
Set new power level 
Delay 0.8 seconds 
Is power level 
0? 
Set power level to max 
Delay 10 seconds 
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10 bytes as the package size, as shown in Fig. 3.10. In fact, when using 10 packets the 




































































































Fig. 3.10 Illustrates the power level current peaks when transmitting 
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After analysing Fig. 3.10 a conclusion was drawn that packet sizes of the 
ArduRF1’s power level will not have that much effect on the radio, allowing for 
maximum range of the radio. Meaning that it will be pointless to add extra control bytes 
in a package to control the power level. 
3.5 Raspberry Pi DAQ 
The Raspberry Pi data acquisition system was developed to record analogue data 
from a scalable amount of analogue readings. For the testbed created for this dissertation 
the general concept was to have a few sensor nodes (eight nodes for this experiment) to 
be connected to a single power supply that will provide power to all the nodes via the 
energy monitoring circuit connected to the Raspberry Pi.  
For this system to work the proof of concept was tested in previous work done as 
shown in Appendix E. The system performed well enough to operate with the Nyquist 
Theorem standards.  
The system setup performed with a data rate of 3300 bps at maximum speed. The 
Raspberry Pi had to monitor 8 nodes with a maximum sample rate of 3300bps. Using I2C 
to communicate to the module this slowed down the process. After testing the system, it 
derived at approximately 3 samples per 13ms. This then meant that the system settled at 
307 samples of 12-bit digital data values that ended up only being 2769bps.  
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3.6 Raspberry Pi WSN testbed 
There were a few projects concerning this dissertation in development of the 
WSN testbed.  
 Hardware Setup; 
 Package Design; 
 Arduino Development; 
 Raspberry Pi preparation; 
 MySQL setup; 
 Python Visual Display Setup; and 
 MATLAB® software control. 
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3.6.1 Hardware Setup 
 
Fig. 3.11 shows the entire project used in proof of this dissertation. Fig. 3.12 
shows a closer image of the testbed purposefully used in this experiment with nodes 
numbered from 2 to 9, the Raspberry Pi 3 and the ADS115 breakout board. The design 
for the node breakout board was designed with 3 LEDs and an extra output pin with the 
purpose of indication to the Raspberry Pi when transmission is happening (Fig. 3.13).  
Fig. 3.11 WSN hardware Setup 













Fig. 3.12 Testbed main platform lasered from Perspex 
Fig. 3.13 Node platform for the ARDURF1s 
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3.6.2 Raspberry Pi Preparation 
Raspbian Jessie is a Linux derivative, optimized to suit the Raspberry Pi 
Environment. The goal of the current section was to create an environment that could 
visually display power consumption data collected from the WSN testbed (Fig. 3.12). A 
19inch LCD monitor with a custom build DAQ breakout board is attached to the 













Node 4 Node 8 
Power 
Supply 
Fig. 3.14 Block diagram of the testbed developed around the Raspberry Pi 
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3.6.3 Python Data Logging Software Development 
The current readings obtained from the testbed were logged into a MySQL 
database. This method was chosen to simplify the method of moving or converting data. 
The Raspberry Pi logged a general current reading from nodes each 5 second. This was to 
keep the data to a minimum. Each node changed the state of an IO pin when transmission 
began. This gave the Raspberry Pi a queue, initiating a high resolution of ADC sampling 
rate on the specific node that initiated the request (IO pin trigger event). Fig. 3.15 has a 
brief explanation of the flow of the python program developed for the testbed.  
This was functional for determining the throughput. The problem that arose was 
that the collected data did not have a good start and stop functionality. When the testbed’s 
program was not stopped extra data was collected. Further development made it possible 
to sync the GW node with the testbed. This meant that the GW node will only test a 
topology for a certain amount of time and then the testbed will terminate automatically.  
The throughput data gained from the MATLAB® program could be modified by 
adjusting some delays on the nodes. Meaning that a 13ms delay was added on a node, 
before transmission changed the throughput percentage from a low number to a very high 
number (most of the times 100%).  
This concluded the irrelevance of the throughput data being obtained from this 
experiment and it was thus left out.    













































Sample the current 






Initialise Visual Display 
Initialise I2C 
Initialise Input Pins Setup 
 
START 
Connect to database 
Host = “localhost” 
User = “monitor” 
Password =”raspberry” 
Database = “energy” 
Read 8 ADC via I2C 
Save data in array 
Update Display 
Start Time = time now 
Did 5 Seconds 
pass? 
Did a node 
pull a pin 
high on RPI? 
Sample the node with a 
high output at full 
sample rate 
 
Save readings in 
MySQL Database 
 
Fig. 3.15 Flow Chart of the python code running on the Testbed 
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3.6.4 Python Visual Interface 
Fig. 3.16 shows the display that was developed on the raspberry pi using python 
with the open source imported pygame library (www.pygame.org). It displays the 
immediate current consumption at the node described. If Fig. 3.12 and Fig. 3.16 are 
compared it is visible that the layout of the graphical display and the layout of the 
physical testing bed are the same. The reason why all the nodes are not the same may be 
due to the nodes not all having the same amount of functional on-board LEDs.  
Each time a node does a transmission, the specific node indicates with a high 
level GPIO pin set. This allows for the transmission count column to increase according 




Fig. 3.16 The Raspberry Pi displays the records and the transmissions 




3.6.5 Sensor Calibration 
The sensor calibration was done using a resistor, to determine in an 
uncomplicated manner if the system is working. This resistor was measured at 217.4 Ω. 
When calculating the current with a voltage difference of 4.75V the theoretical current 
reading is 21.8mA. Fig. 3.17 shows how the wireless sensor node was disconnected to 
connect the resistor in series with the power source.  
 
 
The test was done with node 2 to node 9, each showing a result of 22 mA. This 
means that the testbed measures current correctly, rounding the value to the nearest mA. 
As an extra precaution a random node was disconnected from power and replaced with a 
Fig. 3.17 Resistor placement with the result being displayed on the monitor 
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322.4Ω resistor. The expected result was 14.75 mA. The result that showed on the screen 
was 15mA. This means the system is functioning correctly. 
3.7 Summary 
Exploratory work was done for chapter 3 to ensure that obtained current 
measurements from a Raspberry Pi and an ADS115 16Bit I2C ADC module are correct. 
This research is to conclude if a WSN will operate longer when the routing algorithm is 
based on the battery level of each node in the WSN. The network will be tested with 9 
nodes, one being the sink node and the rest are sensor nodes. Measuring the power usage 
of the WSN gave viable data that didn’t need a simulation to speculate the performance 
of a WSN’s routing algorithm. Using the Raspberry Pi and an ADS115 16Bit I2C ADC 
module will provide an accessible method of obtaining energy measurements and logging 
the data. Before a testbed for monitoring energy consumption of a WSN can be build, the 
DAQ should operate properly on a single node. This simulation can replace actual field 
work and long delays for collecting data. The testbed will not measure the received signal 
strength indicator (RSSI) values of the nodes as the testbed is confined to limited space. 
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GW Data 2 7 3 7 4 7 8 7 
Byte 
Number 
1 2 3 4 5 6 7 8 
 
Every odd number byte shows the next Node ID. 
Every even number byte is a control byte for the nth -1 byte Node ID 
indicator. 
Fig. 4.1 Example of the Package Design for the Custom protocol, as inserted into the GW 
Chapter 4 
 WSN setup and throughput testing via MATLAB® 
4.1 Introduction 
This chapter observes the firmware that was developed to test the WSN and to 
measure the output as a result with MATLAB®. The protocol was designed to be part of 
the transmitted package. 
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4.2 Package Design for a custom protocol 
When sending data from a Node to the Gateway or vice versa, a standard 
benchmark of 64 bytes was decided on for working in the Arduino environment. 64 Bytes 
is a big enough package size to transmit 51 ten bit values that is a common resolution for 
a 0-5V analogue reading converted to a digital value. For this dissertation a custom 
protocol was developed, enabling the Gateway Node to determine the route of data flow.  
Fig. 4.1 illustrates a package size of 8 bytes. Looking at the values transmitted via 
serial to the gateway node, the first byte indicates the node that the GW transmits the data 
to. The second byte indicates how to switch the LEDs on the node test board. For 
example the 7 indicated on byte 2 will light up three LEDs on the second node test board, 
showing the binary value of 111. 
 
a)  Insertion of Data into GW 
b)  Serial reply from GW 
Fig. 4.2 Serial data to and from the GW node 
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Fig. 4.2 a) illustrates how to insert data into the Arduino IDE serial monitor. This 
process is also shown in Table 4-1, where row 1 is the data given to the GW via the serial 
monitor as shown in Fig. 4.2 a), and the last row in Table 4-1shows data that can also be 
obtained from Fig. 4.2 b) in the case of 100% throughput transmission. 
 
Table 4-1 Package transmission by each node after receiving package from previous node 
Node No. Package String Value Number of 
Bytes: 
1 “20335077978760401” 17 
2 “3350779787604010”  16 
3 “507797876040103” 15 
5 “77978760401030” 14 
7 “9787604010307” 13 
9 “876040103077” 12 
8 “60401030777” 11 
6 “4010307770” 10 
4 “103077700” 9 
 
Fig. 4.3 displays how data that was inserted into the serial monitor can translate to 
the physical testbed. The reason for developing the package in this way is to have a 
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package with a bit more data than only the routing information. This data can either be 
used for the control of the system, or for response of the sensor data.  
 
 
4.3 Arduino Firmware development on the Node 
At first there were three sketches for the Arduino’s used in this project. There 
were two sketches for the gateway, one for the custom route paths, and the other for 
predefined route paths. The node sketch on the Arduino nodes that was only analysing 
packets it received. The first objective when listening to a packet was to identify if the 
address matched the specific node. If the node ID was matched, the Arduino then 
processed the rest of the packet.  
Fig. 4.3 An Example of LED's switched on wirelessly 
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The firmware developed for the node needed to be adaptable in accordance to the 
data it receives. The topology of the radio system is determined by the packet that 
originated from the gateway.  
 
  
















Set power level 











Set LED outputs to the 
same value as stated by 
packaged received. 
Modify package 
Set Trigger pin high 
Transmit modified package 
to next specified NodeID 
Set Trigger pin low 
Add LED output 
value in binary to the 
back of the package 
Fig. 4.4 Node firmware flow chart 
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4.4 Arduino Firmware development on the GW 
 
 
Version two of the GW firmware was adapted to have the option of a 
preconfigure route for transmission, or have custom route, provided by the serial input. 
Fig. 4.5 Tree-network preconfigure firmware 
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The packet designed was discussed in section 4.1. As shown in Fig. 4.6 the GW waits for 
a serial response. The first serial response identifies if the GW will go into custom route 
mode, or pre-determined packet mode. The pre-determined mode needs to be edited by 
tree network as shown in Fig. 4.5. The “NodeTo” is inserted into the function with data 
received from the serial interface and will be determined by the end node of the tree 
network. 
When changing the Tree network topology to a Ring network topology the 
NodeTo value was constantly 2, and the “StringToChar” variable was changed to 
“20305070908060401”.   
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Fig. 4.6 Gateway Arduino firmware flow chart 
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Fig. 4.7 MATLAB® Flow chart 





Fig. 4.7 is a summary of the MATLAB® code written to analyse the throughput of 
the data, also requesting a transmission. This specific example does the loop 30 times and 
then saves the data on a .CSV file. 30 loops seemed sufficient for obtaining enough 
results. The computer talks via serial to the ArduRF1s Gateway module. Giving it an 
ASCII command valued between ‘0’ and ‘8’. The gateway will reply to the computer via 
serial with the throughput results of the requested transmission. This only works with the 
preconfigured routes already programmed into the gateway, as explained in section 4.3. 
4.6 Testing Procedure for basic topology test 
For a basic topology test the system was setup to do two methods. The topology is 
setup on the Gateway processor and the number of runs is setup on the MATLAB® 
program that interfaces the throughput data of the Gateway. 
Step 1: 
Decide which topology needs to be used. For scenario 1 the gateway was setup to 
do the tree network topology. This is changed by manipulating a variable in the firmware 
for the gateway. Upload the firmware once the variable is changed.  
Step 2: 
Start the GUI on the Raspberry Pi. This initiates the DAQ where the data is saved 
in the MySQL database. 
 




Decide on the amount of runs that the testbed needs to do and edit the variable on 
the prepared MATLAB® code. This value must be kept consistent with all topology tests 
that have to be done to get comparable data. Connect the gateway node to the computer 
that runs the MATLAB® script to ensure that the com ports are correct in the script and 
run it. The physical testbed also needs to be within range.  
Step 4: 
After the MATLAB® script has finished its routine, the throughput data will be 
displayed in the command window. This data is then copied and saved into a text file.  
Step 5: 
In this step data is extracted from the MySQL database and saved in .CSV files. 
Each node has a .CSV file that contains timestamps and current readings. 
Step 6: 
Import the data into MATLAB® and draw the figures necessary for evaluation of 
data.  
4.7 MATLAB® visual data created with .CSV files 
The code that turned all the necessary data into graphs is shown in Appendix B. 
The logged data of each node was used to generate a graph that can be placed in the 
results. Because there was a lot of data only one of the topology graphs was inserted in 
the results chapter.  
 





 Communication and power results obtained by experimental setup 
5.1 Introduction 
In this chapter results that was retrieved from the DAQ system is displayed and 
explained.  
5.2 Tree network: 
The basics of a tree network topology are for bi-directional communication to the 
previous or next node. The route the packages follow to the end node is the same route 
the packages will follow in reverse. E.g. if the gateway wants to transmit info to node 
number 9 the route for this example is from GW to node 2-3-9. When node 9 wants to 








Fig. 5.1 Tree Network Topology with Packet paths indicated by arrows 
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setup of the current testbed looks like.  
 
5.2.1 Data of the Tree Network measured and displayed: 
 
 
Fig. 5.2 Node 2 and 3 current reading in digital format 
Fig. 5.3 Node 4 and 5 current readings in digital format 








Fig. 5.4 Node 6 and 7 current readings in digital format 
Fig. 5.5 Node 8 and 9 current readings in digital format 
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Fig. 5.2; Fig. 5.3; Fig. 5.4; and Fig. 5.5 display the raw data collected from the 
testbed (Fig. 3.13). Using the instructions setup in section 4.6 this data was retrievable. 
The raw data is too much to get a clear picture of the energy consumption. Instructions 
described in section 4.7 were used to create the visual data used in the results.  
 
Observing Fig. 5.6 in accordance with Fig. 5.1 shows that node 5 and node 6 uses 
the least amount of energy during the test duration. This is a clear indication of 
inconsistency in the nodes that are used on the testbed, theoretically node 5,6,7,8 and 9 
should use the same amount of energy, that should be a little bit less the what node 3 and 
Fig. 5.6 Total Energy bar graph for a tree topology 
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4 uses for the same test. Node 2 should use the most energy (as also indicated in Fig. 5.6), 
because it handles the most data. 
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5.3 Ring Network 
The ring network topology is a transmission of data across the entire network. The 
path was from node 1 to node 2, 3,5,7,9,8,6,4 and back to one. The first test was to test 
the ring network 240 times. Fig. 5.7 shows the ring network topology on the self-
developed radio network testbed. 
 
 
The ring network topology is better when nodes 3 and 5 to 9 are out of reach of 
the gateway node. Even though the distance gain might be a positive feature, if one node 
















5.4 Star Topology 
The star network topology (Fig. 5.9) can only be plausible when all the nodes can 
transfer data to the central gateway node. All the nodes should also not transmit at the 
same time because a single node will not be able to handle all the data at the same time, 
or the data can be scrambled. On the positive side, none of the nodes are dependent on 
one another, if one node is malfunctioning, the system will still work. 
 
 
Fig. 5.8 Total Energy bar graph for a ring topology 












Fig. 5.9 Star Network Topology with Packet paths indicated by arrows 
Fig. 5.10 Total Energy bar graph for a star topology 
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From the theoretical data of Fig. 5.Fig. 5.10 it could be expected that each node 
would use the same amount of energy, but the bar graph indicates that 6 and 8 use a bit 
less energy and the others a bit more than the expected average. 
5.5 Star Tree Topology 
 
 
Fig. 5.11 shows the configuration of a star tree network topology. This test was 
done to combine two topologies and measure the outcome based on energy consumed. 










Fig. 5.11 Star Tree Network Topology with Packet paths indicated by arrows 











Fig. 5.12 Random Network Topology with Packet paths indicated by arrows 




5.6 Random Topology 
This topology (Fig. 5.12) was added to the testbed to have a benchmark to test if 
the other topologies have a better advantage over a logically impotent topology. Fig. 5.14 
shows that most of the nodes used a bit more energy than 60 Joules, but with abnormal 
low energy usage by node 6. 
 
 
Fig. 5.13Total Energy bar graph for a star tree topology 






































R ANDOM R ING STAR S TARTRE E TRE E
SUMMERY OF ENERGY 
CONSUMED BY TOPOLOGY
Fig. 5.15 Total energy consumed by each topology test 
Fig. 5.14 Total Energy bar graph for a self-designed topology 
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5.7 Total energy consumed by topologies 
Adding the energy of each node categorized by each topology, the total amount of 
joules is displayed in Fig. 5.15. This info is useful specifically to the nodes that were used 
on this circuit. The star tree topology used the least amount of energy, 421.99J.  
Fig. 5.16 shows the maximum energy consumed by a node in the specified 
topology. This data is crucial in determining the lifetime of a specific topology as a chain 



































R ANDOM R ING STAR S TARTRE E TRE E
SUMMERY OF MAX ENERGY 
CONSUMED BY A NODE
Fig. 5.16 Maximum energy consumed by a node in a certain topology configuration 
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5.8 Results evaluation 
Using prediction software and simulation software for testing the longevity of a 
wireless network it can be complicated and difficult to do everything in theory. 
Sometimes the issue might be that all the variables are unknown. Radio modules 
operating on the open licenses are very popular in the era of IoT. With a lot of open 
source codes available to program these modules it can be easily utilised by using 
Arduino hardware implementation. 
5.8.1 Single Node Evaluation of Nodes in a Topology 
Fig. 5.6, Fig. 5.8, Fig. 5.10, Fig. 5.13 and Fig. 5.14 looks at the total energy 
consumption of a node inside a topology. On viewing these bar graphs a few 
abnormalities is visible, that is not explainable just by evaluating the data. If this test was 
done in theory the star topology analysis would have resorted in each node using the 
same amount of energy.  
5.9 Conclusion based on the results 
The goal was to analyse energy consumption with different topologies to discern 
which topology would be more efficient when it comes to depleting the energy sources of 
each node in the network. The results have shown that a star-tree configuration used the 
least amount of energy in total (Fig. 5.15). This is a bad conclusion taking into account 
the duration of time that this topology will be working. A chain is only as strong as its 
weakest link. This implies that if one node is down, the network is down. Fig. 5.16 
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demonstrates the theory that a chain is as strong as its weakest link and revealed that a 
star topology optimised the network to have a node that consumed the maximum energy 
to be 60.05 Joules. The crux of a star topology is that it limits the range of nodes. Each 
node only knew the route to the next node once upon the reception of a viable package. 
The more complicated the route that a packet needed to travel, the bigger the package 











After developing a basic wireless node network that could be reconfigured to test 
different topologies, it was equally important to find a way to capture data produced by 
the network. In this case the energy consumption data was important in order to evaluate 
the duration of a network’s possible life time. An Artificial Reconfigurable wireless 
network optimization based on battery levels, was semi-simulated in the lab. The wireless 
network was artificially reconfigurable, but instead of using physical batteries, a testbed 
was developed to provide and monitor the power of each node in the network.  
6.2 Summary 
In this research the following results were achieved: 
1. A reconfigurable wireless network was developed, acting as a real 
network; 
2. Testing methods for measuring and evaluating energy of a node was 
introduced; 
3. Development of a testbed based on tested methods; 
4. Proof of functionality of the testbed; 
5. Proof of which topology used the least amount of energy; and 
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6. Conclusion about the longevity of a radio network.  
Evaluation of the throughput data was also briefly analysed, but the results were 
not constant and therefore it was left out of this study. 
6.3 Final Remark 
This study observed wireless sensor networks and the energy consumption of a 
wireless sensor network. In industry the artificial reconfigurable network based on energy 
consumption can be used in some applications, but it might not be a popular option as it 
is customary to develop a network sensor with a low power source. The industry is 
currently focussing on developing low energy consumption radio networks of which 
Bluetooth Low Energy (BLE) is a good example.  
6.4 Future studies 
By using available electronics it is possible to measure the power consumption of 
a Wireless Sensor Network (WSN) to determine which topology might have an 
improvement on battery life and how to set up an efficient protocol. This action 
simplifies the prediction calculation of the radio network's lifetime. If the power source is 
only dependant on a battery, in the case of a deployed WSN, this is useful in the 
prediction of site visits. Improvements of this study can be done by adding extra 
environmental tests to the testbed. The testbed designed and used for this study could not 
test throughput thoroughly, as each node was near the next one and the system could not, 
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unless further development was initiated on the testbed, identify where the link broke in 
the communication between the nodes,. 
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N2 = fopen('node2.csv'); 
N3 = fopen('node3.csv'); 
N4 = fopen('node4.csv'); 
N5 = fopen('node5.csv'); 
N6 = fopen('node6.csv'); 
N7 = fopen('node7.csv'); 
N8 = fopen('node8.csv'); 
N9 = fopen('node9.csv'); 
  
N2Data = textscan(N2,'%f %f %d','HeaderLines',0,'Delimiter',','); 
N3Data = textscan(N3,'%f %f %d','HeaderLines',0,'Delimiter',','); 
N4Data = textscan(N4,'%f %f %d','HeaderLines',0,'Delimiter',','); 
N5Data = textscan(N5,'%f %f %d','HeaderLines',0,'Delimiter',','); 
N6Data = textscan(N6,'%f %f %d','HeaderLines',0,'Delimiter',','); 
N7Data = textscan(N7,'%f %f %d','HeaderLines',0,'Delimiter',','); 
N8Data = textscan(N8,'%f %f %d','HeaderLines',0,'Delimiter',','); 
N9Data = textscan(N9,'%f %f %d','HeaderLines',0,'Delimiter',','); 
  
  
 Node2y = N2Data{1,1}(:,1); 
 Node3y = N3Data{1,1}(:,1); 
 Node4y = N4Data{1,1}(:,1); 
 Node5y = N5Data{1,1}(:,1); 
 Node6y = N6Data{1,1}(:,1); 
 Node7y = N7Data{1,1}(:,1); 
 Node8y = N8Data{1,1}(:,1); 
 Node9y = N9Data{1,1}(:,1); 
  
 Node2x = N2Data {1,2}(:,1); 
 Node3x = N3Data {1,2}(:,1); 
 Node4x = N4Data {1,2}(:,1); 
 Node5x = N5Data {1,2}(:,1); 
 Node6x = N6Data {1,2}(:,1); 
 Node7x = N7Data {1,2}(:,1); 
 Node8x = N8Data {1,2}(:,1); 
 Node9x = N9Data {1,2}(:,1); 
  
  
f1 = figure(1); 
cla; hold on; grid on; 





ylabel('Current Readings in Digital Format'); 
xlabel('Time in Seconds'); 
saveas(f1,'Node2.png'); 
  
f2 = figure(2); 
cla; hold on; grid on; 
plot(Node3x,Node3y,'r-'); 
title('Node 3'); 
ylabel('Current Readings in Digital Format'); 




f3 = figure(3); 
cla; hold on; grid on; 
plot(Node4x,Node4y,'r-'); 
title('Node 4'); 
ylabel('Current Readings in Digital Format'); 
xlabel('Time in Seconds'); 
saveas(f3,'Node4.png'); 
  
f4 = figure(4); 
cla; hold on; grid on; 
plot(Node5x,Node5y,'r-'); 
title('Node 5'); 
ylabel('Current Readings in Digital Format'); 
xlabel('Time in Seconds'); 
saveas(f4,'Node5.png'); 
  
f5 = figure(5); 
cla; hold on; grid on; 
plot(Node6x,Node6y,'r-'); 
title('Node 6'); 
ylabel('Current Readings in Digital Format'); 
xlabel('Time in Seconds'); 
saveas(f5,'Node6.png'); 
  
f6 = figure(6); 
cla; hold on; grid on; 
plot(Node7x,Node7y,'r-'); 
title('Node 7'); 
ylabel('Current Readings in Digital Format'); 
xlabel('Time in Seconds'); 
saveas(f6,'Node7.png'); 
  
f7 = figure(7); 
cla; hold on; grid on; 
plot(Node8x,Node8y,'r-'); 




ylabel('Current Readings in Digital Format'); 
xlabel('Time in Seconds'); 
saveas(f7,'Node8.png'); 
  
f8 = figure(8); 
cla; hold on; grid on; 
plot(Node9x,Node9y,'r-'); 
title('Node 9'); 
ylabel('Current Readings in Digital Format'); 





TotalEnergy = zeros(8,1); 
for ii = 2:length(Node2y) 
    CurrentReading = Node2y(ii)*0.0244; 
    PowerReading = CurrentReading*0.005; 
    TimeInterval = Node2x(ii)-Node2x(ii-1); 
    Energy = PowerReading*TimeInterval; 
       TotalEnergy(1) = TotalEnergy(1)+Energy; 
end 
  
for ii = 2:length(Node3y) 
    CurrentReading = Node3y(ii)*0.0244; 
    PowerReading = CurrentReading*0.005; 
    TimeInterval = Node3x(ii)-Node3x(ii-1); 
    Energy = PowerReading*TimeInterval; 
    TotalEnergy(2) = TotalEnergy(2)+Energy; 
end 
for ii = 2:length(Node4y) 
    CurrentReading = Node4y(ii)*0.0244; 
    PowerReading = CurrentReading*0.005; 
    TimeInterval = Node4x(ii)-Node4x(ii-1); 
    Energy = PowerReading*TimeInterval; 
       TotalEnergy(3) = TotalEnergy(3)+Energy; 
end 
for ii = 2:length(Node5y) 
    CurrentReading = Node5y(ii)*0.0244; 
    PowerReading = CurrentReading*0.005; 
    TimeInterval = Node5x(ii)-Node5x(ii-1); 
    Energy = PowerReading*TimeInterval; 
       TotalEnergy(4) = TotalEnergy(4)+Energy; 
end 
for ii = 2:length(Node6y) 
    CurrentReading = Node6y(ii)*0.0244; 
    PowerReading = CurrentReading*0.005; 
    TimeInterval = Node6x(ii)-Node6x(ii-1); 
    Energy = PowerReading*TimeInterval; 
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       TotalEnergy(5) = TotalEnergy(5)+Energy; 
end 
for ii = 2:length(Node7y) 
    CurrentReading = Node7y(ii)*0.0244; 
    PowerReading = CurrentReading*0.005; 
    TimeInterval = Node7x(ii)-Node7x(ii-1); 
    Energy = PowerReading*TimeInterval; 
       TotalEnergy(6) = TotalEnergy(6)+Energy; 
end 
for ii = 2:length(Node8y) 
    CurrentReading = Node8y(ii)*0.0244; 
    PowerReading = CurrentReading*0.005; 
    TimeInterval = Node8x(ii)-Node8x(ii-1); 
    Energy = PowerReading*TimeInterval; 
       TotalEnergy(7) = TotalEnergy(7)+Energy; 
end 
for ii = 2:length(Node9y) 
    CurrentReading = Node9y(ii)*0.0244; 
    PowerReading = CurrentReading*0.005; 
    TimeInterval = Node9x(ii)-Node9x(ii-1); 
    Energy = PowerReading*TimeInterval; 






str = pwd ; 
idx = strfind(str,'\') ; 
foldername = str(idx(end)+1:end) ; 
figurename = strcat(foldername,'.png') ; 
%titel(figurename); 
bar(x,TotalEnergy); 
title(['Energy Consumption Graph: ',foldername]); 
xlabel(''); 
ylabel('Total Energy of Node in Joules'); 
saveas(f9,figurename); 











#include <RFM69.h>    //get it here: https://www.github.com/lowpowerlab/rfm69 
#include <RFM69_ATC.h>//get it here: https://www.github.com/lowpowerlab/rfm69 
#include <SPI.h> 
#include <SPIFlash.h> //get it here: https://www.github.com/lowpowerlab/spiflash 




//************ IMPORTANT SETTINGS - YOU MUST CHANGE/CONFIGURE TO 
FIT YOUR HARDWARE ************* 
//**********************************************************************
*********************** 
#define NODEID        1    //must be unique for each node on same network (range up to 
254, 255 is used for broadcast) 
#define NETWORKID     100  //the same on all nodes that talk to each other (range up to 
255) 
#define GATEWAYID     1 
//Match frequency to the hardware version of the radio on your Moteino (uncomment 
one): 
#define  RESETPIN     5 
#define LED1    5 
#define LED2  6 
#define LED3  7 
 #define TRIGGERPIN  4 
#define FREQUENCY   RF69_868MHZ 
#define ENCRYPTKEY    "crosspollination" //exactly the same 16 characters/bytes on all 
nodes! 
#define IS_RFM69HW 
//#define ENABLE_ATC     
#define SERIAL_BAUD   115200 





int count = 60; 
int PackageSize; 
int NodeTo=0; 
int RecieveRouteByte = 0; 
bool RecieveOn = false; 
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bool CustomRoute = false; 





void setup() { 
  Serial.begin(SERIAL_BAUD); 
  radio.promiscuous(true); 
  radio.initialize(FREQUENCY,NODEID,NETWORKID); 
radio.setHighPower(); 
  radio.encrypt(ENCRYPTKEY); 
  pinMode(TRIGGERPIN,OUTPUT); 
  radio.setPowerLevel(31);   
  while(Serial.available()==0); 





   { 
    PackageCount[radio.SENDERID] = 
PackageCount[radio.SENDERID]+radio.DATALEN;  
    DidReceive = true; 
    if (radio.TARGETID == NODEID) 
    { 
      for (byte i = 1; i < radio.DATALEN; i++) 
      { 
        Package[i] = radio.DATA[i]; 
      //  Serial.write(Package[i] + '0'); 
      } 
    //  Serial.write(radio.DATA[0]+'0'); 
    //  Serial.println(); 
    } 
    else 
    { 
    //  Serial.println("Messege Detected"); 
     for (byte i = 0; i < radio.DATALEN; i++) 
      { 
        radio.DATA[i]; 
     //   Serial.write(radio.DATA[i]+'0'); 
      } 




    //  Serial.println(); 
    } 




      NextNode = Input[0]; 
    for (int i = 0; i < PackageSize; i++) 
    { 
      Package[i] = Input[i + 1]; 
      //Serial.print(Package[i]+'0'); 
    } 
    Package[PackageSize] = 0x11; 
    for (int i = 1; i < ((PackageSize/2)+2); i++) 
    { 
      Package[PackageSize + i] = 0x00; 
      //Serial.print(Package[PackageSize + i + 1]+'0'); 
    } 
    PackageSize=PackageSize+((PackageSize/2)+1); 
    for(int i = 0; i < PackageSize;i++) 
{ 
     // Serial.write(Package[i]+'0'); 
    } 
   radio.send(NextNode, Package, PackageSize, false); 
   // Serial.println("B");  
} 
void CustomProtocol(){ 
    if (Serial.available() > 0) 
  { 
   delay(30);  
    int i = 0; 
    while(Serial.available()) 
    { 
      delay(20); 
      Input[i] = Serial.read(); 
     // Serial.print(Input[i]); 
      Input[i] = Input[i] - '0'; 
      PackageSize = i; 
      i++; 
    } 
    Serial.print(PackageSize, DEC); 
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    Serial.println(); 
    Transmit(); 
  } 
  Receive(); 
} 
void StringToChar(char *Test) 
{ 
  int i = 0; 
  while(Test[i]!='\0') 
  { 
    Input[i] = Test[i]-'0'; 
    i++; 
  } 
  PackageSize = i-1;   
} 
void TreeNetwork(int j) 
{ 
    NodeTo = j;     
    switch (NodeTo){ 
      case 2: 
      StringToChar((char*)"201"); 
      Transmit();       
      break; 
      case 3: 
            StringToChar((char*)"301"); 
      Transmit();       
      break; 
      case 4: 
            StringToChar((char*)"401"); 
      Transmit();       
      break; 
      case 5: 
            StringToChar((char*)"3050301"); 
      Transmit();  
     break; 
      case 6: 
            StringToChar((char*)"4060401"); 
      Transmit();       
      break; 
      case 7: 
            StringToChar((char*)"3070301"); 
      Transmit();       
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      break; 
      case 8: 
            StringToChar((char*)"4080401"); 
      Transmit();       
      break; 
      case 9: 
            StringToChar((char*)"2090201"); 
      Transmit();          
      break; 
      default: 
      break;      
    }  
} 
void StarNetwork(int j) 
{ 
    NodeTo = j;     
    switch (NodeTo){ 
      case 2: 
      StringToChar((char*)"201"); 
      Transmit();       
      break; 
      case 3: 
            StringToChar((char*)"301"); 
      Transmit();       
      break; 
      case 4: 
            StringToChar((char*)"401"); 
      Transmit();       
      break; 
      case 5: 
            StringToChar((char*)"501"); 
      Transmit();  
     break; 
      case 6: 
            StringToChar((char*)"601"); 
      Transmit();       
      break; 
      case 7: 
            StringToChar((char*)"701"); 
      Transmit();       
      break; 
      case 8: 
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            StringToChar((char*)"801"); 
      Transmit();       
      break; 
      case 9: 
            StringToChar((char*)"901"); 
      Transmit();          
      break; 
      default: 
      break;      
    }  
      
} 
void loop() { 
 
  int Total = 0; 
 
  while(loopcount<100) 
  { 
  for(int i = 2;i<10;i++) 
  { 
   // TreeNetwork(i); 
   StarNetwork(i); 
    int j = 0; 
    while(j<600) 
    { 
      Receive(); 
      delay(1); 
      j++; 
    } 
    if(!DidReceive) 
    { 
      PackageWrongCount[i]++; 
    } 
    else 
    { 
      DidReceive=false; 
    } 
  } 
    loopcount++; 
  } 
  for(int i = 2;i<10;i++) 
  { 
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    Serial.print(i,DEC); 
    Serial.print(" - "); 
    Serial.println(PackageCount[i],DEC); 
    Total = Total + PackageCount[i]; 
  } 
  Serial.println(Total,DEC); 
  while(1); 
//   if (Serial.available() > 0) 
//  { 
// 
//      int NodeTo = Serial.read(); 
//     // Serial.print(Input[i]); 
//      NodeTo = NodeTo - '0'; 
//      TreeNetwork(NodeTo); 
// 
//         
//    } 
    
 // CustomProtocol(); 
} 
void LEDController(bool a, bool b, bool c) 
{ 
  digitalWrite(LED1, a); 
  digitalWrite(LED2, b); 








/*Beginning of Auto generated code by Atmel studio */ 
#include <Arduino.h> 
 
/*End of auto generated code by Atmel studio */ 
 
// Sample RFM69 sender/node sketch, with ACK and optional encryption, and Automatic 
Transmission Control 
// Sends periodic messages of increasing length to gateway (id=1) 
// It also looks for an on-board FLASH chip, if present 
// RFM69 library and sample code by Felix Rusu - http://LowPowerLab.com/contact 
// Copyright Felix Rusu (2015) 
 
#include <RFM69.h>    //get it here: https://www.github.com/lowpowerlab/rfm69 
#include <RFM69_ATC.h>//get it here: https://www.github.com/lowpowerlab/rfm69 
#include <SPI.h> 
#include <SPIFlash.h> //get it here: https://www.github.com/lowpowerlab/spiflash 
//Beginning of Auto generated function prototypes by Atmel Studio 
//End of Auto generated function prototypes by Atmel Studio 
 
 






//************ IMPORTANT SETTINGS - YOU MUST CHANGE/CONFIGURE TO 
FIT YOUR HARDWARE ************* 
//**********************************************************************
*********************** 
#define NODEID        2//9    //must be unique for each node on same network (range up 
to 254, 255 is used for broadcast) 
#define NETWORKID     100  //the same on all nodes that talk to each other (range up to 
255) 
#define GATEWAYID     1 
//Match frequency to the hardware version of the radio on your Moteino (uncomment 
one): 
#define  RESETPIN     5 
#define LED1    5 
#define LED2  6 
#define LED3  7 
 #define TRIGGERPIN  9 
#define FREQUENCY   RF69_868MHZ 
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#define ENCRYPTKEY    "crosspollination" //exactly the same 16 characters/bytes on all 
nodes! 
#define IS_RFM69HW 




#define SERIAL_BAUD   115200 
int TRANSMITPERIOD = 1500; //transmit a packet to gateway so often (in ms) 
char Package[30]; 
int count = 60; 
int RecieveRouteByte = 0; 
bool RecieveOn = false; 
int NextNode = 0; 
RFM69 radio; 
void setup() { 
  Serial.begin(SERIAL_BAUD); 
  radio.promiscuous(true); 
  radio.initialize(FREQUENCY,NODEID,NETWORKID); 
radio.setHighPower(); 
  radio.encrypt(ENCRYPTKEY); 
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  pinMode(TRIGGERPIN,OUTPUT); 
  radio.setPowerLevel(31); 
   for (int i = 5; i < 8; i++) 
   { 
     pinMode(i, OUTPUT); 
     digitalWrite(i, LOW); 
   } 
} 
void loop() { 
  //process any serial input 
  if (radio.receiveDone()) 
  { 
    int RXSize = 0; 
    for (byte i = 0; i < radio.DATALEN; i++) 
    { 
      Package[i] = radio.DATA[i]; 
      RXSize = i; 
      if (radio.DATA[i] == 0xAA) 
      { 
        RecieveRouteByte = i; 
      } 
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    } 
    char TXPackage[30]; 
    if (radio.TARGETID == NODEID) 
    { 
      int i = 0; 
      while (i < (RXSize-1)) 
      { 
        TXPackage[i] = Package[i + 2]; 
        i++; 
      } 
     int LogLED = (RecieveRouteByte*(1.5))-2; 
      TXPackage[LogLED] = Package[0]; 
      NextNode = Package[1]; 
      switch (Package[0]) { 
      case 0: 
        LEDController(0, 0, 0); 
        break; 
      case 1: 
        LEDController(0, 0, 1); 
        break; 
      case 2: 
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        LEDController(0, 1, 0); 
        break; 
      case 3: 
        LEDController(0, 1, 1); 
        break; 
      case 4: 
        LEDController(1, 0, 0); 
        break; 
      case 5: 
        LEDController(1, 0, 1); 
        break; 
      case 6: 
        LEDController(1, 1, 0); 
        break; 
      case 7: 
        LEDController(1, 1, 1); 
        break; 
      default: 
        break; 
      } 
      digitalWrite(TRIGGERPIN,HIGH); 
© Central University of Technology, Free State
103 
 
      radio.send(NextNode, TXPackage, RXSize - 1, false); 
      digitalWrite(TRIGGERPIN,LOW); 
      //  Serial.print((char)radio.DATA[i]); 
      // Serial.print("   [RX_RSSI:");Serial.print(radio.RSSI);Serial.print("]"); 
    } 
 } 
} 
void LEDController(bool a, bool b, bool c) 
{ 
  digitalWrite(LED1, a); 
  digitalWrite(LED2, b); 
  digitalWrite(LED3, c); 
} 
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