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Abstract 
Our object is to obtain more information about the fractal properties of super-Brownian motion. 
For d~>2 the closed support S(Yt) of super-Brownian motion has zero Lebesgue measure and 
fractal dimension 2. The exact Hansdorff measure properties of S(Yt) are also known. In this 
paper we show that, for d/> 3 there is no measure function ~b such that the packing measure 
- p(S(Yt))  is finite and positive, and give an integral test which distinguishes those q~ which 
make the packing measure 0 or +oo. Incomplete results are also obtained for d = 2. 
1. Introduction 
The value Yt of  super-Brownian motion at time t/> 0 is a finite Borel measure on 
R d. For d = 1, t > 0 the measure Yt has a continuous density so its support is a union 
of intervals. For d ~> 2, the closed support S(Yt) of  the measure Yt is a Lebesgue null 
set. Our main objective is to examine the packing measure properties of S(Yt). The 
Hausdorff measure properties of S(Yt) were obtained in Perkins (1989) and Dawson 
and Perkins (1991) for d>~3; and in Le Gall and Perkins (1994) for d -- 2. In both 
cases, Yt is a constant multiple of Hausdorff ~b-measure restricted to the closed set 
S(Yt), where 
s log log 1/s for d/> 3, 
(ad(S) = sZlog 1/s logloglog 1Is for d = 2. 
It is curious that the Hausdorff measure properties of Yt are the same as those of the 
occupation measure /~ given by 
#(A) = I{0~s~t  • n(s) ~ h)l, 
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which has for its closed support S(/~) = Rt = B[0,t], where B is a standard Brownian 
motion process in R d, d ~>2. The sets S(Yt) and Rt are topologically very different 
since Rt is a continuous curve while, for d>~3, Tribe (1991) showed that a typical 
point x C S(Yt) is disconnected from the rest of S(YD. In fact, a different argument 
shows that S(Yt) is totally disconnected, if d ~> 4 - see Perkins (1995). 
It is natural to ask if there are corresponding similarities between the packing measure 
of S(Yt) and that of Rt. For d ~> 3, Taylor and Tricot (1985) showed that the occupation 
measure # on Rt is a constant multiple of h-packing measure restricted to Rt, where 
h(s) = s2[log log l/s] -1 . 
However, for d = 2, Le Gall and Taylor (1987) show there is no exact packing function 
for R,, giving an integral test which distinguishes measure functions for which the pack- 
ing measure is zero or infinity. The main results of this paper give a complete analysis 
of h-packing measure for S(Yt) when d/> 3. Unlike R, there is no exact packing function 
and an integral test distinguishes the functions h for which h-p  S(Yt) is zero or infinity. 
As is usual in these arguments the main tool needed from geometric measure theory 
is a pointwise density theorem. Since we are looking for "maximal" packings we use 
balls with centres in S(Yt) which carry less than the usual Yt measure. This means that 
we need an accurate estimate of the probability, given a typical x E S(Yt), that 
0 < Yt(B(x,r)) < 2r 2, 
when 2 is small. Since this estimate has independent interest we formulate it precisely 
as Proposition 4.5 and Corollary 4.6. We use the estimate to obtain the lower asymptotic 
growth rate as r 1 0 for Yt(B(x,r)) at a typical x C S(Yt). 
Theorem 1.1. Assume d~>3, Yt is a super-Brownian motion in R d with any initial 
measure and branchin9 rate, and h : [0, 1] ~ [0, 1] is such that ~(s) = sZh(s) is 
non-decreasing Then for  each f ixed t with probability 1 
(a) Xh(2-n) 2 = +oo implies l iminf  Yt(B(x,r)) _ O for  Yt a.a. x. 
riO r2h(r) 
(b) Xh(2-")  2 < oo implies lira Yt(B(x,r)) _ oo for  Yt a.a. x. 
,'1o r2h(r) 
Compare this to 
Y,(B(x, r)) 
lim sup -- Ca for Yt a.a. x, (1.1) 
r~0 r z loglog 1/r 
which is proved in Dawson and Perkins (1991, Theorem 5.5). A weak version of 
Theorem 1.1 was used (but not proved) in Evans and Perkins (1994). Our main result 
for packing measure can now be stated. 
Theorem 1.2. Under the same conditions as in Theorem 1.1, for  each f ixed t with 
probability 1, 
(a) -rh(2-")  2 = oe implies that c~- p(A) = +~ for  each Borel A with Yt(A) > 0; 
(b) Sh(2-" )  2 < ~ implies that ~-  p (S(Y t ) )= O. 
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Remark. I f  we require h to be monotone in addition to the conditions in Theorems 
1.1 and 1.2, it is clear that we can replace the series by an integral since then 
fo h(r)2dr < cxz only < cxz. if and if Zh(2-n) 2 
+ r 
In particular, 49(s) = s2(logl/s) -1/2 makes the 49-packing measure infinite, while 
49(s) = s2(log l/s) -(1/2)-~ will make it zero for any e > 0. 
The reason why the packing measure results for S(Yt), d >_-3, are different from those 
for Rt is that the lower tail of the distribution of  r-2yt(B(x,r)) at a typical point x is 
fatter than the negative exponential tail used by Taylor and Tricot (1985). However, 
this tail is not fat enough to affect the power of  r or the local dimension of  Yr. In fact, 
Theorem 1.1, together with (1.1), shows that, with probability 1 
lim log Yt(B(x,r)) _ 2 for Yt a.a.x. (1.2) 
rl0 log r 
The corresponding result for occupation measure p on Rt can be derived from the main 
theorems in Perkins and Taylor (1987): a.s. 
lim logp(B(x,r)) _ 2 for all x C Rt. (1.3) 
r.t0 log r 
Here there is no exceptional subset of  Rt. What can we say about the exceptional set 
in (1.2)? In fact, Barlow et al. (1991, Theorem 4.7) shows that a.s. 
x C S(Yt)" l iminf logYt(B(x,r)) < 2} 
r~0 log r 
is empty - that is, there is no exceptional set where the charge is locally very large. 
However, we can show that the set 
{ ,. log(YtB(x,r)) } 
A~ = x E S(Yt) " umsup - - -  >~ 
rl0 log r 
is non-empty for 2 < ~ < 4 and is empty for ~ > 4 - that is, there is an exceptional 
set of  zero Yt-measure where the charge is locally very small. We hope to discuss 
these exceptional sets elsewhere. 
Our methods do not yield complete information about the packing measure of  S(Yt) 
when d --- 2. We do obtain 
Theorem 1.3. Assume d = 2, Yt is a super-Brownian motion in R 2 with any initial 
measure and any branch&9 rate ~, h : [0, 1] ---+ [0, 1] is monotone increasing and such 
that (log 1/s)h(s) is decreasing. Let 49(s)= s 2 log(1/s)h(s). Then there is a constant 
Cll (determined after (2.9)) such that for each fixed t a.s. 
(a) Sh(2-2") cH = oo implies 49- p(A) = oo for each A with Yt(A) > 0; 
(b) Zh(2 -2") < ~ implies 49 - p(S(Yt)) = O. 
Remark. Here the critical 49(s) are of the form 49~(s) = sZ(logl/s)(loglogl/s) ~.
- I  The theorem shows that for ~ < -1 ,  49~- p(S(Yt)) = 0 while for c¢~> -c  H,  
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~b~ - p(S(Yt)) = +oo when Yt(R d) > 0. Since cH > 2 this means that we can- 
not rule out the possibility that, for d = 2, S(Yt) and Rt have the same packing 
measure behavior (ct = - 1 is critical for Rt). 
In the sequel it will be convenient to use the path-valued process to study Yt (see Le 
Gall (1993a, b)), as well as the description of Yt in terms of canonical measures. We 
will give references to the more detailed descriptions of these techniques, summarize 
the main ideas and definitions, and then establish the connections needed in Section 2. 
We also give a definition of packing measure and formulate the density theorem we 
need. 
In Section 3 we attack the upper bound for packing measure and obtain a version 
of Theorem 1.2(b). Section 4 proves a version of  Theorem 1.1, and Section 5 brings 
everything together to complete the proofs of the main theorems. 
Notation. c denotes a finite positive constant which may change from line to line 
- when it is necessary to refer back to a particular constant we use ci.j to denote 
the j th constant designated in Section i. Px denotes Wiener measure on C([0,c¢) ,R d) 
starting at x. B(x,r) is the open ball with centre x and radius r. p~ is the class 
of  non-negative 6°-measurable functions; b8 is the class of bounded g-measurable 
functions. 
2. Prefiminaries 
Let Q~, denote the law of d-dimensional super-Brownian motion on the canonical 
space (f2r, ~,~r) of continuous paths from [0, 0¢) to Me(R a) - the space of finite Borel 
measures on R a with the weak-,  topology - with its Borel a-field, y > 0 denotes the 
branching rate. Let Yt(to) = to(t) be the coordinate variables on Or and let p ( f )  
denote the integral of  a function f with respect o a measure #. If  ~b : R a ---* [0, c¢) 
is bounded and measurable U[q~(x) denotes the unique weak solution of 
gUt A 2 ~t (x) = ~Ut (x ) -  Ut(x)2; Uo(x) = ~(x). (2.1) 
Yt is a measure-valued diffusion on (Qr ,~r ,Q~)  such that for ~ as above, 
Q~(exp( -Yt (~)) )  = exp( -p(UT~)) .  (2.2) 
A good introduction to these and related processes is given in Dawson (1992). 
The scaling properties of (2.1) show that 
Q~(YE  • )=Q~/r (vYc  • ), (2.3) 
and hence it suffices to consider one value of 7. We fix ? = 4 which is well-suited to 
the path-valued process we will use in our proof. Denote Q4 by Q~ in the sequel. 
We now introduce the path-valued process by summarizing results from Le Gall 
(1993a, b). This process takes values in the space 
W" = {(w,()  C C(R+,R  d) x R+ : w(s) = w(()  for s>~} 
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of stopped -dimensional paths with lifetime ~. t¢: is equipped with the metric 
p((w,~),(w',~')) = II w - w'lt~ + I~ - ~'l. 
We systematically use w in place of (w, ~) as ~ will be clear from the context. Now f2 
is the space C(R+, ~¢:) of continuous functions from R+ to ~t: with the compact-open 
topology and ~- is its Borel a-field. (Ws, s>~0) are the coordinate variables on f2, ~s 
is the lifetime of Ws and Ws = W~(~s) is the endpoint of/'Vs. 
For each w in ~¢:, Pw is the law on ( f2 , : )  of the path-valued process associated 
with d-dimensional Brownian motion starting at w. Under Pw, W is the #'-valued 
diffusion, and ~ is a one-dimensional reflecting Brownian motion (Le Gall (1993a, 
L t t~>0) is the jointly continuous local time of ~, normalized to Theorem 1.1)). ( s, s, 
be an occupation density. The constant path x(s) = x with zero lifetime is a regular 
point for W (because 0 is regular for ~), and therefore we may introduce Nx, the It6 
excursion measure for the excursions of W from x. Nx is a a-finite measure on f2 
which we normalize so that it is the intensity of the Poisson measure zt x of excursions 
of W from x, completed up to time 
r = inf{t • L ° = 1}. 
Nx(~ C .) is the It6 excursion measure for reflecting linear Brownian motion normalised 
so that 
1 
Nx(sup(, > h)= ~,  
s 
and therefore Lt~ is also well defined Nx a.e. Define a continuous MF(Rd)-valued process 
X on (f2,~-,Nx) by 
fo ~(w) Xt(W)(c~) = ~b(l~'s)d~Lts, 
where a(W) = inf{s > 0 : ~ = 0}, and another such process ]7 on (f2, °~,Px) by 
]Tt(W)(c~) = dp(iVs)dsLts. (2.4) 
More generally, these processes may be defined whenever the lifetime process for W 
has a jointly continuous occupation density L~. Then by Le Gall (1993a, Theorem 2.1 ) 
P~_(]TE • )=Qax(  " ). (2.5) 
This means that the process }7 is just another version of Y as defined in (2.2). We 
will henceforth denote it by Y even if it is constructed by (2.4). 
Now decompose L! according to the excursions of ~ from zero to see that, for t > 0, 
Yt = f x t (W)dux(w) ,  Px a.s .  (2.6) 
(the integral is a finite sum). It follows that 
Q~,(exp( -Y t (ck ) ) )=exp{- f (1 -exp( -Xt (~b) ) )N~(dW)} ,  
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and comparing this with (2.2) gives 
Ut(b(x) =/(1  - exp(-Xt(~)))Nx(dW).  (2.7) 
Let (~t )  and (Or) denote the canonical right-continuous filtration and shift operators 
on f2 and write 
Pw(" )=ew(W.  A~E • ). 
The following version of  the strong Markov property of W under Nx is key to using 
the path-valued process for our analysis. I f  T is an (~t)-stopping time such that 
T > 0,Nx-a.e., F E p~r  and G C p~,  then Le Gall (1993b) 
Ny( I (T  < oo)F G o Or) = Ny( I (T  < e~)FP~vT(G)). (2.8) 
In proving that the packing measure is zero for h as in Theorem 1.2(b), the key 
estimate is 
No (X1 (B(x, r )) > O, X1 (B(x, 2r)) <~ ar 2 ) <~ car a - 2 
when a,r are small (see Lemma 3.4 and (3.6)). To get this we will apply (2.8) with T 
equal to the first time s that Ws has lifetime equal to one and l~s E B(x, r). Then cr a-2 
is a bound on N0(T < e~), i.e., on Xl(B(x, r ) )  > 0 and the extra factor ca bounds the 
probability that the cousins branching from Wr as W retracts from I~r contribute an 
unusually small amount of mass to B(x,2r), i.e., P*wT(XI(B(I~r,r)) < ar2). The key 
technical problem, treated in Lemma 3.3, is in showing that Wr( • ) is not too irregular 
near its endpoint I~r as this would make it hard to control this latter probability. Thus 
we use the path-valued process to introduce time dynamics to the study of XI - an 
idea not available in other approaches to super-Brownian motion. 
The proof of Theorem 1.3 will use the result proved by Le Gall (1993a) that there 
is a positive constant c2.1 such that, for d = 2, 
N0(S(X 1 ) N B(x, e) ~ dp) <~ c2.11 log el-1 (2.9) 
for a l l xCR 2, eC(0 ,1 ) .  
The constant cH appearing in Theorem 1.3 is Cl.l = 8 c2.l. 
We now turn to the definitions of packing measure. Recall that packing measure of a 
set E uses small disjoint balls with centres in E and seeks to maximize the result - as 
opposed to Hausdorff measure which seeks to minimize the result of  using economical 
covers of  E by sets of  small diameter. We use the definitions from Taylor and Tricot 
(1985). A real function ~b : [0, 1 ) -+ [0, l ) is called a packing function if it is monotone 
increasing, t~(0) ---- 0, and there is a constant K such that 
fors (0 ) 
For any E C R d, define the set function 
(o - P(E)  = lim sup{X~b(2ri) : B(xi, ri) disjoint, xi E E, ri < 6}. (2.10) 
610 
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This is monotone in E but not countably subadditive, so a second operation is needed: 
49 - p (E )  = inf{,249 - P(Ei )  : E C UEi} (2.1 1 ) 
defines a metric outer measure. This set function is called 49-packing measure. 
Instead of using balls, it is often convenient to use the class ~ = U~r  of semi-dyadic 
cubes where D E Dr if, for some ki E Z, 
d 
1 - r  D = H[~k i2  , ( l k  i ~- 1)2--r). 
i=1 
A cube D E ~ is eligible to be used for packing E C R d' if E intersects the unique 
D* E ~+1 such that D* C D and the distance from D* to the complement of D is 
2 -(r+2). If, in (2.10) we replace open balls by such cubes Di E ~ and replace 2ri by 
diam Di, we obtain the new set function 49- P**(E).  In the final stage (2.1 1 ) 49- P is 
replaced by 49 - P** and the new outer measure is denoted 49 - p**(E),  and is called 
semi-dyadic 49-packing measure. Given any packing function 49 and dimension d there 
are constants cl,c2 such that, for all E C R a, 
c149 - p(E)<<.49 - p**(E)<..c249 - p(E) .  (2.12) 
Thus 49 - p and 49 - p** have the same null sets and the same class of sets of infinite 
measure. 
For any finite Borel measure /~ on R a we can compute a pointwise lower density 
with respect o a packing function 49: 
#(B(x, r ) )  
D~(x) = lim inf 
49(2r) 
Given any packing function 49, there are constants c3,c4 such that, for any Borel set E, 
and 
49 - p (E )  inf_{D__~(x)} ~<c3p(E); 
xEE "~" 
(2.13) 
49 - p (E )  sup{D~(x)} >/¢4]2(E). (2.14) 
xGE 
These results are proved in Taylor and Tricot (1985). In fact, the case we use of (2.14) 
is 
Lemma 2.1. I f  I~(E) > 0 and D~(x)  = 0 for  all x E E, then 49 - p (E )  = +~.  
3. Upper bound on packing measure for d >/3 
In this section we establish Theorem 1.2(b) for t -- 1 using the measure No instead 
of Q~. As we will see in Section 5 the general result then follows easily. Throughout 
this section d ~> 3. We first need a good estimate on the probability that )(1 charges a 
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cube but assigns an unusually small mass to a larger concentric ube. The first step is 
to establish bounds on some solutions of the non-linear p.d.e. (2.1). 
Notation. U~(x) : Ut(21(B(O, 1 )))(x). 
Lemma 3.1. l+-~Px(B(t) E B(O, 1 )) <~ Urn(x) <~ ~ 1 +-22t" 
Proof. Since Ut(c~) is non-decreasing in ~b, we have 
2 (3.1) Ut~(x)<~ Ut(2)(x) = 1 + 22t" 
For the lower bound we use the Feynman-Kac formula 
(f0 ) Utc~(x) = Px(¢(B(t))exp - 2Ut_s¢(B(s))ds for ¢ C bp~(Rd). (3.2) 
For ¢ in C~(R d) (3.2) is immediate from the classical Feynman-Kac formula (see 
Stroock and Varadhan, 1979, p. 114), and the general result follows by a mono- 
tone class argument using the monotonicity and continuity of the map q~ ~ Ut¢ on 
(Cb(Rd),II I1~). Hence (3.1) and (3.2) give 
22 
Ul~(X) >~ Px(21(B(t) E B(O, 1)))exp ( -  fo t 1-~ ds) 
2 
-- 1 ÷ 22t Px(B(t) E B(O, 1)). [] 
Notation. I f  w C C(R+,R  d) and 1 > r > 0, let 
T(r,w) = inf{t : Iw(1) - w(1 - tr2)l > z !r} A 1. 
Lemma 3.2. There is a c3.1 = c3.1(d) such that, for any w C C(R+,Rd), r E (0, 1) 
and a > 0 
P*(X~ (B(w(1),r )) <~ ar 2) ~ c3.1aT(r, w) -1. 
Proof. Proposition 2.5 of Le Gall (1993b) shows there is a Poisson random measure 
~/'l on [0, 1] × t2 with intensity 2dtNw(t)(dW) such that 
/ol/ l X1 = _tJ/Cj(dt, dW), P* a.s. 
This decomposes 3(1 into clusters which branch off w at time t as the path-valued 
process W "backs down" w from Wl to w0. These clusters correspond to the excursions 
of ( above its current minimum. Let w(r)(t)= (w(1 - t r  2) -w(1) ) r  - l .  Then 
P* exp(-2r-ZXl (B(w(1), r))) 
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(/o ) = exp -2  Ul_s(2r-21(B(w(1),r)))(w(s))ds , by (2.7), 
= exp -2  Us(2r-Zl(B(O,r)))(w(1 - s) - w(1))ds 
= exp -2  U~(w(r)(s)) ds by scaling; 
~< exp -2  1 is Pw~r~(~)(IB(s)l < 1)ds by Lemrna 3.1; 
a0 1 qS~ exp 2 J0 1 + 22s Pw~r'(~)(IB(s)l > 1)ds 
(/0 ) ~< 1+ 2T(r,w) exp s-~Po(IB(s)l > ½)ds 
<< c2-1T(r,w) -l. 
Putting 2 = a-1 for a > 0, we get 
P*w (X1 (B(w(1), r) ) <~ ar 2) <<. e~e~(exp(-Ar -2X1 (B(w(1), r ) ) ) )  
<~ e. c. aT(r,w) -1. [] 
Recall that ~n is the class of semi-dyadic ubes of side 2 -n, and let ~ be the 
class of such cubes contained in [ -k ,  k] d for k E N. Lemma 3.2 gives a good estimate 
provided T(r, w) is not too small. T(r, w) will be small if w is irregular near w(1); 
intuitively this will result in there being few cousins of w in B(w(1),r) at time 1. In 
order to control this problem we will use the above estimate for w --- Wr, where T is 
a hitting time for W, and therefore we must control the No-measure of the paths for 
which T(r, Wr) is small. To this end, for e > 0 and D E ~n, let 
A(e,D)={WEf2:3s>~O s.t. ~s= 1, I~sED,  T(2 -n-2,Ws) < e}. 
Lemma 3.3. There exist c3.2 = c3.2(d) and c3.3 = c3.3(d) such that 
NN° ( ~ I(A(e'D))) <~c3"222n , f°r all e E (0'2-6)" 
Proof. Let e E (0,2-6).  Consider the clusters of the measure )(1 corresponding to 
individuals that have different ancestors at time (1 -e2 -2" -2 ) .  In terms of W we 
proceed as follows. The open set {s~>0 : (~ > 1 - e2 -2n-2} is a countable union of 
open intervals (ai, bi), i E J. Put 
Wis(U) = W~,+~)^b,(1 - g2 -2n-2  -'t'- U) 
(~ = ~(a,+s),',b, -- ( 1 -- e2-z"-2 ). 
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Then the distribution of the point measure  ZiEJ (~wi conditioned on XI-~Z 2.-2 is the 
law of a Poisson random measure with intensity 
f Ny( . )Xl_e2-2.-2(dy). 
This is seen by applying the special Markov property in Le Gall (1994b) to the region 
[0, 1 - e2 -2"-2) x R a. 
Now observe that the event A(e,D) occurs if and only if, for some i E J and s>~0, 
^i  
(~ = e2 -2"-2, W s E D, and SUpo~<u.<~2_2.  ]W~'(u) - if'ill > 2-"-2. if ~ denotes the 
range of W i up to level t, 
= : s >o, 
the previous conditions imply that 
~2-2,-2 A n ¢ 0 and diam(~2_.2, :) > 2 -"-2. 
If ~t is the range of W up to level t, then 
N0 (D6~C2" I(A(~,D))) 
~<No ( ~  1(~2-2.-2 ND ~ 0 , i  d iam(~2-2.-2)> 2-" -2) )  
' DEan 
=No( f  NY(D~ l(~r.2-2.-2AD~O , diam(,~2-2. 2 )> 2 -n -2) )  
X1_~.2-2.-2(dy)). 
Since No(X1_~.2-:.-2(1)) = 1, it is sufficient o show that if 
then 
f .(y) <~ C3.222" exp(--c3.3/e ). (3.3) 
Observe that, if diam(~e,2-z._2) <<.k2 -"-2, then 
\(D~d 1(~e2-2"-2 fqD¢ 0)]i/ <-Gck d for all kc  N. 
n 
Therefore the a.s. boundedness of ~t implies 
oo  
fn(y) <~ cZ(k  + l)dNy(k2 -"-2 < diam(~2-2,-2)-G<(k + 1)2 -"-2) 
k--1 
~< c ~(  + 1)d(e2-Z'-2)-IN0 diam ~l > , (3.4) 
k=l  
by scaling and translation invariance. 
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NOW 
1 - exp (-No(diam ~1 > k/2el/z)) 
~< 1 -exp( -No(~l  AB(O,k/4el/2) c ~ 0)) 
= P0(~l fqB(O,k/4el/2) c ~ O) 
= Po(Ys(B(O,k/4el/2) c) > 0 for some s~<l) 
c(kg- l /2)  d exp( -kE/32e) ,  (3.5) 
where this last inequality follows from Dawson et al. (1989, Theorem 3.3(b)), and we 
have used the fact that e < 2 -6. The probability in (3.5) is also bounded by 
p = P0(Ys(B(0,2) C) > 0 for some s~<l) < 1. 
We conclude that 
N0(diam(~l ) > k/2e 1/2) <~ c( ke- 1/2 )d exp(-k2/32e); 
substitute this in (3.4) to get 
fn(Y) <~ c22ne- l -d/2~( k q- 1) 2d exp(-k2/32e) 
C22n exp(--c3.3//3), 
and thus establish (3.3). [] 
Remember that, for D E @n, there is a unique D* E ~n+l in the centre of D. 
Lemma 3.4. For each k E N, there is a constant C3. 4 = c3.4(k,d) such that for every 
nCN and a > O, 
No ( ~"~ I(S(XI)ND* ~ k X,(D)<<.a2-2n)) <~c3.4a22n. 
Proof. For D G ~n, let T = inf{s : (s = l, I~'s E D* }, and note that 
X1 = 1(I4,', E • )d,L~ +X1 oOr>~Xl o0r. 
The strong Markov property of W under No (see (2.8)) now gives 
No(S(XI) ND* ¢ 0, Xl(D)<<.a2 - n) 
~<No(I(T < c~)P*wT(XI(D)<<.a2-2n)) 
~<No(I(T < oo)P~vr(Xl(B(Wr(1),2-n-2))<<.a2-2n)) 
<<. 16c3.1aNo(l(T < oo)T(2 -n-2, Wr)-l), by Lemma 3.2, 
= 16c3.1a e-ZNo(T < oct, T(2 -n-2, Wr) < ~)de 
<~16c3.1a[fo2-6No(A(e,D*))e-2deW26No(T< c~)] 
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[So" ~ca No(A(~,D*))t-Zde + 2 -n(d-2) , 
where in the last inequality we have used the bound on P0(YI(D*) > 0) from Theorem 
3.1 of Dawson et al. (1989) to bound N0(r < oo). Sum over D E ~ and use Lemma 
3.3 to complete the proof. [] 
Remark 3.5. As each cube in ~ should contribute approximately the same mass to 
the above sum, we would expect that, for all D E @~, 
N0(S(X1 ) 71 D* ¢ O, XI (D) <~ a2-2n )~ c(d, k)a2 -n(a-2). (3.6) 
In fact, it is not hard to prove (3.6) by a translation invariance argument: we do not 
pursue this as Lemma 3.4 suffices for our needs. 
At last we can prove the main result of  this section. Recall that d/> 3. 
Theorem 3.6. Assume h : [0, 1] ~ [0, 1] is such that qb(r) = r2h(r) is a packin9 
function. Then, ~--]k=l~ h(2-k)2 < c~ implies ~ -- p(S(X1)) = 0, No a.e. 
Proof. It is enough to prove that q~ - p(S(X1 )) < cxD a.e. as we could apply the result 
to a function /~ such that h(r)/h(r) ~ +c~ as r J. 0, but Z/~(2-k) 2 still converges. 
Since S(XI ) is a.e. compact, it also suffices to prove that q~ - p(S:(Xl )) < cx~ a.e. for 
each : E N where 
S~(X~)=g(x l )n [ - :  + 1 , : -  1] a. 
Let (Dj,j E J )  be a collection of  semi-dyadic ubes which is disjoint and such that 
S:(X1 ) 71 D] is non-empty for each j.  To prove that ~b - p(St(X1)) < c¢, N0-a.e., 
it suffices to find a random variable V < c~, N0-a.e., which is independent of the 
packing, and such that 
q~(diam Dy)~< V, N0-a.e.. 
jEJ 
Let /9:  E ~k0): we may assume k( j)  > d. Then 
~b(diam D/)  ~< ~ ~b(2 a-k(j)) 
jEJ jEJ 
<~ ~ ~p(2d-k(l))l(Xl(Dj)~dp(2d-kO'))) 
jEJ 
+ ~ ¢~(2d-kC/))l(X,(Oj) < 4,(2e-kCJ))). 
j~J 
The first term is bounded by )(1(1) since the (Dj, j  E J )  are disjoint. The second term 
is bounded by 
W = ~ ~ 4ff2a-") l (O * NS(X~) ~ O, X~(D)<~ck(2a-")). 
n=d+l  DC~.  / 
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By Lemma 3.4, 
( N0(U)= ~ 22a-2nh(2d-n)No ~ I (S (X I )ND*¢O,  
n=d+l \ DE~ 
)(i (D) <~ 22ah(2 d-n )2 -2n))  
~C3. 4 ~ 24dh(2d-n)2< O0 
n=d+ 1 
by hypothesis. Therefore U < oo, N0-a.e. [] 
13 
4. Lower bound for the packing measure when d >/3 
Throughout his section we assume d ~>3. Our objective is to prove the following 
local limit theorem which we state in terms of the path process. 
Theorem 4.1. Assume h : [0, 1] ~ [0, 1] is such that dp(r) = r2h(r) is non-decreasing. 
Then 
oo 
(a) ~ h(2-k)  2 = co implies l iminf Xl(B(x'r))  -- 0 
k=J ~o ~b(r) 
for Xt a.e. x, No a.e.; 
oo 
(b) ~ h(2-k)  2 < co implies lim Xl(B(x'r))  -- +oo 
k=l r~O ¢~(r) 
for Xl a.e. x, No a.e.; 
(a) gives the complementary esult to Theorem 3.6 which we state as: 
Corollary 4.2. I f  h satisfies the conditions of the theorem and ~k~=l h(2-k)  2 = oo, 
then No a.e., c~ - p(A) = oo for each Borel A such that X1 (A) > O. 
Proof of Corollary. Outside a single No null set, if 2~h(2 -k)2 = c~, there is a Borel 
set E which supports XI such that 
Xl(B(x,r)) 
lim inf - 0 for all x E E. 
r~O O(r) 
Now apply Lemma 2.1 to the set ENA with # = )(1 to deduce ~-  p(A ) >1 c~- p(ENA ) = 
+oo whenever X l (A ) :X l (ANE)  > O. [] 
For each w in C([0, 1],R d) we introduce the Poisson random measure ,///2(dt, dW) 
on [0, 1] × t2 with intensity 4dtNw(t)(dW). We may assume ~/¢2 is defined on a canon- 
ical space (t20,~0,P(W)). We also may assume P(W)(A) is Borel measurable in w 
for each A E ~-0. (5.4) of Le Gall and Perkins (1994) states that, for any 
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measurable 4) : R d × MF(R d ) ---+ [0, o<~) 
No Xl ,(ax)) 
= /I'(W) (~(w(1), f f xl-,(W)~g2(dt, dW)) Po(dw). (4.1) 
This representation of the Campbell measure associated with the canonical measure 
of X1 is essentially a reformulation of Theorem 6.4.1 of Dawson (1992) (see also Le 
Gall, 1993b, Section 4, for a closely related result). 
Notat ion .  I f  0 ~< r ~< s ~< 1, let 
Z(r,s)= / / l(r~t < s~l_t(W)Jlz(dt, dW), 
and put X = Z(0, 1). Then P(w)(x(1)) = 4 and therefore Z(r,s) and X are in MF(R d) 
P(W)-a.s. for each w. 
Intuitively we can think of w as the trajectory of a typical particle w(1) in S(X1 )
and Z(r,s) as the contribution to )(1 of particles which branched off from w in [r,s). 
Lemma 4.3. There & a p = p(d) > 0 such that, for each w in C([0, 1],Rd), for 
O<e<l ,  
P(w)(z(0, 1 - ,92 )(B(w(1), /3)) = 0)>p.  
Proof. For w and e as above, define 
E -- P(w)(z(0, 1 - e2)(B(w(1),e)) = O) 
= exp 4Nw(t)(Xl-t(B(w( 1 ), e)) > 
= lim exp 1 -4  - exp(-L-Yl_t(B(w(1 ), Q))Nw(t)(d W)dt a--+oo \ J0 j l  ) 
/ f 1-~2 
= ;.~lim exp ~-4]o  
~01_~2 = lim exp -4  )~---+ ~ 
Ul_t(21(B(w(1),e))(w(t))dt), by (2.7), 
U(l_t)e-z(g2~.l(O(O, 1 )))((w(t) - w(1 ))~--1 )e-2dt)  
(scaling and translation invariance). 
Now Lemma 3.2 of Dawson, Iscoe, and Perkins (1989) implies that 
Ut(AI(B(0, 1)))(x) T U~(t,x) as 2 T cx~ 
<~c(t+ 1) -d/2 for all t~>l. 
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Therefore 
E ~> exp -4c  (u + 1)-a/Zdu 
~>exp -4c  (u+l ) -a /2du  =p.  [] 
Lemma 4.4. With the notation introduced above 
(a) P(W)(exp(-(2/2s)Z(1 - s, 1 - r)(1))) -- (1 + (2r)/s)2(1 + 2) -2 
for 0~<r~<s~<l; 
(b) P(w)(z(1 - s, 1)(1)(2s) -1 E dx) = xe-~dx. 
ProoL 
p(w) (exp(-2Z(1 - s, 1 - r)(1))) 
( i s  ) ---- exp -4  1 - exp(-Z~'l_u(1))Nw(u)(dW)du - - s  ( s  '-r ) 
-- exp -4  Ul_u(2)(w(u))du , by (2.7), 
- -S ( s  '-r ) 
= exp -4  2(1 + 22(1 - u ) ) - ldu  
- - s  
= (1 + 2r2)2(1 + 2s2) -2. 
(a) follows and (b) is immediate by inverting the Laplace transform. [] 
Proposition 4.5. There are positive constants c4.1,c4.2, dependin9 only on d such that 
ca. 1 a 2 ~< P(W ) (X (B( w( 1 ), r) ) <~ ar 2 ) <~ c4.2 a 2 ( T( r, w) ) -  2 
for all r,a E (0, 1) and w E C([0, 1],Ra). 
Proof. Use the independence of Z(0, 1 - r 2 ) and Z(1 - r 2, 1 ) to see that for each r, a, w 
P(w)(X(B(w(1 ),r)) <~ ar 2) >~ P(w)(z(0, 1 - r 2)(B(w( 1 ), r)) = O) 
× P¢w)(z(1 - r 2, 1 )(1 )(2r 2)-  1 ~< a/2) 
fa /2  
>i P Jo xe-Xdx' Lemmas 4.3 and 4.4(b), 
>>, pe-l/2a2/8 = c4 . ta  2.  
For the upper bound argue as in the proof of  Lemma 3.2. The only difference is 
that the intensity of  Jg2 is twice that of  Jgl ,  used in Lemma 3.2, and this leads to a 
being replaced by a 2 here. [] 
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Remark. We did not need a lower bound in Lemma 3.2 but could have obtained ca 
(c > 0) by a straightforward modification of the above argument. In Lemma 3.2, w is 
typically Wr, the path-valued process topped the first time it has lifetime 1 and /~r is 
in some small cube. The underlying point process J / l (dt,  dW) gives the excursions of 
W away from w as you back down the path from w(1) to w(0). On the other hand, in 
Proposition 4.4, w is the trajectory leading up to w(1 ) which is chosen according to Xl. 
The underlying point process Jg2(dt, dW) gives the excursions of W away from w as 
it goes up the path from w(0) to w(1) and then back down from w(1) to w(0). Hence 
J/2 has twice the intensity of Jt'l and the lower tail of X(B(w(1),r)) is thinner in 
Proposition 4.5. All this means that conditioning on a point x being in S(X) leads to a 
higher probability of having an unusually small amount of mass near x than choosing 
a typical point according to the measure X - as in Proposition 4.5. 
We can transform the estimate in Proposition 4.5 into one for the Campbell measure 
associated with the canonical measure N0(XI C • ). 
Corollary 4.6. There is a C4.3 : c4.3(d) such that 
c4.1aZ<<.No(/l(Xl(B(x,r))<<.ar2)Xl(dX)) ~< c4.3a 2
for all r, a E (0, 1 ). 
Proof. The lower bound follows by using (4.1) and the lower bound of Proposition 
4.5. For the upper bound use (4.1) again and Brownian scaling to give 
No ( f  l(Xl(B(x,r))<~ar2Xl(dX)) <~ c4.2a2 / T(r,w)-ZPo(dw) 
: c4'2a2 . I  T(1, w)-2Po(dw)  
¢ • C4.2 a2. [] 
We now tum to the main result of this section. 
Proof of Theorem 4.1. (a) Assume h satisfies the conditions tated. In view of (4.1) 
it suffices to fix w in C([0, 1],R d) and prove 
liminfX(B(w(1),r))/dp(r) = 0 p(w) _ a.s. (4.2) 
rl0 
Consider the events 
B. = {Z(0, 1 - 2-~n)(B(w(1),2-n)) = 0}, 
C. = {Z(1 - 2 -2", 1)(1) < ~b(2-")}, 
A. = B. A C.. 
As in the proof of Proposition 4.5, Lemmas 4.3 and 4.4(b) imply that 
P~W)(A, ) = P(W)(Bn)p(w)(cn) >1 c4.1h(2-")2, (4.3) 
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and therefore 
oo  
P(W)(A.) = +c~. 
n=l 
If j ~<k, then for any 2 > 0 we can use Lemma 4.4 to see that 
p(w) 
(4.4) 
(Aj CI Ak ) 
P(w)(z(1 - 2 -2j, 1 - 2-2*)(1)2-0-2J)~ lh(2- J ) )  ~< 
× P(w)(z(1 - 2 -2*, 1 )(1 )2 -(1-2.) ~< 2h(2-*)) 
f½h(2-*) 
exp(,~.h(2-J)/2)p(W)(exp -~.Z(I - 2 -2j, 1 - 2-2')(1 )2 -(1-2j)) .L xe-Xdx 
exp(2h(2-J)/2)(1 +2-2(*-J)Z)2(1 + 2)-2h(2-*)2/8. 
Put ,~ = h(2-J )- 1 to give 
P(W)(Aj N A,) ~ e½(h(2 - j )  + 2-2(*-J))2(h(2 -j) + 1 )-2h(2-*)2/8 
~< (h(2-J) 2 + 2-4(*-J))h(2-*)2/2. 
Together with (4.3), this gives )¢ )2 
l iminf ( L L P(w)(Aj n A k ) n - - . o ~  j=l ,=, L P(W)(AJ)=, 
h(2-J )2h(2-* )2 + 2-4(*-J)h(2-* )2 
~< lim in( ~ 
l~j<~k~n 
eL 
j=l 
c -2 1 +21iminf h(2-J) 2 4.1 n----~oo j=l 
= 
A version of the Borel-Cantelli emma (see Kochen and Stone, 1964) shows that (4.4) 
and this last inequality give 
P(W)(lim infX(B(w(1 ), 2-n))~b(2 -")-1 ~< 1 ) 
.---~oc 
~> P(W)(An infinitely often)/> c~. 1. 
Now 
c4.1 <~ P(W)(lim__ inf Z( 1 - 2 -"/~, 1 )(B(w( 1 ), 2-" ) )(~b(2 -n ))-1 ~< 1 ). (4.5) 
But this last event is in f¢0+ = [") ~,, where 
~>0 
(¢~ = tr(~C2(A) :A C[I - ~, 1) × R a, A Borel). 
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The standard proof of the Kolmogorov 0-1 law shows that ~o+ is a 0-1 a-field. Hence, 
the probability of the event in (4.5) must be 1. It follows from the proof of Lemma 
5.1 in Dawson and Perkins (1991) that, for 0 < fl < 2 -4 /d ,  
X(B(w(1) ,2 - " ) )  = Z(1 - 2 -"/~, 1)(B(w(1),2-"))  for large n p(w) _ a.s. 
Therefore 
l iminfX(B(w(1) ,Z-" ) ) (dp(2-" ) )  -1 ~< 1 p(w) _ a.s. (4.6) 
By replacing h by/~ with ft(r)/h(r) -+ 0 as r I 0 but such that r2/~(r) is non-decreasing 
and X/~(2-") 2 = e<D, we see that (4.6) for/~ implies (4.2). 
(b) Corollary 4.6 shows that, for K E N and n>~no(K), we have 
No(fl(Xl(B(x,2-"))<.Kck(2-"+'))X,(dx)) <~c4.316KZh(2-n+') 2. 
This is summable so the Borel~Cantelli lemma completes the proof. [] 
Remark.  We could have deduced Theorem 4.1 (b) from Theorem 3.6 and (2.14) applied 
to the set 
E = {x E S(X1 ) : l im infXl(B(w(1 ), 2-n))/q~(2 -"+1 )~<K}; 
B---+ OO 
however, the direct proof given is simpler. 
5. Proof of the main theorems 
It is now relatively simple to combine the results of Sections 3 and 4 to give 
Theorems 1.1 and 1.2 for d~>3. 
The scaling result (2.3) shows that it suffices to prove these theorems when the 
branching rate y = 4. Theorem 1.1 of Evans and Perkins (1991) shows that Qu(Yt E • ) 
and Q~0(Y1 c - ) are equivalent laws for any t > 0 and any non-zero initial measure 
/t. Therefore we may assume t = 1 and p -- <5o in either result. Working with respect 
to P0, we see that (2.6) may be rewritten as 
K 
Y, = ~x l (w~) ,  
i~ l  
where K is now a Poisson r.v. with mean N0(X: ¢ 0) = 1 and given K,(XI(W~.),i<~K) 
are i.i.d, with law N0(XI E "1XI ¢ 0). The series test for packing measure, Theorem 
1.2, now follows from Theorem 3.6 and Corollary 4.2. Similarly, Theorem 1.1 follows 
from Theorem 4.1. 
Proof of Theorem 1.3. As this result is not sharp we will only sketch the proof. The 
above reduction shows that we may put t -- 1 and work with respect o No. 
(b) follows by a straightforward modification of the proof of Theorem 4 in Le Gall 
and Taylor (1987). The hitting estimate (2.9) is the only probabilistic input, and the 
non-increasing property of log(1/r)h(r) is used in this argument. 
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(a) We modify the arguments of Section 4 using the same notation. We must show 
(4.2) for a fixed w, where ~b now satisfies the conditions in Theorem 1.3(a). Let p(k)  
be the integer part of  2k+L(1 - -h (2 -2 ' ) )  and 
Dk = {Z(0, 1 - 2 -p(k))(B(w(1 ), 2 -2* )) = 0}. 
Then, by scaling, 
pCw)(Dk ) = 
exp 4 (1 - t)-lN(wo)_w(t))(l_t)_ ½ (XI(B(0,2-2k(1 - t)-½ )) > 0)d 
t> exp 4c2.1 (1 - t)- l( log((1 - t)½2 2~))-1d , by (2.9), 
J 0  
= (1 - p(k)2 -k-1)8c21. 
The choice of p(k)  and the hypothesis on h with Cl.l = 8c2A now implies that 
P(W)(D/,) = oo. 
k 
The independence properties of ~'2 show that, for k < : (note that p(k)  is non- 
decreasing because h is), 
P(W)(Dk N D: )(P(W)( Dk )p(w)(D: ) )- l 
2: = P(w)(z(0, 1 - 2-P(k))(B(w(1),2 - )) = 0) -1. 
The probability in the right-hand side of the previous formula can be computed in the 
same way we computed P(~:)(Dk). From this we can deduce that 
lim ~ ~-~P(W)(DkNDt)(~=lP(W)(Dk) ) 
n---+oo k=l :=1 
and hence that 
ptw)(Dk infinitely o f ten)= 1. 
-2  
=1,  
A first moment calculation and Markov's inequality show that, if M > 1, and 
E, = {Z(1 - 2 -p~k), 1)(B(w(1 ), 2 -2. )) ~< 4M2 -z*+' +k+, h(2-2' )} ,  
then P~W)(Ek)~> 1 - ( I /M)  for large k. Use the independence of Ek and cr(l(Dl ) . . . . .  
l(Dk)) to see that P~W)(Dk N Ek infinitely often)~>1 - ( I /M) .  This implies that 
1 
P(W)(l iminfX(B(w(1),r))(rZ(log 1/r)h(r)) -1 < o~)~> 1 - ~,  (5.1) 
r~O 
and since M is arbitrary, this probability has to be 1. This shows that the lim inf in 
(5.1) is P(W)-a.s. finite. To complete the proof we apply this result with h replaced by 
/~ where h(r)/h(r) --~ 0 as r J. 0, but/~ satisfies the same summability and monotonicity 
conditions as h. (The additional monotonicity requirements will slightly complicate the 
construction of/~ both here and in (b), but with a little care they can be preserved.) 
[] 
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