Our recently introduced Multi-Cell Monte-Carlo (M C) 2 algorithm is compared against the Gibbs Ensemble MC approach. (M C) 2 can determine phase boundaries in solid mixtures by imposing the lever-rule, and now additionally, common tangent constraints. The adaption of Gibbs Ensemble MC to crystalline solids has been elusive until now because particle transfer between crystalline cells creates highly energetic point defects. We show that (M C) 2 is in fact the solid-state version of the Gibbs Ensemble, where this restriction is overcome by introducing a lever-rule weighted over multiple cells, representing different phases. We also present the addition of a predictor-corrector scheme that ensures equilibrium by tracking the change in chemical potentials. As a proof of concept the method is applied to solid-solid phases in binaries showing a miscibility gap, and the method is also used to probe the stability of a model quaternary alloy.
Knowing the stability of phases is of great importance for materials research and development. A precise determination of phase coexistence using atomistic simulations poses great challenges due to the sparsity in time scales needed to reach thermodynamic equilibrium. Monte-Carlo simulations provide a venue to sample averages of various arrangements of the atoms consistent with thermodynamic equilibrium, thereby surpassing the time constraints that are not accessible to molecular-dynamics methods. However, size effects are difficult to surmount. Direct atomistic simulations of phase coexistence within a single simulation cell require capturing interfaces that might occupy a significant part of the simulation. Moreover, the interface can result in significant lattice mismatch which can yield strain fields with profound sizeeffects. For this reason, significant computational capabilities are required if these effects are to be included correctly [2, 30] . From a modeling point-of-view, capturing the full details of the interface region is not necessary in order to predict the overall stability in bulk phase coexistence. Indeed, various techniques have been devised which seek to determine phase boundaries without simulating interfaces directly. These approaches fall into two main categories: (1) a direct approach that seeks to find the free-energy of all possible phases in coexistence, and (2) an indirect approach which attempts to find phase coexistence by performing simulation in separate regions in such a way that the conditions of multi-phase equilibrium are satisfied in the thermodynamic sense. In the direct approaches, the free energy can be approximated using thermodynamic integration to relate the fugacity via a series of simulations that connects the state of interest to a reference state with known properties [6, 12, 21, 29, 32] , although * Now at Navy Research Lab : edwin.antillon@nrl.navy.mil † ghazisaeidi.1@osu.edu other methods to approximate the free energy such as Cluster Expansion method can be used [24, 26] . This method is very reliable, but inherently inefficient as it requires a number of simulations at "uninteresting" state points. The difficulty of this approach lies in determining free energies (or chemical potentials) with sufficient accuracy, and as such, its implementation remains applicable to mixtures with small number of components. The pioneering approach by A. Panagiotopoulos [17] [18] [19] , known as the Gibbs ensemble technique, proposes the use of two simulation cells for the first time. This approach introduces particle displacements, volume fluctuations, and particle exchanges between cells in such a manner that the cells are in thermal, mechanical and chemical equilibrium with each other. This method does not require absolute free energies, rather only changes in energy that result from perturbing the system according to the above Monte Carlo moves. Unlike thermodynamic integration, the Gibbs ensemble technique involves only few number of simulations per coexistence point, hence its simplicity and efficiency of the method make it ideal for phase exploration. Unfortunately, in its present formulation it works only in situations where insertion/deletion of particles is applicable, ie dilute fluids or gases [17] [18] [19] . Motivated by this shortcomings, Kofke and co-workers have attempted to combine approaches to using a method known as Gibbs-Duhem integration [8, 11] . The idea proposed by Kofke is to determine phase equilibria by integration of the Claysius-Clapeyron equation to determine phase coexistence in regions where particle insertions using the Gibbs-ensemble method fail. Various independent simulations under isobaric-isothermal conditions of each phase are performed along the saturation line. The method presumes the accurate knowledge of an initial equilibrium point at a given temperature, from this point, the pressure is adjusted to satisfy chemical potential equality according to the Gibbs-Duhem equation. This method surpasses the need to particle insertion, and has successfully explored coexistence of vapor-fluid, vapor-solid, fluid-fluid, or solid-fluid systems [9, 11] . Yet, the application to solid-solid phase equilibrium is rare, arXiv:2004.04673v1 [cond-mat.mtrl-sci] 9 Apr 2020 see for example [13] . Moreover, the method requires another technique in order to find an initial starting point, quasi-harmonic approximation in solids or the Gibbs ensemble itself. Recently, we have introduced the first Multi-Cell MC approach, abbreviated as (MC) 2 , for simulation of phase coexistence in solids. To help circumvent the particle insertion/deletion moves, required by the Gibbs ensemble, we introduced an alternative MC move which maintains mass balance and chemical potential equivalence via application of the lever rule. Unlike Semi-grand Canonical Simulations in the µ, V, T -ensemble which require specification of the chemical potential, (MC) 2 self-regulates the chemical potentials in each phase. The approach introduced here can complement existing methodologies that couple changes in energy, volume, and mass in different simulation cells in order to search for the most stable thermodynamic state. In this work, we derive the thermodynamic ensemble sampled by (MC) 2 starting from the Gibbs ensemble. Then, an additional check via a predictor-corrector algorithm is proposed to confirm that equilibrium is reached by tracking the change in chemical potentials of species in various phases. After MC moves, energy is evaluated via Molecular Dynamics using classical interatomic potentials. We use classical potentials, to demonstrate main concepts and run sufficiently large simulations for longer times. This manuscript is organized as follows. Section II introduces the terminology relevant to Gibbs ensemble, the (MC) 2 method and the new predictor-corrector algorithm. Section III applies the methodology to determine phase equilibrium in model binary and multicomponent alloys, as a proof of concept, and finally Section IV summarizes the results and presents an outlook and potential improvements on the (MC) 2 method.
II. MULTI-CELL MONTE CARLO METHOD FOR PHASE EQUILIBRIA
At the heart of any discussion involving phase diagrams calculations stands at the Gibbs phase rule [5] , which states that the number of independent intensive variables or the number of degrees of freedom of the system, F, is a function of the number of components, C and the number of phases, φ:
For a unary systems in two-phase coexistence (φ = 2, C = 1), only one independent intensive variable can be imposed. In the context of Gibbs ensemble simulations, a NVT-Gibbs approach can be used, where the total number of molecules (N) and temperature (T) are fixed, while the volume (V i ) of the individual simulation cells is allowed to change in such a way that the total volume (V tot = V 1 + V 2 ) is constant [17, 18] . For binary systems, on the other hand, two-phase coexistence (φ = 2, C = 2) can be obtained by adding an additional intensive variable. In this case it becomes advantageous to use a NPT-Gibbs ensemble, where an overall pressure (P) can be imposed on the whole system while the volume of the boxes are allowed to change independently. For systems with more than one component (C¿1), it will be convenient to search for phase coexistence under isobaric-isothermal conditions, that is the maximum number of phases that shall be considered according to the phase rule is φ = C. Note that in general, the number of phases could be larger than this, but in those cases both temperature and pressure cannot be independently specified. In order to define notation, consider a binary system as shown in Fig. II.1. This system initially starts with a metastable single phase γ whose energy minimum is given at concentration X 0 2 = n 2 /N , where n 2 describes the number of atoms of species 2 and N is the total number of particles in the system. 
Composition (X 2 ) Free Energy 1 Figure II .1. Free energy of mixing for a solution that separates into phases α and β, starting from a homogeneous phaseγ. The common tangent is shown in by the (straight) solid line connecting the two phases This phase is unstable with respect to thermodynamic fluctuations, and the system can lower its overall energy by decomposing into neighboring phases denoted by α and β. In general, these phases can represent different crystal structure or amorphous phases (liquid,gas) depending on the nature of the atoms and imposed thermodynamic conditions. Conservation of the total number of atoms requires that n α + n β = N , while conservation in the number of species implies that n α 2 + n β 2 = n 2 and n α 1 +n β 1 = n 1 . Any mass transport occurring between the two phases will be done so that the initial concentration of the overall system is unchanged, this is the basis for the lever rule. Hence, the overall concentration in one of the components (say component 2) can be written as:
where the molar fractions f α and f β denote the relative amount of matter in each phase, and X α 2 and X β 2 denote their respective concentrations. The molar fractions relate extensive properties such as the energy of the phase mixture. For example, the total energy can be written in terms of the molar free energy [10] , viz
,where G α m and G β m are the molar free energy of phase α and β respectively. Graphically, the value of the molar energy will lie along the a tie-line connecting the energy between the two phases, and its position along the line is constrained by the initial concentration of the overall system. For the scenario depicted in Fig.II.1 , a lower energy can be obtained if the system spontaneously decomposes into two phases α and β. Two possible states for arbitrary concentrations are shown with lines connecting the corresponding energy values in each phase. The values connected by the dashed line are not in equilibrium since the gradients in the energy of the phases with respect to concentration, i.e chemical potentials, are not equal to one another. On the other hand, points connected by the solid line can be considered to be in thermodynamic equilibrium according to the common tangent criterion. In the original Gibbs ensemble approach, acceptance rules are based on three types of moves: particle displacements, fluctuations of the cell volumes, and particles exchanges between the phases which guarantee temperature, pressure, and chemical potential equilibration, respectively [19] . Particles in a mixture can be indirectly transferred between cells, by changing the type of one particle in one of the cells with a simultaneous reverse change in the other cell [20] . We call this move an "intercell" swap, where the probability density in the NPT-Gibbs ensemble to select two atoms of different species in a binary mixture is proportional to:
The above pre-factor accounts for the combinatorics involved in exchanging a particle of one type in phase α into a distinct type, while the reverse change occurs in phase β. The acceptance probability that maintains mi-croscopic reversibility is given by [20] :
where ∆U α and ∆U β refer to the change in energy after an inter-cell swap. A similar type of swap can be attempted within each simulation cell (intra-cell swap), with an acceptance criterion given by
where ∆U ν refers to the change in energy as a result of the particle-swap inside the cell ν ⊂ {α, β}. It is worth mentioning, that both inter-cell and intra-cell swaps maintain the equality of the chemical potential given that overall chemistry of the whole system (α + β) does not change since the atoms are merely rearranged. These moves were adopted in the original (MC) 2 relaxation method [15] . However, both MC moves above are restricted by fixed number of particles in each phase, limiting the overall variation in composition, and therefore cannot capture phase growth. In the (MC) 2 method for phase prediction, Niu et al [14] have recently proposed a method to eliminate this fixed size restriction via application of the lever rule across all cells/phases. The molar fractions of each phase, provide a link to determine phase growth by solving for smaller systems, and scaling their values so that the whole system satisfies thermodynamic equilibrium. Next, we show how the (MC) 2 ensemble can be written starting from the Gibbs-NPT Ensemble. The probability density to select random particles to be transferred from one phase into the other, can be written (for two phases) as [19, 20] 
,where the prefactor in front of the Boltzmann term considers all possible combinations of choosing a particle at random in both cells, rather than choosing particles based on their species. To achieve transfer of particles between solid phases, we can rewrite this probability in terms of energy per atom quantities.
,where we have written the dependence of the molar fractions explicitly via
Invoking the Stirling approximation for large values of X: ln X! = X ln X −X, the above expression can be reduced to
,where a constant pre-factor involving N only has been omitted for clarity. A new type of move can now be introduced in the Gibbs ensemble algorithm, which will be referred to as a flip [14] . This move involves a virtual particle exchange that takes place by randomly selecting a particle in one of the cells and changing its species to another type, whilst enforcing the total composition of the system via the application of the lever rule. The virtual exchange moves are similar to those implemented in the Semi-Grand Canonical Ensemble (SGCE) [7] where atomic species are swapped with an imaginary reservoir, whilst keeping a chemical potential gradient between the system and the reservoir fixed. In the SGCE, the chemical composition is adjusted by choosing the appropriate chemical potentials, often done by trial and error, which can be time consuming and not very convenient when a specific composition is targeted. In the current approach, however, the other cells are used to accom-modate the mass transfer that results from the virtual mass exchanges, and an initial concentration can be set in advance where phase coexistence is to be investigated Once a particle is randomly flipped, new values of f α and f β can be inverted according to Eq. 2, where the initial concentration (X 0 2 ) is fixed, and the new energies u α and u β and volumes v α and v β are measured from the simulation. The flip acceptance criterion is given by the ratio of the statistical weights of states before and after flipping the particles, viz
where the ratio of probabilities in the second line has been written as a Boltzmann probability with
The primed (unprimed) quantities above refer to quantities after (before) the flip move. By using this acceptance criteria on the molar fractions, a minimum in the molar free energy can be searched for using a metropolis MC approach, provided that a self-consistent value for the molar fraction can be inverted from the lever-rule constraint. In this manner, phase growth is mimicked by coupling the phases in their molar energy which provides a great leap forward towards finding a self-consistent solution to dense phases without having to resort to determination of the free energy, in the spirit of the Gibbs ensemble approach. A scheme incorporating the MC moves mentioned above can be envisioned to search for the most stable configuration in solid mixtures, along with molecular dynamics simulations which maintain the specified pressure and temperature of interest. Fig II. 2 shows the flowchart of (MC) 2 method. Yet, for ill conditioned starting points, issues can arise when solving the molar fractions numerically, which can steer the system into a metastable solution. In order to aid in the search of most stable configuration, a predictor-corrector approach is explored next that aims to penalize solutions not satisfying the common-tangent criteria.
A. Predictor-Corrector Approach
The algorithm described in the previous section conserves mass transfer numerically, while seeking to minimize the molar free energy of the system. To do so, relative molar fractions of phases are obtained by solving a system of linear equations such as the overall variation of the concentration of each species does not change. For a multicomponent system, the mass balance equation can be written as
In the above the indices ν = {α, β, · · · , φ} represent phases, indices i = {1, 2, · · · , m} denote chemical components, and the terms X o i is the initial concentration of the i th species for the overall system. We assume that each phase can be brought to a common constant temperature and pressure irrespective of the alloy composition. In this manner, numerical values for f ν are obtained using Cramer's rule for all phases [14] . In order to find an equilibrium state, the local energy variation in mass needs to vanish to first order. This condition is demonstrated by expanding the energy changes with respect to the number of components to first order as [10] :
where the partial derivatives hold pressure and temper- 
and the variation in energy (for all phases) is then given by
At equilibrium, µ i ≡ µ α i = µ β i = · · · = µ φ i , and since the overall system is closed such that mass transport between the phases satisfies the lever rule ( ν f ν δn ν i = 0 ∀ i ). It follows that the above expression vanishes, viz
However, the implementation of the algorithm described so far does not check for the equality of chemical potentials, and as a result the energies obtained can yield non-physical solutions that do not necessarily satisfy the common tangent criterion. To avoid falling into these solutions, a consistency check on the energy variations as a result of the virtual mass changes is proposed. Every time a particle of "type j" is replaced by another "type i" in phase α, the variation in mass of each species is δn α i = +1 and δn α j = −1. (See Eq.15). Hence the energy change due to the change in chemistry ( j → i) is given by
Clearly if more than one replacement of the same kind (j → i) occurs, the energy change is a multiple of this value, ie
where, ∆µ ij = µ i − µ j and δn ji is the number of lattice sites where a replacement (j → i) has occurred. After a flip move takes place, mass is transferred (at least conceptually) to another phase. This phase is chosen at random, from all the other possible phases, say phase-β. The change in chemistry in phase-β that occurs as result of flipping particles (j → i) in phase-α can be written as
while chemistry in all other phases remains unchanged. Knowing how much mass is transferred to and from each phase, allows us to predict molar fractions, and gradients of the chemical potentials. An explicit method (Euler method) can be used to predict the energy change due to mass transfer between phases α and β, as a result of the replacements (j → i),
An implicit method (the trapezoidal rule) can be used to correct the prediction based on the slopes at the next step
,where the terms with primes denote quantities evaluated at the next step. Note, that the slopes of the current and proposed steps are combined in the above expression in order to correct the prediction by the Euler method. It is reasonable to also combine actual energy measurement of the next proposed step with the predicted values for that energy. To do so, a weighted value of the measured and predicted energies can combined for the next step.
where 0 ≤ w ≤ 1. This approach is similar to Kalmanfilter method [4] where measured values and predicted values are combined based on the uncertainties of their respective values, here the weight (w) is used as a tuning variable.
The proposed trials are accepted or rejected through the usual Metropolis-like criterion by looking at the difference between the corrected-predicted value and the energy value at the previous step, ie min{1, e −∆Gm(w)/kT } (24) where ∆G m (w) = G m (w) − G m . It is worthwhile to expand this expression (using Eq.20) to arrive at.
Note that in the limit of w → 0, the acceptance criterion reduces to that of Eq.11 and the predicted-corrected terms are not used. For non-zero values of the weights, the accepted trials moves will now attempt to minimize both: the molar energy difference G m − G m , and the difference in the chemical potential gradients between the phases, ie (∆µ α ij −∆µ β ij ) . It is worth mentioning that the second constraint used is a weaker form of the equilibrium condition for the equality of the chemical potentials, yet it is a necessary condition for equilibrium. That is, if the phases do not satisfy this condition, the phases can be deemed not being in thermodynamic equilibrium. As the simulation evolves, if the gradients in chemical potentials are not equal, then the predicted and measured values will be inconsistent with each other and these proposed move will tend to be rejected. On the other hand, if the proposed flip moves in a direction that makes the chemical potentials close to one another, then these moves will tend to be accepted. As demonstrated below, this algorithm can avoid falling into metastable values, while seeking to find both a minimum in free energy and common tangent of the two phases. In order to satisfy the common tangent criterion using the above acceptance criteria, the values ∆µ ij for each phase need to be evaluated with a high degree of accuracy. To do so, a variation of Widom's test particle proposed by Frenkel [7, 25] ) method is employed (see AppendixA 1). One major drawback of this method is that it requires large statistics to determine the chemical potential gradients accurately and this can be computationally expensive. Nevertheless, once the system reaches equilibrium, it can be shown that changes in the chemical potential caused by fluctuations in chemistry will tend to be centered around a mean value (∆μ ij ), with fluctuations around that mean given by (σ ∆µij ). For this reason, it is not necessary to evaluate the chemical potential (differences) every time a flip is made, rather a random sampling of the chemical potential on each cell is enough to determine whether the two phases approach thermodynamic equilibrium or not. The full computational scheme used to find phase coexistence is described next.
B. Computational Scheme
A schematic flow chart of the algorithm used in this work to find the coexistence of phases is shown in Fig II. 2. The algorithm starts with an initial concentration, set by the user, for all the cells prior to starting the Monte Carlo search. Here, particle displacements and cell changes are introduced using NPT ensemble in each cell. We tested full Monte Carlo translational and volume cell moves and found that these computationally intensive moves do not bring additional information in the exploration of phase space of the coupled system. Nevertheless, these two moves can be readily incorporated to the above scheme if it is desired without any loss of generality. A random number is used to pick between the three possible MC moves with roughly equal probability: (1) intracell swap, (2) inter-cell swap, or (3) flip move. The different MC moves are attempted and accepted based on the Metropolis criterion as discussed in Sec.II B, and the system is again relaxed with NPT ensemble (roughly 100 MD steps) before repeating the cycle. In addition to the Metropolis acceptance criterion, MC moves involving mass transfer between the cell are accepted only if the molar fractions yield a physical solution after the proposed moved. This is because it is possible to obtain a numerical solution outside the range: 0 ≤ f ν ≤ 1, depending on the starting concentration. Moreover, the total number of particles to flip is self-adjusted in order to target a predetermined acceptance rate. Acceptance rates larger than 30% were found to be problematic at higher temperatures, thus a target acceptance rate is set to about 20% which is achieved by changing the maximum number of random particles that can be changed during a flip attempt. Achieving equilibrium using this computational scheme is demonstrated on a binary system Au-Pt, where the interatomic potential developed by O'Brien et al is used [16] . The evolution of various thermodynamical variables is followed for two phases (colors) where the effect of the predictor-corrector is contrasted. The top row of Fig.II.3 compares the molar fraction values, f α and f β , obtained with and without implementing corrector predictor, i.e. w = 0 vs w = 1/2 in Eq.24. It is evident that each scheme arrives at different optimal values for the molar fraction, and these differences will be reflected on the final concentration of the phase boundary since the initial concentration was identical in all cases: X o P t ≈ 60%. In the first case, the molar fractions appear to get trapped in a metastable solution after reaching 15000 cycles. On the other hand, applying the predictor-corrector to the acceptance criteria allows to simultaneously satisfy the equivalence of the chemical potential gradients and to lower the molar free energy estimate. While it is conceivable that schemes without the predictor-corrector can eventually find the correct thermodynamic state, it is clear that incorporating the predictor-corrector approach into the acceptance criteria significantly increases the search efficiency and can accelerate convergence towards the lowest energy state, without significant overhead. The scheme presented here shows that phase coexistence can be satisfied in the thermodynamic sense, similar to the Gibbs Ensemble approach. Validation of this approach is now explored by benchmarking against known phase diagrams.
III. PHASE DIAGRAM PREDICTION
We reproduce phase boundaries in binary systems showing a miscibility gap, and explore the validity of the approach on a model quaternary alloy.
A. Binaries
The phase diagram for the Au-Pt system is reproduced under zero pressure. This system shows a miscibility gap with a Pt-rich FCC solid solution phase and an Ag-rich FCC solid solution phase. The inter-atomic potential proposed by O'Brien et al [16] is used, where the energies of the inter-atomic potential were parameterized using (a) Calculated phase diagram of the Au-Pt system (symbols) compared against Thermodynamic Integration method (dashed-lines) and experimental data from Vesnin et at [27] (solid-lines). (b) ∆µ-T plot (symbols) compared against the Gibbs-Duhem integration method (dashed-lines); the inset shows the convergence on the chemical potential gradient vs the number of atoms in each cell.
force matching with density functional theory on intermetallics and disordered configurations. Fig.III A shows the experimental phase diagram, compared against the computed phase diagram by thermodynamic integration method and the MC 2 method. The MC 2 data points in concentration are obtained by averaging over the last 20% of the simulation steps. The phase diagram obtained for various system sizes (N) are shown in Fig.III A(a) compared against the values obtained by the standard method of thermodynamic integration (black lines) and experimental data (dashed lines). There is a fairly good agreement for all sizes, except for the highest temperatures sampled. Inspection of these cases shows that the algorithm is not able to find the lowest energy owing to the large fluctuations in temperature. Also, as the cell sizes increase, it appears that the Pt-rich phase starts to form an interface inside the cell consistent with spinodal decomposition. The equivalence of the gradients of the chemical potentials is shown in Fig.III A(b) , where the ∆µ-T plot in the isobaric case is obtained by measuring the gradient in chemical potentials using the Widom test (symbols) compared against an estimate using the Gibbs-Duhem integration approach. The latter estimation can be obtained numerically via [13] d∆µ eq dT = ∆h T ∆X (26) where ∆X = X α − X β is the difference in concentration and ∆h = h α − h β , is the difference in enthalpy (per atom) between the two phases. A constant of integration, needed in the Gibbs-Duhem approach, was chosen to best fit the data. Note that in contrast MC 2 does not require additional methods in order to find a constant of integration, rather these values are found self-consistently. Smaller cells show larger discrepancies in the chemical potential gradients for each phase (∆µ α and ∆µ β ), yet as the size of the system increases these values in each phase become closer to one another. This effect is captured in the inset of Fig.III A(b) , where the difference in the gradient of the chemical potentials of each phase is plotted as a function of the number of atoms in the cell. Aside from the size-effects seen in the simulation using the Widom method, the overall trend on the chemical potential gradients is similar to the Gibbs-Duhem integration method; the curves obtained using the Gibbs-Duhem integration are essentially identical for all system sizes therefore only a single curve is shown here for clarity. For temperatures above 1000 K a discontinuity in the ∆µ-values can be observed, which suggest the algorithm found another solution under this condition. It is feasible to make use of the Gibbs-Duhem relation to relate chemical potentials of adjacent temperature regimes in order to remain close to the coexistence line, as is done in the approach of Kofke and co-workers [8, 13] . A combined approach can be explored in a separate publication. Next, we study the Fe-Cr binary system which shows a solid-solid miscibility gap with a Fe-rich BCC solid solution phase and a Cr-rich BCC solid solution phase.
Here, the inter-atomic potential, proposed by Bonny et al, is used to recreate the phase diagram. This potential was fitted to thermodynamic parameters and pointdefect properties obtained from DFT calculations and experiments [1] . Fig.III.2(a) compares the MC 2 predictions to the thermodynamic integration (black lines) results and experimental data (dashed lines). Except for some scatter, the values obtained in this work are in reasonable agreement with the values obtained using standard thermodynamic integration approach. The chemical potential difference measured in the simulation (symbols) and are compared against the estimate from the Gibbs-Duhem integration (dashed-line) in Fig.III.2(b) . Similar to the previous alloy, size effects become less pronounced as the system size increases (see inset figure) . Here, a constant of integra- tion was also chosen to best fit the data. Having shown a good correspondence with phase diagrams of binary alloys, next we explore the stability of a model quaternary alloy.
B. Quaternary Alloys
The availability of reliable inter-atomic potentials beyond binaries is essentially non-existent, therefore here we focus on application of the method to a model NiCoFeTialloy using the Zhou-Johnson Potential [31] . Previously, the deformation properties of this quaternary alloy in FCC and BCC structures have been explored by Rao et al, showing good agreement in yield strengths for similar complex concentrated alloys [22, 23] . Optimal composition and structures for this quaternary alloy were found by sampling the composition space that maintained the stability of the lattice (FCC or BCC) at low temperatures (T ∼ 5K), and also remained stable with respect to large shear deformations on the (111) planes for FCC and (110) planes for BCC. The result of this search found that the structures FCC-N i 0.36 Co 0.30 F e 0.16 T i 0.16 [23] and BCC-N i 0.16 Co 0.16 F e 0.366 T i 0.30 [22] satisfied the above criteria. In this work, we explore the same quaternary alloy using instead a (MC) 2 approach to find the most stable crystal structure and phase compositions. We assume that the maximum number of phases that can be achieved for this quaternary system are φ = C = 4, since both P,T will be used as independent intensive variables. Let us start with four phases in their pure form: (I) FCC-Ni, (II) HCP-Co, (III) BCC-Fe, and (IV) HCP-Ti consisting roughly 250 atoms in each individual cell. The relaxation step using MD-NPT between each cycle employs anisotropic volume changes that allow the system to transform into a more favorable crystal structures. Therefore, an initial phase which starts in, for instance an HCP structure, can transform to a BCC or FCC if the changes in chemistry include enough elements that favor this structure. Fig.III.3(a) shows the evolution of the molar fractions as the algorithm searches over the most stable configuration at T=600 K and zero pressure conditions. Notice that phase-IV changes from HCP to BCC during the course of the simulation, however, this phase can be discarded since its molar fraction is negligible compared to other phases. On the other hand, the algorithm finds that the quaternary system prefers to phase-separate into two phases, a FCC and BCC, whereas HCP phases are not be energetically favored according to this approach. The evolution in composition of each cell/phase during the search process is shown in Fig.III.3(b) . After about 15000 cycles, the algorithm tends to converge towards two structures: (Cell-I) FCC-N i 0.43 Co 0.32 F e 0.09 T i 0. 16 and (Cell-II) BCC-N i 0.15 Co 0.22 F e 0.33 T i 0.30 . Notably, these phases are close in composition and lattice structures using an approach relying only on stability of the lattice as found by Rao et al [22, 23] Consistency of the molar fractions solutions obtained at T=600 K is checked by computing the overall concentration of the species in the coupled system, viz , where X ν i is the concentration matrix with the Latin indices corresponding to species in the order NiCoFeTi and Greek indices corresponding to specific cells in numerical order. As expected, the overall concentration for each element remains invariant. The method can now be easily used to probe the stability of this quaternary alloys at various temperatures. Fig.III.4(a) , shows the equilibrium molar fraction obtained using (MC) 2 in the range T=(200K-1200K). It appears that this system prefers to coexist in two distinct phases ( FCC and BCC ) throughout this temperature range. For temperatures below 500 K, the quaternary alloys decomposes into a FCC and BCC phase with roughly equal amounts (within the fluctuation), whereas for temperatures larger than 500K, the method predicts a consistent growth in the equilibrium BCC phase that increases with temperature compared to all the other phases sampled. In order to visualize the phase compositions for this quaternary alloy, we project a "pseudo-phase diagram" for each of the elements making up the system (NiCoFeTi). This is shown in Fig.III.4(b) , where the different symbols indicate whether the system belongs the BCC-phase (•) or FCC-phase ( ). Note that the concentration of each element in different phases are not independent, that is
and similarly for the BCC phase, as expected. Inspection of the various projections shows similar miscibility phase-diagrams between the FCC and BCC phase across all components. Yet, the temperature where the miscibility gap closes is lower on the elements Ni and Ti (T c ∼ 900 K) whereas for Fe and Co this temperature is slightly higher (T c ∼ 1200 K). At these temperatures the entropic terms start to contribute significantly to the free energies of mixing and therefore the compositions in each starts to favors equiatomic concentrations. The results obtained for the "pseudo-phase diagrams" in this multicomponent alloy will depend largely on the interatomic potentials [31] , and thus predictable to the extent of the reliability of the potential. Yet, the algorithms presented have been shown to satisfy the necessary conditions for thermal equilibrium, and as such the method can be used as a fully predictive tool with the use of first-principles calculations [14] .
IV. SUMMARY
A computational scheme that finds the molar ratio of phases self-consistently has been presented which can mimic phase growth in multicomponent systems. Similar to the Gibbs ensemble technique, the approach followed here makes use of various Monte-Carlo moves to couple simulation cells that are not in physical contact, but are designed to arrive at thermal, chemical, and mechanical equilibrium with one another. In this work, a novel MC move which mimics mass transfer by enforcing the lever-rule, known as (M C) 2 [14] , is shown to be equivalent to the Gibbs Ensemble under isobaric-isothermal conditions. In order to make search for multiphase equilibrium more efficient, this approach is combined with other MC moves, that is inter and intra particle swaps, to methodically sample the combinatorial phase-space of the coupled systems. An advantage of the proposed method is that it does not require absolute free energies, rather only changes in energy that result from perturbing the system according to Monte Carlo moves presented. In order to make the search process more efficient, the gradient in chemical potentials of species in each cell is evaluated, and fed-back into an acceptance criterion using a predictor-corrector approach. This approach avoids falling into metastable solutions and results in a more robust search for phases which satisfy both the lever rule and the common tangent criteria. As a proof of concept, the enhanced MC 2 approach was applied to binary and quaternary systems finding good agreement in the equilibrium phase boundaries compared to standard methods employing thermodynamic integration techniques. Thermodynamic integration requires a careful parametrization of free energy for a whole range of concentrations and temperatures. The method proposed here, requires only a minimal number of coupled simulation at a given temperature, and this approach can automatically search for the optimal concentration and molar fractions that satisfy the condition for thermodynamic equilibrium. The methods lends itself easily towards the investigation of multicomponent system without excessive complication, which can become specially important when applied to phase stability of multicomponents systems. This approach was used to derived the phase diagram of a model quaternary system. The examples used in this study employed interatomic potentials (EAM) and were chosen to demonstrate the feasibility of the method. Considering that the values obtained used a single simulation run for a given temperature and that no direct measurements of the free-energy were done, the method deserves considerable merit. This approach is expected to be completely transferable to first-principle calculations, and as such to become fully predictive method [14] . As the temperature increases, the method starts to show some deficiencies, which can be improved in future studies, for example by implementing the approach proposed by Kofke et al, which enforces phase coexistence along the coexistence line by enforcing the Claysius-Clapeyron equation.
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