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Práce je zaměřena na rozdělení extrémních hodnot a jejich aplikace. V úvodní části jsou
položeny základy teorie extrémních hodnot pro jednorozměrná pozorování. Pomocí limitní
věty pro rozdělení maxim jsou zavedeny tři typy extremálních rozdělení (Gumbelovo, Fré-
chetovo, Weibullovo) včetně charakterizace jejich oborů atraktivity. Dále jsou popsány dva
modely pro odhady parametrických funkcí rozdělení extrémních hodnot vycházející ze zo-
becněného rozdělení extrémních hodnot (model blokových maxim) a zobecněného Paretova
rozdělení (prahový model). Pro tato rozdělení jsou odvozeny odhady parametrů metodou
maximální věrohodnosti a metodou pravděpodobnostně vážených momentů. Popsané me-
tody jsou následně použity k analýze srážkových úhrnů v brněnském regionu. Dále je po-
zornost věnována Gumbelově třídě rozdělení, která se v praxi často vyskytuje. V práci jsou
odvozeny metody pro statistickou inferenci mnohonásobně zleva cenzorovaných (cenzoro-
vání typu I) výběrů z exponenciálního a Weibullova rozdělení, které jsou následně použity
k analýze koncentrací syntetických musk sloučenin. Poslední část práce shrnuje základní
poznatky z teorie extrémních hodnot pro dvourozměrná pozorování. Součástí práce je také
vytvořený demonstrační software pro rozdělení extrémních hodnot.
Abstract
The thesis is focused on extreme value distributions and their applications. Firstly, ba-
sics of the extreme value theory for one-dimensional observations are summarized. Using
the limit theorem for distribution of maximum, three extreme value distributions (Gum-
bel, Fréchet, Weibull) are introduced and their domains of attraction are described. Two
models for parametric functions estimation based on the generalized extreme value distri-
bution (block maxima model) and the generalized Pareto distribution (threshold model)
are introduced. Parameters estimates of these distributions are derived using the method
of maximum likelihood and the probability weighted moment method. Described methods
are used for analysis of the rainfall data in the Brno Region. Further attention is paid to
Gumbel class of distributions, which is frequently used in practice. Methods for statisti-
cal inference of multiply left-censored samples from exponential and Weibull distribution
considering the type I censoring are developed and subsequently used in the analysis of syn-
thetic musk compounds concentrations. The last part of the thesis deals with the extreme
value theory for two-dimensional observations. Demonstrational software for the extreme
value distributions was developed as a part of this thesis.
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Teorie extrémních hodnot je specifické odvětví matematické statistiky, které se zabývá
rozvojem metod a technik pro popis, modelování a predikci neobvyklých a málo častých
jevů, které se mohou vyskytnout v mnoha oblastech lidské činnosti. V takových situacích
je vždy třeba odhadnout nebo předpovědět úroveň hodnot nějakého reálného procesu,
obvykle mimo oblast dosud pozorovaných dat. Přestože jsou takové předpovědi většinou
postaveny na důvěře ve správnost konkrétního matematického modelu, jsou v literatuře
popsány statistické modely a analýzy, které vedly ke kvalitním predikcím v dané oblasti.
Z úspěšných historických aplikací, které dokumentují možnosti teorie extrémních hodnot,
lze jako příklad zmínit předpovědi v oblasti radioaktivních emisí provedené Gumbelem
v roce 1937 (viz [41]), dále analýzy pevnosti materiálu (viz [94]), analýzy záplav (viz např.
[42, 43, 44, 45, 80]), seizmické analýzy (viz [77]) nebo analýzy dešťových srážek (viz [79]).
Prudký rozvoj teorie extrémních hodnot doprovázený jejím použitím v řadě odvětví
dokumentuje skutečnost, že do roku 2000 se v literatuře objevilo více než 1000 titulů, které
se zabývají jejími úspěšnými aplikacemi (viz [59]). Z moderních aplikací lze zmínit demo-
grafické předpovědi délky života provedené de Haanem v roce 2006 na datovém souboru
osob narozených v Nizozemí v letech 1877–1881, a které přežily 1. 1. 1971 (viz [22]), dále
pak analýzy predikce pevnosti materiálu (viz [92]), modelování velikosti vln oceánu (viz
[21]), modelování selhání paměťových buněk (viz [74]), analýzu dat o větru (viz [48]), mo-
delování termodynamiky zemětřesení (viz [63]), analýzu manažerských strategií (viz [19]),
zpracování biomedicínských dat (viz [81]), posouzení klimatických změn (viz [89]) nebo
aplikace v potravinářství (viz [58]).
Je samozřejmé, že praktické požadavky na předpověď extrémních hodnot datových
souborů měly vliv na prudký rozvoj teorie extrémních hodnot, zejména pak podnítily
rozvoj související matematické teorie rozdělení extrémních hodnot (zkráceně EV rozdělení
z anglického Extreme Value distribution).
Z historického hlediska se traduje jako první úloha v oblasti extrémních hodnot stano-
vení průměrné největší vzdálenosti n bodů náhodně vržených na interval 〈0; 1〉 od levého
krajního bodu (bodu 0) tohoto intervalu (Nicolas Bernoulli, 1709). Matematický přístup
k rozdělení extrémní (maximální nebo minimální) hodnoty daného statistického souboru
se objevuje v pracích autorů Fuller (1914), Griffith (1920) nebo Bortkiewicz (1922). Ná-
sledovaly práce von Misese (1923) zabývající se stanovením střední hodnoty největšího
pozorování, práce Dodda (1923) zabývající se stanovením mediánu největšího pozorování
a dále práce Frécheta (1927) zabývající se stanovením možného asymptotického rozdělení
největšího pozorování. V roce 1928 Fisher a Tippett ukázali, že limitní rozdělení může
být pouze jediné ze tří možných typů. Později v roce 1943 Gnedenko položil rigorózní
matematické základy teorie extrémních hodnot a uvedl nutné a postačující podmínky pro
slabou konvergenci extrémních pořadových statistik. Na něj navázal de Haan, který v le-
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tech 1970 a 1971 pomocí teorie regulárně se měnících funkcí teorii EV rozdělení elegantně
rozvinul. V současnosti je velká pozornost věnována konstrukci odhadů parametrů rozdě-
lení extrémního typu v závislosti na vlastnostech a tvaru studovaných datových souborů.
Detailní citace uvedených prací i další související literární zdroje lze nalézt v monografi-
ích [8, 15, 22, 59]. Z uvedeného přehledu aplikací teorie EV rozdělení je dobře patrné, že
moderní aplikace rozdělení extrémních hodnot se vyskytují v nejrůznějších oborech.
Předložená dizertační práce je rozčleněna na sedm kapitol a tři dodatky. V kapitole 1
jsou shrnuty základní myšlenky teorie extrémních hodnot pro jednorozměrná pozorování.
Především je zde uvedena a dokázána limitní věta pro rozdělení maxim a popsány tři
základní typy EV rozdělení (Gumbelovo, Fréchetovo, Weibullovo) včetně charakterizace
jejich oborů atraktivity. V neposlední řadě jsou zde odvozeny dva modely pro odhady
parametrických funkcí rozdělení extrémních hodnot vycházející ze zobecněného rozdělení
extrémních hodnot (model blokových maxim) a zobecněného Paretova rozdělení (prahový
model), které budou využity v kapitole 4.
Kapitola 2 je věnována metodám odhadu parametrů zobecněného EV rozdělení a zo-
becněného Paretova rozdělení. Jsou zde shrnuty základy z teorie maximální věrohodnosti
a pro uvedená rozdělení jsou odvozeny odhady parametrů metodou maximální věrohodnosti
a metodou pravděpodobnostně vážených momentů, které budou využity v kapitole 4.
V kapitole 3 jsou pak stručně popsány vybrané testy dobré shody (Pearsonův χ2 test,
Kolmogorovův-Smirnovův test, Andersonův-Darlingův test) a asymptotické testy včetně
testů s rušivými parametry, které budou použity v kapitolách 4–6.
Metody popsané v kapitolách 1–3 jsou v kapitole 4 použity k analýze reálných hydrolo-
gických dat. Konkrétně se bude jednat o statistickou analýzu srážkových úhrnů v brněnském
regionu, která vychází z autorových prací [49, 50, 75].
Kapitola 5 je věnována statistické inferenci pro vybraná cenzorovaná rozdělení z oboru
atraktivity Gumbelova rozdělení, protože Gumbelova třída se v praxi často vyskytuje. Kapi-
tola byla motivována potřebou analyzovat reálná chemická data, která jsou reprezentována
dvojnásobně zleva cenzorovaným výběrem s cenzorováním typu I. Jelikož dosud nebyly
dostupné žádné statistické metody, které by bylo možné snadno aplikovat na tento typ
dat, bylo nutné vyvinout zcela novou metodiku, která vychází zejména z autorových prací
[33, 34, 35]. Konkrétně se jedná o metody pro analýzu mnohonásobně zleva cenzorovaných
výběrů z exponenciálního a Weibullova rozdělení. Model pro analýzu jednoho výběru je
dále rozšířen na model pro dva nezávislé cenzorované výběry. V neposlední řadě jsou zde
v návaznosti na kapitolu 3 odvozeny testovací statistiky pro srovnání dvou nezávislých
mnohonásobně zleva cenzorovaných výběrů z exponenciálního a Weibullova rozdělení.
V kapitole 6 jsou metody odvozené v kapitole 5 použity ke zpracování reálných che-
mických dat. Konkrétně se bude jednat o analýzu koncentrací syntetických musk sloučenin,
jejichž přítomnost byla odhalena v rybí tkáni, a posouzení vlivu čistírny odpadních vod
na koncentraci musk sloučenin v rybí tkáni. Kapitola vychází zejména z autorových prací
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[36, 37].
V kapitole 7 jsou shrnuty základní poznatky z teorie extrémních hodnot pro dvouroz-
měrná pozorování. V dodatku A jsou pak odvozeny indexy extrémních hodnot pro všechna
rozdělení z oboru atraktivity EV rozdělení, která jsou uvedená v kapitole 1. V dodatku B je
popsán autorem vytvořený demonstrační software pro rozdělení extrémních hodnot, který
umožňuje uživateli získat základní představu o tvaru EV rozdělení a o rozděleních z jejich
oborů atraktivity. Pomocí tohoto softwaru je také možné posoudit rychlost konvergence
daného rozdělení k příslušnému limitnímu EV rozdělení. Všechny metody popsané v kapi-
tole 5 byly pro účely kapitoly 6 softwarově implementovány v prostředí Matlab, přičemž
přehled jednotlivých funkcí lze najít v dodatku C.
V celé práci bude veškerá pozornost soustředěna pouze na spojitá rozdělení s absolutně
spojitou distribuční funkcí. Předpoklad absolutní spojitosti distribučních funkcí nebude
dále připomínán, nicméně důsledně dodržován.
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1 Teorie extrémních hodnot pro jednorozměrná pozo-
rování
V této kapitole budou uvedeny základní poznatky z teorie extrémních hodnot pro jednoroz-
měrná pozorování. Nejprve bude popsána souvislost mezi vlastnostmi výběrových průměrů
a asymptotickou teorií výběrových extrémních hodnot (maxim nebo minim). Dále bude
pomocí limitní věty pro rozdělení maxim ukázáno, že EV rozdělení může být pouze jed-
noho ze tří typů (Gumbelovo, Fréchetovo, Weibullovo). V závěru kapitoly budou popsány
dva klasické modely užívané při vyšetřování extrémních hodnot.
1.1 Formulace problému
Nechť X1, . . . , Xn je náhodný výběr z rozdělení s distribuční funkcí F , tedy jinými slovy
X1, . . . , Xn jsou nezávislé náhodné veličiny se stejnou distribuční funkcí F . Dále x∗ :=
sup{x : F (x) < 1} bude označovat pravý koncový bod rozdělení s distribuční funkci F . To
znamená, že x∗ je maximální hodnota, které může náhodná veličina X s distribuční funkcí
F nabýt. Může nastat i situace, kdy pravý koncový bod x∗ =∞. Cílem teorie extrémních
hodnot je vyšetřit pravděpodobnostní chování maxima Mn = max {X1, . . . , Xn} pro velké
hodnoty n, tedy zkoumat limitní chování náhodné veličinyMn pro n→∞. Pozornost bude
tedy věnována asymptotické teorii výběrových extrémních hodnot.
Využití asymptotické teorie je v praxi velmi časté. Jde například o situace, kdy rozdě-
lení součtu
∑n
i=1Xi nebo průměru Xn = 1/n
∑n
i=1Xi náhodného výběru lze aproximovat
normálním rozdělením. Ze zákona velkých čísel (viz [5]) je dobře známo, že v případě, kdy
rozdělení dané distribuční funkcí F (x) má střední hodnotu µ, platí
Xn → µ
podle pravděpodobnosti pro n→∞. Existuje-li konečný rozptyl σ2 rozdělení s distribuční
funkcí F (x), platí podle centrální limitní věty (viz [5]), že standardizovaný výběrový prů-
měr
√









pro n → ∞, kde an a bn, n = 1, 2, . . . , jsou posloupnosti vhodných reálných konstant
a Φ(x) označuje distribuční funkci normovaného normálního rozdělení N(0; 1).
V praktických aplikacích je pak zásadní otázkou, kdy lze rozdělení výběrového prů-
měru dostatečně přesně aproximovat normálním rozdělením. V případě, kdy je rozdělení
náhodné veličiny X symetrické, stačí poměrně malý rozsah náhodného výběru n (často
i n < 30) a aproximace rozdělení výběrového průměru normálním rozdělením je poměrně
kvalitní. Na druhou stranu, je-li rozdělení náhodné veličiny X silně asymetrické, je třeba
k dobré aproximaci pomocí normálního rozdělení poměrně velký rozsah výběru. Na obrázku
17
1.1 je tato situace graficky demonstrována pro exponenciální rozdělení s parametrem λ = 2,
distribuční funkcí F (x) = 1− exp (−λx) a konstantami an = 1/(λ
√
n) a bn = 1/λ. Nejprve
byl vygenerován náhodný výběr rozsahu n = 5, 15, 30, 100 z exponenciálního rozdělení.
Následně byl spočítán výběrový průměr každého výběru. Pomocí 100 opakovaných simu-
lací byl sestrojen histogram rozdělení četností výběrových průměrů a stanovena příslušná
výběrová distribuční funkce. Histogram byl porovnán s hustotou a empirická distribuční
funkce s distribuční funkcí normovaného normálního rozdělení. Z obrázku 1.1 je dobře
patrná rychlost konvergence rozdělení výběrového průměru k normálnímu rozdělení.
(a) n = 5 (b) n = 15 (c) n = 30 (d) n = 100
(e) n = 5 (f) n = 15 (g) n = 30 (h) n = 100
Obrázek 1.1: Ilustrace centrální limitní věty pro exponenciální rozdělení s parametrem
λ = 2 a distribuční funkcí F (x) = 1− exp (−λx) pro rozsah výběru n.
Problematika studovaná v teorii EV rozdělení je do značné míry paralelní s asymptotic-
kou teorií, která se zabývá asymptotickým chováním výběrových průměrů. Rozdíl je v tom,
že výběrový průměr se v teorii EV rozdělení nahrazuje maximemMn = max {X1, . . . , Xn}.
Platí následující věta, která je obdobou zákona velkých čísel pro výběrový průměr.
Věta 1.1. Nechť x∗ je pravý koncový bod rozdělení s distribuční funkcí F a Mn =
max {X1, . . . , Xn}. Pak platí, že
Mn → x∗
podle pravděpodobnosti pro n→∞.
Důkaz. Nejprve je třeba odvodit distribuční funkci veličiny Mn, pro kterou platí









P (Xi ≤ x) = F n(x).
Dále se rozliší dva případy:
(1) Jestliže x∗ <∞, pak pro všechna  > 0 platí, že
lim
n→∞
P (|Mn − x∗| > ) = lim
n→∞




[1− P (x∗ −  ≤Mn ≤ x∗ + )]
= lim
n→∞
[1− F n(x∗ + ) + F n(x∗ − )] = lim
n→∞
F n(x∗ − ) = 0.
(2) Jestliže x∗ =∞, pak pro všechna x ∈ R platí, že
lim
n→∞
P (Mn > x) = lim
n→∞
[1− P (Mn ≤ x)] = lim
n→∞
[1− F n(x)] = 1.
Dále pro každé reálné x platí
F n(x)→ G(x)
pro n→∞, kde limitní funkce G(x) je degenerovaná distribuční funkce (tj. G(x) = 0 pro
x < x∗ a G(x) = 1 pro x ≥ x∗) v případě, že pravý koncový bod x∗ je konečný. Není-li
pravý koncový bod x∗ konečný, je G(x) identicky rovna nule. Z toho důvodu se podobně






kde an > 0 a bn, n = 1, 2, . . . , jsou posloupnosti vhodných reálných konstant. V případě,
že takové limitní rozdělení existuje, je nedegenerované a jeho distribuční funkce je G(x),
lze problém nalezení asymptotického rozdělení přeformulovat pomocí distribučních funkcí.




F n(anx+ bn) = G(x) (1.1)
pro každý bod spojitosti limitní funkce G(x). Dále je třeba najít nutné a postačující pod-
mínky pro existenci této limity. V případě, že je podmínka (1.1) splněna, rozdělení prav-
děpodobností reprezentované nedegenerovanou distribuční funkcí G se nazývá EV rozdě-
lení. Třída všech distribučních funkcí F , pro které platí rovnice (1.1), se pak nazývá obor
atraktivity distribuční funkce G. Další pozornost bude věnována pouze rozdělení maxim
Mn = max {X1, . . . , Xn}, viz následující poznámka.
Poznámka 1.2. Jelikož platí min {X1, . . . , Xn} = −max {−X1, . . . ,−Xn}, lze výsledky
získané pro rozdělení maxim Mn = max {X1, . . . , Xn} využít i v situaci, kdy je třeba
vyšetřit chování výběrových minim.
Další odstavec bude věnován nalezení limitní distribuční funkce G.
1.2 Rozdělení extrémního typu
V tomto odstavci, který je zpracován podle [22], bude stanoveno EV rozdělení reprezento-
vané distribuční funkcí G. K tomu je nutné určit limitu uvedenou ve vzorci (1.1). Přímý
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výpočet této limity však není snadný a k podstatně jednoduššímu výpočtu vede použití
kvantilové funkce. Vztah (1.1) se tedy přeformuluje pomocí kvantilové funkce, spočítá se
požadovaná limita a potom se zpětně přejde k funkci distribuční. Jde tedy o obdobnou
situaci jako v důkazu centrální limitní věty, kdy se od distribuční funkce přejde k funkci
charakteristické, s její pomocí se nalezne charakteristická funkce limitního rozdělení a zpět-
nou transformací se přejde opět k funkci distribuční.
Definice 1.3. Nechť h je neklesající reálná funkce. Pak funkci h← ve tvaru
h←(y) = inf{x : h(x) ≥ y}, y ∈ R,
nazveme zleva spojitou inverzní funkcí k funkci h.
Poznámka 1.4. Je-li funkce h z definice 1.3 rovna distribuční funkci F , pak zřejmě funkce
F← je dobře známá kvantilová funkce.
Pomocí funkce h← se zavede kvantilová funkce chvostu příslušná distribuční funkci F .






, t > 1, (1.2)
nazveme kvantilovou funkcí chvostu příslušnou distribuční funkci F .






, t > 1.
Důkaz. Úpravou vztahu (1.2) dostáváme
U←(t) =
1







1− F (U(x)) ,








, x > 1,
což je tvrzení lemmatu.
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Kvantilová funkce chvostu má v teorii EV rozdělení podobnou roli jako charakteristická
funkce při studiu asymptotického rozdělení součtů nezávislých a stejně rozdělených náhod-
ných veličin. Výhodou této funkce je, že umožňuje získat dobrou představu o chování distri-
buční funkce F v oblasti, kde F nabývá hodnot ”blízkých“ jedné. Tato skutečnost je dobře
patrná z obrázku 1.2, kde jsou znázorněny distribuční funkce, kvantilová funkce a kvanti-
lová funkce chvostu pro tři vybraná rozdělení. Konkrétně se jedná o exponenciální rozdělení
s distribuční funkcí F (x) = 1−exp (−λx), kvantilovou funkcí F←(p) = − ln(1−p)/λ a kvan-
tilovou funkcí chvostu U(x) = ln(x)/λ pro λ = 1, Weibullovo rozdělení s distribuční funkcí
F (x) = 1−exp (−λxτ ), kvantilovou funkcí F←(p) = [− ln(1− p)/λ]1/τ a kvantilovou funkcí
chvostu U(x) = [ln(x)/λ]1/τ pro λ = 1, τ = 2, a lognormální rozdělení s distribuční funkcí
F (x) = Φ ((ln(x)− µ)/σ) pro µ = 0, σ = 1 (kvantilové funkce nelze explicitně vyjádřit).
(a) Distribuční funkce (b) Kvantilové funkce (c) Kvantilové funkce chvostu
Obrázek 1.2: Srovnání distribuční funkce F , kvantilové funkce F← a kvantilové funkce
chvostu U pro exponenciální (plnou čarou), Weibullovo (čárkovaně) a lognormální (čercho-
vaně) rozdělení.
Nyní lze výpočet limity ve vztahu (1.1) přeformulovat tak, že distribuční funkce F se
nahradí kvantilovou funkcí chvostu. Logaritmováním a úpravou rovnice (1.1) se dostane
lim
n→∞
n lnF (anx+ bn) = lnG(x). (1.4)
Dále lze užitím L’Hospitalova pravidla ukázat, že
lim
n→∞
− lnF (anx+ bn)
1− F (anx+ bn) = 1,
a tedy ze vztahu (1.4) postupně plyne, že
lim
n→∞




n(1− F (anx+ bn)) =
1
− lnG(x) .
Odtud lze užitím zleva spojité inverzní funkce získat ekvivalentní vyjádření rovnice (1.1)
















Věta 1.7. Nechť an > 0 a bn jsou posloupnosti reálných konstant a G nedegenerovaná




F n(anx+ bn) = G(x) (1.6)







platí pro každý bod spojitosti x > 0 funkce D(x) = G←(e−1/x), kde a(t) := abtc,
b(t) := bbtc (btc označuje celou část t).
Důkaz. Ekvivalence (1.5) a (1.6) byla ověřena již dříve. Proto nyní stačí ukázat, že (1.5)





≤ U (btcx (1 + 1/ btc))− bbtc
abtc
. (1.8)
Pro libovolný bod spojitosti x0 > x funkce D s vlastností D(x0) > D(x) platí, že pravá







K nalezení limitní distribuční funkce G tedy stačí výpočtem limity ve vztahu (1.5) najít
funkci D a následně pomocí funkce D← stanovit distribuční funkci G. Třídu EV rozdělení
popisuje následující věta, která historicky vychází z prací [31, 38].
Věta 1.8 (Fisherova a Tippetova (1928), Gnedenkova (1943)). Třída EV rozdělení





−(1 + γx)− 1γ
]
pro γ 6= 0 a 1 + γx > 0,
exp (−e−x) pro γ = 0.
(1.9)
Důkaz. Uvažujme třídu limitních funkcí D(x) ve tvaru (1.7) a předpokládejme, že x = 1 je
bodem spojitosti funkce D(x). Dále položme E(x) := D(x) − D(1), přičemž pro všechny
body spojitosti x > 0 platí




















































a pro x, y > 0 platí
E(xy) = E(x)A(y) + E(y). (1.12)
Nyní položme s := lnx a t := ln y pro x, y 6= 1, z čehož plyne x = es, y = et. Dosazením
do rovnice (1.12) dostaneme
E(es+t) = E(es)A(et) + E(et). (1.13)
Položíme-li H(t) := E(et), můžeme přepsat (1.13) jako
H(s+ t) = H(s)A(et) +H(t). (1.14)







Jelikož je H monotónní, má derivaci skoro všude a z (1.15) plyne, že má derivaci všude
a pro s→ 0 dostaneme
H ′(t) = A(et)H ′(0). (1.16)
Poznamenejme, že H ′(0) 6= 0, protože H nemůže být konstantní, neboť funkce G je nede-
generovaná. Dále položme Q(t) := H(t)/H ′(0), přičemž Q(0) = 0 a Q′(0) = 1. Z (1.14)
plyne
Q(s+ t) = A(et)Q(s) +Q(t),
což můžeme s využitím (1.16) přepsat jako
Q(s+ t) = Q′(t)Q(s) +Q(t). (1.17)
Zaměníme-li nyní s a t v (1.17), dostaneme Q(s+ t) = Q′(s)Q(t) +Q(s), což položíme do
rovnosti s (1.17) a postupně dostaneme
















z čehož pro s→ 0 plyne
Q(t)Q′′(0) = Q′(0) (Q′(t)− 1) ,
Q(t)Q′′(0) = Q′(t)− 1. (1.18)






Položíme-li nyní Q′′(0) =: γ ∈ R, pak pro všechna t platí
Q′′(t)
Q′(t)
= (lnQ′(t))′ = γ.






Protože Q(t) = H(t)
H′(0) , postupně








Dále H(t) = E(et), E(x) = D(x)−D(1) a et = x, tedy












Položíme-li y := D(x), pak D←(y) = x a úpravou (1.19) postupně dostaneme




















Ze vztahu y = D(x) = G←(e−
1





x = − 1
lnG(y)
.
Tedy D←(y) = − 1
lnG(y)


































G(σx+ µ) = exp
[
− (1 + γx)− 1γ
]
,
pro 1 + γx > 0, z čehož plyne tvrzení věty.
Na začátku důkazu jsme pro zjednodušení předpokládali, že x = 1 je bodem spojitosti
funkce D(x). Pokud by tento předpoklad neplatil, lze v důkazu postupovat podobně s tím,
že by se místo funkce U(t) uvažovala funkce U(tx0), kde x0 by byl bodem spojitosti funkce
D.
Obrázek 1.3: Distribuční funkce EV rozdělení pro různé hodnoty EV indexu γ.
Definice 1.9. Parametr γ ve vztahu (1.9) se nazývá index extrémní hodnoty (zkráceně
EV index z anglického Extreme Value index).
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Ze vztahu (1.9) je patrné, že třída EV rozdělení je až na parametr polohy µ a parametr
měřítka σ tvořena jednoparametrickou třídou rozdělení s EV indexem γ. Vliv indexu γ
na tvar EV rozdělení je graficky znázorněn na obrázku 1.3, z kterého je vidět, že existují
tři zásadně odlišné typy EV rozdělení, které budou podrobněji rozebrány v následujícím
odstavci. Nejprve lze však s využitím výsledků věty 1.8 přeformulovat tvrzení věty 1.7.
Věta 1.10. Pro γ ∈ R jsou následující tvrzení ekvivalentní:
1. Existují takové posloupnosti reálných konstant an > 0 a bn, že
lim
n→∞
F n(anx+ bn) = Gγ(x) = exp
[
− (1 + γx)− 1γ
]
(1.21)
pro všechna x a 1 + γx > 0.









přičemž pro γ = 0 je pravá strana vztahu (1.22) rovna lnx.
Navíc vztah (1.21) zůstává v platnosti pro an := a(n) a bn := U(n).
Důkaz. Ekvivalence (1.21) a (1.22) byla dokázána ve větě 1.7.
1.3 Základní typy rozdělení extrémních hodnot a jejich obor atrak-
tivity
Jak již bylo zmíněno v předchozím odstavci, rozlišují se tři speciální typy EV rozdělení,
které se liší hodnotou EV indexu γ. Konkrétně se jedná o situaci, kdy γ > 0, γ = 0
nebo γ < 0. Jednotlivé případy budou nyní rozebrány. Bez újmy na obecnosti bude dále
uvažován nulový parametr polohy µ a jednotkový parametr měřítka σ.
1.3.1 EV index γ > 0
Rozdělení v této třídě mají pravý koncový bod x∗ =∞, tedy distribuční funkce Gγ(x) < 1










tedy rozdělení má těžký pravý chvost, což kupříkladu znamená, že neexistují jeho momenty
řádu většího nebo rovného 1
γ
. Zavede-li se reparametrizace a pro α = 1
γ
> 0 se položí
Hα(x) := Gγ ((x− 1)/γ), pak
Hα(x) =

exp(−x−α) pro x > 0,
0 pro x ≤ 0.
(1.23)
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Třída rozdělení s distribuční funkcí (1.23) se nazývá Fréchetova třída rozdělení. Hustoty
rozdělení z této třídy jsou pro vybrané hodnoty EV indexu γ graficky znázorněny na
obrázku 1.4a.
(a) γ ≥ 0 (b) γ ≤ 0
Obrázek 1.4: Hustota EV rozdělení pro různé hodnoty EV indexu γ.
1.3.2 EV index γ = 0






tedy rozdělení nemá těžký pravý chvost, což znamená, že všechny jeho momenty existují.
Třída rozdělení s distribuční funkcí
G0(x) = exp
(−e−x) , x ∈ R,
se nazývá Gumbelova třída rozdělení (někdy též rozdělení dvojitě-exponenciálního typu).
Hustota tohoto rozdělení ve vztahu ke zbývajícím dvěma typům je graficky znázorněna na
obrázcích 1.4a a 1.4b.
1.3.3 EV index γ < 0
Rozdělení v této třídě mají konečný pravý koncový bod a platí, že x∗ = − 1
γ
. Dále platí, že
lim
x↓0
1−Gγ(− 1γ − x)
(−γx)− 1γ
= 1,
tedy rozdělení má krátký pravý chvost. Zavede-li se reparametrizace a pro α = − 1
γ
> 0 se








exp(−(−x)α) pro x < 0,
1 pro x ≥ 0.
(1.24)
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Třída rozdělení s distribuční funkcí (1.24) se nazývá Weibullova třída rozdělení. Hustoty
rozdělení z této třídy jsou pro vybrané hodnoty EV indexu γ graficky znázorněny na
obrázku 1.4b.
Jak již bylo zmíněno, pokud platí
lim
n→∞
F n(anx+ bn) = Gγ(x) (1.25)
pro nějaké γ ∈ R, pak distribuční funkce F patří do oboru atraktivity Gγ, což se zapíše
jako F ∈ D(Gγ). V závislosti na hodnotě parametru γ lze tedy rozlišit obory atraktivity
Gumbelova, Fréchetova a Weibullova rozdělení. Nyní bude odvozena postačující podmínka
kladená na distribuční funkci F garantující existenci posloupností konstant an > 0 a bn
takových, že pro všechna x a nějaké γ ∈ R je splněna podmínka (1.25).
Věta 1.11 (von Misesova). Nechť x∗ je pravý koncový bod rozdělení s distribuční funkcí
F . Dále předpokládejme, že existuje druhá derivace F ′′(x) a první derivace F ′(x) > 0 pro








pak F patří do oboru atraktivity Gγ.








[1− F (U(t))]2 ,







−2 [1− F (U(t))] [F ′(U(t))]2 U ′(t)− [1− F (U(t))]2 F ′′(U(t))U ′(t)
[F ′(U(t))]2
,
což po úpravě dává
U ′′(t)
U ′(t)










Jednoduchou úpravou vztahu (1.26) lze ukázat, že
lim
t↑x∗
[1− F (t)]F ′′(t)
[F ′(t)]2
= −γ − 1,
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= γ − 1. (1.30)









což je ekvivalentní podmínka pro příslušnost funkce F do oboru atraktivity Gγ, která plyne
z vět 1.7 a 1.10. Jelikož pro 1 < x0 < x platí, že






pro x > 0 a t, tx > 1 platí, že






Položíme-li A(t) := tU
′′(t)
U ′(t) , pak vzhledem k (1.30) platí






= (γ − 1) lnx = lnxγ−1.





∣∣∣∣ln U ′(tx)U ′(t) − lnxγ−1
∣∣∣∣ = 0.





∣∣∣∣U ′(tx)U ′(t) − xγ−1
∣∣∣∣ = 0,
















Poznámka 1.12. Za platnosti (1.26) lze posloupnosti konstant an, bn ve vztahu (1.25)
volit ve tvaru an = nU ′(n) = 1/(nF ′(bn)) a bn = U(n).
Uvedená podmínka pro příslušnost F do oboru atraktivity Gγ není jediná. V monografii
[22] lze nalézt jejich zevrubný přehled. Nicméně von Misesovu podmínku (1.26) lze v kon-
krétních praktických situacích většinou poměrně snadno ověřit a je tak možno rozhodnout
o limitním chování maximMn, když náhodný výběr pochází z rozdělení s distribuční funkcí










x ≥ 1, α > 0, 0 < β ≤ 1
Weibullovo
1− e−λxτ ,
x > 0;λ > 0, τ > 0
Exponenciální
1− e−λx,





















x > 0;µ ∈ R, σ > 0
Tabulka 1.1: Rozdělení z oboru atraktivity Gumbelova rozdělení.
Rozdělení F (x) EV index
Rovnoměrné
x− x∗ + 1,
-1

















x < x∗;β > 0, λ > 0, τ > 0
Extremální Weibullovo
exp (−(x∗ − x)α),
− 1α
x < x∗;α > 0
Tabulka 1.2: Rozdělení z oboru atraktivity Weibullova rozdělení.
jsou společně s jejich distribučními funkcemi a EV indexy uvedena v tabulce 1.1 pro rozdě-
lení Gumbelovo (EV index je roven nule), v tabulce 1.2 pro rozdělení Weibullovo a v tabulce
1.3 pro rozdělení Fréchetovo. Platnost von Misesovy podmínky (1.26) byla autorem ověřena
pro všechna rozdělení uvedená v tabulkách 1.1–1.3, přičemž kompletní odvození příslušných
EV indexů je uvedeno v kapitole Dodatek A.
Představu o tvaru jednotlivých rozdělení uvedených v tabulkách 1.1–1.3 je možné
získat pomocí autorem vytvořeného softwarového produktu, který je popsán v kapitole
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Γ(α) exp(−λ/t)t−α−1 dt, 1
α














x > 0;α > 0
Tabulka 1.3: Rozdělení z oboru atraktivity Fréchetova rozdělení.
(a) n = 5 (b) n = 15 (c) n = 30 (d) n = 100
(e) n = 5 (f) n = 15 (g) n = 30 (h) n = 100
Obrázek 1.5: Ilustrace limitní věty pro rozdělení maxim pro exponenciálního rozdělení.
Dodatek B. S jeho pomocí je rovněž možné posoudit rychlost konvergence daného rozdě-
lení k příslušnému limitnímu EV rozdělení. S využitím tohoto softwaru byly pro ilustraci
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vygenerovány náhodné výběry rozsahu n = 5, 15, 30, 100 z exponenciálního rozdělení. Ná-
sledně bylo spočítáno maximum každého výběru. Pomocí 100 opakovaných simulací byl
následně sestrojen histogram rozdělení četností výběrových maxim a stanovena příslušná
výběrová distribuční funkce. Histogram byl porovnán s hustotou a empirická distribuční
funkce s distribuční funkcí Gumbelova rozdělení. Z obrázku 1.5 je dobře patrná rychlost
konvergence rozdělení výběrového maxima k limitnímu Gumbelovu rozdělení.
Další odstavec bude zaměřen na modely pro odhady parametrických funkcí EV roz-
dělení.
1.4 Modely pro odhady parametrických funkcí rozdělení extrém-
ních hodnot
Nyní budou popsány dva přístupy, které lze použít při analýze a modelování extrémních
hodnot posloupnosti nezávislých pozorování X1, . . . , Xn. Nejprve bude zaveden model blo-
kových maxim, který je založený na zobecněném EV rozdělení, a následně bude popsána
jeho souvislost s prahovým modelem založeným na zobecněném Paretově rozdělení.
1.4.1 Model blokových maxim
V odstavci 1.2 byla zavedena třída EV rozdělení pomocí distribuční funkce Gγ(σx + µ).
Z funkce Gγ, viz (1.9), lze po jednoduché úpravě získat obecnou distribuční funkci EV















{− exp [− (x−µ
σ
)]}
pro γ = 0,
(1.31)
kde µ ∈ R je parametr polohy, σ > 0 je parametr měřítka a γ ∈ R je EV index. Rozdělení
s distribuční funkcí (1.31) se nazývá zobecněné EV rozdělení (zkráceně GEV rozdělení
z anglického Generalized Extreme Value distribution).
V praktických aplikacích se GEV rozdělení používá k aproximaci rozdělení maxima
Mn = max {X1, . . . , Xn}, když je dán náhodný výběr X1, . . . , Xn z rozdělení s neznámou
distribuční funkcí F dostatečně velkého rozsahu. V takovém případě je datový soubor roz-
dělen na bloky určité velikosti a z každého bloku se spočítá maximum. Rozdělení členů
posloupnosti maxim lze pak aproximovat GEV rozdělením, které je možné využít ke sta-
novení odhadů vybraných parametrických funkcí. Vzhledem k aplikacím v této práci (viz
kapitola 4) bude pozornost věnována odhadu kvantilu x1−p GEV rozdělení, pomocí kterého
lze vyjádřit funkci zp = x1−p, která se nazývá úroveň návratu přiřazená periodě návratu
1/p a hojně se používá v hydrologii při modelování srážkového úhrnu. V takovém případě
je datový soubor reprezentován časovou řadou srážkových úhrnů.
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Jestliže je časová řada rozdělena na bloky o délce jeden rok, pak úroveň návratu zp je
hodnota měřené veličiny, která je v průměru překročena jednou za 1/p let. Jinými slovy,
sledovaná veličina může nabýt hodnoty zp nebo větší v libovolném roce s pravděpodobností






1− [− ln(1− p)]−γ} pro γ 6= 0,
µ− σ ln [− ln(1− p)] pro γ = 0,
(1.32)
přičemž její odhad ẑp lze získat nahrazením parametrů µ, σ, γ ve vztahu (1.32) jejich odhady
µ̂, σ̂, γ̂. Odhady parametrů GEV rozdělení metodou maximální věrohodnosti a metodou
pravděpodobnostně vážených momentů jsou odvozeny v kapitole 2. Na základě vlastností
maximálně věrohodných odhadů (zkráceně MV odhadů) lze tzv. delta metodou (viz např.
[15]) získat odhad rozptylu odhadu úrovně návratu ve tvaru
Var(ẑp) ≈ ∇zTp V ∇zp,
kde
V = V (µ̂, σ̂, γ̂)




























kde yp = − ln(1− p) a parametry µ, σ, γ jsou nahrazeny jejich MV odhady µ̂, σ̂, γ̂.
1.4.2 Prahový model
Jak již bylo uvedeno, GEV rozdělení se používá k aproximaci rozdělení maxima Mn =
max {X1, . . . , Xn}. Formálně zapsáno, vychází se z asymptotického vztahu












Při hledání odhadu EV indexu γ je také možné vyjít ze vzájemného vztahu mezi GEV
rozdělením a zobecněným Paretovým rozdělením. Nechť tedy X1, . . . , Xn je posloupnost
nezávislých a stejně rozdělených náhodných veličin s distribuční funkcí F a nechť
Mn = max {X1, . . . , Xn}













pro nějaké µ, σ > 0 a γ. Pak lze podmíněné rozdělení náhodné veličiny Y = X − u za









pro {y : y > 0 ∧ (1 + γy/σu) > 0}, kde σu = σ + γ(u− µ).
Poznámka 1.13. Jestliže lze rozdělení blokových maxim sledované veličiny aproximo-
vat GEV rozdělením, pak lze rozdělení sledované veličiny přesahující práh u aproximovat
zobecněným Paretovým rozdělením, přičemž parametr γ zobecněného Paretova rozdělení
odpovídá parametru γ GEV rozdělení.
Kritickým bodem uvedeného přístupu je stanovení prahové hodnoty u, o čemž svědčí celá
řada publikací (viz např. [10, 11, 70, 73, 83]). Volba nízkého prahu má za následek špatné
asymptotické vlastnosti modelu a velké vychýlení odhadu. Naopak vysoká hodnota prahu
vede k malému počtu hodnot nad prahem, což má za následek velký rozptyl odhadu.
K výběru prahu se používají různé explorativní techniky (viz [15]):








pro x > u, (1.33)
kde x(1), . . . , x(nu) označuje uspořádané realizace výběru x1, . . . , xnu a nu je počet po-
zorování, která překročí práh u. Vhodná (v jistém smyslu optimální) prahová hodnota
u0 se zvolí tak, aby byla pro u > u0 znázorněná závislost v grafu přibližně lineární.
Metoda vychází z faktu, že střední hodnota veličiny Y = X − u za podmínky X > u
je lineární funkcí prahu u pro u > u0, tedy
E (X − u | X > u) = σu
1− γ .
Střední hodnota přesahu prahu u se odhadne výběrovým průměrem, z čehož již plyne
podstata vztahu (1.33).
• Techniky využívající stability parametrů. Z grafického znázornění se posoudí průběh
hodnot parametrů v závislosti na volbě prahu u > u0 s tím, že cílem je najít takovou
hodnotu u0, pro kterou platí:
(a) Parametr měřítka σu vykazuje lineární průběh pro u > u0, protože parametr σu
zobecněného Paretova rozdělení je lineární funkcí prahové hodnoty u.
(b) Parametr tvaru γ vykazuje konstantní průběh pro u > u0, protože parametr γ
zobecněného Paretova rozdělení odpovídá parametru γ GEV rozdělení, a tedy
musí být konstantní pro u > u0.
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Jakmile je vybrána vhodná prahová hodnota, lze přistoupit ke statistické inferenci pro
prahový model a použít zobecněné Paretovo rozdělení ke stanovení odhadu EV indexu γ
a dalších parametrických funkcí. Vzhledem k aplikacím v této práci (viz kapitola 4) bude
další pozornost opět věnována odhadu úrovně návratu přiřazené periodě návratu 1/p. Úro-
veň návratu xm je hodnota měřené veličiny, která je ve výběru překročena v průměru jednou
za m = 1/p pozorování. V anglicky psané literatuře je zvykem ji nazývat m-observation
return level. Nechť je dále splněn předpoklad, že zobecněné Paretovo rozdělení je vhodným
modelovým rozdělením pro veličinu X přesahující práh u. Tedy pro x > u platí









Označuje-li ζu = P (X > u), pak









Jelikož p = 1/m, dále



















γ − 1] pro γ 6= 0,
u+ σu ln(mζu) pro γ = 0,
(1.34)
přičemž její odhad x̂m lze získat nahrazením parametrů σu, γ, ζu ve vztahu (1.34) jejich
odhady σ̂u, γ̂, ζ̂u. Odhady parametrů σu a γ zobecněného Paretova rozdělení metodou
maximální věrohodnosti a metodou pravděpodobnostně vážených momentů jsou odvozeny
v kapitole 2. Odhad ζ̂u parametru ζu se získá jako relativní četnost pozorování, která
překročila práh u. Jelikož počet překročení prahu u má binomické rozdělení Bi(n, ζu),
odhad ζ̂u je MV odhadem parametru ζu.
Odhad rozptylu odhadu úrovně návratu je opět možné získat delta metodou, přičemž
rozptyl odhadu ζ̂u lze určit z vlastností binomického rozdělení a zahrnout do varianční
matice. Dále tedy Var(ζ̂u) ≈ ζ̂u(1− ζ̂u)/n a varianční matice pro odhady σ̂u, γ̂, ζ̂u je tvaru
V (ζ̂u, σ̂u, γ̂) =
ζ̂u(1− ζ̂u)/n 0
0 V (σ̂u, γ̂)
 ,
kde V (σ̂u, γ̂) je varianční matice pro odhady σ̂u, γ̂, která je odvozena v odstavci 2.1.2. Pak






























přičemž parametry σu, γ, ζu jsou nahrazeny jejich MV odhady σ̂u, γ̂, ζ̂u.
V praxi se častěji používá tzv. N -letá úroveň návratu xN (z anglického N -year return
level), což je hodnota měřené veličiny, která je ve výběru překročena v průměru jednou za
N let. Při jejím výpočtu se vychází ze vztahu (1.34) s tím, že m = Nny, kde ny je počet






γ − 1] pro γ 6= 0,
u+ σu ln(Nnyζu) pro γ = 0,
(1.35)
přičemž její odhad x̂N lze obdržet nahrazením parametrů σu, γ, ζu ve vztahu (1.35) jejich
odhady σ̂u, γ̂, ζ̂u. Odhad rozptylu odhadu N -leté úrovně návratu xN se získá podobným
způsobem jako pro úroveň návratu xm.
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2 Inference o parametrech rozdělení extrémních hod-
not
Jak bylo zmíněno v odstavcích 1.2 a 1.3, v teorii extrémních hodnot hraje klíčovou roli EV
index γ, který má zásadní vliv na tvar EV rozdělení. Odhad EV indexu je tedy stěžejní
součástí analýzy EV rozdělení a lze jej získat například užitím standardních metod, tedy
teorie maximální věrohodnosti, ovšem s jistým omezením. Klasická teorie MV odhadů je
totiž založena na regulárním systému hustot (viz definice 2.1), ale hustota EV rozdělení
není obecně regulární. Je však možné ukázat (viz [84]), že pro γ > −0, 5 mají odhady
získané metodou maximální věrohodnosti obvyklé asymptotické vlastnosti, tedy rozdělení
odhadu γ̂ EV indexu γ je asymptoticky normální. V případě, kdy −1 < γ < −0, 5, lze
MV odhady získat obvyklým způsobem, ale již nemají standardní asymptotické vlastnosti.
Konečně pro γ < −1 je málo pravděpodobné, že MV odhady EV indexu budou dosažitelné
s uspokojivou přesností (rozdělení má velmi krátký ohraničený pravý chvost).
Další možností jak získat odhad EV indexu je užitím neparametrických metod. Vý-
hodou těchto metod je, že při jejich použití odpadá předpoklad na konkrétní rozdělení
pravděpodobností. Z neparametrických metod odhadu EV indexu lze zmínit např. Hillův
odhad (viz [51]), Pickandsův odhad (viz [78]), momentový odhad (viz např. [22]), odhad
metodou pravděpodobnostně vážených momentů (viz [53]), negativní Hillův odhad (viz
[29, 85]). Nevýhodou naopak je, že přesnost odhadů EV indexu pomocí většiny výše uve-
dených metod je silně závislá na určení optimálního počtu horních k pořadových statistik,
které jsou pro konstrukci příslušného odhadu stěžejní. Při ”velkém“ k může být odhad
značně vychýlený, volba ”malého“ k má za následek velký rozptyl odhadu. Určení optimál-
ního k je tedy kritickým bodem těchto metod. Adaptivní metody pro odhad optimálního
k lze nalézt například v [9, 20, 25, 39]. Výše uvedené neparametrické metody však nejsou
dostupné běžnému uživateli, protože se nevyskytují v komerčních softwarech.
V této kapitole bude pozornost upřena nejen na stanovení odhadu EV indexu, ale
i na odhad zbývajících parametrů GEV rozdělení a zobecněného Paretova rozdělení, která
jsou stěžejní při modelování extrémních hodnot metodou blokových maxim, případně uži-
tím prahového modelu (viz odstavec 1.4). Výsledky z této kapitoly budou dále využity
při analýze dešťových srážek v brněnském regionu (viz kapitola 4). K odhadu neznámých
parametrů, které jsou klíčové pro popis pravděpodobnostního modelu výše uvedených roz-
dělení, bude použita metoda maximální věrohodnosti jako zástupce parametrických metod
a metoda pravděpodobnostně vážených momentů jako zástupce neparametrických metod.
Nejprve však bude podle [5] uvedeno několik vybraných pojmů z teorie maximální věro-
hodnosti, které budou potřebné dále. Více výsledků lze najít například v [5, 64].
Definice 2.1. Nechť X = (X1, . . . , Xn)T je náhodný vektor s hustotou f(x,θ) vzhledem
k nějaké σ-konečné míře µ, přičemž θ = (θ1, . . . , θm)T. Předpokládejme, že platí:
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(1) θ ∈ Θ, kde Θ je neprázdná otevřená množina v Rm.
(2) Množina M = {x : f(x,θ) > 0} nezávisí na θ.












i (x,θ)dµ(x) = 0.











(6) Matice Jn(θ) = ‖Jij(θ)‖mi,j=1 je pozitivně definitní pro každé θ ∈ Θ.
Pak se systém hustot {f(x,θ),θ ∈ Θ} nazývá regulární a Jn(θ) se nazývá Fisherova in-
formační matice.
Poznámka 2.2. Bude-li vektor parametrů θ jednorozměrný, bude místo termínu Fisherova
informační matice (dále jen FIM) užíván termín Fisherova míra informace (dále jen FMI).
Věta 2.3. Nechť systém hustot {f(x,θ),θ ∈ Θ} je regulární. Předpokládejme, že pro skoro






, i, j = 1, . . . ,m,











f(x,θ)dµ(x), i, j = 1, . . . ,m. (2.1)
Důkaz. Důkaz přímo nesouvisí s tématem této práce a lze jej najít například v knihách
[5, 64].





, i, j = 1, . . . ,m,
nazveme výběrovou FIM a bude dále označena jako J˜n(θ).
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Poznámka 2.5. Pro očekávanou a výběrovou FIM platí vztah Jn(θ) = EJ˜n(θ).
Poznámka 2.6. Dá se ukázat, že za předpokladů regularity je výběrová FIM nestranným
odhadem očekávané FIM a J˜n(θ)→ Jn(θ) v pravděpodobnosti pro n→∞.
Věta 2.7. Nechť X1, . . . , Xn je náhodný výběr z rozdělení s hustotou f(x,θ) vzhledem k
σ-konečné míře ν. Nechť systém hustot {f(x,θ),θ ∈ Θ} je regulární a má FIM J(θ). Pak
náhodný vektor X = (X1, . . . , Xn)T má hustotu
f(x,θ) = f(x1,θ) . . . f(xn,θ)
vzhledem k míře µ = ν×· · ·×ν. Systém hustot {f(x,θ),θ ∈ Θ} je také regulární a pro jeho
FIM Jn(θ) platí Jn(θ) = nJ(θ), kde J(θ) je informace obsažená v každém jednotlivém
Xi.
Důkaz. Důkaz přímo nesouvisí s tématem této práce a lze jej najít například v knihách
[5, 64].
2.1 Metoda maximální věrohodnosti
Metoda maximální věrohodnosti bude zavedena pouze pro regulární hustoty. Není-li systém
hustot regulární, lze metodu použít s jistými omezeními. Nastane-li taková situace, bude
rozebrána zvlášť.
Definice 2.8. Nechť X je n-rozměrný náhodný vektor s hustotou f(x,θ), kde θ =
(θ1, . . . , θm)
T ∈ Θ. Funkce




se pak nazývá věrohodnostní funkce a funkce
l(θ) = lnL(θ) (2.3)
logaritmická věrohodnostní funkce.
Definice 2.9. Existuje-li hodnota θ̂ = θ̂(x) ∈ Θ maximalizující věrohodnostní funkci
(2.2), případně logaritmickou věrohodnostní funkci (2.3), nazývá se maximálně věrohodný




= 0, i = 1, . . . ,m, (2.4)
se nazývá systém (logaritmických) věrohodnostních rovnic.
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Věta 2.11. Nechť systém hustot {f(x,θ),θ ∈ Θ} je regulární a má FIM J(θ). Dále nechť
jsou splněny následující předpoklady.
(1) Nechť Θ ⊂ Rm je parametrický prostor, který obsahuje takový neprázdný otevřený
interval Θ, že skutečná hodnota parametru θ0 patří do Θ.
(2) Nechť X = (X1, . . . , Xn)T, kde Xi jsou nezávislé a stejně rozdělené náhodné veličiny
s hustotou f(x,θ) vzhledem k nějaké σ-konečné míře µ.
(3) Nechť M = {x : f(x,θ) > 0} nezávisí na θ.




existuje pro skoro všechna x, pro všechna θ ∈ Θ a pro všechna i, j, k = 1, . . . ,m.




ij(x,θ)dµ(x) = 0, i, j = 1, . . . ,m.
(7) Pro všechna i, j, k = 1, . . . ,m existují takové funkce Mijk(x) ≥ 0, že
Eθ0Mijk(X) <∞
a ∣∣∣∣∂3 ln f(x,θ)∂θi∂θj∂θk
∣∣∣∣ ≤Mijk(x)
pro všechna θ ∈ Θ a skoro všechna x ∈M .
Pak platí následující tvrzení.
(a) Jestliže n → ∞, pak ke každému  > 0 existuje s pravděpodobností blížící se jedné
takové řešení θ̂n systému věrohodnostních rovnic, že














d−→ N (0;J(θ0)) ,
kde d−→ značí konvergenci v distribuci.
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(c) Existuje-li pro každé dostatečně velké n a pro každou hodnotu X takový kořen θ̂n
systému věrohodnostních rovnic, že θ̂n je konzistentním odhadem parametru θ0, pak
√





Důkaz. Důkaz přímo nesouvisí s tématem této práce a lze jej najít například v knihách
[5, 65].
Poznámka 2.12. Vektor U (θ) ze vztahu (2.5) se nazývá skórový vektor příslušný hustotě
f(x,θ).
Dále budou odvozeny MV odhady parametrů GEV rozdělení a zobecněného Paretova roz-
dělení. Pomocí FIM (viz věta 2.11) pak budou stanoveny rozptyly těchto odhadů.
2.1.1 GEV rozdělení
Nechť X1, . . . , Xn je náhodný výběr z GEV rozdělení s distribuční funkcí








































. Dosazením vztahu (2.6) postupně do vztahů (2.2) a (2.3)
lze dostat věrohodnostní funkci ve tvaru
L(µ, σ, γ) =
n∏
i=1



























a logaritmickou věrohodnostní funkci ve tvaru



















































































































































jehož vyřešením lze získat MV odhady µ̂, σ̂, γ̂ parametrů µ, σ, γ. Soustavu je však nutné
řešit numericky. Je také možné využít numerickou proceduru založenou na Nelderově-
Meadově simplexovém algoritmu (viz [60]), který je implementován v Matlabu (verze 7.12,
R2011a), a maximalizovat logaritmickou věrohodnostní funkci (2.7). Při numerickém vý-
počtu MV odhadů neznámých parametrů je často nutné stanovit počáteční (startovací)
hodnoty neznámých parametrů. Jako startovací odhady mohou posloužit například od-
hady parametrů GEV rozdělení metodou momentů (viz např. [5]).
Dále bude pomocí výběrové FIM stanoven rozptyl odhadů µ̂, σ̂, γ̂ parametrů µ, σ, γ.
Z definice 2.4 plyne, že výběrová FIM je tvaru















































































































































































































































































































































































































































Z věty 2.11 pak plyne, že odhad rozptylu odhadů parametrů GEV rozdělení lze získat
z varianční matice V (µ, σ, γ) = J˜−1(µ, σ, γ), přičemž za µ, σ, γ se dosadí jejich MV odhady
µ̂, σ̂, γ̂.
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2.1.2 Zobecněné Paretovo rozdělení
Nechť X1, . . . , Xn je náhodný výběr ze zobecněného Paretova rozdělení s distribuční funkcí



















pro x > 0. Dosazením vztahu (2.9) postupně do vztahů (2.2) a (2.3) lze dostat věrohod-
















a logaritmickou věrohodnostní funkci ve tvaru
























































jehož vyřešením lze získat MV odhady σ̂, γ̂ parametrů σ, γ. Soustavu je však třeba řešit
numericky. Opět lze použít numerickou proceduru založenou na Nelderově-Meadově sim-
plexovém algoritmu (viz [60]), který je implementován v Matlabu (verze 7.12, R2011a),
a maximalizovat logaritmickou věrohodnostní funkci (2.10). Jako startovací odhady mo-
hou opět posloužit odhady parametrů zobecněného Paretova rozdělení metodou momentů
(viz např. [5]).
Dále bude pomocí výběrové FIM stanoven rozptyl odhadů σ̂, γ̂ parametrů σ, γ. Z de-































































































Z věty 2.11 pak plyne, že odhad rozptylu odhadů parametrů zobecněného Paretova rozdě-
lení lze získat z varianční matice V (σ, γ) = J˜−1(σ, γ), přičemž za σ, γ se dosadí jejich MV
odhady σ̂, γ̂.
2.2 Metoda pravděpodobnostně vážených momentů
Pravděpodobnostně vážené momenty (dále jen PVM) jako zobecnění běžných momentů
rozdělení pravděpodobností byly poprvé představeny v pracích [40, 61]. Hlavní myšlenkou
je stejně jako u klasické metody momentů porovnání obecných PVM s jejich empirickými
protějšky.
Nechť X je náhodná veličina s distribuční funkcí F (x). Veličiny
Mp,r,s = E {Xp [F (X)]r [1− F (X)]s} , (2.12)
kde p, r, s jsou reálná čísla, se nazývají pravděpodobnostně vážené momenty. Pokud je
možné vyjádřit inverzní distribuční funkci x(F ) = F←(F ) k funkci F v explicitním tvaru,




(F←)pF r(1− F )sdF,
což je často nejjednodušší cesta k získání PVM.
PVM ve tvaru Mp,0,0 (p = 1, 2, . . . ) odpovídají klasickým obecným momentům veli-
činy X. Často jsou však při odhadování neznámých parametrů daného rozdělení upřed-
nostňovány PVM typu M1,r,s, neboť obsahují pouze první mocninu X, a tedy vztah mezi
parametry a PVM daného rozdělení jsou jednoduššího tvaru. Jsou-li r a s celá čísla, lze
F r(1 − F )s vyjádřit jako lineární kombinaci buď mocnin F nebo mocnin (1 − F ). Proto
je přirozené popsat rozdělení buď momenty typu M1,r,0, r = 0, 1, 2, . . . , nebo typu M1,0,s,
s = 0, 1, 2, . . .
Výhodou PVM odhadů je skutečnost, že jsou výpočetně nenáročné a hodnoty odhado-
vaných parametrů jsou vždy přípustné. Pro malý rozsah výběru se často chovají dokonce
lépe než odhady získané metodou maximální věrohodnosti (viz [54]). Dnešní popularitu
PVM odhadů lze přičíst na vrub jejich jednoduchosti, praktičnosti a dobrým vlastnostem
pro malé rozsahy výběru.
V dalších odstavcích bude pozornost věnována odhadu parametrů GEV rozdělení a zo-
becněného Paretova rozdělení metodou PVM. Dále x(j) bude značit j-tý prvek v uspořádané
realizaci výběru x1, . . . , xn.
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2.2.1 GEV rozdelení
Nechť X1, . . . , Xn je náhodný výběr z GEV rozdělení s distribuční funkcí
















. Dále budou uvažovány momenty typu βr = M1,r,0 =
E {X [F (X)]r}, r = 0, 1, 2, . . . Průběžným užitím substituce − ln(F ) = t a (r+ 1)t = u lze
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[1− (r + 1)γΓ(1− γ)]
}




tx−1e−tdt je dobře známá gama funkce. Dále budou odvozeny rovnice pro
stanovení odhadů parametrů µ, σ, γ. Ze vtahu (2.13) plyne pro r = 0
β0 = µ− σ
γ
[1− Γ(1− γ)] ,










2β1 = µ− σ
γ
[1− Γ(1− γ) + Γ(1− γ)− 2γΓ(1− γ)] ,
2β1 = µ− σ
γ
[1− Γ(1− γ)] + σ
γ
Γ(1− γ)(2γ − 1),
2β1 − β0 = σ
γ
Γ(1− γ)(2γ − 1),










3β2 = µ− σ
γ
[1− Γ(1− γ) + Γ(1− γ)− 3γΓ(1− γ)] ,
3β2 = µ− σ
γ
[1− Γ(1− γ)] + σ
γ
Γ(1− γ)(3γ − 1),
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3β2 − β0 = σ
γ
Γ(1− γ)(3γ − 1),
3β2 − β0 = 2β1 − β0
2γ − 1 (3
γ − 1),
3β2 − β0
2β1 − β0 =
3γ − 1
2γ − 1 .
Celkově tedy lze PVM odhady µ̂, σ̂, γ̂ parametrů µ, σ, γ získat řešením soustavy rovnic
β0 = µ− σ
γ
[1− Γ(1− γ)] ,
2β1 − β0 = σ
γ
Γ(1− γ)(2γ − 1),
3β2 − β0
2β1 − β0 =
3γ − 1
2γ − 1 ,













který je nestranným odhadem parametru βr (viz [61]). Odhady µ̂, σ̂, γ̂ splňují podmínky
přípustnosti (γ < 1, σ > 0) skoro jistě a jsou asymptoticky normální, stejně jako β̂0, β̂1,
β̂2, pro γ < 0, 5 (viz [54]).
2.2.2 Zobecněné Paretovo rozdělení
Nechť X1, . . . , Xn je náhodný výběr ze zobecněného Paretova rozdělení s distribuční funkcí







pro x > 0. V případě zobecněného Paretova rozdělení je příhodné uvažovat momenty typu






























(s+ 1)(s+ 1− γ) , γ < 1.







Po jednoduché úpravě lze dostat
σ =
2α0α1
α0 − 2α1 ,
γ =
α0 − 4α1
α0 − 2α1 ,
(2.14)
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který je sice pouze konzistentní, ale při provedených simulacích vykazoval lepší výsledky.
Odhady σ̂, γ̂ a α̂0, α̂1 jsou pro γ < 0, 5 asymptoticky normální (viz [53]). Toto omezení
však není podstatné při aplikacích, kterými se budeme zabývat v této práci, protože při
zpracování hydrologických dat (viz kapitola 4) se hodnota parametru γ obvykle pohybuje
v mezích −0, 5 < γ < 0, 5.
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3 Testování hypotéz o parametrech rozdělení extrém-
ních hodnot
V této kapitole bude pozornost věnována testování hypotéz o parametrech rozdělení ex-
trémních hodnot. Nejprve bude shrnuto několik základních poznatků o testech dobré shody,
které budou využity při posuzování adekvátnosti pravděpodobnostních modelů. Dále bu-
dou popsány asymptotické testy vycházející z teorie MV odhadů včetně testů s rušivými
parametry, které lze využít například v situaci, kdy je nutné posoudit vhodnost nahrazení
navrženého modelu jednodušším submodelem.
3.1 Testy dobré shody
Je-li nutné posoudit, jak dobře zvolený statistický model vystihuje určitá data, lze k tomu
použít testy dobré shody, které jistým způsobem popisují rozdíl mezi empirickým rozdě-
lením datového souboru a zvoleným teoretickým rozdělením pravděpodobností. Typické
využití testů dobré shody je při zjišťování, zda data pochází z předem specifikovaného roz-
dělení. Stejně tomu bude i v této práci. Níže uvedené testy dobré shody (Pearsonův χ2
test, Kolmogorovův-Smirnovův test, Andersonův-Darlingův test) jsou v oblasti matema-
tické statistiky natolik známé, že nebudou probírány dopodrobna a budou shrnuty pouze
některé základní poznatky, které budou využity v rámci této práce. Detailní informace
o uvedených testech lze najít například v monografii [66]. Všechny zde uvedené testy jsou
natolik rozšířené, že je lze najít ve většině běžně používaných statistických softwarů.
Dále X1, . . . , Xn bude značit posloupnost nezávislých a stejně rozdělených náhodných
veličin z rozdělení s distribuční funkcí F .
3.1.1 χ2 test
Pearsonův χ2 test je jedním z nejznámějších testů pro posouzení shody mezi pozorova-
nými daty a navrženým statistickým modelem. Jelikož je test aplikován na data rozdělená
do tříd, lze jej použít pro diskrétní i spojitá rozdělení. Pearsonův χ2 test je založen na
porovnání pozorovaných četností v jednotlivých třídách s očekávanými četnostmi odvoze-
nými z testovaného rozdělení. Nechť je tedy náhodný výběr rozdělen do k tříd s tím, že
pravděpodobnost, že člen výběru padne do třídy i, i = 1, . . . , k, je pi. Přitom platí, že∑k
i=1 pi = 1. Nechť Yi, i = 1, . . . , k, jsou četnosti v jednotlivých třídách. Pak sdružené
rozdělení (Y1, . . . , Yk) je multinomické rozdělení s pravděpodobnostní funkcí
P (Y1 = y1, . . . , Yk = yk) =
n!
y1! · · · yk!p
y1
1 · · · pykk ,
přičemž
∑k
i=1 yi = n, yi ∈ {0, 1, . . . , n}, i = 1, . . . , k. Nulová hypotéza je tvaru H0 : pi = pii,
i = 1, . . . , k, proti alternativě H1 : pi 6= pii pro nějaké i.
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a má asymptoticky χ2 rozdělení s k − 1 stupni volnosti. Nulová hypotéza se zamítá na
hladině významnosti α v případě, že hodnota testovací statistiky (3.1) přesáhne kritickou
hodnotu χ2 rozdělení s příslušným stupněm volnosti. Je třeba vzít do úvahy, že χ2 test je
asymptotický, a proto rozsah výběru n musí být dostatečný, stejně jako četnosti pozorování
v jednotlivých třídách.
Často však nastává situace, kdy pii = pii(θ), i = 1, . . . , k, závisí na neznámém para-
metru θ = (θ1, . . . , θm). V takovém případě je třeba tento parametr odhadnout, například
metodou χ2 minima nebo modifikovanou metodou χ2 minima (viz např. [5]). Testovací
statistika (3.1) má pak asymptoticky χ2 rozdělení s k −m− 1 stupni volnosti.
3.1.2 Kolmogorovův-Smirnovův test
Kolmogorovův-Smirnovův (K-S) test patří do skupiny neparametrických testů založených







přičemž 1{A} je indikátor jevu A. Dá se také ukázat (viz [5]), že funkce Fn(x) je pro všechna
x ∈ R nestranným a konzistentním odhadem distribuční funkce F (x). Nulová hypotéza je
tvaru H0 : F = F0 proti alternativě H1 : F 6= F0, kde F0 je předepsaná distribuční funkce.






a má asymptoticky Kolmogorovovo rozdělení s distribuční funkcí




Je-li rozsah výběru malý, porovná se testovací statistika (3.2) s kritickými hodnotami K-S
testu, které lze najít v tabulkách (viz např. [68]). Pro větší rozsah výběru platí, že je-li
K(Tn) ≥ 1 − α, nulová hypotéza se zamítá na hladině významnosti, která se s rostoucím
rozsahem výběru blíží číslu α.
V případě, že funkce F obsahuje neznáme parametry, je třeba je odhadnout a také
modifikovat kritické hodnoty K-S testu. Modifikované kritické hodnoty K-S testu lze získat
pomocí simulací, jako tomu bylo například v případě Lillieforsova testu (viz např. [69]),
který je modifikací K-S testu pro testování, zda data pochází z normálního rozdělení s ne-
známými parametry µ a σ2. Většina dostupných softwarů však K-S test obsahuje a řeší
situaci modifikace kritických hodnot za uživatele.
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3.1.3 Andersonův-Darlingův test
Andersonův-Darlingův (A-D) test, stejně jako K-S test, patří do skupiny testů založených
na empirické distribuční funkci. A-D test je modifikací K-S testu, přičemž klade větší důraz
na chvosty testovaných rozdělení než K-S test. Nulová hypotéza je tvaru H0 : F = F0 proti
alternativě H1 : F 6= F0, kde F0 je předepsaná distribuční funkce.





F0(x) [1− F0(x)]dF0(x). (3.3)






(2i− 1) [lnF0(X(i)) + ln(1− F0(X(n−i+1)))] , (3.4)
kde X(1), . . . , X(n) označuje uspořádaný výběr X1, . . . , Xn. Nulová hypotéza se zamítá na
hladině významnosti α v případě, že hodnota testovací statistiky (3.4) přesáhne příslušnou
kritickou hodnotu. Kritické hodnoty A-D testu na rozdíl od K-S testu závisí na testovaném
rozdělení, což na jednu stranu zvyšuje sílu testu, na druhou stranu je však nutné spočítat
kritické hodnoty pro každé testované rozdělení.
V případě, že funkce F obsahuje neznáme parametry, je třeba je odhadnout a také mo-
difikovat kritické hodnoty A-D testu. Kritické hodnoty pro vybraná rozdělení se známými
i neznámými parametry lze najít například v [18, 55, 86].
3.2 Asymptotické testy
Nyní budou s využitím výsledků z teorie MV odhadů popsány testy založené na věrohod-
nostní funkci. Nulová hypotéza bude tvaru H0 : θ = θ0 proti alternativě H1 : θ 6= θ0.
V následující větě budou zavedeny tři statistiky, které lze použít při testování hypotézy.













kde U(θ) je skórový vektor definován vztahem (2.5). Jsou-li všechny prvky matice J(θ)
spojité v bodě θ0, pak LM(θ0), W (θ0), LR(θ0) mají asymptoticky χ2m rozdělení.
Důkaz. Důkaz přímo nesouvisí s tématem této práce a lze jej najít například v knize [5].
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Poznámka 3.2. Za předpokladu spojitosti všech prvků matice J(θ) v bodě θ0 zůstává tvr-
zení o asymptotickém rozdělení statistiky LM(θ0) v platnosti, i když se místo matice J(θ0)
použije nějaký její konzistentní odhad. Také tvrzení o asymptotickém rozdělení statistiky
W (θ0) zůstává v platnosti, i když se místo matice J(θ̂n) použije nějaký její konzistentní
odhad.
Test založený na statistice LM(θ0) se nazývá skórový test (někdy též Raův test nebo
test založený na Lagrangeových multiplikátorech), test založený na statistice W (θ0) se
nazývá Waldův test a test užívající statistiku LR(θ0) se nazývá test poměrem věrohodností
(likelihood ratio test). Všechny tři testy zamítají nulovou hypotézu na hladině významnosti
α, pokud příslušné testovací statistiky přesáhnou kritickou hodnotu χ2m(α).
Výhodou skórového testu je, že ve statistice LM(θ0) nevystupuje maximálně věrohod-
ný odhad θ̂n. Tím se liší od Waldova testu, který znalost maximálně věrohodného odhadu
θ̂n vyžaduje. Test založený na věrohodnostním poměru na rozdíl od dvou předchozích testů
nevyžaduje znalost FIM J , jejíž stanovení může být v některých situacích velmi obtížné.
3.2.1 Testy s rušivými parametry











 , 1 ≤ k < m.
Nulová hypotéza je tvaru H∗0 : τ = τ0 proti alternativě H∗1 : τ 6= τ0. Pozornost je tedy
soustředěna pouze na parametr τ a parametr ψ je sice potřebný k popisu pravděpodob-
nostního modelu, ale hypotéza H∗0 se jej netýká. Proto se τ nazývá cílový parametr a ψ



















kde J11(θ) je matice typu k × k. Dále bude třeba užít vzorce pro výpočet inverzní matice







je regulární matice, přičemž bloky J11 a J22 jsou čtvercové a regulární. Položme
J11.2 = J11 − J12J−122 J21, J11 = J−111.2, J12 = −J−111.2J12J−122 ,






Důkaz. Lemma lze dokázat ověřením faktu, že součin matice J a matice J−1 dává jednot-
kovou matici.
Při určování MV odhadu parametru θ je třeba rozlišit dvě situace. V prvním případě se
jedná o MV odhad, který není vázán žádnými dalšími podmínkami. Takový odhad bude





V druhém případě je třeba získat MV odhad parametru θ za podmínky, že platí H∗0 : τ = τ0.
Věrohodnostní funkce se tedy maximalizuje pouze vzhledem k parametru ψ a takový odhad





Je-li skutečná hodnota parametru θ rovna θ0 = (τT0 ,ψT0 )T, pak za platnosti předpokladů























Věta 3.4. Nechť jsou splněny předpoklady věty 2.11 a nechť jsou všechny prvky matice
J(θ) spojité v bodě θ0. Jestliže n→∞, pak za platnosti H∗0 platí
LM∗ d−→ χ2k, W ∗ d−→ χ2k, LR∗ d−→ χ2k.
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Důkaz. Důkaz přímo nesouvisí s tématem této práce a lze jej najít například v knize [5].
Poznámka 3.5. Za předpokladu spojitosti všech prvků matice J11.2(θ) v bodě θ0 zů-
stává tvrzení o asymptotickém rozdělení statistiky LM∗ v platnosti i v případě, že se
matice J11.2(θ˜n) nahradí nějakou maticí Ĵ11.2(θ˜n), která je konzistentním odhadem matice
J11.2(θ0). Stejně tak tvrzení o asymptotickém rozdělení statistiky W ∗ zůstává v platnosti
i v případě, že se matice J11.2(θ̂n) nahradí nějakou maticí Ĵ11.2(θ̂n), která je konzistentním
odhadem matice J11.2(θ0).
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4 Statistická analýza dešťových srážek
V této kapitole budou teoretické poznatky odvozené v předchozích kapitolách aplikovány na
reálných datech. Konkrétně se bude jednat o statistickou analýzu úhrnů dešťových srážek
v brněnském regionu, které bylo motivováno potřebou aktualizace hydrologických podkladů
pro tvorbu městského odvodnění. Nejprve budou popsány dvě vzorkovací techniky sloužící
k výběru dat do statistického souboru, které se v hydrologii nejčastěji používají.
4.1 Vzorkovací techniky
Při posuzování hydrologických jevů je často aplikována teorie EV rozdělení, přičemž statis-
tické soubory jsou tvořeny z měřených časových řad vyšetřované náhodné veličiny, v tomto
případě srážkového úhrnu. Jak je popsáno například v [56], rozlišují se dva způsoby výběru
prvků do statistického souboru hydrologických dat. První je založen na metodě blokových
maxim, tedy výběru maximální dosažené hodnoty sledované veličiny v daném měrném
období. V případě hydrologických aplikací se často jedná o období jednoho roku. Takové
soubory jsou pak nazývány Annual Maximum Series (AMS). Volba délky měrného období
(tj. velikosti bloku) jeden rok není náhodná. Pokud je zvolená velikost bloku příliš malá,
může dojít k porušení asymptotických vlastností modelu, což vede k vychýlení odhadu. Na-
opak, je-li velikost bloku příliš velká, počet maxim bude malý, což způsobí značný rozptyl
odhadu. Pragmatickou volbou se ukázala být právě velikost bloku rovna jednomu roku.
Statistický model pro metodu AMS je založen na GEV rozdělení a je popsán v odstavci
1.4. Druhým způsobem je výběr všech hodnot překračujících určitou prahovou hodnotu.
Statistické soubory jsou pak nazývány Peaks Over Threshold (POT). V hydrologii se však
častěji užívá termínu Partial Duration Series (PDS). Statistický model pro metodu PDS
je založen na zobecněném Paretově rozdělení a je popsán v odstavci 1.4. Řada autorů (viz
např. [17, 71, 72, 88]) se také zabývala porovnáváním obou vzorkovacích technik.
V oblasti modelování hydrologických extrémů byla často používána metoda AMS
(např. [3, 6, 96]). Výhodou metody AMS je, že jsou jasně stanovena pravidla pro výběr
prvků do statistického souboru a je všeobecně považována za metodu, která splňuje pod-
mínku nezávislosti prvků statistického souboru (viz [56]). Nevýhodou však je, že metoda
nezohledňuje další extrémní hodnoty v daném roce, které jsou nižší než hodnota maximální.
Jelikož lze získat pouze jednu hodnotu za rok, časové řady musí být dostatečně dlouhé.
V současnosti stále více využívanou vzorkovací technikou je metoda PDS, což dokládá
řada prací ([10, 11, 13, 70, 71, 82, 95]). Tato metoda stojí na pevných teoretických základech
(viz [90]), lépe fituje rozdělení s těžkými chvosty (viz [72]) a do statistického souboru je
možné zahrnout více extrémních hodnot za rok, tedy nejen jednu maximální hodnotu. Tím
se získá více informací o chování pravého chvostu rozdělení, než při použití pouze ročních
maxim, což vede ke zpřesnění odhadů parametrů i kvantilů EV rozdělení. Nevýhodou
metody je, že nejsou stanovena jasná pravidla pro výběr prvků do statistického souboru.
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Například v [93] byly datové soubory pro metodu PDS sestaveny tak, že jednotlivé extrémy
byly od sebe odděleny nižšími srážkovými úhrny nejméně po dobu 8–24 hodin v závislosti
na délce trvání deště. V oblasti atmosférických srážek bývá PDS často obsažena v tzv. Event
Maxima Series (EMS). Pak se postupuje tak, že v první fázi je dešťová řada rozdělena na
jednotlivé dešťové události a následně jsou z těchto událostí vzorkovány jednotlivé délky
trvání deště. Není však jednoznačně dáno, jak přesně definovat dešťovou událost. Jednou
z možností definice je stanovení minimální délky bezdešťového období mezi jednotlivými
událostmi.
Různí autoři k tomuto problému přistupují různým způsobem. Například v [47] stano-
vili minimální délku bezdešťového období rovnu jedné hodině, což je doba dotoku nejdelší
dánské stokové sítě. V [95] oddělili jednotlivé události ustáním deště po dobu rovnou délce
uvažovaného deště, minimálně však 12 hodin. V [70] oddělili dešťové události ustáním deště
na nejméně jednu hodinu. V [62] vytvořili proměnlivé kritérium ustání deště na 1–6 dnů
v závislosti na délce deště. V [11] oddělili dešťové události ustáním deště po dobu 24 hodin.
Záleží tedy vždy na tom, za jakým účelem je dané vyhodnocení prováděno.
Z pohledu městského odvodnění se jeví jako vhodné postupovat podle [70]. Pokud se
stanoví délka bezdešťového období jako součet doby dotoku stokovou sítí a doby do vy-
prázdnění detenčních prvků odvodňovacího systému, pak lze předpokládat, že následující
dešťová událost nebude ovlivňovat sledované efekty (např. průtoky, přepady z odlehčova-
cích komor) z události předchozí. To je podstatné zejména pro statistické vyhodnocení
sledovaných veličin na síti.
Vzhledem k délce dostupných historických dešťových řad bude další odstavec věnován
zpracování hydrologických dat pomocí technik založených na PDS.
4.2 Analýza srážek v brněnském regionu
V České republice jsou údaje o srážkových intenzitách získávány z registračních pásek om-
brografů (ombrograf = přístroj pro měření srážkových úhrnů) provozovaných Českým hyd-
rometeorologickým ústavem. Pro potřeby moderního zpracování těchto údajů je prováděna
digitalizace ombrogramů (ombrogram = grafický záznam údajů ombrografu) odečítáním
souřadnic zlomových bodů ze záznamů na digitizéru. K opravě, doplnění a rekonstrukci
záznamů se používá celá řada podkladů, zejména měsíční výkaz meteorologických pozoro-
vání na dané stanici (denní úhrny srážek ze srážkoměru a záznamy pozorovatele o časovém
výskytu a intenzitě srážek), ombrogramy a měsíční výkazy z okolních stanic, radarová po-
zorování, synoptické mapy a údaje o srážkách ze synoptických a automatických stanic.
Výsledný digitalizovaný záznam je ukládán do databáze s časovým rozlišením 1 minuty.
V České republice jsou ombrografy běžně osazovány v období květen až září, kdy se obje-
vuje většina přívalových srážek. Proto jsou analýzy extrémních srážek vycházející z těchto
měření považovány za spolehlivé. Zaznamenané roky, které neobsahují kompletní měření
ve výše uvedeném období, byly ze statistických analýz vyloučeny.
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Tabulka 4.1: Přehled srážkoměrných stanic. Ve sloupci Délka řady je uveden počet let
s úplnými záznamy.
Jako vstupní data pro tuto analýzu slouží kontinuální řady reálných dešťů ve formě
srážkových intenzit z 6 srážkoměrných stanic v Jihomoravském kraji (viz tabulka 4.1).
Stanice Brno–Žabovřesky, Brno–Tuřany a Brno–Jundrov jsou umístěny na urbanizovaném
povodí města Brna, které je centrem kraje a druhým největším městem v České repub-
lice. Stanice Vyškov je umístěna v severovýchodní části a stanice Jevišovice a Znojmo–
Kuchařovice v jihozápadní části kraje (viz obrázek 4.1).
Obrázek 4.1: Rozmístění srážkoměrných stanic.
Ze sledovaných řad byly podle výše uvedených metodik (AMS a PDS) vyčleněny
všechny deště, jejichž doby trvání byly postupně 5, 10, 15, 20, 30, 45, 60, 90, 120, 180,
240 a 360 minut. Tím byly získány soubory dat, kde ke každému roku byl přiřazen blok
hodnot intenzit dešťů daného trvání. Příslušná intenzita deště je dána množstvím srážek,
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které dopadnou na jednotkovou plochu. Ilustraci rozdílu mezi metodami AMS a PDS co
do složení datových souborů lze najít na obrázku 4.2, kde jsou vyneseny srážkové úhrny
pro 15minutové deště ze stanice Brno–Tuřany.
Obrázek 4.2: Složení datových souborů podle metodiky AMS a PDS pro stanici Brno–
Tuřany a 15minutový déšť.
Vzhledem k malé délce některých časových řad bude k vyhodnocení srážkových dat
použita metodika založená na PDS. Jak již bylo zmíněno (viz odstavec 1.4), nejdůležitěj-
ším faktorem u metody PDS je stanovení optimální prahové hodnoty u. K tomu lze využít
metod popsaných v odstavci 1.4. Nejprve je třeba pro všechny uvedené doby trvání deště
a různé prahové hodnoty určit MV odhady parametrů zobecněného Paretova rozdělení (viz
odstavec 2.1.2). Vhodná prahová hodnota se pak určí pomocí MRL plotu a posouzením sta-
bility odhadů parametrů zobecněného Paretova rozdělení v závislosti na prahové hodnotě u.
Výběr prahové hodnoty je demonstrován pro stanici Brno–Tuřany a 15minutový déšť (viz
obrázek 4.3). MRL plot vykazuje přibližně lineální trend od hodnoty prahu u = 2, 2 mm
(viz obrázek 4.3c). Stejně tak závislost parametru tvaru (viz obrázek 4.3a) a měřítka (viz
obrázek 4.3b) na velikosti prahu u je přibližně lineární (respektive konstantní) od hodnoty
prahu u = 2, 2 mm.
Jakmile jsou stanoveny prahové hodnoty pro všechny stanice a doby trvání deště, je
třeba vyšetřit, zda lze hodnoty nad prahem popsat pomocí zobecněného Paretova rozdělení.
K tomu se použijí testy dobré shody (viz odstavec 3.1), konkrétně Pearsonův χ2 test, K-S
test a A-D test, který se v hydrologické praxi zvlášť doporučuje. Testy dobré shody lze do-
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(a) Parametr tvaru. (b) Parametr měřítka.
(c) MRL plot.
Obrázek 4.3: MRL plot a posouzení stability parametrů tvaru a měřítka pro stanici Brno–
Tuřany, 15minutový déšť a práh u0 = 2, 2 mm. Čárkovaná čára označuje 95% intervaly
spolehlivosti pro parametr tvaru, parametr měřítka a pro průmerný přesah prahu.
(a) Q-Q plot. (b) Histogram.
Obrázek 4.4: Q-Q plot a histogram proložený hustotou zobecněného Paretova rozdělení pro
stanici Brno–Tuřany a 15minutový déšť.
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(a) Brno–Tuřany (b) Brno–Tuřany
(c) Brno–Jundrov (d) Brno–Jundrov
Obrázek 4.5: Odhady parametrů tvaru (vlevo) a měřítka (vpravo) včetně příslušných smě-
rodatných odchylek s logaritmickým měřítkem na ose x.
plnit grafickou analýzou s využitím Q-Q plotů (viz obrázek 4.4a) a porovnáním histogramu
datového souboru s hustotou zobecněného Paretova rozdělení (viz obrázek 4.4b). Ukázalo
se, že shoda empirického a teoretického zobecněného Paretova rozdělení je velmi dobrá,
protože všechny testy dobré shody nezamítají nulovou hypotézu o shodě se zobecněným
Paretovým rozdělením na hladině významnosti 0, 05. Kompletní tabulku výsledků A-D
testu včetně hodnot testovacích statistik a kritických hodnot pro všechny stanice a doby
trvání deště lze najít v práci [50]. Další analýza tedy vychází ze zobecněného Paretova
rozdělení.
Na obrázku 4.5 jsou znázorněny odhady parametrů zobecněného Paretova rozdělení
včetně směrodatných odchylek pro stanici Brno–Tuřany a Brno–Jundrov. Z těchto grafů je
vidět, že variabilita parametrů tvaru a měřítka pro krátkou časovou řadu ze stanice Jun-
drov (11 let) je téměř o řád větší než pro nejdelší časovou řadu ze stanice Tuřany (41 let).
Podobná skutečnost byla pozorována i pro ostatní časové řady. Informace o variabilitě jed-
notlivých parametrů budou dále použity k odhadu úrovně návratu a příslušných intervalů
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(a) Brno–Tuřany (b) Jevišovice
Obrázek 4.6: Odhad IDF křivek v logaritmických souřadnicích na obou osách.
(a) Brno–Tuřany (b) Brno–Jundrov
Obrázek 4.7: Odhad IDF křivek v logaritmických souřadnicích na obou osách. 95% intervaly
spolehlivosti jsou vyznačeny tečkovaně (N = 5) a čárkovaně (N = 100).
spolehlivosti.
V hydrologické literatuře je zvykem znázorňovat odhady N -leté úrovně návratu v po-
době tzv. IDF (Intensity-Duration-Frequency) křivek, kde intenzita je definována jako podíl
úrovně návratu a doby trvání deště. Na obrázku 4.6 jsou pro stanice s nejdelšími časovými
řadami (Tuřany, Jevišovice) znázorněny odhady IDF křivek, které byly získány proložením




kde I označuje odhadnuté intenzity, t dobu trvání deště a β1, β2, β3 regresní parametry.
Aby bylo možné detailněji rozeznat příslušné hodnoty intenzit dešťů různé doby trvání,
byla v uvedených grafech na obou osách použita logaritmická stupnice.
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(a) N = 50 let (b) N = 100 let
Obrázek 4.8: Srovnání odhadů IDF křivek pro všechny stanice v logaritmických souřadni-
cích na obou osách.
Na obrázku 4.7 jsou znázorněny IDF křivky pro vybrané stanice včetně 95% intervalů
spolehlivosti odvozených delta metodou (viz odstavec 1.4). Z obrázků je patrné, že se
snižující se délkou časové řady se snižuje spolehlivost modelu kvůli zvyšující se chybě
odhadu.
Na obrázku 4.8 jsou za účelem srovnání znázorněny odhady IDF křivek pro všechny
stanice a N = 50 let a N = 100 let. Navzdory relativně malé ploše zkoumaného br-
něnského regionu lze z obrázku posoudit rozdíly mezi jednotlivými stanicemi a to nejen
v intenzitě srážek, ale i v průběhu odhadnutých IDF křivek. Předně lze konstatovat, že IDF
křivky pro všechny brněnské stanice (Jundrov, Tuřany, Žabovřesky), které jsou relativně
blízko u sebe, vykazují přibližně stejné průběhy. Rozdíly v IDF křivkách mezi brněnskými
a mimobrněnskými stanicemi jsou s největší pravděpodobností způsobeny odlišnými geo-
grafickými a klimatickými faktory v jednotlivých oblastech. Dále lze konstatovat, že IDF
křivky pro N = 5, 10, 20 let vykazují podobné průběhy.
Metodologie použitá výše k vyhodnocení IDF křivek byla založena na metodě maxi-
mální věrohodnosti pro zobecněné Paretovo rozdělení a asymptotických vlastnostech MV
odhadů. Aby bylo možné posoudit asymptotické chování MV odhadů v závislosti na délce
řady, provedou se nová vyhodnocení historických dešťových řad. Postupuje se stejným způ-
sobem jako výše s tím, že k odhadu neznámých parametrů zobecněného Paretova rozdělení
se použije metoda PVM (viz odstavec 2.2.2).
Nové vyhodnocení ukázalo, že takřka ve všech případech jsou odhady IDF křivek téměř
identické při použití metody maximální věrohodnosti a metody PVM. Z hlediska prak-
tického využití jsou rozdíly mezi křivkami víceméně zanedbatelné. Výjimku tvoří krátká
dešťová řada ze stanice Brno–Jundrov, u které IDF křivky získané použitím metody PVM
vykazují vyšší hodnoty intenzit než křivky získané metodou maximální věrohodnosti (viz
obrázek 4.9).
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(a) Brno–Tuřany (b) Brno–Tuřany
(c) Brno–Jundrov (d) Brno–Jundrov
Obrázek 4.9: IDF křivky získané metodou maximální věrohodnosti (vlevo) a metodou PVM
(vpravo) v logaritmických souřadnicích na obou osách.
Shodu mezi metodami lze pozorovat i na obrázku 4.10, kde jsou IDF křivky odhadnuté
užitím obou metod doplněny 95% intervaly spolehlivosti pro IDF křivky odhadnuté me-
todou maximální věrohodnosti. Z obrázků je vidět, že IDF křivky získané metodou PVM
se nachází uvnitř 95% intervalů spolehlivosti pro IDF křivky získané metodou maximální
věrohodnosti. Podobné průběhy lze pozorovat i pro všechny zbývající stanice. Až na mírné
rozdíly v odhadu IDF křivek pro stanici Brno–Jundrov je tedy možné konstatovat, že roz-
díly v odhadech IDF křivek mezi metodou maximální věrohodnosti a metodou PVM se
jeví jako zanedbatelné.
Závěrem je třeba zdůraznit, že navzdory faktu, že odhady IDF křivek pro stanici Brno–
Jundrov vykazují podobné průběhy jako křivky u ostatních brněnských stanic, analyzovaná
časová řada ze stanice Brno–Jundrov je krátká a není tedy příliš vhodná pro praktické
využití z důvodu vyšší variability odhadů.
Výsledky získané použitím teorie extrémních hodnot v rámci této kapitoly byly ná-
sledně porovnány se stávajícími hydrologickými podklady (viz [91]), přičemž toto srovnání
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lze najít v práci [50].
(a) Brno–Tuřany (b) Brno–Tuřany
(c) Brno–Jundrov (d) Brno–Jundrov
Obrázek 4.10: IDF křivky získané metodou maximální věrohodnosti (95% intervaly spoleh-
livosti jsou vyznačeny tečkovaně) a metodou PVM v logaritmických souřadnicích na obou
osách.
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5 Inference pro cenzorovaná rozdělení z Gumbelova
oboru atraktivity
Tato kapitola je věnována statistické inferenci pro vybraná cenzorovaná rozdělení z oboru
atraktivity Gumbelova rozdělení, protože Gumbelova třída se v praxi často vyskytuje. Infe-
rence cenzorovaných rozdělení byla motivována potřebou analyzovat reálná chemická data,
která budou blíže popsána v kapitole 6. Konkrétně půjde o data, která jsou reprezentována
dvojnásobně zleva cenzorovaným výběrem s cenzorováním typu I. Jelikož dosud nebyly
dostupné žádné statistické metody, které by bylo možné snadno aplikovat na tento typ
dat, bylo nutné vyvinout zcela novou metodiku, která vychází zejména z autorových prací
[33, 34, 35]. Nejprve budou shrnuty základní poznatky o cenzorovaných výběrech a dále
bude pozornost věnována odvození modelů pro vybraná cenzorovaná rozdělení z oboru
atraktivity Gumbelova rozdělení.
V technické praxi lze často narazit na případy, kdy náhodný výběr není úplný. Napří-
klad při sledování experimentálních jednotek může nastat situace, kdy rizikový jev (napří-
klad porouchání součástky) není pozorován u všech jednotek. V takovém případě se mluví
o neúplných nebo také cenzorovaných náhodných výběrech.
Obecně se rozlišují dva druhy cenzorování—zleva a zprava. Cenzorování zprava se často
užívá v analýze přežití, kdy není možné pozorovat experimentální jednotky po celou dobu
jejich provozu až do poruchy. Cenzorování zleva se používá při analýze environmentálních
nebo chemických dat, například když se analyzovaná látka vyskytuje v tak nízké koncent-
raci, že nepřesáhne detekční limit měřicího zařízení. Oba druhy cenzorování se mohou lišit
v závislosti na době pozorování experimentálních jednotek nebo detekčním limitu měřicího
zařízení. Jestliže je detekční limit fixní, jedná se o cenzorování typu I nebo též o cenzorování
časem. V takovém případě je počet cenzorovaných experimentálních jednotek náhodná ve-
ličina. Jestliže je fixní počet cenzorovaných jednotek, jedná se o cenzorování typu II nebo
též o cenzorování poruchou.
Různé techniky cenzorování a metody statistické inference cenzorovaných dat jsou
detailně popsány v mnoha monografiích (viz např. [14, 16]). Většina autorů se zabývá
cenzorováním zprava, které je v literatuře dobře rozpracováno pro všechna běžná rozdělení
pravděpodobností. V případě cenzorování zleva již nejsou literární prameny tak obsáhlé.
Vzhledem k aplikacím cenzorovaných výběrů při analýze chemických dat (viz kapitola 6)
bude další pozornost soustředěna na cenzorování typu I zleva.
V mnoha pracích je cenzorování zleva založeno na normálním rozdělení, což je také
dobře rozpracováno v literatuře (viz např. [26, 27]). Často je také nutné se zaměřit na
mnohonásobně cenzorované výběry (viz např. [1, 2, 14]). V takovém případě je definováno
více detekčních limitů DL1 < DL2 < · · · < DLk, k > 1, přičemž k dispozici jsou pouze
pozorování nad nejvyšším detekčním limitem DLk a počty pozorování pod zbývajícími
detekčními limity. Mnoho autorů se ve svých pracích zabývá mnohonásobně cenzorovanými
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výběry z normálního rozdělení (viz [1, 2]). Toto rozdělení však není příliš vhodné v situacích,
kdy měřená veličina (například koncentrace chemické sloučeniny) nabývá pouze kladných
hodnot, rozdělení této veličiny je asymetrické a má kladnou šikmost. V takové situaci je
vhodnější použít například exponenciální nebo Weibullovo rozdělení, která náleží do oboru
atraktivity Gumbelova rozdělení. Proto bude další pozornost věnována mnohonásobně zleva
cenzorovaným výběrům z exponenciálního a Weibullova rozdělení, přičemž cenzorování
bude typu I.
Nechť náhodný výběr X1, . . . , Xn je mnohonásobně cenzorován zleva s cenzorováním
typu I. Dále nechť X(1), . . . , X(n) označuje uspořádaný výběr X1, . . . , Xn. Pro jednoduchost
budou detekční limity označeny DL1 = d1,DL2 = d2, . . . ,DLk = dk, položí se d0 = 0 a pro
zjednodušení zápisu některých vyjádření se položí také ln(d0) = 0. Veličina Ni bude značit
počet pozorování nad detekčním limitem di−1 a pod nebo rovno detekčnímu limitu di, tedy
v intervalu (di−1; di〉, a N0 bude počet necenzorovaných pozorování. Tedy pro N0 > 0 jsou
pozorování X(n−N0+1), . . . , X(n) necenzorovaná.
Nyní bude uvedeno několik pomocných tvrzení, která budou využita později v důka-
zech vět 5.7 a 5.17.
Lemma 5.1. Za předpokladu cenzorování typu I má náhodný vektor (N0, N1, . . . , Nk) mul-
tinomické rozdělení, tedy
(N0, N1, . . . , Nk) ∼ Muk+1(n, θ0, θ1, . . . , θk),
kde θi = F (di)− F (di−1), i = 1, . . . , k, θ0 = 1− F (dk) a n = N0 +N1 + · · ·+Nk.
Důkaz. Zřejmé.
Lemma 5.2. Za předpokladu cenzorování typu I mají marginální četnosti Ni binomické
rozdělení, tedy
Ni ∼ Bi(n, θi), i = 0, 1, . . . , k,
kde θi = F (di)− F (di−1), i = 1, . . . , k, θ0 = 1− F (dk) a n = N0 +N1 + · · ·+Nk.
Důkaz. Plyne z lemmatu 5.1.
V dalších odstavcích bude popsána nově vyvinutá metodika pro analýzu mnohonásobně
zleva cenzorovaných výběrů z exponenciálního a Weibullova rozdělení, přičemž cenzorování
bude typu I. Pro odhad neznámých parametrů cenzorovaných rozdělení se často používá
věrohodnostní přístup (viz např. [5, 7, 64, 65] nebo kapitola 2 této práce). Stejně bude
učiněno i v této práci.
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5.1 Cenzorované exponenciální rozdělení
Při analýze cenzorovaných dat pocházejících z exponenciálního rozdělení jsou mnohé vý-
sledky, zejména pro cenzorování zprava, dobře známy již od poloviny minulého století (viz
např. [23]). Novější práce o statistické analýze náhodných výběrů z exponenciálního rozdě-
lení pro různé typy cenzorovaní lze najít například v [30, 57, 87], což však nepokrývá výše
nastíněnou situaci mnohonásobně zleva cenzorovaných výběrů z exponenciálního rozdělení
s cenzorováním typu I. Nejprve bude popsán model mnohonásobně zleva cenzorovaného
exponenciálního rozdělení pro jeden výběr, který bude následně rozšířen na případ srov-
nání dvou nezávislých cenzorovaných výběrů z exponenciálního rozdělení. Z toho důvodu
budou v závěru odstavce odvozeny testovací statistiky pro srovnání dvou nezávislých mno-
honásobně zleva cenzorovaných výběrů z exponenciálního rozdělení.
5.1.1 Model exponenciálního rozdělení pro jeden výběr
Nechť X1, . . . , Xn je náhodný výběr z exponenciálního rozdělení s parametrem λ > 0,
distribuční funkcí





pro x ≥ 0,











pro x ≥ 0,
0 pro x < 0.
(5.2)
Cenzorovaný výběr X1, . . . , Xn může být také reprezentován transformovaným náhodným
výběrem Y1, . . . , Yn jako
Yi =

Xi pro Xi > dk,
di pro di−1 < Xi ≤ di,
přičemž každá z transformovaných náhodných veličin Yi má hustotu
g(x, λ) =

F (di, λ)− F (di−1, λ) pro x = di, i = 1, . . . , k,
f(x, λ) pro x > dk,
(5.3)
vzhledem k míře µ, což je Lebesgueova míra na (dk;∞), a čítací míře, která přiřazuje míru
jedna každému bodu y = di, i = 1, . . . , k. Rozdělení daná hustotou g(., λ), λ > 0, jsou
obecně různá, mají společný nosič (0;∞), jednotlivá pozorování Y1, . . . , Yn jsou nezávislá
a skutečná hodnota parametru λ je vnitřním bodem intervalu (0;∞).
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Užitím rovnice (5.3), viz také [14], lze věrohodnostní funkci cenzorovaného výběru
zapsat ve tvaru
L(λ,N0, N1, . . . , Nk, X(n−N0+1), . . . , X(n)) =
n!
N1! . . . Nk!
k∏
i=1







i=n−N0+1 f(X(i)) = 1 pro N0 = 0. Logaritmická věrohodnostní funkce
je pak tvaru
l(λ,N0, N1, . . . , Nk, X(n−N0+1), . . . , X(n)) = lnL = ln
(
n!














Jestliže F ′λ označuje derivaci distribuční funkce F podle parametru λ, f
′
λ označuje derivaci








λ(di, λ)− F ′λ(di−1, λ)















































X(i) = 0. (5.6)
MV odhad λ̂ parametru λ lze obdržet jako řešení rovnice (5.6). Rovnici je však nutné
řešit numericky. Lze také využít numerickou proceduru založenou na Nelderově-Meadově
simplexovém algoritmu (viz [60]), který je implementován v Matlabu (verze 7.12, R2011a),
a maximalizovat logaritmickou věrohodnostní funkci (5.4). Numerická studie (viz také [46,
76]) prokázala, že řešení je jediné. Tedy podle [65], užitím vlastností hustoty g zmíněné
výše, je řešení rovnice (5.6) konzistentním odhadem parametru λ.
Dále bude pomocí FMI (viz kapitola 2) odvozen rozptyl odhadu parametru λ. Nejprve
bude odvozena výběrová FMI, která je nestranným odhadem očekávané FMI, a která je
v mnoha aplikacích upřednostňována (viz např. [2, 28]), zvláště pak v situacích, kdy je
stanovení očekávané FMI komplikované.
68
Věta 5.3. Výběrová FMI mnohonásobně zleva cenzorovaného (cenzorování typu I) náhod-

































































Důkaz. Jak bylo uvedeno v kapitole 2, výběrová FMI je definována jako




Užitím vztahu (5.6) lze pak snadno stanovit druhou derivaci logaritmické věrohodnostní
funkce podle parametru λ, což dává tvrzení věty.
Další pozornost bude věnována stanovení očekávané FMI. K tomu bude potřeba několik
pomocných tvrzení.
Lemma 5.4. Nechť X1, . . . , Xn je náhodný výběr z exponenciálního rozdělení. Pak hustota

















−(n− i+ j + 1)x
λ
)
, i = 1, . . . , n.






f(x) [F (x)]i−1 [1− F (x)]n−i , i = 1, 2, . . . , n.
Místo F se dosadí distribuční funkce (5.1) a místo f hustota (5.2) necenzorovaného expo-






















































































(n− i+ j + 1)−2, i = 1, . . . , n.
Důkaz. Postupnými úpravami s využitím lemmatu 5.4 a faktu, že
∫∞
0
xe−xdx = Γ(2) = 1,


































































(n− i+ j + 1)−2
∫ ∞
0














(n− i+ j + 1)−2.
Lemma 5.6. Nechť X1, . . . , Xn je náhodný výběr z exponenciálního rozdělení. Pak střední




































Důkaz. Z vlastností podmíněné pravděpodobnosti plyne, že E(E(X|Y )) = E(X), kde X,
Y jsou náhodné veličiny. Vzhledem k tomu, že z lemmatu 5.2 plyne, že N0 ∼ Bi(n, θ0),
































































Věta 5.7. Očekávaná FMI mnohonásobně zleva cenzorovaného (cenzorování typu I) ná-

































































(n− i+ j + 1)−2
}
.
Důkaz. Z poznámky 2.5 plyne, že
Jn(λ) = EJ˜n(λ). (5.8)



















Z lemmatu 5.2 plyne, že Ni ∼ Bi(n, θi), i = 0, . . . , k, tedy očekávané četnosti jsou tvaru

















pro i = 0.









































Dosazením výše uvedených výsledků do vztahu (5.9) dostaneme tvrzení věty.
Vzhledem k asymptotickým vlastnostem MV odhadu λ̂ má (viz věta 2.11)
√
n(λ̂ − λ)
asymptoticky normální rozdělení N(0;σ2(λ)), kde σ2(λ) = J−1(λ). Asymptotické vlastnosti
odhadu λ̂ a odhadu jeho rozptylu (vycházejícího z výběrové a očekávané FMI) pro různé
rozsahy výběru a různý počet detekčních limitů k budou vyšetřeny v simulační studii
v následujícím odstavci.
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5.1.2 Posouzení vlastností odhadů na základě simulací
Odhady parametrů a parametrických funkcí odvozených v předchozím odstavci budou dále
analyzovány a porovnány užitím simulací. Nejprve bylo vygenerováno 10 000 jednonásobně,
dvojnásobně a trojnásobně zleva cenzorovaných výběrů rozsahu n = 10, 20, 30, 50, 100, 500
z exponenciálního rozdělení. Jelikož λ je parametr měřítka a MV odhady jsou invariantní
vůči měřítku, lze bez ztráty na obecnosti položit λ = 1. Detekční limity di, i = 1, . . . , k, k =
1, 2, 3, byly zvoleny jako kvantily exponenciálního rozdělení užitím rovnice qi = F (di, λ),
kde qi jsou uvedeny v tabulce 5.1.
Cenzorování
Jednonásobné Dvojnásobné Trojnásobné
q1 q1 q2 q1 q2 q3
c1 0,05 0,03 0,05 0,02 0,03 0,05
c2 0,10 0,05 0,10 0,03 0,07 0,10
c3 0,20 0,10 0,20 0,07 0,13 0,20
c4 0,30 0,15 0,30 0,10 0,20 0,30
c5 0,40 0,20 0,40 0,13 0,27 0,40
c6 0,50 0,25 0,50 0,17 0,33 0,50
c7 0,60 0,30 0,60 0,20 0,40 0,60
c8 0,70 0,35 0,70 0,23 0,47 0,70
c9 0,80 0,40 0,80 0,27 0,53 0,80
c10 0,90 0,45 0,90 0,30 0,60 0,90
c11 0,95 0,48 0,95 0,32 0,63 0,95
Tabulka 5.1: Kvantily pro stanovení detekčních limitů pro jednonásobné, dvojnásobné
a trojnásobné cenzorování a různá schémata cenzorování ci, i = 1, . . . , 11.
Příslušná schémata cenzorování jsou označena jako c1, . . . , c11 a odpovídají kvantilům,
které určují detekční limity pro k = 1, 2, 3. Tedy například q1 ve sloupci Jednonásobné v ta-
bulce 5.1 značí podíl jednonásobně cenzorovaných pozorování a tím popisuje dané schéma
cenzorování. Schéma cenzorování c1 reprezentuje nejmenší podíl (5 %) cenzorovaných dat
a schéma c11 reprezentuje největší podíl (95 %) cenzorovaných dat pro jednonásobně, dvoj-
násobně a trojnásobně cenzorované výběry. Velký podíl cenzorovaných pozorování odpovídá
reálným datům, která budou analyzována v kapitole 6.
Dále byly užitím rovnice (5.6) spočteny MV odhady parametru λ ze všech 10 000
výběrů a jejich průměrné hodnoty λ̂ jsou na obrázku 5.1 pro různá schémata cenzorování
z tabulky 5.1. Z obrázku 5.1 a tabulky 5.2, kde jsou uvedeny průměrné MV odhady λ̂
a jejich průměrné střední kvadratické chyby, je vidět, že pro malé rozsahy výběru (n < 20)
jsou MV odhady parametru λ značně vychýlené i v případě, kdy počet cenzorovaných po-
zorování je nízký. Pro n ≥ 20 je vychýlení MV odhadů velmi malé a z praktického pohledu
zanedbatelné pro schémata cenzorování c6 (viz obrázek 5.1) a nižší. Dopad násobnosti cen-
zorování na odhad parametru λ je patrný pouze pro vyšší detekční limity v závislosti na
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(a) n = 10 (b) n = 20 (c) n = 30
(d) n = 50 (e) n = 100 (f) n = 500
Obrázek 5.1: Průměrné MV odhady parametru λ pro jednonásobné (index S), dvojnásobné
(index D), trojnásobné (index T) cenzorování a různé rozsahy výběru n.
Cenzorování
n = 10 n = 100
S D T S D T
c1 1,02 (0,092) 1,02 (0,092) 1,02 (0,092) 1,00 (0,010) 1,00 (0,010) 1,00 (0,010)
c2 1,02 (0,092) 1,02 (0,092) 1,02 (0,092) 1,00 (0,010) 1,00 (0,010) 1,00 (0,010)
c3 1,02 (0,090) 1,02 (0,090) 1,02 (0,090) 1,00 (0,010) 1,00 (0,010) 1,00 (0,010)
c4 1,02 (0,091) 1,02 (0,091) 1,02 (0,091) 1,00 (0,010) 1,00 (0,010) 1,00 (0,010)
c5 1,02 (0,091) 1,02 (0,090) 1,02 (0,090) 1,00 (0,010) 1,00 (0,010) 1,00 (0,010)
c6 1,02 (0,094) 1,02 (0,093) 1,02 (0,092) 1,00 (0,010) 1,00 (0,010) 1,00 (0,010)
c7 1,02 (0,094) 1,02 (0,090) 1,02 (0,090) 1,00 (0,010) 1,00 (0,010) 1,00 (0,010)
c8 1,01 (0,099) 1,02 (0,090) 1,02 (0,090) 1,00 (0,011) 1,00 (0,010) 1,00 (0,010)
c9 1,04 (0,097) 1,05 (0,092) 1,05 (0,092) 1,00 (0,012) 1,00 (0,010) 1,00 (0,010)
c10 0,82 (0,351) 1,01 (0,101) 1,02 (0,095) 0,99 (0,016) 1,00 (0,011) 1,00 (0,011)
c11 0,61 (0,568) 1,02 (0,103) 1,03 (0,096) 0,98 (0,025) 1,00 (0,012) 1,00 (0,011)
Tabulka 5.2: Průměrné MV odhady λ̂ a jejich průměrné střední kvadratické chyby (v zá-
vorce) pro jednonásobné (S), dvojnásobné (D), trojnásobné (T) cenzorování a různé rozsahy
výběru n.
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rozsahu výběru. Pro n ≥ 30 je rozdíl mezi jednonásobným, dvojnásobným a trojnásobným
cenzorováním téměř zanedbatelný až do schématu c7, při kterém je v souladu s očekáváním
nejvyšší vychýlení odhadu v případě jednonásobného cenzorování.
Rozptyl MV odhadu λ̂ parametru λ je možné odhadnout výběrovým rozptylem
s2(λ̂) ze simulovaných hodnot. Dále bude pomocí simulací porovnán asymptotický roz-
ptyl σ2(λ) = J−1(λ) s odhadem σ2(λ̂) = J−1(λ̂) založeným na očekávané FMI (viz věta
5.7) a odhadem σ˜2(λ̂) = J˜−1(λ̂) založeným na výběrové FMI (viz věta 5.3). Odhady σ2(λ̂)
a σ˜2(λ̂) byly zprůměrovány (10 000 výběrů) a od teď, když se bude mluvit o odhadech
σ2(λ̂), σ˜2(λ̂) asymptotického rozptylu σ2(λ), budou tím myšleny průměrné odhady z 10 000
výběrů (tedy σ2(λ̂) = J−1(λ̂), σ˜2(λ̂) = J˜−1(λ̂)). Tyto dva odhady společně s příslušným
empirickým výběrovým rozptylem S2 = ns2(λ̂) budou dále srovnány s asymptotickým roz-
ptylem v závislosti na násobnosti cenzorování (jednonásobné, dvojnásobné, trojnásobné)
a rozsahu výběru n. Vzhledem k relativně velkému počtu výběrů nám odhad S2(λ̂) umož-
ňuje posoudit vychýlení odhadů σ2(λ̂), σ˜2(λ̂) a asymptotický rozptyl σ2(λ).
(a) Jednonásobné, n = 10 (b) Dvojnásobné, n = 10 (c) Trojnásobné, n = 10
(d) Jednonásobné, n = 100 (e) Dvojnásobné, n = 100 (f) Trojnásobné, n = 100
Obrázek 5.2: Srovnání odhadů rozptylu S2(λ̂) = ns2(λ̂), σ2(λ̂) = J−1(λ̂), σ˜2(λ̂) = J˜−1(λ̂)
a asymptotického rozptylu σ2(λ) = J−1(λ) pro jednonásobné, dvojnásobné, trojnásobné
cenzorování a různé rozsahy výběru n s logaritmickým měřítkem na ose y.
Ze srovnání výše uvedených charakteristik rozptylu (viz obrázek 5.2 a tabulka 5.3 pro
dvojnásobné cenzorování) je vidět, že očekávaná výchylka odhadu σ2(λ̂) je značná pro malý
rozsah výběru, například hodnota σ2(λ) (respektive σ2(λ̂)) je rovna 1, 01 (1, 14) pro n = 10,
1, 00 (1, 04) pro n = 30 a 1, 00 (1, 01) pro n = 100 uvažujeme-li schéma c1 a dvojnásobné
cenzorování. Dále odhad S2(λ̂) nabývá nižších hodnot než asymptotický rozptyl σ2(λ) pro
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Cenzorování
n = 10 n = 100
S2(λ̂) σ2(λ) σ2(λ̂) σ˜2(λ̂) S2(λ̂) σ2(λ) σ2(λ̂) σ˜2(λ̂)
c1 0,9122 1,0101 1,1372 1,1270 1,0076 1,0010 1,0131 1,0121
c2 0,9170 1,0204 1,1473 1,1266 1,0130 1,0020 1,0133 1,0114
c3 0,8925 1,0419 1,1691 1,1266 0,9994 1,0042 1,0169 1,0129
c4 0,9071 1,0647 1,1990 1,1335 1,0164 1,0068 1,0184 1,0123
c5 0,8987 1,0896 1,2206 1,1310 1,0078 1,0103 1,0189 1,0108
c6 0,9212 1,1174 1,2540 1,1384 1,0049 1,0153 1,0245 1,0143
c7 0,8972 1,1504 1,2898 1,1457 1,0090 1,0234 1,0299 1,0175
c8 0,8990 1,1925 1,3322 1,1573 1,0055 1,0377 1,0465 1,0316
c9 0,8998 1,2524 1,4571 1,2392 1,0460 1,0667 1,0752 1,0575
c10 1,0049 1,3550 1,4837 1,2519 1,1370 1,1441 1,1515 1,1293
c11 1,0313 1,4517 1,5948 1,3682 1,2308 1,2537 1,2601 1,2336
Tabulka 5.3: Srovnání odhadů rozptylu S2(λ̂) = ns2(λ̂), σ2(λ̂) = J−1(λ̂), σ˜2(λ̂) = J˜−1(λ̂)
a asymptotického rozptylu σ2(λ) = J−1(λ) pro dvojnásobné cenzorování a různé rozsahy
výběru n.
malé rozsahy výběru, ale selhává pro vysokou úroveň (schéma) jednonásobného cenzoro-
vání. Všechny odhady rozptylu jsou téměř identické pro rozsah výběru n > 100. Variabilita
odhadů je podle očekávání nejmenší pro trojnásobné cenzorování a různé rozsahy výběru
a schémata cenzorování. Například pro schéma cenzorování c11 a rozsah výběru n = 10 je
asymptotický rozptyl σ2(λ) roven 2, 53 v případě jednonásobného, 1, 45 v případě dvojná-
sobného a 1, 30 v případě trojnásobného cenzorování. Podobně pro rozsah výběru n = 100.
(a) n = 10 (b) n = 50 (c) n = 500
Obrázek 5.3: Asymptotický rozptyl σ2(λ) = J−1(λ) pro jednonásobné (index S), dvojná-
sobné (index D), trojnásobné (index T) cenzorování a různé rozsahy výběru n s logarit-
mickým měřítkem na ose y.
Asymptotický rozptyl σ2(λ) (získaný z očekávané FMI) byl dále analyzován pro různá
schémata cenzorování a rozsahy výběru. Z obrázku 5.3 a tabulky 5.4 je vidět, že rozdíly
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Cenzorování
n = 10 n = 50 n = 500
S D T S D T S D T
c1 1,010 1,010 1,010 1,002 1,002 1,002 1,000 1,000 1,000
c2 1,021 1,020 1,020 1,004 1,004 1,004 1,000 1,000 1,000
c3 1,043 1,042 1,042 1,009 1,008 1,008 1,002 1,001 1,001
c4 1,067 1,065 1,064 1,015 1,013 1,013 1,004 1,002 1,002
c5 1,097 1,090 1,088 1,025 1,019 1,017 1,010 1,004 1,003
c6 1,136 1,117 1,114 1,041 1,026 1,023 1,022 1,007 1,004
c7 1,191 1,150 1,143 1,069 1,036 1,030 1,045 1,013 1,007
c8 1,279 1,192 1,175 1,120 1,053 1,040 1,089 1,026 1,013
c9 1,444 1,252 1,215 1,226 1,085 1,057 1,184 1,052 1,026
c10 1,869 1,355 1,264 1,531 1,168 1,100 1,459 1,126 1,062
c11 2,534 1,452 1,298 2,062 1,283 1,161 1,929 1,230 1,118
Tabulka 5.4: Asymptotický rozptyl σ2(λ) = J−1(λ) pro jednonásobné (S), dvojnásobné
(D), trojnásobné (T) cenzorování a různé rozsahy výběru n.
mezi asymptotickými rozptyly pro jednonásobné, dvojnásobné a trojnásobné cenzorování
jsou zanedbatelné po schéma c6 pro libovolný rozsah výběru.
Užitím asymptotického rozptylu σ2(λ) lze určit interval spolehlivosti pro parametr
λ. Pravděpodobnost pokrytí 95% intervalu spolehlivosti je pak dáná procentem případů
(z 10 000 opakování), kdy odhadnutý 95% interval spolehlivosti obsahuje skutečnou hod-
notu parametru. Výsledky simulací ukázaly, že pravděpodobnosti pokrytí jsou velmi po-
dobné pro všechny rozsahy výběru a schémata c1–c8 v případě jednonásobného, dvojná-
sobného i trojnásobného cenzorování. Z toho důvodu byly spočteny také pravděpodobnosti
pokrytí 95% intervalu spolehlivosti pro různé odhady rozptylu, konkrétně σ2(λ̂) a σ˜2(λ̂).
Vliv typu odhadu asymptotického rozptylu na pravděpodobnost pokrytí je ilustrován na
obrázku 5.4 pro případ dvojnásobného cenzorování. Z obrázku je vidět, že odhad založený
na očekávané FMI (viz věta 5.7) vykazuje lepší výsledky než odhad založený na výběrové
FMI (viz věta 5.3) pro všechna schémata cenzorování. Podobné výsledky lze pozorovat
i v případě jednonásobného a trojnásobného cenzorování.
Z provedených simulací lze usoudit, jaké vychýlení odhadů λ̂ a σ2(λ̂) lze očekávat pro
různé rozsahy výběru n = 10, 20, 30, 50, 100, 500, schémata cenzorování c1–c11 (viz tabulka
5.1) a násobnosti cenzorování (jednonásobné, dvojnásobné, trojnásobné). Ukázalo se, že uži-
tím očekávané FMI lze provést přijatelnou statistickou inferenci o parametru λ pro rozsahy
výběru n ≥ 30 a schémata cenzorování c1–c6, kde c6 odpovídá 50% kvantilu exponenciál-
ního rozdělení (tedy 50 % cenzorovaných hodnot). Dále v případě vyšší úrovně cenzorování
(schémata c6–c11) a malého rozsahu výběru (n = 30) je pravděpodobnost pokrytí spočtená
s využitím σ2(λ̂) (tedy užitím očekávané FMI) o asi 1 % nižší než předepsaná 95% mez
spolehlivosti. Použijeme-li odhad σ˜2(λ̂) (tedy užitím výběrové FMI) je pravděpodobnost
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(a) n = 30 (b) n = 50 (c) n = 100
Obrázek 5.4: Pravděpodobnosti pokrytí pro parametr λ̂ a různé odhady rozptylu při uva-
žování dvojnásobného cenzorování.
pokrytí o asi 2 % nižší než předepsaná 95% mez spolehlivosti.
Aby bylo možné srovnat dva nezávislé cenzorované výběry z exponenciálního rozdělení,
bude dále odvozen model cenzorovaného exponenciálního rozdělení pro dva výběry.
5.1.3 FIM pro dva výběry z cenzorovaného exponenciálního rozdělení
Nechť Xj,1, . . . , Xj,n, j = 1, 2, jsou dva nezávislé cenzorované výběry z exponenciálního
rozdělení s distribuční funkcí (5.1), hustotou (5.2) a parametry λ1 = λ pro první výběr
a λ2 = λ+ α pro druhý výběr. Parametr α charakterizuje rozdíl mezi rozdělením prvního
výběru a rozdělením druhého výběru. Je-li α = 0, rozdělení obou výběrů jsou identická.
Dále Xj,(1), . . . , Xj,(n), j = 1, 2, označuje uspořádaný výběr Xj,1, . . . , Xj,n a veličiny Nj,i
jsou četnosti odpovídající četnostem Ni, i = 0, 1, . . . , k, kde j značí číslo výběru (j = 1, 2).
Logaritmická věrohodnostní funkce sdruženého výběru X1,1, . . . , X1,n, X2,1, . . . , X2,n je pak
tvaru
lR(α, λ) = l(λ,N1,0, . . . , N1,k, X1,(n−N1,0+1), . . . , X1,(n))
+ l(λ+ α,N2,0, . . . , N2,k, X2,(n−N2,0+1), . . . , X2,(n))
(5.10)
a MV odhady α̂, λ̂ parametrů α, λ se získají maximalizací logaritmické věrohodnostní
funkce (5.10).
Dále lze užitím FMI pro jednovýběrový model exponenciálního rozdělení stanovit oče-
kávanou FIM pro dvouvýběrový model.
Věta 5.8. Očekávaná FIM sdruženého mnohonásobně zleva cenzorovaného (cenzorování
typu I) náhodného výběru z exponenciálního rozdělení je tvaru


























21 = Jn(λ+ α,N2,0, . . . , N2,k, X2,(n−N2,0+1), . . . , X2,(n)),
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JR22 = Jn(λ,N1,0, . . . , N1,k, X1,(n−N1,0+1), . . . , X1,(n))
+ Jn(λ+ α,N2,0, . . . , N2,k, X2,(n−N2,0+1), . . . , X2,(n)),
a Jn je uvedeno ve větě 5.7
Důkaz. Zřejmé.
5.1.4 Srovnání dvou nezávislých cenzorovaných výběrů z exponenciálního rozdě-
lení
Je-li potřeba porovnat dva nezávislé zleva cenzorované výběry z exponenciálního rozdělení,
lze k tomu použít asymptotické testy s rušivými parametry, které jsou popsány v odstavci
3.2. Nulová hypotéza je tvaru H0 : α = 0 proti alternativě H1 : α 6= 0, tedy λ je rušivý






W = α̂2JRn,11.2(α̂, λ̂),
LR = 2
[




kde JRn,11.2(α, λ) = JR11 − JR12(JR22)−1JR21 je transformace FIM JRn (α, λ) s dosazenými pa-
rametry odhadnutými za platnosti H0 (označeno vlnkou), případně bez dalších omezení
(označeno stříškou). Funkce U1(α, λ) = ∂lR/∂α je skórová funkce s dosazenými parame-
try odhadnutými za platnosti H0 (označeno vlnkou). Nulová hypotéza se zamítne na dané
hladině významnosti v případě, že hodnota zvolené testovací statistiky (5.11) přesáhne
příslušnou kritickou hodnotu χ2 rozdělení.
5.2 Cenzorované Weibullovo rozdělení
Nyní bude popsán model mnohonásobně zleva cenzorovaného Weibullova rozdělení pro je-
den výběr, který bude následně rozšířen na případ srovnání dvou nezávislých cenzorovaných
výběrů z Weibullova rozdělení. Z toho důvodu budou v závěru odstavce odvozeny testo-
vací statistiky pro srovnání dvou nezávislých mnohonásobně zleva cenzorovaných výběrů
z Weibullova rozdělení.
5.2.1 Model Weibullova rozdělení pro jeden výběr
Nechť X1, . . . , Xn je náhodný výběr z Weibullova rozdělení s parametry λ > 0, τ > 0,
distribuční funkcí





pro x ≥ 0,












pro x ≥ 0,
0 pro x < 0.
(5.13)
Věrohodnostní funkci cenzorovaného výběru lze zapsat (viz [14]) ve tvaru
L(λ, τ,N0, N1, . . . , Nk, X(n−N0+1), . . . , X(n)) =
n!
N1! . . . Nk!
k∏
i=1







i=n−N0+1 f(X(i)) = 1 pro N0 = 0. Logaritmická věrohodnostní funkce
je pak tvaru
l(λ, τ,N0, N1, . . . , Nk, X(n−N0+1), . . . , X(n)) = lnL = ln
(
n!















Jestliže F ′λ (respektive F
′
τ ) označuje derivaci distribuční funkce podle parametru λ (re-
spektive τ), f ′λ (respektive f
′
τ ) označuje derivaci hustoty podle parametru λ (respektive τ)
a
Hλi (λ, τ) =
∂
∂λ
ln [F (di, λ, τ)− F (di−1, λ, τ)] = F
′
λ(di, λ, τ)− F ′λ(di−1, λ, τ)
























− exp [− (di
λ
)τ]} ,
Hτi (λ, τ) =
∂
∂τ
ln [F (di, λ, τ)− F (di−1, λ, τ)] = F
′
τ (di, λ, τ)− F ′τ (di−1, λ, τ)




















− exp [− (di
λ
)τ]} , i = 1, . . . , k,









































































Xτ(i) lnX(i) = 0.
(5.16)
MV odhady λ̂ a τ̂ parametrů λ a τ lze získat numerickým řešením rovnic (5.16). Je také
možné použít Nelderův-Meadův simplexový algoritmus, který je implementován v Matlabu
(verze 7.12, R2011a), a maximalizovat logaritmickou věrohodnostní funkci (5.14).
Dále bude pomocí FIM (viz kapitola 2) stanoven rozptyl odhadu parametrů λ a τ .
Nejprve bude odvozena výběrová FIM, která je nestranným odhadem očekávané FIM,
a která bývá často upřednostňována, zejména v situacích, kdy je stanovení očekávané FIM
komplikované.
Věta 5.9. Výběrová FIM mnohonásobně zleva cenzorovaného (cenzorování typu I) náhod-












































































ττ 2 + dτi λ



















ττ 2 + dτi−1λ













































− exp [− (di
λ
)τ]}2 ,

























































































− exp [− (di
λ
)τ]}2 ,

















































































































− exp [− (di
λ
)τ]}2 , i = 1, . . . , k.













Užitím vztahu (5.16) lze pak snadno stanovit druhé derivace logaritmické věrohodnostní
funkce podle parametrů λ a τ , což dává tvrzení věty.
Další pozornost bude věnována stanovení očekávané FIM. K tomu bude potřeba několik
pomocných tvrzení.
Lemma 5.10. Nechť X1, . . . , Xn je náhodný výběr z Weibullova rozdělení. Pak hustota






















(n− i+ j + 1)
]
, i = 1, . . . , n.
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f(x) [F (x)]i−1 [1− F (x)]n−i , i = 1, 2, . . . , n.
Místo F se dosadí distribuční funkce (5.12) a místo f hustota (5.13) necenzorovaného











































































(n− i+ j + 1)
]
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(n− i+ j + 1)−2, i = 1, . . . , n.
Důkaz. Postupnými úpravami s využitím lemmatu 5.10 a faktu, že
∫∞
0
te−tdt = Γ(2) = 1,




























































(n− i+ j + 1)−2.





transformované náhodné veličiny Xτ(i) lnX(i) je tvaru
























, i = 1, . . . , n,
kde γe
.
= 0, 57722 je Eulerova konstanta.
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Důkaz. Postupnými úpravami s využitím lemmatu 5.10 a faktů, že
∫∞
0




t ln t e−tdt = Γ
′

















































































































































































− 2γe + γ2e
}
, i = 1, . . . , n,
kde γe
.
= 0, 57722 je Eulerova konstanta.
Důkaz. Postupnými úpravami s využitím lemmatu 5.10 a faktů, že
∫∞
0
te−tdt = Γ(2) = 1,∫∞
0
t ln t e−tdt = Γ
′
(2) = 1 − γe a
∫∞
0
































































x2τ−1 (lnxτ )2 exp
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n− i+ j + 1
)∫ ∞
0




































− 2γe + γ2e
}
.
Lemma 5.14. Nechť X1, . . . , Xn je náhodný výběr z Weibullova rozdělení. Pak střední











































Důkaz. Podobným způsobem jako v důkazu lemmatu 5.6.
Lemma 5.15. Nechť X1, . . . , Xn je náhodný výběr z Weibullova rozdělení. Pak střední











































Důkaz. Podobným způsobem jako v důkazu lemmatu 5.6.
Lemma 5.16. Nechť X1, . . . , Xn je náhodný výběr z Weibullova rozdělení. Pak střední
















































Důkaz. Podobným způsobem jako v důkazu lemmatu 5.6.
Věta 5.17. Očekávaná FIM mnohonásobně zleva cenzorovaného (cenzorování typu I) ná-
hodného výběru z Weibullova rozdělení s distribuční funkcí (5.12) je tvaru






































ττ 2 + dτkλ































































































































































































































































































































































































































Důkaz. Z poznámky 2.5 plyne, že
Jn(λ, τ) = EJ˜n(λ, τ). (5.18)
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Dosazením J˜n ze vztahu (5.17) do (5.18) dostáváme


























































nJ12 = nJ21 = −
k∑
i=1






















přičemž přesné vyjádření Hλλi , Hττi a Hλτi lze najít ve větě 5.9. Z lemmatu 5.2 plyne, že
Ni ∼ Bi(n, θi), i = 0, . . . , k, tedy očekávané četnosti jsou tvaru










− exp [− (di
λ
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pro i = 0.




































































































































n− i+ j + 1
)
(1− γe) + pi
2
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což po dosazení do vztahů (5.19) dává tvrzení věty.
Vzhledem k asymptotickým vlastnostem MV odhadu λ̂ (respektive τ̂) má (viz věta 2.11)√
n(λ̂−λ) (respektive √n(τ̂ −τ)) asymptoticky normální rozdělení N(0;σ2(λ)) (respektive
N(0;σ2(τ))), kde σ2(λ), σ2(τ) odpovídají diagonálním prvkům varianční matice V (λ, τ) =
J−1(λ, τ).
Aby bylo možné srovnat dva nezávislé cenzorované výběry z Weibullova rozdělení bude
dále odvozen model cenzorovaného Weibullova rozdělení pro dva výběry.
5.2.2 FIM pro dva výběry z cenzorovaného Weibullova rozdělení
Nechť Xj,1, . . . , Xj,n, j = 1, 2, jsou dva nezávislé cenzorované výběry z Weibullova rozdělení
s distribuční funkcí (5.12), hustotou (5.13) a parametry λ1 = λ, τ1 = τ pro první výběr
a λ2 = λ + α, τ2 = τ + β pro druhý výběr. Parametry α a β charakterizují rozdíl mezi
rozdělením prvního výběru a rozdělením druhého výběru. Je-li α = 0 a β = 0, rozdělení
obou výběrů jsou identická. Dále Xj,(1), . . . , Xj,(n), j = 1, 2, označuje uspořádaný výběr
Xj,1, . . . , Xj,n a veličiny Nj,i jsou četnosti odpovídající četnostem Ni, i = 0, 1, . . . , k, kde
j značí číslo výběru (j = 1, 2). Logaritmická věrohodnostní funkce sdruženého výběru
X1,1, . . . , X1,n, X2,1, . . . , X2,n je pak tvaru
lR(α, β, λ, τ) = l(λ, τ,N1,0, . . . , N1,k, X1,(n−N1,0+1), . . . , X1,(n))
+ l(λ+ α, τ + β,N2,0, . . . , N2,k, X2,(n−N2,0+1), . . . , X2,(n))
(5.20)
a MV odhady α̂, β̂, λ̂, τ̂ parametrů α, β, λ, τ se získají maximalizací logaritmické věrohod-
nostní funkce (5.20).
Dále lze užitím FIM pro jednovýběrový model Weibullova rozdělení stanovit očekáva-
nou FIM pro dvouvýběrový model.
Věta 5.18. Očekávaná FIM sdruženého mnohonásobně zleva cenzorovaného (cenzorování
typu I) náhodného výběru z Weibullova rozdělení je tvaru
























































































42 = nJ22(λ+ α, τ + β,N2,0, . . . , N2,k, X2,(n−N2,0+1), . . . , X2,(n)),
JR33 = nJ11(λ, τ,N1,0, . . . , N1,k, X1,(n−N1,0+1), . . . , X1,(n))
+ nJ11(λ+ α, τ + β,N2,0, . . . , N2,k, X2,(n−N2,0+1), . . . , X2,(n)),
JR44 = nJ22(λ, τ,N1,0, . . . , N1,k, X1,(n−N1,0+1), . . . , X1,(n))
+ nJ22(λ+ α, τ + β,N2,0, . . . , N2,k, X2,(n−N2,0+1), . . . , X2,(n)),
JR34 = J
R
43 = nJ12(λ, τ,N1,0, . . . , N1,k, X1,(n−N1,0+1), . . . , X1,(n))
+ nJ12(λ+ α, τ + β,N2,0, . . . , N2,k, X2,(n−N2,0+1), . . . , X2,(n)),
a J11, J12, J22 lze najít ve větě 5.17
Důkaz. Zřejmé.
5.2.3 Srovnání dvou nezávislých cenzorovaných výběrů z Weibullova rozdělení
Je-li potřeba porovnat dva nezávislé zleva cenzorované výběry z Weibullova rozdělení, lze
k tomu použít asymptotické testy s rušivými parametry, které jsou popsány v odstavci 3.2.
Nulová hypotéza je tvaru H0 : (α, β)T = (0, 0)T proti alternativě H1 : (α, β)T 6= (0, 0)T, tedy
λ, τ jsou rušivé parametry. Testovací statistiky mají asymptoticky χ2 rozdělení s dvěma
stupni volnosti a jsou tvaru
LM = UT1 (0, 0, λ˜, τ˜)
[
JRn,11.2(0, 0, λ˜, τ˜)
]−1
U1(0, 0, λ˜, τ˜),
W = (α̂, β̂)T
[










































je transformace FIM JRn (α, β, λ, τ) s dosazenými parametry odhadnutými za platnos-
ti H0 (označeno vlnkou), případně bez dalších omezení (označeno stříškou). Funkce
U1(α, β, λ, τ) = (∂lR/∂α, ∂lR/∂β)
T je skórová funkce s dosazenými parametry odhadnu-
tými za platnosti H0 (označeno vlnkou). Nulová hypotéza se zamítne na dané hladině
významnosti v případě, že hodnota zvolené testovací statistiky (5.21) přesáhne příslušnou
kritickou hodnotu χ2 rozdělení.
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5.3 Test přípustnosti nahrazení cenzorovaného Weibullova rozdě-
lení exponenciálním submodelem
Často může nastat situace, kdy je model cenzorovaného Weibullova rozdělení pro popis
zvoleného datového souboru příliš složitý a model cenzorovaného exponenciálního rozdě-
lení by byl dostačující. Proto bude dále popsán test pro posouzení přípustnosti nahrazení
cenzorovaného Weibullova rozdělení exponenciálním submodelem.
Je-li třeba posoudit vhodnost nahrazení Weibullova rozdělení exponenciálním rozděle-
ním, lze použít asymptotické testy s rušivými parametry, které jsou popsány v odstavci 3.2.
Nulová hypotéza je vyjádřena jako omezení na hodnotu parametru τ Weibullova rozdělení,
tedy při nezamítnutí H0 : τ = 1 proti alternativě H1 : τ 6= 1 na zvolené hladině významnosti
lze použít exponenciální rozdělení místo Weibullova rozdělení. V tomto případě je τ cílový
parametr a λ rušivý parametr. Testovací statistiky jsou pro necenzorované exponenciální
a Weibullovo rozdělení odvozeny v knize [5].
V případě mnohonásobně zleva cenzorovaného Weibullova a exponenciálního rozdělení





W = (τ̂ − 1)2Jn,22.1(λ̂, τ̂),
LR = 2
[




kde logaritmická věrohodnostní funkce l(λ, τ) je dána vztahem (5.14). Dále Jn,22.1(λ, τ) =
n(J22 − J21J−111 J12) je transformace FIM Jn(λ, τ), která je uvedena ve větě 5.17, s dosa-
zenými parametry odhadnutými za platnosti H0 (označeno vlnkou), případně bez dalších
omezení (označeno stříškou). Funkce U1(λ, τ) = ∂l(λ, τ)/∂τ je skórová funkce s dosazenými
parametry odhadnutými za platnosti H0 (označeno vlnkou). Nulová hypotéza se zamítne
na dané hladině významnosti v případě, že hodnota zvolené testovací statistiky (5.22)
přesáhne příslušnou kritickou hodnotu χ2 rozdělení.
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6 Statistická analýza koncentrací musk sloučenin
V této kapitole budou metody odvozené v kapitole 5 použity ke zpracování reálných che-
mických dat. Konkrétně se bude jednat o analýzu koncentrací syntetických musk sloučenin,
jejichž přítomnost byla odhalena v rybí tkáni. Závěrem bude posouzen vliv čistírny odpad-
ních vod (ČOV) na koncentraci musk sloučenin v rybí tkáni.
Syntetické musk sloučeniny neboli syntetické vonné látky představují skupinu orga-
nických environmentálních kontaminantů, a to především kvůli své perzistenci, bioakumu-
lačnímu potenciálu a toxicitě (viz např. [12, 24]). Běžně se užívají jako náhrada přírodního
pižma v parfémech, detergentech (prací a čisticí prostředky), kosmetických produktech
a produktech osobní péče (mýdla, šampony, tělová mýdla, atd.). K průniku těchto látek do
životního prostředí dochází především prostřednictvím odpadních vod kvůli jejich nedosta-
tečnému odstranění v ČOV. Akumulace musk sloučenin v životním prostředí (povrchové
vody, sedimenty) má za následek jejich výskyt v potravním řetězci, zvláště pak ve vodním
ekosystému, neboť díky lipofilním vlastnostem mají schopnost biokoncentrace v různých
typech vodních organizmů. Tyto látky lze rovněž najít v lidském těle, například v tkáni
nebo tělních tekutinách jako je krev nebo mateřské mléko (viz např. [67]), jako důsledek
konzumace ryb. Je důležité sledovat koncentraci musk sloučenin v rybí tkáni, protože pří-
tomnost musk sloučenin může mít negativní vliv na lidské tělo. Například musk ambrette
je považován za silný fotoalergen, který může mít při vysokých dávkách neurotoxické a mu-
tagenní účinky. Musk tibeten může mít karcinogenní účinky a některé musk sloučeniny jsou
považovány za endokrinní disruptory.
Reálná data tvoří 60 ryb z čeledi kaprovitých (jelec tloušť), které byly chyceny v řece
Svratce poblíž ČOV Brno–Modřice. Polovina ryb byla chycena před ČOV (skupina 1)
a polovina za ČOV (skupina 2). Při analýze vzorků rybí tkáně, konkrétně svaloviny, byla
odhalena přítomnost několika musk sloučenin.
Při analýze musk sloučenin (a chemických látek obecně) lze často narazit na situaci,
kdy sledovaná látka ve vzorku buď chybí, anebo je přítomna v tak nízké koncentraci, že
nedosahuje detekčního limitu měřicího zařízení. Provedené chemické analýzy totiž nedo-
volují přesné stanovení příslušných koncentrací, pokud se výsledné hodnoty nachází pod
mezí detekce nebo mezí stanovitelnosti (kvantifikace) použité metody. Mez detekce (LOD
z anglického Limit Of Detection) je nejnižší koncentrace látky, kterou lze ještě rozlišit
od nepřítomnosti této látky ve vzorku a mez stanovitelnosti (LOQ z anglického Limit Of
Quantification) je nejnižší koncentrace, při které je možné od sebe odlišit dvě různé hodnoty
koncentrace látky. Jelikož jsou předepsány dvě fixní meze (d1 =LOD a d2 =LOQ), bude
další analýza založena na dvojnásobně zleva cenzorovaných výběrech, přičemž cenzorování
bude typu I.
Jak již bylo řečeno, v situacích, kdy měřená veličina nabývá pouze kladných hodnot,






















Tabulka 6.1: Analyzované musk sloučeniny.
exponenciální nebo Weibullovo rozdělení. Proto budou k analýze koncentrací využity vý-
sledky odvozené v kapitole 5. Použití těchto metod bude ilustrována pro čtyři polycyklické
musk sloučeniny (phantolid, traseolid, galaxolid, tonalid), viz tabulka 6.1.
Obrázek 6.1: Histogram koncentrace phantolidu s proloženou hustotou exponenciálního
(čárkovaně) a Weibullova rozdělení (plnou čarou).
Nejprve bude modelována koncentrace musk sloučenin pomocí Weibullova rozdělení.
Užitím metod odvozených v odstavci 5.2 se získají MV odhady parametrů λ a τ dvojná-
sobně zleva cenzorovaného Weibullova rozdělení. Při pohledu na histogramy koncentrací
musk sloučenin však vyvstala myšlenka, zda by nebylo možné nahradit rozdělení Weibullovo
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Sloučenina
Skupina 1 Skupina 2
H Stat p-hodnota H Stat p-hodnota
Phantolid 0 2,69 0,10 0 1,27 0,26
Traseolid 0 2,19 0,14 0 1,78 0,18
Galaxolid 1 9,49 0,00 1 19,40 0,00
Tonalid 1 6,19 0,01 1 4,21 0,04
Tabulka 6.2: Test poměrem věrohodností pro posouzení vhodnosti nahrazení Weibullova
rozdělení exponenciálním rozdělením. Sloupec Stat obsahuje hodnoty testovací statistiky
LR a H = 0 (respektive H = 1) značí, že se nulová hypotéza nezamítá (respektive zamítá)
na hladině významnosti 0, 05.
rozdělením exponenciálním. Proto byl užitím metod odvozených v odstavci 5.1 získán MV
odhad parametru λ dvojnásobně zleva cenzorovaného exponenciálního rozdělení. Na ob-
rázku 6.1 je pro ilustraci znázorněn histogram koncentrace phantolidu s proloženou husto-
tou exponenciálního a Weibullova rozdělení, ze kterého je patrné, že by takové nahrazení
mohlo být přípustné.
K potvrzení vhodnosti nahrazení Weibullova rozdělení exponenciálním rozdělením lze
použít asymptotický test s rušivými parametry, který je popsán v odstavci 5.3. Bude se
tedy testovat nulová hypotéza H0 : τ = 1 proti alternativě H1 : τ 6= 1. Při nezamítnutí
H0 na zvolené hladině významnosti lze použít exponenciální rozdělení místo Weibullova
rozdělení. V tabulce 6.2 lze najít výsledky testu poměrem věrohodností, ze kterých je pa-
trné, že exponenciální rozdělení lze použit v případě sloučenin phantolid a traseolid a nelze
použít v případě sloučenin galaxolid a tonalid. Zbývající asymptotické testy (Waldův test,
skórový test) ukázaly obdobné výsledky. Další pozornost tedy bude věnována modelu ex-
ponenciálního rozdělení a Weibullovo rozdělení přijde na řadu později.
Aby bylo možné posoudit vliv ČOV na koncentraci phantolidu a traseolidu v rybí
tkáni, bude třeba testovat, zda jsou rozdělení koncentrací musk sloučenin ve skupině 1 a 2
identická. K tomu lze využít model popsaný v odstavci 5.1.3 a testy popsané v odstavci
5.1.4. Bude se tedy testovat nulová hypotéza H0 : α = 0 proti alternativě H1 : α 6= 0.
V tabulce 6.3 jsou výsledky skórového testu, testu poměrem věrohodností a Waldova testu,
ze kterých je patrné, že ČOV nemá významný vliv na rozdělení koncentrací phantolidu
a traseolidu, protože všechny testy nezamítají nulovou hypotézu na hladině významnosti
0, 05.
Síly skórového testu, testu poměrem věrohodností a Waldova testu pro srovnání dvou
nezávislých cenzorovaných výběrů z exponenciálního rozdělení byly porovnány užitím si-
mulací, ze kterých vyplynulo, že při analýze koncentrací musk sloučenin je vhodné upřed-




H Stat p-hodnota H Stat p-hodnota H Stat p-hodnota
Phantolid 0 0,60 0,44 0 0,57 0,45 0 0,53 0,47
Traseolid 0 0,32 0,57 0 0,31 0,58 0 0,30 0,58
Tabulka 6.3: Srovnání rozdělení koncentrací musk sloučenin phantolid a traseolid mezi
skupinou 1 a 2 užitím skórového testu (LM), testu poměrem věrohodností (LR) a Waldova
testu (W). Sloupec Stat obsahuje hodnoty příslušné testovací statistiky a H = 0 značí, že
se nezamítá nulová hypotéza na hladině významnosti 0, 05.
Nyní bude pozornost upřena na sloučeniny galaxolid a tonalid, u kterých nebylo možné
nahradit Weibullovo rozdělení exponenciálním rozdělením. Na obrázku 6.2 je pro ilustraci
znázorněn histogram koncentrace tonalidu s proloženou hustotou exponenciálního a Wei-
bullova rozdělení, ze kterého je vidět, že v tomto případě není proložení exponenciálním
rozdělením nejlepší volba, což potvrdil i test poměrem věrohodností (viz tabulka 6.2).
Obrázek 6.2: Histogram koncentrace tonalidu s proloženou hustotou exponenciálního (čár-
kovaně) a Weibullova rozdělení (plnou čarou).
Aby bylo možné posoudit vliv ČOV na koncentraci galaxolidu a tonalidu v rybí tkáni,
bude se opět testovat, zda jsou rozdělení koncentrací musk sloučenin ve skupině 1 a 2
identická. K tomu se využije model popsaný v odstavci 5.2.2 a testy popsané v odstavci
5.2.3. Bude se tedy testovat nulová hypotéza H0 : (α, β)T = (0, 0)T proti alternativě
H1 : (α, β)
T 6= (0, 0)T. V tabulce 6.4 jsou výsledky skórového testu, testu poměrem věro-




H Stat p-hodnota H Stat p-hodnota H Stat p-hodnota
Galaxolid 0 2,19 0,33 0 2,06 0,36 0 1,96 0,38
Tonalid 0 2,52 0,28 0 2,52 0,28 0 2,37 0,31
Tabulka 6.4: Srovnání rozdělení koncentrací musk sloučenin galaxolid a tonalid mezi sku-
pinou 1 a 2 užitím skórového testu (LM), testu poměrem věrohodností (LR) a Waldova
testu (W). Sloupec Stat obsahuje hodnoty příslušné testovací statistiky a H = 0 značí, že
se nezamítá nulová hypotéza na hladině významnosti 0, 05.
koncentrací galaxolidu a tonalidu, protože všechny testy nezamítají nulovou hypotézu na
hladině významnosti 0, 05.
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7 Teorie extrémních hodnot pro dvourozměrná pozo-
rování
Teorie extrémních hodnot se neomezuje pouze na případ jednorozměrných pozorování, ale
existuje dostatečně bohatá teorie i o vícerozměrných extrémech. Aby bylo docíleno větší
přehlednosti v probírané problematice, bude pozornost soustředěna pouze na dvourozměrný
případ. V této kapitole budou tedy stručně shrnuty základy z teorie extrémních hodnot
pro dvourozměrná pozorování. Vzhledem k tomu, že tato práce je zaměřena především na
teorii extrémních hodnot pro jednorozměrná pozorování a její aplikace, budou některé věty
v této kapitole uvedeny bez důkazů s tím, že příslušné důkazy lze najít v monografii [22].
Nechť (X1, Y1), . . . , (Xn, Yn) je posloupnost nezávislých a stejně rozdělených náhod-
ných vektorů s distribuční funkcí F . Vektor (X, Y ) může reprezentovat například výšku
mořské hladiny ve dvou různých lokacích nebo dvojici výška vln a výška klidné mořské hla-
diny. Při analýze dvourozměrných (a obecně vícerozměrných) extrémů vyvstává důležitá
otázka, a to jakým způsobem definovat maximum množiny vektorů (X1, Y1), . . . , (Xn, Yn).
Ukázalo se, že stačí určit maxima z veličin X1, . . . , Xn a Y1, . . . , Yn odděleně a následně
z jednotlivých maxim sestavit nový vektor. Výsledný vektor maxim tedy většinou nebude
roven některému z původních vektorů (Xi, Yi), i = 1, . . . , n. Dále předpokládejme, že exis-
tují takové posloupnosti reálných konstant an > 0, bn, cn > 0, dn, a simultánní distribuční
funkce G(x, y) s nedegenerovanými marginálními distribučními funkcemi G1(x) = G(x,∞),





max {X1, . . . , Xn} − bn
an




= G(x, y). (7.1)
Rozdělení s distribuční funkcí G definovanou vztahem (7.1) s nedegenerovanými marginál-
ními distribučními funkcemi G1, G2 se pak nazývá dvourozměrné EV rozdělení.
Dále bude stanovena třída všech možných limitních rozdělení s distribuční funkcí G.
K tomu se využijí teoretické poznatky z kapitoly 1. Jelikož ze vztahu (7.1) plyne konver-




















přičemž tato marginální rozdělení jsou spojitého typu. Nyní se zvolí takové posloupnosti

















Jelikož F (x, y) představuje spojité rozdělení a marginální distribuční funkce G1(x) a G2(y)
jsou nedegenerované, je spojitá i simultánní distribuční funkce G(x, y). Dále nechť Fi,
i = 1, 2, jsou marginální distribuční funkce k funkci F a Ui(t) = F←i (1 − 1/t), t > 1,
i = 1, 2, jsou příslušné kvantilové funkce chvostu. Pak z věty 1.10 plyne, že existuje taková






































Vztah (7.1) lze dále přepsat jako
lim
n→∞
F n(anx+ bn, cny + dn) = G(x, y).
Jestliže xn → u, yn → v, pak z monotonie funkce F a spojitosti funkce G plyne
lim
n→∞










pro x, y > 0. Pak, vezme-li se do úvahy vztah (7.7), lze po dosazení do (7.8) dostat
lim
n→∞









a tím i tvrzení následující věty.
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Věta 7.1. Nechť existují takové reálné konstanty an > 0, bn, cn > 0, dn, že
lim
n→∞
F n(anx+ bn, cny + dn) = G(x, y)















Pak pro F1(x) := F (x,∞), F2(y) := F (∞, y), Ui(x) := F←i (1 − 1/x), i = 1, 2, a všechna
x, y > 0 platí, že
lim
n→∞
F n(U1(nx), U2(ny)) = G0(x, y),
kde








a γ1, γ2 jsou marginální EV indexy ze vztahů (7.4) a (7.5).
Věta 7.2. K libovolné distribuční funkci EV rozdělení ze vztahu (7.1) existuje za platnosti
(7.4) a (7.5) konečná míra ν definovaná na 〈0;pi/2〉, která je reprezentována distribuční

























, x, y > 0.
(7.9)
Parametry γ1 a γ2 jsou EV indexy marginálních rozdělení příslušných rozdělení s distribuční
funkcí G. Navíc platí podmínka∫ pi
2
0




sin θ Ψ(dθ) = 1. (7.10)
Naopak každá konečná míra reprezentovaná distribuční funkcí Ψ definuje limitní distri-
buční funkci G ve vztahu (7.1) prostřednictvím vztahu (7.9) za předpokladu, že je splněna
podmínka (7.10).
Důkaz. Důkaz lze najít v monografii [22].
Definice 7.3. Konečná míra ν zavedená ve větě 7.2 se nazývá spektrální míra.
Věta 7.4. Ke každému limitnímu rozdělení s distribuční funkcí G danou vztahem (7.1)
s příslušnými marginálními distribučními funkcemi (7.4) a (7.5) existuje:
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(1) Konečná míra (reprezentovaná distribuční funkcí Ψ) na intervalu 〈0;pi/2〉 taková, že


























s podmínkou ∫ pi
2
0




sin θ Ψ(dθ) = 1.
(2) Rozdělení (reprezentované distribuční funkcí H) soustředěné na intervalu 〈0; 1〉 se

























(3) Konečná míra (reprezentovaná distribuční funkcí Λ) na intervalu 〈0;pi/2〉 taková, že


















min {1, tg θ}
x
,






s podmínkou ∫ pi
2
0




min {1, cotg θ} Λ(dθ) = 1.
Parametry γ1 a γ2 jsou EV indexy marginálních rozdělení příslušných rozdělení s distribuční
funkcí G.
Naopak libovolná konečná míra reprezentovaná distribuční funkcí Ψ, H nebo Λ za-
příčiní existenci limitní distribuční funkce G v (7.1) prostřednictvím vztahů (7.11), (7.12)
nebo (7.13) s tím, že musí být splněny přidružené podmínky.
Poznámka 7.5. Z vyjádření (7.11)–(7.13) plyne, že limitní rozdělení ve vztahu (7.1) jsou
charakterizována pouze spektrální mírou a EV indexy příslušných marginálních rozdělení.
Spektrální míry Ψ, H a Λ nejsou jediné, ale jsou nejčastěji používané a jednu na druhou
lze přetransformovat. Záleží tedy na konkrétní situaci, kterou míru je vhodnější použít.
Jak bylo zmíněno v poznámce 7.5, třída limitních rozdělení ve vztahu (7.1) je charak-
terizována pouze EV indexy γ1 a γ2 marginálních rozdělení příslušných distribuční funkci
G a spektrální mírou, která určuje závislostní strukturu mezi jednotlivými veličinami. To
se odráží v podmínce oboru atraktivity, která kromě marginálních rozdělení zahrnuje i zá-
vislostní strukturu.
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Nechť G : R2 → R+ je distribuční funkce EV rozdělení. Jestliže pro posloupnost
reálných konstant an > 0, bn, cn > 0, dn platí
lim
n→∞
F n(anx+ bn, cny + dn) = G(x, y)
pro všechna x, y ∈ R, pak říkáme, že distribuční funkce F patří do oboru atraktivity
distribuční funkce G.
Věta 7.6. Nechť G je distribuční funkce EV rozdělení a exp[−(1+γix)−1/γi ], i = 1, 2, jsou
marginální distribuční funkce příslušné funkci G. Dále nechť Ψ nebo H nebo Λ je spektrální
míra, která byla zavedena ve větě 7.4. Platí následující tvrzení.
(1) Jestliže distribuční funkce F náhodného vektoru (X, Y ) se spojitými marginálními dis-
tribučními funkcemi F1, F2 patří do oboru atraktivity funkce G, pak platí následující
ekvivalentní podmínky:
(a) Pro Ui = (1/(1− Fi))←, i = 1, 2 a x, y > 0 platí
lim
t→∞
1− F (U1(tx), U2(ty))
1− F (U1(t), U2(t)) = S(x, y), (7.14)
kde S(x, y) := lnG ((xγ1 − 1)/γ1, (yγ2 − 1)/γ2) / lnG(0, 0).





V 2 +W 2 > t2r2 ∧ W
V
≤ tg θ









kde V := 1/(1− F1(X)) a W := 1/(1− F2(Y )).





V +W > tr ∧ V
V +W
≤ s
∣∣∣∣∣ V +W > t
)
= r−1H(s), (7.16)
kde V := 1/(1− F1(X)) a W := 1/(1− F2(Y )).





max {V,W} > tr ∧ V
W
≤ tg θ









kde V := 1/(1− F1(X)) a W := 1/(1− F2(Y )).
(2) Naopak jestliže spojité marginální distribuční funkce Fi patří do oboru atraktivity funkce
exp[−(1 + γix)−1/γi ], i = 1, 2, a libovolný ze vztahů (7.14)–(7.17) platí pro nějakou
kladnou funkci S nebo nějakou ohraničenou distribuční funkci Ψ, H nebo Λ, pak F
patří do oboru atraktivity G.
101
Důkaz. Důkaz lze najít v monografii [22].
Dosud bylo ukázáno, že mnohorozměrné EV rozdělení je charakterizováno EV indexy mar-
ginálních EV rozdělení a spektrální mírou charakterizující závislostní strukturu mezi veliči-
nami. Neexistuje tedy exaktní parametrizace mnohorozměrného EV rozdělení. Jako vhodný
přístup k odhadu závislostní struktury se jeví použití neparametrických metod. Rozsáh-
lejší analýza mnohorozměrných extrému však již přesahuje rámec této práce. Další výsledky
z teorie mnohorozměrných extrémů lze najít například v [8, 15, 22, 59].
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Závěr
Dizertační práce je zaměřena na rozdělení extrémních hodnot a jejich aplikace. Jelikož není
v současné době dostupná žádná česky psaná monografie s touto tematikou, jsou v práci
shrnuty základní poznatky z teorie extrémních hodnot pro jednorozměrná a dvourozměrná
pozorování. Vzhledem k aplikacím EV rozdělení v této práci a dostupnosti reálných dat je
největší pozornost věnována jednorozměrnému případu.
Nejprve jsou v práci shrnuty základní myšlenky teorie extrémních hodnot pro jednoroz-
měrná pozorování. Především je zde uvedena a dokázána limitní věta pro rozdělení maxim,
což je analogie centrální limitní věty pro rozdělení výběrových průměrů. Ukázalo se, že
limitní rozdělení může být jednoho ze tří typů (Gumbelovo, Fréchetovo, Weibullovo). Dále
bylo pro 18 vybraných rozdělení pravděpodobností dokázáno, že patří do oboru atraktivity
některého ze tří uvedených limitních rozdělení. Následně byly představeny a odvozeny dva
modely pro odhady parametrických funkcí rozdělení extrémních hodnot. První je model
blokových maxim vycházející z GEV rozdělení, které je zobecněním tří výše uvedených
limitních rozdělení. Dále bylo ukázáno, že za jistých předpokladů je možné přejít od mo-
delu blokových maxim k tzv. prahovému modelu, který je založen na zobecněném Paretově
rozdělení.
Aby bylo možné výše uvedené modely využít pro analýzu reálných dat, byla další
pozornost věnována metodám odhadu parametrů GEV rozdělení a zobecněného Paretova
rozdělení. Pro uvedená rozdělení byly odvozeny odhady parametrů metodou maximální vě-
rohodnosti, včetně odvození rozptylů těchto odhadů vycházejících z výběrové FIM, a me-
todou pravděpodobnostně vážených momentů. Za účelem testování adekvátnosti použití
výše uvedených modelů byly stručně popsány vybrané testy dobré shody (Pearsonův χ2
test, Kolmogorovův-Smirnovův test, Andersonův-Darlingův test) a asymptotické testy vy-
cházející z teorie maximální věrohodnosti včetně testů s rušivými parametry.
Popsané metody byly dále použity k analýze reálných hydrologických dat. Nejprve byly
popsány dvě vzorkovací techniky (AMS, PDS) sloužící k sestavení statistického souboru
hydrologických dat, které se nejčastěji používají v hydrologii. Následně byly užitím metody
PDS a zobecněného Paretova rozdělení modelovány úhrny dešťových srážek v brněnském
regionu. Tato aplikace EV rozdělení byla motivována potřebou aktualizace hydrologických
podkladů pro tvorbu městského odvodnění a vychází z autorových prací [49, 50, 75].
Další pozornost byla věnována statistické inferenci pro vybraná cenzorovaná rozdě-
lení z oboru atraktivity Gumbelova rozdělení, protože Gumbelova třída se v praxi často
vyskytuje. Tato část práce vychází zejména z autorových prací [33, 34, 35] a byla moti-
vována potřebou analyzovat reálná chemická data, která jsou reprezentována dvojnásobně
zleva cenzorovaným výběrem s cenzorováním typu I. Jelikož dosud nebyly dostupné žádné
statistické metody, které by bylo možné snadno aplikovat na tento typ dat, byly vyvinuty
nové metody pro analýzu mnohonásobně zleva cenzorovaných výběrů z exponenciálního
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a Weibullova rozdělení. Pro obě cenzorovaná rozdělení byly odvozeny odhady parametrů
metodou maximální věrohodnosti, včetně odvození rozptylů těchto odhadů vycházejících
nejen z výběrové FIM, ale i z očekávané FIM, která má, jak se ukázalo, lepší asymptotické
vlastnosti. Odvozená metodika pro analýzu jednoho výběru byla dále rozšířena pro dva
nezávislé cenzorované výběry. Aby bylo možné mezi sebou porovnat dva nezávislé mnoho-
násobně zleva cenzorované výběry z exponenciálního a Weibullova rozdělení, byly odvozeny
příslušné testovací statistiky, které vychází z asymptotických testů s rušivými parametry.
Testy s rušivými parametry jsou v případě necenzorovaných výběrů poměrně známou sta-
tistickou technikou (viz např. [5]). Zde však bylo jejich použití rozšířeno pro mnohonásobně
zleva cenzorované výběry z exponenciálního a Weibullova rozdělení.
Vyvinuté metody byly počítačově implementovány v prostředí Matlab a následně po-
užity ke zpracování reálných chemických dat. Konkrétně se jednalo o analýzu koncentrací
syntetických musk sloučenin, které vycházelo zejména z autorových prací [36, 37]. Použitím
metod na porovnání dvou nezávislých cenzorovaných výběrů bylo ukázáno, že vliv ČOV na
koncentraci musk sloučenin v rybí tkáni je zanedbatelný. Celkově se tedy ukázalo, že od-
vozené metody jsou dobře použitelné pro zpracování chemických či environmentálních dat,
která jsou reprezentována mnohonásobně zleva cenzorovaným výběrem z exponenciálního
a Weibullova rozdělení.
V rámci této práce byl také vytvořen demonstrační software pro rozdělení extrémních
hodnot, který umožňuje uživateli získat základní představu o tvaru EV rozdělení a o rozdě-
leních z jejich oborů atraktivity. Pomocí tohoto softwaru je také možné posoudit rychlost




A Odvození EV indexů
Tato kapitola je věnována ověření von Misesovy podmínky (1.26) a také s tím spojenému








kde γ je EV index, který je roven nule pro rozdělení patřící do oboru atraktivity Gumbelova
rozdělení.
Rozdělení z oboru atraktivity Gumbelova rozdělení
Věta A.1. Uvažujme Benktanderovo (typ II) rozdělení s parametry α > 0, 0 < β ≤ 1,
distribuční funkcí
F (x) =








pro x ≥ 1,
0 pro x < 1,
a hustotou
f(x) =








pro x ≥ 1,
0 pro x < 1.
Pak EV index tohoto rozdělení je γ = 0.




























1− β + αxβ − αβxβ
(1− β + αxβ)2 = limx↑∞
(1− β + α− αβ)xβ
(1− β + αxβ)2 = 0.
Věta A.2. Uvažujme Weibullovo rozdělení s parametry λ > 0, τ > 0, distribuční funkcí
F (x) =
{
1− e−λxτ pro x ≥ 0,






pro x ≥ 0,
0 pro x < 0.
Pak EV index tohoto rozdělení je γ = 0.
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Věta A.3. Uvažujme exponenciální rozdělení s parametrem λ > 0, distribuční funkcí
F (x) =
{
1− e−λx pro x ≥ 0,




λe−λx pro x ≥ 0,
0 pro x < 0.
Pak EV index tohoto rozdělení je γ = 0.






















tm−1e−λt dt pro x > 0,






xm−1e−λx pro x > 0,
0 pro x ≤ 0,
Pak EV index tohoto rozdělení je γ = 0.


























































































e−λx (mxm−2 − xm−2 − λxm−1)
]










mx−1 − x−1 − λ
)
= 0.
Věta A.5. Uvažujme logistické rozdělení s distribuční funkcí
F (x) = 1− 1
1 + ex





pro x ∈ R.
Pak EV index tohoto rozdělení je γ = 0.



































dt pro x > 0,











pro x > 0,
0 pro x ≤ 0.
Pak EV index tohoto rozdělení je γ = 0.






























































































































































































































 = −1 + 1σ2σ2 = 0.
Rozdělení z oboru atraktivity Fréchetova rozdělení
Věta A.7. Uvažujme Paretovo rozdělení s parametrem α > 0, distribuční funkcí
F (x) =
{
1− x−α pro x > 1,




αx−α−1 pro x > 1,
0 pro x ≤ 1.
Pak EV index tohoto rozdělení je γ = 1
α
.





















ξ pro x > 0,










pro x > 0,
0 pro x ≤ 0.
Pak EV index tohoto rozdělení je γ = ξ.






























pro x > 0,










pro x > 0,
0 pro x ≤ 0.
Pak EV index tohoto rozdělení je γ = 1
λτ
.




















































pro x > 0,











η+x−τ pro x > 0,
0 pro x ≤ 0.
Pak EV index tohoto rozdělení je γ = 1
τ
.



















































































































































































































































































































2 dt pro x > 0,



















2 pro x > 0,
0 pro x ≤ 0.
Pak EV index tohoto rozdělení je γ = 2
n
.




































































































































































































































































































































































































































































































































































































dt pro x > 0,










pro x > 0,
0 pro x ≤ 0.




































































































= − 1 + (α + 1) lim
x↑∞






































(ln t)α−1t−λ−1 dt pro x > 1,






(lnx)α−1x−λ−1 pro x > 1,
0 pro x ≤ 1.
Pak EV index tohoto rozdělení je γ = 1
λ
.






































































































Věta A.14. Uvažujme Fréchetovo rozdělení s parametrem α > 0, distribuční funkcí
F (x) =
{
exp (−x−α) pro x > 0,




αx−α−1 exp (−x−α) pro x > 0,
0 pro x ≤ 0.
Pak EV index tohoto rozdělení je γ = 1
α
.














− [αx−α−1 exp (−x−α)]2 − [1− exp (−x−α)]
×
[










1− exp (−x−α)]− exp (x−α) [1− exp (−x−α) ]}
































Rozdělení z oboru atraktivity Weibullova rozdělení
Věta A.15. Uvažujme rovnoměrné rozdělení s distribuční funkcí
F (x) =

1 pro x ≥ x∗,
x− x∗ + 1 pro x∗ − 1 < x < x∗,




1 pro x∗ − 1 < x < x∗,
0 jinde.
Pak EV index tohoto rozdělení je γ = −1.









Věta A.16. Uvažujme beta rozdělení s parametry p > 0, q > 0, distribuční funkcí
F (x) =






tp−1(1− t)q−1dt pro x∗ − 1 < x < x∗,






[1− (x∗ − x)]p−1 (x∗ − x)q−1 pro x∗ − 1 < x < x∗,
0 jinde.
Pak EV index tohoto rozdělení je γ = −1
q
.





































































































(x∗ − x)q [1− (x∗ − x)]p−1
−q (x∗ − x)q−1
}
+ (q − 1) lim
x↑x∗
{
− [1− (x∗ − x)]p−1 (x∗ − x)q−1
−q (x∗ − x)q−1
}
= − 1− (p− 1) lim
x↑x∗
{
− [1− (x∗ − x)]p−1 (x∗ − x)q−1
−q(q − 1) (x∗ − x)q−2
}
+ (q − 1) 1
q













pro x < x∗,










pro x < x∗,
0 pro x ≥ x∗.
Pak EV index tohoto rozdělení je γ = − 1
λτ
.




















β + (x∗ − x)−τ



























exp [− (x∗ − x)α] pro x < x∗,




α (x∗ − x)α−1 exp [− (x∗ − x)α] pro x < x∗,
0 pro x ≥ x∗.
Pak EV index tohoto rozdělení je γ = − 1
α
.





1− exp [− (x∗ − x)α]





α (x∗ − x)α−1 exp [− (x∗ − x)α]}2
×
{
− {α (x∗ − x)α−1 exp [− (x∗ − x)α]}2 − {1− exp [− (x∗ − x)α]}
×
{





− 1 + α− 1
α
(x∗ − x)−α exp [(x∗ − x)α] {1− exp [− (x∗ − x)α]}
− exp [(x∗ − x)α] {1− exp [− (x∗ − x)α]}
}











exp [(x∗ − x)α] {1− exp [− (x∗ − x)α]}
}











B Software EVDgraph a EVDsim
Tato kapitola vychází z autorovy práce [32] a je věnována popisu vytvořených demonstrač-
ních softwarů pro rozdělení extrémních hodnot. Software EVDgraph umožňuje uživateli
získat základní představu o tvaru EV rozdělení a o rozděleních z jejich oborů atraktivity.
Pomocí softwaru EVDsim je možné posoudit rychlost konvergence daného rozdělení k pří-
slušnému limitnímu EV rozdělení. Dále je možné získat základní představu, jak velké musí
být bloky, z nichž se počítají bloková maxima, a jaký musí být jejich počet, aby konvergence
k limitnímu EV rozděleni byla dostatečně kvalitní.
Ke správné funkčnosti programů je nutný Matlab se statistickým toolboxem (testo-
váno na verzi R2011a). Oba produkty jsou dostupné na adrese:
http://dl.dropbox.com/u/32398211/EVDgraph.zip,
http://dl.dropbox.com/u/32398211/EVDsim.zip.
(a) EVDgraph (b) EVDsim
Obrázek B.1: Demonstrační programy.
Program EVDgraph
Program EVDgraph (viz obrázek B.1(a)) slouží ke grafickému znázornění rozdělení z oboru
atraktivity EV rozdělení, která jsou uvedena v tabulkách 1.1–1.3.
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Spuštění
Po spuštění Matlabu se do příkazového řádku napíše EVDgraph. Je však nutné se nacházet
v adresáři s programem. Dále budou popsány jednotlivé funkce.
Popis programu
Program je rozčleněn na několik částí. V sekci Vyber rozdělení lze zvolit jeden ze tří typů EV
rozdělení (Gumbelovo, Fréchetovo, Weibullovo). V závislosti na volbě se otevře podnabídka
rozdělení patřících do oboru atraktivity zvoleného EV rozdělení. V sekci Parametry se
zobrazí parametry příslušné danému rozdělení, jejichž hodnoty lze podle potřeby měnit.
V sekci Rozsah na ose x lze zvolit rozsah na ose x při vykreslování grafů. Konečně v sekci
Vyber úlohu lze pro daná rozdělení zvolit následující úlohy:
(a) Vykreslit grafy
Vykreslí zvolené funkce, tedy hustotu f(x), distribuční funkci F (x), rizikovou funkci
s(x) = f(x)/(1−F (x)), případně funkci přežití S(x) = 1−F (x), vybraného rozdělení
s příslušnými parametry.
(b) Histogram
Vykreslí histogram ze vstupního datového vektoru a proloží jej hustotou zvoleného
rozdělení. Neznámé parametry rozdělení jsou odhadnuty metodou maximální věrohod-
nosti ze vstupního souboru a jejich hodnoty se zobrazí v sekci Parametry. Ve většině
případů je výpočet MV odhadů numericky stabilní. Nicméně se může stát, že při ně-
kterých hodnotách parametrů, jejichž odhad vyžaduje speciální numerické postupy, se
mohou kvůli nízké podmíněnosti úlohy objevit numerické obtíže.
Jako vstupní vektor je možné vybrat buď náhodný výběr rozsahu n ze zvoleného roz-
dělení, nebo načíst data z externího txt souboru. Data v souboru musí být ve sloupci
a desetinná místa musí být oddělena tečkou místo čárky. Pokud se zvolí vstupní vektor
náhodný, program vygeneruje náhodný výběr ze zvoleného rozdělení, který je možné
po vykreslení histogramu uložit do externího txt souboru a uchovat jej pro pozdější
využití. Program tedy může sloužit i jako generátor náhodných čísel z vybraného roz-
dělení s příslušnými parametry. Náhodná, přesněji pseudonáhodná, čísla jsou genero-
vána s využitím kvantilové funkce a pseudonáhodných čísel z rovnoměrného rozdělení
(metoda inverse transform sampling).
(c) Q-Q plot
Vykreslí Q-Q plot, který porovnává závislost teoretických kvantilů zvoleného rozdělení
a empirických kvantilů vstupního vektoru. Neznámé parametry rozdělení jsou opět
odhadovány metodou maximální věrohodnosti ze vstupního vektoru a jejich hodnoty
se zobrazí v sekci Parametry.
Samozřejmostí je možnost uložení veškerých grafických výstupů.
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Program EVDsim
Program EVDsim (viz obrázek B.1(b)) slouží ke grafickému znázornění rychlosti konver-
gence rozdělení z oboru atraktivity EV rozdělení k danému rozdělení limitnímu (Gumbe-
lovo, Fréchetovo, Weibullovo).
Spuštění
Po spuštění Matlabu se do příkazového řádku napíše EVDsim. Je však nutné se nacházet
v adresáři s programem. Dále budou popsány jednotlivé funkce.
Popis programu
Program je opět rozčleněn na několik částí, přičemž sekce shodné s programem EVDgraph
již nebudou uvedeny. V sekci Nastavení lze zvolit počet bloků, maximální velikost bloku
(počet prvků, ze kterých se počítá maximum), hladinu významnosti pro testování hypotéz
a prodlevu mezi jednotlivými iteracemi. Sekce Průběh simulace informuje o velikosti bloku
v dané iteraci a také o výsledcích testů dobré shody (Pearsonův χ2 test a K-S test).
Simulace probíhá buď do doby, než dojde ke konvergenci rozdělení výběrových maxim
k limitnímu rozdělení (což v tomto případě znamená, že oba testy dobré shody nezamí-
tají hypotézu, že výběr pochází z daného limitního rozdělení, na dané hladině význam-
nosti), anebo než je dosaženo zvolené maximální velikosti bloku. Na grafech je pak vidět
případná shoda mezi histogramem a hustotou limitního rozdělení a mezi empirickou dis-
tribuční funkcí náhodného výběru a distribuční funkcí limitního rozdělení.
123

C Přehled programů k analýze cenzorovaných výběrů
expfit_oneS.m výpočet MV odhadu parametru λ dvojnásobně zleva cenzoro-
vaného výběru z exponenciálního rozdělení
expfit_twoS.m výpočet MV odhadů parametrů α, λ sdruženého dvojnásobně
zleva cenzorovaného výběru z exponenciálního rozdělení
wblfit_oneS.m výpočet MV odhadů parametrů λ, τ dvojnásobně zleva cenzo-
rovaného výběru z Weibullova rozdělení
wblfit_twoS.m výpočet MV odhadů parametrů α, β, λ, τ sdruženého dvojná-
sobně zleva cenzorovaného výběru z Weibullova rozdělení
histExpWbl.m vykreslení histogramu pro dvojnásobně zleva cenzorovaný výběr
a proložení histogramu hustotou exponenciálního a Weibullova
rozdělení
wblTOexp.m testování hypotézy o přípustnosti nahrazení dvojnásobně zleva
cenzorovaného Weibullova rozdělení exponenciálním rozdělením
compExp.m testování hypotézy o shodnosti rozdělení dvou nezávislých dvoj-
násobně zleva cenzorovaných výběrů z exponenciálního rozdě-
lení
compWbl.m testování hypotézy o shodnosti rozdělení dvou nezávislých dvoj-
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Φ(x) distribuční funkce normovaného normálního rozdělení N(0; 1)
X ∼ N(0; 1) X je náhodná veličina s rozdělením N(0; 1)
x∗ pravý koncový bod rozdělení
h← zleva spojitá inverzní funkce k funkci h
F← kvantilová funkce
U(t) kvantilová funkce chvostu
btc celá část t
γ EV index
D(G) obor atraktivity distribuční funkce G
≈ aproximace
V varianční (variančně-kovarianční) matice
Jn očekávaná Fisherova informační matice
J˜n výběrová Fisherova informační matice





d−→ konvergence v distribuci
γe
.
= 0, 57722 Eulerova konstanta
∨ nebo
∧ a zároveň
R+ množina kladných reálných čísel včetně nuly
R∗+ množina kladných reálných čísel
Ψ, H,Λ spektrální míra
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Zkratky
A-D test Andersonův-Darlingův test
AMS Annual maximum series
ČOV čistírna odpadních vod
EV rozdělení rozdělení extrémních hodnot
EV index index extrémní hodnoty
FIM Fisherova informační matice
FMI Fisherova míra informace
GEV rozdělení zobecněné rozdělení extrémních hodnot
K-S test Kolmogorovův-Smirnovův test
LOD mez detekce
LOQ mez stanovitelnosti
MV odhad odhad metodou maximální věrohodnosti
PDS Partial duration series
PVM odhad odhad metodou pravděpodobnostně vážených momentů
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