Ozone production and aerosol formation in the troposphere are recognized as two major effects of energy-related air pollutants. Tropospheric ozone is of concern primarily because of its impact on health. Ozone levels are controlled by NO x and by volatile organic compounds (VOCs) in the lower troposphere. The VOCs can either be from natural emissions from such sources as vegetation and phytoplankton or from anthropogenic sources such as automobiles and oil-fueled power production plants. It is of critical importance to the Department of Energy (DOE) in developing national energy use policies to understand the role of VOCs in determining air quality and how VOC emission or NO x emission control strategies should be designed. Atmospheric aerosols are of concern because of their affect visibility, climate, and human health. Equally important, aerosols can change the chemistry of the atmosphere, in dramatic fashion, by providing new chemical pathways (in the condensed phase) that are not available in the gas phase. The oxidation of VOCs and organic sulfur compounds can form precursor molecules that nucleate aerosols. DOE's Atmospheric Chemistry Program has identified the need to evaluate the causes of variations in tropospheric aerosol chemical composition and concentrations, including determining the sources of aerosol particles and the fraction that are of primary and secondary origin. A fundamental understanding of mechanisms for production of oxidants and aerosols in the troposphere is currently not available. We propose the use of advanced theoretical techniques to model the molecular processes that control ozone and aerosol formation.
Period:
1-Jun-99 through 31-May-00 Used:
295,194 node hours Period: 1-Jun-00 through 31-May-01 Used:
212938 node hours
Overview of the Past Three Year's Accomplishments and Activities
Three primary efforts were undertaken on this project:
• Development of dynamical nucleation theory (DNT) for the calculation of vapor-to-liquid nucleation rates important in the atmosphere, • Studies of heterogeneous reactions of atmospheric significance, • Calculation of reaction energetics and reaction rate constants for oxidation of volatile organic compounds in the troposphere. Overviews of these topics follow.
Nucleation of Tropospheric Aerosols
The main goal of this task is the development of computational methods to calculate rates of vapor-to-liquid nucleation. In DNT nucleation is treated as a kinetic mechanism of cluster growth. The nucleation mechanism is assumed to be adequately described by simple condensation and evaporation of monomers from clusters
where α i is the evaporation rate constant for loss of a monomer from an i-molecule cluster and β i-1 is the condensation rate constant for addition of a monomer to an (i-1)-molecule cluster.
DNT consists of a new theoretical approach, based upon approximate molecular dynamics of the cluster for obtaining the kinetic parameters of the nucleation mechanism (α i and β i-1 ), followed by solution of the kinetic equations for cluster evolution. The emphasis of DNT is the evaluation of monomer evaporation rate constants. Condensation rate constants are obtained from the evaporation rate constants by detailed balance, which requires calculation of equilibrium constants or populations of clusters in equilibrium with the monomer concentration. The cluster populations are determined from the absolute Helmholtz free energy of a given cluster is a fundamental quantity, as it determines the population of clusters in equilibrium with the monomer concentration. Using detailed balance, the ratio of the evaporation and condensation rate constants is related to differences in Helmholtz free energy between adjacent-sized clusters. This molecular approach entails three subtasks: (a) development of accurate interaction energies for molecules in the cluster needed for molecular simulations; (b) calculation of condensation and evaporation rate constants; and (c) calculation of the steady-state nucleation rate from the kinetic mechanism. The major focus of the work on this project has been on the calculation of condensation and evaporation rate constants. The major computational expense in these rate constant calculations is the calculation of Helmholtz free energies for forming i-molecule clusters that are constrained within spherical shells of fixed radii. The initial calculations were performed for nucleation in supersaturated water vapor, for which the nucleation is controlled by clusters including up to tens of molecules. Molecular simulations of the Helmholtz free energies for these size clusters are computational intensive and benefit greatly from access to NWMPP1. To perform these calculations, a new Monte Carlo simulation code was implemented in parallel on the MPP during the first year of the project. During the second year of the project we learned a significant amount about the extreme sensitivity of computed nucleation rates to the evaporation and condensation rate constants, which guided further development of computational tools.
For small cluster, the rate constants for evaporation are typically much larger than those for condensation so that the formation of larger clusters is unlikely and cluster populations decrease as a function of increasingly cluster size in this size range. As the cluster grow, condensation becomes faster, while evaporation decreases, until they are approximately equal. The cluster size at which the forward and backward rates are about equal is called the critical nucleus. This is the cluster with the smallest population. Small changes in kinetic parameters can shift the critical cluster size and greatly alter the nucleation rate. Given the delicate nature of the nucleation process it is important to assess the effects of uncertainties in the kinetic parameters that govern the steady-state nucleation rate. Sensitivity analysis provides insight into the influence and identity of the dynamical quantities to which the nucleation rate, J, is most sensitive. This, in turn, aids in the elucidation of specific reaction mechanisms and reduces computational effort by focusing only on those clusters that affect the nucleation rate. The sensitivity analysis can be performed in two ways. (1) When the nucleation rate is expressed as a function of the evaporation and condensation rate constants (α i and β i ), J=J (α,β), then the nucleation rate has nearly unit sensitivity to all pre-critical clusters (e.g., a factor of 2 change in one of the kinetic parameters results in a factor of 2 change in the nucleation rate). (2) When the nucleation rate is expressed as a function of the condensation rate constants and equilibrium cluster populations (N i EQ ), J=J (β,N EQ ), then the sensitivity is peaked about the critical cluster. Thus, if the condensation rate constants and equilibrium cluster populations (or equivalently the absolute Helmholtz free energies) of the clusters around the critical size can be determined directly, then the sensitivity of the nucleation rate on all the pre-critical clusters can be minimized. Calculations of equilibrium constants needed in the detailed balance expression require determination of the differences of Helmholtz free energies between adjacent clusters. Absolute free energy of the i-cluster can be obtained by accumulating free energy differences between adjacent clusters A i = ∆A 2,1 + ∆A 3,2 + … + ∆A i,i-1 However, uncertainties for each free energy difference are also accumulated so the uncertainty in the absolute free energy A i contains uncertainties from all pre-critical clusters. To minimize sensitivity to the parameters of the pre-critical clusters, we need a method to directly calculate the absolute free energy of an i-cluster, which is computational much more demanding. The major focus of the second year was the development of new computational tools, based upon the external work technique 1 to directly calculate the absolute free energies of clusters near the critical cluster. In the external work technique an estimate of the absolute Helmholtz free energy is provided by determination of the external work W. The change in internal energy of a system ∆E for a given process is given by ∆E = Q + W, where Q is the heat absorbed by the system. For a reversible process the change in Helmholtz free energy of the system ∆A is equal to the work 1 W. P. Reinhardt and J. E. Hunter, J. Chem. Phys. 97, 1599 -1601 (1992 ; J. E. Hunter, W. P. Reinhardt and T. F. Davis, J.
Chem. Phys. 99, 6856-6864 (1993) done on the system. For an irreversible process W ≥ ∆A. For calculating the absolute free energy of an i-molecule water cluster, we calculate the work for the process of 'turning on' the interaction potential between molecules in the cluster. The potential energy surface is slowly changed from noninteracting (an ideal gas state) to a fully interacting potential, the total heat released to the bath is accumulated during this process, and the change in internal energy ∆E=E(final) -E(initial) is calculated. The external work is then determined by W = ∆E -Q, which provide an upper bound to the free energy difference between the fully interacting and ideal gas states. The absolute free energy of the ideal gas state is obtained from an analytical expression, thereby allowing determination of the absolute free energy of the interacting state. A lower bound to the free energy is obtained by reversing the process (starting with the interacting state and slowly changing to the ideal gas state). A Monte Carlo code was developed to perform external work calculations on water clusters and a parallel version of this program was implemented in the third year of the project.
Our primary focus for the third year of this project was the extreme sensitivity of the nucleation rate to kinetic parameters. Since the kinetic parameters are sensitive to the underlying potential energy surface (PES) of the system, the nucleation rate also exhibits significant sensitivity to the PES. Successful implementation of the external work technique allowed us to calculate free energy differences for clusters with difference potentials. All our previously reported calculations on water clusters have been performed using the Dang-Chang polarizable water model. We have initiated calculations of free energy and evaporation rate constants for other PESs. For example, we have seen large changes in the evaporation rate constants and Helmholtz free energies for water clusters with i=2-6 when the TIP4P potential is used instead of the Dang-Chang potential.
Molecular simulations of equilibrium statistical mechanical properties (such as the Helmholtz free energy of cluster formation) required accurate molecular interaction potentials. For the molecular simulations performed in water clusters, the rigid, polarizable potential of Dang and Chang was used. To understand the accuracy of this potential for calculating the volume dependence of the cluster Helmholtz free energies, benchmark ab initio calculations of water clusters were performed for comparison with the Dang-Change potential. One major objective of this project is to develop a molecular-level theoretical formulation of aerosol nucleation that demonstrates an understanding of the factors controlling aerosol formation in binary and ternary systems (e.g., systems containing two and three nucleating components). With this objective in mind, we have extended DNT to multicomponent systems in the past year implemented the extended theory in the simulation codes. Benchmark ab initio electronic structure calculations were also carried out for sulfuric acid (SA)-water, ammonia-water and SA-ammonia to aid in the development of accurate interaction potentials, which are needed in studies of nucleation in binary and ternary systems involving SA, ammonia, and water. Work has also been proceeding to fit a polarizable ammonia-water potential.
Heterogeneous Reactions of Atmospheric Significance
Sulfate aerosols are supercooled liquid concentrated aqueous solutions of sulfuric acid. It has long been recognized that the hydrolysis reaction of dinitrogen dioxide N2O5 with water to produce nitric acid , occurring on sulfate aerosols, is the key heterogeneous reaction in the midlatitude stratosphere relevant to the stratospheric ozone depletion. Sulfate aerosols are also of significance in the troposphere. Neither the surface structure of these aerosols nor the reaction mechanism is currently understood.
In the first year of the project, we began to characterize the bulk and surface structures of a supercooled sulfate aerosol at low temperature (about 220K) using molecular dynamics (MD) simulations, and electronic structure calculations. These results were utilized to evaluate (1) equilibrium structure (density and concentration profiles, etc.) near the surface, and (2) free energy of proton transfer between sulfur species and water in order to initially assess the acidity conditions at the aerosol surface. It is a key feature that proton transfer reactions can occur in the surface region, so that the ionization state of the surface is not known a priori; this ionization state is expected to be crucial for the N2O5 hydrolysis reaction mechanism and rate. A new MD program code was developed for the MPP1 parallel computers, where independent MD trajectories were generated on the parallel nodes having different initial conditions. Unfortunately, we were unable to convince ourselves that we could reliably predict the microscopic geometric structure and ionization state of a sulfate aerosol surface using the methods above. The essential difficulty is that the free energy of proton transfer between a sulfur species and a water molecule (e.g. between molecular sulfuric acid H 2 SO 4 and water to produce the hydrogen sulfate ion HSO 4 -and the hydronium ion H 3 O + ) which is key to deciding the surface ionization state, depends sensitively on the ionization state in the rest of the surface, which is unknown and ultimately must be determined in some self-consistent way. In short, while we were able to predict the surface structures of a model sulfate aerosol with a given fixed surface ionic composition (and suggest reaction mechanisms on such surfaces), we could not confidently predict the surface's ionic character or its structure in an a priori fashion. Accordingly, in the second year of the project, we turned to a different way to gain information about the sulfate aerosol surfaces. This was via consideration of Sum Frequency Generation (SFG) spectroscopy. The surface-sensitive SFG nonlinear optical spectroscopy technique, which allows the examination of a surface vibrational spectrum, is an especially important tool for the study of liquid-vapor interfaces, where many high vacuum techniques suitable for solid surfaces cannot be employed. SFG experiments had already been done on laboratory model sulfate aerosol surfaces, with conflicting interpretations. Our concept was to generate different fixed surface structures of a sulfate aerosol, exploring a range of surface ionization states-which we are perfectly able to do with the methods described above-to compare with the experiments and thus infer the correct surface structure. However, connecting an observed SFG signal to the underlying molecular structure is not at all simple, and itself presented a major theoretical/computational challenge which had to be met for the technique to provide the desired molecular level window on the surface structure.
We thus began the construction of a theory for SFG by developing a first generation theoretical description of the SFG spectrum which includes the requisite microscopic hyperpolarizability tensors and their dependence on molecular vibrations, for the water surface, using a combination of electronic structure calculations and molecular dynamics simulations. The direct simulation of the vibrations was finessed via a separate theoretical analysis of the frequency shifts, dipole moment and polarizability vibrational coordinate derivatives, etc., and certain simplifying approximations were made. Analysis of the resulting SFG spectrum of water, which was in encouraging overall good agreement with experiment, established the (different) degree of surface sensitivity for different OH stretching vibration regions, and revealed a number of surprising microscopic features, e.g., that the 'dangling bond' OH portion of the spectrumusually thought of as arising exclusively from water OH bonds perpendicular to the surface, and hence free of any hydrogen bonding to the H -in fact has considerable contribution from OH bond configurations significantly tilted from the surface normal.
But despite this considerable success, it was clear that further improvements were definitely required. Thus, for example, application of the theory to a water/methanol mixture, where the surface structure is already well characterized, succeeded only qualitatively in reproducing the observed behavior of the SFG OH dangling bond signal. Thus, improvements to the theory were very definitely required if one were to have a tool capable of reliably translating a microscopic surface structure into an expected SFG spectrum.
In the third year, we improved and greatly extended our first generation SFG description, to create a new, second-generation theory, based on a dynamical, time dependent approach. The new theory avoided some assumptions and approximations involved in our former theory concerning the modeling of the frequency-dependent molecular hyperpolarizability and its perturbation in a condensed environment, and thus should be much more robust and widely applicable than the former one. We have applied it to the water surface, and find reasonably good agreement with experiment, although some discrepancies remain. After the performance of the new theory is extensively checked (e.g. via the methanol/water surface), it will be applied in mixed electronic structure/molecular dynamics simulations to interpret the SFG spectra of stratospheric sulfate aerosols, using the strategy we outlined above. This extensive checking stage is currently underway. In addition, we have been exploring a separate and complementary strategy of examining smaller cluster systems via electronic structure calculations to gain some insights on the aerosol surface structures and possible reaction mechanisms on them.
Reaction Energetics and Rate Constants for Oxidation of Volatile Organic Compounds Important in the Troposphere
Radical reactions are difficult to study both experimentally and theoretically. Experimentally, radical reactions are very fast, complicating the identification of reaction pathways and intermediates. Theoretically, an accurate description of the low-energy barriers requires sophisticated treatment of electron correlation. The test reaction OH + C 2 H 4 was chosen because (1) of its simplicity and (2) there exists experimental rate constants for comparison. Initially, calculations were performed at the MP2//cc-pvdz level that gave a barrier of 7.5 kcal/mol and a resulting rate constant that was eleven orders of magnitude below experiment. Using the optimized geometries at the MP2 level single point calculations were carried out at the UCCSD(T)//avdz level. The resulting energetics resulted in the barrier being reduced to -1 kcal/mol (i.e., below the energy of reactants); however, the rate constant was too slow by an order of magnitude and the temperature dependence was in the wrong direction compared to experiment. Since optimization of the reaction path at the UCCSD(T) level is intractable, the use of the DFT with the MPW1K functional of Truhlar and coworkers was explored. The resulting reaction path had the correct negative barrier with respect to reactants by -1.9 kcal/mol and the variational transition state theory (VTST) estimate for the rate agrees well with experiment: k VTST = 6.3 × 10 -12 cc/molecule/s at 300K compared to k EXP = (4.5 × 10 -12 to 9.9 × 10 -12 ) cc/molecule/s. This reaction goes through a van der Waals complex (-3.2 kcal/mol), through a first transition state (-1.9 kcal/mol), into a 2 nd complex (-2.2 kcal/mole), through a 2 nd transition state (∼5 × 10 -3 kcal/mole above the 2 nd complex), and then to the product C 2 H 4 OH (-33.6 kcal/mol) as shown schematically in the figure. Furthermore, the theoretical rate constants are consistent with the measured temperature dependence. These results represent the most comprehensive study of OH + C 2 H 4 reaction energetics to date. A previous investigation of this reaction by J. Villa et al. (J. Chem. Phys., 107, 7266, (1997)) considered only 0.5 Å along the reaction path and thus completely missed both the 2 nd complex and 2 nd transition state. Calculations are underway to benchmark these latest results against those at the UCCSD(T) level of theory. In addition, calculations for the stationary points along the reaction path for OH + butadiene are currently being performed. 
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Metropolis Monte Carlo Simulation of Cluster Helmholtz Free Energies
A Monte Carlo code was written to perform external work calculations on water clusters and was adapted to run on any number of nodes on the MPP. The Monte Carlo code utilizes intrinsic commands that specify which node it is on. Given this node number an initial random configuration of water molecules is generated. Jobs are submitted to the MPP using a queuing system, which requires a batch script. The batch script specifies the following: the total number of nodes to be used, to what directories to write the output, how much time will be required for job completion, from what account to charge the computer time, on what nodes to place the executables, and to erase all files on each node after completion. The resulting data sets are combined and averaged. By using many different starting configurations a thorough sampling of the reversible paths which join the two thermodynamic states of interest can be achieved. For a 40 water mole-cule cluster with 10 initial starting configurations run for 3 million Monte Carlo steps at T = 243 K, the Helmholtz free energy difference is ∆A = A-A ideal = (−146.7 ± 3.1) kcal/mol.
Theoretical Analysis Method of the SFG Spectral Based on MD Simulations
This program has been developed to perform the theoretical analysis of SFG spectra. It requires MD trajectories as input, and relates the molecular orientations to the frequency-dependent hyperpolarizability for obtaining the macroscopic nonlinear susceptibility. The MD trajectories are generated by a parallel MD program also developed by our group.
Nucleation of Tropospheric Aerosols
We have developed a new theoretical approach to homogeneous gas-to-vapor nucleation that goes well beyond the classical theory of nucleation and also removes approximations of other molecular theories. We adopt the usual starting point for molecular approaches, which is the assumption that addition and removal of monomers from clusters adequately describes the nucleation kinetics. The nucleation rate is obtained by solving the pseudo-first order kinetic equations (assuming the monomer concentration of the nucleating species is large compared to the cluster concentrations and can be approximated as a constant). The first major approximation in other molecular theories is that the condensation rate constant can be approximated by the collision rate of monomers with the cluster. This formulation for the condensation rate constant approximates the cross section for collisions by the surface area of a sphere of radius r, and assumes unit sticking probability upon collision. The evaporation rate constant is then evaluated using detailed balance and the task then reduces to evaluating the equilibrium cluster distribution or equivalently the free energies for forming the clusters from monomers. Because the clusters that are important in the nucleation process can dissociate, the equilibrium cluster distribution or Helmholtz free energy exhibits a dependence on the constraining volume and actually diverges as the volume containing the cluster increases. Treatment of the volume dependence of this free energy has been a source of confusion and controversy in the development of a general molecular theory of nucleation.
In contrast to previous theories, our new molecular theory of nucleation provides a method for directly calculating the evaporation and condensation rate constants. This approach has two major advantages over the previous molecular approaches. First, the direct evaluation of the rate constants avoids approximating the condensation rate constant using a simple gas collision rate. Second, the formulation of the rate constants naturally yields a consistent prescription for dealing with the volume dependence of the free energy for cluster formation and actually exploits this dependence.
We view the processes of evaporation and condensation as gas-phase dissociation and association reactions. This view of the nucleation process as a gas-phase reaction mechanism composed of dissociation and association reactions is quite different than the perspective generally encountered in the nucleation literature where nucleation is viewed as density fluctuations in a supersaturated fluid. Given the large distance between water monomers and clusters in the vapor (>10 4 -10 5 Å for water at a supersaturation of 5), the view of nucleation as a gas-phase reaction mechanism is quite reasonable. Transition state theory (TST) provides a convenient framework to evaluate equilibrium rate constants for these kinetic processes.
The TST rate constant is approximated by the equilibrium one-way flux through a dividing surface separating reactants from products. For evaporation of a monomer from an i-molecule cluster, reactants are an i-molecule cluster and products are a monomer infinitely separated from an (i-1)-molecule cluster. In the present work, we choose the dividing surface to be a sphere with its center at the center of mass of the i-molecule cluster; the radius of the sphere then determines the location of the dividing surface. (Spherical dividing surfaces are chosen to make contact with previous work that used spherical constraining volumes as well as the simplicity is lends to the theory.) For the dissociation reaction studied here, the location of the dividing surface is guided by variational TST (VTST). The fundamental assumption of TST guarantees that the TST approximation to the classical reactive flux is greater than or equal to the exact classical flux. This upper bound is the basis for variational TST in which the transition state dividing surface is located to minimize the reactive flux. Thus, VTST gives a prescription for defining a unique location of the dividing surface (or radius of the sphere) for each reaction.
In the new theory the rate constant for monomer evaporation from an i-molecule cluster is given by
where m is the monomer mass, k B is Boltzmann's constant, T is temperature, and A i (T,r) is the Helmholtz free energy for forming an i-molecule cluster in a sphere of radius r. The value of r that minimizes the rate constant is denoted r i à . It is worth noting that free energy curves A i (T,r) have been computed by several groups dating back to the early 1970s, but it is only our work within the last year that has shown the evaporation rate constant can be related to the derivative of A i (T,r) with respect to r. Once the evaporation rate constant is obtained, the condensation rate constant can be obtained (for monomer addition to an (i-1)-cluster) using detailed balance. The resulting expression for the condensation rate requires evaluation of the absolute value of the Helmholtz free energy, whereas the evaporation rate constant requires its derivative with respect to r.
The absolute value of the free energy and its derivative are obtained by Monte Carlo simulations. Accurate calculations of A i (T,r) vs. r require extensive simulations that sample configurations with water molecules evaporated (or with their center of mass at least 4-6 Å from the nearest neighbor's center of mass) as well as those in which all water molecules are hydrogen bonded together. The configuration space of the i-molecule cluster is sampled in an extended canonical ensemble in which the volume is allowed to fluctuate under imposed constant pressure and constant temperature using Metropolis Monte Carlo. During the course of the Monte Carlo simulation over configurations and volume, the range or volume (or r) is partitioned into bins for accumulation of population. The relative probability of a cluster forming within a given volume v (or spherical radius r) is obtained from the normalized population and the relative value of the Helmholtz free energy is obtained from the probability. NWMPP1 provides an excellent platform on which to perform these simulations since the total sampling can be split up over many processors. In order to obtain good statistics many independent simulations are performed and the results from each simulation averaged. A Monte Carlo code was adapted to run N independent simulations on N nodes on the MPP1, where in practice values of N=64, 128, or 256 were typically used. Each simulation is initialized with the total volume set to the maximum volume allowed in the simulation and with a configuration that randomly fills only a fixed portion of the available total volume. To insure that the N simulations are indeed independent, the initial fixed portion of the total volume for each simulation was uniquely chosen (based upon the node number for that simulation) such that the initial configurations for all N simulations spanned the space of possible structures from compact ones to disperse ones with i weakly interacting molecules. Each simulation begins with a large number of thermalization steps in which no statistics are accumulated. Typically the thermalization takes only a small percentage of the total run time, but as N increases the total sampling points per simulation decreases while the thermalization period stays constant, so the percentage not being used in sampling increases. This is the major cause of nonlinear scaling with processors; however, as seen in Figure 1 , the scaling remains quite good up to 440 nodes.
One difficulty with the MPP implementation was the observed need for sufficiently long simulations to insure that disperse configurations were sampled In practice, during the thermalization process, the more disperse initial configurations tend to condense, since the more compact structures are energetically favored. Thus, even though many of the simulations are initialized with disperse configurations, by the time statistics are accumulated the configurations are compact. Adequate sampling of the less probable disperse configurations requires larger single sample sizes rather than a larger number of smaller sample sizes. This also limited the effectiveness of our use of the MPP.
Results of the simulation for water clusters with 2 to 10 molecules are presented in Figure 2 . The Helmholtz free energies appear to remain relatively constant over a range of r, particular for the larger clusters. Even so, the derivatives of these curves exhibit well-defined minima from which the evaporation rate constants are calculated. Table I displays the optimum r value r i à , absolute value of the Helmholtz free energy at r i à , and the evaporation rate constant obtained from these calculations. 
The development of accurate potential energy functions (PEF) is a crucial task in this work. Because we are interested in describing clusters as few as two molecules up to tens of molecules, it is necessary to have PEFs that can reproduce properties of small clusters and continue to the correct limit of bulk phase properties as the clusters grow. The development of accurate PEFs requires benchmark studies interaction energies to aid in their construction and to test their accuracy. In addition, benchmark studies for clusters with two to several molecules are needed to allow critical tests of how well many body effects are included in the PEFs.
During the first year of this project we have established accurate energetics for the NH 3 -NH 3 and NH 3 -H 2 O interactions as well as a measure of the cooperative effects in the ammonia trimer.
The interactions between two ammonia molecules as well as between NH 3 and H 2 O were estimated at the second order Møller-Plesset (MP2) level of theory with the family of augmented correlation consistent basis set of Dunning and co-workers. Estimates of the correction due to basis set superposition error (BSSE) and higher order of electron correlation at the CCSD(T) level of theory were also taken into account. The NWCHEM suite of programs was used in order to optimize the structure of the clusters and perform a vibrational analysis at the resulting minimum energy configurations.
We have revisited the long-standing issue of the structure of the ammonia dimer and the energy difference between the "linear" and "cyclic" configurations. We found that the relative enegetics are well represented at the MP2 level of theory [when compared with higher correlation methods such as CCSD(T)] but the basis set effects are quite dramatic. For instance, basis sets as large as aug-cc-pV5Z are needed in order to accurately reproduce the experimentally obtained energy difference between the two conformations (7.5 cm -1 ). To this end, the use of the parallel computer and appropriate electronic structure software tailored for the environment (NWCHEM) is a necessity.
The structure of the ammonia trimer is cyclic with a homodromic hydrogen bonding network like the one found in the water trimer (see Figure 3) . However, unlike the water trimer that possesses no symmetry elements, (NH 3 ) 3 has C 3 symmetry. The contraction of the N-N bond lengths from the dimer to the trimer is just 0.065 Å, almost half than the one observed for (H 2 O) 3 (0.12 Å). This is an indication that the cooperative effect should be smaller. The electronic energy difference with respect to three isolated fragments at the MP2/aug-cc-pVQZ level of theory is -10.76 kcal/mol (-10.56 kcal/mol including BSSE corrections). Zero-point energy corrections produce ∆E 0 =-6.8 kcal/mol. Analysis of the nonadditive component of the interaction energy suggests that the three-body term of -1.19 kcal/mol is 11% of the total energy (compared to 17% for the water trimer). The interaction in (NH 3 ) 3 is smaller than the water trimer as a consequence of the weaker both 2-and 3-body interactions. To this end it appears that cooperative effects manifested in small ammonia clusters are not as large as the ones previously observed for water clusters. Future studies of larger ammonia clusters will be used in order to validate this proposition.
For NH 3 -H 2 O the electronic energy difference (∆E e ) was estimated at -6.5 kcal/mol at the MP2 compete basis set (CBS) limit (see Figure 4) . The optimal structure corresponds to a quasilinear hydrogen bond with the water molecule acting as the proton donor and the ammonia molecule as the proton acceptor. The minimum energy structure on the dimer PES corresponds to a configuration in which the "free" H atom of the water molecule is in an eclipsed conformation with one of the ammonia H atoms. However the dimer "structure" is by no means rigid since, for instance, rotation of the "free" H atom of the water molecule along the molecular axis of the ammonia molecule (almost collinear with the N-O vector) is quite feasible having an electronic energy barrier of just 0.01 kcal/mol. The dependence of the interaction potential on the change of this dihedral angle is much smaller than the corresponding one in the water dimer. This requires further investigation in order to obtain an orientational interaction potential that correctly reproduces this effect. Zero-point corrections estimated at the harmonic approximation yield ∆E 0 = -4.3 kcal/mol for the dimer. Higher order correlation effects estimated at the CCSD(T) level of theory suggest that the MP2 estimate for ∆E e is accurate to within 0.2 kcal/mol. The interaction is ca. 25% stronger than the one between two water molecules, a consequence of the fact that ammonia is a better base than water. It should be emphasized that previous estimates for ∆E e of this system (performed at much lower levels of theory than the one used here) range from -4 to -7.5 kcal/mol and in many cases they even produce a different qualitative picture for the features of the ground state PES associated with the different conformers.
Appendix B -Full Report of Second Year Activities and Accomplishments
Nucleation of Tropospheric Aerosols
where m is the monomer mass, k B is Boltzmann's constant, T is temperature, and A i (T,r) is the Helmholtz free energy for forming an i-molecule cluster in a sphere of radius r. The value of r that minimizes the rate constant is denoted r i à . It is worth noting that free energy curves A i (T,r) have been computed by several groups dating back to the early 1970s, but it is only our recent work that has shown the evaporation rate constant can be related to the derivative of A i (T,r) with respect to r. Once the evaporation rate constant is obtained, the condensation rate constant can be obtained (for monomer addition to an (i-1)-cluster) using detailed balance. The resulting expression for the condensation rate requires evaluation of the absolute value of the Helmholtz free energy, whereas the evaporation rate constant requires its derivative with respect to r.
The absolute value of the free energy and its derivative are obtained by Monte Carlo simulations. Accurate calculations of A i (T,r) vs. r require extensive simulations that sample configurations with water molecules evaporated (or with their center of mass at least 4-6 Å from the nearest neighbor's center of mass) as well as those in which all water molecules are hydrogen bonded together. The configuration space of the i-molecule cluster is sampled in an extended canonical ensemble in which the volume is allowed to fluctuate under imposed constant pressure and constant temperature using Metropolis Monte Carlo. During the course of the Monte Carlo simulation over configurations and volume, the range or volume (or r) is partitioned into bins for accumulation of population. The relative probability of a cluster forming within a given volume v (or spherical radius r) is obtained from the normalized population and the relative value of the Helmholtz free energy is obtained from the probability. NWMPP1 provides an excellent platform on which to perform these simulations since the total sampling can be split up over many processors. In order to obtain good statistics many independent simulations are performed and the results from each simulation averaged.
A summary of our results to date for water clusters with 2 to 15 molecules are presented in Table II . Calculation of the equilibrium constants and condensation rate constants requires determining the absolute value of the Helmholtz free energies between adjacent size clusters. To date these calculations have only been carried out through i=10. New simulation methods to more efficiently calculate absolute free energies are being explored (see below). Calculations have also been performed for the i=20 and 30 clusters yielding α 20 = 9.2 x 10 8 s -1 and α 30 = 5.4 x 10 8 s -1 .
We have used the computed rate constants and extrapolated values for larger clusters, to compute the transient rate of water nucleation at 243 K and monomer concentration ρ 1 =1.5x10 17 cm -3 . The rate constants and nucleation rates are presented in Figure 5 . For the current extrapolation, the critical cluster occurs for about i=23, where the evaporation and condensation rate constants are nearly equal. The cluster populations are seen to rapidly converge to the steady state value of 4x10 3 cm -3 s -1 within about 100 ps, defining the nucleation rate for these conditions. Given the delicate nature of the nucleation process it is important to assess the effects of uncertainties in the kinetic parameters that govern the steady-state nucleation rate. Sensitivity analysis provides insight into the influence and identity of the dynamical quantities to which the nucleation rate, J, is most sensitive. This, in turn, aids in the elucidation of specific reaction mechanisms and reduces computational effort by focusing only on those clusters that affect the nucleation rate. This analysis revealed two classes of sensitivity: (1) when the nucleation rate is expressed as a function of the evaporation (α) and condensation rate constants (β), J=J (α,β), then the nucleation rate is most sensitive to all pre-critical clusters, and (2) when the nucleation rate is expressed as a function of the condensation rate constants and equilibrium cluster populations (N EQ ), J=J (β,N EQ ), then the sensitivity is peaked about the critical cluster (see Figure 6) . Thus, if the dynamical properties of the clusters around the critical size can be determined directly, then the sensitivity of the nucleation rate on the pre-critical clusters can be avoided. But, this requires the ability to determine the condensation rate constants and populations for clusters containing 30 to 50 water molecules. In addition, the absolute Helmholtz free energies of these clusters must be calculated in order to determine their populations.
The calculation of the water cluster absolute Helmholtz free energy and its radial dependence requires extensive sampling of configuration space. The Northwest Massively Parallel Processor (NWMPP) provides an ideal platform on which to perform Monte Carlo cluster simulations. In order to obtain good statistics many independent trajectories need to be sampled and the results averaged. We have already devised a simulation technique that provides the radial dependence of the Helmholtz free energy; however, we are currently exploring a novel technique that (in principle) can provide the absolute Helmholtz free energies. This technique provides an estimate of the absolute Helmholtz free energy via determination of the external work. 1 In short, since ∆E=Q+W, and W ≥ ∆A (where ∆E is the change in internal energy of the system, Q is the heat absorbed by the system, W is the work done on the system, and ∆A is the change in Helmholtz free energy of the system), one can obtain upper and lower bounds for ∆A by doing work on the system along a reversible path. That is to say, by slowly changing the underlying potential energy surface from an ideal gas to a fully interacting water cluster an upper bound on ∆A can be obtained (the lower bound is obtained by reversing the procedure). By accumulating the total heat (-Q) released to the bath during this process and given ∆E=E(final) -E(initial), the external work is determined by W=∆E+Q. A Monte Carlo code was modified to perform external work calculations on water clusters. By using many different starting configurations a thorough sampling of the reversible paths which join the two thermodynamic states of interest can be achieved.
Much effort has been expended towards the development of methods for computing free energy changes via Monte Carlo or Molecular Dynamics simulations. All methods require a choice of a thermodynamic path upon which the free energy is changing from the initial to the final state. Eventhough the free energy is a state function which allows any path connecting the initial and final states as a valid path, there exists the possibility that some particular set of paths may be more computationally efficient. Recall from the earlier discussion that the external work, W, done on a system in raising its free energy from an initial to a final state is, in general, greater than the corresponding change in free energy ∆A. The work recovered during a decrease in free energy will be less than the free energy change. Thus, one can exploit the fact that energy is lost in the forward and reverse cycles by accumulating the work performed on (or by) the system as an upper (lower) bound on the free energy change: -W(final ⇒ initial) ≤ ∆A ≤ W(initial ⇒ final). Note that the inequalities are saturated only for reversible paths. In other words, the external work is equal to the change in free energy if the system remains at equilibrium along the thermodyanmic path chosen. Hence, one should choose a path which allows the system to remain arbitrarily close to equilibrium while the underlying potential energy surface is altered from the initial to the final state. The way the underlying potential is altered from the initial to final state determines the path (i.e. the external work is a functional of the path). Therefore, the best path is found by changing the way the potential is altered and choosing the case which yields the most rapid convergence of the upper and lower bounds on the free energy difference. It must be stated that it is the ensemble averaged external work which is optimized by path variation. Thus, many initial configurations must be sampled and followed to their final states to achieve a reasonable estimate of the free energy difference. Currently, we are exploring different ways of changing the underlying potential to yield an optimal reversible path. Preliminary results for the Helmholtz free energy difference between the interacting and noninteracting small water clusters at T = 243 K are: ∆A(dimer) = -1.16 ± 0.05 kcal/mol; ∆A(trimer) = -2.26 ± 0.08 kcal/mol; ∆A(tetramer) = -5.91 ± 0.08 kcal/mol; ∆A(pentamer) = -8.21 ± 0.05 kcal/mol.
As a means of assessing the accuracy of the VTST calculations, we have performed classical trajectory calculations that allow determination of the exact classical rate constants and we have calculated a classical recrossing correction factor κ Recross , i.e., k Cl = κ Recross k VTST . Detailed balance insures that the recrossing factors for the evaporation and condensation rate constants are the same. Since evaporation is an infrequent event, we use classical trajectories to simulate the condensation reaction. Trajectories are initiated with one water significantly far from the cluster so that the interaction is negligible. The water molecule has its initial geometry and relative translational velocity vector selected in the following manner. A straight line from the center of mass of the cluster is constructed and the initial geometry is chosen to be displaced from this line by the distance b, called the impact parameter. The initial relative translational velocity vector is parallel to the line (see Figure 7) . For a fixed value of the impact parameter an ensemble of initial conditions of the cluster and incident water molecule are chosen from a Boltzmann distribution and the probability of the water molecule sticking to the cluster is just the number of trajectories for which the incident water molecule sticks divided by the total number of trajectories. Calculated sticking probabilities P(b) for water collision with i=9 and 29 cluster are shown in Figure 8 . For comparison we also indicate the values of r cut as vertical arrows and the sticking probabilities assumed in classical nucleation theory (unit sticking probability for collision with a water droplet with the density of bulk water). Even for head-on collisions (b=0) the sticking probabilities are not unity. For values of b larger than r cut a significant fraction of collisions still lead to sticking because of the attractive interaction of the incident water molecule with water molecules near the surface of the cluster. For sufficiently large impact parameter the sticking probability goes to zero as the interaction between the incident water molecule and the cluster is insufficient to attract the incident molecule to the cluster. An accurate classical value of the condensation rate constant β is obtained from the sticking probability from the relationship
where c is the average speed of water molecules in the gas phase and ρ 1 is the density of water monomers in the gas phase. Table III compares the accurate condensation rate constants with those obtained from VTST and classical nucleation theory (CNT). The VTST results are seen to overestimate the accurate classical results by 60% for i=9 and about a factor of 2 for i=29. VTST is seen to get qualitatively correct results for the current choice of dividing surface, but either improved dividing surfaces or classical trajectory calculations of recrossing factors will be needed to get quantitatively accurate rate constants. 
Appendix C -Full Report of Third Year Activities and Accomplishments
Nucleation of Tropospheric Aerosols
Considerable effort was made in the third year of this project to implement the finite-time variational switching formalism (also known as the external work technique) 1 for calculating the absolute value of the Helmholtz free energy and its derivative, which is needed for calculating the evaporation rate constant. To evaluate the success of this approach, we first performed calculations on Lennard-Jones clusters, since an extensive body of knowledge is available for Lennard-Jones fluids and clusters. The Lennard-Jones potential can be used as a simple model of argon interactions, enabling comparison with experiments, but another virtue is its amenability to all types of simulation, providing contact with many different approaches to nucleation theory. The aim of the present work is to produce the first extensive and systematic predictions for argon nucleation from a microscopic theory. Such results should provide a benchmark for comparison with other theories and a basis for refining these theories.
In the external work method the Hamiltonian of the system is gradually changed between the state of interest and a reference state whose free energy is known. The accumulated potential energy changes due to incrementing the Hamiltonian at instantaneously fixed configuration correspond to the irreversible work required to take the system between the two Hamiltonians. The work constitutes an upper bound to the free energy change, and a lower bound can be obtained by switching in the reverse direction, i.e. from the reference state back to the state of interest. A convenient reference state for calculating the absolute free energy of a hot Lennard-Jones cluster is the ideal gas, where the atomic interactions are completely switched off. With a suitable choice of switching path 2 the free energy difference from the interacting cluster can be calculated efficiently and to arbitrary precision, complete with accurate error estimates. The free energy of the ideal gas constrained within a sphere centered at its center of mass can be evaluated precisely, 3 allowing the free energy of the Lennard-Jones cluster to be put on an absolute scale. In addition, we calculate the derivative, ∂A/∂R, of the Helmholtz free energy with respect to the container radius, by evaluating ) (R A over a range then differentiating numerically. The finitetime switching method can also be used in this case by treating the interaction of the atoms with the wall as part of the Hamiltonian. By reducing the radius of the container during the simulation, the walls do work on the cluster, and one obtains the free energy change as a function of radius. The reversibility of this process is greatly enhanced by the newly introduced method of metric scaling. 4 The finite-time variational method was implemented in parallel on the MPP and the absolute free energies and their derivatives were calculated for argon clusters at 85 K. Condensation and evaporation rate constants were obtained for clusters of 9 to 44 atoms at 85K. The preliminary results described here indicate the utility of the approach. Future work is aimed at obtaining nucleation rates for argon for a variety of physical conditions (temperature and pressure). In addition, the external work method has been extended to the study of water clusters. 7035-7046 (2000) A primary focus for the third year of this project was addressing the extreme sensitivity of the nucleation rate to kinetic parameters. Since the kinetic parameters are sensitive to the underlying potential energy surface (PES) of the system, the nucleation rate also exhibits significant sensitivity to the PES. All our previously reported calculations on water clusters have been performed using the Dang-Chang polarizable water model. We tested the sensitivity of the Helmholtz free energies on intermolecular potential by comparing the values for the DangChang potential with those obtained using the TIP4P water model. The Helmholtz free energies for the TIP4P and Dang-Chang water models at a temperature T=243K and corresponding simulation radii r cut for clusters of size i=2 to 10 are shown in Table IV . These calculations are based on the method of external work and have an error of about ± 0.1 kcal/mol. One can readily see that even though these water models give nearly equivalent descriptions of bulk properties, their cluster properties are quite different. However, this situation is not too surprising since neither of these water models used cluster data in the parameterization.
Development of an accurate water potential remains a challenge, but once consistency is achieved between nucleation theory and experiment we will have exquisitely nailed down the intermolecular potential for water.
Another major objective of this project is to develop a molecular-level theoretical formulation of aerosol nucleation that demonstrates an understanding of the factors controlling aerosol formation in binary and ternary systems (e.g., systems containing two and three nucleating components). With this objective in mind, we previously extended DNT to multicomponent systems in the past year, and in the third year the multicomponent theory was implemented in the simulation codes. Work has also been proceeding to fit a polarizable ammonia-water potential and a dissociable water-sulfuric acid potential. 
Heterogeneous Reactions of Atmospheric Significance
In the third year of the project, we have constructed 5 an explicit time dependent version of the theory of Sum Frequency Generation (SFG) spectroscopy, in order to remove various approximations that we employed in our first order theory published in 2000. 6 An SFG spectrum provides a surface sensitive probe of the vibrational spectrum of a surface. The removal of these approximations was necessary in order to have a general treatment that should be applicable to complex surfaces, such as sulfate aerosols, and our overall goal is to have a reliable theory to help understand such atmospheric aerosol surfaces and reactions on them.
The new theory still employs quantum chemical electronic structure calculations and molecular dynamics computer simulations, but is framed in a time dependent formulation, which has allowed us to incorporate such important features as electronic polarization of the molecules, intra-and inter-molecular vibrational couplings, and an improved modelling of the vibrational frequency shifts due to these interactions. As an illustration of the new approach, we have focussed on the water surface, and have employed the flexible, anharmonic force field model of water developed by Ferguson, 7 which is a revised version of the well known SPC model to incorporate intramolecular vibrations, and has been parametrized via neutron diffraction experiments on water. A test calculation of the bulk water infrared spectrum was in good agreement with experiment, and indicated the importance of including the electronic polarization in the calculations. We also examined the technique, introduced by Benjamin in an important first work, 8 of trying to generate an SFG spectrum by calculation of the ordinary IR spectrum, but restricted to the surface region. We found that no such truncated region IR spectrum could successfully reproduce the calculated SFG spectrum. This indicates that one will require a theory for the SFG spectrum itself, such as the one we have developed.
The comparison of our calculated water surface SFG spectrum with experiment was quite encouraging, although there are discrepancies, to be returned to below. It was found, by comparison with a calculation with a different internal flexible force field (Kuchitsu-Morino 9 ), not parameterized for the liquid state, that it is quite important to use a force field such as the Ferguson model parametrized for the liquid state. It was also found that inclusion of the electronic polarization is necessary for agreement with experiment. In our comparison with experiment, the new theory worked quite well in the high frequency stretching region of the socalled 'dangling bond' OH, and less well in the so-called 'hydrogen bonding ' region of the spectrum, at lower frequencies. For the former region, we believe that the new theory should be directly applicable, without further development, to more complex surfaces, and studies of these are underway, beginning with a test calculation on the methanol-water surface, which is already quite well understood from a simulation point of view ; application to the sulfate aerosol surface will follow. Concerning the lower frequency 'hydrogen bonded' region, the remaining discrepancies compared to experiment have very few potential sources, given the fact that our new theory has removed almost all approximations. One approximation that does remain is the neglect of induced quadrupole effects (a neglect also made in almost all current qualitative interpretations of SFG spectra). We are currently investigating the impact of this approximation. The potential consequences for the interpretation of SFG are quite significant, in that the induced quadrupole contribution is not restricted to the surface region but also arises from the bulk. If it is found that this contribution is important, then one would have to conclude that, contrary to current thought, SFG is not exclusively a surface sensitive probe for all surfaces in all frequency regions.
Reaction Energetics and Rate Constants for Oxidation of Volatile Organic Compounds Important in the Troposphere
Paulson stated in 1994 that "the ability of a compound to contribute to oxidant formation can only be derived from the detailed oxidation mechanism for each hydrocarbon." For homogeneous gas phase processes these uncertainties lie in the area of degradation mechanisms as opposed to kinetic measurements, although there are still some key kinetic issues that have yet to be resolved. Major areas of mechanistic uncertainty include (1) aromatics, (2) OH chemistry of hydrocarbons C n , with n>4, (3) O 3 chemistry of unsaturated hydrocarbons C n with n>2, and (4) OH, O 3 , and NO 3 chemistry of alkenes and terpenes.
During the second year of the project, we initiated exploratory calculations of reaction energetics and rate constants for the reactions of OH with ethylene, butadiene, isoprene, and α-pinene. The major focus of this work has been the exploring theoretical approaches to obtain accurate energetic information for these important reactions. Radical reactions are difficult to study both experimentally and theoretically. Experimentally, radical reactions are very fast, complicating the identification of reaction pathways and intermediates. Theoretically, an accurate description of the low-energy barriers requires sophisticated treatment of electron correlation. The test reaction OH + C 2 H 4 was chosen because (1) of its simplicity and (2) there exists experimental rate constants for comparison. Initially, calculations were performed at the MP2//cc-pvdz level that gave a barrier of 7.5 kcal/mol and a resulting rate constant that was eleven orders of magnitude below experiment. Using the optimized geometries at the MP2 level single point calculations were carried out at the UCCSD(T)//avdz level. The resulting energetics resulted in the barrier being reduced to -1 kcal/mol (i.e., below the energy of reactants); however, the rate constant was too slow by an order of magnitude and the temperature dependence was in the wrong direction compared to experiment. Since optimization of the reaction path at the UCCSD(T) level is intractable, the use of the DFT with the MPW1K functional of Truhlar and coworker was explored. The resulting reaction path had the correct negative barrier with respect to reactants by -1.9 kcal/mol and the variational transition state theory (VTST) estimate for the rate agrees well with experiment: k VTST = 6.3 × 10 -12 cc/molecule/s at 300K compared to k EXP = (4.5 × 10 -12 to 9.9 × 10 -12 ) cc/molecule/s. This reaction goes through a van der Waals complex (-3.2 kcal/mol), through a first transition state (-1.9 kcal/mol), into a 2 nd complex (-2.2 kcal/mole), through a 2 nd transition state (∼5 × 10 -3 kcal/mole above the 2 nd complex), and then to the product C 2 H 4 OH (-33.6 kcal/mol) as shown schematically in Figure 9 . Furthermore, the theoretical rate constants are consistent with the measured temperature dependence. These results represent the most comprehensive study of OH + C 2 H 4 reaction energetics to date. A previous investigation of this reaction by J. Villa et al. (JCP, 107 (18), 7266, (1997) ) considered only 0.5 Å along the reaction path and thus completely missed both the 2 nd complex and 2 nd transition state. Calculations are underway to benchmark these latest results against those at the UCCSD(T) level of theory. In addition, calculations for the stationary points along the reaction path for OH + butadiene are currently being performed.
