Negative arrivals are used as a control mechanism in many telecommunication and computer networks. This paper analyses a discrete-time single-server queue with geometrical arrivals of both positive and negative customers. We consider both the cases where negative customers remove positive customers from the front and the end of the queue and, in the latter case, the two sub-cases in which a customer currently being served can and cannot be killed by a negative customer. Thus, we carry out a complete study of these systems, including the ergodicity condition as well as exact formulae for the associated stationary distribution. The effect of several parameters on the systems is shown numerically.
Introduction
During the last decade there has been an increasing interest in queueing systems and networks with negative arrivals and their applications. Negative customers systems were introduced by Gelenbe [9] inimmune servicing and immune servicing disciplines. The study concludes in Section 5 with a discussion of some numerical examples illustrating the influence of the parameters on the system performance.
The mathematical model
We consider a discrete-time queueing system where the time axis is divided into equal intervals (called slots) and all queueing activities (arrivals and departures) take place at the slot boundaries. Two types of customers, positive and negative, arrive according to geometrical arrival processes with probabilities p and q, respectively. At each time slot, the following events occur in sequence: departure (if any), positive arrival (if any) and negative arrival (if any); therefore, we will discuss the model for the early arrival system (EAS) policy. Details on the EAS discipline and related concepts can be found in [26, 29] .
If a positive customer upon arrival finds the server idle, it immediately enters the service station; otherwise, it queues in the waiting line with infinite capacity. Of course, as soon as the server is free, one of the customers in the waiting line (if any) occupies the server. A negative arrival removes a positive customer in accordance with the specified killing strategy. In the following two sections we will study separately the RCE-inimmune and immune servicing killing disciplines.
It is always assumed that services can begin only at slot boundaries and their durations are integer multiples of a slot duration. Service times are independent and geometrically distributed with probabilitȳ s = 1 − s, where s is the probability that a customer does not conclude his service in a slot.
In order to avoid trivial cases, we assume 0 < p < 1, 0 < q < 1 and 0 < s < 1. The traffic intensity is given by ρ = p/s.
At time m + (the moment immediately after the mth slot), the system can be described by the process X m , which represents the number of customers in the system (including the one in service, if any).
It can be readily proven that {X m , m ∈ N} is the one-dimensional Markov chain of our queueing system and its states space is {0, 1, 2, . . .}.
Our main purpose is to find the stationary distribution
In order to resolve the Kolmogorov equations of the distribution π k , we need to introduce the auxiliary generating function ϕ(z) = ∞ k=1 π k z k−1 , |z| ≤ 1. It should be remarked that ϕ(z) is the marginal generating function of the number of customers in the waiting line when the server is busy.
Let us note that the probability generating function of the system size (i.e., of the variable S) is given by Φ(z) = π 0 + zϕ(z). Accordingly, Φ(z) is the generating function of the stationary distribution of the Markov chain {X m , m ∈ N}.
The RCE-inimmune servicing killing policy
In this section we consider the RCE-inimmune servicing killing discipline. In our case, this strategy is equivalent to the RCH discipline due to the lack of memory of the geometrical law. This is appropriate for modelling server breakdowns, where a negative arrival causes the task in service to be lost. 
The Kolmogorov equations for the distribution π k are
and the normalization condition is
Substituting Eqs. (1) and (2) into the above equation yields
Let us observe that the polynomial in the left-hand side of Eq. (4) has two roots z * 1 and z * 2 , which satisfy the conditions −1 < z * 1 < 0 and z * 2 > 0. Letting z = z * 1 in Eq. (4), we get
and substituting this expression into Eq. (4), we obtain
We notice that this development in powers series is right only if the condition z * 2 > 1 is satisfied. Lemma 1. The condition z * 2 > 1 is necessary and sufficient for the stability of the system. Proof. If 0 < z * 2 ≤ 1, then setting z = z * 2 in Eq. (4), we have
The system of Eqs. (5) and (7) 
From the normalization condition π 0 + ϕ(1) = 1, we find the unknown constant
Hence, the marginal generating function ϕ(z) can be written in the form
The previous results can be summarized in the following theorem. 
Theorem 1. The Markov chain {X m , m ∈ N} is ergodic if and only if
ρ < 1 + q s .
The generating function of the stationary distribution of the chain is given by
Φ(z) = [(sp +spq + spq)z * 2 +spq](z * 2 − z) + pq(z * 2 ) 2 z [(sp +spq + spq)zΨ (z) = π 0 + ϕ(z) = [(sp +spq + spq)z * 2 +spq](z * 2 − z) + pq(z * 2 ) 2 [(sp +spq + spq)z * 2 +spq](z * 2 − 1) + pq(z * 2 ) 2 z * 2 − 1 z * 2 − z .
Corollary 2.
(1) The steady-state distribution of the waiting line size is given by the following formulae:
(2) The steady-state distribution of the system size is given by the following formulae:
Corollary 3.
(1) The factorial moments of kth order for the waiting line size are given by
The factorial moments of kth order for the system size are given by
The RCE-immune servicing killing policy
The analysis of the preceding section assumes that the last positive customer in the system will be killed by a negative arrival whether or not it is actually receiving service at the instant of the negative arrival. However, if a negative arrival is to represent the transfer of work out of a queue due to some load balancing strategy, it makes sense for only customers waiting to commence service to be susceptible to killing (i.e., only customers not in the first position in the queue). In this case we say that customers in service are immune from killing by negative customers.
In the case of RCE-immune servicing killing discipline, the one-step transition probabilities
The Kolmogorov equations are
and the normalization condition is By inserting Eqs. (8) and (9) into the above equation leads to
As we said in the previous section, the polynomial of second degree
has two real roots z * 1 and z * 2 fulfilling the conditions −1 < z * 1 < 0 and z * 2 > 0. Choosing z = z * 1 in Eq. (11) gives
Corollary 6.
(2) The factorial moments of kth order for the system size are given by
Numerical results
In this section we present some numerical examples to study the influence of the parameters on the main performance characteristics. To this end, throughout this section it is assumed that the mean service time is equal to 2. Of course, in all the below examples, the parametric values are chosen so as to satisfy the ergodicity condition.
Figs. 1 and 2 consider the RCE-immune servicing killing discipline. The graphics corresponding to the RCE-inimmune discipline are similar and therefore omitted. Nevertheless, the important differences between both policies will be discussed in Figs. 3 and 4 . Fig. 1 describes the influence of the parameters p and q on the stationary probabilities π k , k ≥ 0. As is to be expected, π 0 is decreasing and increasing as function of p and q respectively. We can observe that the stationary probabilities π k , k ≥ 1 decrease with increasing values of k, which also agrees with the intuition. Clearly, in Fig. 1(b) our system for q = 1 becomes dichotomic, since there are only two states, namely 0 and 1. is decreasing as function of q and when q = 1 this mean value is zero. Substantially the same effects are seen in Fig. 2(b) , which gives a measure of the dispersion of the queue size. Naturally, the random variable N is more concentrated as q increases. On the other hand, when p = 0.2 our system is stable for any value of q and when p = 0.5, 0.8 our system becomes unstable as q approaches the ergodicity condition.
In Fig. 3 , we analyse the behaviour of π 0 and π 1 in relation to the two considered killing disciplines. Since customers in service cannot be removed in the immune case, the probability π 0 in this case is smaller than in the inimmune policy. This comment is reversed with respect to the probability π 1 , as is shown in Fig. 3(b) . In the special situation q = 1, our system becomes dichotomic in the immune discipline (the model has two states: 0 and 1) and deterministic in the inimmune discipline (the system is always empty). As intuition tells us, the difference between both policies is stressed as the parameter q increases. 
