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Abstract
While the asymptotic stability of positive linear systems in the presence of bounded time delays
has been thoroughly investigated, the theory for nonlinear positive systems is considerably less well-
developed. This paper presents a set of conditions for establishing delay-independent stability and
bounding the decay rate of a significant class of nonlinear positive systems which includes positive linear
systems as a special case. Specifically, when the time delays have a known upper bound, we derive
necessary and sufficient conditions for exponential stability of (a) continuous-time positive systems
whose vector fields are homogeneous and cooperative, and (b) discrete-time positive systems whose
vector fields are homogeneous and order preserving. We then present explicit expressions that allow us
to quantify the impact of delays on the decay rate and show that the best decay rate of positive linear
systems that our bounds provide can be found via convex optimization. Finally, we extend the results
to general linear systems with time-varying delays.
I. INTRODUCTION
Positive systems are dynamical systems whose state variables are constrained to be nonnegative
for all time whenever the initial conditions are nonnegative [1]. Due to their importance and
wide applicability, the analysis and control of positive systems has attracted considerable attention
from the control community (see, e.g., [2]–[8] and references therein).
Since time delays are omnipresent in engineering systems, the study of stability and control
of dynamical systems with delayed states is essential and of practical importance. For general
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2systems, the existence of time delays may impair performance, induce oscillations and even
instability [9]. In contrast, positive linear systems have been shown to be insensitive to certain
classes of time delays in the sense that a positive linear system is asymptotically stable for all
bounded delays if and only if the corresponding delay-free system is asymptotically stable [10]–
[13]. In addition, if a positive linear system is asymptotically stable for an arbitrary constant delay
and some positive initial conditions, the delay-free system is globally asymptotically stable [11].
Many important positive systems are nonlinear. It is thus natural to ask if the insensitivity
properties of positive linear systems with respect to time delays will hold also for nonlinear
positive systems. In [14], it was shown that for a particular class of nonlinear positive systems,
homogeneous cooperative systems with constant delays, this is indeed the case. It is clear that
constant delays is an idealized assumption as time delays are often time-varying in practice.
However, to the best of our knowledge, there have been rather few studies on stability of nonlinear
positive systems with time-varying delays. An important reason for this is that popular techniques
for analyzing positive systems with constant delays, such as linear Lyapunov-Krasovskii func-
tionals, cannot be applied or lead to excessive conservatism when the delays are time-varying.
At this point, it is worth noting that the results for homogeneous cooperative systems and
positive linear systems cited above concern asymptotic stability. However, there are processes
and applications for which it is desirable that the system converges quickly enough to the
equilibrium. While exponential stability of positive linear systems with constant delays was
investigated in [15] using Lyapunov-Krasovskii techniques, extensions to time-varying delays
are non-trivial. Moreover, although quantitative stability measures can be highly dependent on
the magnitude of delays, no sharp characterization of how a maximum delay bound affects the
guaranteed decay rate of a positive system exists to date. This paper addresses these issues.
At the core of our paper is a set of powerful conditions for establishing exponential stability
of a particular class of nonlinear continuous- and discrete-time positive systems with bounded
time-varying delays. More specifically, we make the following contributions:
1) We derive a necessary and sufficient condition for exponential stability of continuous-
time positive systems whose constituent vector fields are homogeneous of degree one and
cooperative.
2) For the case which the time delays have a known upper bound, we present an explicit
expression that bounds the decay rate of the system.
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33) We demonstrate that the best decay rate of positive linear systems that our bound can
provide can be found via convex optimization techniques.
4) We extend our obtained results to general linear systems with time-varying delays.
5) Finally, we provide the corresponding counterparts for discrete-time positive systems.
The remainder of the paper is organized as follows. In Section II, we review some required
background results and introduce the notation that will be used throughout the paper. The main
results of this work for continuous- and discrete-time positive systems are stated in Sections III
and IV, respectively. Illustrative examples are presented in Section V, justifying the validity of
our results. Finally, concluding remarks are given in Section VI.
II. NOTATION AND PRELIMINARIES
Vectors are written in bold lower case letters and matrices in capital letters. We let R, N, and
N0 denote the set of real numbers, natural numbers, and the set of natural numbers including
zero, respectively. The non-negative orthant of the n-dimensional real space Rn is represented
by Rn+. The ith component of a vector x ∈ Rn is denoted by xi, and the notation x ≥ y means
that xi ≥ yi for all components i. Given a vector v > 0, the weighted l∞ norm is defined by
‖x‖v∞ = max
1≤i≤n
|xi|
vi
.
For a matrix A = [aij] ∈ Rn×n, aij denotes the entry in row i and column j, and |A| is the
matrix whose elements are |aij|. A matrix A ∈ Rn×n is said to be non-negative if aij ≥ 0 for all
i, j. It is called Metzler if aij ≥ 0 for all i 6= j. For a real interval [a, b], C
(
[a, b],Rn
)
denotes
the space of all real-valued continuous functions on [a, b] taking values in Rn. The upper-right
Dini-derivative of a continuous function h : R→ R is denoted by D+h(·).
Next, we review the key definitions and results necessary for developing the main results of
this paper. We start with the definition of cooperative vector fields.
Definition 1 A continuous vector field f : Rn → Rn which is continuously differentiable
on Rn\{0} is said to be cooperative if the Jacobian matrix ∂f
∂x
(a) is Metzler for all a ∈ Rn+\{0}.
The next proposition provides an important property of cooperative vector fields.
Proposition 1 [16, Chapter 3, Remark 1.1] Let f : Rn → Rn be a cooperative vector field.
For any two vectors x and y in Rn+\{0} with xi = yi and x ≥ y, we have fi(x) ≥ fi(y).
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Definition 2 A vector field f : Rn → Rn is called homogeneous of degree α if for all x ∈ Rn
and all real λ > 0, f(λx) = λαf(x).
When α = 1, then f is called the homogeneous of degree one. Finally, we recall the definition
of an order-preserving vector field.
Definition 3 A vector field g : Rn → Rn is said to be order-preserving on Rn+ if g(x) ≥ g(y)
for any x,y ∈ Rn+ such that x ≥ y.
III. CONTINUOUS-TIME CASE
Consider the continuous-time nonlinear dynamical system
G :
 x˙
(
t
)
= f
(
x(t)
)
+ g
(
x(t− τ(t))), t ≥ 0,
x
(
t
)
= ϕ
(
t
)
, t ∈ [−τmax, 0].
(1)
Here, τmax ≥ 0, x(t) ∈ Rn is the system state, f, g : Rn → Rn are system vector fields with
f(0) = g(0) = 0, and ϕ(·) ∈ C([−τmax, 0],Rn) is the vector-valued initial function specifying
the initial state of the system. The delay τ(·) is assumed to be continuous with respect to time,
not necessarily continuously differentiable, and satisfies 0 ≤ τ(t) ≤ τmax for all t ≥ 0. While no
restriction on the derivative of τ(t) (such as τ˙ < 1) is imposed, causality of the state space for
system (1) even under fast-varying delays is preserved, since τ(·) is assumed to be bounded [17].
In the remainder of the section, vector fields f and g satisfy Assumption 1.
Assumption 1 The following properties hold.
a) f and g are continuous on Rn, continuously differentiable on Rn\{0}, and homogeneous;
b) f is cooperative and g is order-preserving on Rn+.
Assumption 1a) implies that f and g are globally Lipschitz on Rn [14, Lemma 2.1]. Since ϕ(·)
and τ(·) are continuous functions of time, it then follows that there exists a unique x(t) defined
on [−τmax,∞) that coincides with ϕ(·) on [−τmax, 0] and satisfies (1) for t ≥ 0 [9, pp. 408–409].
The time-delay dynamical system G given by (1) is said to be positive if for every non-negative
initial condition ϕ(·) ∈ C([−τmax, 0],Rn+), the corresponding state trajectory is non-negative, that
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5is x(t) ∈ Rn+ for all t ≥ 0. It follows from [16, Chapter 5, Theorem 2.1] that Assumption 1b)
ensures the positivity of system G given by (1).
While x = 0 is clearly an equilibrium point of the system (1), it is not necessarily stable.
Moreover, the stability of general systems may depend on the magnitude and variation of the
time delays. However, it was shown in [14, Theorem 4.1] that under Assumption 1, the positive
system (1) with constant delays (τ(t) = τmax for all t ≥ 0) is globally asymptotically stable for
all τmax ≥ 0 if and only if the undelayed system (τmax = 0) is globally asymptotically stable.
Our main objectives are therefore (i) to determine if a similar delay-independent stability result
holds for the homogeneous cooperative system (1) with bounded time-varying delays; and (ii)
to determine how the decay rate of the positive system (1) depends on the magnitude of time
delays.
The following theorem establishes a necessary and sufficient condition for exponential stability
of homogeneous cooperative systems with bounded time-varying delays and is our first key result.
Theorem 1 For system G given by (1), suppose Assumption 1 holds. The following statements
are equivalent.
(a) There exists a vector v > 0 such that
f(v) + g(v) < 0. (2)
(b) The positive system G is globally exponentially stable for all bounded time delays. In
particular, every solution x(t) of G satisfies
‖x(t)‖v∞ ≤ ‖ϕ‖e−ηt, t ≥ 0,
where ‖ϕ‖ = sup−τmax≤s≤0 ‖ϕ(s)‖v∞, η ∈
(
0,min1≤i≤n ηi
)
, and ηi is the unique positive
solution of the equation(
fi(v)
vi
)
+
(
gi(v)
vi
)
eηiτmax + ηi = 0, i = 1, . . . , n. (3)
Proof: See Appendix A.
Remark 1 Equation (3) has three parameters: the positive vector v, τmax, and ηi. For any fixed
v > 0 and τmax ≥ 0, (3) is a nonlinear equation with respect to ηi. The left-hand side of (3) is
strictly monotonically increasing in ηi > 0 and, by (2), is smaller than the right-hand side for
ηi = 0. Therefore, (3) always admits a unique positive solution ηi.
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6According to Theorem 1, the homogeneous cooperative system G given by (1) is globally
exponentially stable for all bounded delays if and only if the the corresponding system without
delay is stable. In other words, the exponential stability does not depend on the magnitude of
the delays, but only on the vector fields. Moreover, any vector v > 0 satisfying (2) can be used
to find a guaranteed decay rate of the positive system G by computing the associated η. Note
that ηi in (3) is monotonically decreasing in τmax and approaches zero as τmax tends to infinity.
Hence, the guaranteed decay rate deteriorates with increasing τmax.
Remark 2 It has been shown in [14, Proposition 3.1] that (2) has a feasible solution v > 0 if and
only if there does not exist a non-zero vector w ≥ 0 satisfying f(w) + g(w) ≥ 0. This result
provides an alternative test for checking the global exponential stability of the homogeneous
cooperative system G with time-varying delays.
Remark 3 The result in Theorem 1 can be easily extended to positive nonlinear systems with
multiple delays of the form
x˙
(
t
)
= f
(
x(t)
)
+
p∑
s=1
gs
(
x(t− τs(t))
)
.
Here, p ∈ N, f : Rn → Rn is cooperative and homogeneous of degree one, gs : Rn → Rn
for s = 1, . . . , p are homogenous and order-preserving on Rn+, and 0 ≤ τs(t) ≤ τmax for t ≥ 0.
In this case, the stability condition (2) becomes
f(v) +
p∑
s=1
gs(v) < 0.
We now discuss delay-independent exponential stability of a special case of (1), namely the
continuous-time linear dynamical system GL of the form
GL :
 x˙
(
t
)
= Ax
(
t
)
+Bx
(
t− τ(t)), t ≥ 0,
x
(
t
)
= ϕ
(
t
)
, t ∈ [−τmax, 0].
(4)
In terms of (1), f(x) = Ax and g(x) = Bx. It is easy to verify that if A is Metzler and B is
non-negative, Assumption 1 is satisfied. We then have the following special case of Theorem 1.
Theorem 2 Consider linear system GL given by (4) where A is Metzler and B is non-negative.
Then, there exists a vector v > 0 such that(
A+B
)
v < 0, (5)
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7if and only if the positive system GL is globally exponentially stable for all bounded delays.
The stability condition (5) is a linear programming problem in v, and thus can be verified
numerically in polynomial time. Clearly, the exponential bound on the decay rate of positive
linear systems that our results can ensure depends on the choice of vector v, and that an arbitrary
feasible v not necessarily gives a tight bound on the actual decay rate. However, we will show
that the best guaranteed decay rate can be found via convex optimization. To this end, we use
the change of variables zi = ln(vi), i = 1, . . . , n. Then, the search for v can be formulated as
maximize η
subject to η < ηi, (6a)
aii + bii +
∑
j 6=i
(
aij + bij
)
ezj−zi < 0, (6b)
aii +
∑
j 6=i
aije
zj−zi +
n∑
j=1
bije
zj−zi+ηiτmax + ηi ≤ 0, i = 1, . . . , n, (6c)
where the last two constraints are (5) and (3) in the new variables, respectively. The optimization
variables are the decay rate η and the vector z = [z1, . . . , zn]T . Since aij ≥ 0 for all i 6= j and
bij ≥ 0 for all i, j, the last two constraints in (6) are convex in η and z. This implies that this
is a convex optimization problem; hence, it can be efficiently solved.
Remark 4 A necessary and sufficient condition for asymptotic stability of the positive linear
system (4) with time-varying delays has been established in [12]. Moreover, in [18], it has been
shown that if (4) is asymptotically stable for all bounded delays, it is also exponentially stable for
all bounded delays. However, the impact of delays on the decay rate of (4) was missing in [12],
[18]. Thus, not only do we extend the result of [18] to general homogeneous cooperative systems
(not necessarily linear), but we also provide an explicit exponential bound on the decay rate.
We now extend Theorem 2 to general linear systems, not necessarily positive.
Theorem 3 Suppose that there exists a vector v > 0 such that(
AM + |B|)v < 0, (7)
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8where AM = [aMij ] is a matrix with a
M
ii = aii and a
M
ij = |aij| for all i 6= j. Let ηi be the unique
positive solution of the equation(
aii +
∑
j 6=i
1
vi
|aij|vj
)
+
( n∑
j=1
1
vi
∣∣bij|vj)eηiτmax + ηi = 0. (8)
Then, linear system GL given by (4) is globally exponentially stable. Furthermore,
‖x(t)‖v∞ ≤ ‖ϕ‖e−ηt, t ≥ 0,
where 0 < η < min1≤i≤n ηi.
Proof: See Appendix B.
Remark 5 The stability condition (7) does not include any information on the magnitude of
delays, so it ensures delay-independent stability. Since AM is Metzler and |B| is non-negative,
AM + |B| is Metzler. It follows from [4, Proposition 2] that inequality (7) holds if and only if
AM + |B| is Hurwitz, i.e., all its eigenvalues have negative real parts.
IV. DISCRETE-TIME CASE
Next, we consider the discrete-time analog of (1):
Σ :
 x
(
k + 1
)
= f
(
x(k)
)
+ g
(
x(k − d(k))), k ∈ N0
x
(
k
)
= φ
(
k
)
, k ∈ {−dmax, . . . , 0}.
(9)
Here, x(k) ∈ Rn is the state variable, f, g : Rn → Rn, f(0) = g(0) = 0, dmax ∈ N0,
d(k) ∈ N0 represents the time-varying delay satisfying 0 ≤ d(k) ≤ dmax for all k ∈ N0, and
φ(·) : {−dmax, . . . , 0} → Rn is the vector sequence specifying the initial state of the system.
For the remainder of this section, Assumption 2 holds.
Assumption 2 f and g are continuous on Rn, homogeneous of degree one, and order-preserving
on Rn+.
The time-delay dynamical System Σ given by (9) is said to be positive if for every non-
negative initial condition φ(·) ∈ Rn+, the corresponding solution is non-negative, i.e., x(k) ≥ 0
for all k ∈ N. Note that under Assumption 2, system Σ is positive.
Next theorem shows that homogeneous monotone systems are insensitive to bounded delays.
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9Theorem 4 For system Σ given by (9), suppose Assumption 2 holds. Then, the following state-
ments are equivalent.
(a) There exists a vector v > 0 such that
f(v) + g(v) < v. (10)
(b) The positive system Σ is globally exponentially stable for all bounded time delays. In
particular, every solution x(k) of Σ satisfies
‖x(k)‖v∞ ≤ ‖φ‖γk, k ∈ N0, (11)
where ‖φ‖ = sup−dmax≤s≤0 ‖φ(s)‖v∞, γ = max1≤i≤n γi, and γi ∈ (0, 1) is the unique
positive solution of the equation(
fi(v)
vi
)
+
(
gi(v)
vi
)
γ−dmaxi = γi. (12)
Proof: See Appendix C.
Theorem 4 provides a test for the global exponential stability of the homogeneous monotone
system (9) with time-varying delays. In addition, for any vector v > 0 that satisfies (10), this
theorem provides an explicit bound on the impact that an increasing delay has on the decay rate.
Note that γi is monotonically increasing in dmax, and approaches one as dmax tends to infinity.
Hence, the guaranteed decay rate slows down as the delays increase in magnitude.
Let f(x) = Ax and g(x) = Bx such that A,B ∈ Rn×n are non-negative matrices. Then,
homogeneous monotone system (9) reduces to the positive linear system ΣL of the form
ΣL :
 x
(
k + 1
)
= Ax
(
k
)
+Bx
(
k − d(k)), k ∈ N0
x
(
k
)
= φ
(
k
)
, k ∈ {−dmax, . . . , 0}.
(13)
Theorem 4 helps us to derive a necessary and sufficient condition for exponential stability of
discrete-time positive linear systems. Specifically, we note the following.
Theorem 5 Consider linear system ΣL given by (13) where A and B are non-negative. Then,
there exists a vector v > 0 such that (
A+B
)
v < v, (14)
if and only if the positive system ΣL is globally exponentially stable for all bounded delays.
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In order to find the best decay rate of the positive linear system (13) that our bound can
provide, we use the logarithmic change of variables zi = ln(vi) and γ¯i = ln(γi). Note that these
change of variables are valid since the variables vi and γi are required to be positive for all i.
Then, the search for vector v can be formulated as
minimize eγ¯
subject to eγ¯i−γ¯ ≤ 1, (15a)
n∑
j=1
(
aij + bij
)
ezj−zi < 1, (15b)
n∑
j=1
aije
zj−zi−γ¯i +
n∑
j=1
bije
zj−zi−γ¯i(dmax+1) ≤ 1, i = 1, . . . , n, (15c)
where the last two constraints are (14) and (12) in the new variables, respectively. Here, the
optimization variables are the vector z = [z1, . . . , zn]T and γ¯. Since the constraints in (15)
define a convex set and the objective function is convex, (15) is a convex optimization problem.
This implies that it can be solved globally and efficiently.
We now give an extension of Theorem 5 to general linear systems with time-varying delays.
Theorem 6 Suppose that there exists a vector v > 0 such that(|A|+ |B|)v < v. (16)
Let γi be the positive solution of the equation(
n∑
j=1
1
vi
∣∣aij|vj)+ ( n∑
j=1
1
vi
∣∣bij|vj)γ−dmaxi = γi. (17)
Then, the discrete-time linear system (13) is globally exponentially stable. Moreover,
‖x(k)‖v∞ ≤ γk‖φ‖, k ∈ N0, (18)
where γ = max1≤i≤n γi.
Proof: See Appendix D.
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V. ILLUSTRATIVE EXAMPLES
A. Continuous-time Nonlinear Positive System
Consider continuous-time nonlinear dynamical system G given by (1) with
f(x1, x2) =
−3 6
2 −2
x1
x2
−√x21 + x22
3
1
 , g(x1, x2) =
 x1x2√x21+x22
x1x2√
2x21+3x
2
2
 . (19)
It is straightforward to verify that both f and g satisfy Assumption 1 [14, Example 4.1]. Moreover,
f(1, 1) + g(1, 1) < 0. It follows from Theorem 1 that (19) is globally exponentially stable for
all bounded time delays. For example, let τ(t) = 5 + sin(t) and set τmax = 6. By using the
vector v = (1, 1) together with τmax = 6, the solutions to the equation (3) can be obtained as
η1 = 0.0825 and η2 = 0.1705. Thus, the decay rate of positive system (19) is upper bounded
by η ≈ min{0.0825, 0.1705} = 0.0825. In particular, ‖x(t)‖v∞ ≤ ‖ϕ‖e−0.0825t for all t ≥ 0.
Figure 3 gives the simulation results of the actual decay rate of positive system (19), x1(t) and
x2(t), and the theoretical upper bound e−0.0825t when the initial condition is ϕ(t) = (1, 1) for
t ∈ [−6, 0]. Note that [14, Theorem 4.1] can not be applied in this example to ascertain the
stability of homogeneous cooperative system (19), since the delay is assumed to be time-varying.
Fig. 1. Comparison of upper bound and actual decay rate of positive system (19) with bounded time-varying delays.
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B. Continuous-time Linear Positive System
Consider the continuous-time linear system (4) with
A =
−6 2
1 −3
 , B =
3 0
0 0.5
 . (20)
The time-varying delay is given by
τ(t) = 5 + sin(t).
Obviously, one may choose τ = 6 as an upper bound on the delay. Since A is Metzler and B
is non-negative, the system (20) is positive.
By Theorem 2, since A + B is Hurwitz, (20) is exponentially stable for any bounded time-
varying delays. Moreover, according to the linear inequality (5), the following inequality must
be fulfilled 
−3 2
1 −2.5

v1
v2
 < 0,
v1, v2 > 0.
(21)
As discussed in Section III, any feasible solution v to these inequalities can be used to find a
guaranteed rate of convergence of the system (20) by computing the associated η in (3).
One natural candidate for v can be found by considering the delay-free case. The solution of
the positive system (20) with zero delay, x˙(t) = (A+B)x(t), satisfies
‖x(t)‖v∞ ≤ ‖x(0)‖v∞ eµ
v∞(A+B)t, t ≥ 0.
For any vector v > 0, since A+B is Metlzer, pi(A+B) ≤ µv∞(A+B). According to the Perron-
Frobenius theorem for Metzler matrices [1, Theorem 17], if A + B is Metzler and irreducible,
then there exists an eigenvector w > 0 such that
(A+B)w = pi(A+B)w.
It is clear that the vector w satisfies pi(A+B) = µw∞(A+B).
According to the above discussion, one natural candidate v can be the eigenvector of A + B
corresponding to pi(A+B) which gives the fast decay rate of solutions for the undelayed case.
For the system (20), pi(A+B) = −1.3139, and the corresponding eigenvector is
v1 =
[
0.7645 0.6446
]T
.
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13
By using this solution together with τ = 6, the solutions to the nonlinear equation (3) can be
obtained as
η1 = 0.0583, η2 = 0.1957.
Thus, (20) is globally exponentially stable with decay rate η = min{0.0583, 0.1957} = 0.0583.
In particular,
‖x(t)‖v1∞ ≤ sup−τ≤s≤0
{
‖ϕ(s)‖v1∞
}
e−0.0583t, t ≥ 0.
The left-hand side of Figure 2 compares ‖x(t)‖v1∞ obtained by simulating (20) from initial
condition ϕ(t) = v1 and the theoretical decay rate bound e−0.0583t. Of course, v1 is only one of
the possible solutions of (21). Next, by solving the convex optimization problem (6), we get
v? = [0.9020, 0.4317]T , η? = 0.0838,
which implies that the system (20) is globally exponentially stable with decay rate 0.0838, and
the solution x(t) satisfies
‖x(t)‖v?∞ ≤ sup−τ≤s≤0
{‖ϕ(s)‖v?∞} e−0.0838t.
The right-hand side of Figure 2 gives the simulation results of ‖x(t)‖v?∞ , and the theoretical
upper bound e−0.0838t when the initial condition is ϕ(t) = v?.
We can see that the linear inequalities (21) do not help us in guiding our search for a vector
v which guarantees a fast decay rate. In contrast, solving the convex optimization problem (6)
finds the best η? that our bound can guarantee along with the associated v?. The bound matches
simulations very well and is a significant improvement over simply using the non-optimized v1.
C. Discrete-time Linear Positive System
Consider the discrete-time linear system (13) with
A =
0.4 0.1
0.2 0.6
 , B =
0.3 0
0 0.1
 . (22)
The time-varying delay is given by
d(k) = 4 + sin
(
kpi
2
)
,
November 13, 2013 DRAFT
14
0 10 20 30 40 50 60
0
0.2
0.4
0.6
0.8
1
Time
 
 
     || x(t)||
v1
Upper Bound
0 10 20 30 40 50 60
0
0.2
0.4
0.6
0.8
1
Time
 
 
     || x(t)||
v*
Upper Bound
Fig. 2. Comparison of upper bounds and actual decay rates of the solution x(t) without (left) and with (right) convex
optimization for the system described by (20).
with an upper bound d = 5. Since A and B are non-negative, the system (22) is positive.
Since ρ(A+B) < 1, Theorem 5 guarantees that the system (22) is exponentially stable and that
the following set of inequalities have a solution
−0.3 0.1
0.2 −0.3

v1
v2
 < 0,
v1, v2 > 0.
(23)
As in the continuous-time example, any feasible solution v of (23) yields a guaranteed decay
rate of the system (22) by computing the associated γ in (12). To find the optimal v for our
bound, we solve the convex optimization problem (15), to find the vector v? and its guaranteed
decay rate γ?:
v? = [0.6884, 0.7254]T , γ? = 0.9320.
Therefore, the solution x(k) satisfies
‖x(k)‖v?∞ ≤ (0.9320)k‖φ‖, k ∈ N.
Figure 3 shows a comparison of ‖x(k)‖v?∞ and the theoretical bound (0.9320)k, when the initial
condition is φ(k) = v?.
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Fig. 3. Comparison of the upper bound and the actual decay rate of the solution x(k) for the discrete-time system described
by (22).
VI. CONCLUSIONS
In this paper, we have extended a fundamental property of positive linear systems to a class
of nonlinear positive systems. Specifically, we have demonstrated that continuous-time homo-
geneous cooperative systems and discrete-time homogeneous monotone systems are insensitive
to bounded time-varying delays. We have derived a set of necessary and sufficient conditions
for establishing delay-independent exponential stability of such positive systems. When the time
delays have a known upper bound, explicit expressions that bound the decay rate have been
presented. We have further shown that the best bound on the decay rate of positive linear
systems that our results can guarantee can be found via convex optimization. Finally, we have
extended obtained results to general linear systems with time-varying delays.
APPENDIX
A. Proof of Theorem 1
(a) ⇒ (b) : Suppose that there exists a vector v > 0 such that (2) holds. According to
Remark 1, Equation (3) always admits a unique positive solution ηi. Pick a constant η satisfying
0 < η < min1≤i≤n ηi. Since the left-hand side of (3) is strictly monotonically increasing in
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ηi > 0, we have (
fi(v)
vi
)
+
(
gi(v)
vi
)
eητmax + η < 0, for all i. (24)
Under Assumption 1, system (1) is positive. Hence, xi(t) ≥ 0 for all i and all t ≥ 0. Let
zi(t) =
xi(t)
vi
− ‖ϕ‖e−ηt. (25)
From the definition of ‖ϕ‖, zi(0) ≤ 0 for all i. To prove the exponential stability, we will show
that zi(t) ≤ 0 for all i and all t ≥ 0. By contradiction, suppose this is not true. Then, there exist
an index m ∈ {1, . . . , n} and t1 ≥ 0 such that zi(t) ≤ 0 for t ∈ [0, t1], zm(t1) = 0, and
D+zm(t1) ≥ 0. (26)
From (25), we have xm(t1) = ‖ϕ‖e−ηt1vm, and x(t1) ≤ ‖ϕ‖e−ηt1v. Now, as f is cooperative
and homogeneous of degree one, it follows from Proposition 1 and the above observations that
fm
(
x(t1)
) ≤ fm(‖ϕ‖e−ηt1v) = ‖ϕ‖e−ηt1fm(v). (27)
Case 1) If τ(t1) ≤ t1, then t1 − τ(t1) ∈ [0, t1], and therefore zi
(
t1 − τ(t1)
) ≤ 0. As a result,
xi
(
t1 − τ(t1)
) ≤ ‖ϕ‖e−η(t1−τ(t1))vi
≤ ‖ϕ‖e−η(t1−τmax)vi, i = 1, . . . , n,
where we used the fact that τ(t1) ≤ τmax to get the second inequality. Further, as g is order-
preserving and homogeneous of degree one, this in turn implies
gm
(
x(t1 − τ(t1))
) ≤ gm(‖ϕ‖e−η(t1−τmax)v) = ‖ϕ‖e−η(t1−τmax)gm(v). (28)
The upper-right Dini-derivative of zm(t) along the trajectories of (1) at t = t1 is given by
D+zm(t1) =
x˙m(t1)
vm
+ ‖ϕ‖e−ηt1η
=
fm
(
x(t1)
)
+ gm
(
x(t1 − τ(t1))
)
vm
+ ‖ϕ‖e−ηt1η
≤ ‖ϕ‖e−ηt1
((
fm(v)
vm
)
+
(
gm(v)
vm
)
eητmax + η
)
,
where we substituted (27) and (28) into the second equality. It now follows from (24) that
D+zm(t1) < 0.
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Case 2) If τ(t1) > t1, from the definition of ‖ϕ‖, we have ‖x(t1 − τ(t1))‖v∞ ≤ ‖ϕ‖. Thus,
x(t1 − τ(t1)) ≤ ‖ϕ‖v, which implies that gm
(
x(t1 − τ(t1))
) ≤ ‖ϕ‖gm(v). Then,
D+zm(t1) ≤ ‖ϕ‖e−ηt1
((
fm(v)
vm
)
+
(
gm(v)
vm
)
eηt1 + η
)
≤ ‖ϕ‖e−ηt1
((
fm(v)
vm
)
+
(
gm(v)
vm
)
eητmax + η
)
< 0,
where the second inequality follows from the fact that t1 < τ(t1) ≤ τmax.
In summary, we conclude that D+zm(t1) < 0, which contradicts (26). Therefore, zi(t) ≤ 0 for
all t ≥ 0, and hence ‖x(t)‖v∞ ≤ ‖ϕ‖e−ηt for t ≥ 0. This completes the proof.
(b) ⇒ (a) : Assume that system (1) is exponentially stable for all bounded time delays.
Particularly, let τ(t) = 0. Then, x˙
(
t
)
= f
(
x(t)
)
+ g
(
x(t)
)
is exponentially stable, and hence
is asymptotically stable. Since f + g is cooperative and homogeneous of degree one, it follows
from [14, Theorem 3.1] that there is some vector v > 0 satisfying (2).
B. Proof of Theorem 3
The proof is almost the same as that of Theorem 1. From (7), Equation (8) always has a
unique positive solution ηi for each i. Moreover, if η ∈
(
0,min1≤i≤n ηi
)
, then(
aii +
∑
j 6=i
1
vi
|aij|vj
)
+
( n∑
j=1
1
vi
∣∣bij|vj)eητmax + η < 0,
hold for all i. Let zi(t) = |xi(t)|/vi−‖ϕ‖e−ηt. We claim that zi(t) ≤ 0 for all t ≥ 0. For each i,
the upper-right Dini-derivative of zi(t) along the trajectories of (4) is given by
D+zi(t) =
sign(xi)
vi
{ n∑
j=1
aijxj
(
t
)
+
n∑
j=1
bijxj
(
t− τ(t))}+ ‖ϕ‖e−ηtη
=
1
vi
{
aii|xi(t)|+ sign(xi)
∑
j 6=i
aijxj(t) + sign(xi)
n∑
j=1
bijxj
(
t− τ(t))}+ ‖ϕ‖e−ηtη
≤ 1
vi
{
aii
∣∣xi(t)∣∣+∑
j 6=i
∣∣aij∣∣∣∣xj(t)∣∣+ n∑
j=1
∣∣bij∣∣∣∣xj(t− τ(t))∣∣}+ ‖ϕ‖e−ηtη.
If there exists an index m and t1 ≥ 0 such that zi(t) ≤ 0 for t ∈ [0, t1] and zm(t1) = 0, then the
same arguments as in the proof of Theorem 1 yields D+zm(t1) < 0. The proof is complete.
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C. Proof of Theorem 4
(a)⇒ (b) : First note that, for any fixed dmax ≥ 0 and any fixed v > 0, Equation (12) always
has a unique solution γi ∈ (0, 1) [19, pp. 444]. Let γ = max1≤i≤n γi. Since the left-hand side
of (12) is strictly monotonically decreasing in γi, we have(
fi(v)
vi
)
+
(
gi(v)
vi
)
γ−dmax ≤ γi ≤ γ, (29)
for all i. We now use perfect induction to show that the desired relation (11) is true for all
k ∈ N0. By the definition of ‖φ‖, we have ‖x(0)‖v∞ ≤ ‖φ‖, which implies that (11) holds for
k = 0. Assume that the induction hypothesis holds for all k up to some m, i.e., x(k) ≤ γk‖φ‖v
for k = 1, . . . ,m. Since f and g are homogeneous and order-preserving, it follows that
f
(
x(m)
) ≤ γm‖φ‖f(v),
g
(
x(m− d(m))) ≤ γm−dmax‖φ‖g(v), (30)
where we used the fact that γ < 1 and d(m) ≤ dmax to get the second inequality. Using (29)
and (30), we obtain
1
vi
xi
(
m+ 1
)
=
1
vi
(
fi(x(m)) + gi(x(m− d(m)))
)
≤ γm‖φ‖
((
fi(v)
vi
)
+
(
gi(v)
vi
)
γ−dmax
)
≤ γm+1‖φ‖, i = 1, . . . , n.
It follows from the definition of weighted l∞ norm that ‖x(m+1)‖v∞ ≤ γm+1‖φ‖. This completes
the induction proof.
(b) ⇒ (a) : Suppose (9) is globally exponentially stable for all bounded delays. Particularly,
let d(k) = 0. Then, system x
(
k + 1
)
= f
(
x(k)
)
+ g
(
x(k)
)
is globally asymptotically stable.
Since f+g is continuous, order-preserving, and (f+g)(0) = 0 , the conclusion follows from [20,
Propositions 5.2 and 5.6].
D. Proof of Theorem 6
We use perfect induction to prove that the desired relation (18) holds. For each i, we have
1
vi
∣∣xi(k + 1)∣∣ = 1
vi
∣∣∣∣ n∑
j=1
aijxj(k) +
n∑
j=1
bijxj
(
k − d(k))∣∣∣∣
≤ 1
vi
{ n∑
j=1
∣∣aij∣∣∣∣xj(k)∣∣+ n∑
j=1
∣∣bij∣∣∣∣xj(k − d(k))∣∣}.
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On the other hand, by (16), Equation (17) always admits a unique solution γi ∈ (0, 1) for each i.
Let γ = max1≤i≤n γi. It follows that( n∑
j=1
1
vi
∣∣aij|vj)+ ( n∑
j=1
1
vi
∣∣bij|vj)γ−dmax ≤ γ, i = 1, . . . , n.
The rest of the proof is similar to the proof of Theorem 4 and is thus omitted.
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