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Abstract
We prove the existence of compact kernel sections for the process generated by a
non-autonomous strongly damped wave equation with homogeneous Dirichlet boundary
condition. We show that the upper bound of the Hausdorff dimension of sections decreases
as the damping grows for large strong damping.
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1. Introduction
We consider the following non-autonomous strongly damped wave equation
with the homogeneous Dirichlet boundary condition and initial conditions,
utt − α∆ut −∆u+ g(u)ut + h(ut )+ f (u, t)= q(x, t),
x ∈Ω, t > τ, τ ∈R, (1)
u(x, t)|x∈∂Ω = 0, t  τ, (2)
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u(x, τ )= u0τ (x), ut (x, τ )= u1τ (x), x ∈Ω, (3)
where u = u(x, t) is a real-valued function on Ω × [τ,+∞), τ ∈ R, Ω is an
open bounded set of Rn (n = 1,2,3) with a smooth boundary ∂Ω , α > 0 is
called the strong damping, g,h ∈ C1(R;R), f ∈C1(R×R;R), q(·, t), q ′(·, t) ∈
Cb(R,L
2(Ω)), is the set of continuous bounded functions from R into L2(Ω).
Equation (1) can be regarded as a perturbed equation of typical continuous
Josephson junction where g(u)= a(1+b cosu), f (u)= sinu [3,13], and a mixed
system of nonlinear wave and nerve conduct.
The asymptotic behavior of solutions for autonomous strongly damped
nonlinear wave equations considered here (that is, the functions f and q are
independent of t) has been studied by many authors [1–9]. Of those, Ghidaglia
and Marzocchi [1] proved the existence of the global attractor for (1)–(3) with
g(u) = 0 and obtained an estimate of its Hausdorff dimension. However, we
can see from their estimate that the bound of the global attractor and the upper
bound of the Hausdorff dimension of attractor in the phase space are both
directly proportional to the coefficient α of strong damping for large α and
tends to infinity as α→+∞, which is hard to comprehend intuitively. Zhou [9]
obtained an upper bound of the Hausdorff dimension on the global attractor for
a strongly damped nonlinear wave equation when the nonlinearity f (u,ut ) is
sublinear in u, uniformly bounded in v and its partial derivatives in u and v are
both uniformly bounded. These conditions on the nonlinearity are much more
restriction.
For the non-autonomous damped wave equation (1) with linear damping (i.e.,
α = 0, g(u) = 0, h(v) = kv), Chepyzhov and Vishik, see [10,11], studied the
existence of the kernel sections (an analogue of the global attractor) of its process
and obtained an estimate of the Hausdorff dimension of kernel sections, but their
estimate also showed that the upper bound of the Hausdorff dimension increases
as the damping k grows and tends to infinity as k tends to positive infinity.
In this paper, we consider the compact kernel sections and its Hausdorff
dimension for the system (1)–(3) under certain conditions (see below). By
introducing a new norm in the phase space (which is equivalent to the usual norm),
and by carefully estimating the positivity of the operator in the corresponding
evolution equation of the first order in time, we prove the existence of compact
kernel sections for the process generated by (1)–(3). We will show the uniform
boundedness of the kernel sections. And we point out that the obtained upper
bound of the Hausdorff dimension of sections decreases as the damping α grows
for large strong damping α, which conforms to the intuition of physics.
This paper is organized as follows. In Section 2, we present the existence
and uniqueness of solutions of (1)–(3). In Section 3, we prove the uniform
boundedness of solutions. In Section 4, we prove the existence of compact kernel
sections for the process associated with (1)–(3). In Section 5, we estimate the
Hausdorff dimension of the kernel sections.
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2. Existence and uniqueness of solutions
It is well known that the operator A = −∆ :D(A) = H 10 (Ω) ∩ H 2(Ω)→
L2(Ω) is self-adjoint, positive and linear, and the eigenvalues {λi}i∈N of A satisfy
0 < λ1  λ2  · · · λm  · · · and λm →+∞ as m→+∞.
Set
E =H 10 (Ω)×L2(Ω), E1 =H 10 (Ω)×H 10 (Ω),
and let
(u, v)=
∫
Ω
uv dx, |u| = (u,u)1/2, ∀u,v ∈ L2(Ω),
((u, v))=
∫
Ω
∇u · ∇v dx, ‖u‖ = ((u,u))1/2, ∀u,v ∈H 10 (Ω),
(y1, y2)
H10 ×L2
= ((u1, u2))+ (v1, v2), |y|H 10×L2 = (y, y)
1/2
H10×L2
,
∀yi = (ui , vi)T , y = (u, v)T ∈H 10 (Ω)×L2(Ω), i = 1,2,
denote the usual inner products and norms in L2(Ω), H 10 (Ω) and E, respectively.
Let us consider the system (1)–(3). In this section, we present the existence
and uniqueness of its solutions. Let G(u, t) = ∫ u0 f (s, t) ds, A=−∆. We make
the following assumptions on functions G(u, t), f (u, t), g(u) and h(v):
(i)
lim|u|→+∞ inf
G(u, t)
u2
 0, ∀t ∈ R. (4)
(ii) There exist two constants c1 > 0, c2 > 0 such that
lim|u|→+∞ inf
uf (u, t)− c1G(u, t)
u2
 0, ∀t ∈R, (5)∣∣f ′u(u, t)∣∣C  c2(1+ |u|pC)
with
{
0 p <∞, when n= 1,2,
0 p < 4, when n= 3, ∀u ∈R, (6)
where | · |C denotes the absolute value of number in R.
(iii) There exist two constants β1, β2 such that
−αλ1 < β1  g(u)+ h′(v) β2 <+∞, ∀u,v ∈R, (7)
where λ1 is the first eigenvalue of the operator A on Ω under the boundary
condition (2).
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(iv) For every M > 0, there exist L(M) such that∣∣g(u1)v1 − g(u2)v2∣∣ L(M)(‖u1 − u2‖ + |v1 − v2|) (8)
for any u1, u2 ∈H 10 (Ω), ‖u1‖M , ‖u2‖M , v1, v2 ∈ L2(Ω), |v1|M ,|v2|M .
(v) There exists a constant c3 > 0 and a sufficiently small positive number
γ  (εc1/2) (ε is given in (16) below) such that
G′t (u, t) γG(u, t)+ c3, ∀u, t ∈ R. (9)
It is convenient to reduce (1)–(3) to an evolution equation of the first order in
time. Let ut =w, then (1)–(3) are equivalent to the following initial value problem
in the Hilbert space E{
Y˙ = CY + F(Y, t), x ∈Ω, t > τ,
Y (τ)= Y0τ = (u0τ , u1τ )T ∈E, (10)
where Y = (u,w)T ,
F(Y, t)=
(
0
−g(u)w− h(w)− f (u, t)+ q(x, t)
)
,
C =
(
0 I
−A −αA
)
. (11)
Massatt proved in [4] that C in (11) is a sectorial operator on E and generates
an analytic semigroup eCt on E for t > 0. By the assumptions (4)–(9), it is easy
to check that the function F(Y, t) :E → E is locally Lipschitz continuous with
respect to Y . By the classical semigroup theory concerning the (local) existence
and uniqueness of the solutions of evolution differential equations [12], we have
following
Theorem 1. Consider the initial value problem (10) in the Hilbert space E. Under
the conditions (4)–(9) and β2  |β1| +min{1/α, (αλ1 + β1)/2}, for any Y0τ ∈E,
there exists a unique continuous function Y (·)= Y (·, Y0τ ) ∈C((τ,+∞);E) such
that Y (τ,Y0τ )= Y0τ and Y (t) satisfies the integral equation
Y (t, Y0τ )= eC(t−τ )Y0τ +
t∫
τ
eC(t−s)F
(
Y (s), s
)
ds.
(In this case, Y (t) is called a mild solution of (10)), Y (t, Y0τ ) is jointly continuous
in t and Y0τ and
(u,ut ) ∈ C
(
(τ,+∞);H 10 (Ω)
)
× [C((τ,+∞);L2(Ω))∩L2((τ, τ + T );H 10 (Ω))],
∀T > 0. (12)
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Proof. The local existence and uniqueness of solutions are immediately proved
from Chapter 6 of [12] and the global existence of solution can be obtained from
the existence of an absorbing set below (see Lemma 2). ✷
For any t  τ , we introduce a map
U(t, τ ) :Y0τ = {u0τ , u1τ }→
{
u(t), ut (t)
}= Y (t, Y0τ ), E→E, (13)
where Y (t, Y0τ ) is the (mild) solution of (10), then {U(t, τ ), t  τ } is a
continuous process on E which has the following properties:
(i) U(t, τ ) :E→E for all t  τ, τ ∈R,
(ii) U(τ, τ ) is the identity on E, τ ∈ R,
(iii) U(t, s)U(s, τ )=U(t, τ ) for all t  s  τ , τ ∈ R,
(iv) U(t, τ )Y → Y as t ↘ τ for all Y ∈E, τ ∈R,
(v) U(t, τ ) ∈C(E,E) for all t  τ, τ ∈R.
In this article, we will prove the existence of non-empty compact kernel
sections for the process {U(t, τ ), t  τ } and estimate the Hausdorff dimension of
sections.
3. Boundedness of solutions
In this section, we will show the uniform boundedness of solutions for system
(10) in the space E. For this purpose, we define a weighted inner product and
norm in E =H 10 (Ω)×L2(Ω) by
(ϕ, ϕ˜)E = µ((u1, u2))+ (v1, v2), |ϕ|E = (ϕ,ϕ)1/2E (14)
for any ϕ = (u1, v1)T , ϕ˜ = (u2, v2)T ∈E, where µ is chosen by
µ= 4+ (αλ1 + β1)α + β
2
2/λ1
4+ 2(αλ1 + β1)α + β22/λ1
∈
(
1
2
,1
)
. (15)
Obviously, the norm | · |E in (14) is equivalent to the usual norm | · |H 10×L2 of E.Let ϕ = (u, v)T , v = ut + εu, where ε is chosen as
ε = λ1α+ β1
4+ 2(αλ1 + β1)α + β22/λ1
, (16)
and then the system (10) can be written as
ϕt +H(ϕ)= F1(ϕ, t), ϕ(τ )= (u0τ , u1τ + εu0τ )T , t  τ, (17)
where
F1(ϕ, t)=
(
0
−f (u, t)+ q(x, t)
)
, (18)
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H(ϕ)=
(
εu− v
Au− ε(αA− ε)u+ (αA− ε)v + g(u)(v − εu)+ h(v − εu)
)
.
(19)
We assume conditions (4)–(9) hold. First, we present a positive property of the
operator H(ϕ) defined in (19), which plays an important role in this article.
Lemma 1. Suppose
−αλ1 < β1  β2 <+∞ and β2  |β1| +min
{
1
α
,
αλ1 + β1
2
}
. (20)
For any ϕ = (u, v)T ∈E1, we have(
H(ϕ),ϕ
)
E
 σ |ϕ|2E +
α
2
‖v‖2 + β1
2
|v|2  σ |ϕ|2E +
αλ1 + β1
2
|v|2, (21)
where
σ = λ1α + β1
γ1 +√γ1γ2 ,
γ1 = 4+ (αλ1 + β1)α + β
2
2
λ1
, γ2 = (αλ1 + β1)α + β
2
2
λ1
. (22)
Proof. Since D(A)×D(A) is dense in E1, we only need to prove the Lemma 1
for any ϕ = (u, v)T ∈D(A)×D(A).
Let ϕ = (u, v)T ∈ D(A) × D(A); by (7), (14), (19), the Poincáre inequality
and µ= 1− εα, we have(
H(ϕ),ϕ
)
E
− σ |ϕ|2E −
α
2
‖v‖2 − β1
2
|v|2
 (ε − σ)µ‖u‖2 +
(
αλ1 + β1
2
− ε− σ
)
|v|2
− εβ2√
λ1µ
· √µ‖u‖ · |v|. (23)
By (16) and (22), elementary computation shows
4(ε− σ)
(
αλ1 + β1
2
− ε− σ
)
 ε
2β22
µλ1
.
By (23), the proof is completed. ✷
Remark. The second inequality of (22) is true for ϕ = (u, v)T ∈E because E1 is
dense in E.
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Since the mapping
Uε(t, τ ) : (u0τ , u1τ + εu0τ )T →
(
u(t), ut (t)+ εu(t)
)T
,
E→E, t  τ (24)
defined by (17) has the following relation with U(t, τ )
Uε(t, τ )=RεU(t, τ )R−ε, (25)
where Rε : {u,v} → {u,v + εu} is an isomorphism of E. So, we only need con-
sider the equivalent system (17).
For the boundedness of solutions of (17), we have
Lemma 2. There exists a positive constant M0 > 0 (independent of τ ) such
that for any bounded set B of E, there exists T0(B)  0 such that the solution
ϕ(t)= (u(t), v(t))T of (17) with ϕ(τ) ∈B satisfies∣∣ϕ(t)∣∣
E
= (µ∥∥u(t)∥∥2 + ∣∣v(t)∣∣2)1/2 M0, ∀t  T0(B) τ, τ ∈R, (26)
in which v = ut + εu.
Proof. Let G(u, t) = ∫
Ω
G(u, t) dx and ϕ(t) = (u(t), v(t))T , v(t) = ut (t) +
εu(t), be a solution of (17) with initial value ϕ(τ) = (u0τ , u1τ + εu0τ )T ∈ E,
so by Theorem 1,
ϕ(t) ∈C(τ,+∞;H 10 (Ω))
× [C(τ,+∞;L2(Ω))∩L2(τ, τ + T ;H 10 (Ω))], ∀T > 0.
Taking the inner product (·, ·)E of (17) with ϕ = (u, v)T , we find
1
2
d
dt
[|ϕ|2E + 2G(u, t)]+ (H(ϕ),ϕ)E −G′t (u, t)+ ε(f (u, t), u)
= (q(x, t), v), ∀t  τ. (27)
By (9), we have
G′t (u, t) γG(u, t)+ |Ω |c3, t  τ, γ 
εc1
2
, (28)
where |Ω | denotes the volume of Ω . By the assumptions (4), (5) and the Poincáre
inequality, there exist two positive constants k1, k2  0 such that
G(u, t)+ 1
8+ 32c1 ‖u‖
2 + k1  0, ∀u ∈H 10 (Ω), t  τ, (29)(
u,f (u, t)
)− c1G(u, t)+ 18‖u‖2 + k2  0, ∀u ∈H 10 (Ω), t  τ. (30)
By (16) and (22), 1/2ε < σ < ε. By (29),
G(u, t)+ 1
8
‖u‖2 + k1  0, t  τ, ∀u ∈H 10 (Ω), (31)
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G(u, t)+ 1
32c1
‖u‖2 + k1  0, t  τ, ∀u ∈H 10 (Ω). (32)
Let
y(t)= |ϕ|2E + 2G(u, t)+ 2k1 
1
4
∣∣ϕ(t)∣∣2
E
 0, t  τ. (33)
Write G˜(u, t)=G(u, t)+ 1/(32c1)‖u‖2 + k1  0, t  τ . By (28)–(33), we have(
H(ϕ),ϕ
)
E
−G′t (u, t)+ ε
(
f (u, t), u
)
 ε
2
(
1
2
‖u‖2 + |v|2
)
+ 1
2
εc1G˜(u, t)− 3ε32‖u‖
2
− ε(k2 + c1k1 + c1c3|Ω |)+ αλ1 + β12 |v|2
 1
32
εθ
[
|ϕ|2E + 2G(u, t)+
1
16c1
‖u‖2 + 2k1
]
− ε(k2 + c1k1 + c1c3|Ω |)+ αλ1 + β12 |v|2
 1
2
ρy − ε(k2 + c1k1 + c1c3|Ω |)+ αλ1 + β12 |v|2, t  τ, (34)
where
ρ = 1
32
εθ, θ =min(1,32c1)=
{
1, when c1  132 ,
32c1, when 0 < c1 < 132 .
(35)
By (27) and (34),
d
dt
y + ρy  1
αλ1 + β1 |q|
2
0 + 2ε
(
c1k1 + k2 + c1c3|Ω |
)
,
where |q|0 = supt∈R |q(x, t)|. By the Gronwall inequality,∣∣ϕ(t)∣∣2
E
 4y(t) 4y(τ)e−ρ(t−τ )
+ 4
(
1
(αλ1 + β1)ρ |q|
2
0 +
2ε(c1k1 + k2c1c3|Ω |)
ρ
)
,
t  τ. (36)
Taking
M20 = 8
(
1
(αλ1 + β1)ρ |q|
2
0 +
2ε(c1k1 + k2c1c3|Ω |)
ρ
)
(independent of τ ), we complete the proof. ✷
Let B0 be a bounded closed ball of E centered at 0 of radius M0
B0 =
{
(u, v) ∈E: ∥∥u(t)∥∥2 + ∣∣v(t)∣∣2 M20}. (37)
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Lemma 3. For any initial value ϕ(τ) ∈ B0, i.e., ‖ϕ(τ)‖2E = ‖u0τ‖2 + |u1τ +
εu0τ |2 M20 , there exists a constantM1 =M1(M0) such that the solution of (17)
ϕ(t)= (u(t), v(t))T satisfies ‖ϕ(t)‖E M1, ∀t  τ .
Proof. By the Sobolev embedding theorem
Hν0 (Ω)⊂D(Aν/2)⊂Hν(Ω)
⊂Lq(Ω)⊂ L2(Ω)⊂ Lq ′(Ω)⊂H−ν(Ω)⊂D(A−ν/2), (38)
where
1
q
= 1
2
− ν
n
,
1
q
+ 1
q ′
= 1, ν ∈ [0,1]. (39)
From hypothesis (6), the mean value theorem, for every r > 0, there exists a
positive constant c4 = c4(r) such that∣∣Aδ−1/2f (u, t)∣∣ c4, ∀u ∈H 10 (Ω), ‖u‖ r, ∀t ∈ R, (40)
where
δ =
{ 4−p
4 , 2 p < 4, n= 3,
1
2 , n= 1,2 or 0 p  2, n= 3.
(41)
From (30),
G(u, t) 1
c1
[∣∣Aδ−1/2f (u, t)∣∣ · ∣∣A1/2−δu∣∣+ 1
8
‖u‖2 + k2
]
,
∀u ∈H 10 (Ω), t  τ, (42)
thus, there exists a positive constant c5 = c5(M0) > 0 such that y(τ) c5(M0).
By Lemma 2, taking M1 = 4c5(M0) + M0, then the solution of (17) ϕ(t) =
(u(t), v(t))T in which v = ut + εu satisfies:∣∣ϕ(t)∣∣2
E
= µ∥∥u(t)∥∥2 + ∣∣v(t)∣∣2 M1, ∀t  τ, (43)
where M1 is independent of τ , ∀τ ∈ R. ✷
4. Existence of compact kernel sections
To obtain the existence of compact kernel sections for the process {Uε(t, τ ),
t  τ }, we need to prove the uniform asymptotic compactness of the process
{Uε(t, τ ), t  τ } in E, that is, {Uε(t, τ ), t  τ } possesses a uniformly attracting
compact set in E with respect to τ ∈ R. For this purpose, let us recall some
concepts and theorems in [10].
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Definition 4. The kernel K of the process {Uε(t, τ )}tτ consists of all bounded
complete trajectories of the process {Uε(t, τ )}tτ :
K = {ϕ(·): ϕ(·) is a solution of (17), ∥∥ϕ(t)∥∥
E
Mϕ, ∀t ∈ R
}
, (44)
and the section K(s)⊂E of the kernel K at times s ∈ R is
K(s)= {ϕ(s): ϕ(·) ∈K}. (45)
Definition 5. A set Λ⊂ E is said to be a uniformly attracting set of the process
{Uε(t, τ )}tτ if for any bounded set B ⊂E,
sup
τ∈R
distH
(
Uε(t + τ, τ )B,Λ
)→ 0 as t→+∞, (46)
where distH denotes the Hausdorff semidistance in E, defined as
distH(B1,B2)= sup
ϕ1∈B1
inf
ϕ2∈B2
‖ϕ1 − ϕ2‖E. (47)
Definition 6. A process {Uε(t, τ )}tτ possessing a compact uniformly attracting
set is said to be uniformly asymptotically compact.
Lemma 7 [10, Theorem 2.2]. Let {Uε(t, τ )}tτ be an uniformly asymptotically
compact process acting in the Hilbert space E, with a compact uniformly at-
tracting set Λ⊂E. Each mappingUε(t, τ ) :E→E is assumed continuous. Then
the kernel K of the process {Uε(t, τ )}tτ is non-empty, the kernel sections K(s)
are all compact, and K(s)⊆Λ.
Assume conditions (4)–(9) and (20) hold.
Lemma 8. For any initial value ϕ(τ) ∈ B0, the solution of (17) ϕ(t) = (u(t),
v(t))T can be decomposed into ϕ(t) = ϕ1(t) + ϕ2(t), where ϕi(t) = (ui(t),
vi(t))
T
, vi(t)= ui,t (t)+ εui(t), i = 1,2, satisfy, respectively,∣∣ϕ1(t)∣∣2E = µ∥∥u1(t)∥∥2 + ∣∣v1(t)∣∣2 M21 exp(−2σ1(t − τ )), ∀t  τ, (48)
and ∣∣ϕ2(t)∣∣2E = µ∣∣Aδ+1/2u2(t)∣∣2 + ∣∣Aδv2(t)∣∣2 M22 , ∀t  τ, (49)
where M1, M2 depend M0, α, λ1, β1, β2, δ is given in (41) and
σ1 = λ1α
4+ α2λ1 + α
√
4λ1 + α2λ21
. (50)
Proof. Let ϕ(t) = (u(t), v(t))T , t  τ be a solution of (17) with initial value
ϕ(τ)= (u0τ , u1τ + εu0τ )T ∈ B0, that is,∣∣ϕ(τ)∣∣2
E
= µ‖u0τ‖2 + |u1τ + εu0τ |2 M20 . (51)
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Let ϕ(t) = ϕ1(t) + ϕ2(t), where ϕi(t) = (ui(t), vi(t))T , vi(t) = ui,t (t) +
εui(t), i = 1,2, satisfy, respectively,{
u1,t t − α∆u1,t −∆u1 = 0, t  τ,
u1(τ )= u0τ , u1,t (τ )= u1τ , (52)
and 
u2,t t − α∆u2,t −∆u2 = b(t), t  τ,
u2(τ )= u2,t (τ )= 0,
b(t)= q(x, t)− f (u(t), t)− g(u(t))ut (t)− h(ut (t)).
(53)
Let y = (u1, u1t + ε1u1)T , where
ε1 = λ1α4+ α2λ1 ; (54)
then (52) can be written as
yt +Qy = 0, y(τ )= (u0τ , u1τ + ε1u0τ )T , t > τ, (55)
where
Q=
(
ε1I −I
A− ε1αA+ ε21I αA− ε1I
)
. (56)
Similar to Lemma 1, for any y = (u1, u˜1)T ∈E1,
(Qy,y)E  σ1|y|2E +
α
2
‖u˜1‖2  σ1|y|2E +
αλ1
2
|u˜1|2, (57)
where σ1 is as in (50). Taking the inner product of (55) with y in E, we obtain∣∣y(t)∣∣2
E
= µ∥∥u1(t)∥∥2 + ∣∣u1t (t)+ ε1u1(t)∣∣2

∣∣y(τ)∣∣2
E
exp
(−2σ1(t − τ )), ∀t  τ. (58)
Notice that∣∣y(τ)∣∣2
E
=µ‖u0τ‖2 +
∣∣u1τ + εu0τ + (ε1 − ε)u0τ ∣∣2

(
2+ 4|ε1 − ε|2
)
M0
2 = c6(α,λ1, β1, β2)M02
and ∣∣ϕ(t)∣∣2
E
=µ∥∥u1(t)∥∥2 + ∣∣u1t (t)+ ε1u1(t)+ (ε− ε1)u1(t)∣∣2

(
2+ 4|ε1 − ε|2
)∣∣y(t)∣∣2
E
, ∀t  τ.
Thus, ∣∣ϕ(t)∣∣2
E
=µ∥∥u1(t)∥∥2 + ∣∣u1t (t)+ εu1(t)∣∣2

(
2+ 4|ε1 − ε|2
)2
M0
2 exp
(−2σ1(t − τ )), ∀t  τ. (59)
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Setting M12 = (2+4|ε1−ε|2)2M02 obtains (48). It follows that ∪tτ,ϕ(τ )∈B0ϕ(t)
is contained in a ball of E which tends strongly to zero.
In the following, we prove that u2(t) satisfies (49). Setting ζ = Aδu2, ς =
ζt + ε1ζ , then (53) can be written as
ϕ˜t +Qϕ˜ = B˜(t), ϕ˜ = (ζ, ς)T , B˜(t)=
(
0,Aδb(t)
)T
, ϕ˜(τ )= 0. (60)
Taking the inner product (· , ·)E of (60) with ϕ˜ = (ζ, ς)T , we have
1
2
d
dt
|ϕ˜|2E + (Q1ϕ˜, ϕ˜)E = (ς,Aδb)= (A1/2ς,Aδ−1/2b)
 ‖ς‖ · |Aδ−1/2b|. (61)
By embedding theorem, Lemma 3 and (6), there exists a constant c7 = c7(M0)
> 0 such that |Aδ−1/2b(t)| c7(M0), ∀t  τ . By (57) and (61), we find
d
dt
∣∣ϕ˜(t)∣∣2
E
+ 2σ1
∣∣ϕ˜(t)∣∣2
E
 c7(M0)
α
, ∀t  τ. (62)
By the Gronwall inequality and zero initial value at t = τ , we obtain∣∣ϕ˜(t)∣∣2
E
 c7(M0)
2σ1α
= c6(α,λ1)c7(M0), ∀t  τ. (63)
Taking
M22 =
(
2+ 4|ε1 − ε|2
)2 c7(M0)
2σ1α
, (64)
completes the proof. ✷
Lemma 9. The process {Uε(t, τ ), t  τ } associated with (17) possesses a
uniformly attracting compact set Bδ ⊂ E with respect to τ ∈ R, i.e., the process
{Uε(t, τ ), t  τ } is uniformly asymptotically compact in E.
Proof. In view of Lemma 8, let Bδ ⊂ V1+2δ×V2δ ⊂E be the ball of V1+2δ×V2δ
of radius M2. From the compact embedding V1+2δ × V2δ ↪→ H 10 (Ω)× L2(Ω),
Bδ is compact in E. Now we show the attraction property of Bδ . Let B ⊂ E be a
bounded set, with r = supϕ∈B |ϕ|E and let t∗ = t∗(B) such that Uε(t, τ )B ⊂ B0,
∀t > t∗. Let t > t∗ and t0 = t − t∗ > 0. Using the process property (iii), we have
that
Uε(t0 + t∗, τ )B =Uε(t0 + t∗, t∗)Uε(t∗, τ )B ⊂Uε(t0 + t∗, t∗)B0. (65)
Pick any ϕ(t) = (u(t), v(t))T ∈ Uε(t, τ )B for t > t∗. From (65) and Lemma 8,
we have ϕ2(t)= ϕ(t)−ϕ1(t) ∈Bδ where ϕ2(t)= (u2(t), v2(t))T is given by (53).
Therefore, by Lemma 8,
inf
ψ∈Bδ
∥∥ϕ(t)−ψ∥∥2
E

∥∥ϕ1(t)∥∥2E M21 exp(−2σ1(t − τ )),
∀t > t∗  τ. (66)
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So,
distH
(
Uε(t, τ )B,Bδ
)

√
M1 exp
(−σ1(t − τ )), ∀t > t∗  τ. (67)
The proof is completed. ✷
Theorem 2. The process {Uε(t, τ ), t  τ }possesses a non-empty kernel K such
that the kernel section K(s) at the time s is compact and K(s)⊆ Bδ , ∀s ∈ R.
Proof. This follows from Lemmas 7 and 9. ✷
5. Hausdorff dimension of kernel sections
In this section, we estimate the Hausdorff dimension of the kernel sections
K(τ) in E, τ ∈ R. For this purpose, we make the following assumption:
(i) For every M > 0, there exist ki = ki(M), i = 3,4,5,6, such that∥∥g′(u)ξ∥∥
Ln(Ω)
 k3
∣∣Aν0/2ξ ∣∣, ∀u, ξ ∈H 10 (Ω), ‖u‖M, (68)
where ν0 ∈ [0,1), n= 1,2,3, and∥∥f ′(u1, t)− f ′(u2, t)∥∥L(H 10 (Ω),L2(Ω))  k4‖u1 − u2‖δ1,
∀t ∈ R, (69)∥∥g′(u1)− g′(u2)∥∥L(H 10 (Ω),Ln(Ω))  k5‖u1 − u2‖δ2, (70)∥∥h′(v1)− h′(v2)∥∥L(L2(Ω),L2(Ω))  k6|v1 − v2|δ3 (71)
for any u1, u2 ∈ H 10 (Ω), ‖u1‖ M , ‖u2‖ M , v1, v2 ∈ L2(Ω), |v1| M ,|v2|  M , where δi > 0, i = 1,2,3, and ‖ · ‖L(X,Y ) denote the norm of
operators of the space L(X,Y ) (the space of linear continuous operators from
X into Y ), n is the space dimension.
In the following, we suppose conditions (4)–(9), (20) and (68)–(71) hold.
Similar to Lemma 2 of [9], we have the differentiability of the process U(t, τ ),
t  τ .
Lemma 10. Consider the linearized equation of (1) with initial-boundary con-
ditions:
Utt + αAUt +AU + h(ut )Ut + g′(u)utU + g(u)Ut
+f ′(u, t)U = 0, x ∈Ω, t > τ,
U(x, t)|x∈∂Ω = 0, t  τ,
U(x, τ )= ξτ , Ut (x, τ )= ητ , x ∈Ω,
(72)
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where u = u(x, t) is a solution of (1)–(3). Then (72) is a well-posed problem
in E, the process U(t, τ ) defined by (13) is uniformly quasidifferentiable on
the kernel section K(τ), τ ∈ R for t  τ , the quasidifferential of U(t, τ ) at
Y (τ)= (u0τ , u1τ )T is the linear operator U ′(t, τ, Y ) on E
U ′(t, τ, Y ) : (ξτ , ητ )T →
(
U(t),Ut (t)
)T ∈E,
where U(t) is the solution of (72).
Now, we estimate the Hausdorff dimension of the kernel section K(τ) in E,
τ ∈R. For our purpose, we consider the first variation equation of (17) with initial
condition
Ψ ′t +K(ϕ)Ψ = Γ (ϕ, t)Ψ, Ψ (τ)= (ξ, η)T ∈E, t > τ, (73)
where Ψ = (U,V )T ∈E, V =Ut +εU and ϕ = (u, v)T ∈E is a solution of (17),
K(ϕ)=
(
εI −I
A− εαA+ ε2I − εg(u)I − εh′(v − εu)I αA+ g(u)I + h′(v− εu)I − εI
)
,
(74)
Γ (ϕ, t)=
(
0 0
−f ′(u, t)− g′(u)(v − εu) 0
)
. (75)
From Lemma 2, (73) is a well-posed problem in E, the mapping Uε(t, τ )
in (24) is uniformly quasidifferentiable on the kernel sections K(τ), τ ∈ R for
t  τ , that is, there exists a family of bounded linear operators (quasidifferentials)
Lε(t, τ, ϕ): ϕ ∈K(τ), t  τ, τ ∈ R such that Lε(t, τ, ϕ) :E→E and∣∣Uε(t, τ )ϕ1 −Uε(t, τ )ϕ−Lε(t, τ, ϕ)(ϕ1 − ϕ)∣∣E
 l
(
t − τ, |ϕ1 − ϕ|E
)|ϕ1 − ϕ|E, (76)
where ϕ1, ϕ ∈K(τ), l(t − τ,‖ϕ1 − ϕ‖E)→ 0 as ϕ1 → ϕ for all t  τ . Here the
quasidifferential of Uε(t, τ ) at ϕ(τ) = (u0τ , u1τ + εu0τ )T is the linear operator
Lε(t, τ, ϕ) on E : (ξ, η)
T → (U(t),V (t))T , where (U,V )T is the solution of (72).
Lemma 11 [10, Theorem 4.1, p. 1066]. Consider the system (17). Let Φ denotes
a set of m vectors {Φ1,Φ2, . . . ,Φm} which are orthonormal in E. If
qm = lim
t→+∞ inf supτ∈R
sup
Φ⊂E
sup
ϕ(τ)∈K(τ)
1
t
τ+t∫
τ
pm(s) ds < 0, (77)
pm(s)=
m∑
j=1
((−K(ϕ(s))+ Γ (ϕ(s), s))Φj(s),Φj (s))E
864 S. Zhou, X. Fan / J. Math. Anal. Appl. 275 (2002) 850–869
and there exists a continuous function of (t − τ ), ∀t  τ such that
sup
ϕτ∈K(τ)
∥∥Lε(t, τ, ϕτ )∥∥L(E,E) C(t − τ ), ∀t  τ, (78)
then the Hausdorff dimension of the kernel section K(τ) is less than or equal
to m, ∀τ ∈ R.
Lemma 12. For any orthonormal family of elements of (E, | · |E), {(ξj , ηj )T }mj=1,
we have
m∑
j=1
∣∣A(1/2)νξj ∣∣2  µν−1 m∑
j=1
λν−1j  2
m∑
j=1
λν−1j , ν ∈ [0,1). (79)
Proof. This is a direct consequence of Lemma VI. 6.3 of [5] and (15). ✷
Lemma 13. If β1  0, then the Hausdorff dimension dH (K(τ)), τ ∈ R of the
kernel section K(τ) of the process {Uε(t, τ ), t  τ } in E satisfies
dH
(
K(τ)
)
min
{
m
∣∣∣∣m ∈N, 1m
m∑
j=1
(
λ
ρ0−1
j + λν0−1j
)
<
ασ
k2
}
, (80)
where ρ0 ∈ [0,1) is
ρ0 =
{
p−2
2 , 2 p < 4, n= 3,
0, n= 1,2 or 0 p  2, n= 3, (81)
k = k(M0) is a positive constant, σ is defined in (22), ν0 is given by (68).
Proof. It is easy to obtain (78) by taking the inner product of (73) with Ψ in E,
and the function C(t − τ ) is an exponential function of (t − τ ).
Let m ∈ N be fixed. Consider m solutions Ψ1,Ψ2, . . . ,Ψm of (73). At
a given time s  τ , let Qm(s) denote the orthogonal projection in E onto
span{Ψ1(s),Ψ2(s), . . . ,Ψm(s)}. Let yj (s)= (ξj (s), ηj (s))T ∈E, j = 1,2, . . . ,m,
be an orthonormal basis of
Qm(s)E = span
{
Ψ1(s),Ψ2(s), . . . ,Ψm(s)
}
with respect to the inner product (·, ·)E and norm | · |E .
Let ϕ(τ)= (u(τ ), v(τ ))T ∈K(τ)⊂ Bδ , by Theorem 2, |ϕ(s)|E M2, ∀s  τ
(M2 is defined by Lemma 8). Similar to the proof of Lemma 1 and by |yj |E = 1,
we have
−(K(ϕ(s))yj (s), yj (s))E
−σ − α
2
∥∥ηj (s)∥∥2 − β12 ∣∣ηj (s)∣∣2, s  τ, (82)
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where σ is given in (22). By (14) and (75),(
Γ
(
ϕ(s), s
)
yj (s), yj (s)
)
E
= (−[f ′u(u(s), s)+ g(u)ut]ξj (s), ηj (s))

[∣∣A−1/2f ′u(u(s), s)ξj (s)∣∣+ ∣∣A−1/2g(u)ut ξj (s)∣∣] · ∥∥ηj (s)∥∥. (83)
For n= 1, 2, we easily obtain that∣∣A−1/2f ′u(u(s), s)ξj (s)∣∣ c8(M0)∣∣ξ(s)∣∣, s > τ. (84)
For n= 3,∣∣A−1/2f ′u(u(s), s)ξj (s)∣∣ c9∣∣f ′u(u(s), s)ξj (s)∣∣L6/5
 c10(M0)
∣∣A1/2ρ0ξj (s)∣∣, s  τ, (85)
where ρ0 is given by (81).
By (68),∣∣A−1/2[g′(u(s))ut (s)ξj (s)]∣∣ c11(M0)∣∣Aν0/2ξj (s)∣∣, s  τ. (86)
Thus, there exists a constant k =max{c8(M0), c10(M0), c11(M0)}> 0 such that(
Γ
(
ϕ(s), s
)
yj (s), yj (s)
)
E
 k
[∣∣A1/2ρ0ξj (s)∣∣+ ∣∣Aν0/2ξj (s)∣∣] · ∥∥ηj (s)∥∥, s  τ. (87)
Hence, by (79), (82) and (87), we have
sup
ϕ(τ)∈K(τ)
m∑
j=1
((−K(ϕ(s))+ Γ (ϕ(s), s))yj (s), yj (s))E
−mk
2
α
(
ασ
k2
− 1
m
m∑
j=1
(
λ
ρ0−1
j + λν0−1j
))
, s  τ. (88)
If
1
m
m∑
j=1
(
λ
ρ0−1
j + λν0−1j
)
<
ασ
k2
, (89)
then
qm = lim
t→+∞ inf supτ∈R
sup
Φ⊂E
sup
ϕ(τ)∈K(τ)
1
t
τ+t∫
τ
((−K(ϕ(s))+ Γ (ϕ(s), s))
× yj (s), yj (s)
)
E
ds
−mk
2
α
(
ασ
k2
− 1
m
m∑
j=1
(
λ
ρ0−1
j + λν0−1j
))
< 0. (90)
By Lemma 11, the proof is completed. ✷
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Lemma 14. If p in (6) satisfies{
0 p <∞, when n= 1,2,
0 p  2, when n= 3, (91)
then
dH
(
K(τ)
)
min
{
m
∣∣∣∣m ∈N, 1m
m∑
j=1
(
λ−1j + λν0−1j
)
<
(αλ1 + β1)σ
k2
}
,
(92)
where k = k(M0, α,λ1, β1, β2) is a positive constant. If p = 0 (∀n ∈ N), then
k = c2.
Proof. Let ϕ(τ) = (u(τ ), v(τ ))T ∈ K(τ) ⊂ Bδ , then by Theorem 2, ϕ(s) =
(u(s), v(s))T ∈K(s)⊂ Bδ , ∀s  τ . If p is defined by (91), i.e., δ = 1/2 in (41),
then ∣∣Au2(s)∣∣ 2M2, ∥∥ut (s)∥∥ c12(M0, α,λ1, β1, β2), ∀s  τ. (93)
By the embedding theorem, there exists a constant c13 = 2c14c7(M0, α,λ1, β1, β2)
(c14 is the embedding constant) such that∣∣u2(s)∣∣C  c13, ∀s  τ. (94)
Hence, for any solution of (17) ϕ(s)= (u(s), v(s))T , s  τ with initial value
ϕ(τ)= (u(τ ), v(τ ))T ∈K(τ)⊂ B1/2 and ξ(s) ∈H 10 (Ω), we have∣∣f ′u(u(s), s)ξ(s)∣∣ c2(∫ [1+ ∣∣u1(s)+ u2(s)∣∣p]2ξ2(s) dx)1/2, s  τ.
(95)
For n= 1,2, it is easy to see that∣∣f ′(u(s), s)ξ(s)∣∣ c15(M0)∣∣ξ(s)∣∣,∣∣g′(u)utξ(s)∣∣ c16(M0)∣∣Aν0/2ξ(s)∣∣, s  τ.
For n= 3, 0 p  2, by (48) and (95),∣∣f ′(u(s), s)ξ(s)∣∣2
 c17
∫ [
1+ u21(s)+ u22(s)
]
ξ2(s) dx
 c18
[∥∥u1(s)∥∥4∥∥ξ(s)∥∥2 + (1+ ∣∣u2(s)∣∣2C)∣∣ξ(s)∣∣2]
 c19(c15,M0, α,λ1, β1, β2)
(
e−4σ1(s−τ )
∥∥ξ(s)∥∥2 + ∣∣ξ(s)∣∣2),
s  τ, (96)
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and ∣∣g′(u)utξ(s)∣∣ c20∥∥g′(u)ξ(s)∥∥L3 · ‖ut‖
 c21(M0, α,λ1, β1, β2)
∣∣Aν0/2ξ(s)∣∣, s  τ. (97)
So, for any s  τ , we have(
Γ
(
ϕ(s), s
)
yj (s), yj (s)
)
E

[∣∣f ′u(u(s), s)ξj (s)∣∣+ ∣∣g′(u(s))ut (s)ξj (s)∣∣] · ∣∣ηj (s)∣∣
 c22(M0)
(αλ1 + β1)
(
e−4σ1(s−τ )
∥∥ξj (s)∥∥2 + ∣∣ξj (s)∣∣2 + ∣∣Aν0/2ξj (s)∣∣2)
+ αλ1 + β1
2
∣∣ηj (s)∣∣2, (98)
where yj (s) = (ξj (s), ηj (s))T ∈ E, j = 1,2, . . . ,m, are as in the proof of Lem-
ma 13 above. Thus, by ‖ξj (τ )‖2  2,
lim
t→+∞ inf supτ∈R
sup
Φ⊂E
sup
ϕ(τ)∈K(τ)
1
t
τ+t∫
τ
((−K(ϕ(s))+ Γ (ϕ(s), s))
× yj (s), yj (s)
)
E
ds
 lim
t→+∞
[
−mσ + c22(M0)m
2σ1(αλ1 + β1)t (1− e
−4σ1t )
+ c22(M0)
(αλ1 + β1)
m∑
j=1
(
λ−1j + λν0−1j
)]
− mc22(M0)
(αλ1 + β1)
[
(αλ1 + β1)σ
c22(M0)
− 1
m
m∑
j=1
(
λ−1j + λν0−1j
)]
. (99)
The proof is completed. ✷
Remark. For α  α0 > 0, we can choose the number M0 in Lemma 2 as
M20 =
128
θ
{(
2
λ1
+ 2α0
α0λ1 + β1 +
4+ β22/λ1
(α0λ1 + β1)2
)
|q|20
+ 2(c1k1 + k2 + c1c3|Ω |)} (100)
which is independent of α. Thus, from above proof of lemmas, the number k =
k(M0) in (80) and k = k(M0, α,λ1, β1, β2) in (92) can chosen to be independent
of α, hence it is easy to see that the upper bound of dH (K(τ)) in the right side
of (80) (or (92)) is a decreasing function of α for large strong damping α because
ασ/k2 (or (αλ1 + β1)σ/k2) increases in α and
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lim
α→+∞
ασ
k2
= 1
2k2
> 0(
or lim
α→+∞
(αλ1 + β1)σ
k2
= λ1
2k2
> 0
)
but
lim
m→∞
1
m
m∑
j=1
(
λ
ρ0−1
j + λν0−1j
)= 0
(
or lim
m→∞
1
m
m∑
j=1
(
λ−1j + λν0−1j
)= 0).
Therefore, the Hausdorff dimension dH (K(τ)) in (80) and (92) are uniformly
bounded for suitable large strong damping α.
Obviously, if the functions f , q are independent of t , then the problem (17)
reduces an autonomous system with initial values at τ = 0 in Hilbert space E. In
this case, the kernel sections are just the global attractor.
Example. One-dimensional strongly damped equation of continuous J–J type
with Dirichlet boundary condition:
utt − αutxx − uxx + a(1+ b cosu)ut + sinu= q,
x ∈ (0,π), t > 0,
u(0, t)= u(π, t)= 0, t > 0,
u(x,0)= u0(x), ut (x,0)= u1(x), x ∈ (0,π),
(101)
where a > 0, 0  b < 1, α > 0, q ∈ L2(0,π). It is not difficult to see that the
system (101) satisfies the conditions mentioned here, of which, β1 = a(1 − b),
β2 = a(1+ b), ρ0 = ν0 = 0, A=−(∂2/∂x2), λn = n2, n= 1,2, . . . .
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