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CONSTRUCTING WADGE CLASSES
RAPHAE¨L CARROY, ANDREA MEDINI, AND SANDRA MU¨LLER
Abstract. We show that, assuming the Axiom of Determinacy, every non-
selfdual Wadge class can be constructed by starting with those of level ω1 (that
is, the ones that are closed under Borel preimages) and iteratively applying
the operations of expansion and separated differences. The proof is essentially
due to Louveau, and it yields at the same time a new proof of a theorem of
Van Wesep (namely, that every non-selfdual Wadge class can be expressed as
the result of a Hausdorff operation applied to the open sets). The exposition
is self-contained, except for facts from classical descriptive set theory.
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1. Introduction
Throughout this article, unless we specify otherwise, we will be working in the
theory ZF`DC, that is, the usual axioms of Zermelo-Fraenkel (without the Axiom
of Choice) plus the principle of Dependent Choices (see Section 2 for more details).
By space we always mean separable metrizable topological space.
Given a space Z, we will say that Γ is a Wadge class in Z if there exists A Ď Z
such that
Γ “ tf´1rAs : f : Z ÝÑ Z is a continuous functionu.
Furthermore, we will say that Γ is selfdual if Γ “ tZzA : A P Γu. Observe that t∅u
and tZu are non-selfdual Wadge classes whenever Z ‰ ∅. The systematic study
of these classes, founded by William Wadge in his doctoral thesis [Wa1] (see also
[Wa2]), is known as Wadge theory, and it has become a classical topic in descriptive
set theory (see [Ke, Section 21.E]). Under suitable determinacy assumptions, the
collection of all Wadge classes on a zero-dimensional Polish space Z, ordered by
inclusion, constitutes a well-behaved hierarchy that is similar to, but much finer
than the well-known Borel hierarchy (and not limited to sets of low complexity).
In [Lo1], Alain Louveau gave a complete description of the non-selfdual Borel
Wadge classes, by using an iterative process built on five basic operations. Sub-
sequently, in his unpublished book [Lo2], he obtained the following theorem, that
reduces the number of operations to two (namely, expansion and separated differ-
ence). Since it would not be feasible to introduce all the relevant notions here,
for now we will only mention that Γpξq denotes the operation of expansion, SDη
denotes the operation of separated differences, and ℓpΓq denotes the level of Γ (see
Sections 13, 19, and 15 respectively).
Theorem 1.1 (Louveau). The collection of all non-selfdual Borel Wadge classes
on ωω is equal to Lo, where Lo is the smallest collection satisfying the following
conditions:
‚ t∅u P Lo and tωωu P Lo,
‚ Γpξq P Lo whenever Γ P Lo and ξ ă ω1,
‚ SDηp∆,Γq P Lo, where ∆ “
Ť
nPωpΛnY Λˇnq, whenever 1 ď η ă ω1, Γ P Lo
and Λn P Lo for n P ω are such that Γ Ď∆ and ℓpΛnq ě 1 for each n.
The final fundamental notion for this article is that of a Hausdorff operation. In
Section 8, given D Ď Ppωq, we will show how to simultaneously define a function
HD : PpZq
ω ÝÑ PpZq for every set Z. Functions of this form are known as
Hausdorff operations. The most basic examples of Hausdorff operation are those
obtained by combining the usual set-theoretic operations of union, intersection, and
complement (see Proposition 8.2). When Z is a space (as opposed to just a set),
we will let
ΓDpZq “ tHDpU0, U1, . . .q : U0, U1, . . . P Σ
0
1pZqu
denote the class in Z associated to HD. Under rather mild assumptions on Z, using
universal sets, it is not hard to show that each ΓDpZq is a non-selfdual Wadge class
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in Z (see Theorem 10.5). In fact, in his doctoral thesis, Robert Van Wesep built
on work of Addison, Steel, and Radin to obtain the following result (see [VW1,
Proposition 5.0.3 and Theorem 5.3.1]).
Theorem 1.2 (Van Wesep). Assume that the Axiom of Determinacy holds. Then
the following conditions are equivalent:
‚ Γ is a non-selfdual Wadge class in ωω,
‚ Γ “ ΓDpω
ωq for some D Ď Ppωq.
The purpose of this article is to give a self-contained (except from facts from [Ke])
proof of Theorem 22.2, which simultaneously generalizes Theorems 1.1 and 1.2.
There are several ways in which Theorem 22.2 generalizes the results above. First,
the ambient space is an arbitrary uncountable zero-dimensional Polish space instead
of ωω. Second, unlike Theorem 1.1, it applies to classes beyond the Borel realm.
Third, it gives a level-by-level result, in the sense that to obtain the desired result
for classes of a given complexity, only the corresponding determinacy assumption
will be required.
In our previous paper [CMM] (which has a significant overlap with the present
one1) we generalized results of van Engelen from Borel spaces to arbitrary spaces
(assuming the Axiom of Determinacy). We hope and expect that the results proved
here will yield similar applications in the future.
We would like to point out that many of our proofs are essentially the same
as those from [Lo2, Section 7.3]. However, as that is an unpublished manuscript,
numerous gaps had to be filled. Most notably, [Lo2] lacks any treatment of rel-
ativization (see Sections 6, 7 and 14). Furthermore, for the general case, we will
employ ideas of Radin that were not needed in the Borel case (see Section 21).
Finally, we remark that Theorem 22.2 is in a sense more transparent than Theo-
rem 1.2, as it specifies more clearly which Hausdorff operations generate the given
Wadge classes. This approach is based once again on unpublished results of Lou-
veau, which are however limited to the Borel realm (see [Lo2, Corollary 7.3.11 and
Theorem 7.3.12]).
2. Preliminaries and notation
Let Z be a set, and let Γ Ď PpZq. Define Γˇ “ tZzA : A P Γu, so that Γ is
selfdual iff Γ “ Γˇ. Given a function f : Z ÝÑ W , A Ď Z and B Ď W , we will use
the notation f rAs “ tfpxq : x P Au and f´1rBs “ tx P Z : fpxq P Bu.
Definition 2.1 (Wadge). Let Z be a space, and let A,B Ď Z. We will write
A ď B if there exists a continuous function f : Z ÝÑ Z such that A “ f´1rBs.2
In this case, we will say that A is Wadge-reducible to B, and that f witnesses the
reduction. We will write A ă B if A ď B and B ę A. We will write A ” B if
A ď B and B ď A.
1 In particular, Sections 8, 9, 10, 13 and 16 are almost verbatim the same as the corresponding
sections in [CMM].
2Wadge-reduction is usually denoted by ďW, which allows to distinguish it from other types
of reduction (such as Lipschitz-reduction). Since we will not consider any other type of reduction
in this article, we decided to simplify the notation.
4 RAPHAE¨L CARROY, ANDREA MEDINI, AND SANDRA MU¨LLER
Definition 2.2 (Wadge). Let Z be a space. Given A Ď Z, define
rAs “ tB Ď Z : B ď Au.3
We will say that Γ Ď PpZq is a Wadge class if there exists A Ď Z such that
Γ “ rAs. We will say that Γ Ď PpZq is continuously closed if rAs Ď Γ for every
A P Γ.
Both of the above definitions depend of course on the space Z. Often, for the
sake of clarity, we will specify what the ambient space is by saying, for example,
that “A ď B in Z” or “Γ is a Wadge class in Z”. We will say that A Ď Z is selfdual
if A ď ZzA in Z. It is easy to check that A is selfdual iff rAs is selfdual.
Our reference for descriptive set theory is [Ke]. In particular, we assume famil-
iarity with the basic theory of Polish spaces, and their Borel and projective subsets.
We use the same notation as in [Ke, Section 11]. For example, given a space Z, the
collection of all Borel subsets of Z is denoted by BpZq, while Σ01pZq, Π
0
1pZq, and
∆01pZq denote the collection of all open, closed, and clopen subsets of Z respec-
tively. Recall that the classes Σ1npZq for 1 ď n ă ω can be defined for an arbitrary
(that is, not necessarily Polish) space Z by declaring A P Σ1npZq if there exist a
Polish spaceW and an embedding j : Z ÝÑW such that jrAs “ BX jrZs for some
B P Σ1npW q.
4 Using the methods of the proof of [MZ, Proposition 4.2], one can
show that A P Σ1npZq iff for every Polish spaceW and embedding j : Z ÝÑW there
exists B P Σ1npW q such that jrAs “ BX jrZs. Our reference for other set-theoretic
notions is [Je].
The classes defined below constitute the so-called difference hierarchy (or small
Borel sets). For a detailed treatment, see [Ke, Section 22.E] or [vE2, Chapter 3].
Here, we will only mention that the classes DηpΣ
0
ξpZqq are among the simplest
concrete examples of Wadge classes (see Propositions 13.3 and 13.5).
Definition 2.3 (Kuratowski). Let Z be a space, let 1 ď η ă ω1 and 1 ď ξ ă ω1.
Given a sequence of sets pAµ : µ ă ηq, define
DηpAµ : µ ă ηq “
" Ť
tAµz
Ť
ζăµAζ : µ ă η and µ is oddu if η is even,Ť
tAµz
Ť
ζăµAζ : µ ă η and µ is evenu if η is odd.
Define DηpΣ
0
ξpZqq by declaring A P DηpΣ
0
ξpZqq if there exist Aµ P Σ
0
ξpZq for µ ă η
such that A “ DηpAµ : µ ă ηq.
5
The following two lemmas are useful for proving by induction statements re-
garding the difference hierarchy. Their straightforward proofs are mostly left to the
reader.
Lemma 2.4. Let Z be a space, and let 1 ď η, ξ ă ω1. Then the following are
equivalent:
‚ A P Dη`1pΣ
0
ξpZqq,
‚ There exist B P Σ0ξpZq and C P DηpΣ
0
ξpZqq such that C Ď B and A “ BzC.
3Usually, this denotes the Wadge degree of A, that is tB Ď Z : B ” Au. Our notation follows
[vE1], [vE2], [vE3], and [Lo1], since these were among our main inspirations. Even the book [Lo2]
uses the similar (but slightly more cumbersome) notation ΓrAs.
4This is the same definition given in [Ke, page 315].
5Notice that requiring that pAµ : µ ă ηq is Ď-increasing would yield an equivalent definition
of DηpΣ0ξpZqq.
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Proof. Proceed by induction on η. 
Lemma 2.5. Let Z be a space, let 1 ă ξ ă ω1, and let η ă ω1 be a limit ordinal.
Then the following are equivalent:
‚ A P DηpΣ
0
ξpZqq,
‚ There exist An P
Ť
η1ăη Dη1pΣ
0
ξpZqq and pairwise disjoint Vn P Σ
0
ξpZq for
n P ω such that A “
Ť
nPω An X Vn.
Furthermore, if Z is zero-dimensional then the result holds for ξ “ 1 as well.
Proof. Use [Ke, Theorem 22.16]. 
For an introduction to the topic of games, we refer the reader to [Ke, Section
20]. Here, we only want to give the precise definition of determinacy. Given a set
A, a play of the game GpA,Xq is described by the diagram
I a0 a2 ¨ ¨ ¨
II a1 a3 ¨ ¨ ¨ ,
in which an P A for every n P ω and X Ď A
ω is called the payoff set. We will say
that Player I wins this play of the game GpA,Xq if pa0, a1, . . .q P X . Player II wins
if Player I does not win.
A strategy for a player is a function σ : Aăω ÝÑ A. We will say that σ is a
winning strategy for Player I if setting a2n “ σpa1, a3, . . . , a2n´1q for each n makes
Player I win for every pa1, a3, . . .q P A
ω. A winning strategy for Player II is defined
similarly. We will say that the game GpA,Xq (or simply the set X) is determined
if (exactly) one of the players has a winning strategy. In this article, we will
exclusively deal with the case A “ ω. Given Σ Ď Ppωωq, we will write DetpΣq to
mean that every element of Σ is determined. The assumption DetpPpωωqq is know
as the Axiom of Determinacy (briefly, AD).6 The assumption Detp
Ť
1ďnăωΣ
1
npω
ωqq
is known as the axiom of Projective Determinacy.
It is well-known that AD is incompatible with the Axiom of Choice (see [Je,
Lemma 33.1]). This is the reason why, throughout this article, we will be working
in ZF ` DC. Recall that the principle of Dependent Choices (briefly, DC) states
that if R is a binary relation on a non-empty set A such that for every a P A there
exists b P A such that pb, aq P R, then there exists a sequence pa0, a1, . . .q P A
ω such
that pan`1, anq P R for every n P ω. This principle is what is needed to carry out
recursive constructions of length ω. Another consequence (in fact, an equivalent
formulation) of DC is that a relation R on a set A is well-founded iff there exists no
sequence pa0, a1, . . .q P A
ω such that pan`1, anq P R for every n P ω (see [Je, Lemma
5.5.ii]). Furthermore, DC implies the Countable Axiom of Choice (see [Je, Exercise
5.7]). To the reader who is unsettled by the lack of the full Axiom of Choice, we
recommend [HR].
It is a theorem of Martin that DetpBpωωqq holds in ZF`DC (this was originally
proved in [Ma1], but see also [Ma2, Remark (2) on page 307]). On the other hand,
Harrington showed that DetpΣ11pω
ωqq has large cardinal strength (see [Har]). For
the consistency of ZF` DC` AD, see [Ne] and [Ka, Proposition 11.13].
We conclude this section with more notation and well-known definitions, for the
sake of clarity. Given a set Z, we will denote by PpZq the collection of all subsets
of Z. A partition of a set Z is a collection V Ď PpZq consisting of pairwise disjoint
6Quite amusingly, Van Wesep referred to AD as a “frankly heretical postulate” (see [VW1,
page 64]), and Steel deemed it “probably false” (see [St, page 63]).
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non-empty sets such that
Ť
V “ Z. We will denote by idZ : Z ÝÑ Z the identity
function on a set Z. Given n P ω and a function s : n ÝÑ ω, we will use the
notation Ns “ tz P ω
ω : s Ď zu. Given a set Z and Σ Ď PpZq, we will denote by
bΣ the smallest subset of PpZq that contains Σ and is closed under complements
and finite intersections.
Given spaces Z and W , we will say that j : Z ÝÑ W is an embedding if j :
Z ÝÑ jrZs is a homeomorphism. Given 1 ď ξ ă ω1 and spaces Z and W , a
function f : Z ÝÑ W is Σ0ξ-measurable if f
´1rU s P Σ0ξpZq for every U P Σ
0
1pW q.
A subset of a space is clopen if it is closed and open. A base for a space Z is a
collection U Ď Σ01pZq consisting of non-empty sets such that for every x P Z and
every U P Σ01pZq containing x there exists V P U such that x P V Ď U . A space
is zero-dimensional if it is non-empty7 and it has a base consisting of clopen sets.
A space Z is a Borel space if there exists a Polish space W and an embedding
j : Z ÝÑ W such that jrZs P BpW q. By proceeding as in the proof of [MZ,
Proposition 4.2], it is easy to show that a space Z is Borel iff jrZs P BpW q for every
Polish space W and every embedding j : Z ÝÑW . For example, by [Ke, Theorem
3.11], every Polish space is a Borel space.
3. Nice topological pointclasses
In this section we will consider the natural concept of a topological pointclass,
and then define a strengthening of it that will be convenient for technical reasons
(without resulting in any loss of generality for our intended applications). It is in
terms of these classes that our determinacy assumptions will be stated. In fact,
the typical result in this article will begin by assuming DetpbΣpωωqq, where Σ is a
suitable topological pointclass.
Notice that the term “function” in the following definition is an abuse of termi-
nology, as each topological pointclass is a proper class. Therefore, every theorem in
this paper that mentions these pointclasses is strictly speaking an infinite scheme
(one theorem for each suitable topological pointclass). In fact, as we will make clear
in the remainder of this section, topological pointclasses are simply a convenient
expositional tool that will allow us to simultaneously state the Borel, Projective,
and full-Determinacy versions of our results.
Definition 3.1. We will say that a function Σ is a topological pointclass if it
satisfies the following requirements:
‚ dompΣq is the class of all spaces,
‚ ΣpZq Ď PpZq for every space Z,
‚ If f : Z ÝÑ W is a continuous function and B P ΣpW q then f´1rBs P
ΣpZq.
Furthermore, we will say that a topological pointclass Σ is nice if it satisfies the
following additional properties:
‚ BpZq Ď ΣpZq for every space Z,
‚ For every space Z and subspaceW of Z, if A P ΣpW q and W P ΣpZq, then
A P ΣpZq.
For the purposes of this paper, the following are the intended examples of nice
topological pointclasses (the straightforward verification is left to the reader):
7The empty space has dimension ´1 (see [En, Section 7.1]).
CONSTRUCTING WADGE CLASSES 7
(A) ΣpZq “ BpZq for every space Z,
(B) ΣpZq “ Σ1npZq for every space Z, where 1 ď n ă ω,
(C) ΣpZq “
Ť
1ďnăωΣ
1
npZq for every space Z,
(D) ΣpZq “ PpZq for every space Z.
Regarding example (B), since we will almost always assume that DetpbΣpωωqq
holds, we want to remark that DetpbΣ1npω
ωqq is equivalent to DetpΣ1npω
ωqq when-
ever 1 ď n ă ω (this easily follows from [MSW, Corollary 4.1]).
We conclude with two well-known results, which clarify the relationship between
determinacy assumptions and the Baire property in Polish spaces. Given Σ Ď
Ppωωq, we will write BPpΣq to mean that every element of Σ has the Baire property
in ωω.
Theorem 3.2. Let Σ be a nice topological pointclass. If DetpbΣpωωqq holds then
BPpΣpωωqq holds.
Proof. Use the methods of [Ke, Section 8.H]. 
Proposition 3.3. Let Σ be a topological pointclass, and assume that BPpΣpωωqq
holds. Let Z be a Polish space, and let A P ΣpZq. Then A has the Baire property
in Z.
Proof. Use the fact that, if Z is non-empty, then there exists an open continuous
surjection f : ωω ÝÑ Z (see [Ke, Exercise 7.14]). 
4. The basics of Wadge theory
Definition 4.1. Given a space Z, define
NSDpZq “ tΓ : Γ is a non-selfdual Wadge class in Zu.
Also set NSDΣpZq “ tΓ P NSDpZq : Γ Ď ΣpZqu whenever Σ is a topological
pointclass.
The following simple lemma will allow us to generalize many Wadge-theoretic
results from ωω to an arbitrary zero-dimensional Polish space. This approach has
already appeared in [An, Section 5], where it is credited to Marcone. Recall that,
given a space Z and W Ď Z, a retraction is a continuous function ρ : Z ÝÑ W
such that ρ æW “ idW . By [Ke, Theorem 7.8], every zero-dimensional Polish space
is homeomorphic to a closed subspace Z of ωω, and by [Ke, Proposition 2.8] there
exists a retraction ρ : ωω ÝÑ Z.
Lemma 4.2. Let Z Ď ωω, and let ρ : ωω ÝÑ Z be a retraction. Fix A,B Ď Z.
Then A ď B in Z iff ρ´1rAs ď ρ´1rBs in ωω.
Proof. If f : Z ÝÑ Z witnesses that A ď B in Z, then f ˝ρ : ωω ÝÑ ωω will witness
that ρ´1rAs ď ρ´1rBs in ωω. On the other hand, if f : ωω ÝÑ ωω witnesses that
ρ´1rAs ď ρ´1rBs in ωω, then ρ ˝ pf æ Zq : Z ÝÑ Z will witness that A ď B in
Z. 
The most fundamental result of Wadge theory is Lemma 4.4 (commonly known
as “Wadge’s Lemma”). Among other things, it shows that antichains with respect
to ď have size at most 2. However, instead of proving it directly, we will deduce it
from the following lemma, which is essentially due to Louveau and Saint-Raymond
(see [LSR2, Theorem 4.1.b]). Lemma 4.3 will also be a crucial tool in Section 6.
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The following “Extended Wadge Game” was also introduced by Louveau and
Saint-Raymond (see [LSR2, Section 3]), and it will be used in the proof of Lemma
4.3. Given D,A0, A1 Ď ω
ω, consider the game EWpD,A0, A1q described by the
following diagram
I x0 x1 ¨ ¨ ¨
II y0 y1 ¨ ¨ ¨ ,
where x “ px0, x1, . . .q P ω
ω, y “ py0, y1, . . .q P ω
ω, and Player II wins if one of the
following conditions is verified:
‚ x P D and y P A0,
‚ x R D and y P A1.
Lemma 4.3. Let Γ Ď ωω be continuously closed, and assume that DetpbΓq holds.
Let A0, A1 P bΓ be such that A0 X A1 “ ∅. Then, one of the following conditions
holds:
(1) There exists C P Γ such that A0 Ď C and C XA1 “ ∅.
(2) For all D P Γˇ there exists a continuous f : ωω ÝÑ A0 Y A1 such that
f´1rA0s “ D,
Proof. Assume that condition p2q fails. We will show that condition p1q holds. Fix
D P Γˇ such that f´1rA0s ‰ D for every continuous f : ω
ω ÝÑ A0 Y A1. First we
claim that Player II does not have a winning strategy in the game EWpD,A0, A1q.
Assume, in order to get a contradiction that there exists a winning strategy σ for
Player II. Given x P ωω, view x as describing the moves of Player I, then define
fpxq “ y, where y is the response of Player II to x according to the strategy σ. It
is easy to realize that f contradicts the assumption at the beginning of this proof.
Since the payoff set of the game EWpD,A0, A1q belongs to bΓ, the assumption
of DetpbΓq guarantees the existence of a winning strategy τ for Player I. Given
y P ωω, view y as describing the moves of Player II, then define gpyq “ x, where x
is the response of Player I to y according to the strategy τ .
Set C “ g´1rωωzDs, and observe that C P Γ because Γ is continuously closed.
Notice that, since τ is a winning strategy for Player I, for every y P A0YA1 neither
of the following conditions holds:
‚ gpyq P D and y P A0,
‚ gpyq R D and y P A1.
Using this observation, one sees that A0 Ď C and C XA1 “ ∅. 
Lemma 4.4 (Wadge). LetΣ be a topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be a zero-dimensional Polish space, and let A,B P bΣpZq. Then either
A ď B or ZzB ď A.
Proof. For the case Z “ ωω, apply Lemma 4.3 with A0 “ A, A1 “ ω
ωzA, and
Γ “ rBs. To obtain the full result from this particular case, use Lemma 4.2 and
the remarks preceding it. 
The following two results are simple applications of Wadge’s Lemma, whose
proofs are left to the reader.
Lemma 4.5. Let Σ be a topological pointclass, and assume that DetpbΣpωωqq holds.
Let Z be a zero-dimensional Polish space, and let Γ Ď bΣpZq. If Γ is continuously
closed and non-selfdual then Γ is a Wadge class.
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Lemma 4.6. Let Σ be a topological pointclass, and assume that DetpbΣpωωqq holds.
Let Z be a zero-dimensional Polish space, let Γ P NSDΣpZq, and let ∆ Ď ΣpZq be
continuously closed and selfdual. If Γ Ę∆ then ∆ Ĺ Γ.
The following is the second most fundamental theorem of Wadge theory after
Wadge’s Lemma. In fact, it is at the core of many proofs of important Wadge
theoretic results.
Theorem 4.7 (Martin, Monk). Let Σ be a nice topological pointclass, and as-
sume that DetpbΣpωωqq holds. Let Z be a zero-dimensional Polish space. Then the
relation ď on ΣpZq is well-founded.
Proof. For the case Z “ ωω, proceed as in [Ke, proof of Theorem 21.15], using
Theorem 3.2. To obtain the full result from this particular case, use Lemma 4.2
and the remarks preceding it. 
Next, we state an elementary result, which shows that clopen sets are “neutral
sets” for Wadge-reduction. By this we mean that, apart from trivial exceptions,
intersections or unions with these sets do not change the Wadge class. The straight-
forward proof is left to the reader. For more sophisticated closure properties, see
[CMM, Section 12].
Proposition 4.8. Let Z be a space, let Γ be a Wadge class in Z, and let A P Γ.
‚ Assume that Γ ‰ tZu. Then AX V P Γ for every V P∆01pZq.
‚ Assume that Γ ‰ t∅u. Then AY V P Γ for every V P∆01pZq.
We conclude this section with some basic facts that will not be needed in the
rest of the paper, but hopefully will help the reader in understanding how Wadge
classes behave. Given a zero-dimensional Polish space Z, define
WapZq “ ttΓ, Γˇu : Γ is a Wadge class in Zu.
Given p, q P WapZq, define p ă q if Γ Ď Λ for every Γ P p and Λ P q. Using
Lemma 4.4 and Theorem 4.7, one sees that the ordering ă on WapZq is a well-
order. Therefore, there exists an order-isomorphism φ : WapZq ÝÑ Θ for some
ordinal Θ.8 The reason for the “1+” in the definition below is simply a matter of
technical convenience (see [AHN, page 45]).
Definition 4.9. Let Z be a zero-dimensional Polish space, and let Γ be a Wadge
class in Z. Define
||Γ|| “ 1` φptΓ, Γˇuq.
We will say that ||Γ|| is the Wadge-rank of Γ.
It is easy to check that tt∅u, tZuu is the minimal element of WapZq. Further-
more, elements of the form tΓ, Γˇu for Γ P NSDpZq are always followed by t∆u for
some selfdual Wadge class∆ in Z, while elements of the form t∆u for some selfdual
Wadge class ∆ in Z are always followed by tΓ, Γˇu for some Γ P NSDpZq. This was
proved by Van Wesep for Z “ ωω (see [VW1, Corollary to Theorem 2.1]), and it
can be generalized to arbitrary uncountable zero-dimensional Polish spaces using
Corollary 5.5 and the machinery of relativization that we will develop in Sections 6
and 7. Since these facts will not be needed in the remainder of the paper, we omit
the proof.
8For a characterization of Θ, see [So, Definition 0.1 and Lemma 0.2].
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In fact, as Theorem 7.2 will show, the ordering of the non-selfdual classes is
independent of the space Z (as long as it is uncountable, zero-dimensional, and
Borel). However, the situation is more delicate for selfdual classes. For example, it
follows easily from Corollary 5.5 that if Γ is a Wadge class in 2ω such that ||Γ|| is
a limit ordinal of countable cofinality, then Γ is non-selfdual. On the other hand,
if Γ is a Wadge class in ωω such that ||Γ|| is a limit ordinal of countable cofinality,
then Γ is selfdual (see [VW1, Corollary to Theorem 2.1] again).
5. The analysis of selfdual sets
The aim of this section is to show that a set is selfdual iff it can be built using
sets of lower complexity. The easy implication is given by Proposition 5.1, while the
hard implication is given by applying Corollary 5.5 with U “ Z. These are well-
known results (see for example [Lo2, Lemmas 7.3.1.iv and 7.3.4]). Our approach is
essentially the same as the one used in the proof of [AM, Theorem 16] or in [MR,
Theorem 5.3]. However, since we would like our paper to be self-contained, and the
proof becomes slightly simpler in our context, we give all the details below.
Proposition 5.1. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be a zero-dimensional Polish space, and let A P ΣpZq. Assume that
U is an open cover of Z such that A X U ă A in Z for every U P U . Then A is
selfdual.
Proof. First notice that U ‰ ∅ because Z ‰ ∅. It follows that A ‰ ∅ and A ‰ Z.
In particular, AXU ‰ Z for every U P U . So, by Lemma 4.8, AX V ď AXU ă A
whenever V P ∆01pZq and V Ď U P U . Therefore, since Z is zero-dimensional, we
can assume without loss of generality that U is a disjoint clopen cover of Z.
We claim that UzA ď A for every U P U . Pick U P U . If A X U “ ∅ then
UzA “ U P ∆01pZq, hence the claim holds because A ‰ ∅ and A ‰ Z. On the
other hand, if AX U ‰ ∅ then
UzA “ pZzpAX Uqq X U ď ZzpAX Uq ď A,
where the first reduction holds by Lemma 4.8 and the second reduction follows from
A ę A X U using Lemma 4.4. In conclusion, we can fix fU : Z ÝÑ Z witnessing
that UzA ď A in Z for every U P U . It is clear that f “
Ť
tfU æ U : U P Uu will
witness that ZzA ď A. 
Given a space Z and A Ď Z, define
IpAq “ tV P∆01pZq : there exists a partition U Ď∆
0
1pV q of V
such that U XA ă A for every U P Uu.
Notice that IpAq is σ-additive, in the sense that if Vn P IpAq for n P ω and
V “
Ť
nPω Vn P∆
0
1pZq, then V P IpAq.
We begin with two simple preliminary results. Recall that F Ď 2ω is a flip-set if
whenever z, w P 2ω are such that |tn P ω : zpnq ‰ wpnqu| “ 1 then z P F iff w R F .
Lemma 5.2. Let F Ď 2ω be a flip-set. Then F does not have the Baire property.
Proof. Assume, in order to get a contradiction, that F has the Baire property.
Since 2ωzF is also a flip-set, we can assume without loss of generality that F is
non-meager in 2ω. By [Ke, Proposition 8.26], we can fix n P ω and s P 2n such that
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FXrss is comeager in rss. Fix k P ωzn and let h : rss ÝÑ rss be the homeomorphism
defined by
hpxqpiq “
"
xpiq if i ‰ k,
1´ xpiq if i “ k
for x P rss and i P ω. Observe that prssXF qXhrrssXF s is comeager in rss, hence it
is non-empty. It is easy to realize that this contradicts the definition of flip-set. 
Lemma 5.3. Let Z be a space, and let A Ď Z be a selfdual set such that A R∆01pZq.
Assume that V P∆01pZq and V R IpAq. Then V XA ď V zA in V .
Proof. Using Proposition 4.8, one sees that V X A ď A and V zA ď ZzA, where
both reductions are in Z. On the other hand, since V X A ă A would contradict
the assumption that V R IpAq, we see that V X A ” A. It follows that V zA ď
ZzA ” A ” V X A. Let f : Z ÝÑ Z be a function witnessing that V zA ď V X A.
Notice that V zA ‰ ∅, otherwise we would have V “ V XA ” A, contradicting the
assumption that A R ∆01pZq. So we can fix z P V zA, and define g : Z ÝÑ V by
setting
gpxq “
"
x if x P V,
z if x P ZzV.
Since V P ∆01pZq, the function g is continuous. Finally, it is straightforward to
verify that g ˝ pf æ V q : V ÝÑ V witnesses that V XA ď V zA in V . 
Theorem 5.4. Let Σ be a topological pointclass, and assume that BPpΣpωωqq holds.
Let Z be a zero-dimensional Polish space, and let A P ΣpZq be selfdual. Assume
that A R∆01pZq. Then ∆
0
1pZq “ IpAq.
Proof. Assume in order to get a contradiction, that V P ∆01pZqzIpAq. Fix a com-
plete metric on Z that induces the given Polish topology. We will recursively
construct sets Vn and functions fn : Vn ÝÑ Vn for n P ω. Before specifying which
properties we require from them, we introduce some more notation. Given a set X
and a function f : X ÝÑ X , set f0 “ idX and f
1 “ f . Furthermore, given m,n P ω
such that m ď n and z P 2ω (or just z P 2rm,ns), define
fzrm,ns “ f
zpmq
m ˝ ¨ ¨ ¨ ˝ f
zpnq
n .
We will make sure that the following conditions are satisfied for every n P ω:
(1) Vn P∆
0
1pZq,
(2) Vn R IpAq,
(3) Vm Ě Vn whenever m ď n,
(4) fn : Vn ÝÑ Vn witnesses that Vn XA ď VnzA in Vn,
(5) diampf srm,nsrVn`1sq ď 2
´n whenever m ď n and s P 2rm,ns.
Start by setting V0 “ V and let f0 : V0 ÝÑ V0 be given by Lemma 5.3. Now fix
n P ω, and assume that Vm and fm have already been constructed for every m ď n.
Fix a partition U of Z consisting of clopen sets of diameter at most 2´n. Given
m ď n and s P 2rm,ns, define
V
s
m “ tpf
s
rm,nsq
´1rU X Vms : U P Uu.
Observe that each Vsm Ď ∆
0
1pVnq because each f
s
rm,ns is continuous. Furthermore,
it is clear that each Vsm consists of pairwise disjoint sets, and that
Ť
Vsm “ Vn.
Since there are only finitely many m ď n and s P 2rm,ns, it is possible to obtain
a partition V Ď ∆01pVnq of Vn that simultaneously refines each V
s
m. This clearly
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implies that any choice of Vn`1 P V will satisfy condition p5q. On the other hand
since IpAq is σ-additive and Vn R IpAq, it is possible to choose Vn`1 P V such
that Vn`1 R IpAq, thus ensuring that condition p2q is satisfied as well. To obtain
fn`1 : Vn`1 ÝÑ Vn`1 that satisfies condition p4q, simply apply Lemma 5.3. This
concludes the construction.
Fix an arbitrary yn`1 P Vn`1 for n P ω. Given m P ω and z P 2
ω, observe that
the sequence pfzrm,nspyn`1q : m ď nq is Cauchy by condition p5q, hence it makes
sense to define
xzm “ lim
nÑ8
fzrm,nspyn`1q.
To conclude the proof, we will show that F “ tz P 2ω : xz0 P Au is a flip-set. Since
the function g : 2ω ÝÑ Z defined by setting gpzq “ xz0 is continuous and A P ΣpZq,
Proposition 3.3 and Lemma 5.2 will easily yield a contradiction.
Define A0 “ A and A1 “ ZzA. Given any m P ω and ε P 2, it is clear from the
definition of f εm and condition p4q that
x P A iff f εmpxq P A
ε
for every x P Vm. Furthermore, using the continuity of f
ε
m and the definition of x
z
m,
it is easy to see that
fzpmqm px
z
m`1q “ x
z
m
for every z P 2ω and m P ω.
Fix z P 2ω and notice that, by the observations in the previous paragraph,
xz0 P A iff x
z
1 P A
zp0q iff ¨ ¨ ¨ iff xzm`1 P p¨ ¨ ¨ pA
zp0qqzp1q ¨ ¨ ¨ qzpmq
for every m P ω. Now fix w P 2ω and m P ω such that z æ ωztmu “ w æ ωztmu
and zpmq ‰ wpmq. We need to show that xz0 P A iff x
w
0 R A. For exactly the same
reason as above, we have
xw0 P A iff x
w
1 P A
wp0q iff ¨ ¨ ¨ iff xwm`1 P p¨ ¨ ¨ pA
wp0qqwp1q ¨ ¨ ¨ qwpmq.
Since z æ m “ w æ m and zpmq ‰ wpmq, in order to finish the proof, it will be
enough to show that xzm`1 “ x
w
m`1. To see this, observe that
xzm`1 “ lim
nÑ8
fzrm`1,nspyn`1q “ lim
nÑ8
fwrm`1,nspyn`1q “ x
w
m`1,
where the middle equality uses the assumption z æ ωzpm` 1q “ w æ ωzpm` 1q. 
Corollary 5.5. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be a zero-dimensional Polish space, let A P ΣpZq be selfdual, and
let U P ∆01pZq. Then there exist pairwise disjoint Vn P ∆
0
1pUq and non-selfdual
An ă A in Z for n P ω such that
Ť
nPω Vn “ U and
Ť
nPωpAn X Vnq “ AX U .
Proof. As one can easily check, it will be enough to show that there exists a partition
V Ď ∆01pUq of U such that for every V P V either A X V P ∆
0
1pZq or A X V is
non-selfdual in Z. If this were not the case, then, using Theorem 5.4, one could
recursively construct a strictly ď-decreasing sequence of subsets of Z, which would
contradict Theorem 4.7. 
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6. Relativization: basic facts
When one tries to give a systematic exposition of Wadge theory, it soon becomes
apparent that it would be very useful to be able to say when A and B belong to
“the same” Wadge class Γ, even when A Ď Z and B Ď W for distinct ambient
spaces Z and W . It is clear how to do that in certain particular cases, for example
when Γ “ Π02 or Γ “ D2pΣ
0
1q, because elements of those classes are obtained by
performing set-theoretic operations9 to the open sets. However, it is not a priori
clear how to deal with this issue in the case of arbitrary, possibly rather exotic
Wadge classes.
We will solve the problem by using Wadge classes in ωω to parametrize Wadge
classes in arbitrary spaces. Roughly, using this approach, two Wadge classes Λ in
Z and Λ1 in W will be “the same” if there exists a Wadge class Γ in ωω such that
ΓpZq “ Λ and ΓpW q “ Λ1. We will refer to this process as relativization. This
is essentially due to Louveau and Saint-Raymond (see [LSR2, Theorem 4.2]), but
here we tried to give a more systematic exposition. Furthermore, as we mentioned
in Section 1, this topic does not appear at all in [Lo2].
The reason why we used the word “roughly” is that, in order for relativization
to work, the Wadge classes in question have to be non-selfdual (see the discussion
at the end of Section 4). Furthermore, the ambient spaces Z and W are generally
assumed to be be zero-dimensional and Polish, even though for some results the
assumption “Polish” can be relaxed to “Borel”.10
Lemma 6.2 gives equivalent definitions of ΓpZq. These are employed in the proof
of Lemma 6.3, which gives several “reassuring” and extremely useful facts about
relativization. Finally, Lemma 6.4 shows that every Wadge class can by obtained
through relativization, and in a unique way.
Definition 6.1 (Louveau, Saint-Raymond). Given a space Z and Γ Ď Ppωωq,
define
ΓpZq “ tA Ď Z : g´1rAs P Γ for every continuous g : ωω ÝÑ Zu.
Lemma 6.2 (Louveau, Saint-Raymond). Let Σ be a nice topological pointclass,
and assume that DetpbΣpωωqq holds. Let Z be a zero-dimensional Borel space, let
Γ P NSDΣpω
ωq, and let A P ΣpZq. Then, the following conditions are equivalent:
(1) A P ΓpZq,
(2) For every embedding j : Z ÝÑ ωω there exists B P Γ such that A “ j´1rBs,
(3) There exists an embedding j : Z ÝÑ ωω and B P Γ such that A “ j´1rBs,
(4) There exists a continuous f : Z ÝÑ ωω and B P Γ such that A “ f´1rBs.
Proof. In order to prove that p1q Ñ p2q, assume that condition p1q holds. Pick an
embedding j : Z ÝÑ ωω, then set A0 “ jrAs and A1 “ jrZzAs. Using the fact that
Σ is a nice topological pointclass and that Z is a Borel space, it is easy to see that
A0, A1 P Σpω
ωq. Notice that it would be sufficient to show that there exists B P Γ
such that A0 Ď B and BXA1 “ ∅, as j
´1rBs “ A would clearly follow. So assume,
in order to get a contradiction, that no such B P Γ exists. Then, by Lemma 4.3,
for all B P Γˇ there exists a continuous f : ωω ÝÑ ωω such that f rωωs Ď A0 Y A1
9The key fact here is that these are Hausdorff operations (see Section 8). In fact, in [CMM],
we used Hausdorff operations (together with Theorem 1.2) to give an alternative treatment of
relativization.
10This stronger form of relativization will be needed in the proof of Theorem 12.2.
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and f´1rA0s “ B. In particular, we can fix such a function f when B is such that
Γˇ “ rBs. Set g “ j´1 ˝ f : ωω ÝÑ Z, and observe that g is continuous because j is
an embedding. Then
B “ f´1rA0s “ f
´1rjrAss “ g´1rAs P Γ
by condition p1q, contradicting the fact that Γ is non-selfdual.
The implication p2q Ñ p3q holds because Z is zero-dimensional. The implication
p3q Ñ p4q is trivial. In order to prove that p4q Ñ p1q, assume that f : Z ÝÑ ωω
and B P Γ are such that A “ f´1rBs. Pick a continuous g : ωω ÝÑ Z. Since
f ˝ g : ωω ÝÑ ωω is continuous and Γ is continuously closed, one sees that
g´1rAs “ g´1rf´1rBss “ pf ˝ gq´1rBs P Γ.

Lemma 6.3. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be a zero-dimensional Borel space, and let Γ P NSDΣpω
ωq.
(1) Let f : Z ÝÑW be continuous. If B P ΓpW q then f´1rBs P ΓpZq.
(2) Let h : Z ÝÑW be a homeomorphism. Then A P ΓpZq iff hrAs P ΓpW q.
(3) Assume that W Ď Z. Then B P ΓpW q iff AXW “ B for some A P ΓpZq.
(4) ~ΓpZq “ ΓˇpZq.
(5) Γpωωq “ Γ.
Proof. In order to prove p1q, let f : Z ÝÑ W be continuous, and let B P ΓpW q.
By condition p3q of Lemma 6.2, we can fix an embedding j :W ÝÑ ωω and C P Γ
such that j´1rCs “ B. Now it remains to observe that
f´1rBs “ f´1rj´1rCss “ pj ˝ fq´1rCs P ΓpZq
by condition p4q of Lemma 6.2.
In order to prove the left-to-right implication of p3q, let B P ΓpW q. Since Z is
zero-dimensional, we can fix an embedding j : Z ÝÑ ωω. Notice that i “ j æ W :
W ÝÑ ωω is also an embedding, hence by condition p2q of Lemma 6.2 there exists
C P Γ such that i´1rCs “ B. Let A “ j´1rCs, and observe that AXW “ B. The
fact that A P ΓpZq follows from condition p3q of Lemma 6.2. In order to prove the
right-to-left implication of p3q, assume that A P ΓpZq. Let i : W ÝÑ Z be the
inclusion. It follows from p1q that AXW “ i´1rAs P ΓpW q.
In order to prove p4q, it will be enough to prove the inclusion Ď, as the other
inclusion follows by applying it to Γˇ. So pick A P ~ΓpZq. By condition p3q of Lemma
6.2, there exists an embedding j : Z ÝÑ ωω and B P Γ such that ZzA “ j´1rBs.
It follows that A “ j´1rωωzBs. Hence A P ΓˇpZq by condition p3q of Lemma 6.2.
In order to prove the inclusion Ď of p5q, apply condition p2q of Lemma 6.2 to the
identity function g : ωω ÝÑ ωω. In order to prove the inclusion Ě, apply condition
p3q of Lemma 6.2 to the identity function j : ωω ÝÑ ωω. 
Lemma 6.4. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be a zero-dimensional Polish space, and let Λ P NSDΣpZq. Then there
exists a unique Γ P NSDΣpω
ωq such that ΓpZq “ Λ.
Proof. First we will prove the existence of Γ. Pick A Ď Z such that Λ “ rAs.
By [Ke, Theorem 7.8] and Lemma 6.3.2 we can assume without loss of generality
that Z is a closed subspace of ωω. Therefore, by [Ke, Proposition 2.8], we can fix a
retraction ρ : ωω ÝÑ Z. Set Γ “ rρ´1rAss in ωω, and observe that Γ is non-selfdual
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by Lemma 4.2. We claim that Λ “ ΓpZq. Since A “ ρ´1rAsXZ P ΓpZq by Lemma
6.3.3 and ΓpZq is continuously closed, one sees that Λ “ rAs Ď ΓpZq. To see that
the other inclusion holds, pick B P ΓpZq. Then ρ´1rBs P Γ by Lemma 6.2.1, hence
ρ´1rBs ď ρ´1rAs. It follows from Lemma 4.2 that B ď A.
Now assume, in order to get a contradiction, that Γ,Γ1 P NSDΣpω
ωq are such that
Γ ‰ Γ1 and ΓpZq “ Λ “ Γ1pZq. Notice that Γ1 “ Γˇ is impossible, as an application
of Lemma 6.3.4 would contradict the fact that Λ is non-selfdual. Therefore, we can
assume without loss of generality that Γ Ď Γ1, hence Γ1 Ę Γ. By Lemma 4.4, it
follows that Γˇ Ď Γ1. Therefore ΓˇpZq Ď Γ1pZq “ ΓpZq, which contradicts the fact
that ΓpZq “ Λ is non-selfdual. 
7. Relativization: uncountable spaces
Notice that, in the previous section, we never assumed the uncountability of the
ambient spaces. As the following two results show, the situation gets particularly
pleasant when this assumption is satisfied. In particular, Theorem 7.2 shows that
the ordering of non-selfdual Wadge classes becomes independent of the ambient
space. Observe that the uncountability assumption cannot be dropped in either
result, as ΓpZq “ PpZq whenever Z is a countable space and Γ P NSDpωωq is such
that Σ02pω
ωq Ď Γ.
Theorem 7.1. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be a zero-dimensional uncountable Polish space. Then
NSDΣpZq “ tΓpZq : Γ P NSDΣpω
ωqu.
Proof. The inclusion Ď holds by Lemma 6.4. In order to prove that the inclusion
Ě holds, pick Γ P NSDΣpω
ωq. The fact that ΓpZq is continuously closed follows
from Lemma 6.3.1. The fact that ΓpZq is non-selfdual follows from Lemma 6.3.4-
5. It remains to show that ΓpZq is generated by a single subset of Z. Since Z
is zero-dimensional and uncountable, we can fix W Ď Z and a homeomorphism
h : ωω ÝÑ W . Assume that Γ “ rBs. By Lemma 6.3, there exists A P ΓpZq such
that A XW “ hrBs. We claim that ΓpZq “ rAs. The inclusion Ě holds because
ΓpZq is continuously closed. To see that the inclusion Ď holds, pick C P ΓpZq.
By Lemma 6.2, there exists an embedding j : Z ÝÑ ωω and D P Γ such that
C “ j´1rDs. Let f : ωω ÝÑ ωω be a continuous function witnessing that D ď B
in ωω. It is straightforward to verify that h ˝ f ˝ j : Z ÝÑ Z witnesses that C ď A
in Z. 
Theorem 7.2. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z and W be zero-dimensional uncountable Borel spaces, and let Γ,Λ P
NSDΣpω
ωq. Then
ΓpZq Ď ΛpZq if and only if ΓpW q Ď ΛpW q.
Proof. It will be enough to prove the left-to-right implication, as the other impli-
cation is perfectly analogous. So assume that ΓpZq Ď ΛpZq, and let B P ΓpW q.
Since Z is an uncountable Borel space and W is zero-dimensional, there exists an
embedding of W into Z. Hence, using Lemma 6.3.2, we can assume without loss
of generality that W Ď Z. By Lemma 6.3.3, there exists A P ΓpZq such that
A XW “ B. Since A P ΛpZq by our assumption, a further application of Lemma
6.3.3 shows that B P ΛpW q. 
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8. Hausdorff operations: basic facts
For a history of the following important notion, see [Hau, page 583]. For a
modern survey, we recommend [Za]. Most of the proofs in this section are straight-
forward, hence we leave them to the reader.
Definition 8.1. Given a set Z and D Ď Ppωq, define
HDpA0, A1, . . .q “ tx P Z : tn P ω : x P Anu P Du
whenever A0, A1, . . . Ď Z. Functions of this form are called Hausdorff operations
(or ω-ary Boolean operations).
Of course, the function HD depends on the set Z, but what Z is will usually be
clear from the context. In case there might be uncertainty about the ambient space,
we will use the notation HZD. Notice that, once D is specified, the corresponding
Hausdorff operation simultaneously defines functions PpZqω ÝÑ PpZq for every Z.
The following proposition lists the most basic properties of Hausdorff operations.
Given n P ω, set Sn “ tA Ď ω : n P Au.
Proposition 8.2. Let I be a set, and let Di Ď Ppωq for every i P I. Fix an ambient
set Z and A0, A1, . . . Ď Z.
‚ HSnpA0, A1, . . .q “ An for all n P ω.
‚
Ş
iPI HDipA0, A1, . . .q “ HDpA0, A1, . . .q, where D “
Ş
iPI Di.
‚
Ť
iPI HDipA0, A1, . . .q “ HDpA0, A1, . . .q, where D “
Ť
iPI Di.
‚ ZzHDpA0, A1, . . .q “ HPpωqzDpA0, A1, . . .q for all D Ď Ppωq.
The point of the above proposition is that any operation obtained by combining
unions, intersections and complements can be expressed as a Hausdorff operation.
For example, if D “
Ť
nPωpS2n`1zS2nq, then HDpA0, A1, . . .q “
Ť
nPωpA2n`1zA2nq.
The following proposition shows that the composition of Hausdorff operations is
again a Hausdorff operation. We will assume that a bijection x¨, ¨y : ω ˆ ω ÝÑ ω
has been fixed.
Proposition 8.3. Let Z be a set, let D Ď Ppωq and Em Ď Ppωq for m P ω. Then
there exists F Ď Ppωq such that
HDpB0, B1, . . .q “ HF pA0, A1, . . .q
for all A0, A1, . . . Ď Z, where Bm “ HEmpAxm,0y, Axm,1y, . . .q for m P ω.
Proof. Define z P F if tm P ω : tn P ω : xm,ny P zu P Emu P D. The rest of the
proof is a straightforward verification. 
Finally, we state a result that will be needed in the next section (see the proof
of Lemma 9.5).
Lemma 8.4. Let Z and W be sets, let D Ď Ppωq, let A0, A1, . . . Ď Z, and let
B0, B1, . . . ĎW .
(1) W XHZDpA0, A1, . . .q “ H
W
D pA0 XW,A1 XW, . . .q whenever W Ď Z.
(2) f´1rHDpB0, B1, . . .qs “ HDpf
´1rB0s, f
´1rB1s, . . .q for all f : Z ÝÑW .
(3) f rHDpA0, A1, . . .qs “ HDpf rA0s, f rA1s, . . .q for all bijections f : Z ÝÑW .
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9. Hausdorff operations: the associated classes
In the context of this article, the most important fact regarding Hausdorff op-
erations is that they all give rise in a natural way to a non-selfdual Wadge class.
More precisely, as in the following definition, this class is obtained by applying the
given Hausdorff operation to all open sets of a given space. The claim that these
are all non-selfdual Wadge classes will be proved in the next section (see Theorem
10.5), by employing the classical notion of a universal set.
Definition 9.1. Given a space Z and D Ď Ppωq, define
ΓDpZq “ tHDpA0, A1, . . .q : An P Σ
0
1pZq for every n P ωu.
Definition 9.2. Given a space Z, define
HapZq “ tΓDpZq : D Ď Ppωqu.
Also set HaΣpZq “ tΓ P HapZq : Γ Ď ΣpZqu whenever Σ is a topological pointclass.
As examples (that will be useful later), consider the following two simple propo-
sitions.
Proposition 9.3. Let 1 ď η ă ω1. Then there exists D Ď Ppωq such that ΓDpZq “
DηpΣ
0
1pZqq for every space Z.
Proof. This follows from Propositions 8.2 and 8.3 (in case η ą ω, use a bijection
π : η ÝÑ ω). 
Proposition 9.4. Let 1 ď ξ ă ω1. Then there exists D Ď Ppωq such that ΓDpZq “
Σ0ξpZq for every space Z.
Proof. This can be proved by induction on ξ, using Propositions 8.2 and 8.3. 
Finally, we state a useful lemma, which shows that this notion behaves well with
respect to subspaces and continuous functions. It extends (and is inspired by) [vE3,
Lemma 2.3].
Lemma 9.5. Let Z and W be spaces, and let D Ď Ppωq.
(1) Assume that W Ď Z. Then B P ΓDpW q iff there exists A P ΓDpZq such
that B “ AXW .
(2) If f : Z ÝÑW is continuous and B P ΓDpW q then f
´1rBs P ΓDpZq.
(3) If h : Z ÝÑW is a homeomorphism then A P ΓDpZq iff hrAs P ΓDpW q.
Proof. This is a straightforward consequence of Lemma 8.4. 
10. Hausdorff operations: universal sets
The aim of this section is to show that HapZq Ď NSDpZq whenever Z is an
uncountable zero-dimensional Polish space (see Theorem 10.5 for a more precise
statement). Notice that the uncountability requirement cannot be dropped, as
Σ02pZq “ PpZq is selfdual whenever Z is countable. The ideas presented here are
well-known, but since we could not find a satisfactory reference, we will give all the
details. Our approach is inspired by [Ke, Section 22.A].
Definition 10.1. Let Z and W be spaces, and let D Ď Ppωq. Given U Ď W ˆ Z
and x P W , let Ux “ ty P Z : px, yq P Uu denote the vertical section of U above x.
We will say that U Ď W ˆ Z is a W -universal set for ΓDpZq if the following two
conditions hold:
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‚ U P ΓDpW ˆ Zq,
‚ tUx : x PW u “ ΓDpZq.
Notice that, by Proposition 9.4, the above definition applies to the class Σ0ξpZq
whenever 1 ď ξ ă ω1. Furthermore, for these classes, this definition agrees with
[Ke, Definition 22.2].
Proposition 10.2. Let Z be a space, and let D Ď Ppωq. Then there exists a
2ω-universal set for ΓDpZq.
Proof. By [Ke, Theorem 22.3], we can fix a 2ω-universal set U for Σ01pZq. Let
h : 2ω ÝÑ p2ωqω be a homeomorphism, and let πn : p2
ωqω ÝÑ 2ω be the projection
on the n-th coordinate for n P ω. Notice that, given any n P ω, the function
fn : 2
ω ˆZ ÝÑ 2ω ˆZ defined by fnpx, yq “ pπnphpxqq, yq is continuous. Let Vn “
f´1n rU s for each n, and observe that each Vn P Σ
0
1p2
ωˆZq. Set V “ HDpV0, V1, . . .q.
We claim that V is a 2ω-universal set for ΓDpZq. It is clear that V P ΓDp2
ωˆZq.
Furthermore, using Lemma 9.5, one can easily check that Vx P ΓDpZq for every
x P 2ω. To complete the proof, fix A P ΓDpZq. Let A0, A1, . . . P Σ
0
1pZq be such
that A “ HDpA0, A1, . . .q. Since U is 2
ω-universal, we can fix zn P 2
ω such that
Uzn “ An for every n P ω. Set z “ h
´1pz0, z1, . . .q. It is straightforward to verify
that Vz “ A. 
Corollary 10.3. Let Z be a space in which 2ω embeds, and let D Ď Ppωq. Then
there exists a Z-universal set for ΓDpZq.
Proof. By Proposition 10.2, we can fix a 2ω-universal set U for ΓDpZq. Fix an
embedding j : 2ω ÝÑ Z and set W “ jr2ωs. Notice that pjˆ idZqrU s P ΓDpW ˆZq
by Lemma 9.5.3. Therefore, by Lemma 9.5.1, there exists V P ΓDpZˆZq such that
V X pW ˆZq “ pj ˆ idZqrU s. Using Lemma 9.5 again, one can easily check that V
is a Z-universal set for ΓDpZq. 
Lemma 10.4. Let Z be a space, and let D Ď Ppωq. Assume that there exists a
Z-universal set for ΓDpZq. Then ΓDpZq is non-selfdual.
Proof. Fix a Z-universal set U Ď Z ˆ Z for ΓDpZq. Assume, in order to get a
contradiction, that ΓDpZq is selfdual. Let f : Z ÝÑ ZˆZ be the function defined by
fpxq “ px, xq, and observe that f is continuous. Since f´1rU s P ΓDpZq “ ΓˇDpZq,
we see that Zzf´1rU s P ΓDpZq. Therefore, since U is Z-universal, we can fix
z P Z such that Uz “ Zzf
´1rU s. If z P Uz then fpzq “ pz, zq P U by the
definition of Uz, contradicting the fact that Uz “ Zzf
´1rU s. On the other hand, if
z R Uz then fpzq “ pz, zq R U by the definition of Uz, contradicting the fact that
ZzUz “ f
´1rU s. 
The case Z “ ωω of the following result is [VW1, Proposition 5.0.3], and it is
credited to Addison by Van Wesep.
Theorem 10.5. Let Z be a zero-dimensional space in which 2ω embeds. Then
HapZq Ď NSDpZq.
Proof. Pick D Ď Ppωq. The fact that ΓDpZq is non-selfdual follows from Corollary
10.3 and Lemma 10.4. Therefore, it will be enough to show that ΓDpZq is a Wadge
class. By Proposition 10.2, we can fix a 2ω-universal set U Ď 2ωˆZ for ΓDpZq. Fix
an embedding j : 2ω ˆZ ÝÑ Z and set W “ jr2ω ˆZs. By Lemma 9.5, we can fix
A P ΓDpZq such that AXW “ jrU s. We claim that ΓDpZq “ rAs. The inclusion Ě
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follows from Lemma 9.5.2. In order to prove the other inclusion, pick B P ΓDpZq.
Since U is 2ω-universal, we can fix z P 2ω such that B “ Uz. Consider the function
f : Z ÝÑ 2ω ˆ Z defined by fpxq “ pz, xq, and observe that f is continuous. It is
straightforward to check that j ˝ f : Z ÝÑ Z witnesses that B ď A in Z. 
11. The complete analysis of ∆02
Let Z be an uncountable zero-dimensional Polish space. Observe that DηpΣ
0
1pZqq P
NSDpZq whenever 1 ď η ă ω1 by Proposition 9.3 and Theorem 10.5. In this section
we will show that these are the only non-trivial elements of NSDpZq contained in
∆02pZq. We will need this fact in the proof of Theorem 20.1. The case Z “ ω
ω
of this result is already mentioned in [VW1, pages 84-85], but we are not aware
of a satisfactory reference for it. We begin by stating a classical result (see [Ke,
Theorem 22.27] for a proof).
Theorem 11.1 (Hausdorff, Kuratowski). Let Z be a Polish space, and let 1 ď ξ ă
ω1. Then
∆0ξ`1pZq “
ď
1ďηăω1
DηpΣ
0
ξpZqq.
Theorem 11.2. Let Z be a zero-dimensional Polish space, and let Γ P NSDpZq
be such that Γ Ď ∆02pZq. Assume that Γ ‰ t∅u and Γ ‰ tZu. Then there exists
1 ď η ă ω1 such that Γ “ DηpΣ
0
1pZqq or Γ “
qDηpΣ01pZqq.
Proof. Pick A Ď Z such that Γ “ rAs. By Theorem 11.1, we can fix the minimal
η such that 1 ď η ă ω1 and A P DηpΣ
0
1pZqq Y
qDηpΣ01pZqq. We will only give
the proof in the case A P DηpΣ
0
1pZqq, as the other case is perfectly analogous.
More specifically, assume that A “ DηpAξ : ξ ă ηq, where each Aξ P Σ
0
1pZq and
pAξ : ξ ă ηq is a Ď-increasing sequence. We claim that Γ “ DηpΣ
0
1pZqq. By
Lemma 4.4 and the fact that DηpΣ
0
1pZqq P NSDpZq, it will be enough to show that
A R qDηpΣ01pZqq.
Assume, in order to get a contradiction, that A P qDηpΣ01pZqq. More specifically,
assume that ZzA “ DηpBξ : ξ ă ηq, where each Bξ P Σ
0
1pZq and pBξ : ξ ă ηq is a
Ď-increasing sequence. First assume that η is a limit ordinal. Define U “ tAξ : ξ ă
ηuYtBξ : ξ ă ηu. It is clear that U is an open cover of Z. Furthermore, it is easy to
realize that for every U P U there exists ξ ă η such that either AXU P DξpΣ
0
1pZqq or
pZzAqXU P DξpΣ
0
1pZqq. Using Lemma 4.8 and the fact that Z is zero-dimensional,
we can assume without loss of generality that U is a disjoint clopen cover of Z.
We claim that A X U ă A for every U P U . This will conclude the proof by
Proposition 5.1, as it will contradict the fact that A is non-selfdual. Pick U P U .
If there exists ξ ă η such that A X U P DξpΣ
0
1pZqq, then the claim holds by the
minimality of η. If pZzAq X U P DξpΣ
0
1pZqq, then
AX U “ pZzppZzAq X Uqq X U P qDξpΣ01pZqq
by Lemma 4.8. Hence the claim follows from the minimality of η again.
Finally, assume that η “ ζ ` 1 is a successor ordinal. Notice that ζ ‰ 0,
otherwise A would be a clopen subset of Z such that ∅ Ĺ A Ĺ Z, contradicting
the fact that A is non-selfdual. So it makes sense to set C “ DζpAξ : ξ ă ζq
and D “ DζpBξ : ξ ă ζq. Observe that A “ AζzC and ZzA “ BζzD. Since
Aζ Y Bζ “ Z, using the fact that Z is zero-dimensional it is possible to find
U, V P ∆01pZq such that U Ď Aζ , V Ď Bζ , U Y V “ Z and U X V “ ∅. Notice
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that A X U “ UzC “ pZzCq X U P qDζpΣ01pZqq and A X V “ D X V P DζpΣ01pZqq
by Lemma 4.8. As above, this contradicts the fact that A is non-selfdual. 
12. Kuratowski’s transfer theorem
In this section, we will prove many forms of a classical result, known as “Kura-
towski’s transfer theorem”. The most powerful form of this result (as it gives the
sharpest bounds in terms of complexity) is Theorem 12.2 (which is taken from [Lo2,
Theorem 7.1.6]). This strong version of the result will only be needed in Section 17.
The weaker versions will be used to successfully employ the notion of expansion.
We also point out that Theorem 12.4 can be easily obtained from [Ke, Theorem
22.18], and viceversa.
Given f : Z ÝÑ W , we will denote by f˚ : Z ÝÑ Z ˆW the function defined
by setting f˚pxq “ px, fpxqq for every x P Z. Given a set I, a function f : Z ÝÑś
kPI Wk, and k P I, we will denote the k-th coordinate of f by fk : Z ÝÑWk. More
precisely, set fkpxq “ fpxqpkq for every x P Z. In almost all of our applications,
I “ ω and Wk “ ω for each k.
The following is the crucial concept in Theorem 12.2, and it will feature promi-
nently in Section 15 as well. Its name comes from the fact that it yields a finer
topology (see Corollary 12.4).
Definition 12.1. Let Z be a space, let 2 ď ξ ă ω1, and let A Ď Σ
0
ξpZq. We will
say that f : Z ÝÑ ωω is a ξ-refining function for A if it satisfies the following
conditions, where F “ f˚rZs denotes the graph of f :
(1) F is closed in Z ˆ ωω,
(2) f˚rAs P Σ01pF q for every A P A,
(3) For all k P ω there exists ξk such that 1 ď ξk ă ξ and f
´1
k pjq P Π
0
ξk
pZq for
every j P ω.
Theorem 12.2 (Louveau). Let Z be a zero-dimensional space, let 2 ď ξ ă ω1, and
let A Ď Σ0ξpZq be countable. Then there exists a ξ-refining function f : Z ÝÑ ω
ω
for A.
Proof. The result is trivial if A “ ∅, so assume that A ‰ ∅. Let A “ tAn :
n P ωu be an enumeration. We will proceed by induction on ξ. First assume
that ξ “ 2. Pick Apn,iq P Π
0
1pZq for n, i P ω such that An “
Ť
iPω Apn,iq. Since
Z is zero-dimensional, it is possible to pick Apn,i,jq P ∆
0
1pZq for n, i, j P ω such
that ZzApn,iq “
Ť
jPω Apn,i,jq and Apn,i,jq X Apn,i,j1q “ ∅ whenever j ‰ j
1. Define
fpn,iq : Z ÝÑ ω for n, i P ω by setting
fpn,iqpxq “
"
0 if x P Apn,iq,
j ` 1 if x P Apn,i,jq.
Fix a bijection x¨, ¨y : ωˆω ÝÑ ω and define f : Z ÝÑ ωω by setting fpxqpxn, iyq “
fpn,iqpxq for n, i P ω. It is clear that condition p3q holds.
To show that condition p1q holds, pick xm P Z form P ω such that pxm, fpxmqq Ñ
px, yq P Z ˆ ωω. We need to show that y “ fpxq. So fix k “ xn, iy P ω. By
the definition of f , in order to see that ypkq “ fpxqpkq, we need to show that
ypkq “ fpn,iqpxq. But fpn,iqpxmq “ fpxmqpkq is eventually constant (with value
ypkq), hence all but finitely many xm belong to Apn,iq, or there exists j P ω such
that all but finitely many xm belong to Apn,i,jq. Since xm Ñ x and these sets are
all closed, it follows that fpn,iqpxq “ ypkq.
CONSTRUCTING WADGE CLASSES 21
To show that condition p2q holds for a given n P ω, pick x P An. We need to
find V P Σ01pF q such that px, fpxqq P V Ď f
˚rAns. Pick i P ω such that x P Apn,iq,
then set U “ ty P ωω : ypxn, iyq “ 0u, and observe that U P ∆01pω
ωq. Using the
definition of f , it is easy to realize that V “ pU ˆ Zq X F is as required.
Now assume that ξ ě 3 and that the theorem holds for all ξ1 such that 2 ď ξ1 ă ξ.
Pick Apn,iq P Π
0
ξpn,iqpZq for n, i P ω such that An “
Ť
iPω Apn,iq, where 1 ď ξpn, iq ă
ξ. Then pick Apn,i,jq P∆
0
ξpn,iq for n, i, j P ω such that ZzApn,iq “
Ť
jPω Apn,i,jq and
Apn,i,jq XApn,i,j1q “ ∅ whenever j ‰ j
1.
Set Apn,iq “ tApn,i,jq : j P ωu Y tZzApn,i,jq : j P ωu for pn, iq P ω ˆ ω. By the
inductive hypothesis, for each pn, iq we can fix a ξpn, iq-refining function gpn,iq :
Z ÝÑ ωω for Apn,iq. This means that the following conditions will hold, where
Gpn,iq “ g
˚
pn,iqrZs denotes the graph of gpn,iq:
(4) Gpn,iq is closed in Z ˆ ω
ω,
(5) g˚pn,iqrApn,i,jqs P∆
0
1pGpn,iqq for every j P ω,
(6) For all k P ω there exists ξk such that 1 ď ξk ă ξpn, iq and pgpn,iqq
´1
k pjq P
Π0ξkpZq for every j P ω.
Fix a bijection x¨, ¨, ¨y : ω ˆ ω ˆ ω ÝÑ ω and define g : Z ÝÑ ωω by setting
gpxqpxn, i, jyq “ gpn,iqpxqpjq for every x P Z and n, i, j P ω. Denote by G “ g
˚rZs
the graph of g. Using condition p4q and arguments as in the case ξ “ 2, one can
show that G is closed in Z ˆ ωω. Using condition p5q, it is easy to see that each
g˚rApn,i,jqs P ∆
0
1pGq. Since Gzg
˚rApn,iqs “
Ť
jPω g
˚rApn,i,jqs, by proceeding as in
the proof of the case ξ “ 2 it is possible to obtain h : G ÝÑ ωω that satisfies the
following conditions, where H “ h˚rGs denotes the graph of h:
(7) H is closed in Gˆ ωω,
(8) h˚rAns P Σ
0
1pHq for every n P ω,
(9) h´1xn,iyp0q “ g
˚rApn,iqs and h
´1
xn,iypj ` 1q “ g
˚rApn,i,jqs for every n, i, j P ω.
Finally, define f : Z ÝÑ ωω`ω by setting fkpxq “ gkpxq and fω`kpxq “ hkpx, gpxqq
for every x P Z and k P ω. Also set F “ f˚rZs. Using conditions p6q and p9q, it
is easy to check that condition p3q will hold. By identifying ωω`ω with ωω ˆ ωω
in the obvious way, F can be identified with H . Therefore, condition p2q holds
by condition p8q. Furthermore, since condition p7q holds and G ˆ ωω is closed in
Z ˆ ωω ˆ ωω, it follows that condition p1q holds. 
Corollary 12.3. Let Z be a zero-dimensional Polish space, let 1 ď ξ ă ω1, and let
A Ď Σ0ξpZq be countable. Then there exists a zero-dimensional Polish space W and
a Σ0ξ-measurable bijection f : Z ÝÑW such that f rAs P Σ
0
1pW q for every A P A.
Proof. The case ξ “ 1 is trivial, so assume that ξ ě 2. Then the desired result
follows from Theorem 12.2, by setting W “ F and f “ f˚. 
Corollary 12.4 (Kuratowski). Let pZ, τq be a zero-dimensional Polish space, let
1 ď ξ ă ω1, and let B Ď Σ
0
ξpZ, τq be countable. Then there exists a zero-dimensional
Polish topology σ on the set Z such that τ Ď σ Ď Σ0ξpZ, τq and A Ď σ.
Proof. Let U be a countable base for pZ, τq. Let f and W be given by applying
Corollary 12.3 with A “ B Y U , then define
σ “ tf´1rU s : U P Σ01pW qu.
It is straightforward to verify that σ satisfies all of the desired properties. 
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We conclude this section with the “two-variable” versions of Corollaries 12.4 and
12.3 respectively. Corollary 12.6 will be needed in Section 18.
Theorem 12.5. Let pZ, τq be a zero-dimensional Polish space, let ξ, η ă ω1, and
let A Ď Σ01`η`ξpZ, τq be countable. Then there exists a zero-dimensional Polish
topology σ on the set Z such that τ Ď σ Ď Σ01`ηpZ, τq and A Ď Σ
0
1`ξpZ, σq.
Proof. By [Ke, Lemma 13.3], it will be enough to consider the case A “ tAu. We
will proceed by induction on ξ. The case ξ “ 0 is Corollary 12.4. Now assume
that ξ ą 0 and the result holds for every ξ1 ă ξ. Write A “
Ť
nPωpZzAnq, where
each An P Σ
0
1`η`ξn
pZ, τq for suitable ξn ă ξ. By the inductive assumption, for
each n, we can fix a zero-dimensional Polish topology σn on the set Z such that
τ Ď σn Ď Σ
0
1`ηpZ, τq and An P Σ
0
1`ξpZ, σnq. Using [Ke, Lemma 13.3] again, it is
easy to check that the topology σ on Z generated by
Ť
nPω σn is as desired. 
Corollary 12.6. Let Z be a zero-dimensional Polish space, let ξ, η ă ω1, and let
A Ď Σ01`η`ξpZq be countable. Then there exists a zero-dimensional Polish space
W and a Σ01`η-measurable bijection f : Z ÝÑ W such that f rAs P Σ
0
1`ξpW q for
every A P A.
Proof. The space W is simply the set Z with the finer topology given by Theorem
12.5, while f “ idZ . 
13. Expansions: basic facts
The following notion is essentially due to Wadge (see [Wa1, Chapter IV]), and
it is inspired by work of Kuratowski. It is one of the fundamental concepts needed
to state our main result (see Definition 22.1).
Definition 13.1. Let Z be a space, and let ξ ă ω1. Given Γ Ď PpZq, define
Γpξq “ tf´1rAs : A P Γ and f : Z ÝÑ Z is Σ01`ξ-measurableu.
We will refer to Γpξq as an expansion of Γ.
The following is the corresponding definition in the context of Hausdorff opera-
tions. Lemma 13.8 below shows that this is in fact the “right” definition.
Definition 13.2. Let Z be a space, let D Ď Ppωq, and let ξ ă ω1. Define
Γ
pξq
D pZq “ tHDpA0, A1, . . .q : An P Σ
0
1`ξpZq for every n P ωu.
As an example (that will be useful later), consider the following simple observa-
tion.
Proposition 13.3. Let 1 ď η ă ω1. Then there exists D Ď Ppωq such that
Γ
pξq
D pZq “ DηpΣ
0
1`ξpZqq for every space Z and every ξ ă ω1.
Proof. This is proved like Proposition 9.3 (in fact, the same D will work). 
The following proposition shows that Definition 13.2 actually fits in the context
provided by Section 9.
Proposition 13.4. Let D Ď Ppωq, and let ξ ă ω1. Then there exists E Ď Ppωq
such that Γ
pξq
D pZq “ ΓEpZq for every space Z.
Proof. This is proved by combining Propositions 9.4 and 8.3. 
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Corollary 13.5. Let Z be an uncountable zero-dimensional Polish space, let D Ď
Ppωq, and let ξ ă ω1. Then Γ
pξq
D pZq P NSDpZq.
Proof. This is proved by combining Proposition 13.4 and Theorem 10.5. 
The following useful result is the analogue of Lemma 6.3 in the present context.
Lemma 13.6. Let Z and W be spaces, let D Ď Ppωq, and let ξ ă ω1.
(1) Assume that W Ď Z. Then B P Γ
pξq
D pW q iff there exists A P Γ
pξq
D pZq such
that B “ AXW .
(2) If f : Z ÝÑW is continuous and B P Γ
pξq
D pW q then f
´1rBs P Γ
pξq
D pZq.
(3) If f : Z ÝÑW is Σ01`ξ-measurable and B P ΓDpW q then f
´1rBs P Γ
pξq
D pZq.
(4) If h : Z ÝÑW is a homeomorphism then A P Γ
pξq
D pZq iff hrAs P Γ
pξq
D pW q.
Proof. This is a straightforward consequence of Proposition 8.4. 
Finally, we show that HapZq is closed under expansions (see Proposition 13.9).
We will need the following result, which is another variation on the theme of Kura-
towski’s transfer theorem. Notice however that, at this point, we do not know yet
that Γpξq is a non-selfdual Wadge class whenever Γ is. That this is true will follow
from Theorem 22.2.
Lemma 13.7. Let Z be a zero-dimensional Polish space, let D Ď Ppωq, let ξ ă ω1,
and let A Ď Γ
pξq
D pZq be countable. Then there exists a zero-dimensional Polish
space W and a Σ01`ξ-measurable bijection f : Z ÝÑ W such that f rAs P ΓDpW q
for every A P A.
Proof. If A “ ∅ the desired result is trivial, so assume that A ‰ ∅. Let A “ tAm :
m P ωu be an enumeration. Given m P ω, fix Bpm,nq P Σ
0
1`ξpZq for n P ω such that
Am “ HDpBpm,0q, Bpm,1q, . . .q. Define B “ tBpm,nq : m,n P ωu. By Corollary 12.3,
we can fix a zero-dimensional Polish space W and a Σ01`ξ-measurable bijection
f : Z ÝÑW such that f rBs P Σ01pW q for every B P B. It remains to observe that
f rAms “ f rHDpBpm,0q, Bpm,1q, . . .qs “ HDpf rBpm,0qs, f rBpm,1qs, . . .q P ΓDpW q
for every m P ω, where the second equality follows from Proposition 8.4.3. 
Lemma 13.8. Let Z be an uncountable zero-dimensional Polish space, let D Ď
Ppωq, and let ξ ă ω1. Then ΓDpZq
pξq “ Γ
pξq
D pZq.
Proof. The inclusion ΓDpZq
pξq Ď Γ
pξq
D pZq follows from Lemma 13.6.3. In order
to prove the other inclusion, pick A P Γ
pξq
D pZq. By Lemma 13.7, we can fix a
zero-dimensional Polish space W and a Σ01`ξ-measurable bijection f : Z ÝÑ W
such that f rAs P ΓDpW q. Since 2
ω embeds in Z and W is zero-dimensional, using
Lemma 9.5.3 we can assume without loss of generality thatW is a subspace of Z, so
that f : Z ÝÑ Z. By Lemma 9.5.1, we can fix B P ΓDpZq such that BXW “ f rAs.
It is easy to check that A “ f´1rBs, which concludes the proof. 
Proposition 13.9. Let Z be an uncountable zero-dimensional Polish space, let
ξ ă ω1, and let Γ P HapZq. Then Γ
pξq P HapZq.
Proof. This follows from Lemma 13.8 and Proposition 13.4. 
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14. Expansions: relativization
In this section we collect some useful results, showing that expansions interact in
the expected way with the machinery of relativization. Lemma 14.3 is yet another
variation on the theme of Kuratowski’s transfer theorem. These facts will be needed
in Section 16.
Lemma 14.1. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z and W be zero-dimensional Polish spaces, let Γ P NSDΣpω
ωq, let
ξ ă ω1, and let f : Z ÝÑW be Σ
0
1`ξ-measurable. Then f
´1rAs P ΓpξqpZq for every
A P ΓpW q.
Proof. Pick A P ΓpW q. To see that f´1rAs P ΓpξqpZq, by condition p1q of Lemma
6.2, it will be enough to show that g´1rf´1rAss P Γpξq for every continuous g :
ωω ÝÑ Z. So pick such a g. Since A P ΓpW q, by condition p3q of Lemma 6.2, we
can fix an embedding j : W ÝÑ ωω and B P Γ such that A “ j´1rBs. The proof
is concluded by observing that
g´1rf´1rAss “ g´1rf´1rj´1rBsss “ pj ˝ f ˝ gq´1rBs P Γpξq
by the definition of expansion, since j˝f ˝g is Σ01`ξ-measurable by Lemma 18.1. 
Lemma 14.2. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be an uncountable zero-dimensional Polish space, let Γ P NSDΣpω
ωq,
and let ξ ă ω1. Then ΓpZq
pξq “ ΓpξqpZq.
Proof. In order to prove the inclusion Ď, pick A P ΓpZqpξq. Using condition p3q
of Lemma 6.2, it will be enough to show that g´1rAs P Γpξq for every continuous
function g : ωω ÝÑ Z. So fix such a function g. By the definition of expansion, there
exists a Σ01`ξ-measurable function f : Z ÝÑ Z and B P ΓpZq such that f
´1rBs “
A. By condition p3q of Lemma 6.2, there exists an embedding j : Z ÝÑ ωω and
C P Γ such that B “ j´1rCs. Using Lemma 18.1, one sees that j ˝f ˝g : ωω ÝÑ ωω
is a Σ01`ξ-measurable function. Therefore g
´1rAs “ pj ˝ f ˝ gq´1rCs P Γpξq by the
definition of expansion.
In order to prove the inclusion Ě, pick A P ΓpξqpZq. By condition p3q of Lemma
6.2, there exists an embedding j : Z ÝÑ ωω and B P Γpξq such that A “ j´1rBs. By
the definition of expansion, we can fix a Σ01`ξ-measurable function f : ω
ω ÝÑ ωω
and C P Γ such that f´1rCs “ B. Since Z is an uncountable Polish space, there
exists an embedding i : ωω ÝÑ Z. By condition p2q of Lemma 6.2, there exists
D P ΓpZq such that i´1rDs “ C. Using Lemma 18.1, one sees that i˝f ˝j : Z ÝÑ Z
is a Σ01`ξ-measurable function. Therefore A “ pi ˝ f ˝ jq
´1rDs P ΓpZqpξq by the
definition of expansion. 
Lemma 14.3. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be a zero-dimensional Polish space, let Γ P NSDΣpω
ωq, and let ξ ă ω1.
Assume that A Ď ΓpZqpξq and B Ď Σ01`ξpZq are countable. Then there exists a
zero-dimensional Polish space W and a Σ01`ξ-measurable bijection f : Z ÝÑ W
such that f rAs P ΓpW q for every A P A and f rBs P Σ01pW q for every B P B.
Proof. If A “ ∅ then the desired result is Corollary 12.3, so assume that A ‰ ∅.
Let A “ tAn : n P ωu be an enumeration. By the definition of expansion, we can
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fix Σ01`ξ-measurable functions gn : Z ÝÑ Z and Bn P ΓpZq for n P ω such that
An “ g
´1
n rBns. Fix a countable base U for Z, and set
C “ tg´1n rU s : n P ω,U P Uu Y B.
By Corollary 12.3, there exists a zero-dimensional Polish space W and Σ01`ξ-
measurable bijection f : Z ÝÑ W such that f rCs P Σ01pW q for every C P C.
We claim that f rAns P ΓpW q for every n P ω. So pick n P ω. Since f rAns “
f rg´1n rBnss “ pgn ˝ f
´1q´1rBns, by Lemma 6.3.1 it will be enough to show that
gn˝f
´1 is continuous. This follows from the fact that pgn˝f
´1q´1rU s “ f rg´1n rU ss P
Σ01pW q for every U P U . 
15. Level: basic facts
In this section we will introduce the notion of level, which is one of the funda-
mental concepts involved in our main result (see Definition 22.1). We will need the
following preliminary definition. Both notions are taken from [LSR1], which was
however limited to the Borel context (see also [Lo2, Section 7.3.4]).11
Definition 15.1 (Louveau, Saint-Raymond). Let Z be a space, let Γ Ď PpZq, and
let ξ ă ω1. Define PUξpΓq to be the collection of all sets of the formď
nPω
pAn X Vnq,
where eachAn P Γ, each Vn P∆
0
1`ξpZq, the Vn are pairwise disjoint, and
Ť
nPω Vn “
Z. A set in this form is called a partitioned union of sets in Γ.
Notice that the sets Vn in the above definition are not required to be non-empty.
The following simple lemma, whose proof is left to the reader, collects the most
basic facts about partitioned unions.
Lemma 15.2. Let Z be a space, let Γ Ď PpZq, and let ξ ă ω1. Then
(1) If Γ is continuously closed then PUξpΓq is continuously closed,
(2) Γ Ď PUηpΓq Ď PUξpΓq whenever η ď ξ,
(3) PU0pΓq “ Γ whenever Γ is a Wadge class in Z,
(4) ­PUξpΓq “ PUξpΓˇq,
(5) PUξpPUξpΓqq “ PUξpΓq.
Definition 15.3 (Louveau, Saint-Raymond). Let Z be a space, let Γ Ď PpZq, and
let ξ ă ω1. Define
‚ ℓpΓq ě ξ if PUξpΓq “ Γ,
‚ ℓpΓq “ ξ if ℓpΓq ě ξ and ℓpΓq ğ ξ ` 1,
‚ ℓpΓq “ ω1 if ℓpΓq ě η for every η ă ω1.
We refer to ℓpΓq as the level of Γ.
Notice that, by Lemma 15.2.3, ℓpΓq ě 0 for every Wadge class Γ. As a trivial
example, observe that ℓpt∅uq “ ℓptZuq “ ω1. As a slightly less trivial example,
observe that ℓpΣ11pZqq “ ℓpΠ
1
1pZqq “ ω1. In fact, the classes of uncountable level
can be characterized as those closed under Borel preimages (see Corollary 18.4).
11 In [LSR1], the notation ∆0
1`ξ-PU is used instead of PUξ, and λC is used instead of ℓ.
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We remark that it is not clear at this point whether for every Wadge class Γ
there exists ξ ď ω1 such that ℓpΓq “ ξ.
12 In Section 17, we will show that this is in
fact the case (see Corollary 17.2).
We conclude this section with a simple lemma, which shows that classes of high
level are guaranteed to have certain closure properties. Its straightforward proof is
left to the reader.
Lemma 15.4. Let Z be a space, let Γ Ď PpZq be such that ∅ P Γ, and let ξ ă ω1.
Assume that ℓpΓq ě ξ ` 1. Then AX V P Γ whenever A P Γ and V P∆01`ξ`1pZq.
16. Expansions: the main theorem
The main result of this section is Theorem 16.1, which clarifies the crucial con-
nection between level and expansion. This result can be traced back to [LSR1,
The´ore`me 8], but the proof given here is essentially the same as [Lo2, proof of
Theorem 7.3.9.ii]. Both of these are however limited to the Borel context.
Theorem 16.1. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be an uncountable zero-dimensional Polish space, and let ξ ă ω1.
Then, for every Γ P NSDpZq, the following conditions are equivalent:
(1) ℓpΓq ě ξ,
(2) Γ “ Λpξq for some Λ P NSDpZq.
Proof. First we will prove that the implication p1q Ñ p2q holds. Pick ΓpZq P
NSDpZq, where Γ P NSDpωωq. Assume that ℓpΓpZqq ě ξ. Let ΛpZq P NSDpZq,
where Λ P NSDpωωq, be minimal with respect to the property that ΓpZq Ď ΛpZqpξq.
We claim that ΓpZq “ ΛpZqpξq. Assume, in order to get a contradiction, that
ΛpZqpξq Ę ΓpZq. It follows from Lemma 4.4 that ΓpZq Ď ΛˇpZqpξq. Fix A Ď Z such
that ΓpZq “ rAs, and observe that tA,ZzAu Ď ΛpZqpξq. Then, by Corollary 14.3,
we can fix a zero-dimensional Polish space W and a Σ01`ξ-measurable bijection
f : Z ÝÑW such that tf rAs, f rZzAsu Ď ΛpW q.
Next, we will show that f rAs is selfdual in W . Assume, in order to get a
contradiction, that this is not the case. Then we can fix Π P NSDpωωq such that
rf rAss “ ΠpW q. Notice that ΠpW q Ď ΛpW q. Furthermore W zf rAs “ f rZzAs P
ΛpW q, hence ΠˇpW q Ď ΛpW q. Since ΠpW q is non-selfdual, it follows that ΠpW q Ĺ
ΛpW q. Therefore,ΠpZq Ĺ ΛpZq by Theorem 7.2. On the other hand, Lemmas 14.1
and 14.2 show that A “ f´1rf rAss P ΠpξqpZq “ ΠpZqpξq. Hence ΓpZq Ď ΠpZqpξq,
which contradicts the minimality of ΛpZq.
Since f rAs is selfdual in W , by Corollary 5.5, we can fix An Ď W , pairwise
disjoint Vn P∆
0
1pW q, and Γn P NSDpω
ωq for n P ω such that
Ť
nPω Vn “W ,
f rAs “
ď
nPω
pAn X Vnq,
and An P ΓnpW q Ĺ ΛpW q for each n. Notice that ΓnpZq Ĺ ΛpZq for each n by
Theorem 7.2, hence ΓpZq Ę ΓnpZq
pξq for each n by the minimality of ΛpZq. It
follows from Lemma 4.4 that ΓˇnpZq
pξq Ď ΓpZq.
Set Bn “ W zAn P ΓˇnpW q for n P ω. Observe that f
´1rBns P Γˇ
pξq
n pZq “
ΓˇnpZq
pξq Ď ΓpZq for each n by Lemmas 14.1 and 14.2. Furthermore, it is clear
12For example, it is conceivable that PUξpΓq “ Γ for all ξ ă η, where η is a limit ordinal,
while PUηpΓq ‰ Γ.
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that f´1rVns P ∆
0
1`ξpZq for each n and
Ť
nPω f
´1rVns “ Z. In conclusion, since
W zf rAs “
Ť
nPωpBn X Vnq, we see that
ZzA “
ď
nPω
pf´1rBns X f
´1rVnsq P PUξpΓpZqq “ ΓpZq,
where the last equality uses the assumption that ℓpΓpZqq ě ξ. This contradicts the
fact that ΓpZq is non-selfdual.
In order to show that p2q Ñ p1q, assume that Γ,Λ P NSDpωωq are such that
ΛpZqpξq “ ΓpZq. Pick An P ΓpZq and pairwise disjoint Vn P ∆
0
1`ξpZq for n P ω
such that
Ť
nPω Vn “ Z. We need to show that
Ť
nPωpAn X Vnq P ΓpZq. By
Lemma 14.3, we can fix a zero-dimensional Polish spaceW and a Σ01`ξ-measurable
bijection f : Z ÝÑW such that each f rAns P ΛpW q and each f rVns P∆
0
1pW q. Set
B “
Ť
nPωpf rAns X f rVnsq, and observe that B P PU0pΛpW qq “ ΛpW q. It follows
from Lemmas 14.1 and 14.2 thatď
nPω
pAn X Vnq “ f
´1rBs P ΛpξqpZq “ ΛpZqpξq “ ΓpZq.

Corollary 16.2. LetΣ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z and W be uncountable zero-dimensional Polish spaces, let ξ ă ω1, and
let Γ P NSDpωωq. Then ℓpΓpZqq ě ξ iff ℓpΓpW qq ě ξ.
Proof. We will only prove the left-to-right implication, as the other one can be
proved similarly. Assume that ℓpΓpZqq ě ξ. Then, by Theorem 16.1, there exists
Λ P NSDpωωq such that ΛpZqpξq “ ΓpZq. Therefore ΛpξqpZq “ ΓpZq by Lemma
14.2. Notice that Λpξq is non-selfdual, otherwise ΓpZq would be selfdual. Fur-
themore, Λpξq is continuously closed because Λ is. So Λpξq P NSDpZq by Lemma
4.5. Hence it is possible to apply Theorem 7.2, which yields ΛpξqpW q “ ΓpW q.
By applying Corollary 14.2 again, we see that ΛpW qpξq “ ΓpW q, which implies
ℓpΓpW qq ě ξ by Theorem 16.1. 
17. Level: every non-selfdual Wadge class has one
The main result of this section states that every non-selfdual Wadge classes has
an exact level (see Corollary 17.2). This fact will be needed in the proof of our main
result (Theorem 22.2), and its proof requires the sharp analysis given by Theorem
12.2, as well as the machinery of relativization. The Borel version of Corollary 17.2
appears as [Lo2, Proposition 7.3.7], however we believe that the proof given there is
not correct. The proof given here is inspired by the proof of [Lo2, Theorem 7.1.9].
We will need the basic theory of trees. For a comprehensive treatment, we refer
to [Ke, Section 2]. However, we will remind the reader of the necessary notions as
follows. Given a set A, a tree on A is a subset T of Aăω such that s æ n P T for all
s P T and n ď dompsq. An infinite branch of T is a function f : ω ÝÑ A such that
f æ n P T for every n P ω. A tree is well-founded if it has no infinite branches. If A
is countable and T is well-founded then there exists a rank function ρT : T ÝÑ ω1
such that
ρT psq “ suptρT ptq ` 1 : t P T and s Ĺ tu.
The rank of a well-founded tree T is defined as follows
ρpT q “
"
0 if T “ ∅,
ρT p∅q ` 1 if T ‰ ∅.
28 RAPHAE¨L CARROY, ANDREA MEDINI, AND SANDRA MU¨LLER
Given a tree T on a set A and s P T , define
T {s “ tt P Aăω : sˆt P T u.
For our purposes, the fundamental property of T {s is that if T is well-founded then
T {s is well-founded and ρpT {sq ă ρpT q whenever s P T and s ‰ ∅.
Theorem 17.1. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be a zero-dimensional Polish space, let Γ P NSDΣpω
ωq, and let η ă ω1
be a limit ordinal. Assume that ℓpΓpZqq ě ξ for every ξ ă η. Then ℓpΓpZqq ě η.
Proof. By [Ke, Theorem 7.8] and Lemma 6.3.2, we can assume without loss of
generality that Z is a closed subspace of ωω. Given a subspace W of ωω, we will
use the notation Ws “W XNs for s P ω
ăω. Given a subspace W of ωω, a function
f :W ÝÑ ωω and V Ď PpW q, define
Tpf,Vq “ tps, tq P ω
ăω ˆ ωăω : pWs ˆ Ntq X F Ę f
˚rV s for all V P Vu,
where F “ f˚rW s denotes the graph of f . It is clear that Tpf,Vq is a subtree of
ωăωˆωăω. Furthermore, it is a simple exercise to check that ifW is closed in ωω, V
is a cover of X , and f˚rV s P Σ01pF q for every V P V , then Tpf,Vq is well-founded. In
particular, this will be the case when W “ Z, V Ď Σ0ηpZq is a countable partition
of Z and f is an η-refining function for V . Since the existence of such a function is
guaranteed by Theorem 12.2, in order to conclude the proof, it will be sufficient to
show that the following condition holds for every ξ ă ω1.
fpξq LetW be a non-empty Borel subspace of ωω, let V Ď Σ0ηpW q be a countable
partition of W , and let f :W ÝÑ ωω be a refining function for V such that
Tpf,Vq is well-founded and has rank at most ξ. Then
Ť
V PVpψpV q X V q P
ΓpW q for every ψ : V ÝÑ ΓpW q.
First we will show that fp0q holds. In this case Tpf,Vq “ ∅, hence there exists
V P V such that F “ pW ˆ ωωq X F Ď f˚rV s. Therefore V “ tW u. It is clear that
the desired conclusion holds in this case.
Now assume that 0 ă ξ ă ω1 and that fpξ
1q holds whenever ξ1 ă ξ. Fix W , V
and f as in the statement of fpξq. Pick ψ : V ÝÑ ΓpW q. Set I “ tpm,nq P ωˆω :
ppmq, pnqq P Tpf,Vqu. Given pm,nq P I, make the following definitions:
‚ Wpm,nq “Wpmq X f
´1
0 pnq,
‚ Vpm,nq “ tV XWpm,nq : V P Vuzt∅u,
‚ fpm,nq : Wpm,nq ÝÑ ω
ω is the function obtained by setting fpm,nqpxqpkq “
fpxqpk ` 1q for every k P ω,
‚ ψpm,nq : Vpm,nq ÝÑ ΓpWpm,nqq is the unique function such that ψpm,nqpV X
Wpm,nqq “ ψpV q XWpm,nq for every V P V such that V XWpm,nq ‰ ∅.
It is straightforward to check that
Tpf,Vq{ppmq, pnqq “ Tpfpm,nq,Vpm,nqq,
hence the right-hand side has rank strictly smaller than ξ. It follows from the
inductive hypothesis that
Ť
V PVpm,nq
pψpm,nqpV q X V q P ΓpWpm,nqq, so by Lemma
6.3.3 we can fix Apm,nq P ΓpW q such that this union is equal to Apm,nq XWpm,nq.
In conclusion,ď
V PV
pψpV q X V q “
ď
pm,nqPI
ď
V PVpm,nq
pψpm,nqpV q X V q “
ď
pm,nqPI
pApm,nq XWpm,nqq.
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Let η0 ă η be such that f
´1
0 pnq P Π
0
η0
pW q for every n P ω, as in the definition
of η-refining function. Since each Wpm,nq P ∆
0
η0`1pW q, in order to show that the
right-hand side of the above equation belongs to ΓpW q it will be enough to show
that ℓpΓpW qq ě η0 ` 1. If W is uncountable, this follows from Corollary 16.2 and
the fact that ℓpΓpZqq ě η0 ` 1, so assume that W is countable. Observe that
ℓpΓq “ ℓpΓpωωqq ě 2 by Corollary 16.2. Furthermore, we can assume without loss
of generality that Γ ‰ t∅u and Γ ‰ tωωu. Therefore, using Theorem 11.2 and
Lemma 4.4, one sees that Σ02pω
ωq Ď Γ or Π02pω
ωq Ď Γ. Since W is countable, it
follows that ΓpW q “ PpW q, which concludes the proof. 
Corollary 17.2. LetΣ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be a zero-dimensional Polish space, and let Γ P NSDΣpZq. Then there
exists ξ ď ω1 such that ℓpΓq “ ξ.
18. Expansions: composition
In this section we will show that the composition of two expansions can be
obtained as a single expansion (see Proposition 18.2). While this fact is of inde-
pendent interest, our reason for proving it is Corollary 18.3, which will be needed
in the proof of Theorem 22.2.
Lemma 18.1. Let Z, W , and T be spaces, let ξ, η ă ω1. Assume that f : Z ÝÑW
is Σ01`ξ-measurable and g : W ÝÑ T is Σ
0
1`η-measurable. Then g ˝ f is Σ
0
1`ξ`η-
measurable.
Proof. It will be enough to prove that f´1rAs P Σ01`ξ`ηpZq for every A P Σ
0
1`ηpW q.
We will proceed by induction on η. The case η “ 0 is trivial. Now assume that
the result holds for every η1 ă η. Pick A P Σ01`ηpW q, and let An P Σ
0
1`ηnpW q for
n P ω be such that A “
Ť
nPωpW zAnq, where each ηn ă η. Then
f´1rAs “
ď
nPω
pZzf´1rAnsq P Σ
0
1`ξ`ηpZq,
because each f´1rAns P Σ
0
1`ξ`ηn
pZq by the inductive assumption. 
Proposition 18.2. LetΣ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be an uncountable zero-dimensional Polish space, and let ξ, η ă ω1.
Then pΓpηqqpξq “ Γpξ`ηq whenever Γ,Γpηq P NSDΣpZq.
Proof. The inclusion Ď follows from Proposition 18.1. In order to prove the inclu-
sion Ě, let ΓpZq P NSDpZq, where Γ P NSDpωωq, and pick A P ΓpZqpξ`ηq. Fix a
Σ01`ξ`η-measurable function g : Z ÝÑ Z and B P Γ such that g
´1rBs “ A. Fix
a countable open base U for Z. By Corollary 12.6, there exists a Polish space W
and a Σ01`ξ-measurable bijection f : Z ÝÑ W such that f rg
´1rU ss P Σ01`ηpW q
for every U P U . Notice that this ensures that g ˝ f´1 is Σ01`η-measurable. Set
C “ f rAs, and observe that C “ pg ˝ f´1q´1rBs P ΓpηqpW q by Lemma 14.1 and
Lemma 5.5. A further application of Lemma 14.1 shows that
A “ f´1rCs P
`
Γpηq
˘pξq
pZq “
`
ΓpηqpZq
˘pξq
“
`
ΓpZqpηq
˘pξq
,
where the last two equalities hold by Corollary 14.2. 
Corollary 18.3. LetΣ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be an uncountable zero-dimensional Polish space, let Γ P NSDΣpZq,
and let ξ “ ℓpΓq. Assume that 0 ă ξ ă ω1. Then Γ Ĺ Γ
pξq.
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Proof. Assume, in order to get a contradiction, that Γ “ Γpξq. Then
Γ “ Γpξq “
`
Γpξq
˘pξq
“ Γpξ`ξq,
where the last equality holds by Proposition 18.2. It follows from Theorem 16.1
that ξ “ ℓpΓq ě ξ ` ξ, which contradicts the assumption that ξ ą 0. 
We conclude this section with a result that will not be needed in the remainder
of the article, but helps to clarify the notion of level. Given a space Z and Γ Ď
PpZq, we will say that Γ is closed under Borel preimages if f´1rBs P Γ whenever
f : Z ÝÑ Z is a Borel function and B P Γ.
Corollary 18.4. LetΣ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be an uncountable zero-dimensional Polish space, and let Γ P NSDΣpZq.
Then the following are equivalent:
‚ ℓpΓq “ ω1,
‚ Γ is closed under Borel preimages.
Proof. If Γ is closed under Borel preimages then Γpξq “ Γ for every ξ ă ω1 by the
definition of expansion, hence ℓpΓq “ ω1 by Theorem 16.1.
In order to prove the other implication holds, assume that ℓpΓq “ ω1. Pick a
Borel f : Z ÝÑ Z, and let 1 ď ξ ă ω1 be such that f is Σ
0
ξ-measurable. By
Theorem 16.1, there exists Λ P NSDpZq such that Λpξ¨ωq “ Γ. Then
Γpξq “ Λpξ`ξ¨ωq “ Λpξ¨ωq “ Γ,
where the first equality holds by Proposition 18.2. It follows from the definition of
expansion that f´1rAs P Γ for every A P Γ. 
19. Separated differences: basic facts
The following notion was essentially introduced in [Lo1], but we will follow the
simplified approach from [Lo2]. It is the last fundamental concept needed to state
our main result (see Definition 22.1).
Definition 19.1 (Louveau). Let Z be a space, let 1 ď η ă ω1, and let Vξ,n, Aξ,n, A
˚ Ď
Z for ξ ă η and n P ω. Define
SDηppVξ,n : ξ ă η, n P ωq, pAξ,n : ξ ă η, n P ωq, A
˚q “
“
ď
ξăη
nPω
pAξ,n X pVξ,nz
ď
ξ1ăξ
mPω
Vξ1,mqq Y pA
˚z
ď
ξăη
nPω
Vξ,nq.
Given ∆,Γ˚ Ď PpZq, define SDηp∆,Γ
˚q as the collection of all sets of the form
SDηppVξ,n : ξ ă η, n P ωq, pAξ,n : ξ ă η, n P ωq, A
˚q, where each Vξ,n P Σ
0
1pZq and
Vξ,m X Vξ,n “ ∅ whenever m ‰ n, each Aξ,n P∆, and A
˚ P Γ˚.
We begin with two preliminary results. In particular, Lemma 19.3 gives the
first “concrete” examples of Wadge classes that can be obtained using separated
differences.
Lemma 19.2. Let Z be a space, let 1 ď η ă ω1, and let ∆,Γ Ď PpZq. Then­SDηp∆,Γq “ SDηp q∆, qΓq.
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Proof. It is not hard to realize that the equality
ZzSDηppVξ,n : ξ ă η, n P ωq, pAξ,n : ξ ă η, n P ωq, A
˚q “
SDηppVξ,n : ξ ă η, n P ωq, pZzAξ,n : ξ ă η, n P ωq, ZzA
˚q
holds whenever Vξ,n, Aξ,n, A
˚ Ď Z for each ξ ă η and n P ω. The desired result
follows immediately. 
Lemma 19.3. Let Z be a space, let 1 ď η ă ω1, and let ∆ “ t∅u Y tZu. Then
SDηp∆, t∅uq “ DηpΣ
0
1pZqq and SDηp∆, tZuq “
qDηpΣ01pZqq.
Proof. We will only prove the first equality, as the second one follows from it by
Lemma 19.2. We will proceed by induction on η. The case η “ 1 is trivial.
For the successor case, assume that the desired result holds for a given η. We
will show that it also holds for η ` 1. In order to prove the inclusion Ď, pick
A “ SDη`1ppVξ,n : ξ ă η ` 1, n P ωq, pAξ,n : ξ ă η ` 1, n P ωq,∅q for suitable Vξ,n
and Aξ,n. It is easy to realize that A “ BzC, where
B “
ď
tVη,n : n P ωu Y
ď
tVξ,n : ξ ă η, n P ω and Aξ,n “ Zu
and C “ SDηppVξ,n : ξ ă η, n P ωq, pZzAξ,n : ξ ă η, n P ωq,∅q. By Lemma 2.4, this
shows that A P Dη`1pΣ
0
1pZqq.
In order to prove the inclusion Ě, pick A P Dη`1pΣ
0
1pZqq. By Lemma 2.4, it
is possible to write A “ BzC, where B P Σ01pZq, C P DηpΣ
0
1pZqq, and C Ď B.
Since C P SDηp∆, t∅uq by the inductive hypothesis, it is possible to write C “
SDηppVξ,n : ξ ă η, n P ωq, pCξ,n : ξ ă η, n P ωq,∅q for suitable Vξ,n and Cξ,n. Pick
pairwise disjoint Vη,n P ∆
0
1pZq for n P ω such that
Ť
nPω Vη,n “ C. It is easy to
realize that A “ SDη`1ppVξ,n : ξ ă η` 1, n P ωq, pAξ,n : ξ ă η` 1, n P ωq,∅q, where
Aξ,n “ ZzCξ,n if ξ ă η, and Aη,n “ Z.
Finally, assume that η is a limit ordinal and that the desired result holds for
all η1 ă η. Since 2 ¨ η “ η, the inclusion Ď follows easily from the definition of
separated differences. In order to prove the inclusion Ě, pick A P DηpΣ
0
1pZqq. Using
Lemma 2.5, it is possible to find pairwise disjoint Vk P Σ
0
1pZq for k P ω such that
A “
Ť
kPωpAXVkq and for each k there exists η
1 ă η such that AXVk P Dη1pΣ
0
1pZqq.
Therefore, by the inductive assumption, for every k we can fix suitable V kξ,n and A
k
ξ,n
such that A X Vk “ SDηppV
k
ξ,n : ξ ă η, n P ωq, pA
k
ξ,n : ξ ă η, n P ωq,∅q. Without
loss of generality, assume that each V kξ,n Ď Vk. Under this assumption, it is easy to
realize that A “ SDηppV
k
ξ,n : ξ ă η, pn, kq P ωˆωq, pA
k
ξ,n : ξ ă η, pn, kq P ωˆωq. 
Finally, we show that HapZq is closed under separated differences (see Proposition
19.4). Notice however that, at this point, we do not know yet that SDηp∆,Γ
˚q is a
non-selfdual Wadge class whenever each of the classes Λn and Γ
˚ described below
are. That this is true will follow from Theorem 22.2.
Proposition 19.4. Let Z be a zero-dimensional Polish space, let 1 ď η ă ω1, and
let Γ “ SDηp∆,Γ
˚q, where ∆ and Γ˚ satisfy the following conditions:
‚ ∆ “
Ť
nPωpΛn Y Λˇnq, where each Λn P HapZq and each ℓpΛnq ě 1,
‚ Γ˚ P HapZq and Γ˚ Ď∆.
Then Γ P HapZq and ℓpΓq “ 0.
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Proof. First we will show that Γ P HapZq. If ∆ “ t∅, Zu then this follows from
Lemma 19.3 and Proposition 9.3. So assume that t∅, Zu Ĺ∆, and notice that this
implies that Σ01pZq YΠ
0
1pZq Ď∆. Let Γ
1 be the collection of all sets of the formď
ξăη
nPω
ˆ
Aξ,n X Vξ,nz
´ ď
ξ1ăξ
nPω
Vξ1,m Y
ď
mPω
m‰n
Vξ,m
¯˙
Y
ˆ
A˚z
ď
ξăη
nPω
Vξ,n
˙
,
where Aξ,n P Λn if n is even, Aξ,n P Λˇn if n is odd, A
˚ P Γ˚, and each Vξ,n P Σ
0
1pZq.
Since each Λn P HapZq and Γ
˚ P HapZq, using Lemmas 8.3 and 8.2 it is easy to
realize that Γ1 P HapZq. Therefore, to conclude the proof, it will be enough to show
that Γ1 “ Γ.
Notice that, in the case that Vξ,m X Vξ,n “ ∅ whenever m ‰ n, the termŤ
mPω
m‰n
Vξ,m is redundant. Furthermore, given a sequence pAn : n P ωq such that
An P∆ for each n, it is easy to construct a sequence pA
1
n : n P ωq and an injection
π : ω ÝÑ ω such that A1n P Λn if n is even, A
1
n P Λˇn if n is odd, An “ A
1
pipnq for
each n, and A1n “ ∅ for every n P ωzπrωs. Using these observations, one can easily
show that Γ1 Ě SDηp∆,Γ
˚q.
To see that the other inclusion holds, pick A P Γ1 as above. For every ξ ă η, let
V 1ξ,n P Σ
0
1pZq for n P ω be such that
Ť
nPω V
1
ξ,n “
Ť
nPω Vξ,n and V
1
ξ,m X V
1
ξ,n “ ∅
whenever m ‰ n. Also set
A1ξ,n “ Aξ,nz
ď
mPω
m‰n
Vξ,m
for every ξ ă η and n P ω. We claim that each A1ξ,n P ∆. This will conclude the
proof because, as it is straightforward to check,
A “ SDη
`
pV 1ξ,n : ξ ă η, n P ωq, pA
1
ξ,n : ξ ă η, n P ωq, A
˚
˘
.
If Aξ,n P ΛnYΛˇn for some n P ω such that Λn ‰ t∅u and Λn ‰ tZu, then the claim
follows from Lemma 15.4. If Aξ,n “ ∅, the claim is trivial. Finally, if Aξ,n “ Z,
the claim holds because Π01pZq Ď∆.
It remains to show that ℓpΓq “ 0. Observe that Γ P NSDpZq by the first part of
this proof and Theorem 10.5. It is easy to realize that ∆ Ď Γ Ď PU1p∆q, where
the second inclusion uses the assumption Γ˚ Ď∆. Therefore, using Lemma 15.2.5,
one sees that
PU1p∆q Ď PU1pΓq Ď PU1pPU1p∆qq “ PU1p∆q,
which implies that PU1p∆q “ PU1pΓq. Since PU1p∆q is selfdual by Lemma 15.2.4,
it follows that Γ ‰ PU1pΓq, hence ℓpΓq “ 0. 
20. Separated differences: the main theorem
The aim of this section is to show that every non-selfdual Wadge class Γ of level
zero can be obtained by applying the operation of separated differences to classes of
lower complexity (see Theorem 20.1). For technical reasons, we will need to assume
that Λ P HapZq whenever Λ P NSDpZq is such that Λ Ĺ Γ. Notice however that,
once Theorem 22.2 is proved, it will be possible to drop this assumption. To avoid
cluttering the exposition, several preliminary lemmas are postponed until the end
of the section.
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Theorem 20.1. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be an uncountable zero-dimensional Polish space, and let Γ P NSDΣpZq.
Assume that ℓpΓq “ 0 and Λ P HapZq whenever Λ P NSDpZq is such that Λ Ĺ Γ.
Then there exist 1 ď η ă ω1, ∆ and Γ
˚ satisfying the following conditions:
‚ ∆ “
Ť
nPωpΛn Y Λˇnq, where each Λn P NSDΣpZq and each ℓpΛnq ě 1,
‚ Γ˚ P NSDΣpZq and Γ
˚ Ď∆,
‚ Γ “ SDηp∆,Γ
˚q.
Proof. Fix a countable base U Ď∆01pZq for Z. Define
Φ “ tΛ P NSDpωωq : ℓpΛq ě 1 and ΛpUq “ rAX U s for some U P Uu,
and observe that Φ ‰ ∅ by Lemma 20.4. Given a space W , define
∆rW s “
ď
tΛpW q Y ΛˇpW q : Λ P Φu.13
Also define ∆ “
Ť
tΛ Y Λˇ : Λ P Φu.14 It is easy to check that the following facts
hold whenever W is a space and Λ is a Wadge class in ωω:
‚ If Λ Ď∆ then ΛpW q Ď∆rW s,
‚ If ∆ Ď Λ then ∆rW s Ď ΛpW q.
Given W Ď Z, define
BpW q “W z
ď
tU P U : AX U XW P∆rU XW su.
Recursively define a subset Zξ of Z for every ξ ă ω1 as follows:
‚ Z0 “ Z,
‚ Zξ “
Ş
ξ1ăξ Zξ1 if ξ is a limit ordinal,
‚ Zξ`1 “ BpZξq.
Since the Zξ form a decreasing sequence of closed sets, we can fix the minimal
ζ ă ω1 such that Zζ “ Zζ`1.
15
Define Uξ “ tU P U : AXU XZξ P∆rU XZξsu for every ξ ă ζ. Given ξ ă ζ, fix
a collection tVξ,n : n P ωu Ď∆
0
1pZq satisfying the following conditions:
‚ Vξ,m X Vξ,n “ ∅ whenever m ‰ n,
‚ for all n P ω there exists U P Uξ such that Vξ,n Ď U ,
‚
Ť
nPω Vξ,n “
Ť
Uξ.
The Vξ,n can be easily obtained using the fact that Z is zero-dimensional. Observe
that
Zξ “ Zz
ď
ξ1ăξ
nPω
Vξ1,n
for every ξ ă ζ.
Notice that, by Lemma 6.3.3, for every ξ ă ζ and U P Uξ we can fix Aξ,U P∆rZs
such that Aξ,U X Zξ “ A X U X Zξ. Given ξ ă ζ and n P ω, choose U P Uξ such
that Vξ,n Ď U and define Aξ,n “ Aξ,U . At this point it is easy to check that
fpξq A “ SDξppVξ1,n : ξ
1 ă ξ, n P ωq, pAξ1,n : ξ
1 ă ξ, n P ωq, AX Zξq
13We remark that it is not necessarily the case that ∆rW s “∆pW q.
14This notation is limited to this proof, as it is easy to realize that the desired ∆ (the one
mentioned in the statement of the theorem) will in fact be ∆rZs.
15We remark that ζ is not the η that we are looking for.
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for every ξ ă ζ.
The next part of the proof is aimed at showing that tξ ă ω1 : Zξ ‰ ∅u has a
maximal element. This will follow from Claims 1 and 5. Claim 2 is a technical
result, which will be needed in the proofs of Claims 5 and 6. The significance of
Claim 3 will be explained later. Claim 4 will be needed in the proofs of Claims 5
and 9, in order to show that certain separated differences are non-selfdual Wadge
classes.
Claim 1: Zζ “ ∅.
Assume, in order to get a contradiction, that Zζ ‰ ∅. Notice that A X Zζ
and ZζzA are both dense in Zζ , otherwise we would have Zζ`1 Ĺ Zζ . Therefore,
by applying Lemma 20.4 to Zζ , we can fix Λ P NSDpω
ωq and U P U such that
UXZζ ‰ ∅, ℓpΛq ě 1 andΛpUXZζq “ rAXUXZζs. First we will show that∆ Ď Λ.
If this were not the case, using Lemma 4.4 and the fact that∆ is selfdual, one could
show that Λ Ď∆. Then, it would follow that AXUXZζ P ΛpUXZζq Ď∆rUXZζs,
which would contradict the assumption that Zζ “ Zζ`1.
To finish the proof of the claim, we will show that ΛpUq “ rAXU s. Notice that
this will imply Λ P Φ, hence Λ Ď∆. Since we have already seen that ∆ Ď Λ, this
will contradict the fact that Λ is non-selfdual. Furthermore, by a similar argument,
we will assume without loss of generality that Λ ‰ tωωu.
Observe that
tU X Zζu Y tVξ,n X U X pZξzZξ`1q : ξ ă ζ, n P ωu
is a partition of U . By Lemma 6.3.3, we can fix B P ΛpUq such that B X Zζ “
AX U X Zζ. It is easy to realize that
AX U “ pB X U X Zζq Y
ď
ξăζ
nPω
pAξ,n X Vξ,n X U X pZξzZξ`1qq.
Notice that each Aξ,nXU P∆rU s Ď ΛpUq by Lemma 6.3.3. Using the assumption
that Λ ‰ tωωu, it follows from Lemma 4.8 that each Aξ,n X Vξ,n X U P ΛpUq. In
conlusion, one sees that A X U P PU1pΛpUqq “ ΛpUq. This allows us to apply
Lemma 20.3 with Z “ U , W “ U XZζ, and g the natural embedding, which yields
ΛpUq “ rAX U s. 
Claim 2: Let 1 ď ν ă ω1, and let Γ
1 P NSDpωωq. If A P SDνp∆rZs,Γ
1pZqq then
AX Zν P Γ
1pZνq.
Suppose A “ SDνppV
1
ξ,n : ξ ă ν, n P ωq, pA
1
ξ,n : ξ ă ν, n P ωq, A
1q, where the
V 1ξ,n P Σ
0
1pZq are pairwise disjoint, each A
1
ξ,n P∆rZs, and A
1 P Γ1pZq. Define
Z 1ξ “ Zz
ď
ξ1ăξ
nPω
V 1ξ1,n
for ξ ď ν. First we will prove, by induction on ξ, that Zξ Ď Z
1
ξ for every ξ ď ν.
The case ξ “ 0 and the limit case are trivial. Now assume that Zξ Ď Z
1
ξ for a
given ξ ă ν. In order to prove that Zξ`1 Ď Z
1
ξ`1, it will be enough to show that
AX U X Zξ P∆rU X Zξs for every U P U such that U Ď V
1
ξ,n for some n P ω. This
follows from the fact that A X U X Zξ “ A
1
ξ,n X U X Zξ for every such U , which
can easily be deduced by inspecting the expression of A as a separated difference,
using the inductive assumption that Zξ Ď Z
1
ξ.
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Finally, using the fact that Zν Ď Z
1
ν and AX Z
1
ν “ A
1 X Z 1ν , one sees that
AX Zν “ AX Z
1
ν X Zν “ A
1 X Z 1ν X Zν “ A
1 X Zν .
Since A1 X Zν P Γ
1pZνq by Lemma 6.3.3, this concludes the proof of the claim. 
From this point on, it will be useful to assume that t∅, ωωu Ĺ∆. The following
claim, together with Theorem 11.2 and Lemma 19.3, shows that this does not result
in any loss of generality. In the remainder of the proof, we will use two consequences
of this assumption. The first one is that, by Lemma 4.8, we will have AXU P∆rZs
whenever A P∆rZs and U P∆01pZq. The second one is given by Claim 7.
Claim 3: Assume that ∆ “ t∅, ωωu. Then A P∆02pZq.
Notice that tZξzZξ`1 : ξ ă ζu is a partition of Z by Claim 1. Therefore
A “
ď
ξăζ
AX pZξzZξ`1q and ZzA “
ď
ξăζ
pZzAq X pZξzZξ`1q.
By inspecting the definition of B, using the fact that ∆ “ t∅, ωωu, it is easy to
realize that both
AX pZξzZξ`1q P Σ
0
1pZξq and pZzAq X pZξzZξ`1q P Σ
0
1pZξq
for every ξ ă ζ. Since Σ01pF q Ď Σ
0
2pZq for every F P Π
0
1pZq, it follows that both
A P Σ02pZq and ZzA P Σ
0
2pZq. Hence A P∆
0
2pZq. 
Claim 4: ΛpZq Ĺ Γ for every Λ P Φ. In particular, ΛpZq P HapZq for every Λ P Φ.
Pick Λ P Φ, and assume without loss of generality that Λ ‰ tωωu. Fix U P U
such that ΛpUq “ rAX U s. It will be enough to show that ΛpZq Ď Γ, as ℓpΓq “ 0
by assumption, while ℓpΛpZqq ě 1 by Corollary 16.2.
By Lemma 6.3.3, there exists A1 P ΛpZq such that A1 X U “ A X U . It follows
from Lemma 4.8 that A X U P ΛpZq. Therefore, an application of Lemma 20.3
with W “ U and g : U ÝÑ Z the natural embedding yields ΛpZq “ rAXU s. Since
AX U P Γ by Lemma 4.8, this concludes the proof of the claim. 
Claim 5: Let ν ă ω1 be a limit ordinal such that Zξ ‰ ∅ for every ξ ă ν. Then
Zν ‰ ∅.
Assume, in order to get a contradiction, that Zν “ ∅. Given any ξ ă ω1 and
W Ď
Ť
ξ1ăξ`1
nPω
Vξ1,n, using condition fpξ ` 1q, it is easy to realize that
AXW “ SDξ`1ppVξ1,n : ξ
1 ă ξ ` 1, n P ωq, pAξ1,n XW : ξ
1 ă ξ ` 1, n P ωq,∅q.
Furthermore, if W P ∆01pZq then each Aξ1,n XW P ∆rZs by Lemma 4.8, since we
are assuming that t∅, ωωu Ĺ ∆. In particular, A X Vξ,n P SDξ`1p∆rZs, t∅uq for
every ξ ă ω1 and n P ω. By Claim 4, Lemma 19.4, and Theorem 10.5, whenever
1 ď ξ ă ω1 we can fix Bξ Ď Z such that SDξp∆rZs, t∅uq “ rBξs. Finally, we will
show that Bξ ă A in Z for each ξ ă ν. Since tVξ,n : ξ ă ν, n P ωu is a cover of Z
by the assumption that Zν “ ∅, an application of Proposition 5.1 will contradict
the fact that A is non-selfdual, hence conclude the proof of the claim.
Pick ξ ă ν. We need to show that A ę Bξ and Bξ ď A. First assume, in order
to get a contradiction, that A ď Bξ. Then A X Zξ “ ∅ by Claim 2. It follows
from the definition of B that Zξ`1 “ ∅, which contradicts our assumptions. Now
assume, in order to get a contradiction, that Bξ ę A. Then A ď ZzBξ by Lemma
4.4, hence A P SDξp∆rZs, tZuq by Lemma 19.2. Therefore A X Zξ “ Zξ by Claim
2. Again, it follows from the definition of B that Zξ`1 “ ∅, which contradicts our
assumptions. 
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As we mentioned above, Claims 1 and 5 allow us to define
η “ maxtξ ă ω1 : Zξ ‰ ∅u.
The next claim will allow us to define Γ˚. Set A˚ “ AX Zη.
Claim 6: A˚ is non-selfdual in Zη.
Assume, in order to get a contradiction, that A˚ is selfdual in Zη. By Corollary
5.5, we can fix pairwise disjoint Uk P ∆
0
1pZηq and non-selfdual Ak ă A
˚ in Zη for
k P ω such that
Ť
kPω Uk “ Zη and
Ť
kPωpAk X Ukq “ A
˚. By Lemma 6.4, we can
fix Γk P NSDpω
ωq for k P ω such that ΓkpZηq “ rAks. By [Ke, Theorem 7.3], we
can fix a retraction ρ : Z ÝÑ Zη. Define Wk “ ρ
´1rUks for each k. Next, we will
show that A XWk ă A in Z for each k. Notice that, by Proposition 5.1, this will
contradict the fact that A is non-selfdual, hence conclude the proof of the claim.
Pick k P ω. First assume that Γk ‰ tω
ωu. Then Ak X Uk P ΓkpZηq by Lemma
4.8. Therefore, since A˚ XWk “ A
˚ X Uk “ Ak X Uk, by Lemma 6.3.3 there exists
A1 P ΓkpZq such that A
1XZη “ A
˚XWk. Using condition fpηq, it is easy to realize
that
AXWk “ SDηppVξ,n : ξ ă η, n P ωq, pAξ,n XWk : ξ ă η, n P ωq, A
1q.
Furthermore, using Lemma 4.8 and the assumption that t∅, ωωu Ĺ∆, one sees that
each Aξ,n XWk P ∆rZs. In conclusion, we see that A XWk P SDηp∆rZs,ΓkpZqq.
To see that the same holds in the case Γk “ tω
ωu, observe that
AXWk “ SDηppV
1
ξ,n : ξ ă η,´1 ď n ă ωq, pAξ,n XWk : ξ ă η,´1 ď n ă ωq, Zq,
where V 1ξ,n “ Vξ,n XWk for every n P ω, V
1
ξ,´1 “ ZzWk, and Aξ,´1 “ ∅.
Using the fact that Ak ă A
˚ in Zη and Ak is non-selfdual in Zη, one sees
that A˚ R ΓkpZηq and A
˚ R ΓˇkpZηq. Therefore A R SDηp∆rZs,ΓkpZqq and A R
SDηp∆rZs, ΓˇkpZqq by Claim 2. In particular, A R ΓkpZq and A R ΓˇkpZq. Hence
ΓkpZq Ĺ Γ by Lemma 4.4, which implies ΓkpZq P HapZq by assumption. In
conclusion, by Claim 4, Lemma 19.4, and Theorem 10.5, we can fix B Ď Z such
that rBs “ SDηp∆rZs,ΓkpZqq. It remains to show that B ă A. This follows from
the second sentence of this paragraph, using Lemmas 4.4 and 19.2. 
By Claim 6, we can fix Γ˚ P NSDpωωq such that Γ˚pZηq “ rA
˚s. The final part
of the proof (namely, Claims 8 and 9) will show that ∆rZs and Γ˚pZq satisfy the
desired requirements. Claim 7 will be used in the proof of Claim 8.
Claim 7: Σ02pω
ωq YΠ02pω
ωq Ď∆.
Since ∆ is selfdual, it will be enough to show that Σ02pω
ωq Ď∆ or Π02pω
ωq Ď∆.
Using the assumption t∅, ωωu Ĺ ∆, we can pick Λ P Φ such that Λ ‰ t∅u
and Λ ‰ tωωu. Assume, in order to get a contradiction, that Σ02pω
ωq Ę Λ and
Π02pω
ωq Ę Λ. Observe that Σ02pω
ωq,Π02pω
ωq P NSDpωωq by Proposition 9.4 and
Theorem 10.5. Therefore Λ Ď ∆02pω
ωq by Lemma 4.4. It follows from Theorem
11.2 that Λ “ DνpΣ
0
1pω
ωqq for some 1 ď ν ă ω1. Hence ℓpΛq “ 0 by Lemma 19.3
and Proposition 19.4, which contradicts the definition of Φ. 
Claim 8: Γ˚pZq Ď∆rZs.
First assume that Zη is countable. Observe that Γ
˚ Ď Π02pω
ωq, otherwise we
would have Σ02pω
ωq Ď Γ˚ by Lemma 4.4, hence Γ˚pZηq “ PpZηq, which would
contradict the fact that Γ˚pZηq is non-selfdual. It follows that Γ
˚pZq Ď Π02pZq Ď
∆rZs, where the last inclusion holds by Claim 7. Now assume that Zη is un-
countable. Assume, in order to get a contradiction, that Γ˚pZq Ę ∆rZs. Then
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∆rZs Ĺ Γ˚pZq by Lemma 4.6. Since Zη is uncountable, it follows from Theorem
7.2 that ∆rZηs Ĺ Γ
˚pZηq. Notice that
Vη “ tU X Zη : U P Uηu Ď∆
0
1pZηq
is a cover of Zη by the definition of η. To conclude the proof of the claim, it will be
enough to show that A˚ X V ă A˚ in Zη for every V P Vη, as this will contradict
Claim 6 by Proposition 5.1. Pick V P Vη. It is clear from the definition of Uη that
A˚ X V P ∆rV X Zηs. Therefore, by Lemma 6.3.3, there exists B P ∆rZηs such
that B X V “ A˚ X V . By Lemma 4.8, using the assumption that t∅, ωωu Ĺ∆, it
follows that A˚ X V P∆rZηs. Since ∆rZηs Ĺ Γ
˚pZηq, this finishes the proof of the
claim. 
Claim 9: Γ “ SDηp∆rZs,Γ
˚pZqq.
Notice that SDηp∆rZs,Γ
˚pZqq P NSDpZq by Claims 4 and 8, Lemma 19.4, and
Theorem 10.5. Furthermore, condition fpηq shows that A P SDηp∆rZs,Γ
˚pZqq.
This proves that the inclusion Ď holds. By Lemma 4.4, in order to prove that
the inclusion Ě holds, it will be enough to show that ZzA R SDηp∆rZs,Γ
˚pZqq.
Assume, in order to get a contradiction, that this is not the case. Then A P
SDηp∆rZs,|Γ˚pZqq by Lemma 19.2, hence A˚ “ AXZη P |Γ˚pZηq by Claim 2. This
contradicts Claim 6.  
Lemma 20.2. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z and W be zero-dimensional Polish spaces, and let Λ P NSDΣpω
ωq.
Assume that A P ΛpZq and rBs “ ΛpW q. Then there exists a continuous function
f : Z ÝÑW such that A “ f´1rBs.
Proof. By [Ke, Theorem 7.8] and Lemma 6.3.2, we can assume without loss of
generality that Z and W are subspaces of ωω. In fact, we will also assume that
Z “ ωω, since the general case follows easily from Lemma 6.3.3 and this particular
case.
Set A0 “ B and A1 “W zB. Notice that there exists no C P Λˇ such that A0 Ď C
and CXA1 “ ∅, otherwise it would follow from Lemma 6.3.3 that B “ A0 P ΛˇpW q,
contradicting the fact that Λ is non-selfdual. Therefore, an application of Lemma
4.3 with Γ “ Λˇ and D “ A, yields the desired function. 
Lemma 20.3. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z and W be zero-dimensional Polish spaces, and let Λ P NSDΣpω
ωq.
Assume that A P ΛpZq, rBs “ ΛpW q, and that there exists a continuous function
g :W ÝÑ Z such that B “ g´1rAs. Then rAs “ ΛpZq.
Proof. Since A P ΛpZq, we only need to show that ΛpZq Ď rAs. So pick C P ΛpZq.
By Lemma 20.2 there exists a continuous function f : Z ÝÑ W such that A “
f´1rCs. It is clear that g ˝ f witnesses that C ď A. Hence C P rAs. 
Lemma 20.4. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be a zero-dimensional Polish space, let A P ΣpZq, and let U Ď∆01pZq
be a base for Z. Assume that A X Z and ZzA are both dense in Z. Then there
exists U P U and Λ P NSDΣpω
ωq such that ℓpΛq ě 1 and ΛpUq “ rAX U s.
Proof. Set A “ tA X U : U P Uu, and observe that A has a ď-minimal element
by Theorem 4.7. Let B be a minimal element of A, and fix U P U such that
B “ A X U . First we will show that B is non-selfdual in Z. Assume, in order to
get a contradiction, that B is selfdual in Z. The assumption that A and ZzA are
38 RAPHAE¨L CARROY, ANDREA MEDINI, AND SANDRA MU¨LLER
both dense in Z implies that B R∆01pZq, hence it is possible to apply Theorem 5.4.
In particular, we can fix V P∆01pZq such that U X V ‰ ∅ and B X V ă B. Notice
that B X V ‰ Z because B ‰ Z, hence by Proposition 4.8 we can assume without
loss of generality that V P U and V Ď U . This contradicts the minimality of B.
Since B is non-selfdual in Z, we can fix Λ P NSDpωωq such that ΛpZq “ rBs.
Next, we will show that ℓpΛq ě 1. Assume, in order to get a contradiction, that
ℓpΛq “ 0. By Lemma 20.5, there exists a non-empty V P∆01pZq such that BXV ă
B. As above, this contradicts the minimality of B.
It remains to show that ΛpUq “ rBs. First notice that B P ΛpUq by Lemma
6.3.3. Furthermore, using the fact that U Ę A, it is easy to construct a continuous
function g : Z ÝÑ U such that g´1rBs “ B. Hence, the desired result follows from
Lemma 20.3. 
Lemma 20.5. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be a zero-dimensional Polish space, and let Γ “ rBs P NSDΣpZq be
such that ℓpΓq “ 0. Then there exists a non-empty V P∆01pZq such that BXV ă B.
Proof. Notice that PU1pΓq Ę Γ because ℓpΓq “ 0. By Lemma 4.4 and the fact that
PU1pΓq is continuously closed, it follows that Γˇ Ď PU1pΓq. Therefore, we can fix
Bn P Γ and pairwise disjoint Vn P∆
0
2pZq for n P ω such that
Ť
nPω Vn “ Z andď
nPω
pBn X Vnq “ ZzB.
Since Z is a Baire space, we can fix n P ω and a non-empty V P ∆01pZq such that
V Ď Vn.
Observe that Γ ‰ tZu and Γ ‰ t∅u because ℓpΓq “ 0, hence it is possible to
apply Proposition 4.8. In particular, one sees that V zB “ Bn X V P Γ, hence
ZzpB X V q “ pZzV q Y pV zBq P Γ. In conclusion, we have B X V P Γ (again by
Proposition 4.8) and ZzpB X V q P Γ. Since Γ is non-selfdual, an application of
Lemma 4.4 yields B X V ă B. 
21. The stretch operation and Radin’s theorem
As part of the proof of our main result (Theorem 22.2), we will need to show
that every non-selfdual Wadge class Γ such that ℓpΓq “ ω1 is the class associated
to some Hausdorff operation. The purpose of this section is to give a proof of this
fact (see Theorem 21.6).
First, we will deal with the case in which the ambient space is ωω. We will mostly
follow the approach of [VW1]. More precisely, Definition 21.1 corresponds to [VW1,
Definitions 5.1.1 and 5.1.2], while Lemma 21.3 is [VW1, Lemma 5.1.3]. The novelty
here consists in observing that the assumption needed to apply Radin’s Lemma
21.3 (namely, that A ” As) will hold whenever ℓprAsq ě 2. This is the content of
Lemma 21.2.
Set C “ tS Ď ω : ωzS is infiniteu. Given S P C, let πS : ωzS ÝÑ ω denote the
unique increasing bijection. Define φ : C ˆ ωω ÝÑ ωω by setting
φpS, xqpnq “
"
0 if n P S,
xpπSpnqq ` 1 if n P ωzS.
Definition 21.1 (Radin). Given A Ď ωω, define
As “ φrC ˆAs.
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We will refer to As as the stretch of A.
Notice that A ď As for every A Ď ωω, as witnessed by the function f : ωω ÝÑ ωω
defined by setting fpxqpnq “ xpnq ` 1 for x P ωω and n P ω.
Lemma 21.2. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Γ “ rAs P NSDΣpω
ωq. Assume that ℓpΓq ě 2. Then A ” As.
Proof. We have already observed that A ď As. It remains to show that As ď A.
Set
G “ tx P ωω : xpnq ‰ 0 for infinitely many n P ωu.
Define f : G ÝÑ ωω by “erasing all the zeros, and decreasing by 1 all other
entries”. More precisely, given x P G, set fpxqpnq “ xpπ´1S pnqq´ 1 for n P ω, where
S “ tn P ω : xpnq “ 0u. Observe that f´1rAs “ As. Furthermore, it is easy to
realize that f is continuous, hence As “ f´1rAs P ΓpGq. By Lemma 6.3.3, there
exists B P Γpωωq such that B XG “ As. Finally, since G P Π02pω
ωq Ď∆03pω
ωq and
ℓpΓq ě 2, an application of Lemma 15.4 shows that As P Γ. 
Lemma 21.3 (Radin). Let Γ “ rAs P NSDpωωq. Assume that A ” As. Then
Γ P Hapωωq.
Proof. Given an ambient set Z and a sequence pUs : s P ω
ăωq consisting of subsets
of Z, define the operation H by declaring z P HpUs : s P ω
ăωq if the following
conditions are satisfied:
(1) For all n P ω there exists a unique s P ωn such that z P Us,
(2) There exists x P A such that z P Uxæn for all n P ω.
After fixing a bijection π : ωăω ÝÑ ω, using Proposition 8.2, it is easy to realize
that H is a Hausdorff operation. So we can fix D Ď Ppωq such that H “ HD. We
claim that Γ “ ΓDpω
ωq, which will conclude the proof. In particular, Z “ ωω from
now on.
To see that Γ Ě ΓDpω
ωq, fix a sequence pUs : s P ω
ăωq consisting of open subsets
of ωω. Given x “ px0, x1, . . .q P ω
ω, define fpxq “ y “ py0, y1, . . .q P ω
ω recursively
as follows. Fix j P ω, and assume that yi has been defined for all i ă j. Set
n “ |ti ă j : yi ‰ 0u|.
‚ If there exists a unique s P ωn`1 such that Npx0,...,xjq Ď Us, then set
yj “ spnq ` 1.
‚ Otherwise, set yj “ 0.
It is easy to realize that f : ωω ÝÑ ωω witnesses that HpUs : s P ω
ăωq ď As.
To see that the inclusion Γ Ď ΓDpω
ωq holds, pick B ď A, and let g : ωω ÝÑ ωω
witness this reduction. Define Us “ f
´1rNss for ω
ăω. We claim that B “ HpUs :
s P ωăωq. In order to prove the inclusion Ď, pick z P B. Condition p1q is certainly
verified, as tUs : s P ω
nu is a partition of ωω for every n P ω. Furthermore, it is
straightforward to check that x “ gpzq witnesses that condition p2q holds. In order
to prove the inclusion Ě, pick z P HpUs : s P ω
ăωq. Fix x P A witnessing that
condition p2q holds. Assume, in order to get a contradiction, that z R B. Observe
that gpzq R A. On the other hand, z P Uxæn for every n P ω, hence fpzq P Nxæn for
every n P ω. This clearly implies that fpzq “ x, which contradicts the fact that
x R A. 
Theorem 21.4. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Γ P NSDΣpω
ωq be such that ℓpΓq ě 2. Then Γ P HaΣpω
ωq.
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Proof. This follows from Lemma 21.2 and Lemma 21.3. 
We conclude this section by generalizing Theorem 21.4 from ωω to an arbitrary
zero-dimensional Polish space Z (see Theorem 21.6). The transfer will be accom-
plished by exploiting once again the machinery of relativization.
Lemma 21.5. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Γ “ ΓDpω
ωq for some D Ď Ppωq, and let Z be a zero-dimensional Polish
space. Assume that Γ Ď Σpωωq. Then ΓpZq “ ΓDpZq.
Proof. Observe that Γ P NSDΣpω
ωq by Theorem 10.5. To see that the inclusion Ď
holds, pick A P ΓpZq. By condition p3q of Lemma 6.2, there exists an embedding
i : Z ÝÑ ωω and B P Γ such that A “ i´1rBs. It follows from Lemma 9.5.2 that
A P ΓDpZq.
To see that the inclusion Ě holds, pick A P ΓDpZq. By [Ke, Theorem 7.8] and
Lemma 9.5.3, we can assume without loss of generality that Z is a closed subspace
of ωω. By [Ke, Proposition 2.8], we can fix a retraction ρ : ωω ÝÑ Z. Observe that
ρ´1rAs P ΓDpω
ωq by Lemma 9.5.2. Since ΓDpω
ωq “ Γ “ Γpωωq by Lemma 6.3.5,
it follows from Lemma 6.3.3 that A “ ρ´1rAs X Z P ΓpZq. 
Theorem 21.6. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be a zero-dimensional Polish space. If Γ P NSDΣpZq and ℓpΓq ě 2
then Γ P HaΣpZq.
Proof. Let ΓpZq P NSDΣpZq, where Γ P NSDΣpω
ωq, and assume that ℓpΓpZqq ě 2.
If Z is countable, then it follows from Theorem 11.2, Lemma 19.3 and Proposition
19.4 that ΓpZq “ t∅u or ΓpZq “ tZu, which clearly implies the desired result. So
assume that Z is uncountable. Notice that ℓpΓq ě 2 by Corollary 16.2, hence Γ P
HaΣpω
ωq by Theorem 21.4. It follows from Lemma 21.5 that ΓpZq P HaΣpZq. 
22. The main result
The following is the main result of this article. It states that every non-selfdual
Wadge class can be obtained by starting with all classes of uncountable level, and
then suitably iterating the operations of expansion and separated difference. As
it will become clear from the proof, classes of countable non-zero level are the
expansion of some previously considered class, while classes of level zero are the
separated difference of some previously considered classes.
At the same time, this yields a more explicit proof of Van Wesep’s Theorem
1.2, in the sense that (aside from classes of uncountable level) it is made clear
exactly which operations generate new classes from the old ones. This was first
accomplished by Louveau in the Borel case (see [Lo2, Theorem 7.3.12]). The proof
of the general case is essentially the same, except that the results from Section 21
are also needed.
The Borel version of following definition is due to Louveau (see [Lo2, Corollary
7.3.11]), which explains our choice of notation.
Definition 22.1. Given a space Z, define LopZq as the smallest collection satisfying
the following conditions:
‚ Γ P LopZq whenever Γ P NSDpZq and ℓpΓq “ ω1,
‚ Γpξq P LopZq whenever Γ P LopZq and ξ ă ω1,
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‚ SDηp∆,Γq P LopZq, where ∆ “
Ť
nPωpΛn Y Λˇnq, whenever 1 ď η ă ω1,
Γ P LopZq and Λn P LopZq for n P ω are such that Γ Ď ∆ and ℓpΛnq ě 1
for each n.
Also set LoΣpZq “ tΓ P LopZq : Γ Ď ΣpZqu whenever Σ is a topological pointclass.
Theorem 22.2. Let Σ be a nice topological pointclass, and assume that DetpbΣpωωqq
holds. Let Z be an uncountable zero-dimensional Polish space. Then
LoΣpZq “ HaΣpZq “ NSDΣpZq.
Proof. The inclusion LoΣpZq Ď HaΣpZq follows from Theorem 21.6, Corollary 13.9,
and Proposition 19.4. The inclusion HaΣpZq Ď NSDΣpZq is given by Theorem 10.5.
Now assume, in order to get a contradiction, that NSDΣpZq Ę LoΣpZq. By Theorem
4.7, we can pick a Ď-minimal Γ P NSDΣpZqzLoΣpZq.
By Corollary 17.2, we can fix ξ ď ω1 such that ξ “ ℓpΓq. Observe that ξ ă ω1
by the definition of LoΣpZq. First assume that ξ ě 1. By Theorem 16.1, we can
fix Λ P NSDΣpZq such that Λ
pξq “ Γ. Clearly Λ Ď Γ, and Λ “ Γ is impossible by
Corollary 18.3. Therefore Λ Ĺ Γ, which implies Λ P LoΣpZq by the minimality of
Γ, contradicting the definition of LoΣpZq. It follows that ξ “ 0. Since LoΣpZq Ď
HaΣpZq and Γ is minimal, we can apply Theorem 20.1, contradicting again the
definition of LoΣpZq. 
List of symbols and terminology
The following is a list of most of the symbols and terminology used in this article,
organized by the section in which they are defined.
Section 2: Γˇ, Wadge reduction ď, Wadge class rAs, continuously closed, Borel sets
BpZq, class of differences DηpΣ
0
ξpZqq, game GpA,Xq, determinacy assump-
tion DetpΣq, Axiom of Determinacy AD, principle of Dependent Choices
DC, power-set PpZq, partition, identity function idZ , basic clopen set Ns,
Boolean closure bΣ, embedding, Σ0ξ-measurable function, clopen, base,
zero-dimensional, Borel space.
Section 3: topological pointclass Σ, nice topological pointclass Σ, Baire property as-
sumption BPpΣq.
Section 4: collection NSD of all non-selfdual Wadge classes, collection NSDΣ of the
non-selfdual Wadge classes of complexity Σ, retraction, Extended Wadge
game EWpD,A0, A1q.
Section 5: ideal IpAq, σ-additive, flip-set.
Section 6: relativized class ΓpZq.
Section 8: Hausdorff operation HDpA0, A1, . . .q.
Section 9: Hausdorff class ΓDpZq, collection HapZq of all Hausdorff classes, collection
HaΣpZq of the Hausdorff classes of complexity Σ.
Section 10: W -universal set.
Section 12: function f˚, k-th coordinate function fk, ξ-refining function.
Section 13: expansion Γpξq, Hausdorff expansion Γ
pξq
D pZq.
Section 15: PUξ, partitioned union, ℓpΓq, level.
Section 17: tree, infinite branch, well-founded tree, rank function ρT of a tree, rank ρ
of a tree, T {s.
Section 18: closed under Borel preimages.
Section 19: separated differences SDηppVξ,n : ξ ă η, n P ωq, pAξ,n : ξ ă η, n P ωq, A
˚q,
class of separated differences SDηp∆,Γ
˚q.
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Section 21: stretch As.
Section 22: Louveau hierarchy LopZq, Louveau hierarchy LoΣpZq of classes of complex-
ity Σ.
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