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MATRIX VALUED SZEGO˝ POLYNOMIALS AND
QUANTUM RANDOM WALKS
M. J. CANTERO, F. A. GRU¨NBAUM, L. MORAL, L. VELA´ZQUEZ
Abstract. We consider quantum random walks (QRW) on the
integers, a subject that has been considered in the last few years
in the framework of quantum computation.
We show how the theory of CMV matrices gives a natural tool
to study these processes and to give results that are analogous
to those that Karlin and McGregor developed to study (classical)
birth-and-death processes using orthogonal polynomials on the real
line.
In perfect analogy with the classical case the study of QRWs on
the set of non-negative integers can be handled using scalar valued
(Laurent) polynomials and a scalar valued measure on the circle.
In the case of classical or quantum random walks on the integers
one needs to allow for matrix valued versions of these notions.
We show how our tools yield results in the well known case of
the Hadamard walk, but we go beyond this translation invariant
model to analyze examples that are hard to analyze using other
methods. More precisely we consider QRWs on the set of non-
negative integers. The analysis of these cases leads to phenomena
that are absent in the case of QRWs on the integers even if one
restricts oneself to a constant coin. This is illustrated here by
studying recurrence properties of the walk, but the same method
can be used for other purposes.
The presentation here aims at being selfcontained, but we re-
frain from trying to give an introduction to quantum random walks,
a subject well surveyed in the literature we quote. For two excellent
reviews, see [1, 18]. See also the recent notes [19].
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1. Introduction and contents of the paper
We start with a brief look at classical random walks.
Consider, for simplicity, a discrete time random walk in a denu-
merable state space which we take to be the non-negative integers
i = 0, 1, 2, . . . .
The state of the system at time n is given by a row vector pii,n. This
is also called the probability distribution at time n. The ith component
is interpreted as the probability that a particle can be found at site i
at time n.
These non-negative quantities pii,n are assumed to add up to one,
for any n, when summed over i in the set of non-negative integers.
This is not the only way to describe these simple processes, but this
facilitates the transition to the quantum case.
The evolution of the system is given by some transition probability
matrix P = (Pi,j). This means that for each state i we have a collection
of “transition probabilities” Pi,j with the condition that these non-
negative numbers add up to one when summed over the index j. Pi,j
is interpreted as the probability of a transition form site i to site j in
one unit of time.
The Markov nature of our process is given by the fact that at time
t = 1 the new probability distribution gives weight
∞∑
j=0
pij,0Pj,i
to the ith site. In other words the state at time t = 1 is the vector
obtained by multiplying the probability distribution at time 0, namely
pij,0, by P . The Markov property says that the process starts from
scratch at any integer time, so that the probability distribution (i.e.,
the state of the system) at time t = n is obtained by taking the product
of the row vector pij,0 and the matrix P
n.
Random walks with a stationary (i.e., time invariant) transition
mechanism as above have been studied extensively. In some cases it
is convenient to exploit some of the mathematics associated with the
matrix P . We will not go into details here but it turns out that this
is the case when the matrix P is either symmetric to begin with, i.e.,
Pi,j = Pj,i or it is what is called symmetrizable, namely there exists a
vector pii such that
piiPi,j = Pj,ipij .
This notion is on the one hand related to the issue of reversibility
and on the other it allows one to introduce a certain inner product in
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L2(Z ≥ 0) that makes P selfadjoint and thus one has recourse to a nice
and simple spectral theory.
A new item comes in now: the idea of a “local” transition. More
specifically we consider a special kind of random walks, namely those
that only allow for “nearest neighbour” transitions, i.e., Pi,j = 0 if
the indices i, j differ by more than one unit. In this case the matrix
P is tridiagonal and this is the best of all worlds since under very
simple conditions any such matrix is symmetrizable into a tridiagonal
one. Here we see a physically important issue such as nearest neigh-
bour interactions going along with a nice mathematical fact such as
symmetrizability.
The consequence of the combination of these two features is that
one has a powerful and natural tool to study random walks with a
tridiagonal or Jacobi transition matrix, namely the classical theory of
orthogonal polynomials on the real line, a subject that goes back to
the beginning of the 20th century.
This idea of making explicit use of the spectral theory for selfadjoint
operators in Hilbert space to study an important class of random walks
on Z ≥ 0 probably appears first in [16] . The authors point out that
similar ideas had been used earlier in the case of diffusion processes by
W. Feller, see [10], and H. P. McKean, Jr., see [23]. One could add to
this list of precursors of this fruitful line of work other papers, such as
[22]. One can also handle the case of continuous time, but we do not
pursue this here.
The basic idea in [16] is simple: if one is dealing with these Markov
chains that only allow for a “local” transition with Pi,j = 0 if i, j differ
by more than one unit (also known as birth-and-death processes) then
the orthogonal polynomials that can be built out of the corresponding
Jacobi matrix and the underlying orthogonality measure give all the
ingredients of the spectral resolution of the matrix. In particular they
allow for a simple way to compute its power P n.
All of this can be adapted to the case when our state space is not
the set of non-negative integers but the set of all integers. The fact
that now we have two different ways of going to infinity calls for the
use of matrix valued orthogonal polynomials, a notion introduced by
M. G. Krein [20, 21] around 1950. In this case we need polynomials
with values in the set of square matrices of size two, whereas up to now
we were dealing with scalar valued polynomials.
In fact a larger class of random walks, known under the name of
quasi-birth-and-death processes, can also be analyzed by using these
matrix valued orthogonal polynomials on the real line. In many cases
the orthogonality measure is not really a matrix valued measure, but
4 CGMV
an appropriate linear functional. For two papers doing just this see
[9, 12].
With this background we can now move closer to the subject of our
paper, namely the study of a different sort of processes that go under
the name of “quantum random walks” (QRW).
The basic idea is this: a system has a (denumerable) set {|i〉}i∈I of
measurable states called “pure states”. The state |Ψn〉 of the system at
time n is a (complex) superposition |Ψn〉 =
∑
i∈I ψi,n|i〉 of pure states,
so it is described by a “wave function” ψi,n with i running over the
pure states. Therefore, a state can be identified with its wave function.
The complex number ψi,n is no longer a probability but a probability
amplitude, so that the actual probability to be in the state |i〉 at time
n is |ψi,n|2. The total probability of finding the system at time n must
be 1, thus the wave function must satisfy the condition
(1)
∑
i∈I
|ψi,n|2 = 1.
In other words, the wave function lives in the unit ball of L2(I), which
is equivalent to consider the pure states as an orthonormal basis of a
Hilbert space whose unit vectors are the states of the system.
According to the conservation of the probability, in the time invari-
ant case the time evolution of the system is characterized by a single
unitary operator U on the Hilbert state space: |Ψn〉 = Un|Ψ0〉. If
U = (Ui,j)i,j∈I is the unitary matrix such that U|i〉 =
∑
j∈I Ui,j|j〉, the
evolution of the wave function is governed by
(2) ψn = ψ0U
n, ψn = (ψi,n)i∈I .
That is, the evolution operator in the wave function representation is
a unitary operator U on L2(I).
When I = Z, it is proved in [24] that all the local QRWs (Ui,j = 0 if
|i− j| > r for some r) which are translation invariant (Ui,j = Ui+1,j+1)
are, up to a phase, integer powers of a simple translation, i.e., U =
eiθT k, T |j〉 = |j + 1〉.
If we do not ask for translation invariance but allow only nearest
neighbour transitions (Ui,j = 0 if |i − j| > 1) then the QRW splits
into independent QRWs with no more than two pure states or, up
to a change of phases of the pure states, it is a simple right or left
translation, i.e., U|j〉 = eiθj |j ± 1〉. The situation is even worse in the
case I = Z ≥ 0, where the restriction to nearest neighbour transitions
always forces the splitting. These results, less known in quantum com-
putation, are direct consequences of [4, Lemma 3.1] and [6, Theorem
3.9].
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A way to generate non-trivial QRWs on the integers or the non-
negative integers, allowing at the same time only nearest neighbour
transitions, is to include extra degrees of freedom. Following the anal-
ogy with a quantum physical system, the simplest way to do this is to
consider that every site i ∈ I has an internal degree of freedom of spin
1/2 type, i.e, taking values s ∈ S = {↑, ↓}. The space state is a tensor
product spanned by {|i〉 ⊗ |↑〉, |i〉 ⊗ |↓〉}i∈I .
We will be considering mostly the cases when I is either the set of
non-negative integers or the set of all integers. The evolution of the
wave function ψi,s,n satisfies (1) when summing in i ∈ I and s ∈ S,
so its evolution is given similarly to (2) by a unitary operator U on
L2(I × S).
Although the choice I = Z ≥ 0 would be as natural as I = Z,
the first one has not received too much attention in the quantum case,
maybe due to the difficulties to work with a non translation invariant
system. However, just as in the classical case, QRWs on the non-
negative integers are more natural for an orthogonal polynomial ap-
proach. Indeed, from this point of view, QRWs on the non-negative
integers will be the cornerstone for the analysis of QRWs on the inte-
gers.
We are finally ready to state the purpose of this paper. We will
show that in the case of a large class of quantum random walks on
the integers there is a natural tool that takes the place of the ma-
trix valued orthogonal polynomials on the real line briefly alluded to
above, namely the theory of Laurent 2 × 2 matrix valued orthogonal
polynomials associated with a certain kind of unitary matrices, namely
CMV matrices. This is a ready made tool that combines the necessary
features for a quantum mechanical description of the phenomenon of
nearest neighbours transitions: unitarity and a block tridiagonal shape.
In the next section we first review the standard tools to deal with a
simple random walk on the integers: the first two are very well known
and have been used in the case of quatum random walks. The third
method, involving matrix valued polynomials on the real line is less
well known as a useful tool for the study of classical random walks on
the integers. To the best of our knowledge neither scalar nor matrix
valued orthogonal polynomials have so far been used in the case of
QRWs and they constitute the main novel point of this paper.
The contents of the paper are organized as follows:
Section 2 reviews different approaches to the study of classical ran-
dom walks, with special emphasis in the methods using orthogonal
polynomials. This will establish a benchmark for the development of
analogous techniques in the quantum case.
6 CGMV
Section 3 introduces CMV matrices and Szego˝ polynomials.
Sections 4, 5 and 6 introduce QRWs and consider two extremely
simple examples to show the workings of our method.
Section 7 considers the case of a not (necessarily) constant coin.
We refer to this as dealing with “distinct coins”. In principle our
method can handle this general case, something that the more standard
methods cannot do.
Section 8 takes up the simpler case of a constant coin and one sees
that the case of the integers reduces to the study of two QRWs on the
non-negative integers.
Section 9 tackles in detail the case of a QRW with a constant coin
on the non-negative integers. The study of this case will be used in the
following section and it is of independent interest since the phases of
the coin have now a strong influence on the results, and in general the
orthogonality measure has a discrete mass.
Section 10 uses the results of the previous two sections and shows
that when dealing with all the integers there is no mass point in the
orthogonality measure and that the phases of the coin play no role.
Section 11 applies the results of the previous sections to compare
in the case of two specific QRWs their behaviour when considered on
Z ≥ 0 or Z.
Section 12 is devoted to getting some large time asymptotics.
Section 13 takes up the issue of recurrence of a QRW. By using our
method we see here some marked differences between the classical and
the quantum case. This section exhibits very clearly the benefits of
using the notions introduced in this paper to analyze QRWs.
Section 14 lists some conclusions as well as some open problems
that can be treated with the methods in this paper.
2. Classical random walk on the integers, three looks at
a classical subject
Consider a random walk on the integers with p, q respectively the
probabilities of going right or left in one unit of time starting at any
integer position i.
Denote by P (a, b, n) the quantity of interest, namely the probability
of going in n steps from the initial position a to the final position b.
We describe three ways to study this basic problem.
a) Path counting: we must have c steps to the right and d steps
to the left with c+ d = n and c− d = b− a. One can thus solve
for c, d in terms of a− b, n. Each such path has probability pcqd
and there is total of
(
n
c
)
such paths. This gives P (a, b, n).
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b) Fourier methods: if for simplicity we take p = q = 1/2, it is
clear that
P (a, b, n) =
1
2
(P (a, b− 1, n− 1) + P (a, b+ 1, n− 1)).
Introduce the Fourier series
P̂ ra (θ) ≡
∞∑
b=−∞
P (a, b, r)eibθ
with an inverse given by
P (a, b, n) =
1
2pi
∫ 2pi
0
e−ibθP̂ na (θ)dθ.
The difference equation above can be used to see that
P̂ na (θ) = P̂
n−1
a (θ) cos θ = P̂
0
a (θ)(cos θ)
n
and therefore
P (a, b, n) =
1
2pi
∫ 2pi
0
P̂ 0a (θ)(cos θ)
ne−ibθdθ.
In the special case when P (i, j, 0) is given by δi,j we get
P (a, b, n) =
1
2pi
∫ 2pi
0
(cos θ)ne−i(b−a)θdθ.
This integral can be computed explicitly in terms of Bessel
functions, or just as easily, it can be seen to agree with the
general expression obtained earlier. For general values of p, q
one simply replaces cos θ by a weighted sum of eiθ, e−iθ.
These two methods have been properly adapted to study
QRWs on the integers. “Path counting” was used by D. Meyer,
see [24]. This analysis was pushed further along by using Ja-
cobi polynomials in [2]. In this same paper as well as in [25]
one finds expressions obtained by using “Fourier methods” to
analyze the appropriate recursion relations. The reader can
find a very sophisticated use of these formulas to derive some
aymptotic results about the Hadamard QRW in [7]. A recent
and very precise analysis of asymptotic results is given in [19].
Some interesting use of generating functions to obtain rigorous
results is made in [3].
c) Using matrix valued orthogonal polynomials: since this is not
too standard and since this is the way in which we analyze
the quantum case we give a lengthier account of this way of
tackling this problem. This method goes back, in spirit at least,
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to the original paper of Karlin and McGregor, [16], where the
reader will find a complete discussion of the case of a random
walk on the non-negative integers using scalar valued orthogonal
polynomials. For a fuller account of the material below see
[9, 12, 13].
Consider, with M. G. Krein, [20, 21], the set of polynomials of
the real variable x with matrix coefficients of a fixed size d. All the
matrices that appear below have this common size d and this is the
appropriate choice when the state space is the cartesian product of the
set of non-negative integers with the set 1, 2, 3, . . . , d.
Given a positive definite matrix valued measure dM(x) with finite
moments
∫
R
xndM(x), n = 0, 1, 2, . . . , consider the skew symmetric
bilinear form defined for any pair of matrix valued polynomial functions
P (x) and Q(x) by the numerical matrix
(P,Q) = (P,Q)M =
∫
R
P (x)dM(x)Q(x)†,
where Q(x)† denotes the conjugate transpose of Q(x).
By the usual Gram–Schmidt construction this leads to the exis-
tence of a sequence of matrix valued orthogonal polynomials Pn(x) =
Kn,nx
n +Kn,n−1xn−1 + · · · with non-singular leading coefficient Kn,n.
We make no special assumption on Kn,n.
Given an orthogonal sequence {Pn(x)}n≥0 of matrix valued orthog-
onal polynomials one gets by the usual argument a three term recursion
relation
(3) xPn(x) = AnPn−1(x) +BnPn(x) + CnPn+1(x),
where An, Bn and Cn are matrices and the last one is non-singular. If
we had insisted on orthonormal polynomials then we would get some
relations among these coefficients.
It is convenient to introduce the block tridiagonal matrix P
P =
B0 C0A1 B1 C1
. . .
. . .
. . .
 .
If Pi,j denotes the i, j block of P we can generate a sequence of d×d
matrix valued polynomials Qi(x) by imposing the three term recursion
given above. By using the notation of the scalar case, we would have
PQ(x) = xQ(x)
where the entries of the column vector Q(x) are now d× d matrices.
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Proceeding as in the scalar case, this relation can be iterated to
give
PnQ(x) = xnQ(x)
and if we assume the existence of a positive definite matrix valued
measure dM(x) as in Krein’s theory, with the property
(Qj , Qj)δi,j =
∫
R
Qi(x)dM(x)Qj(x)
†,
it is then clear that one can get an expression for the i, j entry of the
block matrix Pn that would look exactly as in the scalar case, namely
(Pn)i,j(Qj , Qj) =
∫
R
xnQi(x)dM(x)Qj(x)
†.
The expression above, allowing one to compute the entries of Pn is
usually called the Karlin-McGregor formula, see [16].
It may be worth noticing that the integrals above are different from
the ones that appear when one uses the Fourier method. The same will
be true in the quantum case.
Just as in the scalar case, the expression above becomes useful when
we can get our hands on the matrix valued polynomials Qi(x) and
the orthogonality measure dM(x). When this is the case this formula
allows us to compute the transition probabilities between any pair of
states i ≤ j in any number of steps by using only the top j rows
of the matrix P. The “time dependence” has now been isolated to the
term xn and the study of its behaviour for large values of n can be
handled with traditional methods. The same remark will apply in the
quantum case and this will be used in Section 12.
We are now ready to tackle the example of random walk on the
integers, when the probabilities of going right or left are p and q re-
spectively. This is the most general translation invariant random walk
on the integers with nearest neighbours transitions. We present it here
to compare this analysis with its quantum counterpart, i.e., the quan-
tum random walks with a constant coin on the integers analyzed in
Sections 8 and 10.
If we “fold” the integers by relabelling the natural sequence
· · · − 3,−2,−1, 0, 1, 2, 3 . . .
in the fashion
. . . 5, 3, 1, 0, 2, 4, 6 . . .
then the transition probability matrix goes from being a scalar tridi-
agonal doubly infinite one with p in the i, i+ 1 diagonal and q in the
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i+ 1, i diagonal to the following semi-infinite block tridiagonal matrix
(with 2× 2 blocks)
P =

0 q p 0 0 0 0 0 . . .
p 0 0 q 0 0 0 0 . . .
q 0 0 0 p 0 0 0 . . .
0 p 0 0 0 q 0 0 . . .
0 0 q 0 0 0 p 0 . . .
0 0 0 p 0 0 0 q . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .

, p + q = 1.
For this first example the appropriate matrix measure is already
found in the original paper by S. Karlin and J. McGregor. It is given
by
dM(x) =
1√
4pq − x2
(
1 x/2q
x/2q p/q
)
dx, |x| ≤
√
4pq.
One does not find in the paper mentioned above the corresponding
matrix valued orthogonal polynomials or the block tridiagonal matrix,
but they can be easily given, see [12] and below.
In this example we have
B0 =
(
0 q
p 0
)
, Bk =
(
0 0
0 0
)
, k ≥ 1,
Ak =
(
q 0
0 p
)
, k ≥ 1, Ck =
(
p 0
0 q
)
, k ≥ 0.
The orthogonal polynomials given by
AkPk−1(x) +BkPk(x) + CkPk+1(x) = xPk(x),
P−1(x) = 0, P0(x) = 1,
where 0 and 1 are the null and identity matrix, can be easily expressed
in terms of Chebyshev polynomials.
Let us denote by Un(x) the Chebyshev polynomials of the second
kind, which satisfy
(4) Un+1(x) + Un−1(x) = 2xUn(x), U−1(x) = 0 U0(x) = 1.
The relation with the Chebyshev polynomials Un(x), is given by
Pk(x) =
(
(q/p)
k
2 0
0 (p/q)
k
2
){
1Uk(x
∗)−
(
0 (q/p)
1
2
(p/q)
1
2 0
)
Uk−1(x∗)
}
,
where x∗ = x/2
√
pq. This expression can be compared to the one in
Section 10.
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These ideas have been used recently to analyze more elaborate ex-
amples of classical random walks. The reader may consult [9, 12, 13,
14, 15].
3. Szego˝ polynomials and CMV matrices
All the information about a QRW is encoded in the unitary operator
U governing the evolution of the system. Therefore, it is not strange
that the theory of canonical matrix representations of unitary operators
on Hilbert spaces should play an important role in the study of QRWs.
Surprisingly, such a theory has been developed only recently (see [5,
6, 32]) giving rise to the so called CMV matrices, related to the Szego˝
polynomials.
Due to their relevance for the rest of the paper, we will summarize
in this section the main facts about CMV matrices.
The basic idea is that, as a consequence of the spectral theorem,
any unitary operator is unitarily equivalent to a direct sum of unitary
multiplication operators, i.e., operators of the type
(5) Uµ : L
2
µ(T)→ L2µ(T)
f(z) −→ zf(z)
µ being a probability measure on the unit circle T = {z ∈ C : |z| = 1},
and L2µ(T) the Hilbert space of µ-square-integrable functions with inner
product
(f, g) =
∫
T
f(z) g(z) dµ(z).
Thus, it is enough to discuss the canonical representations of unitary
multiplication operators. Moreover, we can suppose that µ has an
infinite support, otherwise L2µ(T) is finite-dimensional, so Uµ is unitarily
diagonalizable.
Since the Laurent polynomials are dense in L2µ(T), a natural basis
to obtain a matrix representation of Uµ is given by the Laurent polyno-
mials (χj)
∞
j=0 obtained from the Gram-Schmidt orthonormalizalization
of {1, z, z−1, z2, z−2, . . . } in L2µ(T).
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The matrix C = (χj , zχk)∞j,k=0 of Uµ with respect to (χj)∞j=0 has the
form
(6) C =

α0 ρ0α1 ρ0ρ1 0 0 0 0 . . .
ρ0 −α0α1 −α0ρ1 0 0 0 0 . . .
0 ρ1α2 −α1α2 ρ2α3 ρ2ρ3 0 0 . . .
0 ρ1ρ2 −α1ρ2 −α2α3 −α2ρ3 0 0 . . .
0 0 0 ρ3α4 −α3α4 ρ4α5 ρ4ρ5 . . .
0 0 0 ρ3ρ4 −α3ρ4 −α4α5 −α4ρ5 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

,
where ρj =
√
1− |αj |2 and (αj)∞j=0 is a sequence of complex numbers
such that |αj| < 1. The coefficients αj are known as the Verblunsky
parameters of the measure µ, and establish a bijection between the
probability measures supported on an infinite set of the unit circle and
the sequences in the open unit disk.
Another equally natural basis would be the Laurent polynomials
(xj)
∞
j=0 obtained from the orthonormalization of {1, z−1, z, z−2, z2, . . . }.
They are given by
xj(z) = χj(1/z)
and, consequently, the matrix of Uµ with respect to (xj)
∞
j=0 is the trans-
pose CT of C.
As a consequence, we have the identities
(7)
χ(z)C = zχ(z), χ = (χ0, χ1, χ2, . . . ), χ0 = 1,
Cx(z) = zx(z), x = (x0, x1, x2, . . . )T , x0 = 1,
which can be viewed as recurrences which determine the orthonormal
Laurent polynomials.
The unitary matrices with the form (6) or its transpose are called
CMV matrices, but we will reserve this name for the matrix in (6).
Also, when talking about orthonormal Laurent polynomials, we will
refer to (xj)
∞
j=0, which are the ones that we will normally use.
The canonical representations of the unitaries are the narrowest
banded representations that can be obtained for all such operators.
The previous results state that every unitary operator has a matrix
representation which is a direct sum of CMV matrices, so the canonical
representations of the unitaries are at least five-diagonal. That they
are exactly five-diagonal has been proved in [6], where it was shown
that not every unitary operator admits a four-diagonal representation.
MATRIX VALUED POLYNOMIALS AND QUANTUM RANDOM WALKS 13
The CMV matrices have also a tridiagonal factorization C = LM,
with two unitary 2× 2-block diagonal symmetric factors given by
(8)
L = diag(Θ0,Θ2,Θ4, . . . ),
M = diag(1,Θ1,Θ3, . . . ), Θj =
(
αj ρj
ρj −αj
)
.
The Verblunsky parameters have a special meaning in terms of the
Szego˝ polynomials (ϕj)
∞
j=0, which come from orthonormalizing {zj}∞j=0,
see [31, 11].
These polynomials are not so useful as a basis because the polyno-
mials are not always dense in L2µ(T). Nevertheless, they are related to
the orthonormal Laurent polynomials by
(9)
χ2j(z) = z
−jϕ∗2j(z), χ2j+1(z) = z
−jϕ2j+1(z),
x2j(z) = z
−jϕ2j(z), x2j+1(z) = z−j−1ϕ∗2j+1(z),
where ϕ∗j(z) = z
jϕj(1/z).
The key result is that the Szego˝ polynomials are determined by the
recurrence relation
(10) ρjϕj+1(z) = zϕj(z)− αjϕ∗j(z), ϕ0 = 1,
so the recurrence for the monic orthogonal polynomials (φj)
∞
j=0 is
(11) φj+1(z) = zφj(z)− αjφ∗j (z), φ0 = 1,
which shows that αj = −φj+1(0).
For some measures on the unit circle the Szego˝ polynomials, and
therefore the Verblunsky parameters and the CMV matrix, are known
explicitly, see [28]. Other cases can be analyzed following different
methods.
For instance, given a sequence of Verblunsky parameters, the spec-
tral analysis of the corresponding CMV matrix can be used to obtain
information about the orthogonality measure because it is related to the
spectral measure of the CMV matrix. Indeed, the support of the mea-
sure coincides with the spectrum of the CMV matrix, the mass points
z0 being the eigenvalues, which are simple and have eigenvectors given
by x(z0). Bearing in mind (7), this means that x(z0) ∈ L2(Z ≥ 0)
exactly when z0 is a mass point. Actually, µ({z0}) = 1/‖x(z0)‖2.
These results will be of interest later on, see Section 12.
Perturbative results are useful to study new examples taking as a
starting point known ones. The simplest example of this is a rotation
of the measure by an angle ϑ, i.e.
dµ(z)→ dµ(e−iϑz).
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The change of the monic orthogonal polynomials φj(z)→ eijϑφj(e−iϑz)
shows that the effect of the rotation on the Verblunsky parameters is
(12) αj → e−i(j+1)ϑαj
while (9) implies that the orthonormal Laurent polynomials transform
as
(13) x2j−1(z)→ e−ijϑx2j−1(e−iϑz), x2j(z)→ eijϑx2j(e−iϑz).
The transformation above will play an important role in later sec-
tions.
Another tool for the study of Szego˝ polynomials is the Carathe´odory
function F of the orthogonality measure µ, defined by
(14) F (z) =
∫
T
t+ z
t− z dµ(t), |z| < 1.
F is analytic on the open unit disc with McLaurin series
(15) F (z) = 1 + 2
∞∑
j=1
µjz
j , µj =
∫
T
zjdµ(z),
whose coefficients provide the moments µj of the measure µ.
F can be obtained as
(16) F (z) = lim
j→∞
ϕ˜∗j (z)
ϕ∗j (z)
, |z| < 1,
where ϕ˜j are the Szego˝ polynomials whose Verblunsky parameters are
given by −αj if the original ones were αj.
The Carathe´odory function is a shortcut that allows one to recover
the measure from the Szego˝ polynomials. If
(17) dµ(eiθ) = w(θ)
dθ
2pi
+ dµs(e
iθ), θ ∈ (−pi, pi], µs singular,
the weight w(θ) is given by
(18) w(θ) = lim
r↑1
ReF (reiθ),
and the support of µs lies on {eiθ : limr↑1 F (reiθ) =∞}. In particular,
eiθ0 is a mass point of µ with mass µ({eiθ0}) if and only if
(19) µ({eiθ0}) = lim
r↑1
1− r
2
F (reiθ0) 6= 0.
Two natural extensions of CMV matrices are of interest to us: dou-
bly infinite CMV matrices and block CMV matrices.
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Given a two-sided sequence (αj)j∈Z we can define the doubly infinite
CMV matrix C = LM, where
L = diag(. . . ,Θ−4,Θ−2,Θ0,Θ2,Θ4, . . . ),
M = diag(. . . ,Θ−3,Θ−1,Θ1,Θ3, . . . ),
and Θj, given in (8), acts on the indices j and j + 1. We will use the
same notations as for semi-infinite CMV matrices.
C is a five-diagonal doubly infinite unitary matrix with the form
. . . . . . . . . . . . . . . . . . . . . . . .
. . . ρ−3α−2 −α−3α−2 ρ−2α−1 ρ−2ρ−1 0 0 . . .
. . . ρ−3ρ−2 −α−3ρ−2 −α−2α−1 −α−2ρ−1 0 0 . . .
. . . 0 0 ρ−1α0 −α−1α0 ρ0α1 ρ0ρ1 . . .
. . . 0 0 ρ−1ρ0 −α−1ρ0 −α0α1 −α0ρ1 . . .
. . . . . . . . . . . . . . . . . . . . . . . .
Doubly infinite CMV matrices are also related to the other gener-
alization of interest: block CMV matrices. They appear in connection
with matrix valued Szego˝ polynomials, see [8, 28, 29].
Given a positive definite d×d matrix valued measure µ on the unit
circle we can define the right and left “inner products”
(f, g)L =
∫
T
g(z) dµ(z) f (z)†, (f, g)R =
∫
T
f (z)†dµ(z) g(z),
for f , g with values in the set of d×d matrices. Notice that the symbol
† which denotes the adjoint matrix includes the conjugation of z. In
what follows we suppose that
∫
T
dµ(z) = 1 is the d× d unit matrix.
Now we can consider right and left matrix valued Szego˝ polynomi-
als, (ϕRj )
∞
j=0 and (ϕ
L
j )
∞
j=0, arising from the standard orthonormalization
of {1zj}∞j=0 with respect to (, )R and (, )L respectively.
Analogously to the scalar case, the matrix valued Szego˝ polynomi-
als satisfy a recurrence given in terms of a sequence (αj)
∞
j=0 of d × d
matrices such that ‖αj‖ < 1. However, this recurrence mixes the right
and left polynomials in the following way
ρLj ϕ
L
j+1(z) = zϕ
L
j (z)−α†jϕR∗j (z),
ϕRj+1(z)ρ
R
j = zϕ
R
j (z)− ϕL∗j (z)α†j,
ϕL0 = ϕ
R
0 = 1,
where ϕ∗j (z) = z
jϕj(1/z)
† and ρLj ,ρ
R
j are the positive definite matrices
ρLj = (1−α†jαj)1/2, ρRj = (1−αjα†j)1/2.
This mixture between right and left polynomials also appears in the
connection with the orthonormal Laurent polynomials (χj)
∞
j=0, (xj)
∞
j=0
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given by
(20)
χ2j(z) = z
−jϕL∗2j (z), χ2j+1(z) = z
−jϕR2j+1(z),
x2j(z) = z
−jϕL2j(z), x2j+1(z) = z
−j−1ϕR∗2j+1(z),
and related by xj(z) = χj(1/z)
†. (χj)
∞
j=0 comes from the orthonormal-
ization of {1, 1z, 1z−1, 1z2, 1z−2, . . . } with respect to (, )R, and (xj)∞j=0
from the orthonormalization of {1, 1z−1, 1z, 1z−2, 1z2, . . . } with re-
spect to (, )L (notice a slight difference with respect to [8], where the
two kinds of Laurent polynomials discussed are both orthonormal with
respect to (, )R).
The matrix C which determines the orthonormal Laurent polyno-
mials through the recurrences
(21)
χ(z)C = zχ(z), χ = (χ0,χ1,χ2, . . . ), χ0 = 1,
Cx(z) = zx(z), x = (x0,x1,x2, . . . )
T , x0 = 1,
is given by C = LM with
(22)
L = diag(Θ0,Θ2,Θ4, . . . ),
M = diag(1,Θ1,Θ3, . . . ),
Θj =
(
α
†
j ρ
L
j
ρRj −αj
)
.
The unitary matrix C is called a block CMV matrix. Its explicit
form is
C =

α
†
0 ρ
L
0α
†
1 ρ
L
0ρ
L
1 0 0 0 0 . . .
ρR0 −α0α†1 −α0ρL1 0 0 0 0 . . .
0 α†2ρ
R
1 −α†2α1 ρL2α†3 ρL2ρL3 0 0 . . .
0 ρR2 ρ
R
1 −ρR2 α1 −α2α†3 −α2ρL3 0 0 . . .
0 0 0 α†4ρ
R
3 −α†4α3 ρL4α†5 ρL4ρL5 . . .
0 0 0 ρR4 ρ
R
3 −ρR4 α3 −α4α†5 −α4ρL5 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

,
where the symbol 0 stands for the d× d null matrix.
Particularly simple is the case of diagonal Verblunsky parameters
αj = diag(α
1
j , . . . , α
d
j ). The corresponding matrix orthonormal poly-
nomials and orthogonality matrix measure are diagonal too. In other
words, the recurrences in (21) split into d ones associated with scalar
CMV matrices with Verblunsky parameters α1j , . . . , α
d
j .
Finally, the matrix valued Carathe´odory function
(23) F (z) =
∫
T
t+ z
t− z dµ(t), |z| < 1,
and its real part ReF (z) = (F (z) +F (z)†)/2 allows one to recover the
matrix measure µ just as in the scalar case. In particular, the matrix
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moments µj of µ come from the McLaurin series of F , i.e.,
(24) F (z) = 1+ 2
∑
µ
†
jz
j , µj =
∫
T
zjdµ(z).
4. Quantum random walks
We will consider a few one-dimensional quantum random walks with
pure states |i〉 ⊗ |↑〉 and |i〉 ⊗ |↓〉, where i runs over the non-negative
integers or over all the integers, and with a one step transition mecha-
nism given by a unitary matrix U . Our goal here is to give an explicit
expression for the entries of the matrix Un for n = 0, 1, 2, . . . describ-
ing the time evolution of our process. More precisely, we will find a
Karlin-McGregor (KMcG) formula for such entries.
The relevance of the CMV matrices, as the canonical representa-
tions of the unitaries, is clear. However, the reduction of an arbitrary
infinite unitary matrix to CMV form can be a difficult task. Neverthe-
less, the QRWs usually considered in the literature include only nearest
neighbour transitions. In this case it is possible to prove that the CMV
form is obtained after a simple change of phases in the basis, see [6,
Theorem 3.2 and Lemma 3.7]. Then, the relation of the CMV matri-
ces with the Szego˝ polynomials provides the functions and measures
needed to obtain a KMcG formula.
5. A very elementary example
A simple QRW on the non-negative integers corresponds to the
unitary operator
(25) S+ =
∞∑
i=0
|i+1〉〈i|⊗|↑〉〈↑|+
∞∑
i=1
|i−1〉〈i|⊗|↓〉〈↓|+ |0〉〈0|⊗|↑〉〈↓|,
which means that the transition mechanism moves spins at positions
0, 1, 2, . . . according to the following (deterministic) prescription: spins
up at any location move one step to the right, spins down at 1, 2, 3, . . .
move to the left, and finally a spin down at location 0 reverses orien-
tation and stays at location 0. In the next unit of time this spin will
move to location 1.
If we choose to order the pure states of our system as follows
(26) |0〉 ⊗ |↑〉, |0〉 ⊗ |↓〉, |1〉 ⊗ |↑〉, |1〉 ⊗ |↓〉, . . .
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then the transition matrix is
U+ =

0 0 1 0 0 0 0 . . .
1 0 0 0 0 0 0 . . .
0 0 0 0 1 0 0 . . .
0 1 0 0 0 0 0 . . .
0 0 0 0 0 0 1 . . .
0 0 0 1 0 0 0 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

.
We refer to the pure states, ordered in this fashion, as the zeroth, the
first, the second state, etc.
However, there is another way to look at the transition matrix. We
could think of the functions 1, z−1, z, z−2, z2, . . . defined on the unit
circle and form a column vector x(z) with these functions. Applying
our matrix U+ to this vector is the same as multiplying the vector by z,
which is another way of saying that for each value of z we have found
a formal eigenvector with eigenvalue z for our matrix.
If we denote the components of this column vector by xj(z), j =
0, 1, 2, . . . , we claim that the probability amplitude of going in n (pos-
itive or negative) units of time from a pure state j to a pure state k
(the indices j, k run over all the zeroth, first, second, . . . pure states
introduced above) is given by the integral
1
2pii
∫
|z|=1
xk(z) xj(z)z
n dz
z
.
It is completely elementary to see that this integral is either 0 or 1 and
that in fact we get the correct expression for the amplitudes.
The above relation is not an accident. In fact, this example is the
prototype of everything that follows. The matrix given above is the
simplest example of CMV matrix, corresponding to null Verblunsky
parameters. The Laurent polynomials (xj)
∞
j=0 are orthonormal with
respect to the Lebesgue measure dz/2piiz = dθ/2pi. Therefore, the
identity Ux(z) = zx(z) gives∫
T
xk(z) z
nxj(z)
dz
2piiz
=
∞∑
l=0
∫
T
xk(z) (U
n)j,l xl(z)
dz
2piiz
= (Un)j,k.
6. Another example
The natural extension of the previous example to the integers is the
QRW associated with the unitary operator
(27) S =
∑
i∈Z
|i+ 1〉〈i| ⊗ |↑〉〈↑|+
∑
i∈Z
|i− 1〉〈i| ⊗ |↓〉〈↓|.
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The evolution is now even simpler than the previous one: all spins up
move to the right and all spins down move to the left.
Ordering the pure states as follows
. . . , | − 1〉 ⊗ |↑〉, | − 1〉 ⊗ |↓〉, |0〉 ⊗ |↑〉, |0〉 ⊗ |↓〉, |1〉 ⊗ |↑〉, |1〉 ⊗ |↓〉, . . .
the transition matrix U is the doubly infinite matrix
. . .
. . .
. . .
. . .
. . .
0 0 0 0 1
1 0 0 0 0
0 0 0 0 1
1 0 0 0 0
0 0 0 0 1
1 0 0 0 0
0 0 0 0 1
1 0 0 0 0
. . .
. . .
. . .
. . .
. . .
Clearly the model is more complicated than it needs to be: we can
separate it into two non-interacting evolutions corresponding to spins
up and down. Consider for instance the set of spins pointing up which
move in one unit of time one step to the right. The corresponding
matrix U↑ is now the doubly infinite matrix
. . .
. . .
0 1
0 1
0 1
0 1
0 1
0 1
. . .
. . .
The doubly infinite column vector v(z) = (. . . , z−2, z−1, 1, z, z2, . . . )T
clearly satisfies
U↑v(z) = zv(z).
Since the components vj(z) = z
j , j ∈ Z, of v(z) are orthonormal with
respect to the Lebesgue measure, arguments entirely similar to those
of the last paragraph of the previous example show that∫
T
vk(z) z
nvj(z)
dz
2piiz
= (Un↑ )j,k,
an identity which can be trivially checked by a direct computation.
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There is another approach to the problem that reduce this example
to the previous one. Since all spins are pointing up we can ignore their
orientation and concentrate on their locations . . . ,−2,−1, 0, 1, 2, . . . as
a way of describing the pure states. There is now a useful trick (used
in a previous example in Section 2) that consists in “folding” the set
of all integers in the way
0,−1, 1,−2, 2,−3, 3, . . .
or equivalently relabelling them as follows
. . . , 5, 3, 1, 0, 2, 4, 6, . . .
With this relabelling the doubly infinite matrix U↑ becomes the semi-
infinite matrix U+ and we are back in the situation discussed in the
previous example.
The evolution of the states with spins pointing down is also de-
scribed by the matrix U+ of the previous example, but the required
“folding” in this case is
−1, 0,−2, 1,−3, 2,−4, . . .
Notice that the initial transition matrix U is the doubly infinite
CMV matrix with null Verblunsky parameters. We will see that com-
mon QRWs on the integers, such as the Hadamard one, essentially
correspond to other less trivial doubly infinite CMV matrices.
The elementary character of the previous examples is the reason
to introduce them early on, since they show in an extremely simple
way the typical features of the method that we will employ in more
intrincate cases. For instance, the decoupling of a QRW on the integers
into two QRWs on the non-negative integers will take place in the
next examples too, a fact that simplifies considerably their analysis.
Nevertheless, the decoupling in the following examples is not so easy
to notice since it holds in a basis of mixed states instead of pure ones.
7. A more general case: QRWs with distinct coins
Here and in the rest of the paper “distinct coins” means not neces-
sarily “constant coins”.
The previous example on the integers can be generalized to more
interesting QRWs with no decoupling between up and down states, by
including possible transitions between such states. A simple way to do
this is to consider the following dynamics: a spin up can move to the
right and remain up or (finally we get away from deterministic models)
move to the left and change orientation. A spin down can either go to
the right and change orientation or go to the left and remain down.
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In other words, only the nearest neighbour transitions such that the
final spin (up/down) agrees with the direction of motion (right/left) are
allowed. This dynamics bears a resemblance to the effect of a magnetic
interaction on quantum system with spin: the spin decides the direction
of motion.
Schematically, the allowed transitions are
|i〉 ⊗ |↑〉 −→
{
|i+ 1〉 ⊗ |↑〉 with probability amplitude ci11
|i− 1〉 ⊗ |↓〉 with probability amplitude ci21
|i〉 ⊗ |↓〉 −→
{
|i+ 1〉 ⊗ |↑〉 with probability amplitude ci12
|i− 1〉 ⊗ |↓〉 with probability amplitude ci22
where, for each i ∈ Z,
(28) Ci =
(
ci11 c
i
12
ci21 c
i
22
)
is an arbitrary unitary matrix which we will call the ith coin.
Notice that this is already more general than the Hadamard exam-
ple usually discussed in the literature. We will analyze the general case
of a constant quantum coin in more detail in the next section, and then
the popular Hadamard special case in a later section.
The transition matrix U is the unitary doubly infinite matrix
. . .
. . .
. . .
. . .
. . .
0 c−221 0 0 c
−2
11
c−222 0 0 c
−2
12 0
0 c−121 0 0 c
−1
11
c−122 0 0 c
−1
12 0
0 c021 0 0 c
0
11
c022 0 0 c
0
12 0
0 c121 0 0 c
1
11
c122 0 0 c
1
12 0
. . .
. . .
. . .
. . .
. . .
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which has the structure of a doubly infinite CMV matrix with null odd
Verblunsky parameters
. . .
. . .
. . .
. . .
. . .
0 α−4 0 0 ρ−4
ρ−4 0 0 −α−4 0
0 α−2 0 0 ρ−2
ρ−2 0 0 −α−2 0
0 α0 0 0 ρ0
ρ0 0 0 −α0 0
0 α2 0 0 ρ2
ρ2 0 0 −α2 0
. . .
. . .
. . .
. . .
. . .
However, U is not exactly a CMV matrix unless the diagonal elements
of every coin Ci are positive so that they can be identified with ρ2i.
Notice that |ci11| = |ci22| and |ci12| = |ci21| due to the unitarity of Ci.
The coin Ci will be called trivial when c
i
11 = c
i
22 = 0 and non trivial
otherwise. If some coin is trivial then the transition matrix U becomes
a direct sum of two unitary matrices. In what follows we will assume
that every coin is non trivial, otherwise the QRW splits directly into
independent simpler ones in the basis of pure states.
Now, a simple change of phases in the basis transforms U in a CMV
matrix: if eiσ
j
k is the phase of cjkk then it is easy to check that C = Λ†UΛ
is a doubly infinite CMV matrix where Λ = diag(. . . , λ−1, λ0, λ1, . . . )
is given by λ2j+2 = e
−iσj
1λ2j and λ2j+1 = e
iσj
2λ2j−1 with λ−1 = λ0 = 1.
The corresponding Verblunsky parameters are
α2j = c
j
21
λ2j
λ2j−1
, α2j+1 = 0,
so that ρ2j = |cj11| are positive.
As in the previous example on all the integers, we can do a folding
trick to transform the doubly infinite transition matrix in a semi-infinite
one. The appropriate ordering of the pure states to obtain a banded
semi-infinite matrix as narrow as possible is
(29)
|0〉 ⊗ |↑〉, | − 1〉 ⊗ |↓〉, | − 1〉 ⊗ |↑〉, |0〉 ⊗ |↓〉,
|1〉 ⊗ |↑〉, | − 2〉 ⊗ |↓〉, | − 2〉 ⊗ |↑〉, |1〉 ⊗ |↓〉,
. . . . . . . . . . . .
which combines in a suitable way the orderings
|0〉 ⊗ |↑〉, | − 1〉 ⊗ |↑〉, |1〉 ⊗ |↑〉, | − 2〉 ⊗ |↑〉, . . .
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and
| − 1〉 ⊗ |↓〉, |0〉 ⊗ |↓〉, | − 2〉 ⊗ |↓〉, |1〉 ⊗ |↓〉, . . .
used in the example discussed in Section 6. The reason for this choice
is that, in contrast to that case, up and down states do not decouple
now and we must interlace their orderings.
Let us denote by U ,C,Λ the result of performing such a reordering
on U, C,Λ. Then, C = Λ†UΛ, with Λ diagonal unitary and U ,C with
a 2×2-block CMV structure. Moreover, C is exactly such a block CMV
matrix, and its matrix Verblunsky parameters (αj)
∞
j=0 are
α2j =
(
0 −α−2j−2
α2j 0
)
, α2j+1 = 0,
where (αj)j∈Z are the Verblunsky parameters of C. Explicitly,
(30) C =

α
†
0 0 ρ
L
0
ρR0 0 −α0 0
0 α†2 0 0 ρ
L
2
ρR2 0 0 −α2 0
0 α†4 0 0 ρ
L
4
ρR4 0 0 −α4 0
. . .
. . .
. . .
. . .
. . .

.
The positive definite matrices ρR2j ,ρ
L
2j are given by
ρR2j =
(
ρ2j−2 0
0 ρ2j
)
, ρL2j =
(
ρ2j 0
0 ρ2j−2
)
Summarizing, the class of QRWs on the integers with arbitrary non
trivial quantum coins can be described either by using doubly infinite
CMV matrices or 2 × 2-block CMV matrices, in both cases the odd
Verblunsky parameters vanish. The interest of these results is that
they allow us to obtain for some examples of these QRWs a KMcG
formula in terms of matrix valued Szego˝ polynomials.
Such a KMcG formula comes from the fact that the block CMV ma-
trix C has an associated vector x = (1,x1,x2, . . . )
T of left orthonor-
mal Laurent polynomials satisfying Cx(z) = zx(z). Let Λj be the
2 × 2 diagonal blocks of Λ = diag(Λ0,Λ1, . . . ). Then, Λ0 = 1 and
UX(z) = zX(z) for X = (1,X1,X2, . . . )
T defined by Xj = Λjxj .
Besides, (Xj)
∞
j=0 is left orthonormal with respect to the orthogonality
measure µ of (xj)
∞
j=0 (i.e., (Xj)
∞
j=0 and (xj)
∞
j=0 are left orthonormal
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Laurent polynomials for the same measure with different normaliza-
tions). In consequence,∫
T
znXj(z)dµ(z)Xk(z)
† =
∞∑
l=0
∫
T
(Un)j,lX l(z)dµ(z)Xk(z)
† = (Un)j,k,
which can be interpreted as a KMcG formula for the related QRW
on the integers. Here (Un)j,k stands for the 2 × 2 blocks making up
Un = ((Un)j,k)
∞
j,k=0, i.e.,
(31)
(Un)2j,2k =
(
unj↑,k↑ u
n
j↑,−(k+1)↓
un−(j+1)↓,k↑ u
n
−(j+1)↓,−(k+1)↓
)
,
(Un)2j,2k+1 =
(
unj↑,−(k+1)↑ u
n
j↑,k↓
un−(j+1)↓,−(k+1)↑ u
n
−(j+1)↓,k↓
)
,
(Un)2j+1,2k =
(
un−(j+1)↑,k↑ u
n
−(j+1)↑,−(k+1)↓
unj↓,k↑ u
n
j↓,−(k+1)↓
)
,
(Un)2j+1,2k+1 =
(
un−(j+1)↑,−(k+1)↑ u
n
−(j+1)↑,k↓
unj↓,−(k+1)↑ u
n
j↓,k↓
)
,
unj,k being the probability amplitude to go from the pure state j to the
pure state k in n steps.
The measure µ and the orthonormal Laurent polynomials (Xj)
∞
j=0
in the above KMcG formula will be called the measure and orthonormal
Laurent polynomials associated with the related QRW on the integers.
8. QRWs with a constant coin
The Hadamard QRW is an example of the QRWs described in the
previous section. It corresponds to a constant coin Ci = H given by
(32) H =
1√
2
(
1 1
1 −1
)
.
The Hadamard QRW is an example of an unbiased QRW, i.e., a QRW
with a constant coin such that all the allowed transitions are equiprob-
able.
We will consider in this section a more general class of QRWs on
the integers: those which have an arbitrary constant (unitary) coin
(33) Ci = C =
(
c11 c12
c21 c22
)
.
Identifying C with the operator on the spin state space given by
(34) C|↑〉 = c11|↑〉+ c21|↓〉, C|↓〉 = c12|↑〉+ c22|↓〉,
the QRW evolution operator can be written S ⊗ C with S as in (27).
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Let eiσk be the phase of ckk. According to the previous discussion,
the doubly infinite transition matrix is U = ΛCΛ†, where
Λ = diag(. . . , λ−1, λ0, λ1, . . . ), λ2j = e−ijσ1, λ2j−1 = eijσ2 ,
and C is the doubly infinite CMV matrix with Verblunsky parameters
α2j−1 = 0, α2j = c21e−i2jϑ, ϑ =
1
2
(σ1 + σ2).
The semi-infinite form U of this transition matrix can be factorized
as U = ΛCΛ† with Λ = diag(1,Λ1,Λ2, . . . ) given by
Λ2j−1 =
(
eijσ1 0
0 eijσ2
)
, Λ2j = Λ
†
2j−1,
and C the 2× 2-block CMV matrix with Verblunsky parameters αj =
Aje
−i(j+1)ϑ, where
Aj =
{
0 odd j,
A even j,
A =
(
0 −a
a 0
)
, a = c21e
iϑ.
The Verblunsky parameters αj are simultaneously unitarily diago-
nalizable because
P †AP =
(
i|a| 0
0 −i|a|
)
, P =
1√
2
(
1 −i a|a|
−i a|a| 1
)
.
Hence, we can use the infinite matrix P = diag(P, P, P, . . . ) to trans-
form C into a new block CMV matrix C(0) = P †CP with diagonal
Verblunsky parameters α
(0)
j given by
α
(0)
j =
(
α
(0)
j 0
0 −α(0)j
)
, α
(0)
j = aje
−i(j+1)ϑ,
where
(35) aj =
{
0 odd j,
i|a| even j.
This means that, although the pure states do not decouple, there
is a basis in which the QRW decouples in two independent ones corre-
sponding to scalar CMV matrices with Verblunsky parameters ±α(0)j .
More precisely, let x±j and µ± be the orthonormal Laurent polyno-
mials and measure associated with the Verblunsky parameters ±α(0)j .
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Since U = QC(0)Q†, Q = ΛP , we find that UX(z) = zX(z) for
X = (1,X1,X2, . . . )
T defined by
Xj = Λjxj , xj = P
(
x+j 0
0 x−j
)
P †,
and Xj are left orthonormal with respect to the same matrix measure
µ as xj , that is,
µ = P
(
µ+ 0
0 µ−
)
P †.
Therefore,
(36)
∫
T
znXj(z) dµ(z)Xk(z)
† = (Un)j,k,
which will yield a KMcG formula for the QRW with a constant coin on
the integers once the measure µ and the orthonormal Laurent polyno-
mials Xj are obtained in Section 10.
So far, we have split a QRW on the integers with a constant coin
into two QRWs on the non-negative integers. Now, to obtain a KMcG
formula we just need to compute the scalar orthonormal Laurent poly-
nomials x±j and the corresponding scalar orthogonality measures µ±.
Moreover, the corresponding Verblunsky coefficients are ±aje−i(j+1)ϑ
with aj given in (35), hence (12) shows that µ± can be obtained rotat-
ing by an angle ϑ the measure with Verblunsky parameters
(37) ± i|a|, 0, ±i|a|, 0, ±i|a|, 0, . . . (|a| = |c21|)
Explicitly, from (12) and (13) we find that
(38)
dµ(z) = dµˆ(e−iϑz), µˆ = P
(
µˆ+ 0
0 µˆ−
)
P †,
Xj(z) = Λˆjxˆj(e
−iϑz), xˆj = P
(
xˆ+j 0
0 xˆ−j
)
P †,
Λˆ2j−1 =
(
eij(σ1−σ2)/2 0
0 eij(σ2−σ1)/2
)
, Λˆ2j = Λˆ
†
2j−1,
where xˆ±j and µˆ± are the orthonormal Laurent polynomials and mea-
sures with Verblunsky parameters (37). Hence, the matrix Carathe´odory
function F of µ is related to the Carathe´odory functions Fˆ± of µˆ± by
(39) F (z) = Fˆ (e−iϑz), Fˆ = P
(
Fˆ+ 0
0 Fˆ−
)
P †.
A CMV matrix with the Verblunsky parameters (37) can be un-
derstood as the transition matrix of a QRW with a constant coin on
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the non-negative integers. Thus, a QRW with a constant coin on the
integers always splits in two QRWs with constant coins on the non-
negative integers. Such a splitting is not initially obvious since it takes
place in a basis of mixed states.
It is worth to remark that the block CMV matrix related to a
constant coin C on the integers depends only on the modulus of the
entries of C (one of them determines the others by unitarity). This
means that QRWs on the integers with a constant coin do not depend
essentially on the phases of its entries. For an unbiased QRW all the
entries of the coin C have equal modulus, so |a| = |c21| = 1/
√
2 due to
the unitarity of C. The Hadamard QRW is therefore just a canonical
example of unbiased QRW on the integers.
Bearing in mind that we are reducing the problem on the integers to
two problems on the non-negative integers, in the next section we will
discuss completely the QRWs with a constant coin on the non-negative
integers.
9. QRWs with a constant coin on the non-negative
integers
QRWs with a constant coin on the non-negative integers are a pre-
liminary step to complete the discussion of QRWs on the integers. Be-
sides, these QRWs have their own interest because they present special
features that do not appear for QRWs on the integers.
Let us suppose that we order the pure states on the non-negative
integers as in (26). A unitary matrix like
U =

c021 0 c
0
11
c022 0 c
0
12 0
0 c121 0 0 c
1
11
c122 0 0 c
1
12 0
0 c221 0 0 c
2
11
c222 0 0 c
2
12 0
. . .
. . .
. . .
. . .
. . .

can be understood as the transition matrix for a QRW on the non-
negative integers with arbitrary (unitary) coins Ci as in (28) for i =
0, 1, 2, . . . .
A constant coin C corresponds to the operator S+⊗C where S+ is
given in (25) and C is identified with the operator (34).
Exactly as in to Section 7, even in the case of (non trivial) distinct
coins, a simple change of phases in the basis reduces U to a scalar CMV
matrix with null odd Verblunsky coefficients: C = Λ†UΛ is CMV for
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Λ = diag(λ0, λ1, . . . ) given by λ2j+2 = e
−iσj
1λ2j, λ2j+1 = e
iσj
2λ2j−1 with
λ−1 = λ0 = 1 and eiσ
j
k the phase of cjkk. Its Verblunsky parameters are
given again by
α2j = c
j
21
λ2j
λ2j−1
, α2j+1 = 0,
so that ρ2j = |cj11| are positive.
If µ and xj are the measure and orthonormal Laurent polynomials
associated with C, then UX(z) = zX(z) with X = (1, X1, X2, . . . )T
and Xj = λjxj . Since µ makes the polynomials Xj orthonormal too,
(40)
∫
T
znXj(z)Xk(z) dµ(z) = (U
n)j,k,
which is a KMcG formula for a QRW with arbitrary distinct coins on
the non-negative integers.
The above formula simply says that the transition matrix U has
been identified as a matrix representation of the unitary multiplication
operator Uµ on L
2
µ(T) given by (5).
The measure µ and the orthonormal Laurent polynomials Xj in
(40) will be called the measure and orthonormal Laurent polynomials
associated with the related QRW on the non-negative integers.
Following the arguments and notation of Section 8 we can see that
a constant coin C leads to a rotation of the case associated with a CMV
matrix with Verblunsky parameters
(41) a, 0, a, 0, a, 0, . . . (a = c21e
iϑ)
In contrast to (37), the even Verblunsky parameters in (41) can have
an arbitrary phase which comes from the phases of the coefficients of
the coin. Hence, we should expect a stronger influence of the phases
of the coin for constant coins on the non-negative integers compared
to the same situation on the integers. This will bring in new possibili-
ties when discussing the semi-infinite version of the Hadamard QRW,
corresponding to |a| = 1/√2.
To be more precise, if Λ = diag(λ0, λ1, . . . ), λ2j = e
−ijσ1, λ2j−1 =
eijσ2 , then C = Λ†UΛ is a CMV matrix whose measure µ is obtained by
rotating by an angle ϑ the measure µˆ with Verblunsky parameters (41).
If xj and xˆj are the orthonormal Laurent polynomials associated with µ
and µˆ respectively, we know from (13) that x2j−1(z) = e−ijϑxˆ2j−1(e−iϑz)
and x2j(z) = e
ijϑxˆ2j(e
−iϑz). So, according to the previous discussion,
the Laurent polynomials
(42) Xj(z) = λjxj(z) = λˆj xˆj(e
−iϑz), λˆ2j−1 = λˆ2j = eij(σ2−σ1)/2,
MATRIX VALUED POLYNOMIALS AND QUANTUM RANDOM WALKS 29
are orthonormal with respect to µ, satisfy UX(z) = zX(z), X =
(1, X1, X2, . . . )
T , and provide the KMcG formula (40), which can be
rewritten as
(43) (Un)j,k = e
inϑ λˆj
λˆk
∫
T
znxˆj(z) xˆk(z) dµˆ(z).
To get from (40) a KMcG formula for the QRWs with a constant
coin on the non-negative integers we simply need xˆj and µˆ, which are
calculated in an appendix at the end of the paper. The main results
from the appendix are summarized now:
An expression for the orthonormal Laurent polynomials is given by
xˆ2j−1(z) = Uj(y)− ρ−1(z + a)Uj−1(y),
xˆ2j(z) = Uj(y)− ρ−1(z−1 + a)Uj−1(y),
y =
1
2ρ
(z + z−1),
with ρ =
√
1− |a|2 and Uj the second kind Chebyshev polynomials
given by (4). In particular, xˆ2j(z) = xˆ2j−1(1/z).
On the other hand, the measure is given by
dµˆ(eiθ) = w(θ)
dθ
2pi
+Mδ(θ − β)dθ,
w(θ) =
√
sin2 θ − sin2 η
| sin θ − sin β| , θ ∈ [η, pi − η] ∪ [η − pi,−η],
M =
|Rea|√
1− |Ima|2 =
√
sin2 η − sin2 β
| cosβ| ,
where the angles η ∈ [0, pi/2) and β ∈ (−pi, pi] are defined by means of
sin η = |a|, sin β = −Ima, sign(cos β) = sign(Rea).
The corresponding Carathe´odory function is F (z) = Fˆ (e−iϑz) where
Fˆ (z)=−
√
(z − z−1)2 + 4|a|2 + 2Rea
z − z−1 + 2iIma =−
z − z−1 − 2iIma√
(z − z−1)2 + 4|a|2 − 2Rea.
Now that we have all the ingredients that enter in the integral in
(43), notice that the only parameter that appears in it is the value
of the complex number a. The parameter ϑ as well as the individual
values of σ1, σ2 have an effect on (U
n)j,k but this appears only as a
factor in front of the integral on the right hand side.
The measure dµ(z) = dµˆ(e−iϑz) appearing in (40) has in general
a continuous weight plus a Dirac delta. The weight is supported on
two symmetric arcs of angular amplitude 2η centered at ±ieiϑ. The
mass point is located outside of the support of the weight and it is
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absent only when a is imaginary, which holds exactly when the coin is
symmetric (c12 = c21).
While the location of the weight only depends on |a| = |c21|, its form
and the location and mass of the Dirac delta also depend on the phase
of a = c21e
iϑ. Therefore, the phases of the coin C have a remarkable
influence in the semi-infinite QRWs with a constant coin, in marked
contrast to the case of the integers.
10. QRWs with a constant coin on the integers
The results of the previous section permit us to complete the analy-
sis of the QRWs with a constant coin on the integers. Let us remember
the notation: C = (cjk)j,k=1,2 is the constant coin, e
iσk the phase of ckk,
ϑ = (σ1 + σ2)/2 the angle of rotation, a = c21e
iϑ and ρ =
√
1− |a|2.
The matrix ingredients Xj, µ of the KMcG formula (36) are given
by (38) in terms of the scalar ones xˆ±j , µˆ± with Verblunsky parame-
ters ±i|a|, 0, ±i|a|, 0, . . . , a specialization for a imaginary of the case
a, 0, a, 0, . . . analyzed in the appendix. This is precisely the case
where the mass point disappears, so we can anticipate that the matrix
measure for a constant coin on the integers is always given exclusively
by a continuous matrix weight.
Combining the results of Section 8 and the appendix we get the
following expressions for the scalar objects
Fˆ±(z) = −
√
(z − z−1)2 + 4|a|2
z − z−1 ± 2i|a| = −
z − z−1 ∓ 2i|a|√
(z − z−1)2 + 4|a|2 ,
dµˆ±(eiθ) = w±(θ)
dθ
2pi
, w±(θ) =
√
sin θ ∓ sin η
sin θ ± sin η ,
θ ∈ [η, pi − η] ∪ [η − pi,−η], sin η = |a|, η ∈ [0, pi/2),
x±2j−1(z) = Uj(y)− ρ−1(z ± i|a|)Uj−1(y),
x±2j(z) = x2j−1(1/z),
y =
1
2ρ
(z + z−1),
so that the matrix objects in (38) and (39) are given by
F (z) = Fˆ (e−iϑz),
Fˆ (z) =
−1√
(z − z−1)2 + 4|a|2
(
z − z−1 2a
−2a z − z−1
)
,
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dµ(z) = dµˆ(e−iϑz), dµˆ(eiθ) =W (θ)
dθ
2pi
,
W (θ) =
1√
sin2 θ − sin2 η
(| sin θ| ∓ia
±ia | sin θ|
)
if
{
θ ∈ [η, pi − η],
θ ∈ [η − pi,−η],
Xj(z) = Λˆjxˆj(e
−iϑz), Λˆ2j−1 =
(
eij(σ1−σ2)/2 0
0 eij(σ2−σ1)/2
)
= Λˆ†2j,
xˆ2j−1(z) = 1Uj(y)− 1
ρ
(
z −a
a z
)
Uj−1(y), xˆ2j(z) = xˆ2j−1(1/z)†.
The expression for the polynomials Xj can be compared to the one
at the end of Section 2.
11. The Hadamard QRW versus other unbiased QRWs
The Hadamard QRW is the unbiased QRW on the integers with
constant coin (32). Applying the results of the previous section to this
case gives
F (z) =
1√
1 + z4
(
1 + z2
√
2z√
2z 1 + z2
)
,
dµ(eiθ) =
1√
cos 2θ
(√
1 + cos 2θ ±1
±1 √1 + cos 2θ
)
dθ
2pi
if
{
θ ∈ [−pi
4
, pi
4
],
θ ∈ [3pi
4
, 5pi
4
],
X2j−1(z) =
(
(−i)j 0
0 ij
){
1Uj(y
∗) + i
(√
2z −1
−1 √2z
)
Uj−1(y
∗)
}
,
X2j(z) =X2j−1(1/z),
where, here and below,
y∗ =
z − z−1√
2i
,
and the square root
√
1 + z4 is the analytic branch with value 1 at the
origin. Notice that the measure µ is symmetric with respect to the
real line and the matrix coefficients of the Laurent polynomials Xj are
real.
We can compare this case with a semi-infinite version with the same
constant coin (32). Taking into account Section 9, the coin (32) yields
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on the non-negative integers
F (z) =
√
1 + z4
1−√2z + z2 =
1 +
√
2z + z2√
1 + z4
,
dµ(eiθ) =
√
1 + cos 2θ ± 1√
cos 2θ
dθ
2pi
if
{
θ ∈ [−pi
4
, pi
4
],
θ ∈ [3pi
4
, 5pi
4
],
X2j−1(z) = i
j{Uj(y∗) + i(
√
2z − 1)Uj−1(y∗)},
X2j(z) = (−1)jX2j−1(1/z).
We can observe the similarity between the Hadamard QRW and its
version on the non-negative integers. Again, the measure µ is given by
a symmetric weight and the Laurent polynomials Xj have real coeffi-
cients.
However, this similarity goes away for other unbiased QRWs. Con-
sider for instance the constant equiprobable coin
(44) C =
1√
2
(
1 −i
i −1
)
.
Section 10 gives for the corresponding QRW on the integers
F (z) =
1√
1 + z4
(
1 + z2 i
√
2z
−i√2z 1 + z2
)
,
dµ(eiθ) =
1√
cos 2θ
(√
1 + cos 2θ ±i
∓i √1 + cos 2θ
)
dθ
2pi
if
{
θ ∈ [−pi
4
, pi
4
],
θ ∈ [3pi
4
, 5pi
4
],
X2j−1(z) =
(
(−i)j 0
0 ij
){
1Uj(y
∗) + i
(√
2z −i
i
√
2z
)
Uj−1(y∗)
}
,
X2j(z) =X2j−1(1/z).
As in the Hadamard QRW, the measure µ is given by a weight which
is symmetric with respect to the real line.
From Section 9, the same constant coin (44) yields for the non-
negative integers
F (z) =
√
1 + z4 − i√2z
1 + z2
=
1 + z2√
1 + z4 + i
√
2z
,
dµ(eiθ) =
√
cos 2θ
1 + cos 2θ
dθ
2pi
+
1√
2
δ(θ − pi
2
)dθ, θ ∈ [−pi
4
, pi
4
] ∪ [3pi
4
, 5pi
4
],
X2j−1(z) = ij{Uj(y∗) + i(
√
2z + i)Uj−1(y∗)},
X2j(z) = (−1)jX2j−1(1/z).
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The differences between the infinite and the semi-infinite versions
of this unbiased QRW are evident. On the non-negative integers the
weight is symmetric with respect to the real line, but there is also a
mass point which destroys such a symmetry for the full measure.
The similarities and differences observed above regarding the ingre-
dients of the KMcG formulas for different QRWs reveal how close or
far their probabilistic behaviours are from each other. To make this
more evident let us obtain the probability amplitudes unj,k for a n-step
transition between certain states j, k in the different examples.
For the examples on the integers, according to (31),
(Un)0,0 =
(
un0↑,0↑ u
n
0↑,−1↓
un−1↓,0↑ u
n
−1↓,−1↓
)
.
Due to the translation invariance of any QRW with a constant coin
on the integers, (Un)0,0 gives the probability amplitudes u
n
k↑,k↑, u
n
k↓,k↓,
unk↑,(k−1)↓ and u
n
k↓,(k+1)↑ for any k.
On the other hand, the KMcG formula (36) states that (Un)0,0 =∫
T
zn dµ(z) = µn are the moments of the related measure, which, fol-
lowing (24), are provided by the McLaurin series of the Carathe´odory
function F .
For the Hadamard QRW on the integers the expression of F gives,
apart from the trivial moment µ0 = 1,
µ4m = µ4m+2 =
cm
2
1, µ4m+1 =
cm√
2
(
0 1
1 0
)
, µ4m+3 = 0,
where
(45) c0 = 1, cn = (−1)n
n∏
k=1
(
1− 1
2k
)
, n ≥ 1,
are the coefficients of the series 1/
√
1 + z =
∑∞
n=0 cnz
n. Hence,
unk↑,k↑ = u
n
k↓,k↓ =
{
cm
2
n=4m,4m+2,
0 n=2m+1,
unk↑,(k−1)↓ = u
n
k↓,(k+1)↑ =
{
cm√
2
n=4m+1,
0 n=2m,4m+3,
The non-diagonal elements of
(Un)1,0 =
(
un−1↑,0↑ u
n
−1↑,−1↓
un0↓,0↑ u
n
0↓,−1↓
)
,
permit us to complete the description of the n-step transition ampli-
tudes between the spin states at the same site. From (36) and the
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expression of the polynomials Xk for the Hadamard QRW we get
(Un)1,0 =
∫
T
X1(z)z
ndµ =
∫
T
{(
0 −1
1 0
)
+
√
2
(
1 0
0 −1
)
z−1
}
zndµ
=
(
0 −1
1 0
)
µn +
√
2
(
1 0
0 −1
)
µn−1,
thus, the values of the Hadamard moments give
unk↑,k↓ = −unk↓,k↑ =

− cm
2
n=4m,
cm
2
n=4m+2,
0 n=2m+1,
unk↑,(k+1)↑ = −unk↓,(k−1)↓ =
{
0 n=2m,4m+1,
cm√
2
n=4m+3,
except for u1k↑,(k+1)↑ = −u1k↓,(k−1)↓ = 1/
√
2.
In the Hadamard example, all the n-step transitions between pure
spin states for the same site are forbidden for odd n (except for n = 1),
while for even n we find probabilities |cm|2/4 if n = 4m, 4m + 2. The
same result holds for any other unbiased QRW on the integers due to
the similarity between the corresponding Carathe´odory functions and
orthonormal Laurent polynomials.
Consider now the Hadamard coin on the non-negative integers.
From the McLaurin series of the associated Carathe´odory function and
(15) we find that, apart from µ0 = 1, the related moments are
µ4m = µ4m+2 =
cm
2
, µ4m+1 =
cm√
2
, µ4m+3 = 0.
The KMcG formula (40) and the expression X1(z) = 1−
√
2z−1 for
the first orthonormal Laurent polynomial yield
(Un)0,0 = µn, (U
n)1,1 = 3µn −
√
2µn+1 −
√
2µn−1,
(Un)1,0 = µn −
√
2µn−1, (Un)0,1 = µn −
√
2µn+1.
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Therefore,
un0↑,0↑ =

cm
2
n=4m,4m+2,
cm√
2
n=4m+1,
0 n=4m+3,
un0↓,0↓ =

cm
2
n=4m,4m+2,
cm√
2
n=4m+1,
− cm+cm+1√
2
n=4m+3,
un0↑,0↓ =

− cm
2
n=4m,
0 n=4m+1,
cm
2
n=4m+2,
− cm+1√
2
n=4m+3,
un0↓,0↑ =

cm
2
n=4m,
0 n=4m+1,
− cm
2
n=4m+2,
− cm√
2
n=4m+3,
except for u10↓,0↓ = 0 and u
1
0↓,0↑ = −1/
√
2.
The above results show that, concerning the n-step transitions be-
tween pure spin states at site 0, the Hadamard coin on the non-negative
integers has the same probability amplitudes as the Hadamard coin on
the integers for even n, while for odd n some of the transitions remain
forbidden.
On the other hand, the Carathe´odory function for the unbiased
QRW on the non-negative integers with coin (44) yields, apart from
µ0 = 1, the moments
µ4m =
dm
2
, µ4m+1 =
i√
2
, µ4m+2 = −dm
2
, µ4m+3 = − i√
2
,
where dn are the coefficients of
√
1 + z/(1 − z) = ∑∞n=0 dnzn, so that√
1 + z2/(1 + z) =
∑∞
n=0 dn(z
2n − z2n+1). Explicitly,
(46)
dn = cˆ0 + cˆ1 + · · ·+ cˆn,
√
1 + z =
∞∑
n=0
cˆnz
n,
cˆ0 = 1, cˆ1 =
1
2
, cˆn =
(−1)n−1
2
n∏
k=2
(
1− 3
2k
)
, n ≥ 2.
Introducing X1(z) = −(i+
√
2z−1) in the KMcG formula (40) gives
(Un)0,0 = µn, (U
n)1,1 = 3µn + i
√
2µn+1 − i
√
2µn−1,
(Un)1,0 = −(iµn +
√
2µn−1), (Un)0,1 = iµn −
√
2µn+1.
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Hence,
un0↑,0↑ =

dm
2
n=4m,
i√
2
n=4m+1,
−dm
2
n=4m+2,
− i√
2
n=4m+3,
un0↓,0↓ =

3dm−4
2
n=4m,
i3−2dm√
2
n=4m+1,
−3dm−4
2
n=4m+2,
−i3−dm−dm+1√
2
n=4m+3,
un0↑,0↓ =

−i2−dm
2
n=4m,
dm−1√
2
n=4m+1,
i2−dm
2
n=4m+2,
−dm+1−1√
2
n=4m+3,
un0↓,0↑ =

i2−dm
2
n=4m,
−dm−1√
2
n=4m+1,
−i2−dm
2
n=4m+2,
dm−1√
2
n=4m+3,
except for u10↓,0↓ = 0 and u
1
0↓,0↑ = −1/
√
2.
The probability amplitudes of this example are quite different from
those of the Hadamard coin on the non-negative integers. They also
show quite a different behaviour when compared to any unbiased QRW
on the integers, including the case of the same coin (44). In particular,
if n ≥ 2, this example has no forbidden n-step transitions between the
pure spin states at site 0. This is due to the inequality d2 < dn < d1
for n ≥ 3, which is a consequence of (46) and the fact that |cˆn| is
decreasing and cˆn has alternating signs for n ≥ 1.
12. Asymptotics of QRWs
In Sections 7 and 9 we have seen that the transition matrix of any
QRW (on Z ≥ 0 or Z) with non trivial distinct coins has an asso-
ciated (scalar or 2 × 2-matrix valued) measure. As in the previous
section, the corresponding Carathe´odory function allows us to com-
pute the moments of the measure which, with the aid of the related
orthonormal Laurent polynomials, provide through the KMcG formula
the amplitudes of the n-step transitions for any value of n. This opens
the possibility of studying the asymptotic behaviour of such amplitudes
when n goes to infinity.
Several different authors have obtained specific asymptotic results,
mainly in the case of the Hadamard walk, by using different methods.
For a very good account, see [19]. We have not attempted any compar-
ison between our rather general results and the many detailed results
in the literature. The results in this section are given to indicate how
our method could be used for similar purposes.
For instance, in the case of the Hadamard coin on the non-negative
integers, as well as for any unbiased QRW on the integers, the nth
moment has zero limit when n goes to infinity because the coefficients
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cn in (45) satisfy limn→∞ cn = 0. Therefore, limn→∞ un0↑,0↑ = 0 in these
cases.
On the other hand, the unbiased QRW on the non-negative inte-
gers with coin (44) gives moments µn satisfying limn→∞ |µn| = 1/
√
2
because, from (46),
lim
n→∞
dn =
∞∑
k=0
cˆk =
√
1 + z
∣∣
z=1
=
√
2.
Hence, the probabilities for returning to the spin up 0-state, if the sys-
tem was originally in such a state, converge to a non-zero limit, i.e.,
limn→∞ |un0↑,0↑|2 = 1/2. Indeed, although the probability amplitudes
un0↑,0↑ = µn do not converge in this example, the quantities i
−nµn actu-
ally converge to 1/
√
2 when n goes to infinity.
The moments are given by only a few of the coefficients of the pow-
ers of the transition matrix U : the coefficient (0, 0) of Un is the scalar
moment µn in the case of the non-negative integers, while the coeffi-
cients (0, 0), (0,−1), (−1, 0) and (−1,−1) of Un provide the matrix
moment µn for a QRW on the integers. However, as we saw in the pre-
vious section, the rest of the transition amplitudes can be calculated
in terms of the moments using the KMcG formulas. In fact, according
to Sections 7 and 9, this should be possible, not only for QRWs with
a constant coin, but for any QRW with non trivial distinct coins. As
a consequence, for all these kinds of QRWs, the asymptotic behaviour
of the moments controls the asymptotic behaviour of the powers of
the transition matrix. This is the idea behind the result given in the
following proposition.
To get a better understanding of what is coming, we start with
some remarks. Looking at our examples, we have to deal with the
situation where the nth moment multiplied by some phase e−iθn is con-
vergent. As we will see, this condition is connected with the situa-
tion where e−iθn(Un)i,j is convergent for any i, j. Since the sequence
Un is uniformly bounded because Un is unitary for any n, the exis-
tence of limn→∞ e−iθn(Un)i,j for any i, j is equivalent to saying that
limn→∞ ψe−iθnUnη† exists for any row vectors ψ, η ∈ L2(I × S), which
defines the familiar weak convergence of operators, see [17, Chapter
III].
The weak limit U∞ = (U∞i,j ), U
∞
i,j = limn→∞ e
−iθn(Un)i,j, when it
exists, defines an operator on L2(I ×S) which provides the asymptotic
behaviour for n going to infinity of the n-step transition amplitude
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between any two states ψ, η because
lim
n→∞
(
ψUnη† − eiθnψU∞η†) = 0.
Although U∞ does not inherit in general the unitarity of Un, it has a
norm not greater than one because Un does so for any n.
Proposition 12.1. Let U be the transition matrix of a QRW on the
integers or the non-negative integers with arbitrary non trivial distinct
coins. Concerning the asymptotic behaviour as n goes to infinity of Un
and the nth moment of the related orthogonality measure, we have the
following results:
(1) Un converges weakly to zero if and only if the nth moment con-
verges to zero.
(2) For any sequence eiθn of phases, e−iθnUn has a non null weak
limit if and only if the nth moment multiplied by e−iθn converges
to a non null limit and limn→∞ ei(θn+1−θn) exists.
Proof. Consider a QRW on the integers. Let U be the 2×2-block five-
diagonal matrix obtained by performing the folding (29) on U . Then,
Un converges weakly to zero if and only if Un does so.
The KMcG formula obtained in Section 7 states that the 2 × 2-
blocks of Un are given by
(Un)i,j =
∫
T
znX i(z)dµ(z)X j(z)
†,
where X i are the corresponding orthonormal Laurent polynomials. If
X i(z) =
∑qi
k=pi
Ai,kz
k with 2× 2 matrix coefficients Ai,k, then
(Un)i,j =
qi∑
k=pi
qj∑
l=pj
Ai,kµn+k−lA
†
j,l.
This equality implies that limn→∞(U
n)i,j = 0 for any i, j exactly when
limn→∞µn = limn→∞(U
n)0,0 = 0, which proves (1).
Concerning (2), notice that e−iθnUn and e−iθnUn have a non null
weak limit simultaneously. Suppose that both limn→∞ e−iθnµn and
limn→∞ ei(θn+1−θn) exist. The above equality gives
e−iθn(Un)i,j =
qi∑
k=pi
qj∑
l=pj
ei(θn+k−l−θn)Ai,ke−iθn+k−lµn+k−lA
†
j,l.
If limn→∞ ei(θn+1−θn) = z0, then limn→∞ ei(θn+k−θn) = zk0 . Thus, the
previous identity shows that limn→∞ e−iθn(U
n)i,j exists for any i, j.
Moreover, if limn→∞ e−iθnµn 6= 0, then limn→∞ e−iθn(Un)i,j 6= 0 at
least for i = j = 0.
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Conversely, assume that limn→∞ e−iθn(U
n)i,j exists for any i, j and
is non null for some i, j. Then, limn→∞ e−iθnµn = limn→∞ e
−iθn(Un)0,0
exists and must be non null because otherwise limn→∞ e−iθn(U
n)i,j = 0
for any i, j due to (1). Denote by U∞ the (non null) weak limit of
e−iθnUn. Taking weak limits in Ue−iθnUn = ei(θn+1−θn)e−iθn+1Un+1 we
obtain UU∞ = limn→∞ ei(θn+1−θn)U∞, thus ei(θn+1−θn) must converge
because U∞ is not null.
The proof for a QRW on the non-negative integers is completely
analogous and even simpler because we do not need the folding. 
As a consequence of the previous results, the transition matrix of
any unbiased QRW on the integers converges weakly to zero, which
means that the amplitude of the n-step transition between any two
(finite or infinite) superposition of pure states converges to zero as n
goes to infinity. This is also true for the Hadamard coin on the non-
negative integers. On the contrary, the transition matrix U for the
unbiased QRW on the non-negative integers with coin (44) should be
such that i−nUn converges weakly to some non vanishing weak limit
U∞. Indeed, we can compute such a weak limit with the aid of the
following result.
Proposition 12.2. Let U be the transition matrix of a QRW on the
non-negative integers with arbitrary non trivial distinct coins. If, for
a sequence eiθn of phases, e−iθnUn has a non null weak limit U∞, the
related orthogonality measure µ has a mass point z0 to which e
i(θn+1−θn)
converges and
U∞ = µ∞X(z0)X(z0)†, µ∞ = lim
n→∞
e−iθnµn,
with X = (1, X1, X2 . . . )
T the associated column vector of orthonormal
Laurent polynomials and µn the moments of µ. Furthermore,
lim
n→∞
e−iθnzn0 =
µ∞
µ({z0}) ,
so that limn→∞ z
−n
0 µn = µ({z0}) and z−n0 Un converges weakly to
µ({z0})X(z0)X(z0)† = 1‖X(z0)‖2 X(z0)X(z0)
†,
which is the orthogonal projection onto the eigenspace of U associated
with the eigenvalue z0.
Proof. Suppose that e−iθnUn converges weakly to a non null limit U∞.
From Proposition 12.1 we know that limn→∞ e−iθnµn = µ∞ 6= 0 and
limn→∞ ei(θn+1−θn) = z0 ∈ T. The arguments at the end of the proof of
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such proposition yield the identity UU∞ = z0U∞. Thus, the non null
columns of U∞ must be eigenvectors of U with eigenvalue z0.
Let C be the CMV matrix related to U , and let x be the corre-
sponding column vector of orthonormal Laurent polynomials. Bearing
in mind that U = ΛCΛ† and X = Λx with Λ unitary diagonal, the
comments in Section 3 show that z0 must be a mass point of µ with
a mass given by µ({z0}) = 1/‖x(z0)‖2 = 1/‖X(z0)‖2. Moreover, the
eigenvectors of U with eigenvalue z0 must be spanned by X(z0), so the
columns of U∞ should be proportional to X(z0), i.e.,
U∞ = X(z0)Y, Y = (Y0, Y1, . . . ) ∈ L2(Z ≥ 0).
Notice that Y0 = U
∞
0,0 = limn→∞ e
−iθn(Un)0,0 = µ∞.
On the other hand, e−iθn(UT )n converges weakly to (U∞)T . The
unitarity of U implies that z0 must be an eigenvalue of U
T too, and
the corresponding eigenvectors must be spanned by X(z0). Therefore,
similar arguments to the previous ones show that
(U∞)T = X(z0)Z, Z = (Z0, Z1, . . . ) ∈ L2(Z ≥ 0),
with Z0 = µ∞.
Therefore, the matrix X(z0)Z must be equal to Y
TX(z0)
T . Identi-
fying the first column of both matrices gives Y T = Z0X(z0) = µ∞X(z0),
hence U∞ = µ∞X(z0)X(z0)†.
From U∞ = µ∞X(z0)X(z0)† we obtain
µ∞‖X(z0)‖4 = X(z0)†U∞X(z0) = lim
n→∞
X(z0)
†e−iθnUnX(z0) =
= lim
n→∞
e−iθnzn0 ‖X(z0)‖2,
which proves that limn→∞ e−iθnzn0 = µ∞‖X(z0)‖2 = µ∞/µ({z0}). The
rest of the identities follow easily from this equality. 
The second part of Proposition 12.2 asserts that, when e−iθnUn has
a non null weak limit, we can suppose without loss of generality that
eiθn is zn0 , with z0 the mass point of µ to which e
i(θn+1−θn) must converge
and, then, µ∞ becomes µ({z0}).
For instance, in the case of the unbiased QRW on the non-negative
integers with coin (44), limn→∞ i−nµn = 1/
√
2 is the mass of the only
mass point z0 = i of the corresponding measure. According to Propo-
sition 12.2, the weak limit U∞ of i−nUn is
U∞ =
1√
2
X(i)X(i)†, X = (1, X1, X2, . . . )T ,
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where Xk are the associated orthonormal Laurent polynomials given in
Section 11, so
X2j−1(i) = ij{Uj(
√
2)− (√2 + 1)Uj−1(
√
2)},
X2j(i) = (−1)jX2j−1(i) = X2j−1(i).
Recurrence (4) for the Chebyshev polynomials Uj implies that Uj(
√
2) =
2
√
2Uj−1(
√
2)− Uj−2(
√
2), hence
X2j(i) = i
j{(
√
2− 1)Uj−1(
√
2)− Uj−2(
√
2)} =
= ij(
√
2− 1){Uj−1(
√
2)− (
√
2 + 1)Uj−2(
√
2)} =
= i(
√
2− 1)X2j−2(i).
Therefore, X2j−1(i) = X2j(i) = (i(
√
2− 1))j and
U∞2j−1,2k−1 = U
∞
2j−1,2k = U
∞
2j−1,2k = U
∞
2j,2k =
ij−k√
2
(
√
2− 1)j+k.
This allows us to compute the asymptotic transition amplitude between
any two states. In particular, denoting limn→∞(an/bn) = 1 by an ∼n bn,
unj↑,k↑ ∼n
in+j−k√
2
(
√
2− 1)j+k, unj↓,k↓ ∼n
in+j−k√
2
(
√
2− 1)j+k+2,
unj↑,k↓ ∼n
in+j−k−1√
2
(
√
2− 1)j+k+1, unj↓,k↑ ∼n
in+j−k+1√
2
(
√
2− 1)j+k+1.
These asymptotic results give further indications of the different
probabilistic behaviour of an unbiased QRW when considered on the
non-negative integers or in all the integers.
13. Recurrence properties of QRWs
For a classical random walk there is an important notion that goes
back at least to G. Polya, see [26]. We say that a state is recurrent if,
having started there at the initial time, one returns to it with proba-
bility one. Otherwise we say that the state is transient. For a so-called
irreducible chain either all states are recurrent or they are all tran-
sient. A recurrent state is called positive recurrent if the expected
value for the time of (first) return to it is finite. When dealing with a
birth-and-death process on the non-negative integers the correspond-
ing orthogonality measure dm(x) has support in the interval [−1, 1]
and plays an important role in studying these notions.
For instance, the process is recurrent exactly when
(47)
∫ 1
−1
dm(x)
1− x =∞.
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Notice that this integral is the sum of all moments of the measure
dm(x) and that the nth moment is the probability of going from the
state 0 to itself in n steps.
The process returns to the origin in a finite expected time when the
measure has a mass at x = 1. The existence of
lim
n→∞
(P n)i,j
is equivalent to dm(x) having no mass at x = −1. If this is the case
this limit is positive exactly when dm(x) has some mass at x = 1.
In the classical case one gets a lot of milage out of the generating
function S(z) of the moments of dm(x) given by
S(z) =
∫ 1
−1
dm(x)
1− xz .
In particular the generating function G(z) of the sequence gn giving
the probability of a first return to the origin in n steps
G(z) =
∞∑
n=0
zngn
is related to S(z) by
G(z) = 1− 1
S(z)
.
Therefore we have that G(1) = 1 (indicating that one returns to
state 0 with probability one) exactly when S(1) is infinite as noticed
above. This relation allows us to compute the expected time to return
to state 0. This expected value is given by G′(1).
We are confident that these ideas and results should have a nat-
ural translation to the quantum case using the tools provided by the
orthonormal Laurent polynomials on the unit circle. Indeed, an ap-
proach to the asymptotics of the powers of the transition matrix using
such a machinery has been presented in the previous section.
We will see now that the notion of quantum recurrence can be de-
scribed nicely in terms of the Carathe´odory function introduced earlier,
which will play in the quantum case a similar role to the generating
function S(z) of the moments for a classical random walk. Neverthe-
less, the condition for the characterization of quantum recurrence will
be somewhat different from (47).
The study of the recurrence properties in the quantum case raises
special issues because a quantum measurement destroys the initial evo-
lution since the system collapses into a pure state when a measurement
is performed. Therefore, the notion of a return to a given state for the
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first time in a certain number of steps has to be interpreted with care
in the quantum case. Such an analysis in terms of a specific measure-
ment scheme, involving an ensemble of identically prepared QRWs, has
been proposed recently, see [30].
The bottom line of this analysis is that, in the quantum case, the
recurrence of a state is characterized by the divergence of the series of
probabilities to return to such a state in n steps. After the modifica-
tions which are necessary to make sense of the notion of recurrence in
the quantum case, this result is completely analogous to the classical
one. Its importance lies on the fact that the notion of a return to
a state in a certain number of steps is completely meaningful in the
quantum case and its probability can be computed using the transition
matrix of the QRW.
More precisely, following the interpretation of the quantum recur-
rence given in [30], a state ψ of a QRW with transition matrix U is
recurrent exactly when
(48)
∞∑
n=1
pn(ψ) =∞, pn(ψ) = |ψUnψ†|2,
where pn(ψ) stands for the probability to return to the state ψ in n
steps.
Consider a QRW on the non-negative integers with non trivial dis-
tinct coins. The recurrence of the state numbered as 0, i.e., the spin
up at site 0, is characterized by the divergence of
∑∞
n=1 |(Un)0,0|2 =∑∞
n=1 |µn|2. From the McLaurin series (15) of the related Carathe´odory
function F (z) we obtain∫ 2pi
0
|F (eiθ)|2 dθ
2pi
= 1 + 2
∞∑
n=1
|µn|2,
where F (eiθ) = limr↑1 F (reiθ), which exists for Lebesgue almost every
θ ∈ [0, 2pi), see [27, Chapter 17]. Therefore, |0〉⊗|↑〉 is recurrent exactly
when the radial limit of F (z) does not lie on L2dθ
2pi
(T).
The generalization of this result to an arbitrary state, as well as to
QRWs on the integers, is the purpose of the proposition below. In what
follows we write F (z) = F (z, dµ) when we need to make explicit the
measure corresponding to a Carathe´odory function, and similarly for
matrix valued Carathe´odory functions. Besides, we will assume that
any scalar or matrix valued Carathe´odory function is radially extended
Lebesgue almost everywhere on the unit circle (see [8] for the matrix
case).
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Proposition 13.1. Consider a QRW with non trivial distinct coins on
I = Z or Z ≥ 0.
(1) If I = Z ≥ 0, let µ be the related orthogonality measure and let
us number the states |0〉 ⊗ |↑〉, |0〉 ⊗ |↓〉, |1〉 ⊗ |↑〉, |1〉 ⊗ |↓〉, . . . as
|0〉, |1〉, |2〉, |3〉, |4〉, . . . . A state |Ψ〉 = ∑∞k=0 ψk|k〉 is transient
if and only if
F (z, |f |2dµ) ∈ L2dθ
2pi
(T), f =
∞∑
k=0
ψkXk,
where Xk are the corresponding orthonormal Laurent polynomi-
als.
(2) If I = Z, let µ be the related orthogonality matrix measure and
let us number the states |0〉⊗|↑〉, |−1〉⊗|↓〉, |−1〉⊗|↑〉, |0〉⊗|↓〉, . . . as
|0〉, |1〉, |2〉, |3〉, |4〉, . . . . A state |Ψ〉 = ∑∞k=0 ψk|k〉 is transient
if and only if
F (z, fdµf †) ∈ L2dθ
2pi
(T), f =
∞∑
k=0
(ψ2k, ψ2k+1)Xk,
where Xk are the corresponding matrix orthonormal Laurent
polynomials.
Proof. We will only prove (2) since the proof of (1) is similar and sim-
pler. Consider a QRW on the integers with non trivial distinct coins.
Let U be the semi-infinite transition matrix obtained performing the
folding (29) on the doubly infinite transition matrix U . The recurrence
of the state |Ψ〉 is equivalent to the divergence of ∑∞n=0 pn(ψ), where
pn(ψ) = |ψUnψ†|2 and ψ = (ψ0, ψ1, . . . ) is the wave function of |Ψ〉
corresponding to the same folding.
Denoting ψk = (ψ2k, ψ2k+1), the KMcG formula permits us to write
ψUnψ† =
∞∑
j,k=0
ψj(U
n)j,kψ
†
k =
∞∑
j,k=0
∫
T
znψjXj(z)dµ(z)Xk(z)ψ
†
k =
=
∫
T
znf (z)dµ(z)f (z)†, f =
∞∑
k=0
ψkXk.
The above equality identifies ψUnψ† as the nth moment of the scalar
measure fdµf †. Therefore, the same arguments given before the
proposition show that the divergence of
∑∞
n=0 |ψUnψ†|2 is equivalent
to F (z, fdµf †) /∈ L2dθ
2pi
(T). 
Notice that this proposition associates with any state a scalar func-
tion f ∈ L2µ(T) or a 2-dimensional vector valued function f ∈ L2µ(T),
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depending on whether the QRW is on Z ≥ 0 or Z, so that F (z, |f |2dµ)
and F (z, fdµf †) are both scalar Carathe´odory functions. We will refer
to f and f as the functions associated with the corresponding state.
The condition (47) for the classical recurrence at the origin depends
only on the behaviour of generating function S(z) of the moments at
z = 1. In contrast, the characterization of the quantum recurrence in
terms of Carathe´odory functions has to do with their global behaviour
on the whole unit circle.
Proposition 13.1 has the drawback that it is not given in terms
of the Carathe´odory function of the original measure associated with
the QRW, which is the one that we directly know, but in terms of
the Carathe´odory function of a modification of such a measure. The
following result shows that this problem can be overcome, at least
when analyzing the recurrence of a local state, i.e., a state which is a
superposition of a finite number of pure states.
Notice that the function associated with any local state is a scalar
Laurent polynomial f in the case Z ≥ 0, or a 2-dimensional vector
valued Laurent polynomial f in the case Z.
Proposition 13.2. For any positive definite d× d matrix valued mea-
sure µ and any d-dimensional vector valued Laurent polynomial f
F (z, fdµf †) ∈ L2dθ
2pi
⇔ f(z)F (z, dµ)f (z)† ∈ L2dθ
2pi
.
Proof. If f =
∑q
k=p akz
k, ak ∈ Cd, then
F (z, fdµf †) =
q∑
j,k=p
ajF j−k(z)a
†
k, F k(z) =
∫
T
t+ z
t− z t
kdµ(t).
Writing
t+ z
t− z t
k = (t+ z)tk−1 + z
t + z
t− z t
k−1
we find that
F k(z) = µk + µk−1z + zF k−1(z).
Bearing in mind that F 0(z) = F (z, dµ), the iteration of the above
equality yields F k(z) = Lk(z) + z
kF (z, dµ) for some matrix valued
Laurent polynomial Lk.
In consequence, F (z, fdµf †) = L(z)+f (z)F (z, dµ)f(z)† for some
scalar Laurent polynomial L. This relation proves the proposition. 
Although this proposition holds for matrix measures of arbitrary
dimension d, we will use it only for d = 1, 2, which are the cases related
to QRWs on Z ≥ 0 and Z. Combining this result and Proposition
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13.1 we see that the local transient states can be characterized by
|f |2F (z, dµ) ∈ L2dθ
2pi
(T) in Z ≥ 0 and f (z)F (z, dµ)f(z)† ∈ L2dθ
2pi
(T) in Z.
These alternative conditions provide a very practical way to de-
termine the local transient states: they must have as an associated
function a Laurent polynomial which cancels the singularities of the
Carathe´odory function which are responsible for the non integrability.
Remember that the state |0〉 ⊗ |↑〉 of a QRW on Z ≥ 0 is transient
exactly when F (z, dµ) ∈ L2dθ
2pi
(T). Then, |f(z)|2F (z, dµ) ∈ L2dθ
2pi
(T) for
any Laurent polynomial f , so we find the following direct consequence
of the previous results.
Corollary 13.1. The local states of a QRW on the non-negative inte-
gers with non trivial distinct coins are all transient if and only if the
state |0〉 ⊗ |↑〉 is transient.
Let us apply the previous results to the analysis of the recurrence
for the examples of QRWs given in Section 11.
Consider first the Hadamard coin on the non-negative integers. The
corresponding Carathe´odory function can be written as
F (z) =
√
(z + z0)(z + z0)
(z − z0)(z − z0) , z0 =
1√
2
(1 + i),
for some choice of the square root. |F |2 has two singularities on T: z0
and z0. Neither is Lebesgue integrable, so the state given by a spin up
at the origin is recurrent.
Local transient states are characterized by an associated Laurent
polynomial f such that |f |4|F |2 is Lebesgue integrable on T. There-
fore, the local transient states are those with an associated Laurent
polynomial vanishing at z0 and z0.
Any superposition of up and down states at site 0 has an associated
function lying in span{X0, X1} = span{1, z−1} = z−1span{1, z}. Such
a function can not cancel both singularities of F , thus any mixed spin
state at the origin is recurrent.
However, transient states can appear if we consider a mixing of
spin states at sites 0 and 1. The Laurent polynomial associated with
a state a |0〉 ⊗ |↑〉 + b |0〉 ⊗ |↓〉 + c |1〉 ⊗ |↑〉 is in span{X0, X1, X2} =
span{1, z−1, z2} = z−1span{1, z, z2}, so it can vanish at both, z0 and
z0. The Laurent polynomial related to such a state is a + bX1 + cX2,
so it is transient exactly when
a+ bX1(z0) + cX2(z0) = 0, a+ bX1(z0) + cX2(z0) = 0.
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Since X1(z) = 1 −
√
2z−1 and X2(z) = −X1(1/z) we find that the
solutions of the above equations are a = 0 and c = −b. This means
that the transient states with the referred form are spanned by
|0〉 ⊗ |↓〉 − |1〉 ⊗ |↑〉.
Following a similar reasoning, and using the form of the third or-
thonormal Laurent polynomial X3(z) = 1+
√
2(z−z−1)(1−√2z−1), it
is easy to obtain the transient states mixing all the up and down states
at sites 0 and 1. The result is that such transient states are those lying
in the span of
|0〉 ⊗ |↓〉 − |1〉 ⊗ |↑〉, |0〉 ⊗ |↑〉+ |1〉 ⊗ |↓〉.
Let us see what happens if we change the Hadamard coin by another
equiprobable coin like (44). Then, the Carathe´odory function
F (z) =
√
1 + z4 − i√2z
z2 + 1
has a single non integrable singularity at i because −i is a removable
one. Thus the spin up at the origin is recurrent once again.
However, in contrast with the Hadamard coin, this QRW has tran-
sient states at the origin. Such transient states a |0〉 ⊗ |↑〉+ b |0〉 ⊗ |↓〉
have an associated Laurent polynomial a + bX1 which must vanish at
i. Since X1(z) = −(
√
2z−1 + i) we find that a + bX1(i) = 0 is solved
by b = i(1 +
√
2)a, which shows that the states spanned by
|0〉 ⊗ |↑〉+ i(1 +
√
2) |0〉 ⊗ |↓〉
are transient.
We can also look for the transient states mixing the spin states at
sites 0 and 1. Using the fact that X2(z) = −X1(1/z) and X3(z) =
1 + i
√
2(z − z−1)(i√2z−1 − 1) we obtain a 3-dimensional subspace of
transient states a |0〉 ⊗ |↑〉+ b |0〉 ⊗ |↓〉+ c |1〉 ⊗ |↑〉+ d |1〉 ⊗ |↓〉 given
by the equation
a+ i(
√
2− 1)(b+ c) + (i(
√
2− 1))2d = 0.
The QRWs analyzed above are archetypical examples of QRWs on
the non-negative integers with a non trivial constant coin. They show
the two possible recurrence behaviours, if one leaves aside the singular
case of a diagonal coin, which is related to null Verblunsky parameters.
If the coin is symmetric the QRW is associated with an imaginary
parameter a = c21e
iϑ. Then, the expression of the Carathe´odory func-
tion F given in Section 9 shows that |F |2 has two non integrable sin-
gularities on the unit circle. Indeed, like in the Hadamard case, F 2 is a
quotient of two coprime polynomials of degree 2 with their roots on T
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Hence, the recurrence properties for a (non trivial and non diagonal)
symmetric coin on the non-negative integers are qualitatively similar
to those obtained for the Hadamard one. In particular, any state at
site 0 is recurrent for such a coin.
On the contrary, a non symmetric coin is related to a parameter
a = c21e
iϑ with a non null real part. The corresponding Carathe´odory
function F has only one non removable singularity z0 on the unit circle.
More precisely, F (z) = F0(z)/(z − z0) with |F0|2 integrable on T and
F0(z0) 6= 0, exactly as for the coin (44). Therefore, the recurrence prop-
erties for the coin (44) are qualitatively the same as for any other (non
trivial and non diagonal) non symmetric coin on the non-negative in-
tegers. For instance, these coins always have a 1-dimensional transient
subspace at site 0.
Finally, consider the Hadamard coin on the integers. Just as in the
case of the Hadamard coin on the non-negative integers, the Carathe´odory
function
F (z) =
1√
1 + z4
F 0(z), F 0(z) =
(
1 + z2
√
2z√
2z 1 + z2
)
,
has singularities at z0 = (1 + i)/
√
2 and z0, but also at −z0 and
−z0. Any of them can cause the non integrability of |fFf †|2 for a
2-dimensional vector valued Laurent polynomial f .
The local transient states are those whose associated vector Lau-
rent polynomial f is such that the scalar Laurent polynomial fF 0f
†
vanishes at ±z0 and ±z0. On these singularities F 0 is proportional to
a semidefinite matrix,
F 0(±z0) = (1 + i)
(
1 ±1
±1 1
)
, F 0(±z0) = (1− i)
(
1 ±1
±1 1
)
,
hence fF 0f
† vanishes on such points if and only if fF 0 does so.
Any vector Laurent polynomial f = (a1, a2)X0+(b1, b2)X1 has the
form f(z) = z−1p(z) where p is a vector polynomial with deg p ≤ 1.
Therefore, deg pF 0 ≤ 3 and fF 0 can not vanish on four different
points. This means that any superposition of spin states at sites −1
and 0 is recurrent. Taking into account the translation invariance of
the QRW, we find that any superposition of spin states which mixes
only two contiguous sites is recurrent.
Thus, a transient state must involve sites which are not contiguous.
The simplest way to do that is to consider a vector Laurent polynomial
f = (a1, a2)X0 + (b1, b2)X1 + (c1, c2)X2 which corresponds to a state
c2 |−2〉⊗|↓〉+b1 |−1〉⊗|↑〉+a2 |−1〉⊗|↓〉+a1 |0〉⊗|↑〉+b2 |0〉⊗|↓〉+c1 |1〉⊗|↑〉.
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Using the expressions
X1(z) =
(√
2z−1 −1
1 −√2z−1
)
, X2(z) =X1(1/z),
the conditions f(±z0)F 0(±z0) = f(±z0)F 0(±z0) = 0 become
(a1, a2)
(
1
±1
)
+ i(b1, b2)
(∓1
1
)
+ i(c1, c2)
(±1
−1
)
= 0,
(a1, a2)
(
1
±1
)
+ i(b1, b2)
(±1
−1
)
+ i(c1, c2)
(∓1
1
)
= 0,
which have the solutions a1 = a2 = 0, b1 = c1 and b2 = c2. That is, the
transient states obtained are spanned by
| − 2〉 ⊗ |↓〉+ |0〉 ⊗ |↓〉, | − 1〉 ⊗ |↑〉+ |1〉 ⊗ |↑〉.
Then, the translation invariance permits us to identify as transient
subspaces all those spanned by states with the form
|k〉 ⊗ |↓〉+ |k + 2〉 ⊗ |↓〉, |k + 1〉 ⊗ |↑〉+ |k + 3〉 ⊗ |↑〉.
These kinds of results are not specific of the Hadamard QRW, but
similar recurrence properties hold for any non trivial and non diagonal
constant coin on the integers. Such recurrence properties are a con-
sequence of the general expression for the Carathe´odory function F
obtained in Section 10, which shows that F has four singularities on
the unit circle, with the only exception being the case of null Verblun-
sky parameters, which corresponds to a diagonal coin. More precisely,
for an arbitrary non trivial and non diagonal coin, F = (1/
√
q)F 0 with
q a scalar polynomial of degree 4 with 4 different roots on T and F 0
a matrix polynomial of degree 2 which is proportional to a semidefi-
nite non null matrix on the roots of q. These general results are the
only ingredients necessary to deduce recurrence properties qualitatively
similar to those ones obtained above for the Hadamard QRW on the
integers.
The fact that any state at a given site is recurrent for an unbiased
QRW on the integers was proved in [30]. However, the fact that the
states mixing only two consecutive sites are recurrent too, as well as
the existence of transient states involving non-contiguous sites is new.
Moreover, the comments of the previous paragraph show that these
recurrence properties also hold for any QRW with a non trivial and
non diagonal constant coin. These general results, together with the
analysis of the recurrence for QRWs on the non-negative integers, con-
stitute a novelty which illustrates some of the possibilities of this new
approach to QRWs.
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14. Conclusions
Classical random walks have been traditionally studied using three
different methods. Two of these have already been used in the quantum
case. In this paper we propose an approach to the study of QRWs that
is inspired by the third of these methods.
Our approach reproduces known results, but also provides new ones
and new methods of analysis, like the use of the orthonormal Laurent
polynomials to study the asymptotics or the analysis of quantum re-
currence using Carathe´odory functions.
This approach can handle non translation invariant QRWs, as well
as situations where the structure of the one step transitions is richer
than the ones considered so far. We intend to study some of these
cases in the future by using CMV matrices where all the Verblunsky
parameters are allowed to be non-zero; the examples discussed here
have a simpler structure. This approach can also be adapted in a
natural way to deal with cases when the walk can go to infinity in
rather complicated networks as well as in the case of regular networks
in various dimensions.
Whereas in the classical case when dealing with an irreducible ran-
dom walk we have a simple dicotomy: either all states are recurrent or
all states are transient, we have seen here examples where the situa-
tion in the quantum case is much more involved. This remains as an
important area for further investigation.
It is also important to note that this approach can be easily adapted
to the case when the number of degrees of freedom in our spins is
arbitrary. One should consider some of the examples in [30], such as
the Grover or the Fourier ones.
Since the effective use of this approach rests on one’s ability to give
concrete expressions for the orthogonal polynomials and the orthogo-
nality measure going along with a given CMV matrix there are two
natural ways to proceed: start with some of the examples where all
the spectral data is known, such as those in [28], and explore the na-
ture of the corresponding QRW, or conversely start with some QRW of
interest and try to compute its associated orthogonality measure and
polynomials. This is what we have done in this paper.
It would be nice to look into the QRW that goes along with the
analog of the Gaussian in the circle, namely the Rogers-Szego˝ case. It
would also be of interest to study examples where the measure is purely
discrete.
These, as well as many other questions, remain as an interesting
challenge.
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15. Appendix
Let us calculate the measure µˆ and the orthonormal Laurent poly-
nomials xˆn with Verblunsky parameters a, 0, a, 0, a, 0, . . . for an ar-
bitrary complex number a with |a| < 1. For convenience we will omit
the “hats” in what follows.
Setting ρ =
√
1− |a|2, the related CMV matrix is
C =

a 0 ρ
ρ 0 −a
a 0 0 ρ
ρ 0 0 −a
a 0 0 ρ
ρ 0 0 −a
. . .
. . .

.
The second recurrence of (7), which determines the sequence xj ,
states that (C − z)x = 0, x0 = 1, which can be written as(
a −z
ρ 0
)(
x2n−1
x2n
)
+
(
0 ρ
−z −a
)(
x2n+1
x2n+2
)
= 0, x0 = x−1 = 1,
or equivalently(
x2n+1
x2n+2
)
= T
(
x2n−1
x2n
)
, T =
1
ρ
(
z−1 −a
−a z
)
,
(
x−1
x0
)
=
(
1
1
)
.
From this identity we see by induction that x2n(z) = x2n−1(1/z).
Using (9) and (10), this is simply a consequence of the vanishing of the
odd Verblunsky parameters. Thus we only need to calculate x2n−1. We
also have (
x2n−1
x2n
)
= T n
(
1
1
)
.
Consequently, if λ± are the eigenvalues of T , there exist coefficients B±
independent of n such that
(49) x2n−1 = B+λn+ +B−λ
n
−.
The eigenvalues λ± of T are the solutions λ of
(50) λ2 − ρ−1(z + z−1)λ+ 1 = 0.
Therefore, x2n−1(z) are solutions Yn of the second order difference equa-
tion
Yn+1 + Yn−1 = 2yYn, y =
1
2ρ
(z + z−1),
which is solved by Un(y), Un being the Chebysev polynomials of sec-
ond kind, given by (4). Indeed, the sequences Un(y) and Un−1(y) are
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independent solutions of this difference equation, thus, there exist co-
efficients γ, δ independent of n such that
x2n−1 = γ Un(y) + δ Un−1(y),
Evaluating this identity for x−1(z) = 1 and x1(z) = ρ−1(z−1 − a)
yields
γ(z) = 1, δ(z) = −ρ−1(z + a),
giving finally
(51)
x2n−1(z) = Un(y)− ρ−1(z + a)Un−1(y),
x2n(z) = Un(y)− ρ−1(z−1 + a)Un−1(y),
y =
1
2ρ
(z + z−1).
This gives the orthonormal Laurent polynomials (xj)
∞
j=0.
To find the corresponding orthogonality measure µ we proceed with
the calculation of the Carathe´odory function F (z), |z| < 1, using (16).
Bearing in mind (9) we can write
(52) F (z) = lim
n→∞
x˜2n−1(z)
x2n−1(z)
, |z| < 1,
where x˜j are the orthonormal Laurent polynomials with Verblunsky
parameters
−a, 0, −a, 0, −a, 0, . . .
To take the limit (52) we will use the expression (49) for xj , and a
similar one changing a→ −a for x˜j . The eigenvalues λ± of T are
λ± =
1
2ρ
(z + z−1 ±
√
(z − z−1)2 + 4|a|2),
where we choose the square root so that |λ+| > |λ−| for 0 < |z| < 1
(using λ+λ− = 1 and λ+ + λ− = ρ−1(z + z−1) it is not difficult to see
that |λ+| 6= |λ−| for 0 < |z| < 1 ). Then, (52) gives
F =
B˜+
B+
,
where B˜+ is obtained from B+ changing a→ −a.
Using (49) for n = 0, 1 we obtain
B+ =
ρ−1(z−1 − a)− λ−
λ+ − λ− .
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Thus, the invariance of λ± under a→ −a yields
F (z) =
z−1 + a− ρλ−
z−1 − a− ρλ− =
z − z−1 −√(z − z−1)2 + 4|a|2 − 2a
z − z−1 −√(z − z−1)2 + 4|a|2 + 2a =
= −
√
(z − z−1)2 + 4|a|2 + 2Rea
z − z−1 + 2iIma = −
z − z−1 − 2iIma√
(z − z−1)2 + 4|a|2 − 2Rea.
We can obtain the weight w(θ) of the decomposition (17) for µ using
(18) by taking the limit r ↑ 1 of ReF (z), z = reiθ. Taking into account
the choice we have made for the square root, when | sin θ| ≤ |a|,
lim
r↑1
√
(z − z−1)2 + 4|a|2 = ±2
√
|a|2 − sin2 θ if
{
cos θ ≥ 0,
cos θ ≤ 0,
while, for | sin θ| ≥ |a|,
lim
r↑1
√
(z − z−1)2 + 4|a|2 = ∓2i
√
sin2 θ − |a|2 if
{
sin θ ≥ 0,
sin θ ≤ 0.
This allows one to obtain w(θ) = limr↑1ReF (reiθ) which is given by
w(θ) =
√
sin2 θ − |a|2
| sin θ + Ima| , | sin θ| ≥ |a|,
and zero otherwise. Equivalently,
w(θ) =
√
sin2 θ − sin2 η
| sin θ − sin β| , θ ∈ [η, pi − η] ∪ [η − pi,−η],
where the angles η ∈ [0, pi/2) and β ∈ (−pi, pi] are defined by
sin η = |a|, sin β = −Ima, sign(cos β) = sign(Rea).
The choice of the sign of cos β does not affect for the weight, but will
be important for the discussion of the mass points.
Thus the weight is supported on two symmetric arcs of angular
amplitude 2η centered at ±i.
Concerning the singular part of the measure, its support must lie
in {eiθ : limr↑1 F (reiθ) = ∞}. From the expression of F (z) given
previously we see that there is only one possible point in this support:
eiβ. Thus it can only be a mass point with a mass given by (19), which
yields
µ({eiβ}) = |Rea|√
1− |Ima|2 =
√
sin2 η − sin2 β
| cosβ| .
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The mass point is located outside the support of the weight because
| sin β| ≤ sin η. Indeed, β lies on (−η, η) or in its symmetric arc de-
pending whether Rea > 0 or Rea < 0. In the limit case Rea = 0 the
mass point dissapears.
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