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ABSTRACT. – This article describes how high-frequency waves solutions to the scalar wave equation and
the Schrödinger equation propagate — in terms of semiclassical measures (also called Wigner measures)
— across a sharp interface between two inhomogeneous media. A microlocal version of Snell–Descartes’s
law of refraction which includes diffractive rays is proved. A radiation phenomenon for waves density
propagating inside an interface along gliding rays is illustrated.
The underlying results on semiclassical measures are presented in the general context of a local second
order semiclassical partial differential equation problem in which some a priori bounds on the solutions
and its traces allow to consider their semiclassical measures. Thanks to the measures of the traces, some
boundary conditions and propagation properties for the measure of the solutions are derived. These results
also yield propagation laws — such as damped reflection and damped propagation in the boundary — for
other boundary value problems. Ó 2000 Éditions scientifiques et médicales Elsevier SAS
AMS classification: 35R05, 81Q20 (35J25, 35L05, 35L20, 35B27)
Keywords: Microlocal measures, High-frequency oscillations, Energy propagation, Transmission
problems
RÉSUMÉ. – Cet article décrit comment des solutions ondulatoires hautes-fréquences de l’équation des
ondes et de l’équation de Schrödinger se propagent — en termes de mesures semi-classiques (encore
appelées mesures de Wigner) — à travers une interface franche entre deux milieux inhomogènes. Une
version microlocale de la loi de réfraction de Snell–Descartes incluant les rayons diffractifs est démontrée.
Un phénomène de radiation de la densité d’ondes se propageant dans une interface le long des rayons
glissants est illustré.
Les résultats sous-jacents sur les mesures semi-classiques sont présentés dans le contexte plus général
d’un problème semi-classique local pour une équation aux dérivées partielles du second ordre dont les
solutions et leurs traces satisfont des estimations a priori permettant d’en considérer les mesures semi-
classiques. Des conditions aux bords et des propriétés de propagation pour la mesure des solutions sont
obtenues grâce aux mesures des traces. Ces résultats fournissent aussi des lois de propagation — telles que
1 E-mail: miller@math.polytechnique.fr
228 L. MILLER / J. Math. Pures Appl. 79 (2000) 227–269
la réflexion amortie et la propagation amortie dans le bord — pour d’autres problèmes aux limites. Ó 2000
Éditions scientifiques et médicales Elsevier SAS
Mots Clés: Mesures microlocales, Oscillations hautes-fréquences, Propagation d’énergie, Problèmes de
transmission
0. Introduction
0.1. The problem
We consider the Cauchy problem for the semiclassical Schrödinger equation:{
ih∂tψh =−h22 1ψh + V (x)ψh in Rt ×Rdx,
ψh(t = 0)=ψh0 in Rdx =Rd−1x ′ ×Rxd ,
(1)
and the scalar wave equation:{
∂2t w
h −∇x .
(
c2(x)∇x
)
wh = 0 in Rt ×Rdx ,(
wh, ∂tw
h
)
(t = 0)= (wh0 , w´h0) in Rdx =Rd−1x ′ ×Rxd ,(2)
with initial data depending on a small wavelength parameter h > 0, and with a potential V and
a celerity c which correspond to a transmission problem across the flat interface of codimension
one {xd = 0}:
V (x)= V−(x)1{xd<0} + V+(x)1{xd>0},
c(x)= c−(x)1{xd<0} + c+(x)1{xd>0}.
The assumptions we make on the potentials and celerities of the inhomogeneous media on each
side of the interface are:
HYPOTHESIS H.1. – (i) Regularity: V± ∈C∞(Rd).
(ii) Dynamics: ∃ α,β > 0, ∀ x ∈Rd ,V (x) >−α|x|2 − β .
(iii) Jump: ∀ x ′ ∈Rd−1, V+(x ′,0) > V−(x ′,0).
HYPOTHESIS H.2. – (i) Regularity: c± ∈C∞(Rd).
(ii) Dynamics: ∃ γ > 0, ∀ x ∈Rd , c(x)> γ .
(iii) Jump: ∀ x ′ ∈Rd−1, c+(x ′,0) > c−(x ′,0).
The regularity conditions (i) are convenient but by no means optimal (cf. [4]). The jump
conditions (iii) are natural if V and c are to represent sharp interfaces. The dymamics
conditions (ii) ensure that the solutions of the problems (1) and (2) are given by a continuous
unitary evolution group on the “solving” spaces L2(Rd) and H˙ 1(Rd , c2(x)dx)× L2(Rd ,dx)
(cf. the corollary of the Faris–Lavine theorem in [30, p. 199], for Hypothesis H.1(ii)).
We shall refer to the probability of presence Mht = |ψh(t, x)|2 dx and the energy density
Eht = {|∂twh(t, x)|2 + |c(x)∇xwh(t, x)|2}dx of the waves at time t simply as their density. In
particular, the dynamics conserve their total mass.
Given a sequence of positive real numbers h = (hn)n∈N which converges to 0, and bounded
sequences of data in the “solving” spaces, which do not dissipate at infinity nor through short
oscillations with wavelength smaller than h (they would be propagated at infinite speed by (1)),
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we are interested in the asymptotic evolution of these densities. We shall refer to these high-
frequency asymptotics as the semiclassical limit. For notational convenience, we shall omit the
index n and denote this limit by h→ 0.
A rule of thumb says that: as long as the scale of variation of the characteristic coefficients
of the media V and c is large compared to the wavelength scale h, the waves ψh should behave
like particles according to the law of classical mechanics, and the waves wh should behave like
light rays according to the law of geometrical optics. Mathematical evidence of its validity has
been obtained through various asymptotic expansion methods (W.K.B., coherent states, Gaussian
beams . . .) for smooth coefficients. To study the effect of discontinuous coefficients (representing
a sharp interface), we shall rather use the notion of semiclassical measures (also called Wigner
measures, cf. the survey [12]) which can be regarded as a tool to establish for high-frequency
waves densities the analogue of the results of microlocal propagation of singularities (cf. [13] in
general, and [33] for a transmission problem).
The results of this paper were announced in [24] and generalize some results of [23] to
inhomogeneous media. In a forthcoming paper, we also study the effect of a thin interface
corresponding to the limit of validity of the rule of thumb: the thickness of the interface tends to
0 slower than h (cf. [25] for a parallel presentation). The prominent feature of the sharp interface
is that the density of the waves can be partially reflected and partially transmitted as in Snell–
Descartes’s law of refraction.
0.2. Semiclassical measures
In order to study the asymptotic behaviour of the sequences of densities Mht and Eht , we
must specify an appropriate way to take their limit. Since they are bounded in the space of
Radon measures on Rd it would be natural, for a stationary (elliptic) problem, to take their
limit in the weak-measure sense (vague topology). Since we are dealing with an evolution
(hyperbolic) problem, we must also take into account the vectors of oscillation, which point
at the propagation directions. Therefore, we are as much interested in the Fourier densities of the
waves at time t , Mˆht = |ψˆh(t, ξ)|2 dξ and Eˆht = {|∂t wˆh(t, ξ)|2 + | ̂c(·)∇xwh(t, ·)(ξ)|2}dξ , as in
the spatial densities Mht and Eht . It would be natural to scale them with the wavelength h and
take their limit in the weak-measure sense likewise.
The notion of semiclassical measure is a means to perform the spatial and Fourier semiclassical
weak limits at the same time. For example, the semiclassical measure of the coherent state
l−d/2A(x
l
) eik.x/h with amplitude A ∈ L2(Rd) is ||A||2
L2
δ(x) ⊗ δ(ξ − k) if h  l  1,
|A(x)|2 dx ⊗ δ(ξ − k) if l = 1, and δ(x)⊗ |Aˆ(ξ − k)|2dξ/(2pi)d if l = h.
We recall that a semiclassical measure of the sequence (ψh0 ), bounded inL
2
loc(R
d), is a positive
Radon measure m0 on the phase space T ∗Rd =Rdx ×Rdξ satisfying:
∀a ∈ C∞comp
(
R2d
)
, lim
h
(
aW(x,hDx)ψ
h
0 ,ψ
h
0
)
L2 =
∫
a(x, ξ)dm0,(3)
where aW(x,hDx) denotes the semiclassical pseudo-differential operator asssociated to the
symbol a by Weyl’s quantization rule recalled in Appendix A (in this definition, it could be
replaced by any other standard quantization rule). This limit of observations (in the quantum
mechanical sense) of the wave ψh0 by the semiclassical test operator aW(x,hDx) measures its
asymptotic microlocal density. Various proofs have been given of their main property: replacing
h by a subsequence if needed, m0 always exists. For problem (2), we shall use the matrix-
valued version of semi-classical measures. A semiclassical measure of the sequence Wh0 =
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(|c(x)Dx|wh0 , w´h0 ) is a positive Hermitian Radon measure which consists of two semiclassical
measures µ0 and µ´0 of (|c(x)Dx|wh0 ) and (w´h0 ) and a joint complex measure µj0 satisfying:
∀a ∈ C∞comp
(
R2d
)2×2
, lim
h
(
aW(x,hDx)W
h
0 ,W
h
0
)
L2 = tr
∫
a(x, ξ)d
(
µ0 µ
j
0
µ¯
j
0 µ´0
)
.(4)
The precise properties (introduced in [9]) we demand of the data are:
HYPOTHESIS H.3. – (i) Compacity at∞: lim suph
∫
|x|>R dM
h
0 → 0 as R→+∞.
(ii) h-oscillation: lim suph
∫
|hξ |>% dMˆ
h
0 → 0 as %→+∞.
HYPOTHESIS H.4. –
(i) Compacity at∞: lim suph
∫
|x|>R dE
h
0 → 0 as R→+∞.
(ii) h-oscillation: lim suph
∫
|hξ |>% dEˆ
h
0 → 0 as %→+∞.
In particular, such data can be approximated in “solving” space by uniformly compactly
supported and strongly h-oscillating data, i.e.: ∃s > 0, || |hDx|sψh0 ||L2 =O(1), and the analogue
for (Wh0 ).
Besides the physical relevance of this notion, it has already proven to be an efficient
mathematical tool for A. Shnirelman’s quantum chaos problem (cf. [31] and [11]), for the
microlocal geometric waves control theory of C. Bardos, G. Lebeau and J. Rauch (cf. [17]
and [2]), and for the analysis of high frequency oscillations in semilinear systems (cf. [10] and
[16]). One of the motivations of this work is to adapt these results to the geometrical context of
an interface. Note that the geometry of the quantum chaos problem with an interface has been
explored through numerical experiments in [1]. Also note that the results of this paper actually
apply to the geometric control of the Dirichlet-transmission wave equation (cf. [21]) which was
set up as Open Problem 8.6, p. 395 in [18].
Because they concentrate on some specific information, semiclassical measures are simpler to
handle than the explicit construction of solutions, and require less regularity. In particular, we
shall never have to construct Hamilton–Jacobi phases. This approach applies to inhomogeneous
media, including difficult problems of glancing trajectories. It also applies to very general data
compared to the Ansatz required by asymptotic expansion methods.
0.3. The results
For Schrödinger equation (1), we investigate how the semiclassical measure m0 of the data
determines the space-time semiclassical measures m of the solutions (ψh). We also investigate
the analogous problem for the wave equation (2), in which the quantity that we want to determine
from µ0, µ´0 and µj0 is the asymptotic microlocal energy density e ∈M+(T ∗Rd+1) of (wh) in
time and space defined by the property:
lim
h
{(
aW(t, x,hDt,x)c∇xwh, c∇xwh
)
L2 +
(
aW(t, x,hDt,x)w´
h, w´h
)
L2
}= ∫ a(t, x, τ, ξ)de.
The basic result concerns the case when there is no interface, i.e. V and c are smooth, and says
that m and e – like the classical phase-space distribution functions – are respectively invariant
under the Hamiltonian flow of the semiclassical symbol of equation (1) (cf. [9] and [20]) and
equation (2) (cf. [10,12]; cf. also [7,32], and [8] for the corresponding microlocal measures
without a scale h also known as H-measures).
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In our setting, this result is still valid outside the interface. Let Φt denote the local flow
parametrized by time which acts on Rd−1
x ′ ×R−xd ×Rd+1τ,ξ as the Hamiltonian flow of τ + |ξ |
2
2 +
V−(x) and acts on Rd−1x ′ ×R+xd ×Rd+1τ,ξ as the Hamiltonian flow of τ + |ξ |
2
2 + V+(x) (this flow
is only local because its domain does not have a global positive lifetime). We shall say that the
set B ⊂ T ∗Rd does not reach the interface until times ±θ by the flow Φt if for all t ∈ [−θ, θ ]
and for all (x, ξ, τ ) such that (x, ξ) ∈ B and τ =−|ξ |2/2− V (x): Φt(x, ξ, τ ) is well defined in
Rd−1
x ′ ×R∗xd ×Rd+1τ,ξ . Similarly, we shall say that the set B ⊂ T ∗Rd does not reach the interface
until times±θ by the corresponding local flow 0t outside the interface for (2) with Hamiltonians
τ 2 + |c±(x)ξ |2 if for all t ∈ [−θ, θ ] and for all (x, ξ, τ ) such that (x, ξ) ∈ B and τ = |c(x)ξ | or
τ = −|c(x)ξ |: 0t (x, ξ, τ ) is well defined in Rd−1
x ′ × R∗xd × Rd+1τ,ξ . If the support of the initial
densities do not reach the interface until times ±θ , then the restrictions of m and e to {|t|< θ}
are given by:
mθ = 1|t |<θ dt ⊗Φt∗
{
1{xd 6=0}m0(dx,dξ)⊗ δ(τ +
|ξ |2
2
+ V (x))
}
,
eθ = 1|t |<θ dt ⊗ 0t∗
{
1{xd 6=0}
e− + e+
2
(dx,dτ,dξ)
}
,
where e± = (µ´0 +µ0 ± 2Imµj0)⊗ δ(τ ∓ |c(x)ξ |).
In Section 2, we introduce the notion of Snell–Descartes semigroup acting onM+(T ∗Rd+1)
for transmission problems such as (1) and (2), and some non-interference and non-gliding
conditions. The main results of the paper essentially say that the Snell–Descartes semigroups
Ψ ∗t of (1) and W∗t of (2) solve our problem under the forementioned conditions. Thanks to some
a priori estimates on the traces of the solutions, which are specific to each of our problems, these
main results are proved successively in Sections 3 and 4. We state them in anticipation:
THEOREM 0.1. – Let (ψh0 ) be a bounded sequence of L2(Rd), satisfying H.1 and H.3,
with semiclassical measure m0. Let m be a semiclassical measure of some subsequence of the
solutions (ψh) to problem (1). We assume that there exists a positive time θ such that supp(m0)
does not reach the interface until times ±θ by the flow Φt , so that: 1|t |<θm=mθ . If there exists
a positive time T such that Ψ ∗s mθ is without interference nor gliding for all s in [0, T ], then
1|t−T |<θm= Ψ ∗T mθ .
THEOREM 0.2. – Let (wh0 , w´
h
0 ) be a bounded sequence of H˙ 1(Rd, c2(x)dx) × L2(Rd),
satisfying H.2 and H.4, with semiclassical measures µ0, µ´0 and µj as in (4). Let e be a
semiclassical energy measure of some subsequence of the solutions (wh) to problem (2). We
assume that the three measures µ0, µ´0 and µj0 are null on the set {ξ = 0} and that there exists a
positive time θ such that their supports do not reach the interface until times ±θ by the flow 0t
so that: 1|t |<θe= eθ . If there exists a positive time T such that W∗s eθ is without interference nor
gliding for all s in [0, T ], then 1|t−T |<θe=W∗T eθ .
Remarks. – Note that semiclassical measures have not been defined up to extraction of a
subsequence here, so that the sequences of initial data are said to be pure in the terminology
of [10] and [5].
The time θ in the statement of these theorems ensures that the initial value problem and
transmission problem are dealt with successively. A simple sufficient condition for its existence
is that m0 (respectively µ0, µ´0 and µj ) be compactly supported outside the interface.
A simple sufficient condition for the conditions of non-interference and non-gliding to be
satisfied is that the measure of the data be compactly supported on one side and the potentials
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Fig. 1. Potential V .
Fig. 2. Refraction.
or celerities of each side be constants. The condition of non-gliding could be dropped if we
could make a rigorous local analysis of how the density coming upon the interface in the
glancing region of higher order propagates in the gliding region and dissipates by radiation
in the hyperbolic region of the other side (this gliding radiation phenomenon is illustrated in
Section 5). On the contrary, the conditions of non-interference is essential for the uniqueness
of the Cauchy problem in terms of semiclassical measures. Taking advantage of the time
reversibility in problems (1) and (2), it is easy to prove that two initial Dirac measures interfering
at the interface may have various future behaviour (there is a similar example in [27, Sect. 3]).
The “ray picture” is recovered by applying this result to initial coherent states with
Dirac semiclassical measures. Note that the asymptotic expansion of the solution when the
“ray”reaches a point of the interface with a momentum which is hyperbolic from one side and
diffractive from the other side (the region (H− ∩ Gd+) ∪ (H+ ∩ Gd−) in Section 2) seems to be
already inextricable when c± are constants (cf. the so-called “critical case” in [14]). Our result
says that the density is totally reflected on such a “ray”.
We shall now draw the “ray pictures” corresponding to a simple example of potential V in
dimension d = 1. Let V0 = V+(0) − V−(0) > 0 denote the potential jump so that the critical
normal momentum writes k0 = √2V0. We assume ∂xV−(0) > 0 and ∂xV+(0) 6 0 (so that
Gg− = G0− = Gg+ = ∅) as in Fig. 1.
If an “atom” of density reaches the interface from the left with the momentum k− > k0 and no
density reaches the interface from the right with momentum−k+ =−
√
k2− − k20 at the same time
(non-interference), then a proportion αT = 4√1− α/|1+√1− α|2 of the atom is transmitted to
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Fig. 3. Reflection.
the right-hand side with momentum k+ and a proportion αR = |(1−
√
1− α)/(1+√1− α)|2
of the atom is reflected to the left-hand side with momentum−k−, where α = k20/k2− (cf. Fig. 2).
If an “atom” of density reaches the interface from the left with the momentum k− ∈ [0, k0] then
the atom is totally reflected to the left-hand side with momentum −k− (cf. Fig. 3). Note that the
non-trivial cases are the so-called “critical case” where k− = k0 (corresponding to k+ = 0) and
the “diffractive glancing” case k− = 0, for which we prove that no density stays trapped in the
interface.
Since a large part of the analysis can be done on each side of the interface separately, with
the time variable playing no particular role, it is simpler to make it in the context of second
order boundary value problems in Rd+1. Therefore, the next section is devoted to a preliminary
independent analysis of such problems. These results are interesting in their own right: they
bring out the general structure of “boundary conditions” for semiclassical measures and yield
propagation results at the boundary when applied to many specific second order boundary value
problems.
Note that the scalar transmission problems we are interested in could be written as two
components boundary value problems. In the present state of semiclassical measure analysis,
this approach does not appear to be simpler. However, in a very recent work (cf. [3]), N. Burq
and G. Lebeau have introduced microlocal defect measures for boundary value systems satisfying
the strong Lopatinski condition.
1. Semiclassical measures in boundary value problems
This section concerns the propagation of semiclassical measures of solutions to second order
boundary value problems in Rd+1. To some extent, it parallels the study of the microlocal
propagation of singularities at the boundary by Melrose and Sjöstrand in [26], taking advantage
of the great flexibility of semiclassical measures to make the proofs as elementary as possible.
In fact, we derive the propagation of “density” at the boundary – except in the gliding region of
higher order (defined in Section 1.4) — making no other assumption on the type of boundary
conditions than some a priori local estimates on the traces of the solution at the boundary.
The first propagation result for semiclassical measures in boundary value problems was
obtained in [11]. This paper concerns the semiclassical Helmholtz equation h21uh−uh = 0 with
the Dirichlet boundary condition on a convex domain with W 2,∞ boundary. In particular, it gives
the transport equation satisfied by the semiclassical measure µ of (uh) (when h goes through
the sequence (λ−1/2n ), where (λn) is the sequence of eigenvalues of the Dirichlet problem):
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the distribution 2ξ.∇xµ, supported above the boundary, is explicitely computed in terms of the
semiclassical measure of the trace on the boundary of the normal derivative of uh (which is
denoted by ν˙ in Section 1.1). One of its delicate ingredients is an explicit Euclidean division of
symbols.
The damped wave equation on a compact Riemannian manifold with C∞ boundary was later
considered in [17]. The (dissipative) propagation of the energy density of high frequency waves
in terms of microlocal measures without a scale h (or H-measures) was proved, including the
gliding region of higher order (defined in Section 1.4), thanks to the propagation theorem of
Melrose and Sjöstrand (cf. [26] or [13, Theorem 24.5.3, p. 458]).
Independently, the method of this article was introduced in [23], which proves the microlocal
Snell–Descartes’s law of refraction for problem (1) with constant V± in the hyperbolic and
diffractive regions (defined in Section 1.4). This method avoids both the use of explicit Euclidean
division of symbols and the propagation theorem of Melrose and Sjöstrand. Instead, boundary
measures are defined (cf. Section 1.5) and the boundary conditions they satisfy are derived
(cf. Section 1.6) using their positivity properties: a crucial argument in [23] was the use of
equation (14) as in the proof of Proposition 1.10(ii); a crucial argument in [24] was, as in the
proof of Proposition 1.12, that point (ii) leads to point (i). The method was proved to apply to
variable V± in [24].
Independently, some formal boundary conditions in the hyperbolic region where derived
in [28] for the diagonal vector valued semiclassical Helmholtz equation on a half space, by a
formal application of the explicit euclidian division of symbols method of [11].
We refer to [5] for a derivation of the propagation result of [17] in terms of the support of
semiclassical measures from the transport equation of [11] (which therefore avoids using the
propagation theorem of Melrose and Sjöstrand).
Remarks. – The Cauchy problem may be considered as a simple case of (purely hyperbolic)
boundary problem. It was already tackled in the early papers on microlocal measures. The
characterization of H-measures for scalar transport equations as solutions of a Cauchy problem
is established in [32]. The continuity of semiclassical measures with respect to time for the
Schrödinger equation is proved in [9]. The characterization of H-measures for the wave equation
with variable coefficients as solutions of a Cauchy problem is established in [7].
1.1. The local PDE problem
Let Rd+1+ = {(y0, y1, . . . , yd) ∈ Rd+1; yd > 0} denote the open (d + 1)-dimensional half-
space. Let Y be an open subset of its closure Rd+1+ , let Y˙ = Y ∩Rd+1+ and let Y be an open set
in Rd+1 such that Y = Y ∩Rd+1+ . We denote by D′(Y˙ ) the space of extendible distributions, i.e.:
the dual space of functions in C∞(Y ) vanishing outside a compact set and vanishing of infinite
order when yd = 0. We consider a bounded sequence (uh) in L2loc(Y ) ⊂ D
′
(Y˙ ) satisfying the
local partial differential equations on Y :
Phuh = 0, in D′(Y˙ ).
We shall denote the normal and tangential variables by s = yd and z = (z1, . . . , zd) =
(y0, . . . , yd−1), and the conormal and cotangent variables by σ and ζ , so that the boundary
writes: ∂Y = {(z, s) ∈ Y ; s = 0}. With the convenient notation Z = (z, s, ζ ), we assume
Ph = pW (y,hDy)+ hqW(y,hDy)+ hrWh (y,hDz) is a selfadjoint semiclassical operator with
real principal h-symbol p(y,η) = a(Z)σ 2 + b(Z)σ + c(Z), lower order symbol q(y, η) =
d(Z)σ + e(Z), where a, b, c, d and e are real polynomials in ζ with C∞(Y ) coefficients, and
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remainder symbol rh polynomial in ζ with h-dependent coefficients converging to 0 in C∞(Y ).
We also assume some normal ellipticity condition:
there exists a lowerbound a such that a(Z)> a > 0 for all Z ∈ Y ×Rd .(5)
Remarks. – Since the lower order terms q and r never contribute in this article, they can be
neglected for a first reading. An example to keep in mind comes from problem (1): y = (t, x),
η= (τ, ξ) and p(y,η)= τ + |ξ |22 + V+(x) (cf. Section 3).
Note that adding the lower order source term hf h to the equation Phuh = 0 does not affect
the results if the sequence of functions (f h) converges to 0 in L2loc(Y ) and if (hf
h
es=0) is well
defined and bounded in L2loc(∂Y ) (which is the case if, e.g.: (hf h) is bounded in H 1loc(Y )).
Also note that we could alternatively consider a bounded sequence (uh) in L2(Rd+1) and
allow a, b, c, d and e to be slowly growing C∞(Rd+1 ×Rd) symbols, and rh to converge to 0
in C∞(Rd+1×Rd ).
Let EY denote the operator extending functions in L2loc(Y ) to functions in L
2
loc(Y ) by zero.
Let vh = uhes=0 ∈D′(∂Y ) and v˙h = hDsuhes=0 ∈D′(∂Y ) denote its first and second semiclassical
traces on the boundary, which naturally appear when we apply Ph to uh = EY uh. We shall
assume that (uh) has a semiclassical measure µ ∈M+(T ∗Y ), which is always true up to
extraction of a subsequence, because of the boundedness of (uh) in L2loc(Y ). The behavior of
µ in the interior results from basic properties of semiclassical measures (cf. [9] and [12]):
supp(1T ∗Y˙ µ)⊂Σp,(6)
H ∗p(1T ∗Y˙ µ)= 0 as distributions on T ∗Y˙ ,(7)
where Σp = T ∗Y ∩ {p = 0} is the characteristic set of p, Hp = ∇ηp.∇y − ∇yp.∇η is its
Hamiltonian vector field, and H ∗p = −Hp is its formal adjoint operator. In this Section 1, we
investigate the corresponding localization and propagation properties up to the boundary. Note
that we do not prescribe any boundary condition on (uh) until Section 1.8.
Our method requires two additional boundedness properties of (uh):
HYPOTHESIS 1.1. – h-oscillation of |hDs |2uh in s: The sequence ((hDs)2uh) is bounded in
L2loc(Y ), and its extension by zero f
h = EY (hDs)2uh satisfies: for all ϕ ∈ C∞comp(Y ), lim suph∫
|hσ |>% |ϕ̂f h|2dη→ 0 as %→+∞.
HYPOTHESIS 1.2. – Boundedness of the traces: (vh) and (v˙h) are bounded in L2loc(∂Y ).
Under this hypothesis, we shall assume that (vh) and (v˙h) admit diagonal semiclassical
measures ν and ν˙, and joint semiclassical measure νj satisfying property (4) for V h = (vh, v˙h),
which is always true, up to extraction of a subsequence.
Remarks. – If there exists ε > 0 and an extension (f h) of (|hDs |2uh) bounded in L2loc(Y ),
such that (|hDs |εϕf h) is bounded in L2(Y ) for all ϕ ∈ C∞comp(Y ), then Lemma A.4(i) and
Proposition A.8(i) ensure that Hypothesis 1.1 is satisfied.
Note that Hypothesis 1.2 is not artificial: it is satisfied in many problems, as proved in
Sections 3, 4. We have not tackled yet the interesting question of finding the (uniform Lopatinski
or Sakamoto–Kreiss type) condition which ensures that Hypothesis 1.2 is satisfied.
In other problems, like the one dimensional quantum point interaction (semiclassical
Schrödinger equation with the potential: δ(x/h)) it is unfortunately not satisfied and our general
method fails, but an explicit computation of the quantum dynamics as an “orthogonal” sum of
Fourier integral operators allows us to describe the dynamic of µ ([22]).
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Thanks to a lemma on tangential semiclassical operators introduced in Section 1.2 and to a
property of the support of µ, we derive, in Section 1.3, some transport equations on µ up to the
boundary where the semiclassical measures of the traces appear as “source” terms. Appropriate
restrictions of these transport equations to various regions of the boundary, introduced in
Section 1.4, yield some boundary conditions and local propagation results for µ in Sections 1.6
and 1.7. In particular, they yield some global propagation results for µ, stated in Section 1.8,
when some pseudo-differential boundary conditions on (uh) are prescribed.
1.2. Tangential test operators
We can always reduce the problem to a cylindrical domain: Y = Ys × Yz, with Ys = [0, smax[,
which is more convenient for integration by parts in s. Because of the equation it solves (and the
ellipticity condition (5) on a), uh may be regarded (cf. in [13, Theorem B.2.9]) as a C∞ function
in s with values in the space of distributions in z, which we denote by uh ∈ C∞(Ys,D′(Yz)).
The transport equation (7) is easily obtained through the semiclassical commutator estimate
in Lemma A.1, by observing (in the quantum mechanical sense) uh with commutators of Ph
and semiclassical test operators supported in T ∗Y˙ . To allow the support of the test operators to
intersect the boundary and keep their commutators with sharp truncations under control, we must
restrict ourselves to test operators which are differential in the conormal variable σ .
We therefore introduce the class T n(Y ) of tangential test operators of order n, which is just
a convenient class of differential operators of order n in s with coefficients that are compactly
supported tangential pseudo-differential operators. We denote by Cˆ∞comp(Y × Rd ) the space of
functions ω on Y × Rd whose Fourier transform with respect to the last d variables is in
C∞comp(Y × Rd ). The semiclassical operator Φh = ϕW(y,hDy) is said to be in T n(Y ) if its
symbol is of the form: ϕ =∑nk=0 ϕk(Z)σ k , where ϕk ∈ Cˆ∞comp(Y ×Rd). The authors of [11] had
already pointed out Cˆ∞comp(Rd+1 ×Rd+1) as a convenient space of symbols for the local study
of semiclassical measures.
Note that for all ω ∈ Cˆ∞comp(Y ×Rd) (or real polynomials ω in ζ with C∞(Y ) coefficients):(
ωσk+1
)W
(y,hDy)=
(
ωσk
)W
(y,hDy)hDs + h2
(
Dsωσ
k
)W
(y,hDy)(8)
= hDs
(
ωσk
)W
(y,hDy)− h2
(
Dsωσ
k
)W
(y,hDy)(9)
so that, for all Φh ∈ T n(Y ):[
hDs,Φ
h
]= h(Dsϕ)W (y,hDy),(10) (
σ 2ϕ
)W
(y,hDy)= hDsΦhhDs + h4
(
D2s ϕ
)W
(y,hDy)(11)
and also, by immediate induction, there exists ωk ∈ Cˆ∞comp(Y ×Rd) such that:
Φh =
n∑
k=0
Ωhk (hDs)
k + hΘh,(12)
where: Ωhk = ωWk (y,hDz), Θh =
∑n−1
k=0 hn−1−kΘhk and Θhk ∈ T k(Y ).
These operators Φh are uniformly bounded with respect to h from D′(Y ) to a set of
C∞(Y z,D′(Y s)) functions which are compactly supported inside Y . As a matter of fact, if Y ′
is an open set whose closure is a compact set included in Y , for each ω ∈ Cˆ∞comp(Y ′ ×Rd), the
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kernel khω(y, y ′) of ωW(y,hDz) is supported in {(y + y ′)/2 ∈ Y ′, |y − y ′| 6 Ch} ⊂ Y ′h × Y ′h
where Y ′h is an h-neigborhood of Y ′. For h small enough, Y ′h is included in a fixed compact set
included in Y , so that the sequence of C∞ kernels (khω) is uniformly compactly supported inside
Y × Y .
Since they act locally in s, we shall also regard the operators Φh as uniformly bounded from
C∞(Ys,D′(Yz)) to C∞comp(Y ).
When observing uh with commutators of Ph and tangential test operators, we shall perform
integrations by parts in the s variable, which is the purpose of the next lemma. We denote
the sesquilinear distributional pairing in D′(Y ) by (·, ·), its restriction to Y˙ by (·, ·)Y , and its
restriction to ∂Y by (·, ·)∂Y . We denote the formal adjoint of Φh by (Φh)∗.
LEMMA 1.1. – For any Φh ∈ T 2(Y ), any f and g in C∞(Ys,D′(Yz)):
− i
h
{(
Φhf,g
)
Y
− (f, (Φh)∗g)
Y
}= (Φh1 f,g)∂Y + (Φh2hDsf,g)∂Y + (Φh2 f,hDsg)∂Y ,
where ϕ =∑2k=0 ϕk(Z)σ k and Φhk = ϕWk (y,hDy).
Proof. – Let ω ∈ Cˆ∞comp(Y ×Rd) and Ωh = ωW(y,hDz).
For a first order term, we use equation (9), then integrate by parts smooth functions in s (recall
Ds =−i∂s ), and use equation (9) in reverse order:(
(ωσ)W (y,hDy)f,g
)
Y
= (hDsΩhf,g)Y − h2 ((Dsω)W (y,hDz)f,g)Y
= ih(Ωhf,g)
∂Y
+ (Ωhf,hDsg)Y − h2 ((Dsω)W (y,hDz)f,g)Y
= ih(Ωhf,g)
∂Y
+
(
f,
((
Ωh
)∗
hDs − h2 (Dsω)
W (y,hDz)
∗
)
g
)
Y
= ih(Ωhf,g)
∂Y
+ (f, (ωσ)W (y,hDy)∗g)∂Y .
For a second order term, we use equation (11), then integrate by parts smooth functions in s
twice, and use equation (11) in reverse order:((
ωσ 2
)W
(y,hDy)f,g
)
Y
= (hDsΩhhDsf,g)Y + h4 ((D2s ω)W(y,hDz)f,g)Y
= ih(ΩhhDsf,g)∂Y + (hDsf, (Ωh)∗hDsg)Y + h4 ((D2s ω)W(y,hDz)f,g)Y
= ih(ΩhhDsf,g)∂Y + ih(f, (Ωh)∗hDsg)∂Y
+ (f,hDs(Ωh)∗hDsg)Y + h4 ((D2s ω)W(y,hDz)f,g)Y
= ih(ΩhhDsf,g)∂Y + ih(Ωhf,hDsg)∂Y + (f, (ωσ 2)W(y,hDy)∗g)Y . 2
There is no loss of information in observing uh with commutators of Ph and tangential test
operators of order one rather than general order n (this is easily understood by thinking of the
Euclidean division, as polynomials in σ , of a general tangential symbol ϕ by the second order
symbol p of Ph). Since such a commutator is of order two, it is convenient to be able to derive
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properties the semiclassical measures from observations of uh with tangential test operator of
order n6 2.
The fact that these operators are not localized in the conormal variable σ won’t prevent us
from testing µ locally in σ , thanks to its support property (according to Lemma 1.3, on its
support, localization in Z implies localization in σ ). To actually use this remark, we shall need
the following lemma on tangential operators, which builds on Hypothesis 1.1 and Hypothesis 1.2
but not on equation Phuh = 0 yet:
LEMMA 1.2. – For any Φh ∈ T 2(Y ), any truncating real function χ ∈ C∞comp(R) which
equals 1 on [−1,1], and any χ0 ∈C∞comp(R), Hypothesis 1.1 and 1.2 imply:(i)
lim
h→0
∥∥χ0(hDs)(Φhuh −EYΦhuh)∥∥L2 = 0;
(ii)
lim sup
h→0
∥∥∥∥χ(h%Ds
)
Φhuh −EYΦhuh
∥∥∥∥
L2
→ 0
as the localization radius % > 0 tends to infinity.
Proof. – We shall fully use the terminology and results of the Appendix. Thanks to equa-
tion (12), it is enough to prove the lemma for Φh =∑2k=0Ωhk (hDs)k .
Thanks to Proposition A.8(ii), the sequences (uhk ) defined by uhk = EY (hDs)kuh are
h-oscillating. Since Ωhk has no derivatives in s and the support of its kernel is compactly
supported uniformly in h, the sequence (Ωhk u
h
k ) is h-oscillating and compactly supported
uniformly in h.
Point (ii) in Lemma A.7, and Hypothesis 1.2 allow to commute semiclassical derivations
and extensions up to negligible terms: ||χ0(hDs)Ωhk ((hDs)kuh − uhk)||L2 = O(hε), for some
positive ε. This proves point (i).
Thanks to point (ii) in Lemma A.4:
lim sup
h→0
∥∥∥∥(χ(h%Ds
)
− 1
)
Ωhk u
h
k
∥∥∥∥
L2
→ 0 as %→+∞.
Therefore:
lim sup
h→0
∥∥∥∥(χ(h%Ds
)
− 1
)
EYΦhuh
∥∥∥∥
L2(Y )
→ 0 as %→+∞.
Now, point (ii) is an immediate consequence of point (i) with χ0(σ )= χ(σ% ). 2
1.3. Support and transport of µ
Property (6) extends up to the boundary:
LEMMA 1.3. – We have: supp(µ)⊂Σp .
Proof. – This lemma is obtained in the same manner as (6): from the semiclassical product
estimate in Lemma A.1.
Let χ0 ∈ C∞comp(R), ω ∈ Cˆ∞comp(Y ×Rd ) and Ωh = ωW(y,hDz). From this estimate and the
boundedness of (uh) in L2loc, the semiclassical limit of (χ0(hDs)Ω
hPhuh,uh) is just ∫ χωp dµ.
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Since Φh =ΩhPh is a second order tangential test operator, we know from Lemma 1.2(i) that it
has the same semiclassical limit as (χ0(hDs)EYΩhPhuh,uh), which is zero because Phuh = 0.
Since χ and ω are arbitrary, we conclude that pµ= 0. 2
The extension of the transport equation (7) up to the boundary is given by the following
proposition:
PROPOSITION 1.4. – For all ϕ0 and ϕ1 in C∞comp(Y ,S(Rdζ )):
−〈µ,Hp(ϕ0 + ϕ1σ)〉
= 〈ν, (bϕ0− cϕ1)es=0〉T ∗∂Y + 〈Re νj , (2aϕ0)es=0〉T ∗∂Y + 〈ν˙, (aϕ1)es=0〉T ∗∂Y .
We shall derive the “source” terms from the boundary terms that appear in the following
integration by parts lemma modulo O(h).
LEMMA 1.5. – For any tangential test operatorΦh of order 1:
− i
h
{(
PhΦhuh,uh
)
Y
− (Φhuh, (Ph)∗uh)
Y
}
= (AhΦh0 v˙h, vh)∂Y + (AhΦh0 vh, v˙h)∂Y + (BhΦh0 vh, vh)∂Y
+ (AhΦh1 v˙h, v˙h)∂Y − (ChΦh1 vh, vh)∂Y +O(h),
where ϕ =∑1k=0 ϕk(Z)σ k and Φhk = ϕWk (y,hDz).
Proof. – If we already knew the lemma was true for Ph = pW (y,hDy), then we could
apply it to Ph = qW(y,hDy) + rWh (y,hDz) to prove that the contribution of hqW(y,hDy) +
hrWh (y,hDz) to the right-hand side is O(h). Therefore, it only remains for us to prove the lemma
for Ph = pW (y,hDy).
In the computations, we shall omit the index h for brevity. We apply the integration by parts
Lemma 1.1, then use equation (10) and Hypothesis 1.2:
− i
h
{
(PΦu,u)Y −
(
Φu, (P )∗u
)
Y
}
= (BΦu,u)∂Y + (AΦu,hDsu)∂Y + (AhDsΦu,u)∂Y
= (BΦu,u)∂Y + (AΦu,hDsu)∂Y + (AΦhDsu,u)∂Y +O(h).
This immediately proves the case Φ =Φ0.
We now prove the caseΦ = (ϕ1σ)W (y,hDy) for which we must use the restriction of equation
Pu= 0 to ∂Y .
Applying equation (8) to σϕ1 and Hypothesis 1.2, we get:
(AΦhDsu,u)∂Y =
(
AΦ1(hDs)
2u,u
)
∂Y
+O(h).
Applying equation (8) twice to σ 2a and Hypothesis 1.2, we get:(
AΦ1(hDs)
2u,u
)
∂Y
= ([A,Φ1](hDs)2u,u)∂Y + (Φ1(aσ 2)W(y,hDy)u,u)∂Y +O(h).
From the restriction of equation Pu = 0 to ∂Y , the ellipticity condition on a and Hypothe-
sis 1.2 we deduce: for any tangential test operator of order zero Ω , the trace of Ω(hDs)2u is
bounded in L2(∂Y ). In particular, from the semiclassical commutator estimate in Lemma A.1:
([A,Φ1](hDs)2u,u)∂Y =O(h).
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From the restriction of equation Pu = 0 to ∂Y and Hypothesis 1.2, by applying equation (8)
to σb and Lemma A.1 to [B,Φ1] and [C,Φ1], we get:(
Φ1(aσ
2)W (y,hDy)u,u
)
∂Y
=−(BΦ1hDsu,u)∂Y − (CΦ1u,u)∂Y +O(h).
Putting the last four equations together yields:
(AΦhDsu,u)∂Y =−(BΦ1hDsu,u)∂Y − (CΦ1u,u)∂Y +O(h).
Therefore, applying equation (8) to σϕ1 and Hypothesis 1.2 again, we get:
− i
h
{
(PΦu,u)Y − (Φu,P ∗u)Y
}
= (BΦu,u)∂Y + (AΦu,hDsu)∂Y − (BΦ1hDsu,u)∂Y − (CΦ1u,u)∂Y +O(h)
= (AΦ1hDsu,hDsu)∂Y − (CΦ1u,u)∂Y +O(h). 2
Proof of Proposition 1.4. – Applying Lemma 1.2(ii) to the second order tangential test operator
1
h
[Ph,Φh], we get that:
lim
%→∞ lim suph→0
− i
h
(
χ
(
h
%
Ds
)[
Ph,Φh
]
uh,uh
)
= lim sup
h→0
− i
h
([
Ph,Φh
]
uh,uh
)
Y
.(13)
From Lemma A.1, the left-hand side is: − lim%→∞
∫
χ(σ
%
)Hpϕ dµ. From the ellipticity
condition (5) on a, and the continuity of a, b and c, we get that σ is bounded by a polynomial
in ζ on T ∗Y ′ ∩ {p = 0}. Thanks to Lemma 1.3, Hpϕ is therefore bounded on T ∗Y ′ ∩ supp(µ).
Since µ(T ∗Y ′) is finite, it implies that the left-hand side of equation (13) is: − ∫ Hpϕ dµ, thanks
to Lebesgue’s dominated convergence theorem.
Because of the equation Phuh = 0 and the formal selfadjointness of Ph:([
Ph,Φh
]
uh,uh
)
Y
= (PhΦhuh,uh)
Y
= (PhΦhuh,uh)
Y
− (Φhuh, (Ph)∗uh)
Y
.
Therefore, the right-hand side of equation (13) can be computed from Lemma 1.5 as:∫
(2aϕ1)es=0Re dνj +
∫
(bϕ1)es=0 dν +
∫
(aϕ0)es=0 dν˙ −
∫
(cϕ0)es=0 dν.
This proves the proposition for all ϕ0 and ϕ1 in Cˆ∞comp(Y × Rd). Since Cˆ∞comp(Y × Rd ) is
dense in C∞comp(Y ,S(Rd )), applying Lebesgue’s dominated convergence theorem in the same
way proves the proposition as stated. 2
The transport equation satisfied by µ in D′(T ∗Y) was derived in [11], for a specific
Dirichlet problem, through an explicit Euclidean division of symbols. Using tangential operators
circumvents this painstaking technique – as foreseen by the first author in a personal
communication. The weaker form of transport equation that we have derived in Proposition 1.4
is enough to prove most of the propagation properties of µ.
In one instance though (cf. Proposition 1.14(i)), we shall need to extend this “tangential”
transport equation to an equation inD′(T ∗Y ) in the very simple case when the “source” term (i.e.
the right-hand side) vanishes. This is done in the following lemma using the Weierstrass density
theorem – as opposed to the more elaborate Weierstrass preparation theorem used in [11].
LEMMA 1.6. – Let m ∈M+(T ∗Y) be a positive Radon measure supported in Σp , and let
U ⊂ Y ×Rdζ be an open set. If 〈m,Hp(ϕ0 + ϕ1σ)〉 = 0 for all ϕ0 and ϕ1 in C∞comp(U), then:
Hpm= 0 in D′(U), where U =
{
(σ,Z) ∈ T ∗Y ;Z ∈ U}.
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Proof. – Let piZ denote the projection along the coordinate σ onto the (2d − 1) coordi-
nates Z. Let ϕ ∈ C∞comp(U), and let ψ ∈ C∞comp(U) be equal to 1 on piZ(supp(ϕ)) ⊂ U . Since
K = {(Z,σ ) ∈ Σp;Z ∈ supp(ψ)} is a compact set of T ∗Rd+1, thanks to Weierstrass density
theorem, we may approximate the test function ϕ in C1(K) and the coefficients a, b, and c of
p in C1(piZ(K)) by sequences of polynomials (ϕ(n))n∈N, (a(n))n∈N, (b(n))n∈N and (c(n))n∈N.
Since σ is bounded on K , the sequence of polynomials p(n) = a(n)σ 2 + b(n)σ + c(n) converges
to p in C1(K).
Since ∂2σp = 2a is not zero at γ , we can perform the “Euclidean divisions” by p(n): ϕ(n) =
q(n)p(n) + ϕ(n)0 + σϕ(n)1 , on K for n big enough. The rational fractions ϕ(n)0 (Z), ϕ(n)1 (Z) and
q(n)(y, η) have a power of a(n)(Z) as common denominator. For n big enough, they are C∞
functions on piZ(K) and K , since an has a uniform positive lower bound on piZ(K). Since
p(n) converges to p = 0 in C1(Σp ∩ K) and Hpp(n) converges to Hpp = 0 in C0(Σp), the
functions ϕ˜(n) = ϕ(n) − p(n)q(n) and Hpϕ˜(n) =Hpϕ(n) −p(n)Hpq(n) − q(n)Hpp(n) converge in
C0(Σp ∩K) to ϕ and Hpϕ.
Since ϕ˜(n) = ϕ(n)0 + σϕ(n)1 and ψ ∈ C∞comp(U), the hypothesis in the lemma yields: 〈m,
Hp(ϕ˜
(n)ψ)〉 = 0. Since {(Z,σ ) ∈ supp(m);Z ∈ supp(ψ)} ⊂ K , we may take the limit with
respect to n and get: 〈m,Hp(ϕψ)〉 = 0. Since Hp(ϕψ) = Hp(ϕ), because ψ is equal to 1 on
supp(ϕ), we finally get: 〈m,Hp(ϕψ)〉 = 0, for all ϕ ∈ C∞comp(U). 2
1.4. Induced geometry of the boundary
The statement of our results requires some geometric notions which are classical in the
microlocal study of boundary problems (cf. [13, pp. 424 and 430–432]).
Let pi be the map obtained by restricting the projection map T ∗Rd+1e∂Y → T ∗∂Y to the
characteristic set Σp = T ∗Y ∩ {p = 0}. Let p0, a0, b0 and c0 denote the restrictions of p, a,
b and c to T ∗∂Y . The inverse images of a point (z, ζ ) ∈ T ∗∂Y are given by the roots of the
polynomial: a0(z, ζ )σ 2 + b0(z, ζ )σ + c0(z, ζ ). Setting:
1p = b20 − 4a0c0, kin =
−b0 −
√
1p
2a0
, kout = −b0 +
√
1p
2a0
,
the cotangent bundle to the boundary T ∗∂Y can be decomposed (intrinsically) as the disjoint
union of the following regions:
• the elliptic region E = {(z, ζ ) ∈ T ∗∂Y ;1p(z, ζ ) < 0} such that pi−1(E)= ∅,
• the hyperbolic region H = {(z, ζ ) ∈ T ∗∂Y ;1p(z, ζ ) > 0} of points with two distinct
inverse images denoted pi−1in (z, ζ ) and pi
−1
out (z, ζ ) corresponding respectively to the roots
kin and kout,
• and the glancing region G = {(z, ζ ) ∈ T ∗∂Y ;1p(z, ζ )= 0} of points identified by pi with
exactly one point of T ∗Rd+1e∂Y at which Hp is tangent to T ∗∂Y .
This last region can be further decomposed into:
• the diffractive region Gd = G ∩ {H 2ps > 0} of points at which Hp and −Hp are pointing
into Y ,
• the gliding (or pseudo-convex) region Gg = G ∩ {H 2ps < 0} of points at which Hp and −Hp
are pointing out of Y ,
• and the gliding region of higher order G0 = G ∩ {H 2ps = 0} of points at which Hp is tangent
to T ∗∂Y at a higher order.
We shall denoteHout = pi−1(H)∩ {Hps > 0} and Hin = pi−1(H) ∩ {Hps < 0} the connected
components of pi−1(H) of points at which Hp is “outgoing” and “incoming” from the boundary
(i.e. is pointing into and out of Y , but the terminology relative to the boundary shall suit
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transmission problems better). Since Hps = b0 + 2a0k
out
in = ±√1p on pi−1(H ∪ G): Hout =
pi−1out (H) and Hin = pi−1in (H). We shall denote by R :Hout 
 Hin the (reflection) involution
induced by pi on pi−1(H), i.e. defined by pi−1in ◦ pi onHout and pi−1out ◦ pi onHin.
The Hamilton vector field Hp induces a local bicharacteristic flow (F t )t>0 on Σp (by local
flow we mean that for each compact set of Σp there is a t for which it is defined, but in general
there is no t for which it is defined on the whole Σp). It extends as a local (broken) billiard flow
(F tbd)t∈R, continuous from the right with limits from the left, on the “diffractive” characteristic
set Σd = Σp \ (Gg ∪ G0) thanks to R (which prescribes the outgoing direction of an incoming
trajectory). Its value on the set pi−1(H) of its discontinuity points is an arbitrary choice since it
will allways act on measures which are zero on this set.
1.5. Boundary measures
The Neumann operator associated to Ph is:
DhN = (Hps)W (0, z, hDy)= 2aW0 (z,hDz)hDs + bW0 (z,hDz).
It is therefore natural to introduce the positive Hermitian matrix measure on T ∗∂Y :(
ν νjN
ν¯jN ν˙N
)
=
t (1 b0
0 2a0
) (
ν νj
ν¯j ν˙
) (1 b0
0 2a0
)
,
which is the matrix semiclassical measure formally associated to (vh, v˙hN ), even if v˙
h
N =
DhNu
h
es=0 may not be bounded in L2loc(Y ). The Hermitian positivity of this matrix shall be crucial
in solving the boundary conditions for µ. It is equivalent to the positivity of ν and ν˙N , together
with the following semiclassical measures version of the Cauchy–Schwarz inequality for (vh)
and (v˙hN ): ∣∣νjN ∣∣6 ν˙N 12 ν 12 .(14)
Note that the right-hand side is a well defined measure thanks to the homogeneity (cf. [6,
Section 4.15.11]). The meaning of this inequality in terms of test functions is just: ∫ a d|νjN |6
(
∫
a dν˙N )1/2(
∫
a dν)1/2, for all non-negative a ∈C∞comp(R2d).
Since νjN = 2a0ν˙ + b0ν and ν˙N = 4a20 ν˙ + 4a0b0Re νj + b20ν, we have: 2a0(a0ν˙ − c0ν) +
b0(2a0Re νj + b0ν) = (ν˙N +1pν)/2. Therefore, Proposition 1.4 can be concisely formulated
as: for all θ ∈C∞comp(Y ,S(Rd )), setting θ0 = θes=0,
−〈µ,Hpθ〉 =
〈
ReνjN , θ0
〉
T ∗∂Y ,(15)
−〈µ,Hp(θHps)〉= 12 〈ν˙N +1pν, θ0〉T ∗∂Y .(16)
We shall now introduce the boundary measures related to the trace of µ. Note that the
following result does not rely on the results of Sections 1.3 and 1.2.
PROPOSITION 1.7. – (i) The “jump formula”H ∗p(1{s>0}µ)= δ(s)⊗µ0 defines a distribution
µ0 on T ∗Rd+1e∂Y supported in Σpe∂Y .
(ii) On pi−1(H): µ0 = δ(σ − kin(z, ζ ))⊗µin − δ(σ − kout(z, ζ ))⊗µout, where µin and µout
are positive measures on T ∗∂Y supported in H.
(iii) If µin = µout on a Borel subset B ofH, then µ is locally invariant under the billiard flow
(F tbd) on the union of trajectories of (F tbd) stemming from B.
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Remarks. – µin and µout correspond to the “incoming” and “outgoing” densities at s = 0+.
For the specific Dirichlet problem considered in [11], µ0 was explicitely expressed in terms
of ν˙. As remarked there, it results from this expression that µ0 is a distribution of order 1 in σ .
Therefore µ0 is not always a measure.
Proof. – From properties (6) and (7), we deduce that H ∗p(1{s>0}µ) is supported in {s = 0}
∩Σp , so that: H ∗p(1{s>0}µ) =
∑n
k=0 δ(k)(s)⊗ µk(z,σ, ζ ), where µk ∈ D′(T ∗Rd+1e∂Y ). If n > 0,
testing this distribution by εnχ( s
ε
)ϕ(z, σ, ζ ) where ϕ ∈ C∞comp(T ∗Rd+1e∂Y ), χ ∈ C∞comp(R) and
χ(0) = χ ′(0) = 1, and applying Lebesgue’s dominated convergence as before yields: µn = 0.
By descent on n, we get µk = 0, for all k > 0, which proves point (i).
For any Borel subset B ⊂H of T ∗∂Y and any interval I of R, we denote the union of pieces of
Hamilton trajectories stemming from B on the time interval I by BI = {F t (%);% ∈ pi−1(B), t ∈
I } ⊂Σp .
We consider γ ∈H and an open neighborhood V of γ in H. Recall that Hps > 0 at pi−1out (γ )
and Hps < 0 at pi−1in (γ ). Thanks to the continuity of (F t ), we can choose V small enough and a
small enough time interval I =]−T ,T [ so that each piece of trajectory ⋃t∈I F t (%) with % ∈ V
is included either in {Hps > 0} or {Hps < 0}. In particular, each of these trajectories from V
come across T ∗∂YRd+1 exactly once in the time interval I , namely at time t = 0. Since pi−1(V)
and I are open, VI is an open subset of Σp . Thanks to equation (6), we may restrict the “jump
formula”H ∗p(1{s>0}µ)= δ(s)⊗µ0 to VI .
It is convenient to carry on the analysis by pulling the situation on VI back to the product
space pi−1(V)× I by the homeomorphism (%, t) 7→ F t (%). Let F˜ tbd denote the pullback of F tbd,
µ˜ denote the pullback of 1{s>0}µ, and V˜I denote pi−1(V)× I . The equation writes:
∂t µ˜= δ(t)⊗µ0, in D′
(V˜I ).(17)
Testing this distribution by χεψ where ψ ∈ C∞comp(pi−1(V)), χ ∈ C∞comp(R), χ(0)= χ ′(0)=
1, and χε(t)= εχ( t−t0
ε
), and applying Lebesgue’s dominated convergence as ε→ 0 yields that
µ˜ is null on V{t0}, for all t0 ∈ I .
Testing this distribution by χψ , where ψ ∈ C∞comp(pi−1(V)) is non-negative, χ ∈ C∞comp(R)
is increasing for t < 0, decreasing for t > 0, and χ(0) = 1 we get: 〈µ0,ψ〉 = 〈µ˜, χ ′ψ〉. But
the measure µ˜ is zero on pi−1in (V) × [0,+∞[ and pi−1out (V)×]−∞,0], and positive elsewhere.
Hence, the restriction µ˜in of µ0 to Hin and the restriction µ˜out of −µ0 to Hout are positive
distributions, and therefore measures. Thanks to the homeorphisms piin and piout we may write:
µ˜in = δ(σ − kin(z, ζ ))⊗µin and µ˜out = δ(σ − kout(z, ζ ))⊗µout, and point (ii) is proved.
Note that, as a consequence of equation (17), for all open set O in pi−1(V), and all open
interval J ⊂ I : µ˜(O× J )= |J ∩]0,+∞[ | µ˜out(O)+ |J ∩]−∞,0[ | µ˜in(O) where |J | denotes
the Lebesgue measure of the interval J .
Let B ⊂ H be a Borel subset of T ∗∂Y , such that Re νj = 0 on B. Let (ψn) be a bounded
sequence in C∞comp(pi−1(V)) which converges pointwise to the caracteristic function of pi−1(B).
Let µ˜0 denote the measure δ(t) ⊗ (µ˜out − µ˜in). For all ϕ ∈ C∞comp(V˜I ), equation (17) implies:
〈µ˜,ψn∂tϕ〉 = 〈µ˜0,ψnϕ〉. Thanks to Lebesgue’s dominated convergence theorem, taking the limit
in n yields: 〈µ˜,1pi−1(B)∂tϕ〉 = 〈µ˜0,1pi−1(B)ϕ〉. Therefore:
∂t
(
µ˜eB˜I
)= δ(t)⊗ (µ˜out − µ˜in)epi−1(B), in D′(V˜I ).
The hypothesis is that µout = µin on B. Therefore, on pi−1(B), µ˜out is equal to the pullback
by R of µ˜in. For all open set O in pi−1(V), and all open intervals J and J ′ of I such that
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|J | = |J ′|: µ˜eB˜I (O × J )= |J |µ˜outepi−1(B)(O ∪ R(O))= µ˜eB˜I (R(O)× J ′). We deduce from this
property that: µ˜eB˜I (O × J )= µ˜eB˜I (F˜ tbd(O × J ))) for all t such that F˜ tbd(O × J ))⊂ V˜I . Since
µ is a Radon and – a fortiori – Borel measure, it proves: µeBI (B)= µeBI (F tbd(B))) for all Borel
subset B of VI such that F tbd(B)⊂ VI . 2
We shall now introduce the boundary measure related to the restriction of µ.
PROPOSITION 1.8. – µ= 1{s>0}µ+ δ(s)⊗ δ(σ + b02a0 )⊗µ∂ , where µ∂ is a positive measure
on T ∗∂Y supported in G.
Proof. – Note that: Hp(θHps) = θH 2ps + (Hps)2∂sθ + (Hps)Hˇpθ , where Hˇps = 0 (ex-
plicitely: Hˇp = ∇ζ p.∇z − ∇zp.∇ζ ). Therefore, replacing θ in equation (16) by εχ( sε )θ where
χ ∈ C∞comp(R) and χ(0)= χ ′(0)= 1, all the integrands are bounded. All their pointwise limits
as ε→ 0 are 0, but the limit of (Hps)2θ∂s(εχ( sε )) = (Hps)2θχ ′( sε ) which is (Hps)2θ1{s=0}.
Hence, Lebesgue’s dominated convergence theorem yields: 〈1{s=0}(Hps)2µ,θ0〉 = 0, for all
θ0 ∈ C∞comp(T ∗Y ) which do not depend on s and τ . Since 1{s=0}(Hps)2µ is a positive mea-
sure, this proves that it is 0. Together with Lemma 1.3, this yields supp(1{s=0}µ)⊂ {s = 0,p =
0,Hps = 0} = {s = 0,1p = 0, σ =− b02a0 }. 2
1.6. Boundary conditions
We now derive from equations (15) and (16) the properties of the boundary measures in the
elliptic, hyperbolic and glancing regions successively.
LEMMA 1.9. – On the elliptic region E , we have: Re νjN = 0 and ν˙N =−1pν.
Proof. – We replace θ by χ(− b2−4ac
ε
)θ in equations (15) and (16), where χ ∈C∞(R) satisfies
χ > 0, χ = 0 on ]−∞,1] and χ = 1 on [2,+∞[. From Lemma 1.3, we know that the left hand
sides are zero for each ε > 0, and, taking the limit ε→ 0, Lebesgue’s dominated convergence
theorem yields: 〈Re νjN ,1Eθ0〉T ∗∂Y = 0 and 〈ν˙N +1pν,1Eθ0〉T ∗∂Y = 0. 2
PROPOSITION 1.10. – On the hyperbolic regionH, we have:
(i) 4µout =11/2p ν + 2ReνjN +1−1/2p ν˙N and 4µin =11/2p ν − 2ReνjN +1−1/2p ν˙N .
(ii) If µin = 0 on some Borel set B, then µout = Re νjN =11/2p ν =1−1/2p ν˙N on B.
(iii) If −Re νjN = (Reα)ν = (Reα)|α|−2ν˙N on some Borel set B, for some complex valued
function α such that α and α+11/2p are never 0 on B, then, on B:
µout = αRµin and −Re νjN = αT µin, where: αR = 1− αT =
∣∣∣∣11/2p − α
1
1/2
p + α
∣∣∣∣2.
Proof. – If θ is supported in {b2−4ac > 0}, we can rewrite equations (15) and (16) in terms of
boundary measures only, using H ∗pµ= δ(s)⊗µ0 +H ∗p(δ(s)⊗ δ(σ + b02a0 )⊗µ∂). Since µ∂ = 0
on {1p > 0} (cf. Proposition 1.8), Hps =11/2p on Hout and Hps =−11/2p onHin, we get:
−〈µin −µout, θ0〉T ∗∂Y = 〈Re νjN , θ0〉T ∗∂Y ,
−〈−11/2p µin −11/2p µout, θ0〉T ∗∂Y = 12 〈ν˙N +1pν, θ0〉T ∗∂Y .
Although θ is not necessarly supported in {b2 − 4ac > 0}, we can always use these equations
replacing θ by θε = χ(b2−4ac
ε
)θ , where χ ∈ C∞(R) satisfies χ = 0 on ]−∞,1] and χ = 1 on
L. MILLER / J. Math. Pures Appl. 79 (2000) 227–269 245
[2,+∞[. Since the pointwise limit of θε0 is 1Hθ0, taking the limit ε→ 0, Lebesgue’s dominated
convergence theorem yields: µout − µin = Re νjN and 211/2p (µout + µin) = ν˙N + 1pν on H.
Solving this linear system yields point (i).
The second and third points are consequences of the first. In fact, when µin = 0, the second
equation in point (i) yields: 11/2p ν +1−1/2p ν˙N = 2ReνjN . The Cauchy–Schwarz inequality in
equation (14) yields: 2Re νjN 6 2(11/2p ν)1/2(1−1/2p ν˙N )1/2. Since the sum of the squares of two
terms is lower or equal to the double product of these terms if and only if these two terms are
equal, this proves Re νjN =11/2p ν =1−1/2p ν˙N immediately. Now, the first equation in point (i)
yields: 4µout = 4ReνjN .
When −ReνjN = (Reα)ν = (Reα)|α|−2ν˙N , point (i) yields: 411/2p (Reα)µout = −|11/2p −
α|2Re νjN and 411/2p (Reα)µin =−|11/2p +α|2Re νjN . This proves the conclusion in point (iii),
when Reα 6= 0; otherwise Re νjN = 0, and the conclusion is trivial. 2
The following corollary generalizes the reflection property first proved in Corollary 2.6 of [11].
Note that in the strictly convex Dirichlet problem considered there, ν – a fortiori Re νjN – are
zero everywhere, and the authors have taken advantage of the fact that all the trajectories are
defined globally to reduce the dynamics to T ∗∂Y .
COROLLARY 1.11. – Let B ⊂H be a Borel subset of T ∗∂Y . If Re νjN = 0 on B, then µ is
locally invariant under the billiard flow (F tbd) on the union of trajectories of (F tbd) stemmingfrom B.
Proof. – From the hypothesis ReνjNeB = 0 and Proposition 1.10(i), we deduce that: µout = µin
on B. Proposition 1.7(iii) yields the result. 2
PROPOSITION 1.12. – On the glancing region G, we have:
(i) µ∂ = 0 on Gd , and ν˙N = νjN = 0 on Gd ∪ G0.
(ii) −(H 2ps)µ∂ = 12 ν˙N .
Proof. – Point (i) is a direct consequence of the equation in point (ii). In fact, the right-hand
side is a positive measure, whereas the restriction of the left-hand side to Gd ∪ G0 is a negative
measure. Therefore, both sides vanish on Gd ∪ G0. The Cauchy–Schwarz inequality (14), proves
that νjN also vanishes on Gd ∪ G0, which completes the proof of point (i).
Let γ ∈ pi−1(G) and let τ = σ + b2a . Using the generalized Darboux theorem (cf. [13,
p. 273, Theorem 21.1.6]), in some open neighborhood O of γ , we can choose new symplectic
coordinates vanishing at γ such that the first two are s and τ , and the 2d last ones are independent
of s and τ . For brevity, we shall still denote them by (z, ζ ), and let Z = (z, s, ζ ). Since
∂τ = −Hs = ∂σ , the σ independent function (tangential symbols of order 0) are exactly the τ
independent ones. Introducing the functions ω = b2−4ac4a2 , and q = τ 2 −ω, we now have p= aq .
On {p= 0} = {q = 0} = {τ 2 = ω}: Hp = aHq = a(2τ∂s −Hω).
We denote {b2 = 4ac} ∩ O by 1. Thanks to the continuity of ω, we may find an open
neighborhood V of Z(γ ) in Y ×Rd such that {(σ,Z) ∈Σp;Z ∈ V} ⊂Ω . We shall first deduce
from equation (16) that the restriction µe1 of µ to 1 satisfies, for all θ ∈ C∞comp(V), setting
θ0 = θes=0:
−〈µe1, θH 2ps〉= 12 〈ν˙NeG , θ0〉T ∗∂Y .(18)
For some χ ∈ C∞comp(R) such that χ(0) = 1 and χ ′(0) = 0, for all ε ∈]0,1], let χε(Z) =
χ(ω(Z)
ε
). We replace θ in equation (16) by χεθ and we apply Lebesgue’s dominated convergence
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theorem as ε tends to 0. Thanks to Lemma 1.3, supp(θ)∩ supp(µ)⊂O and we may use our new
coordinates to compute the integrands.
The only integrands which are not trivially bounded on supp(µ)⊂Σp are due to derivatives
acting on χε , that is: θ(Hps)Hpχε . But, since τ 2 = ω on Σp ∩ O and Hωω = 0, this term
writes onΣp as: θ(Hps)Hpχε = θ(2aτ)×2aτ∂sχε = 4a2θω∂sχε . Now ω∂sχε = (tχ ′(t))et=ωε
is bounded like t 7→ tχ ′(t), so that Lebesgue’s theorem does apply.
Since the pointwise limit of χε is 1{ω=0} and the pointwise limit of its derivative is zero,
the pointwise limit of Hp(χεθHps) is 1{ω=0}Hp(θHps). Since Σp ∩ {ω = 0} = Σp ∩ 1 on
supp(θ)⊂ V , and sinceHps = 2aτ = 0 onΣp ∩1, this function writes on supp(µ) as: 11θH 2ps.
Using that 1p = 0 on {ω = 0} ∩ {s = 0} = pi−1(G) to simplify the right hand side, Lebesgue’s
theorem does yield equation (18).
Since there are no derivatives with respect to s in equation (20) we may restrict it to {s = 0}.
In fact, we replace θ by εχ( s
ε
)θ , where χ ∈ C∞comp(R) and χ(0) = 1, and apply Lebesgue’s
dominated convergence theorem as ε tends to 0 again. Since, thanks to Proposition 1.8,
supp(µ) ∩ {s = 0, Z ∈ V} ⊂ 1, this yields: −〈µ∂, θ0H 2ps〉 = 12 〈ν˙NeG , θ0〉T ∗∂Y . Since pi(γ ) is
an arbitrary point of G and θ0 is an arbitrary function of C∞comp(T ∗∂Y ) supported in some
neighborhood of pi(γ ), this yields point (ii). 2
1.7. Propagation at the boundary in the glancing region
Equation (16) was localized on a set 1 in the proof of Proposition 1.12. Because 1 is not
invariant under the flow ofHp, the same method does not apply to equation (15). In the following
lemma, we localize the “jump formula” of Proposition 1.7 to the open invariant set of hyperbolic
bicharacteristics. Thanks to Proposition 1.10, it allows to localize equations (15) and (16) to the
closed invariant set of strictly glancing bicharacteristics. This is used in the next proposition to
prove propagation results in the glancing region.
LEMMA 1.13. – For any point γ ∈ pi−1(Gd ∪ Gg), there is an open neighborhood Ω of γ in
T ∗Y (which does not intersect pi−1(G0)), such that the union G of pieces of bicharacteristics in
Ω intersecting pi−1(Gd ∪ Gg) satisfies:
H ∗p(1{s>0}µeGc)= δ(s)⊗µ0epi−1(H), in D′(Ω),
where µeGc is the restriction of µ to the complementary set Gc =Ω \G of G in Ω .
Proof. – Let γ ∈ pi−1(Gd ∪ Gg) and let τ = σ + b2a . As in the proof of Proposition 1.12(ii),
using the generalized Darboux theorem (cf. [13, p. 273, Theorem 21.1.6]), in some open
neighborhood O of γ , we can choose new symplectic coordinates vanishing at γ such that
the first two are s and τ , and the 2d last ones are independent of s and τ . For brevity, we
shall still denote them by (z, ζ ), and let Z = (z, s, ζ ). Introducing the functions ω = b2−4ac4a2 ,
and q = τ 2 − ω, we now have p = aq . On {p = 0} = {q = 0} = {τ 2 = ω}: Hp = aHq =
a(2τ∂s −Hω) and H 2p = (aHq)2, so that Hpτ = a∂sω and H 2ps = 2aHpτ + 2τHpa. Therefore,
on O: pi−1(Gd ∪ Gg)=Σp ∩ {s = τ = 0} ∩ {Hpτ 6= 0}.
Let 2αγ = |Hpτ |(γ ) = |H 2ps/(2a)|(γ ) 6= 0. We consider an open neighborhood V of γ in
O ∩Σp ∩ {τ = 0} included in {Hpτ 6= 0}. Thanks to the continuity of (F t ), we can choose V
small enough and a small enough time interval I =]−T ,T [ so that each piece of trajectory⋃
t∈I F t (%) with % ∈ V is included either in O ∩ {Hpτ > αγ } or O ∩ {Hpτ < −αγ }. In
particular, each of these trajectories from V come across O ∩ {τ = 0} exactly once in the time
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interval I , namely at time t = 0. Moreover, on each trajectory: s(t) > aαγ t2 if % ∈ pi−1(Gd ), and
s(t) <−aαγ t2 if % ∈ pi−1(Gg) (as in [13, Lemma 24.3.4]).
For any Borel subset B of O ∩Σp ∩ {τ = 0} and any interval I of R, we denote the union of
pieces of Hamilton trajectories stemming from B on the time interval I by BI = {F t(%);% ∈
B, t ∈ I } ⊂ Σp . Since V and I are open, VI is an open subset of Σp . Note that VI ⊂ O
and that the union of pieces of bicharacteristics in VI intersecting pi−1(Gd ∪ Gg) is exactly
the closed subset G = (V ∩ {s = 0})I of Σp . Its complementary set in O is the open subset
Gc = (V ∩ {s 6= 0})I of Σp .
Thanks to equation (6), we may restrict the “jump formula” H ∗p(1{s>0}µ)= δ(s)⊗µ0 to VI .
It is convenient to carry on the analysis by pulling the situation on VI back to the product space
V× I by the homeomorphism (Z, t) 7→ F t(Z, τ = 0). Let µ˜ denote the pullback of 1{s>0}µ, and
µ˜0 denote the pullback of µ0, and s˜ denote the pullback of the coordinate s. The equation writes:
∂t µ˜= δ(s˜)⊗ µ˜0, in D′(V × I).
For some χ ∈ C∞(R) such that χ = 0 on ]−1,1[ and χ = 1 on R \ [−2,2], for all ε ∈]0,1],
let χε(s)= χ( s
ε
). For all ϕ ∈ C∞comp(V× I), we test this “jump formula” by χεϕ: −〈µ˜, χε∂tϕ〉 =
〈µ˜0, (χεϕ)es˜=0〉. For each ε, χεϕ is supported in Gc so that (χεϕ)es˜=0 is supported in pi−1(H).
Since µ0 is a measure on pi−1(H), we may apply Lebesgue’s dominated convergence theorem as
ε tends to 0. Since Gc = VI ∩ {s 6= 0}, we get: −〈µ˜eGc, ∂tϕ〉 = 〈µ˜0epi−1(H), ϕes˜=0〉, and therefore:
∂t µ˜eGc = δ(s˜)⊗ µ˜0epi−1(H), in D′(V × I).
Pulling back this equation to VI proves the equation in the lemma, if we chooseΩ small enough
so that Ω ∩Σp ⊂ VI . 2
PROPOSITION 1.14. – (i) The restriction of µ to the trajectories of the Hamiltonian flow (F t )
stemming from Gd is invariant under (F t ).
(ii) Let HGp =Hp + H
2
ps
H 2s p
Hs denote the gliding vector field (cf. [13, p. 434]). µ∂ satisfies the
transport equation with source term:
−HGp ∗
(
δ(s)⊗ δ
(
σ + b0
2a0
)
⊗µ∂
)
= δ(s)⊗ δ
(
σ + b0
2a0
)
⊗Re νjN in D′(pi−1(Gg)).
(iii) Let n˙j denote the density of Re νjN with respect to ν˙N . The restriction µe∂Y of µ to
T ∗Rd+1e∂Y is supported in pi−1(Gg ∪ G0)⊂ {H 2ps 6 0} and satisfies:
HGp (µe∂Y )= 2n˙j
(−H 2ps)µe∂Y in D′(pi−1(Gg)).
Remarks. – Note that the source in these equations vanishes for the Dirichlet boundary
condition.
Section 5 describes a context where n˙j is positive so that the equation of point (iii) proves that
the density is exponentially released from the boundary.
The equation in point (iii) says thatHGp ∗(µe∂Y ) is absolutely continuous with respect to µe∂Y .
If t is a coordinate such that HGp ∗t is never zero, then this equation implies the continuity of
µe∂Y with respect to t .
Proof. – Let γ ∈ pi−1(Gd ∪ Gg). We use the notations in the proof of Lemma 1.13. Recall that
Σp ∩O ⊂ {τ 2 = ω}. Thanks to the continuity of ω, we may find an open neighborhood U of γ
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in O ∩ {τ = 0} such that {(σ,Z) ∈Σp;Z ∈ U} ⊂Ω . Let θ ∈ C∞comp(U), and let θ0 = θes=0. From
the equation in Lemma 1.13, Proposition 1.7(ii) and Proposition 1.10(i), we have:
−〈1{s>0}µeGc,Hpθ〉 =
〈
Re νjNeH , θ0
〉
T ∗∂Y ,
−〈1{s>0}µeGc ,Hp(θHps)〉= 12 〈(ν˙N +1pν)eH, θ0〉T ∗∂Y .
From Proposition 1.8, we have 1{s>0}µeGc = µeGc . Substracting equation (15) from the first
equation and equation (16) from the second equation yields:
−〈µeG,Hpθ〉 =
〈
Re νjNeG , θ0
〉
T ∗∂Y ,(19)
−〈µeG,Hp(θHps)〉= 12 〈ν˙NeG, θ0〉T ∗∂Y ,(20)
where we have taken Lemma 1.9 into account to compute the right-hand sides.
To prove point (i), we assume γ ∈ pi−1(Gd ). Thanks to the continuity of a∂sω, we may
choose U such that {(σ, z, ζ ) ∈ pi(Σp); (0, z, ζ ) ∈ U} does not intersect G0 ∪ Gg . Then, in the
neighborhood U = {(σ,Z) ∈ T ∗Y ;Z ∈ U} of γ in T ∗Y , G is exactly the union of pieces of
bicharacteristics which intersect pi−1(Gd ). Thanks to Proposition 1.12(i), the right-hand sides
of equations (19) and (20) vanish, and the resulting transport equation is just: −〈µeG,Hp(ϕ0 +
ϕ1σ)〉 = 0, for all ϕ0 and ϕ1 in C∞comp(U). Thanks to Lemma 1.3, we may apply Lemma 1.6 with
m= µeG and get: HpµeG = 0 in D′(U), which proves point (i).
To prove point (ii), we assume γ ∈ pi−1(Gg). Thanks to the continuity of a∂sω, we may
choose U such that {(σ, z, ζ ) ∈ pi(Σp); (0, z, ζ ) ∈ U} does not intersect G0 ∪ Gd . Then, in the
neighborhood U = {(σ,Z) ∈ T ∗Y ;Z ∈ U} of γ in T ∗Y , G is exactly the union of pieces of
bicharacteristics which intersect pi−1(Gg), and G lies in {s 6 0}. Therefore G = G = Gg on
U ∩ supp(µ). Moreover θ satisfies Hpθ = HGp θ since it does not depend on τ . Therefore,
equation (19) yields
−〈µe∂Y ,HGp θ 〉= 〈Re νjNeGg , θ0〉T ∗∂Y .
But HGp τ = 0 on {τ = 0} since HGp (Hps) = 0 and Hps = 2aτ . Therefore, applying our
last equation to test functions ϕ ∈ C∞comp(T ∗Y ) such that ϕeτ=0 = θ yields point (ii), since
HGp (ϕeτ=0)= (HGp ϕ)eτ=0.
Equation (14) ensures the absolute continuity of Re νjN with respect to ν˙N , so that Re νjN =
n˙j ν˙N for some ν˙N -integrable function n˙j . Therefore, point (iii) is a direct consequence of
point (ii) thanks to Proposition 1.12(ii) and HGp ∗ = −HGp on pi−1(G). 2
1.8. Consequences when some boundary conditions are prescribed
When some boundary condition complements the problem set in Section 1.1, the measures
of the traces satisfy some extra relations. The boundary conditions in the hyperbolic region (cf.
Proposition 1.10) together with the propagation result in the glancing region (cf. Section 1.7)
may therefore yield a global propagation result. A rigorous proof should proceed by a descent
method already used in Proposition 1.14(i) (prove the propagation result in some open region,
then substract the corresponding part of the measure, and prove the propagation results in some
open region of the remaining support, etc. . . .). Such a descent method has been used by Burq in
the appendix of [5] to prove a propagation result for the support of the measure in some specific
Dirichlet problem.
L. MILLER / J. Math. Pures Appl. 79 (2000) 227–269 249
Here, we just compute the result when we prescribe some pseudo-differential boundary
condition on (uh):
v˙hN + αW (z,hDz)vh = 0, in D′(∂Y ).
Recall that vh = uhe∂Y and v˙hN = DhNuhe∂Y , where DhN is the Neumann operator associated
to Ph. This pseudo-differential relation between vh and v˙hN induces the following relation
between their semiclassical measures (defined in Section 1.5): ν˙N =−ανjN = |α|2ν. Therefore:
−ReνjN = (Reα)ν = (Reα)|α|−2ν˙N , so that Proposition 1.10(iii) applies, n˙j =−(Reα)|α|−2
in Proposition 1.14(iii), and (supp(ν) ∪ supp(ν˙N )) ∩ E ⊂ {|α|2 + 1p = 0} according to
Lemma 1.9.
First note that for the Dirichlet boundary conditions vh = 0, the Neumann boundary condition
v˙hN = 0, or the above pseudo-differential boundary condition with a pure imaginary α, we have
ReνjN = 0. In this case, Corollary 1.11 yields the invariance of µ under the billiard flow Fbd
(defined at the end of Section 1.4).
When α > 0, Proposition 1.10(iii) proves: αR = (1
1/2
p −α
1
1/2
p +α
)2. This means that the density
propagating along the billiard trajectories is damped at each rebound by this factor αR < 1.
Since n˙j =−1/α, the equation in Proposition 1.14(iii) means that the density propagating in the
boundary along the gliding trajectories increases at the rate −2(H 2ps)/α > 0. A simple example
of this context is the wave equation ∂2t u−1xu= 0 on a strictly convex domain with the damping
boundary condition ∂nu+ β(x)∂tu= 0, where n is the interior normal and β > 0.
We want to emphasize here again that our method builds on Hypothesis 1.2 which may fail
for some boundary conditions. For the Dirichlet boundary conditions, Hypothesis 1.1 and 1.2
are satisfied. For the Neumann boundary condition, Hypothesis 1.2 is not satisfied, for lack of a
bound on the trace vh in the glancing region (the uniform Lopatinski condition is not satisfied).
2. Semiclassical measures in transmission problems
This section concerns the propagation of semiclassical measures of solutions to second order
transmission problems in Rd+1. It builds on the study of boundary prolems made in the previous
section.
We describe the propagation property of the semiclassical measures in terms of a “Snell–
Descartes” semigroup (S∗t )t>0 onM+(T ∗Rd+1). It is the analogue, for transmission problems,
of the action of the Hamiltonian flow on semiclassical measures in problems without boundaries
or interface. Due to the possibility of “ray splitting”, it cannot be defined as the action of a flow
on measures. It rather appears as the dual of some semigroup on functions (cf. Section 2.3). Due
to our unability to describe, in terms of semiclassical measures only, what happens when parts
of the density coming from both sides interfere at some point of the boundary, or when part
of the density reaches the non-diffractive glancing region, we have introduced some restrictive
conditions on the validity of the “Snell–Descartes” semigroup (cf. equations (23) and (24)).
2.1. The geometry of the transmission problem
We consider the (d + 1)-dimensional half-spaces Y+ = {(y ′, yd) ∈ Rd+1;yd > 0} and Y− =
{(y ′, yd) ∈ Rd+1;yd 6 0}. As in Section 1, we shall denote the normal and tangential variables
by s = yd and z = (z1, . . . , zd) = (y0, . . . , yd−1), and the conormal and cotangent variables by
σ and ζ , so that the boundary writes: ∂Y = ∂Y+ = ∂Y− = {(z, s) ∈ Rd+1; s = 0}. We consider
two selfadjoint semiclassical operators Ph± = pW± (y,hDy)+hqh±W(y,hDy)+hrh±W(y,hDz) of
the same type as Ph in Section 1.
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The corresponding transmission problem is:
Ph±uh = 0 in D′(Y˙±),
uhes=0− = uhes=0+ in D′(∂Y ),
DhN−u
h
es=0− = βW(z,hDz)DhN+uhes=0+ in D′(∂Y ),
(21)
where β ∈ C∞(T ∗∂Y ) is a positive symbol, and DhN± = 2aW0±(z,hDz)hDs + bW0±(z,hDz) is the
Neumann operator associated to Ph±.
Remark. – An example to keep in mind comes from problem (1): y = (t, x), η = (τ, ξ),
p+(y, η)= τ + |ξ |22 + V+(x), p−(y, η)= τ + |ξ |
2
2 + V−(x), and β(z, ζ )= 1.
We assume that (uh) is a bounded sequence of L2loc(R
d+1) with a semiclassical measure
µ ∈M+(T ∗Rd+1). As in Section 1, our method requires two additional boundedness properties
of (uh):
HYPOTHESIS 2.1. – h-oscillation of uh in s of order 2 + ε: there exists ε > 0 such that
|hDs |εϕ|hDs |2uh is bounded in L2(Rd+1) for all ϕ ∈C∞comp(Rd+1).
HYPOTHESIS 2.2. – Boundedness of the traces: (vh±) and (v˙h±) are bounded in L2loc(∂Y ).
Under this hypothesis, we shall assume that (vh±) and (v˙hN±) admit diagonal semiclassical
measures ν± and ν˙N± , and joint semiclassical measure νjN± .
2.2. Transmission conditions for interface measures
Since the boundary conditions for uh are vh− = vh+ and v˙hN− = βW(z,hDz)v˙hN+ , we have:
ν− = ν+, νjN− = βνjN+ , ν˙N− = β2ν˙N+ .(22)
Thanks to the first remark after Hypothesis 1.1 and 1.2, Hypothesis 2.1 ensures the
h-oscillation of |hDs |21s>0uh and |hDs |21s<0uh in s up to the boundary, so that we may apply
the results of Section 1 to 1s>0uh and 1s<0uh. All the notions defined in Section 1.4 can be
defined for each half-space, and and we assign a + or − to the notations introduced there
accordingly. In particular:
kin± =
−(b0± ±
√
1p±)
2a0±
, kout± =
−b0± ±
√
1p±
2a0±
,
Hout± = pi−1± (H±)∩ {±Hps > 0} and Hin± = pi−1± (H±)∩ {±Hps < 0}.
Denote by T+: pi−1+ (H+)→ pi−1− (H−) the transmission bijective map defined by pi+(%) =
pi−(T+(%)) and (%,T+(%)) ∈Hin+ ×Hout− ∪Hout+ ×Hin−. Denote its inverse by T− = T −1+ .
Note that the signs change in the boundary terms of the integration by parts, and in front of
1
1/2
p± but not in: µ±0 = δ(σ − kin±(z, ζ ))⊗ µin± − δ(σ − kout± (z, ζ ))⊗ µout± , so that the boundary
conditions in the hyperbolic regions are (cf. Proposition 1.10):
(i) 4µout± =11/2p±ν± ± 2ReνjN± +1−1/2p± ν˙N± and 4µin± =11/2p±ν± ± (−2)ReνjN± +1−1/2p± ν˙N±
onH±.
(ii) If µin± = 0 on some Borel set B ⊂H±, then µout± =±ReνjN± =11/2p±ν± =1−1/2p± ν˙N± on B.
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(iii) If −(±)Re νjN± = (Reα)ν± = (Reα)|α|−2ν˙N± for some complex valued function α such
that α and α + 11/2p are never 0 on H±, then µout± = αR±µin± and −Re νjN± = αT±µin±,
where:
αR± = 1− αT± =
∣∣∣∣11/2p± − α
1
1/2
p± + α
∣∣∣∣2.
On H+ ∩H−, using points (ii) on one side, point (iii) with α = β±111/2p± on the other side, and
plugging in equation (22), we get by elementary computations:
LEMMA 2.1. – Let B be a Borel set included in H+ ∩H−.
(i) If µin− = 0 on B, then µout+ = βRµin+ and µout− = ββT µin+ on B,
(ii) If µin+ = 0 on B, then µout− = βRµin− and µout+ = β−1βT µin− on B, where:
βR = 1− βT =
∣∣∣∣11/2p− − β11/2p+
1
1/2
p− + β11/2p+
∣∣∣∣2.
As a consequence of this lemma, the density which comes upon the region H+ ∩H− of the
boundary is refracted, i.e. partially reflected and partially transmitted, if no density is coming
from the other side on the same region (cf. the proof of Theorem 2.2). Note that β = 1 is the
only boundary condition of this type which ensures the conservation of the total density, i.e.
µout− +µout+ = µin−.
Remark. – In general, we have µ = µ± on Y˙±, but we do not have µ = µ− + µ+. The
orthogonality condition µ∂− ⊥ µ∂+ would be enough to ensure this equality. It is satisfied, in
particular, if 1p− and 1p+ never take the value zero at the same point, or, more generally, if
(Gg+ ∪ G0+)∩ (Gg− ∪ G0−)= ∅.
2.3. Snell–Descartes semigroup and refraction result
With Lemma 2.1, Proposition 1.14(i) and Corollary 1.11 we are now in a position to describe
locally the propagation of the density at the boundary except when it comes upon H+ ∩H−
from both sides at the same time, upon Gg− ∪Gg+ ∪G0+ from {s > 0} or upon Gg+ ∪Gg− ∪G0−
from {s 6 0}. Assuming β = 1, i.e. refraction with conservation of the density, we define, in this
section, a semigroup (S∗t )t>0 acting onM+(T ∗Rd+1) which sums up this local information in
a global manner (the parameter t is indeed the time variable in the application to problem (1) in
Section 3). The above mentioned exceptions in our local description of the propagation impose
the following two conditions for the validity of the semigroup as a global description of the
propagation:
non-interference: µin+ ⊥ µin−,(23)
non-gliding: µ∂+(Gg+ ∪ G0+)= µ∂−(Gg− ∪ G0−)= 0.(24)
Given an initial point % ∈ T ∗Rd+1 and a binary sequence of choices (bn) ∈ {R,T }N∗ , we
construct an application γ :R+ → T ∗Rd+1, by a recursive process. Initialy, we set n = 0. If
% /∈ (Σd+ \Hin+) ∪ (Σd− \Hin−) then γ is stationnary: γ ≡ %. If not, then % ∈ Σdε \Hinε with
ε ∈ {+,−} and γ is identified with the trajectory of F tε from γ on a maximal interval [0, t).
When this interval is finite, γ has a limit from the left % ∈ Ggε ∪ G0ε ∪Hinε at t . The process
consists in iterating the previous step from γ (t) defined as γ (t)= % when % ∈ Gg−ε ∪Ggε ∪G0ε ,
and otherwise as: if piε(%) /∈H+ ∩H− then γ (s)=R(%); if piε(%) ∈H+ ∩H− then n is replaced
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by n+ 1, and γ (s)= R(%) if bn = R, γ (s)= Tε(%) if bn = T . The trajectory γ thus defined is
an application which is continuous from the right with limits from the left whose discontinuity
points can only accumulate on points of Gg+ ∪ G0+ ∪ Gg− ∪ G0− (more precisely on gliding
points of infinite order).
The future of % ∈ T ∗Rd+1 in the term t ∈R+ is the set At,% of the various restrictions to [0, t)
of the trajectories γ obtained by the above process starting from % and a choice (bn) ∈ {R,T }N∗ .
We denote by %γ their limit from the left at t . Given the positive bounded continuous reflection
and transmission coefficients on H+ ∩H− defined by:
αR = 1− αT =
∣∣∣∣11/2p− −11/2p+
1
1/2
p− +11/2p+
∣∣∣∣2,
we assign to each trajectory γ ∈At,% the weight α(γ ) obtained by multiplying, for each choice
b ∈ {R,T } made during its construction, the value taken by αb at the corresponding point of
H+ ∩H−.
By construction, the futures satisfy the following semigroup property: the trajectories γ of
At1,% which coincide on [0, t0) (where t0 < t1) with γ0 ∈At0,% are obtained by gluing to it the
trajectories γ ′ of At1−t0,γ0(t0), i.e. setting γ (t) = γ0(t) for all t ∈ [0, t0) and γ (t) = γ ′(t − t0)
for all t ∈ [ t0, t1). Moreover: α(γ ) = α(γ0)α(γ ′), and ∑γ∈At,% α(γ ) = 1. Therefore, we may
define a positive contraction semigroup (St )t>0 on bounded Borel functions f on T ∗Rd+1 by:
Stf (%)=∑γ∈At,% α(γ )f (%γ ).
We call Snell–Descartes semigroup the dual semigroup (S∗t )t>0 acting on the setM+(T ∗Rd+1)
of positive Radon measures on phase space.
The following theorem describes the invariance properties of a semiclassical measure µ ∈
M+(T ∗Rd+1) of a solution to problem (21) with β = 1 in terms of this Snell–Descartes
semigroup.
THEOREM 2.2. – If µ satisfies (23) and S∗t µ satisfies (24) for some t ∈R+, then S∗t µ= µ.
Proof. – Note that under condition (24), we have µ= 1Y˙−µ− + 1Y˙+µ+ = µ− +µ+.
Thanks to equation (22), Lemma 1.9 and point (i) in Proposition 1.12, we have ReνjN+ =
ReνjN− = 0 on E+ ∪ Gd+ ∪ G0+ ∪ E− ∪ Gd− ∪ G0−. Therefore, thanks to Corollary 1.11, the
density coming from {s < 0} is totally reflected on (E+ ∪ Gd+ ∪ G0+) ∩ H− and the density
coming from {s > 0} is totally reflected on (E− ∪ Gd− ∪ G0−)∩H+.
Thanks to Proposition 1.14(i), the density coming from {s < 0} on Gd− and from {s > 0} on
Gd+ is totally reflected along glancing bicharacteristic curves of Hp.
Since condition (24) is satisfied by S∗t µ, no density comes upon Gg−∪Gg+∪G0+ from {s > 0}
or upon Gg+ ∪Gg− ∪G0− from {s 6 0}. Therefore we don’t have to examine gliding rays and no
density can be trapped in the interface.
It remains for us to deduce the local refraction result from condition (23) and Lemma 2.1. We
consider γ ∈H+ ∩H− and an open neighborhood V of γ inH+ ∩H− . With the notations in the
proof of Proposition 1.7, for all Borel subset B ⊂H+ ∩H− of T ∗∂Y and any interval I of R:
∂t
(
µ˜±eB˜±I
)= δ(t)⊗ (µ˜out± − µ˜in±)epi−1± (B), in D′(V˜±I ).
Thanks to condition (23), there exists a Borel set B ∈ H+ ∩ H− such that µin− = 0 on B,
and µin+ = 0 on Bc. Thanks to Lemma 2.1(i), on pi−1+ (B): µ˜out+ is the pullback by R of
αRµ˜in+, and µ˜out− is the pullback by T + of αT µ˜in+. Therefore, we may deduce from theses
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equations in D′(V˜±I ) that, for all open set O in pi−1+ (V), and all open interval J ⊂ I :
µ˜+eB˜+I (O× J )= |J∩]0,+∞[ |α
Rµ˜in+(R(O))+ |J∩]−∞,0[ |µ˜in+(O) and µ˜−eB˜−I (T
+(O)× J )
= |J∩]0,+∞[ |αT µ˜in+(O). If J ⊂]−T ,0[ and t is such that Jt = J + {t} ⊂ ]0, T [ then:
µ˜+eB˜+I (O× Jt )= α
Rµ˜+eB˜+I (R(O)× J )+ α
T µ˜−eB˜−I (T
+(O)× J ). Since µ is a Borel measure,
it proves: µeB+J = S
∗
t (µeB+J ). Similarly: µeBc−J = S
∗
t (µeBc−J ). 2
Remarks. – The expressions for the reflection and transmission coefficients αR and αT of
problems (1) and (2) are not surprising. They can be easily computed for plane waves solving
constant coefficient equations as is done in many physics books. This computation can be
generalized to plane waves in the normal direction s which are not necessarily harmonic in the
other variables z: taking advantage of the fact that µ does not depend on s in this case, its trace
is straightforwardly defined and computed for waves supported in the hyperbolic region as was
noticed in [28].
Hypothesis (23) introduces a factor of irreversibility in this result. If some density is refracted
on the regionH+∩H− of the boundary for positive time, then µout+ ⊥ µout− does not hold, and we
can’t apply our result “backward” for negative time, i.e. with p replaced by −p (cf. the remark
about uniqueness after Theorems 0.1 and 0.2 in the Introduction).
3. Cauchy-transmission problem for the Schrödinger equation
In this section, we shall prove Theorem 0.1, stated in Section 0.3. It is an application of the
results of Section 2 to problem (1). Beforehand (cf. 3.1), we prove some h-oscillation estimates
for problem (1) which ensure that the hypothesis of Section 2 are satisfied.
We denote the operator in problem (1) by:
Ph1 =−ih∂t −
h2
2
1x + V (x).(25)
We recall the conservation law for the mass: for all t ∈R, we have:∫ ∣∣ψh0 (x)∣∣2 dx = ∫ ∣∣ψh(t, x)∣∣2 dx,(26)
which comes from:
∂t
(∥∥ψh(t, x)∥∥2
L2x
)= i
h
[
(hDtψ,ψ)L2x
− (ψ,hDtψ)L2x
]= 2
h
Im(ψ,hDtψ)L2x
= 2
h
Im
(
ψ,
[
1
2
|hDx |2 + V −Ph1
]
ψ
)
L2x
= 0.
3.1. h-oscillation and traces of the solution
The following lemma shows that h-oscillation of order < 5/2 is propagated in problem (1).
Although this propagation is naturally microlocal, the conservation law (26) allows us to prove
directly a global result.
LEMMA 3.1. – Let (ψh0 ) be a uniformly compactly supported bounded sequence in L2(Rd),
and (ψh) be the solution of problem (1) for this data.
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(i) If (|hDx |2ψh0 ) is bounded in L2(Rd) then (|hDx |2ψh) is bounded in L2loc(Rd+1)
(ii) If (|hDx |4ψh0 ) is bounded in L2(Rd ) and supp(ψh0 ) ∩ {xd = 0} = ∅ then
(|hDx |εϕ|hDx |2ψh) is bounded in L2(Rd+1) for all ϕ ∈ C∞comp(Rd+1) and ε ∈ [0,1/2[.
Proof. – Assume (|hDx |2ψh0 ) is bounded in L2(Rd ). From equation Ph1 ψh = 0 taken at
time t = 0, we deduce that (hDtψh(t = 0)) is bounded in L2(Rd ). Since Ph1 commutes with
time derivatives, (hDtψh) satisfies: Ph1 hDtψh = 0. Hence, the conservation law (26) applies
to (hDtψh) which is therefore bounded in L2loc(Rt ,L
2(Rdx )). From equation Ph1 ψ
h = 0, we
now conclude that (|hDx |2ψh) inherits the boundedness of (Vψh) in L2loc(Rd+1), which proves
point (i).
Let ϕ ∈ C∞comp(Rd+1) and ε ∈ [0,1/2[. Since (ϕψh) and (|hDx |2ϕψh) are bounded in
L2(Rd+1), (|hDx |εϕψh) is also bounded in L2(Rd+1). By Lemma A.7, (|hDx |εϕVψh) inherits
this boundedness. Assume now that (|hDx |4ψh0 ) is bounded in L2(Rd) and supp(ψh0 )∩{xd = 0}
= ∅. From equation |hDx |2Ph1 ψh = 0 taken at time t = 0, we deduce that
(|hDx |2hDtψh(t = 0)) is bounded in L2(Rd ). Since Ph1 commutes with time derivatives,
(hDtψ
h) satisfies: Ph1 hDtψ
h = 0. Hence, point (i) applies to (hDtψh) so that (|hDx |2hDtψh)
is bounded in L2loc(R
d+1). Now (|hDx |εϕhDtψh) is bounded in L2(Rd+1) all the more, and we
conclude from equation |hDx |εϕPh1 ψh = 0 that point (ii) holds. 2
With the multipliers ∂xdψh and V ∂xdψh, localised in time and space, we obtain the following
estimate on the traces of the solutions:
PROPOSITION 3.2. – Let (ψh0 ) be a uniformly compactly supported bounded sequence in
L2(Rd) and (ψh) be the solution of problem (1).
(i) If (|hDx |2ψh0 ) is bounded in L2(Rd) then (ψh) and its semiclassical derivatives
(hDx ′ψh) admit bounded traces on xd = 0 in L2loc(Rdt,x ′).
(ii) If (|hDx |4ψh0 ) is bounded in L2(Rd) and supp(ψh0 ) ∩ {xd = 0} = ∅ then (hDtψh) and
(hDxdψ
h) also admit bounded traces on xd = 0 in L2loc(Rdt,x ′).
Proof. – We denote by (·, ·) the scalar product in L2(Rd+1), and by (·, ·)∂ the scalar product
in L2(Rd
t,x ′). We abreviate Dxd =−i∂xd by Dd , and Dx ′ = −i∇x ′ by D′ .
Let ϕ ∈ C∞comp(Rd+1) be a non-negative real localization function, and let: ϕ1 = Dd(ϕV−)
1{xd<0}+Dd(ϕV+)1{xd>0}. From Hypothesis H.1(iii), we deduce the existence of a local positive
“jump” lower bound V , i.e.: (V+ − V−)(x ′,0) > V > 0 on the support of ϕ(t, x ′,0). Therefore,
to bound the trace of (ψh) it is enough to prove an a priori bound for:
V
∫ (
ϕ|ψ|2)(t, x ′,0)dt dx ′6 ∫ (V+ − V−)(x ′,0)(ϕ|ψ|2)(t, x ′,0)dt dx ′
= −i
0∫
−∞
∫
Dd(ϕV−ψψ¯)dt dx − i
+∞∫
0
∫
Dd(ϕV+ψψ¯)dt dx
=−i(ϕ1ψ,ψ)+ 2Im (ϕDdψ,Vψ).
By the conservation law (26), the first term is bounded. Since Ph1 ψh = 0, the last one writes:
2Im (ϕDdψ,Vψ)= 2Im
(
ϕDdψ,
[
Ph − 1
2
|hDx |2 − hDt
]
ψ
)
= 2
h
Im
(
ψ,Qhψ
)= (ψ, Qh − (Qh)∗
h
ψ
)
,
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with Qh = −hDd [ϕ( 12 |hDx |2 + hDt )]. Since Q
h−(Qh)∗
h
is of order 0 in hDt and order 2 in
hDx with coefficients bounded in L1t (L∞x ), applying Cauchy–Schwarz inequality in x yields the
estimate: O(1) supt (||ψ||L2x + ||hDxψ||L2x )2. By Lemma 3.1(i), it is bounded, which proves the
first assertion of point (i).
To bound the trace of (hD′ψh) it is enough to prove an a priori bound for:
V
∫ (
ϕ|hD′ψ|2
)
(t, x ′,0)dt dx ′
6
∫
(V+ − V−)(x ′,0)
(
ϕ|hD′ψ|2
)
(t, x ′,0)dt dx ′
= −i(ϕ1hD′ψ,hD′ψ)+ 2Im (DdhD′ψ,ϕV hD′ψ)
=−i(ϕ1hD′ψ,hD′ψ)− 2Im (hDdhD′ψ,D′ (ϕV )ψ)+ 2Im (DdhD′ψ,hD′(ϕVψ)).
By Lemma 3.1(i), the first two terms are bounded. Since Ph1 ψh = 0, the last one writes:
2Im
(
ϕ|hD′ |2Ddψ,Vψ
)= 2Im(ϕ|hD′ |2Ddψ,[Ph − 12 |hDx |2 − hDt
]
ψ
)
= 2
h
Im
(
ψ,Qhψ
)= (ψ, Qh − (Qh)∗
h
ψ
)
,
withQh =−hDd |hD′ |2[ϕ( 12 |hDx |2+hDt )]. Since Q
h−(Qh)∗
h
is of order 0 in hDt and order 4 in
hDx with coefficients bounded in L1t (L∞x ), applying Cauchy–Schwarz inequality in x yields the
estimate: O(1) supt (||u||L2x + || |hDx |2ψ||L2x )2. By Lemma 3.1(i), it is bounded, which proves
the second assertion of point (i).
We now assume that (|hDx |4ψh0 ) is bounded in L2(Rd) and supp(ψh0 ) ∩ {xd = 0} = ∅.
From equation |hDx |2Ph1 ψh = 0 taken at time t = 0, we deduce that (|hDx |2hDtψh(t = 0)) is
bounded inL2(Rd ). Since Ph1 commutes with time derivatives, (hDtψ
h) satisfies: Ph1 hDtψ
h = 0.
Hence, point (i) applies to (hDtψh) so that its trace on xd = 0 is bounded in L2loc(Rdt,x ′), which
is the first assertion of point (ii).
To bound the trace of (hDdψh) it is enough to prove an a priori bound for:
V
∫ (
ϕ|hDdψ|2
)
(t, x ′,0)dt dx ′ 6−i(ϕ1hDdψ,hDdψ)+ 2Im (DdhDdψ,ϕV hDdψ).
By Lemma 3.1(i), the first term is bounded. Since Ph1 ψh = 0, the other one writes:
2Im (DdhDdψ,ϕV hDdψ)= 4Im
([
Ph − 1
2
|hD′ |2 − hDt − V
]
ψ,ϕVDdψ
)
=−4Im ([hDt + V ]ψ,ϕVDdψ)− 2I,
with I = Im (|hD′ |2ψ,ϕVDdψ). After integrating by parts, the first term is easily bounded
thanks to Lemma 3.1(i) and the bound on the traces of (ψh) and (hDtψh) at xd = 0. From
the integration by parts:
(hD′ψ,ϕVDdhD′ψ)
= i(ϕ(V− − V+)hD′ψ,hD′ψ)∂ + (ϕ1hD′ψ,hD′ψ)+ (ϕVDdhD′ψ,hD′ψ)
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and I = Im (hD′ψ,D′ (ϕV )hDdψ)+ Im (hD′ψ,ϕVDdhD′ψ), we get:
2I = 2Im(hD′ψ,D′ (ϕV )hDdψ)+ Im (ϕ1hD′ψ,hD′ψ)+ (ϕ(V− − V+)hD′ψ,hD′ψ)∂ .
Therefore 2I is also bounded thanks to point (i) and Lemma 3.1(i). 2
3.2. Proof of Theorem 0.1
The Snell–Descartes semigroup Ψ ∗ of (1) is the semigroup S∗ defined in Section 2.3 for y =
(t, x), η= (τ, ξ) and p±(y, η)= τ + |ξ |22 + V±(x). Since Hp± t = 1, it is naturally parametrized
by time, and we denote it by Ψ ∗t .
From Lemma A.9 and the hypothesis supp(m0) ∩ {xd = 0} = ∅, we may approximate the
sequence of data (ψh0 ) uniformly in L
2(Rd ) by sequences of data which are compactly supported
outside {xd = 0} and globally strongly h-oscillating. Since the solutions of problem (1) are given
by a continuous unitary evolution group on L2(Rd) (cf. the remark after Hypothesis H.1(ii)),
the semiclassical measures of the solutions for these data shall approximate the semiclassical
measure of the solutions for the original data (ψh0 ). Therefore, we may assume that (ψ
h
0 )
is compactly supported outside {xd = 0} and globally strongly h-oscillating. The estimates
of Lemma 3.1(ii) and Proposition 3.2(ii) prove that Hypothesis 2.1 and 2.2 of Section 2 are
satisfied, so that the proof of Theorem 2.2 applies. The condition (23) of non-interference ensures
that the Snell–Descartes semigroup behaves properly at (refraction) points of H+ ∩ H−. The
condition (24) of non-gliding ensures that no density from mθ comes upon Gg− ∪ Gg+ ∪ G0+
from {s > 0} or upon Gg+ ∪Gg− ∪G0− from {s 6 0}. The conservation of total mass (26) ensures
that no density at times t in [T − θ,T + θ ] comes from Gg− ∪ Gg+ ∪ G0+ ∪ Gg+ ∪ Gg− ∪ G0−
(which could not be computed by the Snell–Descartes semigroup).
The fact that 1|t |<θm=mθ is an easy application of the methods of Section 1 when considering
{t = 0} as a boundary. It also results from the continuity of m with respect to t outside the
interface (cf. [12, Theorem 6.1]). In both methods of proof, the conservation of total mass (26)
ensures that no density appears on the interface {xd = 0}.
4. Cauchy-transmission problem for the scalar wave equation
In this section, we shall prove Theorem 0.2, stated in Section 0.3. It is an application
of the results of Section 2 to problem (2) (cf. 4.2). Beforehand (cf. 4.1), we prove some
h-oscillation estimates for problem (2) which are needed for the assumptions of Section 2 to
be satisfied.
We denote the operator in problem (2) by:
P2 =∇x .
(
c2(x)∇x
)− ∂2t =D2t −Dx.(c2(x)Dx).(27)
We recall the conservation law for the energy: for all t ∈R,∫ ∣∣∂twh(t, x)∣∣2 + ∣∣c(x)∇xwh(t, x)∣∣2 dx = ∫ ∣∣w´h0 (x)∣∣2 + ∣∣c(x)∇xwh0 (x)∣∣2 dx.(28)
4.1. h-oscillation and traces of the solution
The following lemma shows that h-oscillation of order < 5/2 is propagated in problem (2).
Although this propagation is naturally microlocal, the conservation law (28) allows us to prove
directly a global result.
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LEMMA 4.1. – Let (wh0 , w´
h
0 ) be a uniformly compactly supported bounded sequence in
H˙ 1(Rd)×L2(Rd ), and (wh) be the solution of problem (2) for this data.
(i) If (|hDx |2wh0 , |hDx |2w´h0 ) is bounded in H˙ 1(Rd)×L2(Rd) and (supp(wh0 )∪ supp(w´h0 ))∩
{xd = 0} = ∅, then (Dx{hDx.(c2(x)hDxwh)}) is bounded in L2loc(Rt ,L2(Rdx ))d .
(ii) If (|hDx |3wh0 , |hDx |3w´h0 ) is bounded in H˙ 1(Rd)×L2(Rd) and (supp(wh0 )∪ supp(w´h0 ))∩
{xd = 0} = ∅, then (|hDx |εϕ|hDx |2w´h) is bounded in L2(Rd+1) for all ϕ ∈ C∞comp(Rd+1)
and ε ∈ [0,1/2[, where w´h = ∂twh.
Proof. – Let vh = (hDt )2wh = hDx.(c2(x)hDxwh). Since P2 commutes with time deriva-
tives: P2vh = 0. The hypothesis of point (i) imply that:(
∂tv
h
)
et=0 =
(
∂thDx.
(
c2(x)hDxw
h
))
et=0 = hDx.
(
c2(x)hDxw´
h
0
)
,(∇xvh)et=0 = (∇x(hDt )2wh)et=0 =∇xhDx.(c2(x)hDxwh0 )
are bounded in L2(Rd). Thanks to equation (28), ∂tvh and c∇xvh are bounded in L2loc(Rt ,L2
(Rdx))d . Since ∇xvh = iDx{hDx.(c2(x)hDxwh)}, this proves point (i).
Since P2 commutes with time derivatives, hw´h = h∂twh satisfies: P2hw´h = 0. The hypothesis
of point (ii) imply that hw´h satisfies the hypothesis of point (i). Therefore we deduce
from point (i) that: hDx{hDx.(c2(x)hDxw´h)} is bounded in L2loc(Rt ,L2(Rdx ))d . This proves
point (ii). 2
With the multiplier ∂xdwh, localised in time and space, we obtain the following estimate on
the traces of the gradient of the solutions:
PROPOSITION 4.2. – If (wh0 , w´h0 ) is bounded in H˙ 1(Rd) × L2(Rd ), then the sequence
(Dt,xw
h) of derivatives of the solution of problem (2) admit bounded traces on xd = 0 in
L2loc(R
d
t,x ′).
Proof. – We denote by (·, ·) the scalar product in L2(Rd+1), and by (·, ·)∂ the scalar product
in L2(Rd
t,x ′). We abreviate Dxd = −i∂xd by Dd . Let ϕ ∈ C∞comp(Rd+1) be a nonegative real lo-
calization function, and let: ϕ0 = ϕDdc2− 1{xd<0} +ϕDdc2+ 1{xd>0} and ϕ1 =Dd(ϕc2−)1{xd<0} +
Dd(ϕc
2+)1{xd>0}.
From the conservation of energy, we know that the components of (c(x)∇xwh, ∂twh) are
bounded in L∞t (L2x). Like in the proof of Proposition 3.2, we shall repeatedly bound some scalar
products, thanks to Cauchy–Schwarz inequality in x , by the product of L∞t (L2x) norms of these
components and L1t (L∞x ) norms of ϕc2, ϕ0, ϕ1, or the derivatives of ϕ.
From Hypothesis H.2(iii), we deduce the existence of a local positive “jump” lower bound
c, i.e.: (c2+ − c2−)(x ′,0) > c2 > 0 on the support of ϕ(t, x ′,0). Therefore, to bound the trace of
(Dxw
h) it is enough to prove an a priori bound for:
c2(ϕDxw,Dxw)∂ 6
((
c2+ − c2−
)
ϕDxw,Dxw
)
∂
=−i
0∫
−∞
∫
Dd
(
ϕc2−DxwDxw
)
dt dx − i
+∞∫
0
∫
Dd
(
ϕc2+DxwDxw
)
dt dx
=−i(ϕ0Dxw,Dxw)− i
(
c2Dd(ϕDxw),Dxw
)+ i(c2ϕDxw,DdDxw).
The first term is bounded. The sum of the rest is: 2i Im (ϕDdw,Dx(c2Dxw))+O(1). Actually:(
c2Dd(ϕDxw),Dxw
)= (c2Dd(ϕDdw),Ddw)+ (c2Dd(ϕDx ′w),Dx ′w)
= (ϕDdw,Dd (c2Ddw))+ (c2ϕDdDx ′w,Dx ′w)+O(1)
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= (ϕDdw,Dd (c2Ddw))+ (Dx ′(ϕDdw), c2Dx ′w)+O(1)+O(1)
= (ϕDdw,Dx(c2Dxw))+O(1),(
c2ϕDxw,DdDxw
)= (Dx(c2ϕDxw),Ddw)= (Dx(c2Dxw), ϕDdw)+O(1).
Therefore, the problem reduces to the following estimate in which we use the equation P2wh = 0:
2Im
(
Dx
(
c2Dxw
)
, ϕDdw
)= 2Im ((D2t − P2)w,ϕDdw)= 2Im (D2t w,ϕDdw)
= 2Im (Dtw,DtϕDdw)− 1i (Dtw,DdϕDtw)=O(1).
Similarly, to bound the trace of (Dtwh) it is enough to bound:
c2(ϕDtw,Dtw)∂ 6
((
c2+ − c2−
)
ϕDtw,Dtw
)
∂
=−i
0∫
−∞
∫
Dd
(
ϕc2−DtwDtw
)
dt dx − i
+∞∫
0
∫
Dd
(
ϕc2+DtwDtw
)
dt dx
=−i(ϕ1Dtw,Dtw)+ 2Im
(
DdDtw, c
2ϕDtw
)
.
The first term is bounded. We estimate the second one using P2wh = 0:
2Im
(
DdDtw, c
2ϕDtw
)= 2Im(Ddw,c2ϕD2t w)+O(1)
= 2Im(ϕc2Ddw, [Dx(c2Dx)− P2]w)+O(1)
= 2Im(ϕc2Ddw,Dd(c2Ddw))+O(1)= 0+O(1). 2
COROLLARY 4.3. – Let w´h = ∂twh. If (wh0 , |hDx |wh0 , |hDx |w´h0 ) is bounded in H˙ 1× H˙ 1×L2
and supp(wh0 ) ∩ {xd = 0} = ∅, then (w´h) and (hDt,xw´h) admit bounded traces on xd = 0 in
L2loc(R
d
t,x ′).
Proof. – The bound on (w´h) was already stated in Proposition 4.2.
Since (hw´h0 , h∂t w´h(t = 0)) is bounded in H˙ 1(Rd ) × L2(Rd) and P2w´h = 0, we can apply
Proposition 4.2 to (hw´h) and obtain the bound on (hDt,xw´h). 2
4.2. Proof of Theorem 0.2
The Snell–Descartes semigroup W∗s of (2) is the semigroup S∗s defined in Section 2.3 for y =
(t, x), η = (τ, ξ) and the operator Ph± = h2(∂2t −∇x .(c2±(x)∇x))= hDx.(c2±(x)hDx)− (hDt )2.
Applying equation (11), we get: p±(y, η)= c2±(ξd)2+(c2±|ξ ′|2−τ 2) and q±(y, η)=1x(c2±)/4.
We shall only apply the semigroup W∗s to measures which are null on the set {τ = 0}, so that
we may assume that it is parametrized by time. We still denote it by W∗t .
Equation (2) satisfied by wh is also satisfied by w´h = ∂twh. Since (w´h) is a bounded sequence
of L2loc(R
d+1), we may set uh = w´h and apply the results of the previous section to determine
its semiclassical measures µ = µ´ ∈M+(T ∗Rd+1). The first equation of (2) in D′(Rd+1) is
then equivalent to the system (21) of equations on each side of the interface with transmission
conditions. Since DhN± = 2c2±hDxd , we have β = 1 in the transmission condition. As we shall
see, thanks to our initial conditions, µ´ is null on the set {τ = 0} ∪ {xd = 0}, so that the quantity
that we want to determine from µ0, µ´0 and µj0 is: e= (c|ξ |/τ)2µ´+ µ´= 2µ´.
From Lemma A.9 and the hypothesis that the supports ofµ0, µ´0 andµj0 do not intersect the set
{xd = 0}, we may approximate the sequence of data (wh0 , w´h0 ) uniformly in H˙ 1(Rd, c2(x)dx)×
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L2(Rd) by sequences of data which are compactly supported outside {xd = 0} and globally
strongly h-oscillating. Since the solutions of problem (2) are given by a continuous unitary
evolution group on H˙ 1(Rd, c2(x)dx) × L2(Rd ), the semiclassical measures of the solutions
for these data shall approximate the semiclassical measure of the solutions for the original
data. Therefore, we may assume that (wh0 , w´
h
0 ) is compactly supported outside {xd = 0} and
globally strongly h-oscillating. The estimates of Lemma 4.1(ii) and Corollary 4.3 prove that
Hypothesis 2.1 and 2.2 of Section 2 are satisfied, so the proof of Theorem 2.2 applies. As in the
proof of Theorem 0.1 condition (23) of non-interference, condition (24) of non-gliding, and the
conservation of energy (28) allow us to conclude.
We now concentrate on the initial value problem. To prove that 1|t |<θe = eθ , we apply
the results of Section 1 again, but considering {t = 0} as the boundary and choosing a
domain Y which does not intersect {xd = 0}. Therefore we set y = (x, t), η = (ξ, τ ) and
Ph± = h2(∇x .(c2±(x)∇x) − ∂2t ) = (hDt )2 − hDx.(c2±(x)hDx). Applying equation (11), we
get: p±(y, η) = τ 2 − c2±|ξ |2 and q±(y, η) = −1x(c2±)/4. Still setting uh = w´h, we get the
system (21) of equations on each side of the interface with transmission conditions. Since
DhN± = 2hDt , we have β = 1 in the transmission condition. Since 1p± = (2|ξ |c±(x))2, the
hypothesis that the three initial measures µ0, µ´0 and µj0 are null on the set {ξ = 0} imply that
they are null outside the hyperbolic region.
Since uhet=0 = w´h0 and DhN±uhet=0 = 2ihD2t whet=0 = 2ihDx.(c2±(x)hDx)wh0 , we have ν = µ´0,
ν˙N = (2|ξ |c(x))2µ0, νjN = −2ic(x)|ξ |µj0. Therefore Re νjN = 2ic(x)|ξ |Imµj0, µ´out+ =
1
2c(x)|ξ |(µ´0+2Imµj0+µ0)= µ´in− and µ´out− = 12c(x)|ξ |(µ´0−2Imµj0+µ0)= µ´in+. The conserva-
tion of energy (28) ensures that no density appears on the interface {xd = 0}. Now 1|t |<θe= eθ re-
sults from 1|t |<θµ´= 14c(x)|ξ |τ−1 dt⊗0t∗{1{xd 6=0}(µ´out+ (dx,dξ)⊗δ(τ−c(x)|ξ |)+ µ´in+(dx,dξ)⊗
δ(τ + c(x)|ξ |))}.
Remark. – The initial value problem could also be solved as in [7] or [12] by considering the
measures of suitable projections of (wh). This would avoid using joint measures. We advocate
working a little less at the level of the waves themselves, but a little more, after taking the
semiclassical limit, at the level of their density measures.
5. Examples of curved interface and gliding radiation
In the global result of Section 2 we have made some hypothesis to avoid the gliding region.
None the less, the local result on the gliding region in Proposition 1.14 yields interesting
propagation results for transmission problems. We illustrate this fact on the simple example of
Schrödinger wave transmission across a sharp curved interface between two media with different
constant potentials. In particular, we set off a gliding radiation phenomenon.
5.1. A curved boundary
In Section 1 all the computations were performed for a flat boundary. They naturally apply to
any C∞ boundary after a local change of coordinates which flattens it (they also generalize to a
C3 boundary as in [4]). We shall now express our computations in the original time and space
coordinates in the simple example of the Schrödinger equation whith constant potential.
Let φ ∈ C∞(Rd ) be a function such that its gradient ∇φ vanishes nowhere on its zero-level-
set ∂Ω = {x ∈ Rd,φ(x) = 0}, and let Ω = {x ∈ Rd,φ(x) > 0}. We consider the semiclassical
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Schrödinger equation on its closure:
ih∂tψh =−h
2
2
1ψh + Vψh, in D′(Rt ×Ω),
with semiclassical symbol p˜(t, x, τ, ξ) = τ + |ξ |22 + V . Taking s = φ(x), z = (z′, zd) = (x ′, t)
and p(s, z, σ, ζ )= |∇φ|22 σ 2 + (ζ ′.∇′φ)σ + |ζ
′|2
2 + ζ d + V reduces this problem to the setting in
Section 1.1.
Note that Hps = |∇φ|2σ + ζ ′.∇′φ = ξ.∇φ = Hp˜φ and H 2ps = ξφ′′ξ = H 2p˜φ, where φ′′
denotes the matrix of second partial derivatives of φ. In particular, Gg (resp. Gd ) identifies with
strictly convex (resp. concave) points, and HG
p˜
= ∂t + ξ.∇x − ξφ′′ξ|∇φ|2∇φ.∇ξ .
Since the problem is invariant by translation in time, using τ =−|ξ |22 −V , we may parametrize
the restriction to T ∗Rd+1eRt×∂Ω of the characteristic set of p˜ by (x, ξ) ∈ ∂Ω × Rd . Let n =
|∇φ|−1∇φ denote the normal vector pointing inside Ω . The hyperbolic points outgoing and
incoming from the boundary are defined by Hout = {ξ.n > 0} and Hin = {ξ.n < 0} respectively,
and the glancing points are defined by pi−1(G)= {ξ.n= 0}.
5.2. Refraction law for a curved interface
To illustrate the case of a curved interface we consider the transmission problem associated
to the boundary problem above, i.e. we consider the semiclassical Schrödinger equation in the
whole space with the discontinuous potential: V (x)= V− 1Rd\Ω(x)+ V+ 1Ω(x), where V− and
V+ are two different constant potentials outside and inside Ω . The corresponding symbols are
p˜±(t, x, τ, ξ)= τ + |ξ |22 + V±.
Let (x, ξ) ∈ ∂Ω ×Rd with ξ.n > 0 denote a point of Hin− (i.e. a point of the restriction to the
interface of the characteristic set of p˜− which points from Rd \Ω towards the interface ∂Ω),
and let γ denote its projection on T ∗(Rt × ∂Ω) through pi−. The behaviour of the density at this
point only depends on the ratio α of the potential energy jump across the interface V+−V− over
the kinetic energy in the normal direction normal |ξ.n|
2
2 , i.e.:
α = 2(V+ − V−)
(ξ.n)2
.
If α > 1, then γ ∈H− ∩ E+ (total reflection). If α = 1, then γ ∈H− ∩ G+ (total reflection if Ω
is strictly concave at x in the direction of ξ ). If α < 1, then γ ∈H− ∩H+ (refraction).
In this last case, wherever µin− = 0, the refraction coefficients are:
αR =
∣∣∣∣1−√1− α1+√1− α
∣∣∣∣2 and αT = 4√1− α|1+√1− α|2 .
Moreover, the reflected and transmitted momenta defined by (t, x, τ, ξ−) = R(t, x, τ, ξ) and
(t, x, τ, ξ+) = T−(t, x, τ, ξ) are ξ− = ξ − 2(ξ.n)n and ξ+ = ξ + (−1 +
√
1− α)(ξ.n)n (cf.
Fig. 4). In fact, recalling that −11/2p− = Hp−s = ξ−.∇φ on Hout− and 11/2p+ = Hp+s = ξ+.∇φ
onHout+ , αR is easily computed as:
αR =
∣∣∣∣11/2p− −11/2p+
1
1/2
p− +11/2p+
∣∣∣∣2 = ∣∣∣∣ (−ξ− − ξ+).∇φ(−ξ− + ξ+).∇φ
∣∣∣∣2 = ∣∣∣∣1−√1− α1+√1− α
∣∣∣∣2.
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Fig. 4. Curved interface refraction.
In the following Sections 5.3 and 5.4, we shall assume for simplicity that Ω is strictly
convex. According to Section 5.1, it implies that G− = Gd− and G+ = Gg+. We deduce from
Proposition 1.12(i) that the restriction µeRt×∂Ω of µ to T ∗Rd+1eRt×∂Ω is supported on pi
−1+ (Gg+).
5.3. Gliding density for a potential well
We shall now describe the behaviour of the density in the boundary of a sharp strictly convex
potential well Ω . By “well”, we mean that V− > V+. In this case G+ ⊂ E−. We deduce from
Lemma 1.9 that ReνjN = 0 on G+, so that the equation in Proposition 1.14(iii) writes:
HGp˜+(µeRt×∂Ω)= 0 in D′
(
T ∗Rd+1eRt×∂Ω
)
.
Therefore, the density propagates inside the well boundary according to the gliding Hamiltonian
flow of p˜+, and does not interact with the density outside this boundary (cf. Fig. 5).
Fig. 5. Convex potential well.
5.4. Gliding-radiating density for a potential barrier
For a sharp strictly convex potential barrier Ω , i.e. for V− < V+, we have: G+ ⊂H−. In this
case, the behaviour of the density in the boundary is more intricate because it does interact with
the outside and the incoming density may interfere.
We shall illustrate the gliding-radiating phenomenon on an example. Since µeRt×∂Ω is
continuous with respect to t (cf. the last remark after Proposition 1.14), we may assume that its
trace at t = 0 is a Dirac measure at a point γ ∈ pi−1+ (G+). SinceHp˜− t is never zero and since µ is
invariant underHp˜− in T ∗R
d+1
eRt×Rd\Ω , µ is continuous with respect to t locally in T
∗Rd+1eRt×Rd\Ω .
We may therefore assume that, locally in T ∗Rd+1eRt×Rd\Ω , the trace of µ at t = 0 is zero. Note
that we are unable to make an assumption on the measure of the initial wave ψh(t = 0) that
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would imply these two assumptions, due to our unability to cope with the initial and boundary
conditions jointly.
The equation in Proposition 1.14(iii) writes:
HGp˜+(µeRt×∂Ω)= 2n˙j
(−ξφ′′ξ)µeRt×∂Ω in D′(T ∗Rd+1eRt×∂Ω).
From the second assumption and the propagation result in T ∗Rd+1eRt×Rd\Ω , we know that
1{t<0}∩G+µout− = 0 and 1{t>0}∩G+µin− = 0. Thanks to Proposition 1.10(ii), we deduce that
µout− = Re νjN =1−1/2p− ν˙N on {t > 0} ∩ G+, and similarly that µin− = Re νjN = −1−1/2p− ν˙N on
{t < 0} ∩ G+. But 1p− + 2|∇φ|2V− =1p+ + 2|∇φ|2V+ and, on G+, 1p+ = 0, so that:
2n˙j =±
√
2
V+ − V− |∇φ|
−1 on {±t < 0}.
Therefore, the density µeRt×∂Ω inside the barrier boundary is a Dirac measure at a point
γ (t) ∈ pi−1+ (G+) which propagates according to the gliding Hamiltonian flow of p˜+. Its mass
varies in time with the “variable exponential rate”:√
2
V+ − V− |∇φ|
−1(− ξφ′′ξ)
(note that |∇φ|−1(−ξφ′′ξ) = R−1|ξ |2 when Ω is a disc of radius R in R2). This variation
corresponds to the radiation of density on the bicharacteristic curve of p˜− in Rd \ Ω through
pi−1− ◦ pi+(γ (t)): the density in Rd \ Ω is absorbed by the barrier boundary through µin− for
negative times and released through µout− for positive times (cf. Fig. 6).
Note that this density does not interact with the density which propagates outside the barrier
boundary on bicharacteristic curves of p˜− through pi−1− (H−∩H+) and bicharacteristic curves of
p˜+ through pi−1+ (H− ∩H+). Also note that this example generalizes to any given trace at t = 0
for µeRt×∂Ω on pi−1+ (Gg+).
Fig. 6. Convex potential barrier: gliding radiation.
We shall now give another example which illustrates that atoms of density coming fromRd \Ω
are totally reflected upon a point of pi−1− (G+).
We assume that the density of the initial wave ψh(t = 0) is a Dirac measure at a point in
T ∗Rd+1eRt×Rd\Ω which is propagated by the Hamiltonian flow of p˜− towards a point γ ∈ pi
−1− (G+).
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Thanks to the propagation result in T ∗Rd+1eRt×Rd\Ω , this assumption ensures that µ
in− is a Dirac
measure at pi−(γ ). On the contrary, the measure µ∂ has no atoms (the µ∂ -measure of a point
is zero) since it is continuous with respect to t (cf. the last remark after Proposition 1.14).
From Proposition 1.12(ii) and the Cauchy–Schwarz inequality in equation (14), we deduce
that ν˙N and Re νjN have no atoms in G+ either. Therefore, applying the two equations in
Proposition 1.10(ii) to pi−(γ ) ∈ G+ yields: µout(pi−(γ ))= 1411/2p− ν(pi−(γ ))= µin(pi−(γ )). But,
thanks to the propagation result in T ∗Rd+1eRt×Rd\Ω , the conservation of total density implies:
µout(T ∗(Rt × ∂Ω))6 µin(T ∗(Rt × ∂Ω)). Therefore µout = µin. From Proposition 1.7(iii), we
conclude that the density is a Dirac measure in the variables (τ, x, ξ) moving in time along the
billard bicharacteristic curve of p˜− through γ .
Note that this example extends to the more general assumption that the density of the initial
wave ψh(t = 0) is any atomic measure supported on T ∗Rd+1eRt×Rd\Ω .
Let % ∈ G+. We have just given an example where the hyperbolic bicharacteristic curves of p˜−
throughpi−1− (%) are included in supp(µ) but the two gliding bicharacteristic curves of p˜+ through
pi−1+ (%) (this point excluded) are out of supp(µ). Note that, on the contrary, if the hyperbolic
bicharacteristic curves of p˜− through pi−1− (%) (this point excluded) are both out of supp(µ), then
γ /∈ supp(µin−) ∪ supp(µout− ), and therefore γ /∈ supp(ν˙N ) ⊃ supp(µ∂), so that the two gliding
bicharacteristic curves of p˜+ through pi−1+ (%) can not be in supp(µ).
Appendix A. Semiclassical calculus, h-oscillation and sharp truncation
The Weyl semiclassical operator aW(x,hDx) is the continuous operator from S(Rd ) to S ′(Rd )
associated to the small parameter h > 0 and the symbol a ∈ S ′(T ∗Rd) by Weyl’s quantization
rule (cf. [29] and [13]):
aW(x,hDx)f (x)=
∫
Rd
∫
Rd
ei(x−y).ξa
(
x + y
2
, hξ
)
f (y)
dξ
(2pi)d
dy.
If a ∈ S(T ∗Rd) then aW(x,hDx) is continuous from S ′(Rd ) to S(Rd ). Moreover it is continuous
from Hs(Rd ) to Hs ′(Rd ) for any real Sobolev indices s and s′, and its operator norm satisfies,
as h→ 0: ||aW(x,hDx)||L(Hs,Hs′ ) =O(1) if s > s′, and ||aW(x,hDx)||L(Hs,Hs′ ) =O(hs−s
′
) if
s 6 s′.
The semiclassical calculus needed in this article is contained in the following proposition (cf.
the appendix of [12] for a self-contained proof).
PROPOSITION A.1. – Let p ∈ C∞(T ∗Rd) satisfy, for some M > 0:
∀α ∈N2d : ∣∣∂αx,ξp∣∣6 Cα(1+ |ξ |)M.
For all a ∈ S(T ∗Rd), as h→ 0:
aW(x,hDx)p
W (x,hDx)= (ap)W (x,hDx)+OL(L2)(h),[
aW(x,hDx),p
W (x,hDx)
]= h(iHpa)W (x,hDx)+OL(L2)(h3),
where Hp =∇ξp.∇x −∇xp.∇ξ , is the Hamiltonian vector field of p.
In this article, a sequence of positive real numbers h= (hn)n∈N which converges to 0 is given,
and sequences of functions (f hn) which do not oscillate with wavelength smaller than h are
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considered (for notational convenience, we omit the index n, we denote the limit n→∞ by
h→ 0, and refer to it as the semiclassical limit). It is useful to distinguish two definitions for this
property:
DEFINITION A.2. – A sequence of functions (f h) is h-oscillating if it is bounded in L2loc(Rd )
and for all ϕ ∈C∞comp(Rd), lim suph
∫
|hξ |>% |ϕ̂f h|2 dξ→ 0 as %→+∞.
DEFINITION A.3. – A sequence of functions (f h) is strongly h-oscillating if it is bounded in
L2loc(R
d) and, for some order s > 0: for all ϕ ∈C∞comp(Rd), (|hDx |sϕf h) is bounded in L2(Rd).
The first definition is the local version of Hypothesis H.3(ii). Its relation to the second is the
following:
LEMMA A.4. – Fix a smooth truncating real function χ ∈ C∞comp(Rd ) which equals 1 on the
unit ball {|x|6 1}:
(i) If (f h) is strongly h-oscillating then it is h-oscillating.
(ii) If (f h) is h-oscillating then it can be uniformly approximated in L2loc(Rd ) by strongly
h-oscillating sequences, in the following sense: for all ϕ ∈ C∞comp(Rd), for all % > 0,
the sequence (f hϕ,%) defined by f hϕ,% = χ(h%Dx)ϕf h is strongly h-oscillating and
lim suph→0 ||f hϕ,% − ϕf h||L2→ 0 as %→+∞.
Proof. – Let ϕ ∈ C∞comp(Rd ) and gh = ϕf h. Fix some order s > 0.
Point (i) results from the inequality:∫
|hξ |>%
∣∣ĝh∣∣2 dξ 6 1
%s
∥∥ |hDx |sgh∥∥2L2 .
Since the sequence (gh) is bounded in L2(Rd) and the function ξ 7→ |ξ |sχ( ξ
%
) is bounded, the
sequence (f hϕ,%) is strongly h-oscillating. Since the bounded smooth real function χ − 1 satisfies
χ(ξ)− 1= 0 on the unit ball, we have the following estimate:
∥∥f hϕ,% − ϕf h∥∥2L2 = ∥∥∥∥(χ − 1)(hDx%
)
gh
∥∥∥∥2
L2
6 ‖χ − 1‖2L∞
∫
|hξ |>%
∣∣ĝh∣∣2 dξ,
which proves point (ii). 2
When the variable is multidimensional, we may refine Definitions A.2 and A.3 by specifying
some of the directions, for example the last ones. Thus, denoting x = (x ′, x ′′) ∈Rd ′ ×Rd−d ′ :
DEFINITION A.5. – A sequence of functions (f h) is h-oscillating in x ′′ if it is bounded in
L2loc(R
d) and: for all ϕ ∈ C∞comp(Rd), lim suph
∫
|hξ ′′|>% |ϕ̂f h|2 dξ→ 0 as %→+∞. A sequence
of functions (f h) is strongly h-oscillating in x ′′ if it is bounded in L2loc(Rd ) and, for some order
s > 0: for all ϕ ∈ C∞comp(Rd ), (|hDx ′′ |sϕf h) is bounded in L2(Rd ).
Since |ξ |2s 6 |ξ ′|2s + |ξ ′′|2s 6 21−s |ξ |2s for s ∈]0,1], the relation of these properties to the
properties in Definitions A.2 and A.3 is the following:
LEMMA A.6. – A sequence of functions (f h) is h-oscillating (resp. strongly h-oscillating) if
and only if it is h-oscillating (resp. strongly h-oscillating) in x ′ and x ′′ independently.
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In order to explain the effect of sharp truncation on h-oscillation, we recall two basic facts
linked to the Sobolev regularity of the Heaviside function:
LEMMA A.7. – For all s ∈ [0,1/2[:
(i) any f ∈Hs(R) satisfies: || |Dx |s1x>0f ||L2(R) 6 Cs || |Dx |sf ||L2(R).
(ii) If χ ∈ C∞(R) satisfies, for some M > 0: χ(ξ)6 CM(1+ |ξ |2)−M/2, then, for all k ∈N∗
such that k 6M + s: ||χ(hDx)(hDx)k1x>0||L2 =O(hs).
Proof. – Point (i) is a special case of a general theorem p. 66 of [19]. We provide a short
self-contained proof for the convenience of the reader.
If s = 0, the inequality clearly holds with C0 = 1. Otherwise, we may do without the Fourier
transform (like in the intrisic Sobolev norms):
+∞∫
0
∫ ∣∣f (x + t)− f (x)∣∣2 dx dt
t2s+1
=
+∞∫
0
∫ ∣∣eitξ − 1∣∣2∣∣fˆ (ξ)∣∣2 dξ dt
t2s+1
=
∫
|ξ |2s∣∣fˆ (ξ)∣∣2 +∞∫
0
∣∣eiθ − 1∣∣2 dθ
θ2s+1
dξ = γ (s)∥∥ |D|sf ∥∥2
L2,(29)
where the integral γ (s) = 4 ∫ +∞0 θ−(2s+1) sin2(θ/2)dθ is convergent at the origin and infinity
because s > 0 and s < 1.
We apply equality (29) to the truncation 1x>0f , and split the integral into a sum: γ (s)|| |Dx|s
1x>0f ||L2(R) =A+B , where:
A=
+∞∫
0
+∞∫
0
∣∣f (x + t)− f (x)∣∣2 dx dt
t2s+1
6 γ (s)
∥∥ |D|sf ∥∥2
L2,
using equality (29) again and:
B =
+∞∫
0
0∫
−t
∣∣f (x + t)∣∣2 dx dt
t2s+1
=
+∞∫
0
t∫
0
∣∣f (y)∣∣2 dy dt
t2s+1
= 1
2s
+∞∫
0
∣∣∣∣f (x)xs
∣∣∣∣2 dx = Is(f )2s .
In order to conclude, it remains to bound by A the integral Is(f ) defined by the last equality.
We use a trick due to V.P. Il’in (cf. [15]) which consists in writting f = g + F with
g(x) = x−1 ∫ x0 (f (x) − f (y))dy , so that Is(f ) 6 2Is(g) + 2Is(F ). The first term is easily
bounded, by convexity of the square function (Jensen inequality):
Is(g)6
+∞∫
0
x−1
x∫
0
∣∣f (x)− f (y)∣∣2 dy dx
x2s
6A.
Since F ′(x)= x−1g(x), the second term reduces to the first, thanks to the following form of the
Hardy–Littlewood inequality:
Is(F )=
+∞∫
0
∣∣∣∣F(x)xs
∣∣∣∣2 dx 6 ( 21− 2s
)2 +∞∫
0
∣∣x1−sF ′(x)∣∣2 dx,
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which results immediately from the case F is compactly supported:
Is(F )=−
+∞∫
0
+∞∫
x
(
F 2(t)
)′ dt dx
x2s
6 2
+∞∫
0
∣∣F ′(t)∣∣ ∣∣F(t)∣∣ t∫
0
dx
x2s
dt = 2
1− 2s
+∞∫
0
∣∣F ′(t)∣∣ ∣∣F(t)∣∣t1−2s dt
6 2
1− 2s
( +∞∫
0
∣∣x1−sF ′(x)∣∣dx)1/2Is(F )1/2.
Putting all inequalities together, point (i) is proved with C2s = 1+ (1+ 4/(1− 2s)2)/s.
Set 〈ξ〉 = (1+ |ξ |2)1/2. Since the Fourier transform of the Dirac function is 1:
h−sχ(hξ)(hξ)k−1hD̂x1x>0 =
(
h〈ξ〉
〈hξ〉
)1−s(
hξ
〈hξ〉
)k−1
〈hξ〉1−s+k−1−M(〈hξ〉Mχ(hξ))〈ξ〉s−1.
Since the last factor is in L2(R) and independent of h, and since all the other factors are bounded,
the above function is uniformly in L2(R), which proves point (ii). 2
In the next proposition, the first point shows that the good notion for h-oscillation in the half-
space Rd+ = {(x ′, xd) ∈ Rd−1 ×R;xd > 0} is the h-oscillation of extensions by zero, while the
second point explains, in this half-space context, the link between the boundedness in L2loc of the
semiclassical derivatives of some order and the h-oscillation of the semiclassical derivatives of
lower orders.
PROPOSITION A.8. – (i) If the sequence (f h) is h-oscillating (resp. strongly h-oscillating,
resp. h-oscillating in xd), then its sharp truncation (1xd>0f h) is h-oscillating (resp. strongly
h-oscillating, resp. h-oscillating in xd).
(ii) If (f h) and ((hDxd )Kf h) are bounded in L2loc(Rd+) for some K ∈ N∗, and if, for all
k ∈ N such that k < K , the sequences of traces (f hk exd=0) of f hk = (hDxd )kf h are bounded in
L2loc(R
d−1), then, for all k ∈ N such that k < K , the sequence of extensions (f h
k
) of f hk by zero
are h-oscillating in xd .
Proof. – Thanks to Lemma A.6, point (i) reduces to the case d = 1. The strong h-oscillating
case results from point (i) in Lemma A.7. Now, assume the sequence (f h) is h-oscillating,
and fix ε > 0. Using point (ii) in Lemma A.4, we may find % > 0 such that, for all R > 0 :
||1|hDx |>R(1x>0f hϕ,% − ϕ1x>0f h)||L2 6 ||f hϕ,% − ϕf h||L2 6
√
ε/2. Since (f hϕ,%) is strongly
h-oscillating, we already know that its truncation (1x>0f hϕ,%) is strongly h-oscillating. By
point (i) in Lemma A.4, it is h-oscillating, so that:
lim sup
R
lim sup
h
∫
|hξ |>R
∣∣ ̂ϕ1x>0f h∣∣2 dξ 6 ε + 2 lim sup
R
lim sup
h
∫
|hξ |>R
∣∣ ̂1x>0f hϕ,%∣∣2 dξ = ε.
Since ε is arbitrarily small, this concludes the proof of point (i).
Fix s ∈ [0,1/2[ and ϕ ∈ C∞comp(Rd ). Set 〈ξ〉 = (1+|ξ |2)1/2. To prove point (ii), we shall prove
that, for all k ∈N such that k <K: 〈hDxd 〉sϕf hk is bounded in L2(Rd).
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For k = 0, the inequality: |〈hξd 〉s |2 = |〈hξd 〉s−K |2|〈hξd 〉K |2 6 |〈hξd 〉s−K |22K(1+|(hξd)K |2),
reduces the boundedness in L2(Rd) of 〈hDxd 〉sϕf h to the boundedness in L2(Rd ) of
(〈hDxd 〉s−K(1+[(hDxd )K,ϕ])f h) and (〈hDxd 〉s−Kϕ(hDxd )Kf h). Since (s−K)+(K−1) < 0
and (f h) is bounded in L2loc(R
d), the first sequence is bounded in L2(Rd). Point (ii) in
Lemma A.7, and the hypothesis on the traces, allow us to commute semiclassical derivations
and extensions up to negligeable O(hs) terms, so that the norm of the second sequence is esti-
mated by the norm of (〈hDxd 〉s−Kϕf hK), which is bounded in L2(Rd ) because s −K < 0 and
(f h
K
) is bounded in L2loc(Rd).
Assume 〈hDxd 〉sϕf hk−1 is bounded in L2(Rd) for some k > 0. Using the inequality:
|〈hξd 〉s |2 = |〈hξd 〉s+k−K |2|〈hξd 〉K−k |2 6 |〈hξd 〉s+k−K |22K−k(1 + |(hξd)K−k|2) in the same
manner, the second sequence is bounded for the same reasons. The first one is (〈hDxd 〉s+k−K(1+
[(hDxd )K−k, ϕ])f hk ). Thanks to point (ii) in Lemma A.7, and the hypothesis on the traces, its
norm is estimated by the norm of (〈hDxd 〉s+k−K(1 + [(hDxd )K−k, ϕ])hDxdf hk−1), which is
bounded by the norm of (〈hDxd 〉sϕf hk−1). 2
LEMMA A.9. – Fix a smooth truncating real function χ ∈ C∞comp(Rd ) which equals 1 on the
unit ball {|x|6 1}. If (f h) is a bounded sequence in L2(Rd) satisfying:
(i) compacity at∞: lim suph
∫
|x|>R |f h|2 dx→ 0 as R→+∞,
(ii) global h-oscillation: lim suph
∫
|hξ |>% |fˆ h|2 dξ→ 0 as %→+∞,
then for all % > 0, the sequence (f h% ) defined by f h% = χ(x% )1|hDx |6%f h is compactly supported
and globally strongly h-oscillating, i.e.: (|hDx |sf h% ) is bounded in L2(Rd). Moreover it
approximates (f h) uniformly in L2(Rd), i.e: lim suph→0 ||f h% − f h||L2→ 0 as %→+∞.
Proof. – Let gh% = 1|hDx |6%f h. Since the function ξ 7→ |ξ |s1|ξ |6% is bounded, the se-
quence (gh%) is globally strongly h-oscillating. Since ||[χ(x% ), (hDx)s]gh||L2 6 Cχ h% ||(1 +
|hDx |s−1)gh||L2 , for s > 1, the sequence (f h% ) is also globally strongly h-oscillating.
Thanks to point (ii), the sequence (gh%) approximates (f h) uniformly in L2(Rd ), so that (f h% )
approximates (χ( x
%
)f h) uniformly in L2(Rd). Thanks to point (i), (χ(x
%
)f h) approximates (f h)
uniformly in L2(Rd). Therefore (f h% ) approximates (f h) uniformly in L2(Rd). 2
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