Abstract-We present controller design methods to smooth the discontinuity resulting from a piecewise linear control law which was proposed to improve the convergence performance for systems with input constraints. The continuous control laws designed in this note are explicit functions of the state and are easily implementable. We also show that the convergence performance can be further improved by using a saturated high-gain feedback law. The efficiency of the proposed methods is illustrated with the PUMA 560 robot model.
I. INTRODUCTION
We consider a linear system subject to input saturation and state constraint _ x = Ax + Bu; juj 1 1; x 2 0
(1) where x 2 R n , u 2 R m , juj 1 = maxfju i j; i 2 [1; m] g and 0 contains the origin in its interior. To achieve a large domain of attraction, we may try to find a large ellipsoid (see [2] and [7] ) E(P; ) := fx 2 R n : x T P x g 0 with 0 < P 2 R n2n , such that this ellipsoid is invariant under u = F x and E(P; ) L(F) := fx 2 R n : jFxj1 1g:
For simplicity, we use E(P) to denote E(P; 1) . Generally, the maximization of E(P; ) would result in low-feedback gain F and slow convergence rate, i.e., some eigenvalues of A + BF are close to the imaginary axis. In [7] , Wredenhagen and Belanger proposed a piecewise linear control (PLC) design method to reconcile large domain of attraction and good convergence performance. The basic idea is to use a linear quadratic (LQ) method to construct a sequence of nested ellipsoids E(P0; 0) E(P1;1) 111 E(PN;N) along with corresponding feedback gain matrices Fi, i = 0; 1; . . . ; N , such that E(P 0 ; 0 ) 0 , E(P i ; i ) L(F i ), and each E(P i ; i ) is invariant under the feedback u = F i x, i = 0; 1; . . . ; N . Also, as the index i is increased, the convergence rate under the feedback u = Fix In this way, the domain of attraction is ensured to include the largest ellipsoid E(P 0 ; 0 ) and as a state trajectory moves from an outer ellipsoid to an inner ellipsoid, the convergence rate is increased. Since each ellipsoid is invariant under the corresponding feedback law, the switch is safe (no chattering) and the existence and uniqueness of the solution to the closed-loop differential equation is ensured. Such a control law is referred to as PLC in [7] . Because E(Pi;i) L(Fi), i = 0; 1; . . . ; N , the control u will never exceed the saturation bound if the initial state x 0 2 E(P 0 ; 0 ).
Since Fi is generally different from Fi01, the control u in (2) is discontinuous at the switching surface @E(P i ; i ), the boundary of the ellipsoid E(P i ; i ). Effort has been made to smoothen the discontinuity in [3] - [6] , etc. In [6] , a continuous feedback law was constructed from the linear combination of F k and F k+1 . Since this simple interpolation may cause the control to exceed the constraint, smaller bounds on the control were imposed and the ellipsoids were required to be "tightly" nested (P k 0 P k+1 should be sufficiently small). By using the gain scheduling methods in [3] - [5] , it has been shown that the discontinuity can be smoothened by using a continuum of ellipsoids E(P(")),
where " is a scheduling variable. The essence of these gain scheduling methods is the following. For every " > 0, P (") is solved from a parameter dependent Riccati equation along with an LQ gain matrix F ("). As " is increased, the ellipsoid E(P(")) becomes smaller and the convergence rate within E(P(")) is increased. The gain scheduling idea is to associate each x 2 R n with a parameter ", or to define a function "(x): x 7 ! ". The final controller has the form of u = F ("(x))x.
Since the function "(x) is generally very hard to compute, technical issues are involved in controller implementation. These issues were considered in [3] and a method to simplify the computation of "(x) was proposed. The proposed method involves solving a convex optimization problem for every point x in the state space. This note is intended to propose explicit controller structures which would achieve the objective of improving the convergence performance using continuous control laws. For easy reference, here we collect some simple mathematical facts as follows.
Fact 1:
For two ellipsoids E(P1) and E(P2) E(P 1 ) E(P 2 ) () P 
where int(E(P 2 )) = x 2 R n : x T P 2 x < 1 is the interior of E(P 2 ).
For an ellipsoid E(P) and a matrix F 2 R m2n 
(A + BF0) T P0 + P0(A + BF0) 00P0 (6) (A + BF 1 )
T P 1 + P 1 (A + BF 1 ) 0 1 P 1
and 0 < 0 < 1 . Assume that 0 and 1 are the maximal positive numbers that satisfy (6) and (7), respectively. The inequality 0 < 1 implies that the convergence rate of the Lyapunov function V1(x) = x T P 1 x under u = F 1 x is greater than that of V 0 (x) = x T P 0 x under u = F0x. We consider a feedback law (4) of only one switch because the method to be proposed can be readily extended to smoothen the discontinuity of a controller with multiple switches. Actually, because the proposed continuous feedback law guarantees a progressively increasing convergence rate, we only need to use the outmost and the innermost ellipsoids E(P 0 ; 0 ) and E(P N ; N ) along with their corresponding feedback gain matrices F0 and FN . Without loss of generality, we have assumed that 0 = 1 = 1. Otherwise, 0 and 1 can be absorbed into the matrices P 0 and P 1 .
The control (4) is discontinuous at the surface of the inner ellipsoid, @E(P 1 ). The main idea for smoothening this discontinuity is to construct a continuum of ellipsoids E(P()), 2 [0; 1], between E(P 0 ) and E(P1), progressively shrinking, along with a continuum of feedback matrices F (), such that
E(P()) L(F())
and (A + BF ())
with () monotonically increasing as changes from zero to one. For x 2 @E(P ()), we use the control u = F ()x. Suppose that for every x 2 E(P0) n int(E(P1)), there exists a unique 2 [0; 1] such that x T P ()x = 1, we can then define
and the feedback law can be simply written as
The control law (9) is implementable if the function (x) and the feedback matrix F ((x)) can be computed efficiently on line. That is, we should be able to tell which ellipsoid surface the state x is on. This depends on how we design the functions P () and F ().
The following are the functions we propose. Let In what follows, we show that, with F () defined as previously shown, the continuous feedback law u = F ((x))x possesses all the desired properties. We will also provide an explicit formula to compute (x). 
for x 2 E(P0) n int(E(P1)). Let (x) = 1 for x 2 int(E(P1)). Then, the control u = F ((x))x is continuous in x and jF((x))xj 1 for all x 2 E(P 0 ). Moreover, each ellipsoid E(P()), 2 [0; 1] is invariant and every trajectory starting from x0 2 E(P0) will converge to the origin with increasing rate. Before proving Theorem 1, we present two lemmas. Define
Then, () is the convergence rate of V (x) = x T P ()x under the linear control u = F ()x.
Lemma 1:
Proof: From (5), we have Q0 0 Q1 = P 01 0 0 P 01
Hence, P (1) < P(2) and it follows from Fact 1 that 3) By multiplying both sides of (6) and (7) 
Proof: For each x 2 E(P 0 ) n int(E(P 1 )), we have x T P 0 x 1 and x T P 1 x 1, i.e., x T P (0)x 1 and x T P (1) such that x T P ()x = 1. Hence, the function (x) is well defined by (8).
Let be the unique number in [0; 1] such that x T P ()x = 1, i.e.,
x 2 @E(P ()). By Lemma 1 (item 1), x 2 int(E(P (1))) for all 1 2 [0; ), i.e., which implies that is an eigenvalue of the matrix (Q0 0 Q 1 ) 0(1=2) (Q 0 0 xx T )(Q 0 0 Q 1 ) 0(1=2) . In view of (14), we obtain (13).
Proof of Theorem 1: The first statement and (12) have been proved in Lemma 2. From the continuity of the eigenvalues of a matrix in its elements, it follows that (x) is continuous in x at every x 2 E(P0) n int(E(P1)). Since (x) = 1 for all x 2 @E(P1), the function (x) can be extended continuously to all x 2 E(P 0 ) by letting (x) = 1 for x 2 E(P1). Since F () is continuous in , the control u = F ((x))x is continuous in x. The claim that jF((x))xj 1 1 for all x 2 E(P 0 ) follows directly from Lemma 1 (item 2). We also have x T P 1 _
x < 0 for all x 2 E(P 1 ). Hence, all the trajectories starting from the boundary of E(P()) will be in the interior of E(P()) for all t > 0. This proves the invariance of E(P()). Moreover, the convergence rate () increases as the trajectory enters the inner ellipsoids. Therefore, if a trajectory strats from x 0 2 E(P 0 ), it will converge to the origin.
III. FURTHER IMPROVEMENT OF THE CONVERGENCE PERFORMANCE
As can be seen from Lemma 1 (item 2), the control law constructed in Section II satisfies the control constraint by avoiding saturation. Since E(P()) L(F()), there are at most two intersections between the ellipsoid E(P()) and a pair of hyperplanes, f i ()x = 61. Hence, the control u i = f i ()x may take the maximal value 61 only at two points on @E(P ()). Along a trajectory, the control signal could be well below the saturation level most of the time. This means that the capacity of the actuators is not fully utilized and we still have much potential to improve the convergence performance. In [1] , it is shown that the control law that maximizes the convergence rate of a Lya- It is also shown that the maximal convergence rate depends on the choice of the P matrix (see [1, Ch. 11 ] for more details). Generally, the objective of producing a high convergence rate conflicts with the objective of achieving a large invariant ellipsoid. In other words, if P is chosen such that the maximal convergence rate is high, then the largest ellipsoid E(P; ) that can be made invariant would be small. A simple way to reconcile the objective of producing a large invariant ellipsoid and that of achieving a high convergence rate with a control u = 0sat(kB T Px) is also to adjust the P matrix according to the size of the state. Using the method in Section II, a state dependent matrix P ((x)) can be determined. While the state feedback u = F ((x))x increases the convergence rate as the trajectory enters smaller ellipsoid E(P()), a state feedback of the form u = 0sat(kB T P ((x))x) with a high gain k can be used for further improvement of the convergence performance.
Theorem 2: Let F 0 = 0G 0 B T P 0 and F 1 = 0G 1 B T P 1 be the feedback matrices of two LQ controllers such that E(P 0 ) L(F 0 ), E(P 1 ) L(F 1 ) and P 1 < P 0 . Assume that G0 = diagfg01; g02; g03g > 0, and G1 = diagfg11; g12; g13g > 0.
Let k 0 = maxfg 01 ; g 02 ; g 03 ; g 11 ; g 12 ; g 13 g. Then, for any k > k 0 , under the control of u = 0sat(kB
all the trajectories starting from E(P 0 ) will converge to the origin. The convergence rate increases as k increases.
Proof: Denote G() = (1 0 )G 0 + G 1 . Then, 0 < G() k0I for all 2 [0; 1] and F () = 0G()B T P (). It follows from Theorem 1 that under the control of u = F ((x))x, all the trajectories starting from E(P 0 ) will converge to the origin. We also have jF((x))xj1 1 for all x 2 E(P0). The fact that the convergence rate is faster under (16) for k k 0 can be seen from 0x where g i () is the ith diagonal element of G(). As k increases, the left-hand side of (17) decreases. Hence, the convergence rate increases as k increases.
Since both sat(1) and P ((1)) are continuous functions, the control (16) is continuous in x. We call (16) the fast continuous control law. As will be seen in the example, the feedback law (16) can improve the convergence rate significantly over u = F ((x))x.
Example: We consider the Puma 560 robot model that was used in [7] . The robot has three joints: the trunk (Joint 1), the shoulder (Joint 2), and the elbow (Joint 3). These joints are controlled by three actuators which are subject to different saturation bounds, 97.8 Nm, 136.4 Nm, and 89.4 Nm, respectively. The linear model was calculated about In [7] , a PLC control law with five switches was designed. Based on the outmost and the innermost ellipsoids of [7] , with corresponding feedback matrices, we designed a continuous feedback law of the form u = F ((x))x. (Here, we need to take into account the nonunity saturation bounds of the three actuators). Figs. 1 and 2 same as that in [7] . From Fig. 1 , we can see that the time response of the states under the PLC control and that under the continuous feedback control are almost identical. The control signals under the PLC law are however discontinuous and display big spikes (see Fig. 2 ). These spikes can be reduced by increasing the number of the nested ellipsoids and the controllers used in switching. However, this would increase the numerical burden when determining the smallest ellipsoid that includes a given state and would also increase the data storage for the controller. The control signals under the continuous control law are continuous, as expected.
From Fig. 2 , we also see that the control signals are well below the saturation level. This indicates that there is a potential for further improvement of the performance. We use the controller (16) for this purpose. Recall that we have assumed unity saturation level in (1) and (16) is only suitable for systems with unity saturation level. To transform the system into the standard form of (1) 
Here, in the construction of P (), we have used the outmost and the innermost ellipsoids in [7] . To make full use of the actuator capacities, we have taken k = 6 in simulation. Figs. 3 and 4 illustrate the simulation results under the control (18) (the solid curves) as compared with those under the control u = F ((x))x (the dashed curves). From   Fig. 3 , we see that the performance of the state response is significantly improved by using the fast continuous control law (18). Fig. 4 shows that this control law has utilized more potential of the actuator capacities. We notice that there is a sharp turn (not discontinuity) in the torque at Joint 1. This may happen when the state trajectory enters the smaller ellipsoid E(P 1 ), since at the intersection between a trajectory with the boundary of this ellipsoid, the function (x) is continuous but not differentiable in x.
IV. CONCLUSION
We developed simple continuous feedback laws for improving the convergence performance of linear systems subject to actuator and state constraints. The control laws are expressed as explicit functions of the state and are easily implementable. The efficiency of the proposed methods is illustrated with a PUMA 560 robot model.
Guaranteed Cost Control of Uncertain Nonlinear Systems Via Polynomial Lyapunov Functions
Daniel Coutinho, Alexandre Trofino, and Minyue Fu Abstract-In this note, we consider the problem of guaranteed cost control for a class of uncertain nonlinear systems. We derive linear matrix inequality conditions for the regional robust stability and performance problems based on Lyapunov functions which are polynomial functions of the state and uncertain parameters. The performance index is calculated over a set of initial conditions. Also, we discuss the synthesis problem for a class of affine control systems. Numerical examples illustrate our method.
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I. INTRODUCTION
The development of robustness and performance analysis, as well as design techniques for nonlinear systems, is an important field of research. Despite the existence of powerful techniques to cope with these problems in the context of uncertain linear systems, the generalization to the nonlinear case is a difficult task that has motivated many researchers to study these problems. To deal with nonlinear systems, many control design methods use linear control methodologies applied to quasi-linear parameter varying (LPV) representations [1] , or by means of polytopic differential inclusions [2] . For instance, the works of [1] and [3] consider LPV techniques (gain-scheduling), and [4] and [5] use robust controllers. However, these approaches may lead to conservativeness since the nonlinearities of the system are not taken into account and they only consider quadratic Lyapunov functions [6] . Moreover, there are some shortcomings related with the quasi-LPV form that may lead to an infinite-dimensional problem [7] or to the
