Abstract. Using the method of sub-super-solution, we construct a solution of (−∆) s u − cuz − f (u) = 0 on R 3 of pyramidal shape. Here (−∆) s is the fractional Laplacian of sub-critical order 1/2 < s < 1 and f is a bistable nonlinearity. Hence, the existence of a traveling wave solution for the parabolic fractional Allen-Cahn equation with pyramidal front is asserted.
1. Introduction
Traveling waves with local diffusion. Consider the nonlinear diffusion equations
v t − ∆v − f (v) = 0, in R n .
The study of such equations is initiated by Kolmogorov, Petrovsky and Piskunow [42] and Fisher [28] . Such reaction-diffusion equations have numerous applications in sciences ( [28] , [3] , [42] , [2] , [26] , [6] , just to name a few) as a model of genetics and pattern formation in biology, phase transition phenomena in physics, chemical reaction and combustion and many more. It is natural to look for traveling wave solutions, that is, solutions of the form v(x, t) = u(x ′ , x n − ct) where x = (x ′ , x n ) and c is the speed. The equation for u reads as −∆u − cu xn − f (u) = 0, in R n .
Planar traveling fronts are obtained by further restricting u(x) = U (x n ), resulting in an one-variable ODE
For the KPP nonlinearity f (t) = t(1 − t) which is monostable, a planar front exists if c > 2 f ′ (0) > 0. In the case of cubic bistable nonlinearity f (t) = −(t − t 0 )(t − 1)(t + 1), the nonlinearity determines the speed uniquely by
These classical results are discussed in [25] . The study of non-planar traveling waves with a unbalanced bistable nonlinearity (t 0 = 0) is more interesting. Ninomiya and Taniguchi [48] proved the existence of a V-shaped traveling wave when n = 2. Hamel, Monneau and Roquejoffre [36] obtained a higher dimensional analog with cylindrical symmetry. Taniguchi [55] found asymptotically pyramidal waves. He also constructed traveling waves whose conical front has a level set given by any convex compact set in any dimension n [57] (see also [45] ). Generalized traveling fronts, like curved and pulsating ones, are also considered, notably by Berestycki and Hamel [7] .
Qualitative properties such as stability and uniqueness of various nonlinearities have also been studied. The readers are referred to [39] , [40] , [54] , [38] and the references therein.
Hereafter we assume that f ∈ C 2 (R) is a more general bistable nonlinearity, that is, there exists t 0 ∈ (−1, 1) such that        f (±1) = f (t 0 ) = 0 f (t) < 0, ∀t ∈ (−1, t 0 ) f (t) > 0, ∀t ∈ (t 0 , 1) f ′ (±1) < 0.
(1.1)
1.2. Fractional Laplacian. One way to define the fractional Laplacian is via integral operator. Let 0 < s < 1 and n ≥ 1 be an integer. Consider the space of functions
R n |v(x)| (1 + |x|) n+2s dx < ∞ . For any function u ∈ C 2 s (R n ), we have the equivalent definitions (−∆) s u(x) = C n,s P.V. We can also define it as a pseudo-differential operator with symbol |ξ| 2s , that is, for any u ∈ S(R n ), the Schwartz space of rapidly decaying functions,
See, for instance, [46] . Caffarelli and Silvestre [14] considered the localized extension problem div (y 1−2s ∇v(x, y)) = 0, (x, y) ∈ R n + := R n × (0, ∞), 2) and proved that the fractional Laplacian is some normal derivative (−∆) s u(x) = − Γ(s) 2 1−2s Γ(1 − s) lim y→0 + y 1−2s v y (x, y).
Hence, the fractional Laplacian is a Dirichlet-to-Neumann map. The s-harmonic extension v of u can be recovered by the convolution v(·, y) = u * P n,s (·, y) where P n,s is the Poisson kernel .
The fractional Laplacian can also be understood as the infinitesimal generator of a Lévy process [8] and it arises in the areas of probability and mathematical finance.
Its mathematical aspects have been studied extensively by many authors, for instance [58] , [14] , [12] , [49] , [32] , [52] , [53] and [10] .
In appendix A we list some useful properties. When n = 1 let us also write (−∆)
1.3. The one-dimensional profile. Consider the equation
Gui and Zhao [34] proved that Theorem 1.1 (Existence of 1-dimensional profile). For any s ∈ (0, 1) and for any bistable nonlinearity f ∈ C 2 (R) there exists a unique pair (k, Φ) such that (1.3) is satisfied. Moreover, k > 0 and Φ(µ), Φ ′ (µ) decay algebraically as |µ| → ∞:
as |µ| → ∞ and
as |µ| → ∞.
Note that here Φ is the negative of the profile stated in [34] . To fix the phase, we assume that Φ(0) = 0.
One may expect that Φ ′′ (µ) decays like |µ| −2−2s as in the almost-explicit example of Cabré and Sire [13] but it would not be as easy to prove because there is no known example of explicit positive function decaying at such rate and satisfying an equation involving the fractional Laplacian.
For our purpose, it is enough to have Φ ′′ (µ) = O |µ| −1−2s as |µ| → ∞. It is done by a comparison similar to the one in [34] . We postpone the proof to appendix B.
1.4.
Traveling waves with nonlocal diffusion. Nonlocal reaction-diffusion equations often gives a more accurate model by taking into account long-distance interactions. Equations involving a convolution with various kernels have been studied, as in [20] , [17] , [4] , [5] , [61] , [29] , [30] and [19] . From now on let us focus on the case with fractional Laplacian. For c > k, we consider a three-dimensional nonlocal diffusion equation
In order to state our main result, let us define a pyramid in the sense of [55] . Let m * = √ c 2 − k 2 /k > 0 and let N ≥ 3 be an integer. Let
be pairs of real numbers satisfying the following properties.
• a
where we have set a n+1 = a 1 and
For each 1 ≤ j ≤ N we define the function h j (x, y) = a j x + b j y and we define
It is clear that h j (x, y) ≥ 0 for (x, y) ∈ Ω j and hence h(x, y) ≥ 0 for all (x, y) ∈ R 2 . By the assumptions on (a j , b j ), we see that Ω j are oriented counter-clockwise. The set of all edges of the pyramid is Γ = N j=1 Γ j where
is a sub-solution of (1.4). In Sections 4 and 5, we obtain a super-solution in the form 
Motivation
It is worthwhile to sketch the idea in [55] for the standard Laplacian case s = 1. Suppose there exists a one-dimensional solution Φ(µ) of
Let ρ : R 2 → (0, 1] be a smooth radial mollifier satisfying ρ = 1 and decaying exponentially at infinity, and h(x, y) = (
pyramid. Let ϕ = ρ * h be its mollification and S(x, y) = c 1 + |∇ϕ(x, y)| 2 − k be an auxiliary function. It is easy to check that v(x, y, z) = Φ ((k/c)(z − h(x, y))), as a maximum of solutions, is a sub-solution of
Introducing the rescaled function Φ α (µ) = Φ(α −1 µ), we can also write V (x, y, z) = Φ α (μ(αx, αy, αz)) + εS(αx, αy),
V will be a super-solution if α and ε are small. Indeed,
where R = R(αx, αy;μ, α, ε) is bounded and each of its terms contains a second or third order derivative of ϕ. Then we have
As R(αx, αy) decays at an (exponential) rate not lower than S(αx, αy) as |x|, |y| → ∞, the last term is bounded. By choosing α ≪ ε ≪ 1 small, we are left with the main term −Φ ′ (μ) or − 1 0 f ′ dt, depending on the magnitude ofμ, which is positive.
For 1/2 < s < 1, we cannot compute the Laplacian pointwisely using the chain rule but we can still arrange L[V ], in terms of the difference (−∆)
where the "remainder"
R =R(αx, αy;μ, α, ε)
is now a non-local term. We still have
.
In terms of the rescaled one-dimensional solution Φ α , by the homogeneity of the fractional Laplacian (see Lemma A.2), we haveR = α 2s (R 1 + R 2 ) where
It remains to show that R 1 , R 2 = o α −2s as α → 0, uniformly in (x, y, z) ∈ R 3 . This will be done in sections 4 and 5. 
The sub-solution
We show that v given by (1.5) is a sub-solution.
Proof. Let us define, for each j = 1, . . . , N ,
By definition, v is a sub-solution of (1.4).
The mollified pyramid and an auxiliary function
Most of the materials in this section is technical and is a variation of those in [55] .
We define a radial mollifier ρ ∈ C ∞ (R 3 ) by ρ(x, y) =ρ x 2 + y 2 , wherẽ ρ ∈ C ∞ ([0, ∞)) satisfies the following properties:
and r 0 satisfies 2s(m
3) We call z = ϕ(x, y) a mollified pyramid. Define also an auxiliary function
By direct computation, we have Lemma 4.1. For any integers i 1 ≥ 0 and i 2 ≥ 0, with
For all (x, y) ∈ R 2 , we have
Proof. The proof can be found in [55] , with a slight variation that there is a constant Cρ depending only onρ such that
In the rest of this section, we study the behavior of ϕ(x, y) − h(x, y) and S(x, y) as well as their derivatives. It turns out that both of them depend on the distance from the edge of the pyramid.
The behavior of these functions of interest can be expressed using a "mollified negative part". Write x + = max {x, 0} and
Let us state the properties of P .
Lemma 4.2. P is in the class
There exists a constant
Proof. Clearly, P ∈ C 3 ([0, ∞)) and if x > 0, then
For x ≥ r 0 , we have by (4.1),
The decay of the derivatives follows. Since they all have a sign, we have for any
To get a bound for P (3) (x), we consider two cases. If x > r 0 , then
If x ≤ r 0 , then we use the change of variable r = x 2 + y 2 , to obtain
This finishes the proof.
To estimate ϕ(x, y) − h(x, y), it suffices to fix (x, y) ∈ Ω j and studyφ
. By this definition, we expect thatφ j (x, y) to be controlled by the distance from (x, y) to the boundary ∂Ω j because this distance determine the size of a neighborhood of (x, y) such that h = h j .
To fix the notation, we observe that Ω j ∩ Ω j±1 is a half line on which
where Ω j±1 is understood to be Ω j±1 (mod N ) . We also write
By the above motivation, we expressφ j as
We prove that ρ * g j is an error term, up to three derivatives. Lemma 4.3. There exists constants C g = C g (ρ) and γ > 1 such that for any 1 ≤ j ≤ N , any (x, y) ∈ Ω j , and any integers i 1 ≥ 0, i 2 ≥ 0 with i 1 + i 2 ≤ 3, we have
and, in particular,
Proof. We first claim that |g j | ≤ 3|h − h j | on the whole R 2 . Indeed, by the definition of g j , we have
. From the proof of Lemma 4.1, we can find a constant Cρ such that
By a simple use of intermediate value theorem, we have
that is, roughly, the line {h j = h k } is contained in exterior of Ω j . Therefore, we can find a constant γ > 1, depending only on the configuration of the Ω j 's, such that dist ((x, y),
Note also that by a rotation, we can write
We now have
which is also mentioned in Lemma 4.1. By the exact same argument, the first estimate is established. To obtain the second one, noting that since the angle of Ω j (that is, the angle between the lines h j = h j+1 and h j = h j−1 ) is less than π, we have x 2 + y 2 ≥ λ j . Now the right hand side of the two estimates are bounded for λ j ≤ r 0 and is O λ −2s+1−i1−i2 j for λ j ≥ r 0 . Hence, by enlarging C g if necessary, the proof is completed.
Lemma 4.4. There exists a constant
and for any (x, y) ∈ R 2 ,
Proof. Without loss of generality, let (x, y) ∈ Ω j . We have
To get the lower bound, we estimateφ j in three regions as follows. We choose r 1 > r 0 such that for all λ j ≥ r 1 ,
It suffices to show that inf ϕ j (x, y) λ j < r 1 , x 2 + y 2 ≥ r 2 > 0 for some r 2 > 0, sinceφ j attains a positive minimum in any compact set. Without loss of generality we assume that λ + j < r 1 . Let r 2 be large enough such that
. We estimatẽ
where B * ⊂ B r1+2 (x, y) ∩ Ω j+1 is the half ball
This completes the proof.
Now, in terms of P and λ we state a key lemma concerning the decay properties S(x, y) and its derivatives. In the following, it is convenient to use the vector notation a j = (a j , b j ). 
and
In particular, with a possibly larger constant C S , we have
Since the denominator is bounded between two positive numbers, it suffices to show that the dominant term of the numerator is |P ′ (λ j )|. We have
Using the inequality |a + b + c| 2 ≤ 3(|a| 2 + |b| 2 + |c| 2 ), we have
We can find an r 3 > r 0 such that for all λ j ≥ r 3 ,
This implies for all λ j ≥ r 3 ,
Thus, the lower and upper bounds for S is established. Next, we compute the derivatives of S to yield
Using the Lemmas 4.1, 4.2 and 4.4, it is clear that
Hence the C 2 norm of S is controlled. To estimate the s-Laplacian, we use Corollary A.2 to get
for λ ≤ 2r 0 , and
for λ ≥ 2r 0 , by Lemma 4.2. Thus,
The last assertion follows from Lemma 4.2.
The super-solution
Let α, ε ∈ (0, 1) be small parameters (which will be chosen according to (5.4) and (5.5)) and write V (x, y, z) = Φ (μ) + εS(αx, αy),
where S is defined in (4.4) and
Introducing the rescaled one-dimensional profile
we can also write V (x, y, z) = Φ α (μ(αx, αy, αz)) + εS(αx, αy),
We will prove that V is a super-solution when ε and α are sufficiently small. Observing thatμ(x, y, z) is a linear in z and "almost linear" in x and y as λ(x, y) → ∞, it is tempting to compare (−∆) s (Φ α (μ)) with (−∂ 2 ) s Φ α (μ), according to the chain rule, Lemma A.4. It turns out that their difference
decays at the right order as λ → ∞. This crucial estimate is stated as follows.
Proposition 5.1 (Main estimate).
There exists a constant C R1 = C R1 (s,ρ, γ) such that for any (x, y, z) ∈ R 3 , we have
uniformly in z. We can also write
Remark 5.1. In fact, denoting ϕ α (x, y) = α −1 ϕ(αx, αy), the first term of V can be expressed as
In this way, the estimate of R 1 gives the first term of the fractional Laplacian in the Fermi coordinates, roughly as (−∆)
It is helpful to keep in mind that the decay in x and y comes from the second and third derivatives of ϕ. The uniformity in z will follow from the facts that z can be written in terms ofμ(x, y, z) and quantities likeμ i Φ (j)
Proof of Proposition 5.1. We will prove the estimate pointwisely in (x, y) ∈ R 2 . To simplify the notations,μ and ϕ and their derivatives will be evaluated at (x, y, z) or (x, y) unless otherwise specified.
First we write down the difference. By definition, we have
On the other hand, by Corollary A.1, we have
In order to rotate the axes to the tangent and normal directions of the graph z = ϕ(x, y), we wish to find an orthogonal linear transformation
. To this end, we apply Gram-Schmidt process to the basis
of R 3 to obtain the orthonormal vectors
It is easy to check that
indeed satisfies the required condition.
Under this transformation, we have
The difference is therefore
We will estimate this integral in
and its complement D c α in R 3 and write
where
Note that the extra term in J 1 , being odd in ξ and η, is inserted to get rid of the principal value.
Since |Φ α | ≤ 1, it is easy to see that
by using Lemma 4.2.
To estimate J 1 , we let F (t) = F (t, ξ, η, ζ; x, y, z, α) = −Φ α (µ * (t)), where
Let us introduce the shorthand notation
and similarly for other derivatives of ϕ for t ∈ [0, 1]. So we can rewrite
We will use the second order Taylor expansion to write the first two terms in the integrand (considering the denominator as a weight) as
The derivative of µ * (t) can be written as
Note that A t (t) = −A(t)B(t) and
each of whose term containing at least a third derivative or a product of two second derivatives of ϕ, evaluated at (x + tξ, y + tη).
We compute
Observe that the extra term in the integrand is chosen in such a way
that is similar to the second term in F ′ (0). In fact, if we let µ(t) =μ(t, ξ, η, ζ; x, y, z) =μ + t(µ * (0) −μ) and G(t) = G(t, ξ, η, ζ; x, y, z, α)
and hence
The integrand in (5.3) now has the expression
We use this to bound, using Lemma 4.4 and Lemma 4.2,
This gives an estimate for A, B and B t
which are all uniform in t ∈ [0, 1]. Note that for the estimate of B t we have used (4.2). Denoting r = ξ 2 + η 2 + ζ 2 < 1 and
similarly for B and B t , we can find a constant C AB = C AB (s, m * ,ρ, γ) such that
Note also that by Cauchy-Schwarz inequality,
α (µ) for 0 ≤ i ≤ j ≤ 2 and using Corollary B.1, we can estimate J 1 as
The proof is completed by taking
We can now prove Proposition 5.2. There exist small parameters ε and α such that V (x, y, z) is a super-solution of (1.4) . In fact, V ∈ C 2 s (R 3 ) and
Proof. We recall the calculations in Section 2 gives
where S is defined by (4.4) andR = R 1 + R 2 with
By Proposition 5.1 and Lemma 4.5, there is a constant C R = C R (s, c, m * ,ρ, γ) such that
The rest of the proof is similar to [55] . Here we still include it for the sake of completeness.
Since f is C 1 and f ′ (±1) < 0, there exists constants δ * ∈ (0, 1/4) and
Also, in view of Lemma 4.4 and Lemma 4.5,
for all (x, y) ∈ R 2 , so we can write
By the decay of Φ ′ (µ), we can find constantsC Φ and r 4 such that
for |µ| ≥ r 4 .
Hence
and then choose
We consider two cases.
Case 2:
, that is, V is a super-solution. Next we prove that v < V on R 3 , that is, for any j and any (x, y) ∈ Ω j ,
To simplify the notation, we drop the subscript j in a j and b j . We consider two cases.
We insert a term ax + by in the left hand side and rearrange the inequality as follows.
that is,
By the definition of ω, we have
On the other hand, since ϕ > h, we havê
Let us write, for t ∈ [0, 1],
We know from Lemma 4.5 that S > 0, thus
This concludes the proof.
Proof of the main result
Since we have constructed a sub-solution and a super-solution, it suffices to carry out the monotone iteration argument. See [51] , [50] .
is so large that |ξ| 2s − cξ 3 + K > 0 for any ξ ∈ R 3 . Using Lemma A.7, we construct a sequence {w m } ⊂ C 2s+β (R We will prove by induction that
for all m ≥ 1, using the strong maximum principle stated in Lemma A.6. If we define
For m = 1, we have for
Hence, v < w 1 < V unless w 1 = v, giving a non-smooth solution L[w 1 ] = 0, which is impossible by the regularity of L. By the Schauder estimate (A.1), since
. In particular, (−∆) s w 1 is welldefined by the singular integral. 
Iterating this yields w m C
. Therefore, the sequence {w m } m≥1 is monotone increasing and uniformly bounded in C 2,s− 1 2 (R 3 ). Hence the pointwise limit
exists and is unique. By Arzelà-Ascoli theorem, we can extract from each subsequence of {w m } a subsequence converging in C 2 (R 3 ). Since u is unique, we conclude that
Clearly, L[u] = 0 in R 3 and the proof is now complete.
Appendix A. Properties of the fractional Laplacian
Here we list some elementary properties of the fractional Laplacian mentioned in [58] , [12] , [49] , [34] .
A.1. Basic properties. It is convenient to have the following Lemma A.1. For any a ∈ R, we have
As a consequence,
for any integer n ≥ 1.
Proof. Without loss of generality, we can assume that a = 1 by a simple scaling.
Using the substitution y = 1/(x 2 + 1), we have x = 1/y − 1 and
where B denotes the Beta function. The second equality is obtained by replacing s by s + n/2.
Proof. Clearly, by induction we have
Lemma A.2 (Homogeneity). For any admissible u : R n → R, x ∈ R n and a ∈ R,
In particular, if u is an even function then so is (−∆) s u.
Proof. This is trivial and follows from a change of variable η = aξ. Indeed,
Lemma A.3 (Commuting with rigid motions).
Proof. It is equivalent to showing that C n,s P.V.
But since |Aξ| = |ξ| and |det A| = 1, the result follows from a change of variable ξ → Aξ.
Combining the above simple results, we obtain a useful chain rule.
Lemma A.4 (Chain rule for linear transformation). For any admissible u : R n → R, and x, a ∈ R n , there holds
Proof. By Lemma A.2, we may assume that |a| = 1. By extending v 1 = a ∈ R n to an orthonormal basis {v 1 , . . . , v n } in R n , we can construct an orthogonal matrix A ∈ O(n) whose i-th row is the row vector v i . In particular, (Ax) 1 = a · x. By Lemma A. A.2. Decay properties. If a function u decays together with its derivatives ∇u and D 2 u at infinity, (−∆) s u gains a decay of order 2s, but never better than O |x| −2s because of its nonlocal nature. In a more subtle case when D 2 u(x) does not decay in |x|, we can still get a decay of order 1 from ∇u. The precise statement is as follows.
Lemma A.5 (Decay of (−∆) s u). Suppose u ∈ L ∞ (R n ) and u is C We think of E as the set of all edges of the pyramid projected on R 2 . In particular, by taking r = R = 1, r = R = |x| 2 and r = 1, R = |x| 2 respectively, we have Corollary A.2. There exists a constant C ∆ = C ∆ (n, s) such that The last term is simpler and is estimated as
This completes the proof. Proof. Since u(x) → 0 as |x| → ∞, we know that inf R n u is attained at some x 1 ∈ R n . Suppose u(x) ≡ 0. At the global minimum x 1 , we have (−∆) s u(x 1 ) < 0 and ∇u(x 1 ) = 0. If u(x 1 ) ≤ 0, then c 0 u(x 1 ) ≤ 0 and L 0 [u](x 1 ) ≤ (−∆) s u(x 1 ) < 0, a contradiction.
Lemma A.7 (Solvability of the linear equation). Assume that c 0 is so large that the symbol |ξ| 2s − c · ξ + M > 0 for any ξ ∈ R n . Let β ∈ (0, 1) be such that 2 < 2s + β < 3.
Then there exists a constant C L0 = C L0 (n, s, β, |b 0 |, c 0 ) such that for any f 0 ∈ C β (R n ), there is a unique solution u ∈ C 2,2s+β−2 (R n ) to the linear equation
satisfying the Schauder estimate
The proof involves taking a Fourier transform and a density argument, see [43] , [50] .
