H eart failure (HF) is a leading cause of hospital admissions in patients aged ≥65 years. 1,2 Patients hospitalized with acute decompensated heart failure (ADHF) have a high risk of mortality, with 30-day mortality rates approaching 10%. 3, 4 Because risk of mortality varies across patient populations, a mortality prediction model (MPM) that estimates an individual patient's risk can be a useful aid for making clinical decisions at the bedside. Additionally, researchers performing comparative effectiveness studies of treatments for ADHF need a validated method of risk adjustment to ensure that differences in outcomes are not simply the result of differences in patient case-mix.
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other risk adjustment methods. We, therefore, examined the performance of 4 published clinical HF inpatient MPMs in a data set derived from the comprehensive electronic health records (EHRs) of >50 US hospitals. We compared clinical model performance with 3 other models used for risk adjustment: 1 that uses EHR data and 2 that use administrative data. Because the administrative and EHR models included many more variables, we hypothesized that they would outperform the clinical models. However, we also hypothesized that we would identify that one or more of the clinical models could be useful for risk stratification at the bedside.
Methods

Data Source and Patient Population
We used HealthFacts (Cerner Corporation), a database that is derived from the EHRs of >50 geographically and structurally diverse hospitals throughout the United States. HealthFacts contains timestamped pharmacy, laboratory, vital sign (physiological), and billing information for >84 million acute admissions and emergency and ambulatory patient visits. [10] [11] [12] [13] We first limited the data set to hospitals that contributed laboratory and vital signs to the database. We then identified a cohort of patients who were ≥18 years, admitted to an included hospital between January 1, 2010, and December 31, 2012, and had a principal International Classification of Diseases, Ninth Revision (ICD-9-CM) diagnosis of HF or a principal diagnosis of respiratory failure with a secondary diagnosis of HF (ICD-9-CM codes for HF: 402.01, 402.11, 402.91, 404.01, 404.03, 404. 11, 404.13, 404 .91, 404.93, 428.xx; for respiratory failure: 518.81, 518.82, 518.84). To ensure that patients were treated for ADHF during the hospitalization, we restricted the cohort to patients in whom at least 1 HF therapy (including loop diuretics, metolazone, inotropes, vasodilators, or intra-aortic balloon pump) was initiated within the first 2 days of hospitalization. We excluded patients who had a length of stay <24 hours, who lacked vital signs or laboratory data, and who were transferred to or from another acute care facility (because we could not accurately determine the onset or subsequent course of their illness). HealthFacts includes demographics (patient age, sex, marital status, insurance status, and race/ethnicity), and we used these variables for some of the models. For models that included comorbid conditions, we used software provided by the Healthcare Costs and Utilization Project of the Agency for Healthcare Research and Quality to identify comorbidities included in the Elixhauser index. 14, 15 Additionally, for the administrative (Premier) models, we used ICD-9-CM codes to identify other acute conditions that are of concern in the setting of HF, including atrial fibrillation (427.3), acute myocardial infarction (410.x1, 410.x2), pneumonia (480-487), malnutrition (263, V77.2), and acute kidney injury (580.4, 580.0, 580.81, 580.89, 580.9, 584.5, 584.6, 584.7, 584.8, 584.9). The Institutional Review Board at Baystate Medical Center granted permission to conduct the study.
Validation Methods by Mortality Prediction Method
For each MPM, we replicated the methods used by the original authors to calculate the predicted mortality for HF patients in the HealthFacts database. In some cases, because of lack of availability of variables or missing data, we had to slightly modify the original methods. These are described in detail in the sections below (see also the Appendix in the Data Supplement).
Premier Models (Administrative Models)
Using administrative billing data, we previously developed a model 16, 17 that is similar to the HF model developed by Krumholz et al for the Centers for Medicare and Medicaid Services. 18 We developed this model using data from the cost-accounting systems of 433 hospitals that participated in the Premier, Inc. Data Warehouse (PDW, a voluntary, fee-supported database) between January 1, 2009, and June 30, 2011. PDW contains all elements found in hospital claims derived from the uniform billing 04 form. In addition, PDW contains an itemized, date-stamped log of all items and services charged to the patient or insurer, including medications, diagnostic and therapeutic services, and laboratory tests. PDW has been used extensively for research purposes. 19, 20 We used a generalized estimating equation logistic regression model, clustering on hospital, to predict each patient's in-hospital mortality. We initially included all clinically relevant variables in the model: variables with a well-established association with mortality (such as age), all conditions listed in the Elixhauser comorbidity index, 14 and selected comorbid acute illnesses (described earlier). Using backward selection, we retained variables in the final model (The Premier Model) with P<0.05.
We then developed a second administrative model that includes the above mentioned variables plus critical care therapies instituted within the first 2 hospital days (Tables 1 and 2) as markers of presenting severity (this model is called Premier plus treatments or Premier+). We added these early treatments (mechanical ventilation, vasopressors, inotropes, pulmonary artery catheters, arterial lines, and an intra-aortic balloon pump) as markers of severity of illness at hospital admission. We based our selection of these treatments on the critical care literature, which includes several models (eg, the MPM and the Sequential Organ Failure Assessment Score) 22,23 that use critical care therapies during the first 2 hospital days as proxies for presenting severity. We used billing codes to identify medications and ICD-9-CM procedure codes to identify other initial therapies. After demonstrating that both the Premier and the Premier+ models performed well in the PDW data set in both derivation and internal validation cohorts, we applied the coefficients from the derivation cohort to HealthFacts data.
Laboratory-Based Acute Physiology Score Model (EHR Model)
The Laboratory Acute Physiology Score (LAPS2) is a validated score that uses physiological, laboratory, and vital signs data derived from an EHR to predict mortality across conditions common to hospitalized patients, including HF. It uses a 2-stage algorithm that first includes selected variables (age, sex, blood urea nitrogen, serum creatinine, and serum sodium) to stratify patients into low and high mortality risk groups. Then, in a second stage, vital signs and laboratory values are added to the algorithm (Table 1) . 21, 24 The LAPS2 algorithm has a validated protocol for selection of the most deranged laboratory value during a timeframe and assigns points based on level of derangement and risk stratum. When laboratory values are not present within the interval, the algorithm assigns the missing value using points based on mortality risk group (rather than using imputation). 21, 24 Because LAPS2 includes neurological status checks but HealthFacts does not include these checks, we used the Glasgow Coma Score as our marker of neurological status. Of note, LAPS2 is a score that assesses presenting severity. Thus, it is designed to be used as a variable in a model that includes other patients' characteristics, such as demographics and comoribidities. We, therefore, created a mortality prediction model using the LAPS2 score along with age, sex, race, and comorbidities. 21, 24 Although we call this model LAPS2, we are referring not just to the LAPS2 score but to the entire model that includes the score plus these other variables.
Clinical Models
We next replicated the methods for all included clinical models. Of note, we applied the LAPS2 method for missing data (by assigning points based on mortality risk group) in all of the clinical models described later.
Acute Decompensated Heart Failure National Registry Model
The Acute Decompensated Heart Failure National Registry (ADHERE) contains data on patients with ADHF (initially identified Table 2 .
†Formula for estimated lactate: (anion gap/bicarbonate)×100.
using discharge diagnosis) who were admitted to one of 263 centers across the United States from October 2001 to February 2003.
In 2005, the ADHERE study group created a multivariable model that identified blood urea nitrogen, systolic blood pressure, heart rate, and age as mortality predictors (Table 1) . 5 They validated their model within a subset of the starting cohort but not in an external population. We used the coefficients from their multivariable model to calculate the log odds of mortality in the HealthFacts data, which we then converted into probability of mortality.
Enhanced Feedback for Effective Cardiac Treatment Model
The (Table 1 ). 6 They validated the model within a subset of the starting cohort. We converted the mortality score for 30-day mortality into a predicted probability of in-hospital mortality.
Get With the Guidelines-Heart Failure Peterson Model
The Get With the Guidelines-Heart Failure (GWTG-HF) Registry is a voluntary quality improvement initiative that collects clinical data on patients admitted to participating hospitals with ADHF (identified by treating clinician's diagnosis). Peterson et al identified 7 variables for inclusion in the final model: age, race, systolic blood pressure, pulse rate, serum sodium, blood urea nitrogen, and diagnosis of chronic obstructive pulmonary disease (Table 1) . They validated the model within a subset of the starting cohort. Because the final published version was a risk score, we used the score in a logistic regression model to predict mortality.
GWTG-HF Eapen Model
Using 
Analysis
After defining predicted mortality for each model, we examined discrimination and calibration for each model. We examined calibration by plotting calibration across deciles of predicted mortality and then visually examining and comparing the calibration curves. We examined discrimination using the area under the receiver operating curve.
To compare inpatient mortality prediction across pairs of models, we constructed Bland-Altman plots (a graphical method to plot the difference in paired values versus their average). Finally, for each included model, we calculated specificity at a set sensitivity of 0.75 (at which we would correctly identify 75% of those who die as predicted to die). We then computed the specificity (the proportion correctly predicted to survive) at this sensitivity.
Results
Population
We included 13 163 eligible patients from 62 hospitals that contributed both vital sign and laboratory data to the HealthFacts database. Median (interquartile range) age was 74 (62-84; Table 2 ). Principal diagnosis was HF in 89% of patients and respiratory failure in 11% of patients. A majority of subjects were women (51%) and white (65%). About one third of subjects were black (27%). Most patients were insured under Medicare (60%). Comorbidities were common, including chronic obstructive pulmonary disease (38%) and chronic renal insufficiency (40%), and a substantial proportion of patients had coexisting acute conditions, such as atrial fibrillation (36%), pneumonia (14%), and acute kidney injury (22%). In-hospital mortality was 4.3%.
Discrimination
The LAPS2 and the Premier+ models demonstrated the highest discrimination (Figure 1 ). For each of these 2 models, C statistics were predictive (LAPS2 0.80 [95% confidence interval 0.78-0.82] and Premier+ 0.81 [95% confidence interval 0.79-0.83]), demonstrating significantly better discrimination compared with the other models (P<0.001 for both). The clinical models (ADHERE, EFFECT, and the 2 GWTG models) demonstrated similar discrimination, with C statistics around 0.70 and with no significant differences among the 4 models. The Premier model (without treatments) ranked in between, with a C statistic of 0.76 (95% confidence interval 0.74-0.78), being both statistically better than clinical models and inferior to both the LAPS2 and Premier+.
Range of Predicted Mortalities
The Premier+ and the LAPS2 models had the broadest range of patient-level predicted mortalities: Premier+ ranged from 0.8% to 23.1%, with a mean of 5.1%, and the LAPS2 demonstrated a predicted mortality ranging from 0.7% to 19.0%, with a mean of 4.8% (Figure 2 ). The next broadest range of predicted mortality was the Premier model excluding treatments, with a predicted mortality ranging from 1.0% to 18.2%. The clinical models all had a narrower range of predicted mortalities (ADHERE, 1.2%-17.4%; EFFECT, 1.0%-12.8%; GWTG-Eapen, 1.2%-13.8%; and GWTG-Petersen, 1.1%-12.8%).
Calibration
Calibration appeared best for the LAPS2 model, showing close adherence to the line of equality even at high levels of predicted mortality (Figure 2 ). The Premier+ model appeared to slightly overpredict death at the highest levels of mortality when compared with the LAPS2. The 4 clinical models performed similarly to the LAPS2 and the Premier models at lower predicted mortalities, but lacked the range to predict mortality among the sickest patients and tended to overpredict mortality among patients at a higher risk for death.
Bland-Altman Plots
Bland-Altman plots are a graphical method to plot the difference of 2 measurements 25 ([y axis] against predicted mortality from 0% to 100% [x axis]; Figure 3) . A lack of a discernable trend (ie, a cloud of data within the upper and Mortality Prediction in Heart Failure lower limits) indicates that the 2 predictive models are in agreement across predicted mortalities. The GWTG models and the EFFECT model were the most similar across the range of predicted values. However, agreement does not HealthFacts Data, N (%) Mortality Prediction in Heart Failure necessarily indicate good fit: calibration plots showed that the GWTG and EFFECT models all had a narrow range of predicted mortality and tended to overpredict mortality at the high end. All of the models were similar to each other when the predicted probability of mortality was low (as indicated by symmetry at the far left of each of the boxes). The Premier models and LAPS2 models diverged the most from the clinical models at the higher predicted probabilities of mortality (note asymmetry at the right of the plots). Finally, although discrimination and calibration were similar for all the clinical models, the asymmetry in the Bland-Altman plots suggests that ADHERE outperformed EFFECT and the 2 GWTGs models at higher predicted mortality.
Specificity at a Fixed Sensitivity
Finally, we examined comparative specificity of the models when sensitivity was fixed at 0.75 (Table 3 ). We found that the Premier+ and LAPS2 models have specificities of ≈0.71, meaning ≈71% of those predicted to survive using this cutoff did survive, whereas for the ADHERE model, only ≈50% of those predicted to survive at this cutoff value actually survived. We also examined this cutoff in relation to the receiver operating curves (Figure 1 ) by drawing a line across from the axis depicting sensitivity at 0.75 and then dropping a line to the axis depicting 1 specificity. We found that there were slight differences in model rankings when using this method (versus examining the C statistics alone) because some of the curves crossed. However, none of the models that were 
Discussion
Using data derived from >60 hospital-based EHRs, we externally validated and compared 7 previously published mortality prediction models for hospitalized patients with ADHF.
Overall, we demonstrated that each of the models performed relatively well. Discrimination was best for 2 models, the Premier+ and the LAPS2. The 4 clinically based, HF-specific models (ADHERE, EFFECT, and 2 GWTG models) demonstrated modest to good discrimination, despite the fact that they had many fewer variables than the Premier models or the LAPS2. However, their ranges of predicted mortality were narrower, and calibration was not as good as the better performing models, especially among patients at the highest risk for in-hospital death. The Premier model without treatments fell in between the highest performing models and the clinical models in terms of both discrimination and calibration. These findings must be taken in the context of the original intentions of each model's designers. As their authors state in their original published manuscripts, EFFECT, ADHERE, and the 2 GWTG models were designed to stratify patient risk at the bedside. [5] [6] [7] [8] [9] Despite the fact that some of these models are now more than a decade old, none have been widely adopted by clinicians. We hypothesize that there are several reasons for this. First, none have previously been validated in an external population. Second, clinicians may make decisions based on whether a patient is crashing or based on a long-term prognosis (eg, the Seattle Heart Failure Model 26 ). Although these are potential barriers to adoption, other disease processes (eg, pneumonia) have demonstrated the usefulness of bedside calculators for hospitalized patients. 27 As suggested by Aujesky and Fine, 28 the rationale behind these methods is that "prognostication allows physicians to inform patients about the expected outcomes of an acute illness, helps physicians and patients to know the probability of serious adverse events (ie, severe medical complications or death), and assists physicians in their initial management decisions, such as determining the most appropriate site of treatment (home versus hospital), the intensity of hospital management (medical floor versus intensive care unit), and the intensity of diagnostic testing and/or therapy." If there was a validated clinical scoring system for ADHF that was easy to use and widely available, it seems logical that patients with ADHF and the physicians treating them might reap these same benefits. This is especially important for patients with ADHF who are cared for by noncardiologists, who may lack the clinical expertise to identify a patient with ADHF who is at high risk. Consider, for example, a hospitalist or emergency physician at a small rural hospital who is trying to determine whether to admit a patient with ADHF or to transfer that patient to a tertiary facility with a cardiac intensive care unit.
If any of the clinical models are to be widely adopted for real-time clinical use, however, an online calculator (or mobile application) is needed because each of the models contains 5 to 10 variables. To date, however, only the EFFECT score has an online risk calculator. 29 Because ADHERE performed best in terms of range of predicted mortality and prediction among sicker patients, an online calculator or mobile application using the ADHERE multivariable model would offer an important contribution to the clinician's toolkit.
The other 3 models (LAPS2 and the 2 Premier models) use complicated statistical methods and, therefore, present additional obstacles for bedside use. Because the Premier models use diagnosis codes, which are assigned at discharge, they cannot be used to calculate individual patient risk at the time of admission. In contrast, an automated version of the LAPS2 score was built into one health system's EHR, allowing real-time use. 30 If other systems choose to make the same investment, the LAPS2 score could be an important alternative to online risk calculators for clinical models.
Given the observed discrimination of the 2 Premier and the LAPS2 models and their improved ability to predict mortality in high-risk HF patients, any of these 3 models could be used to conduct retrospective observational studies that compare treatment outcomes across large patient populations. Although it may initially seem surprising that 2 models derived from hospital billing data outperformed clinical models, the difference is explained by the fact that the Premier and LAPS2 models include many more variables and were developed recently. Improvements in care tend to lead to decreased mortality rates over time, 31 leading to overprediction of mortality by older models. 32 This may explain why all of the models, with the exception of LAPS2, tended to overpredict mortality.
When clinical data (but not administrative claims) are available for observational studies of ADHF, LAPS2 is the best option, but it includes neurological data that may not be routinely available. In this case, any of the clinical models could be used. To address the lack of range of predicted mortalities for these models, researchers could create a multivariable model that includes the models' physiological and laboratory variables, but also adds demographics and comorbidities.
This study also has some limitations. First, we identified HF patients using a combination of ICD-9-CM codes and initial treatments rather than using clinical criteria. Although we think that, for the most part, the identified cohort was admitted and being treated for ADHF, we could have missed some patients who did not receive HF therapies in the first 2 days or did not receive an ICD-9-CM diagnosis code indicating that they had HF. Additionally, we used same cohort identification method that we used for the developed of the Premier models. In contrast, the other methods used other cohort identification techniques (LAPS2 was developed in all hospitalized patients; other models used discharge diagnosis codes or a clinician's working diagnosis). This difference might have advantaged the Premier models. Second, we did not include patients who received a left ventricular assist device (but no other HF treatment) in the first 2 days of hospitalization. However, we think that the number of patients in this group is small and does not represent the majority of patients hospitalized with ADHF. Third, 2 of the included models (ie, EFFECT and GTWG-Eapen) were developed for 30-day mortality, but we validated them for inpatient mortality. This could have disadvantaged these models in terms of comparative performance. Fourth, because model coefficients were not always available, we refit some of the models (eg, GWTG-Eapen) and, for others, merely applied the coefficients (eg, Premier, ADHERE). This creates a bias toward models that are refit (LAPS2 and Eapen). However, ADHERE was not refit and actually performed best of the clinical models. Fifth, we modified some components of the included models so that we could use them with the HealthFacts database. For example, we used Glasgow Coma Score in lieu of neurological checks in computing LAPS2. This decision was based on a recently published validation that reported that Glasgow Coma Score performed similarly to other methods of assessing altered mental status. 33 Also, when data were missing, we imputed weight (for the GWTG-Eapen model) as recommended by the original author (Eapen) . 7 When other data were missing, we used a validated algorithm designed by the creators of the LAPS2 score that estimated the missing value based on the patient's mortality risk. 21, 24 Finally, because the data set was deidentified, we may have, in rare cases, included the same patient on more than one hospitalization.
In conclusion, we have demonstrated that 4 clinically derived inpatient HF mortality models exhibited similar performance, with C statistics hovering around 0.70. Two other models, one developed in EHR data and another developed in administrative data, were also predictive of mortality, with C statistics around 0.80. Because all included models performed well, the decision to use any given model should depend on the model characteristics (eg, number of variables), practical concerns (eg, availability of an online calculator or EHR-imbedded calculator), and intended use (observational research versus bedside risk stratification).
