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Abstract
In our paper we deal with the expressing of recursion and corecursion in functional programming. We
discuss about the morphisms which express the recursion or corecursion, respectively. Here we consider
especially the catamorphisms, anamorphisms and their composition called the hylomorphisms. The main
essence of this work is to describe a new method of programming the function for calculating the factorial
by using hylomorphism. We show that using of hylomorphism is an alternative method for the computation
of factorial to recursive methods programmed classically. Our new method we describe in action semantics
which is a new formal method for the program description.
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1 Introduction
Recursion is a very useful tool in modern programming languages, in particular
when we deal with inductive data structures such as lists, trees, etc. [9]. The
theory of recursive functions was developed by Kurt Go¨del and Stephen Kleene
in the 1930s. Now the recursion has the great importance in mathematics and in
computer science. The recursion method presents very interesting solution of many
computational algorithms. It is an inherent part of functional programming. On
the other hand, the dual method called corecursion brings the new opportunities
in programming. In section 2 we formulate basic notions from the category the-
ory, the mathematical tool which importance for theoretical informatics growth in
last decade. Section 3 describes the relationship between recursion and corecursion.
This relationship is described by the dual mathematical structures - algebras and
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coalgebras [32]. Algebras serve for modeling program structures and coalgebras
have great addition for deﬁning the behavioral semantics [21]. Coalgebras are able
to describe the behavior of simple structures like automata [1], intrusion detection
system [20], computer simulations [13] up to database systems [19]. By using coalge-
bras we usually model structures which cannot be modeled by algebras; e.g. inﬁnite
data structures (codata) as the base of corecursion [16,26,29]. It is important to
note that data types and codata types are modeled as initial algebras and terminal
coalgebras, respectively. On the other hand, recursion and corecursion are modeled
by morphisms called catamorphisms and anamorphisms, resp. In the next section
we construct a recursive coalgebra based on the unique coalgebra-to-algebra mor-
phisms called hylomorphism. In the last section we show the examples how to use
introduced morphisms in functional programming and create a new non-traditional
method of programming using recursion and corecursion. Computation and evalua-
tion of results we present in action semantics which is a new method for deﬁning the
semantics of programs. Action semantics is a framework for the formal description
of programming languages. Its main advantage over other frameworks is pragmatic:
action-semantic descriptions are able to scale up smoothly to realistic programming
languages. In our paper we show the evaluation of our alternative method for the
factorial computation.
2 Categories
Algebraic and coalgebraic concepts in informatics are based on the category the-
ory [4,14]. A category C is a mathematical structure consisting of objects, e.g.
A,B,C, . . . Instead of focusing merely on the individual objects representing a given
structure, category theory emphasizes the morphisms - the structure-preserving
mapping between objects, f : A → B [5]. Every object has the identity morphism
idA : A → A and morphisms are composable - for morphisms f : A → B and
g : B → C it has to exist f ◦ g : A → C. Composition of morphisms has the
associativity property. Because the objects of category can be arbitrary structures,
categories are useful in computer science, where we often use more complex struc-
tures not expressible by sets. Because a category itself is a mathematical structure
we are able to construct the morphisms between categories called functors, e.g. a
functor F : C → D from a category C into a category D .
3 Recursion versus corecursion
Recursive functions are functions for which the result for a certain argument de-
pends on the result obtained for other (smaller in some sense) arguments. Recursion
in mathematics and theoretical computer science is a method of deﬁning functions
which the function being deﬁned in is applied within its own deﬁnition. It is very
important concept in applications ranging from the theoretical foundations of com-
putation to practical programming techniques. Since last years, it has become
increasingly clear that the dual but less well-known concept of corecursion is just as
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useful. Moss and Danner used in their work [22] the concept of corecursive program
for a function whose range is a type deﬁned recursively as the greatest solution
of some equation which is expressed as the greatest ﬁxed point. Dually, we use
the term recursive program for a function whose domain is type deﬁned recursively
as the least solution of some equation (least ﬁxed point) [12]. To state this in a
diﬀerent manner, corecursion produces the (possibly) inﬁnite data structures and
recursion consumes those data structures.
3.1 Initial algebras and catamorphisms
Let F be an endofunctor from C to C . An F -algebra is a pair (A,α) where A called
the carrier is an object and the algebraic structure α : FA → A is a morphism
in C . For any two F -algebras (A,α) and (C, γ), a morphism f : A → C is a
homomorphism between F -algebras - from (A,α) to (C, γ), if the following diagram
at Fig. 1 commutes.
FA
α  A
FC
Ff

γ
 C
f

Fig. 1. Diagram of algebras
The commutativity of the diagram at Fig. 1 means that the following equality
holds
α ◦ f = Ff ◦ γ.
Because algebras are homogenous structures and the algebra homomorphisms
are being deﬁned, we are able to deﬁne also an identity morphism for each algebra
and appropriate morphisms are composable. That implies, that we can construct
the category of F -algebras A lg(F ), where algebras are the category objects and
algebra homomorphisms are the category morphisms.
An F -algebra is said to be the initial F -algebra if it is an initial object of the
categoryA lg(F ) of F -algebras. The existence of initial algebra of the endofunctor is
constrained by the fact that initial algebras, if they exist, must satisfy the following
noteworthy properties:
• they are unique up to isomorphism, therefore we write initial F -algebra as u :
FU ∼= U ;
• the initial algebra has an inverse u−1 : U → FU .
Put diﬀerently, from the ﬁrst property it follows that there exists at most one
initial F -algebra. Because from the initial F -algebra there exists unique homomor-
phism to every F -algebra, the initial F -algebra is the initial object in the category
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A lg(F ). It was proved in [17] that the initial F -algebra is the least ﬁxed point of
the endofunctor F . Initial algebras are generalizations of the least ﬁxed points of
monotone functions, since they have unique maps into arbitrary F -algebra. Let inF
be the algebraic structure of initial algebra. The least ﬁxed point of the functor
F we denote μF . Given any endofunctor F : C → C on an arbitrary category
C , if (μF, inF ) is an initial F -algebra, then inF : FμF → μF is an isomorphism,
FμF ∼= μF [3].
The initiality provides a general framework for induction and recursion. Given a
functor F , the existence of the initial F -algebra (μF, inF ) means that for any F -
algebra (A,α) there exists a unique homomorphism of algebras from (μF, inF ) into
(A,α). Following [10], we denote this homomorphism by (cata α)F (or just cata α
if the functor F is clear), so (cata α)F : μF → A is being characterized by the
universal property
inF ◦ f = Ff ◦ α ⇔ f = (cata α)F .
The type information is illustrated in the commutative diagram at Fig. 2. In
[31] are proved properties of catamorphism.
FμF
inF  μF
FA
Ff

α
 A
cata α

Fig. 2. Diagram of initial algebra and catamorﬁsm
Morphisms of the form (cata α)F are called catamorphisms; the structure
(cata ( ))F is an iterator.
3.2 Terminal coalgebras and anamorphisms
Coalgebras are dual structures to algebras. Let F be an endofunctor from C to C .
An F -coalgebra is a pair (U,ϕ) where U is called the state space and ϕ : U → FU
is called the coalgebra structure (or coalgebra dynamics). For any two F -coalgebras
(U,ϕ) and (V, ψ), a morphism g : U → V is said to be a homomorphism from (U,ϕ)
to (V, ψ) between F -coalgebras, so the diagram at Fig. 3 commutes
so it holds the equality
ϕ ◦ Fg = g ◦ ψ.
The F -coalgebras and the homomorphisms between them form a category. The
category Coalg(F ) is the category whose objects are the F -coalgebras and mor-
phisms are the homomorphisms between them. Composition and identities are
inherited from the deﬁnition of category. An F -coalgebra is said to be a terminal
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U
ϕ  FU
V
g

ψ
 FV
Fg

Fig. 3. Diagram of coalgebras
F -coalgebra if it is the terminal object of the category C oalg(F ). The existence of
the terminal F -coalgebra (νF, outF ) means that for any F -coalgebra (U,ϕ) there
exists a unique homomorphism of coalgebras from (U,ϕ) to (νF, outF ). This homo-
morphism is denoted by (ana ϕ)F . By analogy, the morphism (ana ϕ)F : U → νF
is characterized by the universal property
g ◦ outF = ϕ ◦ Fg ⇔ g = (ana ϕ)F .
The type information is illustrated in the commutative diagram at Fig. 4.
U
ϕ  FU
νF
ana ϕ

outF
 F νF
Fg

Fig. 4. Diagram of terminal coalgebra and anamorphism
Morphisms of the form (ana ϕ)F (or just ana α if the functor F is clear) are
called anamorphisms and the structure of (ana ( ))F is a coiterator.
3.3 Recursive coalgebra
The concept of the recursive coalgebra, i.e. a coalgebra which has a unique
coalgebra-to-algebra morphism into every algebra is important for the formulation
of the relation between coalgebras and algebras in the same category. In particular,
in functional programming one often uses the universal property of an initial
algebra to provide a semantics of a recursive program. Recursive coalgebras ex-
tend that universal property beyond the initial algebra considered as coalgebra [2,6].
Let F : C → C be an endofunctor. A coalgebra (U,ϕ) is called recursive iﬀ for
every algebra (A,α) there exists a unique coalgebra-to-algebra morphism r : U → A
at Fig. 5.
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FU ﬀ
ϕ
U
FA
Fr

α
 A
r

Fig. 5. Diagram of recursive coalgebra
For recursive coalgebra it holds the equality
r = ϕ ◦ Fr ◦ α.
A unique coalgebra-to-algebra morphism from (U,ϕ) to (A,α) can be denoted
also as fixF,α(ϕ) [6].
3.4 Hylomorphism
The hylomorphism recursion pattern was ﬁrstly deﬁned in [11]. Given a functor F ,
it expresses the following recursive function of type U → A deﬁned by ﬁxed point
[8]
hylo(g, h)F = μ(λf.h ◦ Ff ◦ g).
for the function g : FA → A and for the function h : U → FU .
Given an F -coalgebra ϕ : U → FU and an F -algebra α : FA → A, the hylomor-
phism denoted by hylo(α,ϕ)F is the least arrow U → A that makes the following
diagram at Fig. 6 commutes [15].
FU ﬀ
ϕ
U
FA
Ff

α
 A
hylo(α,ϕ)F

Fig. 6. Diagram of hylomorphism
Moreover, the hylomorphism is a composition of an anamorphism with a cata-
morphism [15]:
hylo(α,ϕ)F = (cata α)F ◦ (ana ϕ)F .
The hylomorphism captures general recursion by producing the complex data
structure and its processing.
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4 The hylomorphism in functional programming
In this section we apply the theory described in previous sections and we present
them in one example. We use the hylomorphism as a composition of anamorphism
and catamorphism, that is exactly the same as recursive coalgebras, which are based
on the coalgebra morphisms called coalgebra-to-algebra morphism. Coalgebra is
expressed as an anamorphism and algebra as a catamorphism.
The common feature of all functional programming languages is that programs
consist of functions (as in the mathematical notion function, which is the basis of
the λ-calculus and the theory of partial recursive functions; not to be confused with
the notion of a function used in imperative languages). The most modern functional
programming languages are strongly typed and have built-in memory management;
for example the languages ML, Haskell and OCaml [9]. We show on an example
the fancy method of programming the function for calculating the factorial using
hylomorphism. Hylomorphism in program calls the function that consists of a com-
position of two functions. Therefore it has to create the ﬁrst function which uses
anamorphism and then second function which uses catamorphism. Thus combining
these two functions we get a function that expresses the hylomorphism in program.
We present in this work all code samples written in the OCaml language [18].
The OCaml language (objective Caml) is an object-oriented functional language
based on the Caml language.
4.1 The anamorphism in example
Anamorphism is a constructor based on operation as it was deﬁned in the descrip-
tion of anamorphism. By applying the anamorphism in the informatics we get a
corecursive function that starts with a single input (for example an integer) and
takes it in a much complex output, for example a wide list. In other words, we take
a single input and we expand it upwards into a wide list. We deﬁne this process
in functional programming as the unfold function. It takes a type signature of
< TypeB > into List < TypeA >. In the OCaml language the type signature for
an anamorphism is a → b list.
The application of an anamorphism is the function for generating natural numbers.
For illustration we named this function ana in the implementation, because the
basis of this function is the anamorphism.
Argument of this function is an element of the type int. The function returns the
list of elements from n to 1 as an output. Such a generated list we need for the
calculation of the factorial of n. The concrete type signature of this function is:
int → intList.
So it is a function that takes an integer and produces a list of integers. The imple-
mentation of the function ana in the OCaml language is:
l e t r e c ana n =
match n with
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| 0 −> [ ]
| 1 −> [ 1 ]
| x −> x : : ana (x−1) ; ;
If the argument of the function ana is 0 then it returns an empty list. If the
argument is 1, ana generates a list containing only 1 as item. Otherwise, ana
generates a list with a new element appended.
4.2 The catamorphism in example
Catamorphism is deconstructor based on operation as it was deﬁned in the
description of catamorphism.
By applying the catamorphism in the informatics, we get a recursive function
that starts with a list and returns it in a single output (for instance integer). By
applying the catamorphism on the list of elements of the type int we get the single
element of type int. The max() or length() methods in OCaml on a list are
catamorphisms. These functions are called fold in functional programming. They
take a type signature of List < TypeA > into < TypeB >. In the OCaml language,
the type signature for the catamorphism is a list → b. We present catamorphism
as the multiplication function. This function takes as its argument a list of factors
of the type int and returns the result of multiplicative operations. The result of
the function is an element of the type int, that is the result of multiplication of
elements in the list. The concrete type signature of this function is then
intList → int.
So it takes a list of integers and folds it into a single integer. For better illustration
we named the multiplication function as cata in the implementation, because the
basis of this function is catamorphism:
l e t r e c cata l i s t =
match l i s t with
| [ ] −> 1
| head : : t a i l −> head ∗ ( cata t a i l ) ; ;
For the purposes of this example the cata function takes a list and returns 1 if
the list is empty. Otherwise, it recursively calls the cata on the list.
4.3 The hylomorphism in example
After presenting the catamorphism and anamorphism by the examples we deﬁne
hylomorphism. The hylomorphism is described like as ’cata’ after ’ana’. So putting
an anamorphism (a → c list) together with a catamorphism (c list → b) they result
into a type signature of a → b. Composition of unfold with a fold gives a function
that takes a single value and returns also the single value; the recursive function
that builds and then reduces lists is hidden for user.
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We use previous implementations to deﬁne the hylomorphism. The function ana
generates list of natural numbers from n to 1 and the function cata eliminates that
generated list by using multiplication operation. The result of this hylomorphism
function is the factorial of a number n. Composition of two function f ◦g is written
in programming language OCaml as f(gx).
The deﬁnition of this hylomorphism function fact is as follows:
l e t f a c t x =
cata ( ana x ) ; ;
Execution of the function of factorial:
# f a c t 4 ; ;
− : i n t = 24
Execution of the previous example with hylomorphism:
fact 4 =
cata (ana 4) =
4 cata (ana 3) =
12 cata (ana 2) =
24 cata (ana 1) =
24 id =
24
Her we are able to compare our new approach with the classical approach without
hylomorphism. The implementation of factorial function without hylomorphism:
l e t r e c f a c t o r i a l x =
i f x = 1 then 1
e l s e x ∗ ( f a c t o r i a l (x−1 ) ) ; ;
Illustration of this example without hylomorphism:
factorial 4 =
4 * (factorial 3) =
4 * 3 * (factorial 2) =
4 * 3 * 2 * (factorial 1) =
4 * 3 * 2 * 1 =
4 * 3 * 2 =
4 * 6 =
24
We can see that our new method of the factorial computation by using the
hylomorphism gives the expected results.
5 Basic concepts about Action semantics
The framework of action semantics has been initially developed at the University
of Aarhus by Peter D. Mosses, in collaboration with David Watt from Univer-
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sity of Glasgow. An action semantics is a framework for the formal description of
programming languages. Its main advantage over other frameworks is pragmatic:
action-semantic descriptions (ASDs) can scale up easy to real programming lan-
guages [7,23,27,30]. This is due to the inherent extensibility and modiﬁability of
ASDs, ensuring that extensions and changes to the described language require only
proportionate changes in its description. On the other hand, adding an unforeseen
construct to a language may require a reformulation of the entire description in
denotational or operational semantics expressed in [24,25].
Action semantics is fully equivalent with other semantic methods, like denota-
tional semantics, operational semantics or axiomatic semantics. Fundamentals of
action semantics are actions which are essentially dynamic computational entities.
They incorporate the performance of computational behavior, using values passed
to them to generate new values that reﬂect changes in the state of the computation.
So the performance of an action directly represents the information of processing
the behavior and reﬂects the gradual, step-wise nature of computation: each step
of an action performance may access and/or change the current information. Other
semantic entities used in action semantics are yielders and data. The actions are
main kind of entities, the yielders and data are subsidiary. The notation used for
specifying actions and the subsidiary semantic entities is called action notation [23].
In action semantics, the semantics of a programming language is deﬁned by map-
ping program phrases to actions. The performance of these actions relates closely
to the execution of the program phrases. Primitive actions can store data in storage
cells, bind identiﬁers to data, compute values, test truth values, and so on [28].
The data entities consist of mathematical values, such as integers, Boolean val-
ues, and abstract cells representing memory locations, that embody particles of
information. Sorts of data used by action semantics are deﬁned by algebraic spec-
iﬁcations. Yielders encompass unevaluated pieces of data whose values depend on
the current information incorporating the state of the computation. Yielders are
occurring in actions and may access, but they are not allowed to change the current
information.
A performance of an action which may be part of an enclosing action either:
• completes, corresponding to normal termination;
• escapes, corresponding to exceptional termination;
• fails, corresponding to abandoning an alternative;
• diverges, corresponding to deadlock.
The diﬀerent kinds of information give rise to so-called facets of actions which
have been classiﬁed according to [23]. They are focusing on the processing of at
most one kind of information at a time:
• the basic facet, processing independently of information (control ﬂows);
• the functional facet, processing transient information (actions are given and give
data);
• the declarative facet, processing scoped information (actions receive and produce
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bindings);
• the imperative facet, processing stable information (actions reserve and dispose
cells of storage, and change the data stored in cells);
• the communicative facet, processing permanent information (actions send mes-
sages, receive messages in buﬀers, and oﬀer contracts to agents) [23].
The standard notation for specifying actions consists of primitive actions and action
combinators. Action combinators combine existing actions, normally using inﬁx
notation, to control the order which subactions are performed in as well as the data
ﬂow to and from their subactions. Action combinators are used to deﬁne sequential,
selective, iterative, and block structuring control ﬂow as well as to manage the ﬂow
of information between actions. The standard symbols used in action notation are
ordinary English words. In fact, action notation is very near to natural language:
• terms standing for actions form imperative verb phrases involving conjunctions
and adverbs, e.g. check it and then escape;
• terms standing for data and yielders form noun phrases, e.g. the items of the
given list.
These simple principles for choice of symbols provide a surprisingly grammatical
fragment of English, allowing speciﬁcations of actions to be made ﬂuently readable.
The informal appearance and suggestive words of action notation should encour-
age programmers to read it. Compared to other formalisms, such as λ-notation,
action notation may appear to lack conciseness: each symbol generally consists of
several letters, rather than a single sign. But the comparison should also take into
account that each action combinator usually corresponds to a complex pattern of
applications and abstractions in λ-notation. In any case, the increased length of
each symbol seems to be far outweighed by its increased perspicuity.
6 Action semantics in functional paradigm
Action semantics can be successfully used also for the description of functional pro-
grams. In action semantics we use generally three main actions for the description
of programming languages:
• execute - used for executing of statements;
• elaborate - used with declarations;
• evaluate - used for evaluating expressions.
In functional paradigm we use only two main actions: evaluate and elaborate. Action
execute is not important in functional paradigm. Typical for functional programs is
that they do not deal with storage. Therefore we will not use actions of imperative
facet for allocating memory locations, storing values and getting values from cells
in memory in our action semantics descriptions of functional programs.
Important for functional paradigm is an evaluating of the expressions and elaborat-
ing functions. To allow referring them in the program code, they are associated to
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names (identiﬁers). These associations are called bindings. A binding can be global,
when declared at the top level of the source code, or local, when declared in a let or
letrec expressions that contain it. The diﬀerence between let and letrec expressions
is that in the latter mutual recursion is allowed. We provide this description of
evaluation of simple expression:
elaboratelet I:Var = E:Expression =
evaluate  E 
then bind I to the given value
After declaration we are able to use it anytime in our program. The value is bound
to its identiﬁer, so we can get the value of this expression simply by using evaluate
action:
evaluate I:Var  =
give the value bound to I
Description of function with one argument should seem like this:
elaboratelet If:Var Ip1:Var = E:Expression =
evaluateE
then bind If to the given value
In the expression E is used parameter of the function which value we can get simply
with action evaluate:
evaluate Ip1:Var  =
give the value bound to Ip1
General deﬁnition for function with diﬀerent number of arguments:
elaboratelet If:Var < Ip:Var >
+ = E:Expression =
evaluateE
then
bind If to the given value
6.1 The description in Action semantics
Let E1 be the substitution for the function ana:
E1 = match n with
| 0 -> []
| 1 -> [1]
| x -> x :: ana (x-1)
We elaborate the function declaration in Action semantics as
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elaborate  let rec ana n = E1 =
recursively bind ana to
closure of
abstraction of
evaluateE1 =
recursively bind ana to
closure of
abstraction of
evaluate match n with | 0 − > [] | 1 − > [1] |x − > x :: ana(x− 1) 
and the evaluation of the action evaluateE1 is:
evaluate match n with | 0 − > [] | 1 − > [1] | x − > x :: ana(x− 1)  =
evaluate n
and then
(check the given value is equal to the number 0
and then give the empty list
or
check the given value is equal to the number 1
and then add the number 1 to the list)
or
check the given value is greater than the number 1
and then add the given number to the list
before
add evaluate ana (n− 1) to the list
The description of function cata in Action semantics is analogous. First we deﬁne
a substitution E2 for the cata function as follows:
Let E2 = match myList with
| [] -> 1
| head :: tail -> head * (cata tail)
We also deﬁne primitive actions head and tail for the treatment the data struc-
ture list:
V. Slodicˇák, P. Macko / Electronic Notes in Theoretical Computer Science 279 (3) (2011) 41–62 53
head list =
give the first element of the list
which gives the ﬁrst element of the given list, and
tail list =
remove first element from the list
then give the list
which gives the tail of the list,
i.e. all elements except the ﬁrst one are being returned. Now we are able to elaborate
the declaration of the function cata and we obtain full description of it in Action
semantics:
elaborate  let rec cata myList = E2 =
recursively bind cata to
closure of
abstraction of
evaluateE2
The evaluation of the action E2 is deﬁned as follows:
evaluateE2 =
give the value bound to myList
and then
give the TruthV alue of (the given list is empty)
then
check the given TruthV alue
and then give the number 1
or
check not the given TruthV alue
and then
give the multiplication of
(head the given list
and
evaluate cata (tail the given list))
Finally, we deﬁne the function fact for the computation of the factorial. The
elaboration of the function fact declaration is:
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elaborate  let fact x = cata (ana x ) =
evaluate cata (ana x)
then
bind fact x to the given value =
evaluate ana x
before
evaluate cata (the given list)
then
bind fact x to the given value
where the actions evaluateana x and evaluatecata myList be evaluated in the
following way:
evaluate ana x
give the value bound to
closure of
abstraction of
evaluateE1
evaluate cata myList
give the value bound to
closure of
abstraction of
evaluateE2
After deﬁning all actions necessary for the description of the factorial computa-
tion we present an example for the factorial of given input value.
6.2 Example in Action semantics
In this section we present the evaluation of factorial for the input value n = 4. Our
alternative computation method of the factorial has been deﬁned in chapter 4.
evaluate  fact x = cata (ana x )s [x → 4] =
give the value bound to
evaluate cata (ana x) =
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give the value bound to
(evaluate ana xs [x → 4]
before
evaluate cata (the given list))
where evaluatees[variable → value] means the evaluation of an expression e in
the input state where the given variable is set to the given value. Evaluation of the
function ana x for the input value x = 4 is:
evaluateana xs [x → 4] =
give the value bound to
closure of
abstraction of
evaluate match x with | 0 -> [] | 1 -> [1] |x -> x :: ana(x− 1) s [x → 4] =
give the value bound to
closure of
abstraction of
give the value bound to x s [x → 4]
and then
check the given number is greater than the number 1
and then add the given number to the list
before
add evaluate ana (x− 1)s [x → 4, list → [4]] to the list =
give the value bound to
closure of
abstraction of
give the value bound to x s [x → 3]
and then
check the given number is greater than the number 1
and then add the given number to the list
before
add evaluate ana (x− 1)s [x → 3, list → [4, 3]] to the list =
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give the value bound to
closure of
abstraction of
give the value bound to x s [x → 2]
and then
check the given number is greater than the number 1
and then add the given number to the list
before
add evaluate ana (x− 1)s [x → 2, list → [4, 3, 2]] to the list =
give the value bound to
closure of
abstraction of
give the value bound to x s [x → 1]
and then
check the given number is equal to the number 1
and then add the given number to the list =
give the value bound to
closure of
abstraction of
give the list [4, 3, 2, 1]
The ﬁnal state is s [x → 1, list → [4, 3, 2, 1]].
Next step is the evaluation of action evaluatecata list[list → [1, 2, 3, 4]]. In its
evaluation we apply the primitive actions head and tail , which have been deﬁned
in chapter 6.1.
In next step, the action evaluate cata lists [list → [4, 3, 2, 1]] is being evalu-
ated. The actions head and tail which have been deﬁned in chapter 6.1 are being
used.
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evaluate cata lists [list → [4, 3, 2, 1]]
give the value bound to
closure of
abstraction of
evaluate match list with | [] ->
1 | head::tail -> head * (cata tail) =
give the value bound to
closure of
abstraction of
give the TruthV alue of (list is empty)
then
check not the given TruthV alue
and then
give the multiplication of
(head list s [list → [4, 3, 2, 1]]
and
evaluate cata (tail list)s [list → [4, 3, 2, 1]]) =
give the value bound to
closure of
abstraction of
give the TruthV alue of (list is empty)
then
check not the given TruthV alue
and then
give the multiplication of
(the number 4
and
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head list s [list → [3, 2, 1]]
and
evaluate cata (tail list)s [list → [3, 2, 1]]) =
give the value bound to
closure of
abstraction of
give the TruthV alue of (list is empty)
then
check not the given TruthV alue
and then
give the multiplication of
(the number 4
and
the number 3
and
head list s [list → [2, 1]]
and
evaluate cata (tail list)s [list → [2, 1]]) =
give the value bound to
closure of
abstraction of
give the TruthV alue of (list is empty)
then
check not the given TruthV alue
and then
give the multiplication of
(the number 4
and the number 3
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and the number 2
and head list s [list → [1]]
and
evaluate cata (tail list)s [list → [1]]) =
give the value bound to
closure of
abstraction of
give the TruthV alue of (list is empty)
then
check the given TruthV alue
and then
give the multiplication of
(the number 4
and the number 3
and the number 2
and the number 1
and the number 1) =
give the value bound to
closure of
abstraction of
give the number 24
We can see that the description in action semantics seems to be very long, it is very
good readable for the programmers and the results obtained by this method are
coorect and correspond to real computations.
7 Conclusion
In this paper we have focused on the analysis of recursion and corecursion. We de-
scribed the recursion by initial algebras and catamorphisms. Then we described the
corecursion as a dual method of recursion by terminal coalgebras and anamorphisms.
To deﬁne the relationship between recursion and corecursion we used algebras and
coalgebras which are dual structures. The exact relation between algebra and coal-
gebra we deﬁned by the recursive coalgebras which is based on unique coalgebra-
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to-algebra morphism. This morphism is otherwise known as hylomorphism. In the
last chapters we showed an unusual example for calculating the factorial of number
n with our new method using anamorphism, catamorphism and hylomorphism; the
description of this method we presented in action semantics. We presented an al-
ternative method of how to make a computation of recursive functions by special
mathematical structures - the algebras and coalgebras with the relation between
them expressed by recursive coalgebras. Our future research will be the exact ca-
tegorical formulation of those principles by using the structures for the contrustion
of the algebras and coalgebras: monads and comonads.
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