Plasmon resonances are known to amplify the electromagnetic fields near metallic nanostructures, providing a promising scheme to generate extreme-ultraviolet harmonics using low power drivings. During high-order harmonic generation (HHG), the driving and harmonic fields accumulate a phase difference as they propagate through the target. In a typical set-up -a laser focused into a gas jet-the propagation distances amount to several wavelengths, and the cumulative phase-mismatch affects strongly the efficiency and properties of the harmonic emission. In contrast, HHG in metallic nanostructures is considered to overcome these limitations, as the common sources of phase mismatch -optical density and focusing geometry-are negligible for subwavelength propagation distances. We demonstrate that phase matching still plays a relevant role in HHG from nanostructures due to the non-perturbative character of HHG, that links the harmonic phase to the intensity distribution of the driving field. Our computations show that widely used applications of phase matching control, such as quantum path selection and the increase of contrast in attosecond pulse generation, are also feasible at the nanoscale.
I. INTRODUCTION
HHG driven by strong laser fields is demonstrated as a reliable scheme for the generation of short-wavelength coherent radiation. Its extraordinary characteristics reserve HHG its own niche among other sources of highfrequency radiation. Recently, HHG has been boosted into the soft x-ray spectral region using mid-IR drivings and high-pressure gases in hollow wave-guides [1] . Most notably, HHG also conveys the production of shortwavelength radiation in the form of ultrashort pulses, with subfemtosecond durations [2] . Different techniques allow to generate isolated attosecond pulses, even using multicycle drivers (see Ref. [3] and references therein). Therefore HHG is a fundamental tool not only for spectroscopy, but also for time-dependent measurements at the attosecond scale [4, 5] .
The requirement of a strong driving links HHG to the limitations of intense-laser amplification schemes. The widely used Chirped-Pulse Amplification, reduces by two or three orders of magnitude the oscillator's repetition rate, limiting the energy of the time-integrated harmonic signal. As an alternative, it has been shown that the oscillator's electric field can be amplified enough to drive HHG, when focused into a target enclosed into a metallic nanostructure [6] [7] [8] [9] [10] , and the HHG signal has been reported for solid targets [9, 10] . The laser field can induce resonant plasmon oscillations in metallic nanogaps, with local field intensities amplified by more than two orders of magnitude. A first theoretical investigation of HHG in bow-tie antennas and nanocones reported the extension of the plateau's cutoff frequency [11] . The generation of isolated attosecond pulses was subsequently studied theoretically in coupled-ellipsoids nanostructures [12] , and the application of polarization gating for the same end in bow-tie structures has been addressed in [12] . HHG and attosecond pulse generation has also been studied in nano-structured metallic funnel-waveguides [13] . Plasmonic-field amplification also conveys phenomenology in multiphoton ionization and delayed photoemision [14] . In the experiments [6] [7] [8] , bow-tie shaped elements were etched in gold films evaporated on sapphire substrates and submitted to ≤10 fs, 800 nm oscillator pulses with focused peak intensity of ∼ 10 11 W/cm 2 , at 78 MHz repetition rate. The bow-tie gaps are filled with Ar or Xe, exiting a gas nozzle at 115 to 375 Torr pressures. Under these conditions, and for bow-tie designs similar to those in the present study, the plasmonic resonance enhances the driving field in 20 to 40 db [6] . It should be noted, however, that the field enhancement is located at the antenna's gap, and not at the substrate, where the intensity remains below the damage threshold. Gold nanoantennas can tolerate high field amplitudes before being damaged, depending on the particular conditions of resonance, reaching intensities up to 10 14 W/cm 2 for antenna's lengths of 140-175 nm and < 10 fs pulse lengths [8] . This corresponds to an energy deposition of the order of that reported for gold nanowires attached to silica [15] . Despite these promising characteristics, the small interaction volume in comparison with that of the conventional HHG experiments at higher intensities, reduces the efficiency of the target volume emission in 6 to 8 orders of magnitude [7, 16] . Also, resonant-enhanced atomic line emission [7, 17] can mask the harmonic signal, making it difficult to distinguish between HHG and atomic fluorescence. Very recently, high-harmonics have been efficiently produced from nanostructures on sapphire [9] and silicon [10] .
The harmonic emission yield from an extended target results from the coherent superposition of contributions from different points in space. The coherence length of the harmonic propagation is affected by the focusing geometry, neutral atom and free charge densities [18] , as well as group velocity matching [19] . An appropriate spatial matching of the harmonic phase can be used as an additional knob to control the properties of the integrated target's emission. Applications of phase matching are not limited to the optimization of the harmonic yield, it is also used as a method to generate isolated attosecond pulses [19] , or to eliminate the effect of the carrierenvelope shifts when using few-cycle pulses [20] , among others [18] .
The most common sources of phase shifts -focusing, neutrals and plasma-have a marginal role in HHG in gases when the propagation distances are shorter than the driver's wavelength (see methods in [17] ). Considering this, phase matching effects should be residual in HHG from nanostructures, even with the relative high pressures used in the experiments mentioned above.
Counterintuitively, we demonstrate in this paper that phase matching plays a relevant role even at the nanometric scale, due to the non-perturbative character of HHG. We present full calculations of HHG in bow-tie nano antennas filled with argon, which includes harmonic generation, propagation and the ab-initio computation of the resonant enhancement of the incident field. The plasmon-enhanced electric field enclosed in these nanostructures is strongly inhomogeneous. We show that the intensity gradients are translated to spatial variations of the harmonic intrinsic phase, affecting phase matching even in nanometric propagations.
The mechanism underlying HHG is non-perturbative, requiring an intense driving field to tunnel-ionize electrons from the parent atoms. Electrons are released into the continuum in the form of attosecond wavepackets, that are accelerated by the driving field, to subsequently recollide with the parent ion [21] [22] [23] . The harmonic emission results from the conversion of the electron's kinetic energy into high-frequency radiation, during these ultrafast recollisions. Typically, every half-cycle of the driving field, any particular harmonic is generated by two different electron trajectories, that rescatter with the same kinetic energy. These trajectories are usually referred as long and short, according to the time the electron spends in the continuum before recollision. As a result of this non-perturbative dynamics, the electron's wavepacket acquires a phase proportional to its action. This quantum phase is translated to the harmonic radiation as an intrinsic phase, proportional to the product of the field intensity and the electron's excursion time in the continuum [24] . Thus, the intrinsic phase becomes an additional factor of phase matching in HHG, and spatial phase shifts should be expected as the focused driving has an inhomogeneous intensity [25] . The intrinsic phase has been a key element for the observation, control and manipulation of the efficiency of short and long trajectories, and to sculpt the properties of the harmonic emission [26] [27] [28] [29] [30] [31] .
II. INTERACTION SCHEME AND THEORETICAL METHODS
A. Interaction scheme: HHG in a bow-tie nano antenna Fig. 1a shows a scheme of the system considered in this paper: an 800 nm laser pulse, with sinus-squared 4.7 fs FWHM envelope, is aimed to an array of bow-tie shaped nanoantennas (one of them shown in the figure), whose gaps are filled with Ar gas. The driving field's peak intensity, 6.7 × 10 11 W/cm 2 (field amplitude 2.25 GV/m), obtained at the simulation time t max = 8 fs, is chosen as a safe value below the damage threshold [8] . The field is linearly polarized along the z axis. The antenna dimensions are 50 nm (thickness), 175 nm (half length) and 20 nm (gap), similar to those used in previous experiments [6, 8, 17] . To compute the field at the antenna's gap we use the particle-in-cell (PIC) code OSIRIS [32] [33] [34] . The integration volume is a 150 × 300 × 470 nm box that encloses completely the antenna design depicted in Fig. 1 . We have used a spatial resolution of 1.9 nm and a time step of 3.2 as. 1b shows the plasmon-enhanced field amplitude profile inside the antenna's gap, along the z axis, at the moment when it reaches its peak intensity (t max ). From this graphic, we estimate a plasmon-enhancement factor 11 for the field amplitude, ¿ 20 dB enhancement in intensity, in agreement with [6] . Note that the field intensity distribution inside the gap is inhomogeneous. Previous studies have shown that for strong spatial inhomogeneities, the harmonic spectrum radiated by a single atom is modified [35] , extending to frequencies be-yond the spectral cut-off. Our integration of the timedependent Schrödinger equation indicate that this effect is negligible for the interaction parameters considered here (see Appendix).
B. Theoretical methods: HHG combined with
Particle-In-Cell HHG and propagation is computed at the antena's gap volume using the electromagnetic field propagator [36] for a sufficiently large sample of individual atoms (10 5 ). We compute the harmonic propagation using the electromagnetic field propagator [36] . The target (gas cell or gas jet) is discretized into a set of elementary radiating volumes centered at r j , and propagate the emitted field E j (r j , t) to the far-field detector, located at r d ,
where a j is the dipole acceleration, q j is the charge of the electron, s d is the unitary vector pointing to the detector, and r d and r j are the position vectors of the detector and of the elementary radiator j, respectively. Equation (1) assumes that the harmonic radiation propagates with the vacuum phase velocity, which is a reasonable assumption for high-order harmonics. Finally the total field at the detector is computed as the coherent addition of these elementary contributions. Propagation effects in the fundamental field, such as the production of free charges, the refractive index of the neutrals, the group velocity walk-off [19] , as well as absorption in the propagation of the harmonics, are included, although they are negligible in gas targets for sub-wavelength propagation distances. In the case of intense fields, the computation of the dynamics of the elementary radiators is not trivial, as the interaction is non-perturbative. Due to the large number of radiators, using the exact numerical integration of the TDSE becomes extremely expensive, specially for midinfrared driving fields. Therefore, the use of simplified models is required. For these intense fields, the S-matrix approaches combined with the Strong-Field Approximation (SFA) [37] [38] [39] are demonstrated to retain most of the features of the HHG [23, 40] . We have recently developed an extension of the standard SFA (SFA+), where the acceleration of the j radiator (a j ) is found from two contributions, a b,j and a d,j , the first being the standard SFA expression, and the later being a correction due to the instantaneous dressing of the ground state during the electron's recollision. Our method computes the dipole acceleration directly from the superposition of the contributions of each Volkov wave. Each contribution can be integrated separately as an ordinary 1D equation, leading to a very efficient algorithm without resorting to the saddle-point approximation [41, 42] . Our method combining high harmonic generation and propagation has shown excellent agreement with HHG experiments with conventional set-ups, where phase matching plays a relevant role [1, 20, 25] . For the pressures (< 375 Torr) and nanometric optical paths considered here, the influence of the neutral and free carriers on the driving field is negligible [17] , consequently the harmonic intensity signal follows a power-two scaling with the number of radiators, typical of a coherent build-up process. To obtain a faithful comparison of the phase matching conditions at different interaction volumes, the results of our calculations have been normalized to the same number of radiators.
We note that, despite quantum SFA models are derived for homogenous fields, results in the Appendix show that the field inhomogeneity is irrelevant at the single-atom level, and therefore SFA can be used our simulations.
The plasmon resonance is calculated using the ParticleIn-Cell (PIC) code OSIRIS [32] [33] [34] . PIC codes are an useful tool to compute the interaction between fields and charged particles and the dynamics of the interaction between charged particles within plasmas [43] . These codes solve in a regular grid, for each timestep, the full set of Maxwell's equations to compute the evolution of the fields, and Lorentz's equations to account for the particle motion. Each timestep the particles are moved, current and charge densities are deposited on the grid, and the fields are recalculated. These codes are fully relativistic and suitable for complex situations with several degrees of freedom. They have proven useful to compute lasermatter interaction at the nano-and micro-scales, giving high quality results for laser-plasma based particle accelerators or for HHG in solid targets. 
III. RESULTS
In Fig. 2a we plot in violet the total (volumeintegrated) propagated harmonic emission from the gas enclosed in the gap, for the antenna structure depicted in Fig 1a, as collected by a far-field detector located in the xaxis. For comparison, the effective single-atom emission is shown in blue. We define the latter as the coherent emission of the same number of atoms in the volume, all located at the coordinate origin (gap's center), therefore propagation effects are excluded. Note that the drop in harmonic efficiency by a factor 4 reflects the fact that the average intensity in the interaction volume is lower than the intensity at the gap's center -where the effective single-atom emission is computed-, so it can not be considered as a direct proof of phase mismatch degradation. In contrast, panels 2b to d provide for a more precise diagnostic of the role of phase matching.
Figs. 2c and d plot the time-frequency analysis of the harmonic emission for the effective single-atom and the integrated volume, respectively. The wedge-shaped intensity structures have a well-known origin [44] , corresponding to the pair of electron trajectories that rescatter with the parent ion with the same kinetic energy every half cycle. The first harmonic emission corresponds to the short trajectory (positive slope) and the second to the long one (negative slope). The comparison of Figs. 2c and d shows that the contribution of the long trajectories is strongly suppressed in the integrated-volume emission. The elimination of trajectory contributions is a well known consequence of phase matching in HHG, and has a practical interest for attophysics, as the associated attosecond bursts become narrower. This is shown in Fig. 2b , where we plot the temporal structure of the higher part of the harmonic spectra shown in 2a (harmonic orders > 10). It becomes apparent how the contrast and width of the attosecond pulses is narrower in the integrated volume case. Also, as both trajectory contributions exhibit opposite chirp, the suppression of one type leads to attosecond pulses with simpler chirp, easier to be compensated to near the Fourier limit [45] .
To gain insight into the nature of this suppression, we plot in the left column of Fig. 3 the local field intensity distributions inside the antenna's gap, for the main planes. The intensity distributions are plotted at the time instant when the driving field has its maximum (t max ). As expected, the antenna structure imposes intensity variations at the nanometer scale, the intensity gradients being more pronounced in the directions transverse to the antenna's gap. On the right we plot the time dependent field amplitudes at three points along the y, x and z directions, respectively. The inspection of these plots shows no appreciable phase shifts of the driving field within the gap's volume, therefore, showing that the nanostructure geometry does not have an effect in the field's phase, as it does in the intensity.
Therefore, our analysis rules out three of the main factors contributing to the phase mismatch of harmonic propagation: on one side, neutrals and plasma contributions are negligible in this subwavelength scale of the propagation, on the other side, the nano-antenna geometry does not have a relevant effect in phase shifting the field. This leaves the intrinsic phase as the main source of phase mismatch. Since this phase term is proportional to the local intensity, the spatial inhomogeneity shown in Fig. 3 will be translated to phase shifts of the harmonics emitted at different regions of the interaction volume. Note that this remarkably small scale of phase mismatch is induced by the non-perturbative nature of the HHG and, therefore, will not be found in ordinary perturbative harmonic generation.
To demonstrate the spatial shift of the harmonic phase, we show in Figs. 4a to c the spatial maps of the intensity (color background) and phase (arrows) for the 17th harmonic of the spectrum shown in Fig. 2a , along the main planes of the interaction volume. The arrow distributions define a coherence length in the medium as the distance between the nearest points with opposite arrow directions, i.e. the distance between two atoms whose harmonic emission interferes destructively. Note that HHG is susceptible to phase shifts in the propagation direction as well as in the transverse dimensions [25] . In the case depicted in Fig. 4 , the interaction volume is too small to include a complete half rotation of the arrows, therefore the coherence lengths are larger than the target's size in any dimension. However, despite there FIG. 4 . Intensity (color) and phase (arrows) maps of the spatial contributions to the 17th harmonic far field plotted along the planes shown in Fig. 3 a to c, respectively. is not a complete destructive interference, it is also evident that there is a spatial phase shift in the harmonic emitted and, therefore, the total yield should be affected by the partial cancellation. It can also be observed that these phase shifts are more pronounced in regions with higher intensity gradients of the driving field (shown in Fig. 3 ). This demonstrates the connection between the harmonic phase shift and intensity variations of the driving field, a particular feature of the intrinsic phase in HHG. As mentioned above, the intrinsic phase is proportional to the electron's excursion time. Long trajectories have a stronger dependence with the intensity than shorter and, therefore, are more susceptible to intrinsicphase mismatch. This explains the selective suppression of the long trajectory contributions, revealed by the timefrequency analysis shown in Fig. 2 .
A. Harmonic generation in modified antennas
The modification of the antenna structure affects the plasmon resonance as well as the geometry of the enhanced field. We have explored the effect in HHG of increasing the antenna's thickness and gap dimensions of the original antenna structure, shown in Fig. 1 . Figure 5 depicts the results obtained for a 100 nm thick bow-tie antenna. Our computations show that for this case, the field enhancement in the gap is less than in the 50 nm thick case in the main text. In order to compare properly both situations, we have increased the driving field's intensity in the 100 nm case by a factor 1.5, so the peak field of the amplified field inside the gap remains the same in both calculations. Under this conditions figures 5a and b show that a thicker nano-antenna is less efficient for the harmonic generation and it does not present a clear advantage in the temporal characteristics of the attosecond pulses. The map plotted in figure 5c shows that the interaction region is larger than the coherence length.
In contrast, increasing of the gap distance from 20 nm to 40 nm conveys an enhancement of the efficiency, as shown in Fig. 6a , demonstrating that structures with wider gaps are optimal for harmonic generation. In order to compare properly both situations, we have increased the driving field intensity in the 40 nm case by a factor 1.77, such that the peak of the amplified field inside the gap remains the same in both situations. Interestingly, the generated attosecond pulses have a higher contrast, which suggest that the suppression of the long trajectory contributions is more effective for wider gaps. The arrow map (Fig. 6c) shows that since the phase shift along the gap is small, the increase of the gap distance does not include regions with oposite phases in the interaction volume. Therefore wider gaps seem to be more favorable for the efficient harmonic generation, provided that the weaker plasmon resonant enhancement is compensated by the increase of the driving field intensity.
Our findings demonstrate that phase matching becomes a limit for thicker antennas, due to the intensity variation along the propagation dimension. On the other hand, the softer phase variations along the z axis allow to enhance the harmonic emission by increasing the antenna's gap and, therefore the interaction volume. The increase of the radiating volume can help to raise the contrast between the harmonic emission and the incoherent background [7] .
IV. CONCLUSIONS
In conclusion, we demonstrate that phase matching plays a relevant role in HHG in nanostructures. Despite the nanoscale propagation distances preclude any significant influence of the common sources of phase mismatch, high harmonics have still a substantial phase shift due to the non-perturbative intrinsic phase. Phase-matching at FIG. 5 . Results for the spectrum emitted by a bow-tie antenna structure with the same geometry as the considered in the main text (Fig. 1 , main text) but with its thickness increased by a factor two (100 nm). The driving field parameters are also those used in the main text, except for the driver's intensity, that has been increased by a factor 1.5, to match the peak field amplitude at the center of the gap in both cases. the nanoscale can be used to modify the spatio-temporal properties of the harmonics, through selection of the quantum path trajectories. We also show that phase matching can be engineered modifying the antenna's geometry. Recent studies of HHG in solids [46] demonstrate the appearance of an intensity-dependent phase, analogous to the intrinsic phase in HHG from atoms. Therefore, our conclusions can also be applied to HHG from crystals in nanostructures [9, 10] . Figure 7 displays the field amplitude and its gradient along the bow-tie gap distance (z axis) at the instant when the enhanced field reaches its peak (t max ), for the particular geometry considered in Fig. 1 . The field gradient is represented in atomic units, according to the definition of the inhomogeneity parameter used in [35, 47] . The interaction potential in the length gauge reads as V int = E h (t)z(1 + z/2), where E h is the homogeneous field's amplitude.
APPENDIX: EFFECT OF FIELD'S INHOMOGENEITY IN THE SINGLE ATOM EMISSION
To find if this field inhomogeneity is capable to introduce modifications in the single-atom harmonic spectrum, we have computed the harmonic emission numerically. This is done integrating the time-dependent Schrödinger equation (TDSE), for a model Ar atom interacting with a 4.7 fs FWHM, 800 nm laser pulse with the peak electric field of 24 GV/m and sinus squared envelope.
We have implemented the numerical solution of the 3D TDSE in cylindrical coordinates, using a CranckNicholson scheme. We model the Ar atom using the hydrogen-like potential V (ρ, z) = −Z eff / ρ 2 + z 2 , in atomic units. The effective charge parameter Z eff is chosen to reproduce the ground state of the Ar atom's ionization potential (0.579 a.u.). We computed this ground state using imaginary time evolution.
We have chosen an inhomogeneity parameter of = 5.3 × 10 −5 a.u., corresponding to the maximum value in Fig. 7a . The results are depicted in Fig. 7b , in comparison with the same calculation for an homogeneous field ( = 0), and for higher values of the . The comparison between the different spectra demonstrates that the the field gradient has no apparent role in the single-atom emission for the interaction parameters considered in our study. We find that the inhomogeneity starts to have its effect on the harmonic spectrum for > 5.3 × 10 −4 a.u., i.e. one order of magnitude above the maximum value in Fig. 7a . 
