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Eine der gro¨ßten globalen Herausforderungen, die es zu bewa¨ltigen gilt, ist die Begrenzung
des vom Menschen verursachten Klimawandels. Hierfu¨r ist es erforderlich, den anthro-
pogenen Ausstoß von Treibhausgasen nachhaltig zu verringern. In der Erdatmospha¨re
absorbieren Treibhausgase einen Teil der Infrarotstrahlung, indem die Gasmoleku¨le zu
ho¨herenergetischen Schwingungs- und Rotationszusta¨nden angeregt werden. Erho¨ht sich
die Konzentration dieser Spurengase, nimmt das Wa¨rmeru¨ckhaltevermo¨gen der Atmospha¨re
zu und es kommt zur globalen Erwa¨rmung. Um die anthropogenen Emissionen wirksam
zu senken, beno¨tigen wir detailliertes Wissen u¨ber Trends, Budgets und Transport von
Treibhausgasen in der Atmospha¨re. In diesem Zusammenhang leistet die vorliegende
Dissertation einen wesentlichen Beitrag zu einem verbesserten Versta¨ndnis hinsichtlich
der wichtigen Treibhausgase Wasserdampf und Methan. Der Schwerpunkt der vorgestell-
ten Untersuchungen liegt dabei in der Auswertung von Langzeit-Messungen, die mittels
solarer Absorptionsspektrometrie am Gipfelobservatorium Zugspitze (47.42°N, 10.98°E;
2964m u¨.NN) durchgefu¨hrt wurden.
Seit Beginn der Industrialisierung hat sich die weltweite Konzentration von Methan, dem
zweitwichtigsten anthropogenen Treibhausgas, mehr als verdoppelt. Nach einer Periode
der Stagnation (1999–2006) ist seit 2007 erneut ein starker Anstieg zu beobachten. Die
Quellenzuordnung dieser Trends wird erschwert durch die große Vielfalt an Methan-Quellen,
die sowohl natu¨rlichen (z.B. Su¨mpfe, geologische Ausgasungen, Waldbra¨nde) als auch anthro-
pogenen Ursprung haben (z.B. Fo¨rderung fossiler Energietra¨ger, Viehhaltung, Reisanbau).
Aktuelle Studien identifizieren zwei Hauptursachen fu¨r den neuerlichen Methan-Anstieg:
steigende Emissionen durch natu¨rliche Feuchtgebiete und durch die Gewinnung fossiler
Brennstoffe. Deren relativer Beitrag konnte jedoch noch nicht ausreichend quantifiziert
werden. Im Rahmen der vorliegenden Dissertation gelingt es mit Hilfe eines innovativen
Ansatzes den Beitrag von Emissionen der Erdo¨l- und Erdgasfo¨rderung zum erneuten Methan-
Zuwachs abzuscha¨tzen. Dabei werden Langzeit-Trends von Methan in Relation gesetzt zu
Zeitserien von Ethan – einem Indikator fu¨r fossile Methan-Emissionen. Aufgrund der gerin-
gen Variabilita¨t von sa¨ulen-gemitteltem Methan sind hochgenaue Messungen fu¨r die korrekte
Trendanalyse unabdingbar. In diesem Kontext kommt eine neue Korrekturmethode zum
Einsatz, um Messfehler zu eliminieren, die sich aus Ungenauigkeiten in der Ausrichtung des
Spektrometers auf die Sonne ergeben. Um die so abgeleiteten Methan- und Ethan-Trends
an der Zugspitze sowie an einer Referenzstation auf der Su¨dhalbkugel zu simulieren, wird
ein atmospha¨risches Zwei-Box-Modell entwickelt. Dieses Modell erlaubt es daru¨ber hinaus,
die beobachteten Trends optimierten Emissionsszenarien zuzuordnen. Das zentrale Resultat
dieser Simulationen zeigt, dass der erneute Methan-Anstieg seit 2007 zu einem signifikanten
Anteil von mindestens 39% durch O¨l- und Gas-Emissionen verursacht wurde.
Kurzfassung
Neben Methan spielt Wasserdampf als dominantes natu¨rliches Treibhausgas eine Schlu¨ssel-
rolle im Energiehaushalt der Erde. Durch die positive Ru¨ckkopplung zwischen Wasserdampf-
gehalt und Lufttemperatur tra¨gt Wasserdampf zudem wesentlich zur Versta¨rkung der anthro-
pogenen Erderwa¨rmung bei. Mit voranschreitendem Klimawandel werden auch A¨nderungen
atmospha¨rischer Zirkulationsmuster prognostiziert. Wertvolle Informationen u¨ber die zu-
grundeliegenden Transportprozesse ko¨nnen aus Wasserdampf-Isotopen-Messungen gewonnen
werden. In diesem Zusammenhang erforscht die vorliegende Dissertation, inwieweit derartige
Messungen an der Zugspitze neue Einblicke in Transportprozesse nach Mitteleuropa erlauben.
Mit Hilfe umfangreicher Simulationen von Ru¨ckwa¨rtstrajektorien gelingt es, fu¨r bestimmte
Isotopen-Zusammensetzungen verschiedene Transportwege zu identifizieren, auf denen
Wasserdampf in die freie Tropospha¨re u¨ber Mitteleuropa gelangt. Neben dem Transport
von Wasserdampf sind Ferntransport-Prozesse maßgeblich fu¨r den Import verschiedener
Spurenstoffe (z.B. Aerosole, Ozon) nach Mitteleuropa verantwortlich und beeinflussen
somit das regionale Klima sowie Luftqualita¨t und Gesundheit. Fu¨r die hier untersuchten
Ferntransport-Kategorien (stratospha¨rische Intrusionen, interkontinentaler Transport von
Nordamerika und Nordafrika) ergeben sich signifikant unterschiedliche Signaturen in der
Verteilung der Wasserdampf-Isotopen-Messungen an der Zugspitze. Zur erfolgreichen Vali-
dierung dieses auf Trajektorien basierten Resultats werden Lidar- und In-situ-Messungen
herangezogen, die Aufschluss u¨ber Transport-Ereignisse in die nordalpine Region geben.
Die erzielten Ergebnisse verdeutlichen das Potential von Wasserdampf-Isotopen-Messungen
fu¨r die systematische Erfassung und Erforschung von atmospha¨rischen Transportprozessen.
Dies ist insbesondere wichtig, um klimabedingte A¨nderungen im globalen Wasser-Kreislauf
besser zu verstehen und internationale Vereinbarungen u¨ber Treibhausgas-Emissionen zu
kontrollieren. Somit tragen die Ergebnisse dieser Dissertation dazu bei, konkrete Schritte
zur Umsetzung des 2016 in Kraft getretenen Klimaabkommens von Paris zu definieren.
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Mitigation of climate change demands a high priority and requires a sustained reduction
of anthropogenic greenhouse gas emissions. In the Earth’s atmosphere, greenhouse gases
substantially absorb infrared radiation by molecular transitions to higher-energy vibration
and rotation states. If atmospheric concentrations of these trace gases increase, the amount
of radiation energy lost to space is diminished, resulting in global warming. To develop
effective strategies for emission reduction, it is essential to gain an accurate understanding
of greenhouse gas budgets, trends, and atmospheric transport processes. In this context,
the present dissertation contributes to improving our knowledge with regard to two major
greenhouse gases – water vapor and methane. Investigations performed focus on the long-
term monitoring of these trace gases by means of solar absorption spectrometry at the
high-altitude observatory Zugspitze (47.42°N, 10.98°E; 2964ma.s.l.).
The global concentration of methane – the second most important anthropogenic greenhouse
gas – has more than doubled since preindustrial times. After a period of near-zero growth
(1999–2006), a renewed methane increase has been observed since 2007. The source
attribution of these trends is highly complex due to the large variety of methane sources,
which have either natural (e.g., wetlands, geologic seepage, forest fires) or anthropogenic
origins (e.g., fossil fuel production, livestock farming, rice cultivation). Recent studies
provide evidence that the renewed methane increase is primarily driven by increasing
emissions from natural wetlands and from the production of fossil fuels. However, the
relative contribution of these two drivers has not yet been accurately quantified. In the
present dissertation, an innovative approach is employed to estimate the contribution of oil
and natural gas emissions to the renewed methane increase. For this purpose, long-term
trends of methane are assessed in relation to time series of ethane – an indicator for
fossil-fuel methane emissions. Methane trend analysis requires highly precise measurements
due to the low variability of column-averaged methane. In this context, a novel correction
method is applied to eliminate errors that are caused by inaccuracies in the alignment of the
spectrometer to the solar disk. The resulting methane and ethane trends at Mt. Zugspitze
and at a reference site in the Southern Hemisphere are simulated with the help of an
atmospheric two-box model developed within the scope of this dissertation. This model
enables the assignment of observed trends to optimized emission scenarios. Simulations
performed reveal that oil and natural gas emissions have significantly contributed by at
least 39% to the renewed methane increase since 2007.
In addition to methane, water vapor plays a key role in the Earth’s energy budget. Water
vapor is not only the dominant natural greenhouse gas, but also enhances anthropogenic
climate forcing due to the positive feedback between water vapor concentration and air
temperature. Under changing climate conditions, patterns of atmospheric circulation
Abstract
are expected to be modified as well. Valuable information on the underlying transport
processes can be obtained from observations of water vapor and its isotopic composition.
In that context, the present dissertation investigates to what extent water vapor isotope
measurements at Mt. Zugspitze provide further insight into transport processes to Central
Europe. Based on extensive backward trajectory simulations, different moisture transport
patterns to the Central European free troposphere are identified for distinct water vapor
isotopic compositions. In addition to the transport of water vapor, long-range transport
processes are responsible for the import of various trace species (e.g., ozone, aerosols)
to Central Europe and, therefore, affect regional climate, air quality and human health.
Significantly different signatures in the distribution of water vapor isotope measurements
are found for the long-range transport categories considered: stratospheric intrusions,
intercontinental transport from North America, and transport from Northern Africa. For
the successful validation of this trajectory-based result, lidar and in situ measurements
are analyzed, which reveal transport events reaching the Northern Alps. These findings
highlight the potential of water vapor isotope measurements for a systematic recording
and investigation of atmospheric transport processes. This is of particular importance
to enhance our understanding of climate-induced changes in the global water cycle, as
well as to control international treaties on emission regulations. Consequently, results
achieved within the scope of this dissertation can contribute to define specific steps for the
implementation of the Paris Climate Agreement, which was ratified in 2016.
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1.1 Background and Motivation
“I’m convinced that we’ll solve the climate crisis, but the longer we take, the
more grave the risks we’re taking with humankind.”
— Al Gore, Nobel Peace Prize 2007
Warming of the Earth’s climate system is unequivocal. On global average, surface tempera-
ture increased by 0.85 °C in the period from 1880 to 2012. According to the latest assessment
report of the Intergovernmental Panel on Climate Change (IPCC, 2013), the dominant
driver of global warming is the increase in atmospheric greenhouse gas concentrations due
to human activities. Anthropogenic emissions have substantially enhanced the natural
greenhouse effect. Continued greenhouse gas emissions will result in further warming and
in altering various components of our climate system, including the activation of feedback
mechanisms in response to climate change.
At the Paris climate conference in December 2015, a historic global climate deal was adopted,
which has already entered into force in November 2016. In the Paris Agreement governments
of 195 countries agreed to limit the global temperature increase well below 2 °C relative
to preindustrial levels to avoid negative impacts of climate change. This aim will require
substantial and sustained reductions of greenhouse gas emissions. Therefore, national
climate action plans will be set and regularly strengthened starting in 2020. Additionally,
for the second commitment period of the Kyoto Protocol (2013–2020), 38 countries have
taken on binding targets to reduce their greenhouse gas emissions by 20% compared to
1990 – a treaty that has not yet been ratified by all parties (UNFCCC, 2016). Reduction
strategies focus on anthropogenic emissions of well-mixed greenhouse gases including carbon
dioxide (CO2), methane (CH4), and nitrous oxide (N2O), among others.
Greenhouse gases play an important role in variations of the global energy budget, which
govern climate change. Under present-day climate conditions, the global mean energy
budget is not balanced (Stephens et al., 2012; Wild et al., 2013), as illustrated in Fig. 1.1.
Radiative forcing is a measure for the net change in the Earth’s energy balance in response
to an external perturbation. As the total radiative forcing induced by all drivers of climate
change is positive, energy is taken up by the Earth’s climate system resulting in global
warming. The major inflow of energy entering the system is due to incoming solar radiation.
2 1. Introduction
As the Earth’s atmosphere is relatively transparent to shortwave radiation, it is largely
transmitted to the Earth’s surface, whereas minor parts are absorbed in the atmosphere or
are reflected back to space. In contrast, the atmosphere is less transparent with respect to
thermal radiation emitted by the Earth’s surface. This longwave radiation can only partially
escape to space as it interacts with atmospheric constituents including clouds, aerosols, and
greenhouse gases. The molecular structure of these gases enables them to absorb radiation in
certain spectral regions. Atmospheric components re-emit thermal radiation in all directions
and at lower temperatures than at the Earth’s surface, which implies a downward longwave
flux component and diminishes the amount of outgoing longwave radiation escaping to
space. This fundamental mechanism in the Earth’s atmosphere is known as greenhouse
effect and is responsible for the prevailing moderate surface temperatures, which facilitate
life on Earth. The energy budget of the atmosphere is closed by turbulent fluxes of sensible
and latent heat related to the global hydrological cycle.
Figure 1.1: Global annual mean energy budget of the Earth under present-day climate conditions
(2000–2010). All flux estimates are given in Wm−2. Solar fluxes are depicted in yellow and
longwave (infrared) fluxes in pink. The four flux quantities in purple-shaded boxes represent the
principal components of the atmospheric energy balance. Reprinted by permission from Macmillan
Publishers Ltd: Nature Geosciences (Stephens et al., 2012), copyright 2012.
After carbon dioxide, methane is the second most important anthropogenic greenhouse gas.
Its radiative forcing amounts to 0.48± 0.10Wm−2 for the period 1750–2011 (concentration-
based estimate). Thereby, methane accounts for roughly one-fifth of the total radiative
forcing induced by anthropogenic emissions of well-mixed greenhouse gases in this period
(IPCC, 2013). Apart from this direct radiative forcing, methane indirectly affects climate as
precursor of tropospheric ozone (O3) and stratospheric water vapor (H2O). About 50–65%
of total methane emissions are caused by anthropogenic activities. Since preindustrial
times, global atmospheric methane concentrations have increased by 150%. After a decade
of stagnation (Dlugokencky et al., 2011), global methane concentrations started to rise
again in 2007 (Nisbet et al., 2014). With a relatively short atmospheric lifetime of about 9
years (Prather et al., 2012), methane is an attractive target for short-term climate change
mitigation. Emission regularization strategies require an accurate understanding of the
global methane budget, but large uncertainties in the magnitude of individual sources give
rise to an ongoing scientific debate. Among the dominant drivers of the renewed methane
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increase since 2007 are likely growing methane emissions from natural wetlands and from the
prospering fossil fuel industry (Kirschke et al., 2013). However, the relative contributions
of these drivers are still poorly quantified. Major methane leakage from oil and natural gas
wells as well as from pipelines and natural gas consumption would seriously question the
climate benefit of natural gas usage compared to coal (Howarth, 2014). Only recently, a
large well blowout in the Los Angeles basin resulted in a massive methane release (Conley
et al., 2016). High uncertainty remains also in estimating possible methane feedbacks to
climate change, which likely include increasing methane emissions from wetlands, thawing
permafrost regions, and methane hydrates (O’Connor et al., 2010; Schuur et al., 2015).
Atmospheric water vapor is an even more effective greenhouse gas than methane and
acts as dominant contributor to the global greenhouse effect (Kiehl and Trenberth, 1997).
However, water vapor is not considered as a climate forcing, but as positive feedback
process to anthropogenic climate change (IPCC, 2013). This reflects the fact that water
vapor concentrations in the atmosphere are mainly controlled by air temperature and
not by anthropogenic emissions. Increasing temperatures intensify the main source of
atmospheric water vapor, i.e., the evaporation from ocean surfaces. Resulting higher water
vapor concentrations, in turn, further enhance the greenhouse effect (Held and Soden,
2000). In the stratosphere, however, water vapor is also produced by the oxidation of
methane and is therefore perceived as radiative forcing agent. Especially, water vapor in
the lowermost stratosphere determines the amount of longwave radiation that can escape
to space and is therefore highly relevant for surface climate (Harries et al., 2008; Solomon
et al., 2010). Within the global hydrological cycle, water vapor is removed from the
atmosphere after a typical residence time of about 10 days by condensation or sublimation
and subsequent precipitation. As key component of our climate system, the global water
cycle is mainly responsible for the formation of climate zones due to distinct distribution
of precipitation, for the transport of energy from the Earth’s surface to the atmosphere
in form of latent heat, and for driving the global atmospheric circulation. Within these
large-scale circulation patterns, water vapor and other atmospheric trace gases can be
transported over long distances from source regions to receptor regions. Such transport
processes are highly relevant for emission reduction regularizations (e.g., TF-HTAP, 2010).
Despite this fundamental importance of the global water cycle, details on its coupling with
general circulation patterns and its response to climate change are still not fully understood
and introduce major uncertainties in climate modeling (Bony et al., 2015).
Overall, effective climate change mitigation requires more accurate quantification of green-
house gas sources and sinks as well as a more comprehensive understanding of atmospheric
transport, among others. Beside advancements in modeling capabilities, long-term monitor-
ing of atmospheric trace species with high spatiotemporal resolution and global coverage is
required. While global observations are available from satellite remote sensing (e.g., Wiegele
et al., 2014; Scheepmaker et al., 2015; Turner et al., 2015), these data sets often suffer from
inhomogeneities over longer time periods. However, homogeneous long-term time series are
provided by means of solar absorption spectrometry within the Network for the Detection
of Atmospheric Composition Change (NDACC; www.ndacc.org). Deriving trace gas profile
information or total columns from these spectral measurements represents a major challenge
for instrument requirements and retrieval algorithms. This is especially true for the species
investigated in this thesis, which exhibit very different scales of atmospheric variability:
while column-integrated methane exhibits very low variability, concentrations of water
vapor may vary over several orders of magnitude in the Earth’s atmosphere.
4 1. Introduction
1.2 Objectives and Approach
The background given in the previous section suggests several highly relevant research
topics concerning the role of atmospheric water vapor and methane in the global energy
budget under the influence of climate change. Within the scope of this thesis, two main
questions are addressed:
• How is it possible to quantify the contribution of methane emissions from
the production of oil and natural gas to the renewed methane increase
since 2007 and how large is this contribution?
• Can long-term observations of water vapor and its isotopes yield insight
into long-range transport pathways of atmospheric air masses to Central
Europe?
The basis to investigate these questions is formed by a unique data set of atmospheric trace
gas measurements obtained at the high-altitude observatory Zugspitze (47.42°N, 10.98°E;
2964ma.s.l.), where ground-based solar absorption measurements have been operated within
NDACC for more than 20 years now. This facility offers an excellent opportunity to monitor
undisturbed background conditions prevailing in the midlatitude free troposphere. The
goal of this dissertation is to analyze long-term time series of atmospheric methane as well
as water vapor and its isotopes as derived from measurements at Mt. Zugspitze with respect
to the research questions stated above.
The innovative approach applied in this thesis to answer the first research question is
the use of simultaneous observations of methane and ethane (C2H6). As ethane is co-
emitted from fossil methane sources (i.e., natural gas and oil production), but not from
biogenic sources (such as wetlands), it allows to attribute observed methane trends to the
respective thermogenic methane source. Methane and ethane time series at Zugspitze are
combined with observations at Lauder, New Zealand, as southern hemispheric reference.
An atmospheric two-box model is developed in order to simulate hemispheric methane and
ethane trends. Based on the latitudinal distribution of ethane sources and its relatively short
lifetime compared to methane, it is derived that northern hemispheric methane sources have
significantly contributed to the renewed methane increase since 2007. Very high accuracy
requirements have to be met in order to monitor atmospheric methane and other trace
gases by means of ground-based solar absorption spectrometry. Significant errors may arise
from an inexact alignment of the spectrometer’s line of sight to the center of the solar
disk. In this thesis, an innovative correction method (Reichert et al., 2015) is applied to
Zugspitze remote sensing data to eliminate trace gas column errors introduced by these
pointing inaccuracies.
Investigating the second topic involves the application of novel retrieval strategies (Schneider
et al., 2015) to derive time series of tropospheric water vapor and its isotopes from Zugspitze
solar absorption spectra. In previous studies, such water vapor isotopic data have mainly
been used to study subtropical moisture transport (e.g., Schneider et al., 2016). This thesis
investigates the potential of this new transport tracer for studying midlatitude transport
processes. Therefore, extensive backward trajectory modeling is performed and results
are combined with Zugspitze water vapor isotopic measurements along with in situ and
lidar measurements of various transport tracers (Trickl et al., 2010). The goal is to identify
distinct fingerprints in the water vapor isotopic composition at Mt. Zugspitze for different
1.2 Objectives and Approach 5
long-range transport patterns to the Central European free troposphere. Finding such
signatures would qualify water vapor isotope measurements as operational indicator for
transport events to Central Europe.
This dissertation was conducted at the Karlsruhe Institute of Technology (KIT), Institute
of Meteorology and Climate Research, Atmospheric Environmental Research in Garmisch-
Partenkirchen (KIT/IMK-IFU). The present thesis is structured as follows: Chapter 2
introduces the fundamental theory of atmospheric remote sensing, which is necessary to
follow the investigations performed thereafter. Chapter 3 presents the results obtained from
long-term monitoring of methane regarding its renewed increase since 2007. Subsequently,
observations of water vapor and its isotopes are analyzed in Chapter 4 with respect to
transport processes to the Central European troposphere. Finally, Chapter 5 summarizes





Atmospheric trace gases interact with solar radiation by means of scattering and absorption
processes which lead to attenuation of radiation reaching the Earth’s surface. Only photons
carrying a distinct amount of energy can be absorbed by gas molecules as their energy states
are quantized. Resulting characteristic absorption spectra can be observed by ground-based
solar absorption spectrometry. Such measurements contain information on the vertical
distribution of various atmospheric trace constituents. This chapter provides the basis for
understanding of essential concepts upon which this thesis is built. Section 2.1 describes
relevant features of the atmosphere, of solar radiation, and of molecular absorption processes.
Subsequently, an overview on the principles of the remote sensing technique applied is given
in Section 2.2. The following explanations are based on detailed descriptions presented in,
e.g., Davis et al. (2001), Liou (2002), and Wallace and Hobbs (2006).
2.1 Atmospheric Trace Gases and Solar Radiation
2.1.1 Structure and Composition of the Atmosphere
The Earth’s atmosphere can be conceived as a mixture of gases surrounding our planet,
which enable life by providing the air to breath, by absorbing ultraviolet solar radiation,
and by trapping thermal radiation. For most purposes, atmospheric gases can be described
by the ideal gas law which relates pressure p, volume V , and temperature T of a gas and
can be written as
p V = nmolR
∗ T (2.1)
where nmol is the number of moles and R
∗ is the universal gas constant.
Air pressure results from the force per unit area exerted by the weight of the air column
above the considered altitude. To good approximation, the atmosphere is in hydrostatic
equilibrium which implies that the downward gravitational force on an air parcel is balanced




where z is the geometric height, ρ the air density, and g the acceleration due to gravity.
8 2. Remote Sensing Theory
Integrating the hydrostatic equation yields a nearly exponential decrease of atmospheric
pressure with altitude, i.e.,
p(z) ≃ p0 exp





where p0 is the pressure at a reference altitude z0, usually taken as sea level (z0 = 0m) and
H is the scale height, which amounts to about 8 km in the lower atmosphere and is defined
as the altitude in which pressure decreased by a factor of 1/e. Note that Eq. (2.3) is an
approximation neglecting vertical variations of temperature and gravity acceleration.
The typical vertical distribution of temperature in the atmosphere provides the basis to
define several distinct atmospheric layers as shown in Fig. 2.1. The lowest atmospheric layer
is the relatively well-mixed troposphere which exhibits decreasing temperatures with height
at a mean lapse rate of 6.5Kkm−1. Meteorological weather phenomena occur primarily in
the troposphere which contains nearly all atmospheric water vapor. The turbulent boundary
layer extends from the Earth’s surface to typically 2 km altitude and is followed above by
the free troposphere. The upper boundary of the troposphere is defined by the tropopause
(TP), i.e., a temperature minimum at approximately 10 km altitude in the extratropics.
Above the tropopause, the stratosphere extends up to altitudes of about 50 km. In this layer
temperature increases with height due to heating caused by the absorption of shortwave
radiation in the ozone layer. Under these stable conditions, vertical mixing is strongly
restricted. Compared to the troposphere, lower stratospheric air is extremely dry as water
vapor enters mainly through the cold tropical tropopause region. Meso- and thermosphere
are located at even higher altitudes and are not considered further in this thesis.
Figure 2.1: Vertical structure of the atmosphere: temperature profile and atmospheric layers.
Global atmospheric circulation patterns are driven by differences in incoming solar radiation.
Large-scale motions strive to redistribute energy from low to high latitudes. Prominent
features of the general circulation include westerly jet streams which are centered at
tropopause altitudes in 30° latitude and formed by deflecting forces resulting from the
Earth rotation. Midlatitude surface wind fields are also characterized by westerly winds
superimposed by baroclinic waves, which form extratropical cyclones and anticyclones.
The Earth’s atmosphere predominantly consists of nitrogen (78.1%), oxygen (20.9%),
and argon (0.9%, given as volume fraction of dry air). Remaining minor atmospheric
constituents are referred to as trace gases, which include atmospheric greenhouse gases (e.g.,
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water vapor, carbon dioxide, methane, and ozone). Greenhouse gases play a key role in the
Earth’s radiation budget as they are able to effectively trap outgoing thermal radiation.
Increasing greenhouse gas concentrations caused by increasing anthropogenic emissions are
the main driver of global warming since preindustrial times.
This thesis is focused on two important atmospheric greenhouse gases – water vapor and
methane – which are briefly introduced in the following. As primary greenhouse gas, water
vapor accounts for about 60% of the natural greenhouse effect. Water vapor acts as major
positive feedback mechanism to global warming as its concentrations are determined by
atmospheric conditions and dynamics. In the atmosphere, water can occur as gas, liquid,
or solid phase (ice). The global water cycle is illustrated in Fig. 2.2. The major source of
atmospheric water vapor is evaporation from ocean surfaces. It is removed by condensation
or sublimation at lower temperatures followed by precipitation. Latent heat transported
in the global water cycle is critical for redistributing energy from the Earth’s surface to
the atmosphere. Surface climate is especially sensitive to water vapor perturbations in
the lower stratosphere, where water vapor is controlled by transport through the cold
tropical tropopause region and by stratospheric oxidation of methane (Solomon et al., 2010).
Atmospheric water vapor exhibits a short lifetime of about 10 days and is a highly variable
gas with concentrations spanning a range of more than three orders of magnitude.
Figure 2.2: Schematic representation of the global water cycle: white curls illustrate evaporation
which is compensated by precipitation to close the water budget. Red arrows illustrate the
outgoing infrared radiation that is partly absorbed by water vapor and other greenhouse gases.
Stratospheric processes are not included in this figure. The upper-left insert indicates the water
vapor feedback to climate change, i.e., the relative increase of potential atmospheric water vapor
content with increasing air temperature (IPCC, 2013, FAQ8.1, Fig. 1).
In contrast to water vapor, atmospheric methane exhibits very low variability relative to its
large background concentrations. The global mean methane concentration reached 1803 ppb
in 2011 after having increased by a factor of 2.5 since preindustrial times (IPCC, 2013).
Methane is the second most important anthropogenic greenhouse gas responsible for about
20% of global warming since 1750. Figure 2.3 depicts an overview of the global methane
cycle. Methane is emitted at the Earth’s surface by a large variety of natural sources (e.g.,
wetlands, geological seeps, freshwaters, termites, and hydrates) and anthropogenic sources
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(e.g., leakage in fossil fuel production, livestock, waste deposits, rice cultivation, and biomass
burning). The primary methane sink is oxidation by hydroxyl radicals (OH) resulting in a
tropospheric methane lifetime of about 9 years. Oxidation of methane in the stratosphere
is a significant source of water vapor. Therefore, increasing methane concentrations also
induce an anthropogenic forcing in this climate-sensitive altitude region.
Figure 2.3: Schematic representation of the global methane cycle: natural (anthropogenic) fluxes
are depicted as black (red) arrows and combined sources as brown arrows. Annual growth rates
and fluxes (in Tg yr−1) are estimated for the time period 2000–2009 (IPCC, 2013, Fig. 6.2).
2.1.2 Molecular Absorption of Infrared Radiation
As shown in the previous section, the Earth’s atmosphere is a mixture of gases, exposed to
and interacting with the radiative energy of the sun. Solar radiation can be understood
as an ensemble of waves propagating at the speed of light (c = 2.998× 108ms−1). An
electromagnetic wave is characterized by its wavelength λ or its wavenumber ν, which is
defined as reciprocal of wavelength (ν = 1/λ) and commonly applied in solar absorption
spectrometry. The energy carried by radiation per unit time interval in a specific direction
(solid angle in units of steradian) through a unit area (normal to the direction considered)
at a specific wavelength is referred to as spectral radiance Iλ in units of Wm
−2 sr−1 nm−1.
To good approximation, the electromagnetic spectrum of solar radiation corresponds to the
spectral radiance emitted by a blackbody at T = 5780K, which is determined by Planck’s
radiation law. The spectrum of solar radiation exhibits a maximum in the visible spectral
range and covers various spectral regions (see Fig. 2.4). While X Rays and ultraviolet
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radiation lead to molecular ionization and dissociation, radiation in the visible, infrared,
and microwave spectral regions induces transitions in the molecule’s electronic configuration
or causes the molecule to vibrate or rotate. This thesis is focused on the infrared spectral
region, which can be further divided into near-infrared (14000–4000 cm−1), mid-infrared
(4000–400 cm−1), and far-infrared (400–10 cm−1) solar radiation.
Figure 2.4: Regions of the electromagnetic spectrum and related interactions of radiation and
molecules: ionization, dissociation, vibration, and rotation (Brasseur and Solomon, 2005, Fig. 4.1,
with permission of Springer).
Radiative Transfer. In general, interaction of solar radiation with atmospheric molecules
involves scattering, absorption and emission processes which lead to attenuation of solar
radiation in the atmosphere as illustrated in Fig. 2.5. Radiative transfer describes the change
in solar spectral radiance while passing an atmospheric volume element and comprises
extinction by absorption and scattering as well as enhancements due to scattering into
the considered direction and due to atmospheric thermal emission. For remote sensing
techniques using direct solar radiation in the infrared spectral region, molecular absorption
is the most relevant of these processes, while scattering and emission terms are weak
compared to direct solar radiance and may be neglected.
                  
Wavenumber (cm-1) 
2500 10000 4000 
Figure 2.5: Solar spectral irradiance (flux density) at the top of atmosphere and at the surface
for a solar zenith angle of 60° under cloud- and aerosol-free conditions. Spectral regions affected by
molecular absorption are indicated for most important species (adapted from Liou, 2002, Fig. 3.9).
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The fundamental equation in solar absorption infrared spectrometry is Lambert Beer’s law
which describes the exponential decay of spectral radiance passing through an absorbing
medium, i.e.,









where Iλ(s) is the solar spectral radiance observed at an optical path length s, Iλ(toa) is
the solar radiance incident at top of the atmosphere (toa), σabs,λ is the spectral absorption
cross section of the medium, and nabs is the number density of the absorbing species (units
of m−3). The absorption cross section (in units of m2) depends on temperature and pressure
along the optical path. Considering a gas mixture, the integrand in Eq. (2.4) becomes a
sum over different absorbing species. For ground-based solar absorption measurements,
integration is performed along the optical path of direct sunlight from the top of the
atmosphere to the surface. As the optical path length increases with solar zenith angle
(sza), attenuation of solar radiation increases with increasing zenith angle.
Molecular Absorption. As molecular energy states are quantized, molecular absorption
occurs only in discrete parts of the solar spectrum. Each absorbing atmospheric species
exhibits a characteristic absorption line signature. The energy content of radiation is
proportional to its wavenumber and the number of photons. The energy of a single
photon is described by means of photon energy Eph = hcν with the Planck constant
h = 6.626× 10−34 J s. A specific photon may be absorbed by a molecule if the photon
energy corresponds to the discrete energy difference ∆E between two molecular energy
levels, i.e.,
∆E = hcν (2.5)
The total energy E of a molecule is composed of its continuous translational energy (Etra)
and quantized energy levels of its electronic configuration (Eele), its vibrational state (Evib),
and its rotational state (Erot). It can be written as
E = Etra + Eele + Evib + Erot (2.6)
Focusing on absorption of mid-infrared radiation, only transitions between vibrational and
rotational states have to be considered, which are described in the following.
Rotational Energy Levels. Under typical atmospheric conditions many rotational
modes of molecules are activated. Rotations of an exemplary diatomic molecule can be
described by the model of a linear rigid rotator, i.e., two atoms rotating around their center
of mass at a fixed distance. Based on quantum mechanics, quantized levels of rotational
energy are given by
Erot(J) = hcB J(J + 1) (2.7)
where J is the rotational quantum number (J = 0, 1, 2, ...) and B = h/8π2cIrot is the
rotational constant with the moment of inertia Irot of the rigid rotator. The magnetic
quantum number mJ can take on values of −J ≤ mJ ≤ +J . Therefore, each rotational
energy level is (2J + 1)-fold degenerated, i.e., different sets of quantum numbers yield the
same energy level.
Absorption requires the coupling of the absorbing molecule with the electromagnetic field.
Therefore, molecular rotations can only be activated by absorption if the molecule has a
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permanent electric dipole moment (i.e., an asymmetric charge distribution). As energy
differences between rotational states are relatively small, pure rotational absorption lines
are located in the far-infrared and microwave spectral region.
Vibrational Energy Levels. Vibrations of a diatomic molecule can be described by
means of the quantum-mechanical analog of a harmonic oscillator, i.e., two atoms oscillating
around their equilibrium position with a restoring force proportional to the displacement.
Quantized vibrational energy levels are given by
Evib(v) = hc ν0 (v +
1/2) (2.8)
where ν0 is the vibrational wavenumber and v is the vibrational quantum number (v =
0, 1, 2, ...). The selection rule for vibrational energy transitions is ∆v = ±1. Most atmo-
spheric molecules populate the vibrational ground state (v = 0) and absorption activates
the first excited state (v = 1). A vibrational mode can only be activated by electromagnetic
radiation if a change in the molecular dipole moment is induced. Vibrational energy
transitions require photons with higher energies than rotational energy transitions and
vibrational absorption lines occur in the mid-infrared spectral region.
Q branch 
 
J =    
J =  
Figure 2.6: Schematic representation of molecular energy levels and allowed vibrational-rotational
transitions (adapted from Brasseur and Solomon, 2005, Fig. 2.1.b, with permission of Springer).
Vibrational-Rotational Bands. As molecular vibrations result in an oscillating dipole
moment, simultaneous molecular rotations can be activated – even for molecules without
a permanent dipole moment. Combined vibration-rotation transitions generate complex
vibrational-rotational bands, which are composed of many individual absorption lines in
the vicinity of the fundamental vibrational wavenumber. Figure 2.6 illustrates such a
vibrational-rotational transition from the vibrational ground-state (v = 0) to the first
exited state (v = 1) superimposed by various rotational transitions. The P-branch of
the absorption band corresponds to rotational transitions with selection rule ∆J = −1,
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while the R-branch corresponds to ∆J = +1. The Q-branch of ∆J = 0 is forbidden for
linear diatomic molecules. In contrast, for linear (e.g., CO2) or bent (e.g., H2O) triatomic
molecules the transition ∆J = 0 is allowed, which results in the formation of a Q-branch at
the vibrational wavenumber itself.
Deviations from the idealized harmonic oscillator and rigid rotator models give rise to even
more complex transitions, e.g., overtone bands (∆v = ±2,±3, ...), and differences between
vibrational wavenumbers of ground-state and upper-state transitions. Molecules with more
than two atoms have higher degrees of freedom resulting in additional vibrational modes,
e.g., the deformation of bond angles. Isotopes of a molecular species can be distinguished
by their distinct spectral fingerprints, as their absorption line positions deviate from each
other in consequence of their differing masses determined by the number of neutrons.
Absorption by Water Vapor and Methane. Molecular absorption of infrared radia-
tion by water vapor and methane is of particular interest within the scope of this thesis








Figure 2.7: Visualization of the molecular structure of water vapor (H2O; left) and methane
(CH4; right) with ground-state bond angles and lengths (http://molview.org).
Water vapor is a bent triatomic molecule (see Fig. 2.7) with a permanent electric dipole
moment caused by its non-linear structure and the O-H bond polarity. Consequently,
water vapor absorption includes a pure rotational band in the far-infrared (<500 cm−1).
Fundamental vibrational modes (in vacuum) occur at ν1 = 3657 cm
−1 (symmetric stretch),
ν2 = 1595 cm
−1 (bending), and ν3 = 3756 cm−1 (asymmetric stretch). Due to its pure
rotational band and vibrational-rotational bands over the entire infrared spectral region,
water vapor is the most potent greenhouse gas in the Earth’s atmosphere. Methane exhibits
a tetrahedral structure (see Fig. 2.7), which allows for two infrared-active vibration-rotation
modes at ν3 = 3019 cm
−1 (asymmetric stretch, triply-degenerated) and ν4 = 1306 cm−1
(deformation, triply-degenerated). In contrast to water vapor, methane does not have a
permanent dipole moment and hence no pure rotational band. Methane vibration-rotation
bands are located in “atmospheric window” regions and are still far from being saturated at
current atmospheric methane levels. Therefore, additional methane very effectively absorbs
infrared radiation and exhibits a global warming potential of 28–34 compared to CO2 on
per mass emitted basis over a 100-year time horizon (IPCC, 2013).
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Absorption Line Broadening. Molecular absorption lines are characterized by line
intensity and line shape. Line intensity depends on the quantum-mechanical probability
of the transition to an excited state and on the population of the ground-state, which
is a function of temperature. Absorption line shapes observed are not infinitely narrow
spectral lines but extend over finite wavenumber regions. This broadening of spectral
absorption lines is caused by different line broadening mechanisms, which are introduced in
the following.
First, the natural line width is a direct consequence of Heisenberg’s uncertainty principle
which states that the energy E of an excited molecular state and its lifetime τ cannot be
simultaneously determined with unlimited high precision, i.e.,
∆E ·∆τ ≥ h/2π (2.9)
Hence, the finite natural lifetime of an excited molecular state implies a finite uncertainty
in its energy. The corresponding spectral line is distributed over a narrow wavenumber
interval. Natural line broadening is small compared to the following broadening effects and
is therefore negligible under atmospheric conditions.
The second mechanism is pressure broadening. Molecular collisions may diminish the
lifetime of an excited molecular state and therefore increase its energy uncertainty (see
Eq. (2.9)). As collision frequency increases with pressure, pressure broadening dominates at
altitudes below 20 km. Pressure broadening is described by a Lorentz line shape, i.e.,
fL(ν − ν0) = 1
π
· αL
α2L + (ν − ν0)2
(2.10)
where ν0 is the wavenumber on which the line is centered and αL is the half-width at
half-maximum of the Lorentz line. αL is a function of pressure and, to a lesser extent, of
temperature and can be written as







with standard pressure p0 and temperature T0.
Above 50 km altitude where pressure broadening is negligible, a third line broadening
mechanism becomes dominant. Thermal broadening results from the Doppler effect caused
by different velocity components of absorbing molecules relative to the radiation source.
The velocity distribution depends on molecular mass and is determined by gas temperature.
Doppler broadening yields a Gaussian line shape given by



















with the Boltzmann constant k and the mass M of the absorbing molecule. The corre-
sponding half-width at half-maximum may be calculated as (αD ·
√
ln 2). Consequently,
Doppler line width is independent of pressure but depends on temperature.
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Finally, in the intermediate altitude region (20–50 km), pressure and Doppler broadening
need to be taken into account. The resulting line shape can be obtained by convolution of
Doppler and Lorentz line shapes and is referred to as Voigt profile, i.e.,
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The presented characteristic line shapes of different line broadening mechanisms are illus-
trated in Fig. 2.8. Doppler lines are more intense at the line center as compared to Lorentz
lines which exhibit stronger contributions in the line wings. For saturated lines additional
absorption can only occur in the line wings and is therefore mainly related to pressure
broadening. As different line broadening effects are dominant in distinct altitude regions,
absorption lines contain information on the altitude distribution of absorbing molecules.
This important fact is utilized by solar absorption spectrometry in order to retrieve profiles



















Figure 2.8: Lorentz, Doppler, and Voigt line shapes of molecular absorption lines with equal line
widths and intensities (from Brasseur and Solomon, 2005, Fig. 4.23, with permission of Springer).
2.2 Ground-Based Infrared Spectrometry
Infrared remote sensing is a valuable method for atmospheric monitoring, as various
atmospheric trace gases interact with solar radiation in this spectral region. Resulting
characteristic solar absorption spectra can be measured by means of ground-based Fourier
transform infrared (FTIR) spectrometry. The basic concepts of this measurement technique
are introduced in Section 2.2.1. Subsequently, it is explained in Section 2.2.2, how to retrieve
atmospheric trace gas profiles from FTIR observations.
2.2.1 Principles of Fourier Transform Spectrometry
Ground-based solar absorption FTIR spectrometry is a passive remote sensing method
using the sun as light source and the atmosphere as absorbing medium. Such measurements
require two main instrumental components: an optical device to track the exact position
of the sun and a spectrometer to record the absorption signal. The basic setup of an
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FTIR spectrometer is illustrated in Fig. 2.9. Direct solar radiation is traced by the solar
tracker and directed into the core of the FTIR instrument, which is essentially a Michelson
interferometer. First, the incoming beam of solar radiation is split into two parts by a
semitransparent mirror (beam splitter). Subsequently, one of these beams is reflected at
a fixed mirror, while the other beam hits a mirror moving at constant velocity. Both
individually reflected beams are recombined after passing the beam splitter once more.
Finally, the resulting interference pattern is recorded by the detector. Interference arises
due to the optical path difference between the fixed mirror path and the moving mirror











Figure 2.9: Schematic representation of a Fourier transform spectrometer as applied in solar
absorption spectrometry.
To gain the spectral information of interest, the interferogram I(∆x), i.e., intensity as
function of mirror displacement ∆x, has to be converted to a spectrum I(ν), i.e., intensity as
function of wavenumber. This can be achieved by means of an inverse Fourier transformation.
A Fourier transformation translates from the domain of wavenumbers to the domain of










The interferogram of an ideal monochromatic source is an infinite cosine wave and inverse
Fourier transformation would result in a delta function at the respective wavenumber.
In reality, the interferogram is truncated at a finite maximum mirror displacement. There-
fore, the FTIR spectrum of a monochromatic source yields a broadened spectral line with
additional side lobes. The spectral resolution of an FTIR spectrometer depends on its
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maximum optical path difference OPDmax (i.e., twice the maximum moving mirror displace-
ment). With increasing maximum optical path difference spectral resolution is improved,
i.e., ∆ν = 1/OPDmax. Consequently, the FTIR absorption line shape is a combination of
the physical line shape of the atmospheric spectrum (see Fig. 2.8) and the instrumental line
shape (ILS). This characteristic line shape of an FTIR instrument resembles a cardinal sine
function. The width of the ILS has to be small compared to the width of spectral lines that
are to be observed. In practice, a trade-off needs to be found between optimizing spectral
resolution, measurement duration, and signal-to-noise ratio.
Compared to dispersive spectrometers, the FTIR technique has several advantages. First, all
wavenumbers are simultaneously recorded (Fellgett advantage) and, consequently, FTIR mea-
surements are significantly faster than grating spectrometers which record each wavenumber
separately. Second, FTIR spectra exhibit a higher signal-to-noise ratio for same resolution
and measurement duration (Jacquinot advantage), as the throughput is not diminished
by slits or apertures as narrow as applied in grating spectrometers. Third, FTIR uses
a reference laser for permanent control of the optical path difference, which results in a
built-in wavenumber calibration (Connes advantage).
FTIR measurements analyzed within the scope of this thesis are primarily obtained at the
high-altitude observatory Zugspitze (47.42°N, 10.98°E; 2964ma.s.l.), which offers unique
possibilities for monitoring undisturbed free-tropospheric background conditions. As part of
the Network for the Detection of Atmospheric Composition Change, a Bruker IFS 125HR
FTIR spectrometer has been in operation at Mt. Zugspitze since 1995 (Sussmann and
Scha¨fer, 1997). Mid-infrared FTIR spectra are recorded by cooled InSb detectors with
a typical spectral resolution of 0.005 cm−1 (OPDmax = 175 cm). Six individual scans are
averaged which results in an integration time of about seven minutes. For trace gas retrievals
performed in this thesis, a spectral filter is applied covering the mid-infrared wavenumber
region of 2400–3100 cm−1.
2.2.2 Retrieval of Trace Gas Profiles
So far, we learned how to measure high-resolution solar absorption spectra by means of
FTIR spectrometry. In this section, we aim at deriving vertical trace gas profiles from
such mid-infrared spectra. The trace gas of interest is referred to as target species. As
its absorption signatures, in general, partially overlap with absorption lines of other trace
species, these so-called interfering species have to be considered as well. To minimize the
number of relevant interfering species as well as computation time, narrow spectral regions
(i.e., microwindows) are selected from FTIR spectra to perform the retrieval.
A schematic representation of the retrieval process is presented in Fig. 2.10. Essential com-
ponents include the measurement vector y (i.e., an absorption spectrum), the atmospheric
state vector x (i.e., a trace gas profile), and the forward model F . In general, F is a
complex non-linear function which enables to simulate a measured spectrum by modeling
the propagation of light through the atmosphere. For this purpose, the model atmosphere
is divided into discrete levels and x becomes a discrete representation of the continuous
atmospheric state at the moment of measurement. A synthetic spectrum can be computed
using the forward model and a priori knowledge on the profiles of pressure, temperature
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and trace gases contained in the atmosphere, i.e.,
y = F (x) + ϵ (2.17)
where ϵ denotes the measurement noise. To estimate the true atmospheric state from the
measurement, we are interested in the inversion of the forward model given as
x = F−1(y) (2.18)
In the retrieval process, the synthetic spectrum is compared to the measured FTIR spectrum.
At first, this comparison will yield major discrepancies. In an iterative process, the calculated
spectrum is then fitted to the measured spectrum by varying the vertical profiles of target
and interfering species used in the forward calculation. By this means, a best estimate of
the true atmospheric state can be obtained.
y = F(x) 
x = F –1(y) 
Vector of measurements  
y = (y1, …, ym) 
(Estimated) state vector  
x = (x1, …, xn) 
Figure 2.10: Forward and inverse problem in remote sensing applications. Solving the inverse
problem provides only an estimate for the true atmospheric state (adapted from Zdunkowski et al.,
2007, Fig. 11.1).
As the inverse problem is physically ill posed, various atmospheric state vectors would be
consistent with a measurement and there is no exact solution of Eq. (2.18). Nevertheless, the
most probable atmospheric state vector can be estimated by adding a priori knowledge of the
state vector and minimizing a cost function which comprises two terms. First, the spectral
error cost implies to minimize the deviation of the synthetic spectrum from the measurement.
Second, the regularization cost acts to constrain the deviation between the estimated state
vector and the a priori profile xa which can be determined from measurement ensembles or
model simulations. The resulting costfunction to be minimized can be expressed as least
squares problem, i.e.,
y − F (x)T Sϵ−1 y − F (x)+ x− xaT R x− xa (2.19)
with the measurement error covariance matrix Sϵ and the regularization matrix R.
The regularization matrix enables to include a priori knowledge of the target species profile
and to avoid oscillating profiles as retrieval result. There are two approaches to construct
the regularization matrix. In optimal estimation theory (Rodgers, 1976), R is set up as
the inverse of the a priori covariance matrix Sa, which can be derived from a measurement
ensemble of true profiles covering the full range of possible atmospheric states. If such data
are not available, alternatively, a smoothing constraint can be applied by means of Tikhonov
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regularization (Tikhonov, 1963). In the case of first-order Tikhonov regularization, only the
shape of the retrieved profile is constrained, while absolute profile values are not. Then, R
is defined as
R = αLTL with L =

1 −1 0 · · · 0
0 1 −1 . . . ...
...
. . . . . . . . . 0
0 · · · 0 1 −1
0 · · · · · · · · · 0
 (2.20)
where α is the regularization strength and L is the first derivative operator which is an l× l
matrix in case of l atmospheric model levels. The magnitude of α can be optimized for
different purposes (e.g., Steck, 2002). The limiting case of α→∞ represents an infinitely
strong constraint on the profile shape resulting in a scaling of the a priori profile. In contrast,
the limiting case of α→ 0 describes a retrieval without any regularization, which will result
in a perfect spectral fit but heavily oscillating profiles.
Due to the non-linearity of radiative transfer and of the forward model, Newtonian iteration
has to be applied to solve the least squares problem of Eq. (2.19), i.e.,




−1 × KTi Sϵ−1y − F (xi)−R(xi − xa) (2.21)
where the subscript i denotes the iteration index and K = ∂y/∂x is the Jacobian matrix,
which describes how the spectral measurement changes with a changing state vector.
Convergence is reached if calculated and measured spectra deviate less than a defined
convergence criterion. The solution, finally, provides us with the optimal estimate of the
atmospheric state given the measurements and the a priori knowledge available.
The retrieval result can be characterized by means of the averaging kernel matrix A which
relates the variability of the true state xtrue at measurement time to the retrieved state
variability relative to the a priori state vector, i.e.,
x− xa = A (xtrue − xa) (2.22)
For an ideal remote sensing system, A is a unity matrix representing perfect sensitivity
at each model level without inter-correlations between the levels. In practice, the vertical
resolution of an FTIR system is limited. It can be determined by the full width at half-
maximum of the averaging kernels (i.e., the rows of A) which describe to what extent the
retrieved state at a certain altitude is distorted by signals at other altitudes. The trace of
the averaging kernel matrix yields the number of independent pieces of information provided
by the measurement, which is referred to as degrees of freedom for signal (DOFS).
Error analysis for remote sensing systems is formulated in detail in Rodgers (1990, 2000).
Several systematic and random error components cause the retrieved state vector to deviate
from the true target profile. Briefly summarized, error sources consist of smoothing
error (limited vertical resolution of the remote sensing system), model parameter error
(uncertainties in applied model parameters, such as spectroscopic data), forward model
error (incomplete representation of real physical processes in the model), and retrieval noise
error (caused by measurement noise).
Within the scope of this thesis, trace gas profile retrievals are performed with the spectral
fitting code PROFFIT (PROFile Fit; Hase et al., 2004). This level-based algorithm executes
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the retrieval on the model levels and assumes linear interpolation of volume mixing ratio
(VMR) profiles between the levels. The root mean square value of the spectral residual
(difference between simulated and measured spectrum) is used as noise level to compensate
for variations in measurement quality. Beside a priori profiles applied for regularization
(see Eq. (2.19)), variable first guess profiles are implemented in PROFFIT to minimize
the number of necessary retrieval iterations. Before the actual target species retrieval,
solar absorption signatures are determined for each spectrum. The following paragraphs
introduce details on the strategies applied in this thesis for the retrieval of considered target
species from ground-based solar absorption FTIR measurements.
Retrieval Strategy for Water Vapor and its Isotopes. Progress achieved within
the project MUSICA (MUlti-platform remote Sensing of Isotopologues for investigating
the Cycle of Atmospheric water) offers retrieval methods for tropospheric profiles of water
vapor and its isotopes from mid-infrared FTIR measurements (Schneider et al., 2012;
Barthlott et al., 2017). In the context of this thesis, two stable water vapor isotopes are of
particular interest: H2O (
1H 162 O) and HDO (
1H2H16O) with average abundances of 99.7%
and 0.03%, respectively. Variations in the HDO-H2O ratio of atmospheric water vapor are
typically expressed in terms of δD, i.e., as relative deviation from a reference HDO-H2O
ratio standard (Craig, 1961; see Eq. (4.1)). The latest H2O-δD retrieval version (v2015;
Schneider et al., 2016) is applied in this thesis and can be briefly summarized as follows.
As water vapor volume mixing ratios are log-normally distributed, optimal estimation is
performed on logarithmic scale. A priori profiles are derived from LMDZ model runs and
an inter-species constraint between H2O and HDO is applied. Absorption line data from
the high-resolution transmission molecular absorption database (HITRAN, version 2012;
Rothman et al., 2013) are optimized for speed-dependent Voigt line shape parameterization.
The retrieval comprises the analysis of 12 microwindows and a simultaneous fit of several
interfering species (CO2, O3, N2O, CH4, HCl, and temperature). The model atmosphere is
discretized in 22 altitude levels covering the range from observer altitude to about 60 km
altitude. Two retrieval products are available: (i) optimal estimation of water vapor for
maximum vertical resolution of H2O profiles (type 1) and (ii) quasi optimal estimation of
H2O-δD pairs with consistent vertical profile sensitivity derived by a posteriori processing
(type 2). The latter product is used to obtain consistent H2O-δD time series from FTIR
measurements at Mt. Zugspitze.
Retrieval Strategy for Methane and Ethane. In this thesis, methane column abun-
dances are retrieved from mid-infrared FTIR spectra using the strategy developed by
Sussmann et al. (2011). This retrieval method, which is recommended within NDACC,
optimizes methane total column precision, while minimizing water vapor interference errors.
Mid-infrared NDACC-type methane retrievals are in good agreement with near-infrared
FTIR measurements from the Total Carbon Column Observing Network (TCCON) as shown
by Sussmann et al. (2013) and Ostler et al. (2014). Methane profile retrievals are performed
using first-order Tikhonov regularization (see Eq. (2.20)) with a regularization strength
optimized for minimum diurnal variation and maximum vertical information content (i.e.,
maximum DOFS). Three spectral microwindows are analyzed, which cover the wavenumber
regions of 2613.7–2615.4 cm−1, 2835.5–2835.8 cm−1, and 2921.0–2921.6 cm−1, as illustrated
in Fig. 2.11. Beside the target species, three interfering species (i.e., H2O, HDO, and NO2)
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are fitted by scaling of the respective first guess profile. Additionally, five species (i.e.,
CO2, O3, N2O, HCL, and OCS) are considered in the model atmosphere without fitting.
Absorption line data are taken from HITRAN (version 2000) including its 2001 update

















Figure 2.11: Spectral microwindows applied in the methane retrieval: spectral contributions
from target and interfering species under moist (solid lines) and dry conditions (dashed lines) at a
solar zenith angle of 65° (adapted from Sussmann et al., 2011).
A priori profiles are derived from a 40-year model run of the Whole Atmosphere Community
Climate Model (WACCM version 6; Garc´ıa et al., 2007). The influence of the applied
methane a priori profile on methane trend estimates has been shown to be negligible
(Sussmann et al., 2013). Figure 2.12 presents a priori VMR profiles for Zugspitze site on a
logarithmic scale. Methane is relatively well-mixed in the free troposphere and exhibits a
strong negative gradient in the stratosphere. In addition, the ozone maximum at around
30 km altitude is clearly visible as well as the strong water vapor decrease between the
moist lower troposphere and very dry conditions in the lower stratosphere.
Figure 2.12: Typical vertical profiles of important trace gases at Zugspitze site: volume mixing
ratio profiles in units of parts per million (ppm) as derived from the WACCM model.
Beside the retrieval of methane, atmospheric ethane time series are derived and utilized
for the source attribution of methane trends in Chapter 3. The ethane retrieval strategy
applied in this thesis follows the method described in Vigouroux et al. (2012). Two
microwindows are analyzed covering the wavenumber regions of 2976.66–2976.95 cm−1 and
2983.20–2983.55 cm−1. Ethane spectroscopic data are provided in form of a pseudo-line list
by Franco et al. (2015), while data from HITRAN 2008 are taken for interfering species.
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First-order Tikhonov regularization is applied with a regularization strength chosen to
obtain maximum DOFS while avoiding profile oscillations. Following recommendations of
the NDACC Infrared Working Group (IRWG, 2014), three interfering species are considered:
while O3 and CH4 are included without fitting, for H2O a simultaneous profile scaling
retrieval is performed.
For methane and ethane retrievals, the atmosphere is discretized in 43 model levels covering
an altitude region up to 120 km. Pressure and temperature data are compiled from hourly
ground pressure measurements and four times daily temperature profiles provided by the
National Center for Environmental Prediction (NCEP). Within PROFFIT, pressure and
temperature input is interpolated to measurement time and the pressure profile is calculated
assuming hydrostatic equilibrium. First guess profiles for water vapor are derived from
four times daily NCEP humidity profiles. For all other species, daily first guess profiles are
determined using the spectral fitting software GFIT 2014 (Wunch et al., 2011), which takes






Methane is the second most important anthropogenic greenhouse gas and responsible for
about 20% of global warming since preindustrial times (Kirschke et al., 2013). Due to its
relatively short atmospheric lifetime of about 9 years, methane is an attractive target for
climate change mitigation strategies in the next few decades (Dlugokencky et al., 2011).
These require an accurate understanding of the global and regional atmospheric methane
budget, which is determined by a large variety of natural and anthropogenic sources. About
60% of total methane emissions originate from anthropogenic activities (IPCC, 2013).
Northern hemispheric sources account for 70% of global emissions (Kai et al., 2011). Three
major processes of methane formation can be distinguished: biogenic methane produced
by microbes from organic matter under anaerobic conditions (e.g., in wetlands, ruminants,
and waste deposits), thermogenic methane formed in geological processes at elevated
temperatures (fossil fuels), and pyrogenic methane produced by incomplete combustion
processes, e.g., biomass burning (Kirschke et al., 2013).
The global atmospheric methane burden has more than doubled since 1750. After a decade
of near-zero growth (Dlugokencky et al., 2011; Heimann, 2011; Pison et al., 2013), global
methane concentrations started to rise again in 2007 (Rigby et al., 2008; Bousquet et al.,
2011; Frankenberg et al., 2011; Sussmann et al., 2012; Nisbet et al., 2014). Since then the
methane burden has continuously increased with particularly strong growth in 2014 (Nisbet
et al., 2015). The growth rate decline before 2007 has been interpreted as approaching a
steady state with essentially constant global emissions since the mid-1980s (Dlugokencky
et al., 1998). Causes for the renewed increase in global methane levels since 2007 are still
poorly understood, which is reflected in, among other things, a persistent discrepancy
between bottom–up and top–down estimates of methane emissions (e.g., Nisbet and Weiss,
2010; Kirschke et al., 2013).
Recent work provides evidence that there are likely two dominant contributors to the recent
methane increase (Kirschke et al., 2013; Nisbet et al., 2014), namely increasing emissions
from (i) tropical and boreal wetlands driven by precipitation and temperature anomalies
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(Dlugokencky et al., 2009; Bousquet et al., 2011) and (ii) growing exploitation of fossil fuels
(natural gas, oil, and coal) (e.g., Bergamaschi et al., 2013; see also references in the next
paragraph). Even though they introduce interannual variability, biomass burning emissions
are found to play only a minor role in explaining the positive long-term methane trend since
2007 (Dlugokencky et al., 2009; Bergamaschi et al., 2013), and global fire emissions slightly
decreased between 2000 and 2012 (Giglio et al., 2013). Valuable information for methane
source identification is provided by observations of methane isotopes (Dlugokencky et al.,
2011; Levin et al., 2012). Since 2007 global methane has become more depleted in 13C, which
suggests a dominant role of growing 12C-rich biogenic emissions, especially from wetlands and
ruminants (Nisbet et al., 2014). The recent global average methane growth (∼ 6 ppb yr−1)
corresponds to an imbalance between emissions and sinks of about 16Tg yr−1, which can
be best reconciled with three decades of methane (isotopic) observations if attributed to
increasing tropical wetland and fossil-fuel-related emissions (Dlugokencky et al., 2015a).
Bergamaschi et al. (2013) attribute the renewed increase mainly to growing anthropogenic
emissions (which are, however, significantly lower than estimates in bottom–up inventories)
superimposed by interannual variations of wetland and biomass burning emissions. Using a
GEOS-Chem model simulation, Bader et al. (2017) suggest that the recent methane increase
is dominated by anthropogenic emissions from increased fossil fuel extraction.
Particularly important in this context is the strong increase in US oil and natural gas
production starting in the mid-2000s (Moore et al., 2014; Wang et al., 2014), which is
expected to continue through 2040 (US Energy Information Administration, 2014). This has
been facilitated by the development of new extraction techniques (hydraulic fracturing and
horizontal drilling), which involve additional fugitive methane emissions during flowback
periods compared to conventional techniques (Field et al., 2014; Howarth, 2014). Several
studies report that methane emissions from this industry are likely underestimated (Karion
et al., 2013; Miller et al., 2013; Brandt et al., 2014; Kort et al., 2014; Pe´tron et al.,
2014; Schneising et al., 2014; Turner et al., 2015). Furthermore, the rapid growth of coal
exploitation since 2000 – especially in China (OECD/IEA, 2015) – potentially contributes
to increasing methane emissions (Bergamaschi et al., 2013; Kirschke et al., 2013).
The major loss process for methane is oxidation by hydroxyl radicals (OH). Trends in the
global OH concentration can have a large impact on the global methane budget (Rigby et al.,
2008), but OH trends are difficult to be quantified due to the extremely short lifetime of OH
and its control by many different drivers. IPCC (2013) reports no evidence for an OH trend
from 1979 to 2011 based on methyl chloroform measurements. Consistent with this, Kai
et al. (2011) infer a stable OH sink from 1998–2005 using CH4 isotope observations. During
1998–2008, year-to-year changes in OH concentrations are found to be small (Montzka et al.,
2011) and have only a minor impact on methane emissions inferred from inverse modeling
(Bousquet et al., 2011).
Overall, evidence suggests that the renewed methane increase since 2007 is mainly caused
by a combination of increased tropical wetland emissions and increased emissions from
fossil fuel exploitation. However, the relative contribution of these two drivers remains
highly uncertain (Kirschke et al., 2013). The goal of the research presented in this chapter
is to quantify the contribution of increased oil and natural gas production emissions to the
renewed methane increase since 2007. The approach applied comprises the combination of
long-term FTIR measurements of methane with ethane observations. Ethane is a valuable
tracer of thermogenic methane as both emissions are known to be strongly correlated
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(Aydin et al., 2011; Simpson et al., 2012). This chapter is structured as follows: Section 3.2
introduces trend analysis methods, a pointing error correction scheme, and a simplified
atmospheric model for methane and ethane simulations. Subsequently, results of long-term
trend analysis for column-averaged methane and ethane are presented in Section 3.3, which
is followed by optimized ethane and methane emission scenarios in Section 3.4. Finally,
Section 3.5 summarizes results and gives relevant conclusions.
3.2 Methods
Long-term time series of column-averaged dry-air mole fractions of methane (XCH4) and
ethane (XC2H6) are retrieved from high-resolution mid-infrared FTIR spectra obtained
at two NDACC sites: a northern midlatitude site (Zugspitze, Germany) and a southern
midlatitude site (Lauder, New Zealand). Sampled air masses are representative of undis-
turbed atmospheric background conditions of northern and southern midlatitudes. At the
high-altitude observatory Zugspitze (47.42°N, 10.98°E; 2964ma.s.l.), a Bruker IFS 125HR
spectrometer has been in operation since 1995 (Sussmann and Scha¨fer, 1997). The FTIR
system at Lauder (45.04° S, 169.68°E; 370ma.s.l.) is based on a Bruker IFS 120HR and was
based on a Bruker IFS 120M before 2001 (Rinsland et al., 1998; Zeng et al., 2012). Retrieval
strategies for column-averaged methane and ethane are harmonized for both measurement
sites in order to obtain consistent results from Zugspitze and Lauder time series. Details
on the retrieval strategies are described in Sect. 2.2.2. The vertical information obtained
from FTIR measurements is characterized by means of their degrees of freedom for signal.
On average, Zugspitze (Lauder) retrievals provide DOFS = 2.1 (DOFS = 1.8) for methane
DOFS = 1.6 (DOFS = 1.2) for ethane.
Column-averaged dry-air mole fractions provide valuable information for source–sink inver-
sion studies, as they are independent of variations in surface pressure, solar zenith angle,
and humidity. To obtain column-averaged dry-air mole fractions, retrieved total columns of
methane and ethane are divided by the corresponding dry pressure column, which is derived
from ground pressure measurements and four times daily pressure–temperature–humidity
profiles from the National Center for Environmental Prediction (NCEP) interpolated to
FTIR measurement time. Long-term trends (see Fig. 3.5) are inferred from the time series
of column-averaged dry-air mole fractions following the approach by Gardiner et al. (2008).
First, seasonal cycles of XCH4 and XC2H6 are removed by fitting and subtracting an
intraannual model (third-order Fourier series). The second step involves a least squares fit
of a linear trend to the deseasonalized time series and bootstrap resampling of the residuals
to determine the linear trend uncertainty. Furthermore, annual growth rates of methane
and ethane (see Fig. 3.6) are calculated as difference of annual mean mole fractions between
the considered and the previous year as in Kirschke et al. (2013). Growth rate uncertainty
is determined as quadratic sum of the standard errors (SE) of these two annual means.
Additionally, annual running mean growth rates for each month are computed analogously
to the approach of Rigby et al. (2008).
Remote sensing of column-averaged methane requires highly accurate measurements, as
XCH4 variations are very small compared to relatively high background XCH4 levels (only
∼ 1% seasonal or diurnal variability). Therefore, ground-based solar FTIR spectrometers
have to be extremely well aligned to the center of the solar disk. Degradation in solar
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tracking accuracy leads to errors in retrieved trace gas columns, relevant especially for
gases with low variability such as methane. Within the scope of this thesis, a new pointing
error correction scheme was applied to Zugspitze FTIR measurements. It was published in
Reichert et al. (2015) and is briefly described in Sect. 3.2.1.
The source attribution of the renewed methane increase is a major goal of this thesis.
To accomplish this task, an atmospheric two-box model was designed and published in
Hausmann et al. (2016). This model enables the linkage of methane and ethane trend
observations with their respective emission histories. Sect. 3.2.2 introduces the basic concept
and underlying assumptions of this simplified atmospheric model.
3.2.1 Correction of FTIR Pointing Errors
Since solar absorption spectrometers use the sun as a light source, such instruments contain
a device for active tracking of the solar position. In order to meet very high accuracy
requirements, the line of sight of the spectrometer has to be exactly aligned to the center
of the solar disk. However, this continuous alignment is generally prone to inaccuracies.
Tracking errors in the vertical direction cause the air mass observed during the measurement
to differ from the air mass assumed in the trace gas retrieval (Hase, 2000). To a good
approximation, these air mass errors result in equal relative errors in the retrieved trace gas
columns, which might exceed accuracy requirements. In this section, a correction method









Figure 3.1: Schematic representation of the solar disk and the mispointing determination strategy.
Solar line shifts are measured at times with solar axis orientations α1 and α2. The mispointing
vector m is defined by the intersection of lines s1 and s2 parallel to the solar rotation axes a1 and
a2 (adapted from Reichert et al., 2015).
The basic concept of the mispointing determination is illustrated in Fig. 3.1 and explained
in the following. The mispointing vectorm, i.e., the vector from the solar disk center to the
actual pointing coordinates, is fully described by a component parallel and a component
perpendicular to the solar rotation axis. The perpendicular component can be determined
from FTIR spectra by analyzing the rotational Doppler shift of solar absorption lines
(Gisi et al., 2011). The challenge is to calculate the second mispointing vector component.
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Therefore, multiple solar line shift measurements are combined, which are obtained at
different orientations of the solar rotation axis. Each of these shift measurements constrains
the mispointing vector to point to a straight line parallel to the solar rotation axis at a
distance proportional to the measured solar line shift. The intersection coordinates of
these lines define the full mispointing vector. In order to reduce errors due to uncertainties
in solar line shift measurements, it is favorable to use larger sets of measured spectra to
compute a mean mispointing vector. In this case, the mean mispointing is defined by the
mean intersection coordinates of all pairs of measurements selected from a given set of
spectra. Finally, the zenith mispointing component can be derived from the mispointing
vector, which allows us to determine the actual zenith angle of the FTIR line of sight and
the corresponding observed air mass. The main assumption of this concept is that the
mispointing change within the considered time bin is negligible compared to the mispointing
magnitude. Details on the pointing error correction can be found in Reichert et al. (2015).
Here, main focus is put on its application to Zugspitze measurements.
Basically, there are two approaches to apply the pointing error correction scheme:
(i) A priori correction: the trace gas retrieval is repeated using the mispointing corrected
solar zenith angle szacor, which is determined by subtracting the zenith mispointing
component from the apparent solar zenith angle (given by the ray trace calculation).
(ii) A posteriori correction: retrieved trace gas total columns are a posteriori corrected
by multiplication with the air mass correction factor amorg/amcor, where amorg is the
uncorrected air mass and amcor = 1/ cos(szacor) is the mispointing corrected air mass.
Beside the effect on the conversion of slant path to vertical column, the a priori correction
method takes into account that the mispointing has slight influence on the ray tracing in
the forward spectral calculations of the retrieval. These effects are not considered in the
a posteriori method. Furthermore, the a posteriori correction uses an approximative air
mass calculation, which could be replaced by more accurate air mass calculation methods
especially at high solar zenith angles. However, trace gas columns corrected with the a
posteriori approach show good consistency with results from the more sophisticated a priori
approach. Therefore, a posteriori correction is a good approximation for total column
retrievals, while a priori correction should be performed for profile retrievals.
Figure 3.2: Time series of solar line shifts determined from Zugspitze FTIR spectra in the
wavenumber region of 2400–3100 cm−1 (adapted from Reichert et al., 2015).
Due to a non-optimum configuration of the Zugspitze solar tracking optics, tracking accuracy
was significantly degraded in the period from September 2012 to September 2014. In this
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period, Zugspitze FTIR soundings were impacted by mispointing errors and resulting biases
in retrieved trace gas columns. In September 2014, this issue could be resolved by replacing
the quadrant diode by a Camtracker solar tracking system (Gisi et al., 2011). Solar line
shifts derived from the Zugspitze FTIR time series are shown in Fig. 3.2, which clearly
illustrates the period of non-optimum optics configuration. Measurements made with
the more stable pre-September 2012 and post-September 2014 optics configurations show
considerably smaller solar line shifts. Applying the pointing error correction scheme to the
Zugspitze FTIR spectra enables to correct for mispointing induced errors. The uncorrected
and a posteriori corrected column-averaged methane time series are presented in Fig. 3.3.
For the period from September 2012 to September 2014, a mean mispointing in zenith




Figure 3.3: Pointing error correction applied to Zugspitze FTIR measurements: (a) Comparison
of uncorrected and a posteriori corrected XCH4 monthly means and (b) their difference. Vertical
dashed lines mark changes in the optical configuration: off-axis mirror installation in September
2012 and Camtracker setup in September 2014 (adapted from Reichert et al., 2015).
Table 3.1: Validation of pointing error correction: XCH4 trend with 95% confidence intervals
derived from the uncorrected, a posteriori, and a priori corrected time series at Zugspitze and
Garmisch for the time period April 2006 to March 2015.
XCH4 trend (ppb yr
−1) Uncorrected A posteriori corr. A priori corr.
Zugspitze 6.45 [5.84, 7.04] 6.07 [5.55, 6.59] 6.08 [5.56, 6.60]
Garmisch 5.22 [4.77, 5.65] 5.20 [4.74, 5.64] 5.19 [4.74, 5.63]
To validate the pointing error correction method, column-averaged methane trends are com-
pared for uncorrected and corrected time series at Zugspitze (47.42°N, 10.98°E; 2964ma.s.l.)
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and nearby Garmisch site (47.48°N, 11.06°E; 743ma.s.l.). Trend consistency for both sides
was shown for measurements before September 2011 by Sussmann et al. (2012). Table 3.1
compiles trend estimates from April 2006 to March 2015. The Zugspitze XCH4 trend
is reduced from 6.45 [5.84, 7.04] ppb yr−1 to 6.07 [5.55, 6.59] ppb yr−1 when applying the
pointing error correction, while this has only minor impact on the Garmisch trend (i.e., no
major solar tracking issues). Performing the pointing error correction successfully restores
trend consistency between Garmisch and Zugspitze for the considered period.
In this section, the new pointing error correction method was successfully applied to
the Zugspitze methane time series reducing artifacts due to solar tracking inaccuracies.
Zugspitze time series presented in the following (see Sect. 3.3) are generated using the a
priori correction method. The pointing error correction is applicable to solar absorption
measurements in mid-infrared and near-infrared spectral regions. It will be of particular
benefit to refine existing records of high-accuracy-and-precision FTIR soundings for the
purpose of improved greenhouse gas trend analysis and source–sink inversions.
3.2.2 Atmospheric Two-Box Model
To investigate which kind of emissions drive the renewed methane increase since 2007,
long-term observations of methane are combined with observations of ethane, i.e., a tracer
of thermogenic methane emissions. In Sect. 3.4.2 an atmospheric two-box model is applied
to simulate hemispheric time series of column-averaged methane and ethane and link them
to corresponding emission histories. This simplified atmospheric model is described in detail
in this section.
Model Setup. The presented two-box model is based on the work of Aydin et al. (2011)
and Kai et al. (2011). Two well-mixed hemispheres, each with distinct methane and ethane
sources and sinks, are interconnected by interhemispheric exchange with a timescale of about
1 year (Fig. 3.4). Annual growth rates of hemispheric mean column-averaged mole fractions
are determined by hemispheric emissions, chemical loss, and interhemispheric exchange, as
expressed in the following equations for the Northern and the Southern Hemisphere:
dXN
dt













Here, XN and XS are annual mean column-averaged mole fractions in the Northern and
Southern Hemisphere, λ∗ is the tracer atmospheric lifetime, and τex is the interhemispheric
exchange time. EN and ES are total hemispheric tracer emissions (in units of ppb yr
−1).
The latter can be determined from global emissions (Eglob in Tg yr
−1) according to EN =
fN ·Eglob · 2/cem and ES = (1− fN) ·Eglob · 2/cem (with the fraction fN of global emissions in
the Northern Hemisphere and the emission unit conversion factor cem in Tg ppb
−1). Model
parameters applied are summarized in Table 3.2 for methane and in Table 3.3 for ethane.
The parameter uncertainty is given as stated in the cited references or, if not included there,
as a range of literature values. More details are given in the following paragraphs.
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Figure 3.4: Schematic display of the atmospheric two-box model: two well-mixed hemispheres
with methane and ethane sources and sinks and interhemispheric exchange.
Atmospheric Lifetime. The atmospheric lifetimes of methane and ethane are deter-
mined mainly by the rate of OH oxidation, which is the primary sink of atmospheric
methane and ethane. OH concentrations have not shown any large interannual variability
since the late 1970s (IPCC, 2013, p. 167). Therefore, a constant atmospheric lifetime of
methane (8.9± 1.0 years; Turner et al., 2015) and ethane (2.6± 0.6months; Xiao et al.,
2008) is applied in the two-box model. Assuming a constant lifetime implies that potential
interannual variability of OH is projected to the modeled source term (see Bergamaschi
et al., 2013; Dlugokencky et al., 1998). However, Kai et al. (2011) found no significant
difference between two-box model simulations with constant and time-dependent methane
lifetime including the feedback of methane on OH concentrations.
Initial Emissions. In the case of methane, initial global emissions are taken from
top–down emission estimates in the latest IPCC report (IPCC, 2013, p. 507). About 70%
of global methane emissions are located in the Northern Hemisphere (Kai et al., 2011). In
the case of ethane, about 80% of global emissions originate in the Northern Hemisphere
(Xiao et al., 2008). Three ethane source categories are distinguished: fossil fuel extraction
(oil, gas, and coal), biomass burning, and biofuel use. Each ethane source exhibits a
characteristic latitudinal distribution and therefore has a distinct northern hemispheric
emission fraction: fN amounts to 95%, 90%, 81%, and 53%, respectively, for emissions
from oil and natural gas, coal, biofuel use, and biomass burning. Major ethane sources
in the Southern Hemisphere are interhemispheric transport and biomass burning (Xiao
et al., 2008). Initial global ethane emissions are compiled from the following emission
inventories:
(i) Fossil-fuel-related emissions are provided by Schwietzke et al. (2014) including emis-
sions from the extraction of coal (molar ethane-to-methane ratio EMR = 0.5%), oil
(EMR = 21.3%), and natural gas (mean ethane content of 7.3% at a global fugitive
emission rate of 5%). This bottom–up inventory supplies annual emissions up to 2011.
Estimates for the years 2012–2014 are obtained by extrapolation according to the
annual percentage change in the global production of coal (OECD/IEA, 2015) and of
oil and natural gas (US Energy Information Administration, 2015).
(ii) Biomass burning emissions are taken from the Global Fire Emission Database GFED4s
(van der Werf et al., 2010; Giglio et al., 2013) in combination with emission factors
from Akagi et al. (2011).
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(iii) Biofuel use emissions are compiled from the linearly extrapolated activity data in
Fernandes et al. (2007) together with appropriate emission factors from Andreae and
Merlet (2001).
Minor Ethane Emissions. Apart from the major ethane sources described above, minor
ethane emissions originate from oceanic and biogenic sources. These are negligibly small
(Rudolph, 1995; Xiao et al., 2008) and not considered in this thesis. Furthermore, possible
ethane emissions from geologic outgassing are neglected based on the following considerations:
Simpson et al. (2012) state that a large geologic ethane source is unlikely, but more
investigation would be required for confirmation. Recently, Nicewonger et al. (2016) report
preindustrial geologic ethane emissions of 2.2–3.5Tg yr−1, similar to a present-day estimate
by Etiope and Ciccioli (2009). However, the temporal variability of geologic emissions is
poorly known and assuming constant source strength may be reasonable (Nicewonger et al.,
2016). Implementing a two-box model scenario with an additional constant geologic ethane
source does not considerably change (< 0.5%) the derived optimized increase in oil and
natural gas ethane emissions since 2007 (see Sect. 3.4.2). On timescales of glacial–interglacial
transitions fluctuations in geologic emissions are possible in response to variable crustal
loading or continental shelf exposure (Nicewonger et al., 2016). Such long-term variations
can be linearly approximated for the much shorter period considered here (7 years). In a
second scenario, hence, geologic emissions are assumed to linearly increase since 2007. If
this linear increase is chosen strong enough to fully account for the observed positive ethane
trend in 2007–2014, geologic emissions would have to increase by about 190%. An increase
of this strength does not seem to be reasonable and is not evident from review of relevant
literature. Consequently, geologic ethane emissions are not considered as done in several
previous ethane studies (Pozzer et al., 2010; Aydin et al., 2011; Franco et al., 2015).
High-Latitudinal Response Ratios. With the two-box model presented above, hemi-
spheric averages of methane and ethane can be simulated. To compare model output with
Zugspitze and Lauder observations, which are representative of high latitudes (30–90°N or
S), modeled hemispheric means have to be translated to high-latitudinal averages. High-
latitudinal ethane averages respond with different efficiency to changes in ethane emissions
depending on the latitudinal distribution of each ethane source (i.e., fossil fuel and biofuel
ethane emissions are concentrated in northern midlatitudes, biomass burning emissions
primarily originate in the tropics). Response ratios of high-latitudinal ethane averages to
changes in hemispheric means, which were determined by Aydin et al. (2011) for different
ethane sources, are applied in this thesis. In contrast to ethane, methane has a much longer
atmospheric lifetime and therefore a relatively small interhemispheric gradient of about 4%
(Kai et al., 2011) compared to 70% for ethane (Simpson et al., 2012). Consequently, the
gradient between high latitudes and the tropics is relatively weak for methane. Ratios of
high northern latitudinal averages to hemispheric averages amount to 1.02 for methane
(derived from Dlugokencky et al., 2015b) and to 1.38 for ethane (derived from Simpson
et al., 2012). As first approximation, modeled hemispheric methane averages are assumed
to be representative of high-latitudinal averages. This assumption seems to be valid, in
particular, as only total methane emissions are considered avoiding issues with distinct
latitudinal distributions of different methane sources.
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Table 3.2: Uncertainty of methane two-box model parameters and implied trend uncertainty.
Model parameter Reference Parameter range Trend (ppb yr−1)
Lifetime (yr) Turner et al. (2015) 8.9 [7.9, 9.9] 6.21 [5.88, 6.53]
Interh. exchange (yr) Patra et al. (2009) 0.98 [0.55, 1.41] 6.21 [6.10, 6.32]
Conversion cem (Tg ppb
−1) Patra et al. (2011) 2.845 [2.767, 2.870] 6.21 [6.39, 6.16]
NH emission frac. (%) Kai et al. (2011) 0.70 [0.65, 0.75] 6.21 [6.14, 6.28]
Global emission (Tg yr−1):
1980s IPCC (2013, p. 507) 541 [500, 592] 6.21 [7.51, 4.60]
1990s IPCC (2013, p. 507) 554 [529, 596] 6.21 [7.87, 3.42]
2000s IPCC (2013, p. 507) 553 [526, 569] 6.21 [3.55, 7.79]
1980–2010 IPCC (2013, p. 507) all min/max 6.21 [6.51, 3.38]
Table 3.3: Uncertainty of ethane two-box model parameters and implied trend uncertainty (given
in 10−2 ppb yr−1).
Model parameter Reference Parameter range Trend
Lifetime (month) Xiao et al. (2008) 2.6 [2.0, 3.2] 2.27 [1.79, 2.72]
Interh. exchange (yr) Patra et al. (2009) 0.98 [0.55, 1.41] 2.27 [2.11, 2.35]
Conversion cem (Tg ppb
−1) Rudolph (1995) 18 [10, 26] 2.27 [4.08, 1.57]
NH emission fraction (%):
Biomass burning van der Werf et al. (2010) 53 [48, 58] 2.27 [2.26, 2.27]
Biofuel use Xiao et al. (2008) 81 [73, 89] 2.27 [2.26, 2.27]
Coal Schwietzke et al. (2014) 90 [81, 99] 2.27 [2.26, 2.27]]
Oil and gas Schwietzke et al. (2014) 95 [86, 100] 2.27 [2.11, 2.35]
Global emission (Tg yr−1):
Biomass burning van der Werf et al. (2010) ± 65% 2.27 [2.19, 2.34]
Biofuel use Fernandes et al. (2007) ± 75% 2.27 [2.22, 2.31]
Coal Schwietzke et al. (2014) ± 90% 2.27 [2.23, 2.30]
Oil Schwietzke et al. (2014) ± 40% 2.27 [2.19, 2.35]
Gas Schwietzke et al. (2014) ± 50% 2.27 [2.01, 2.53]
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3.3 Long-Term Trend Analysis Results
Time series of monthly mean column-averaged dry-air mole fractions of methane and ethane
are presented in Fig. 3.5 as derived from Zugspitze and Lauder FTIR measurements. In
addition, deseasonalized time series and linear trend estimates are shown. The trend
analysis is performed for two distinct time periods (1999–2006 and 2007–2014), which
correspond to methane trend turning points published in earlier work (e.g., Rigby et al.,
2008; Dlugokencky et al., 2011; Sussmann et al., 2012; IPCC, 2013). Trend analysis results
are compiled in Table 3.4 and can be summarized as follows: the stagnation of methane
growth from 1999 to 2006 and the renewed methane increase since 2007 are consistently
observed at both sites. The positive methane trend since 2007 (6.2 [5.6, 6.9] ppb yr−1 at
Zugspitze; 6.0 [5.3, 6.7] ppb yr−1 at Lauder) persists until the end of 2014 and agrees well
with the reported global surface methane trend (e.g., Dlugokencky et al., 2011; Nisbet et al.,
2014). In the case of ethane, a weakly negative trend is found for the period 1999–2006 with
equal magnitudes at Zugspitze (−0.5 [−1.0, 0.1]× 10−2 ppb yr−1; statistically insignificant)
and Lauder (−0.4 [−0.7, −0.2]× 10−2 ppb yr−1; statistically significant). While this negative
ethane trend persists at Lauder in the period 2007–2014, a trend reversal is observed at
Zugspitze resulting in a statistically significant positive trend of 2.3 [1.8, 2.8]× 10−2 ppb yr−1
for 2007–2014. The ethane trend turning point at the beginning of 2007 is chosen in analogy
to the applied methane trend periods. This choice is corroborated by the minimum (October
2006) in the two-year running mean time series of monthly XC2H6 data.
 (c)  (a) 
 (b)  (d) 
Figure 3.5: Time series of monthly mean column-averaged dry-air mole fractions of (a) methane
and (b) ethane measured at Zugspitze and Lauder. Error bars indicate statistical standard
errors of monthly means (± 3 SE = ± 3 SD /√n with sample size n and standard deviation SD).
Deseasonalized time series of (c) methane and (d) ethane are displayed along with linear trend
estimates (black lines). See Table 3.4 for trend magnitudes (Hausmann et al., 2016).
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Table 3.4: Linear trend estimates and 95% confidence intervals for column-averaged methane
and ethane time series as well as for the resulting interhemispheric gradients (IHG-XCH4 and
IHG-XC2H6, defined as difference of Zugspitze and Lauder time series).
Trend 1999–2006 (ppb yr−1) Trend 2007–2014 (ppb yr−1)
Zugspitze Lauder Zugspitze Lauder
Methane 0.8 [0.0, 1.6] 1.3 [0.6, 1.9] 6.2 [5.6, 6.9] 6.0 [5.3, 6.7]
Ethane (× 10−2) −0.5 [−1.0, 0.1] −0.4 [−0.7,−0.2] 2.3 [1.8, 2.8] −0.4 [−0.6,−0.1]
IHG-XCH4 −0.6 [−1.9, 0.5] 0.7 [−0.4, 1.8]
IHG-XC2H6 (× 10−2) 0.1 [−0.5, 0.7] 2.7 [2.1, 3.3]
Annual Growth Rates. Figure 3.6 presents annual growth rates of column-averaged
methane and ethane derived from Zugspitze and Lauder time series. Interannual variability
of annual growth rates is lower in the 2007–2014 period compared to the 1999–2006 period
in all cases with the exception of the Lauder ethane time series (low variability over the full
time period). In the 2007–2014 period methane growth rates at Zugspitze and Lauder are
generally positive and increasing, while oscillating around zero before. Consistent with the
results of Nisbet et al. (2015), an extraordinarily high methane growth rate is observed at
Zugspitze in 2014 (13.1 ppb yr−1). In contrast, methane and ethane growth rates at Lauder





Figure 3.6: Annual growth rates of (a) column-averaged methane and (b) ethane observed at
Zugspitze as well as growth rates for (c) methane and (d) ethane observed at Lauder. Annual
increases (filled circles) are calculated as the difference between two consecutive annual means.
Annual running mean growth rates are depicted as solid lines (Hausmann et al., 2016).
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Trends and Biomass Burning Events. Derived methane and ethane trends could be
affected by the interannual variability of biomass burning emissions, especially if strong
biomass burning events occur at the beginning or end of the considered time period. This
influence on Zugspitze and Lauder time series is investigated using the presented annual
ethane growth rates (see Fig. 3.6). Ethane growth rates at Zugspitze are mostly positive in
the 2007–2014 period and mostly negative in the 1999–2006 period with exception of the
years 2002 and 2003. This strong ethane growth could be related to boreal biomass burning
events in this time period (Simmonds et al., 2005; Simpson et al., 2006). A similar pattern
is observed in 2012 and 2013, which is possibly also caused by a biomass burning emission
peak in boreal Asia as reported in the Global Fire Emission Database GFED4s (Giglio et al.,
2013). At Lauder, relatively high ethane column-averaged mole fractions and associated
higher growth rates are observed in October and November 2010 (see Figs. 3.5 and 3.6).
Similar peaks in late 2010 are present in the time series of total columns of biomass burning
tracers HCN and CO at Lauder. This suggests that a biomass burning event caused these
high ethane observations. Biomass burning emission data from the Global Fire Emission
Database reveal no strong fire activity in 2010 within the region of Australia and New
Zealand. In contrast, the monthly burned area record is exceptionally large for August and
September 2010 in Southern Hemisphere South America, probably connected to a strong La
Nin˜a event. Related biomass burning emissions can be convected to the upper troposphere
and transported by westerly winds to New Zealand within 1–2 weeks (Rinsland et al., 1998,
2001; Staudt et al., 2002). The dominance of such transport patterns during the respective
measurement period in 2010 is confirmed using backward trajectories (Stein et al., 2015;
available at http://ready.arl.noaa.gov/HYSPLIT traj.php). In summary, strong biomass
burning events introduce interannual variability in the presented ethane and methane time
series but should not have major effects on trend estimates as they primarily occur in the
middle of the considered time periods and not at their beginning or end. Furthermore,
there are no indications for a strong positive trend in biomass burning emissions over the
considered time period (see Sect. 3.4.1).
Interhemispheric Gradients. A sensitive tool to locate changing emissions is the study
of trends in spatial gradients of methane and ethane. The interhemispheric gradient
(IHG) is defined as the difference between northern and southern high-latitude averages
(30–90°N/S) of methane (IHG-XCH4) and ethane (IHG-XC2H6), respectively. Assuming
that Zugspitze (Lauder) observations are representative of the northern (southern) high-
latitude XCH4 and XC2H6 averages, IHG-XCH4 and IHG-XC2H6 can be calculated as
difference in monthly mean time series between Zugspitze and Lauder. This assumption
is supported by the following argumentation: ethane is approximately well-mixed in high
northern and southern latitudes (Aydin et al., 2011) as its lifetime of 2.6 months (Xiao
et al., 2008) exceeds zonal mixing timescales of about 2 weeks (Williams and Koppmann,
2007). Methane has an even longer lifetime of about 9 years (Prather et al., 2012) and is
therefore well-mixed north of 30°N and in the Southern Hemisphere (Simpson et al., 2002;
Saito et al., 2012). Trend analysis for the interhemispheric gradients reveals no significant
trend for IHG-XCH4 in both time periods considered, while the trend of IHG-XC2H6 is
statistically insignificant in 1999–2006 and becomes significantly positive in 2007–2014 (see
Table 3.4). In relation to methane emissions, findings on the trend behavior of ethane and its
interhemispheric gradient can be interpreted as follows. Ethane sources are predominantly
located in the Northern Hemisphere (80% of global emissions). In contrast to methane,
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ethane cannot completely mix over both hemispheres, as its lifetime is short compared
to the interhemispheric exchange time of approximately 1 year (Tans, 1997; Aydin et al.,
2011). Ethane concentrations have continuously declined since the 1980s, which can be
explained by reduced fossil-fuel-related emissions (Aydin et al., 2011; Simpson et al., 2012;
Helmig et al., 2014). Negative ethane trends for 1996–2006 are also reported by Angelbratt
et al. (2011) from FTIR observations at four European NDACC stations. Due to the
high altitude of Zugspitze observatory (2964ma.s.l.), the Zugspitze time series represents
the background conditions of free tropospheric ethane influenced by long-range emission
transport. The recent ethane trend reversal identified at the Zugspitze observatory is
similarly observed at the high-altitude NDACC station of Jungfraujoch, Swiss Alps (Franco
et al., 2015). Furthermore, long-term in situ measurements in the US show increasing
ethane concentrations over the past years linked with increasing natural gas production
(Vinciguerra et al., 2015). Overall, these time series point to a recent ethane increase in the
Northern Hemisphere, which was recently confirmed by global surface ethane measurements
(Helmig et al., 2016). Consistent with observations in Lauder, a continuing ethane decline is
observed at two other NDACC FTIR stations in the Southern Hemisphere: the total-column
ethane trend is significantly negative in 1999–2006 and weakly negative but not significant
for 2007–2014 in Arrival Heights, Antarctica (Zeng et al., 2012). A similar trend behavior
has been observed at Wollongong, Australia (N. Jones, pers. comm., 2015).
Overall, the significant positive trend of IHG-XC2H6 for 2007–2014 suggests increasing
ethane emissions in the Northern Hemisphere, where most fossil-fuel-related ethane sources
are located. Using ethane as a tracer for thermogenic methane emissions, the presented
simultaneous increase in methane and ethane in the Northern Hemisphere since 2007 points
to a potential contribution of thermogenic methane sources to the methane burden increase
since 2007.
3.4 Contribution of Oil and Gas Emissions
3.4.1 Ethane-to-Methane Ratio Analysis
Thermogenic and biogenic methane sources can be separated using their ethane-to-methane
emission ratios (Schoell, 1980). While there are no associated ethane emissions during
microbial methanogenesis, ethane is emitted together with methane from thermogenic
sources, i.e., primarily from fossil fuel extraction. The molar ethane-to-methane ratio
(EMR) is larger than 1.0% for largely thermogenic methane sources (Kang et al., 2014;
Yacovitch et al., 2014), whereas biogenic sources are characterized by EMR values below
0.1% (Taylor et al., 2000; Jackson et al., 2014). For atmospheric measurements in spatial
and temporal proximity to an emission source, the molar ethane-to-methane ratio of this
source (EMRsrc) can be determined from the linear regression slope in a scatterplot of
ethane against methane mole fractions. This technique has been applied in several studies
to compare ethane-to-methane ratios of atmospheric measurements with ratios in nearby
natural gas pipelines (e.g., Wennberg et al., 2012).
Scatterplots of deseasonalized monthly mean XCH4 and XC2H6 at Zugspitze and Lauder are
shown in Fig. 3.7 for the periods 1999–2006 and 2007–2014. Table 3.5 summarizes results of
the linear regression and correlation analysis. A significant ethane–methane correlation with
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a coefficient of determination (R2) of 0.44 is derived for the 2007–2014 period at Zugspitze,
while no significant correlation is found for the 1999–2006 period at Zugspitze and for either
period at Lauder. The regression slope for the 2007–2014 data at Zugspitze amounts to
0.31± 0.07% (uncertainty given as twice the standard deviation SD, i.e., ± 2× SD) and is
significantly larger than 0.1%. In contrast, slopes do not significantly differ from zero for
1999–2006 at Zugspitze and for either period at Lauder.
(b) (a) 
Figure 3.7: Scatterplots of monthly mean column-averaged ethane and methane derived from
deseasonalized time series at Zugspitze (green) and Lauder (red) for the time periods of (a)
1999–2006 and (b) 2007–2014. Solid (dashed) lines show linear regression results (uncertainty
range of ± 2 SD). Statistics are summarized in Table 3.5 (Hausmann et al., 2016).
Table 3.5: Ethane–methane correlation analysis and linear regression results.
1999–2006 2007–2014
Zugspitze Lauder Zugspitze Lauder
Number of monthly means n 80 89 93 65
Pearson’s correlation coefficient R −0.03 0.14 0.66 −0.21
Quality measure R ·(n− 2)/(1−R2) −0.27 1.31 8.45 −1.71
t value for 99% confidence level 2.64 2.63 2.63 2.66
Sign. correlation (99% confidence)? no no yes no
Linear regression slope −0.02% 0.05% 0.31% −0.04%
Uncertainty (± 2 SD) ± 0.16% ± 0.08% ± 0.07% ± 0.04%
As the measurements analyzed here represent background conditions (i.e., are not observed
in close proximity to sources), it is not possible to directly infer the ethane-to-methane
ratio of the source from the regression slope. Methane and ethane time series measured
at remote sites are subject to long-term trends of emissions, photochemical loss (reaction
with OH), and mixing during atmospheric transport. Background ethane-to-methane ratios
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(EMRbg) can therefore differ significantly from the original source emission ratio (Borbon
et al., 2013; Yokelson et al., 2013) and are likely smaller than EMRsrc due to the different
lifetimes of methane and ethane (Wang and Zeng, 2004; Parrish et al., 2007). Nevertheless,
a rough estimate of the source ethane-to-methane ratio can be obtained using a simple
heuristic model: in a well-stirred reactor, emission pulses are instantaneously mixed in the
troposphere followed by first-order chemical loss in the well-mixed troposphere (Parrish et al.,
2007). The source ethane-to-methane ratio can then be inferred from the measured EMRbg
and the rate constants for the reaction with OH (kC2H6 = 1.83× 10−13 cm3molecule−1 s−1
and kCH4 = 3.68× 10−15 cm3molecule−1 s−1; Sander et al. (2011)):
EMRsrc = EMRbg · kC2H6/kCH4 (3.3)
This simplification is applicable as methane and ethane are long-lived compared to the
period of about 30 days required for the complete dispersion of an emission pulse throughout
the hemispheric troposphere (Parrish et al., 2007). As a first approximation, such long-lived
trace gases can mix within a hemisphere so that details of transport and mixing become
unimportant (Stohl et al., 2002), especially if looking at monthly or annual means. Assuming
a constant source emission ratio during 2007–2014 and applying the well-stirred reactor
model, the EMRbg determined from the Zugspitze regression slope (0.31± 0.07%, ±2× SD
uncertainty) translates to an EMRsrc of 12–19%. This is within the EMR value range of
1–25% known to be typical for oil and gas production emissions (Xiao et al., 2008), while
coal mining emissions exhibit lower EMR values of below 1% (Xiao et al., 2008; Schwietzke
et al., 2014).
The derived EMR range (12–19%) would also be in line with a potential contribution from
biomass burning emissions (EMR = 4–18%; Akagi et al., 2011). However, there are no
indications for a strong positive trend in biomass burning emissions during 2007–2014 that
could have caused the observed ethane increase since 2007: biomass burning emissions
from the Global Fire Emission Database GFED4s (van der Werf et al., 2010; Giglio et al.,
2013) modestly decrease during 2007–2014 (5-year averages of global CH4 biomass burning
emissions amount to 14.2Tg yr−1 for 2007 and 13.4Tg yr−1 for 2012). Furthermore, columns
of the biomass burning tracer CO do not exhibit a significant trend during 2007–2014
(−4.6 [−10.0, 1.0]× 1015molecules cm−2 yr−1; 95% confidence interval) as determined from
the Zugspitze FTIR time series. Consistent results are obtained at the high-altitude
NDACC FTIR station of Jungfraujoch (Swiss Alps, 46.5°N), where neither biomass burning
tracer CO and HCN present an upturn in this time period (Franco et al., 2015). The
2007–2014 trend of CO and HCN total columns at Jungfraujoch amounts to −5.2 [−10.1,
−0.3]× 1015molecules cm−2 yr−1 and 0.003 [−0.029, 0.033]× 1015molecules cm−2 yr−1, re-
spectively. These trend estimates are determined via the bootstrap method from Jungfrau-
joch data available from the NDACC database (E. Mahieu, pers. comm., 2015; the CO
time series is an extension of Dils et al., 2011).
In summary, methane and ethane time series are significantly correlated for the period
from 2007 to 2014 at Zugspitze. The regression slope can be used to derive a source
ethane-to-methane ratio which corresponds to thermogenic methane emissions from oil and
natural gas sources. In contrast, no significant ethane–methane correlation is found for
Zugspitze data during 1999–2006 and for Lauder data in both periods. Consequently, it can
be concluded that thermogenic methane fugitive emissions from fossil fuel production and
distribution have significantly contributed to the renewed methane increase since 2007.
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3.4.2 Optimized Emission Scenarios
To quantify the contribution of thermogenic methane emissions from growing oil and
natural gas industries to the renewed methane increase since 2007, it is proceeded as
follows: First, the ethane emission change that is necessary to explain the positive ethane
trend observed at Zugspitze since 2007 is determined using an atmospheric two-box model.
These additional ethane emissions not included in the emission inventories are then fully
attributed to growing emissions from oil and natural gas exploitation. As a second step, a
reasonable ethane-to-methane ratio for oil and natural gas emissions is applied to quantify
the associated thermogenic methane emission increase and relate it to the total methane
emission increase during 2007–2014.
Two-Box Model Simulation. Hemispheric column-averaged methane and ethane time
series are simulated with the help of the atmospheric two-box model described in detail in
Sect. 3.2.2. The two-box model enables the linkage of the 2007–2014 trend observations at
Zugspitze and Lauder with the respective emission histories of ethane and methane. Our
knowledge for developing accurate initial emission inventories is incomplete. Therefore,
simulated and observed time series of atmospheric methane and ethane mole fractions
are likely to diverge. In order to reconstruct the observed 2007–2014 trend of XCH4 and
XC2H6 using the atmospheric two-box model, an optimized emission scenario is developed
by minimizing the difference between modeled and observed trends at Zugspitze. The
modeled trend is determined from the modeled annual methane or ethane time series by
linear regression. Annual global emissions from 2007 to 2014 are optimized by adding a
linear emission growth since 2007 to the initial emission history, i.e.,
ECH4, tot, opt(t) = ECH4, tot, ini(t) + (t− t0) sCH4 (3.4)
EC2H6, oil& gas, opt(t) = EC2H6, oil& gas, ini(t) + (t− t0) sC2H6 (3.5)
where ECH4, tot, opt(t) and EC2H6, oil& gas, opt(t) are optimized annual global emissions of
methane and of ethane from the oil and gas industry in Tg yr−1. Initial annual global
emissions are denoted as ECH4, tot, ini(t) and EC2H6, oil& gas, ini(t) with year t ∈ [2007, 2014],
reference year t0 = 2006, and linear emission growth rates sCH4 and sC2H6 .
The choice of a linear emission increase in the model is motivated by the largely linear
growth of fossil fuel production, which implies a linear ethane emission increase from this
sector. Additionally, the positive ethane trend since 2007 can only be reproduced by a
continuous emission increase, as the relatively short atmospheric lifetime of ethane prevents
it from accumulating over the years. In contrast, the 2007–2014 methane increase could
be modeled using a methane emission step change in 2007. This would result in a linear
methane increase in the following years due to its longer lifetime. However, at least the
thermogenic part of methane emissions has to exhibit a linear increase as associated to a
linear ethane emission increase.
Optimized Emission Increase 2007–2014. The emission optimization procedure de-
scribed above provides us with the following estimates of the increase in emissions over the
2007–2014 period required to explain observed methane and ethane trends:
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(i) The total methane emission increase ∆ECH4, tot, opt from 2007 to 2014 causing the
observed positive methane trend.
(ii) The overall increase in oil and natural gas ethane emissions ∆EC2H6, oil& gas, opt from
2007 to 2014 necessary to explain the ethane increase observed at Zugspitze.
The latter is associated to a methane emission increase, which can be determined using a
reasonable ethane-to-methane ratio of oil and gas emissions. Finally, the contribution C
of oil and natural gas emissions to the recent methane increase since 2007 can be inferred
as ratio of the increase in oil and gas methane emissions to the total methane emission
increase in 2007–2014:
C =
∆EC2H6, oil& gas, opt · EMR−1
∆ECH4, tot, opt ·MC2H6/MCH4
(3.6)
Here, EMR is the assumed molar ethane-to-methane ratio for oil and gas emissions and
MC2H6/MCH4 the molar mass ratio of ethane and methane (30 gmol
−1/16 gmol−1).
Oil and Gas Emission Scenarios. Three emission scenarios are considered, each charac-
terized by a distinct ethane-to-methane ratio range of the oil and natural gas emissions:
(i) Scenario 1: attribution to a combination of oil and natural gas emissions with
EMR = 7.0–16.2% (i.e., ranging from the upper bound of natural gas EMR values to
the lower bound of oil-related EMR values)
(ii) Scenario 2: complete attribution to oil-related emissions with EMR = 16.2–31.4%
(iii) Scenario 3: complete attribution to natural gas sources with EMR = 4.4–7.0%
With the approach presented here, oil and natural gas sources cannot be distinguished. As
reliable information on the ratio of oil-related emissions to natural gas emissions is missing, a
plausible EMR for combined oil and natural gas emissions has to be assumed. While scenario
1 is considered as most reasonable reference scenario, scenario 2 and 3 represent two extreme
limiting cases. EMR ranges are taken from Schwietzke et al. (2014) and are originally
given as mass-based methane-to-ethane ratios (MER) in units of TgCH4 (TgC2H6)
−1. For
reasons of consistency with Sect. 3.4.1, MER values are converted to molar EMR ranges
with EMR = MER−1 ×MCH4/MC2H6 × 100%. The corresponding MER ranges of the
presented emission scenarios amount to MER = [3.3, 7.6] in scenario 1, MER = [1.7, 3.3] in
scenario 2, and MER = [7.6, 12.1] in scenario 3.
Uncertainty Analysis. Uncertainties of the estimated optimized emission changes for
2007–2014 (∆ECH4, tot, opt and ∆EC2H6, oil& gas, opt) are determined using a perturbation ap-
proach. Respective lower and upper bound estimates are inferred from separate two-box
model runs with all model parameters either set to the lower or the upper bound of their
uncertainty ranges (see Tables 3.2 and 3.3), in order to maximize or minimize the modeled
trend. Consequently, the uncertainty range (2.5th–97.5th percentile) of the oil and natu-
ral gas contribution C is derived using a Monte Carlo simulation: 106 random samples
are drawn from normally distributed EMR values and from lognormal distributions of
∆EC2H6, oil& gas, opt and ∆ECH4, tot, opt (parameter ranges are interpreted as 3×SD intervals
of the distributions).
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Emission Optimization Results. Fig. 3.8 illustrates the results obtained by two-box
model simulations described in the previous paragraphs. Modeled methane and ethane
time series are shown for high northern and southern latitudes (HNL: 30–90°N, HSL: 30–
90° S) in Fig. 3.8a and Fig. 3.8b. Prior global methane and ethane emission inventories are
depicted in Fig. 3.8c together with the optimized emission scenario for 2007–2014 (including





Figure 3.8: Methane and ethane two-box model: monthly mean column-averaged (a) methane
and (b) ethane from Zugspitze and Lauder FTIR observations. Modeled annual means of XCH4
and XC2H6 are shown for high northern and southern latitudes (HNL, HSL) after emission
optimization (solid lines) and with prior emissions (dashed lines). An overall offset is applied
to the modeled time series to fit the observed average for 2007–2014. (c) Emission scenario for
2007–2014: optimized global emissions of methane (“CH4 total opt.”, left y-axis) and ethane
from oil and natural gas sources (“C2H6 oil & gas opt.”, right y-axis). For comparison, the
corresponding initial emission histories are displayed along with prior ethane emissions of all
considered source categories (Hausmann et al., 2016).
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Positive methane and ethane trends observed in the 2007–2014 period correspond to an opti-
mized 2007–2014 increase in global methane emissions of ∆ECH4, tot, opt = 24–45Tg yr
−1 and
an optimized increase in ethane oil and gas emissions of ∆EC2H6, oil& gas, opt = 1–11Tg yr
−1.
Thermogenic methane emissions from oil and natural gas production significantly contribute
to the renewed methane increase since 2007 for all three considered emission scenarios. The
95% confidence interval of the oil and gas contribution C amounts to:
(i) C = [39, 160]% for scenario 1 (oil and gas emission combination)
(ii) C = [18, 72]% for scenario 2 (only oil-related emissions)
(iii) C = [73, 280]% for scenario 3 (pure natural gas sources)
The most reasonable case is represented by assumptions of reference scenario 1. Scenarios 2
and 3 are only considered as limiting cases and should not be perceived as realistic settings.
The lower boundary of these confidence intervals provides an estimate for the minimum
contribution of oil and natural gas emission to the renewed methane increase. The upper
boundaries exceeding 100% are physically not meaningful and not taken into further
consideration.
Methane Emission Increase (2007–2014). The total methane emission increase over
the 2007–2014 period estimated from two-box model simulations (∆ECH4, tot, opt = 24–
45Tg yr−1) agrees well with estimates of previous studies. Bergamaschi et al. (2013)
report a methane emission increase by 16–20Tg yr−1 for 2007–2010 compared to 2003–2005.
Kirschke et al. (2013) find a methane emission increase of 17–22Tg yr−1 from 2005 to
2010, which is probably low-biased due to few observations at the end of the 2010 5-year
average. A methane emission increase of 22–18Tg yr−1 between 2005 and 2009 (3-year
average) is derived from emissions estimated with CarbonTracker-CH4 (Bruhwiler et al.,
2014; available at www.esrl.noaa.gov/gmd/ccgg). All of these literature estimates can be
extrapolated to the period 2007–2014 assuming constant emission growth over this period.
Estimates of the overall emission increase from 2007 to 2014 amount to 25–31Tg yr−1,
24–31Tg yr−1, and 20–56Tg yr−1 as extrapolated from the estimates in Bergamaschi et al.
(2013), Kirschke et al. (2013), and Bruhwiler et al. (2014), respectively. These overall
2007–2014 emission changes are defined as the difference between global methane emissions
in 2014 and in 2007 assuming linear emission growth over this period. These estimates are
to be distinguished from an instantaneous source–sink imbalance in a certain year derived
from the annual methane growth rate in that year using an atmospheric one-box model
and a mole-fraction-to-mass conversion factor (Dlugokencky et al., 1998). According to this
approach a methane growth rate of about 6 ppb yr−1 can be translated to a source–sink
imbalance of 16Tg yr−1 (Dlugokencky et al., 2015a). A corresponding emission step change
in 2007 implemented in the two-box model could be used to simulate the observed methane
increase since 2007 (which is not the case for ethane). After such an emission step change a
new steady state is approached on a timescale comparable to the atmospheric lifetime of
methane.
Discussion on Oil and Gas Emission Optimization. The emission optimization
approach presented in the previous paragraphs considers ethane emissions only from oil and
natural gas sources, which implies to attribute additional ethane emissions (compared to
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emission inventories) completely to increasing oil and natural gas sources. This approxima-
tion can be justified by several arguments compiled in following. The long-term variability
of ethane is dominated by changes in its fossil fuel sources (Aydin et al., 2011). Furthermore,
there is no evidence pointing to a long-term increase in biomass burning or biofuel use
emissions that is sufficiently strong to explain the observed ethane trend (see discussion in
Sect. 3.4.1). The biomass burning emission inventory applied in this study (GFED4s) is
based on satellite-derived estimates of burned area together with biogeochemical modeling
(van der Werf et al., 2010). Such top–down emission inventories can be considered to be
more reliable than bottom–up inventories (Nisbet and Weiss, 2010), such as the applied
fossil fuel emission inventory (Schwietzke et al., 2014). Furthermore, the inventory of
Schwietzke et al. (2014) is available only until 2011 and extrapolated to 2012–2014 using
global fossil fuel production data (see Sect. 3.2.2), while GFED4s data are available up to
2014. Coal mining emissions may have significantly contributed to the methane increase
since 2007 (Bergamaschi et al., 2013) but play a minor role in the ethane emission increase
which cannot be fully explained by coal-related emissions. The approach using ethane as
constraint for thermogenic methane emissions is not fully suitable to quantify the methane
emission increase from coal mining. This is due to the fact, that coal emissions exhibit
very low ethane-to-methane ratios (EMR = 0.01–1.07%; Xiao et al., 2008; Schwietzke
et al., 2014) and a substantial proportion of biogenic methane emissions (EMR< 0.1%),
which have almost no associated ethane emissions. Nevertheless, the global coal production
growth of 22% since 2007 (US Energy Information Administration, 2015) is accounted for
in prior ethane emissions applied for coal mining (see Sect. 3.2.2).
In this section, the observed positive ethane trend in the Northern Hemisphere is related to
a linear ethane emission increase from oil and natural gas extraction. The associated oil and
natural gas methane emission increase for 2007–2014 can be determined using a realistic
ethane-to-methane ratio. It is shown that growing thermogenic methane emissions from
oil and natural gas sources significantly contribute to the total methane emission increase
since 2007. An oil and natural gas emission contribution of at least 39% (95% confidence
level) is found for the reference emission scenario (combined oil and gas emissions) and a
contribution of at least 18% for the limiting case of pure oil emissions.
3.5 Conclusions
In this chapter, it was demonstrated that long-term observations of column-averaged ethane
within the NDACC FTIR framework provide a valuable constraint on the source attribution
of methane emission changes. Harmonized time series of column-averaged dry-air mole
fractions of methane and ethane were presented for Zugspitze (47°N, 11°E) and Lauder
(45° S, 170°E), representative of high northern and southern latitude background conditions.
Long-term trend analysis revealed consistent changes of methane concentrations in both
hemispheres: the period of stagnating methane growth from 1999 to 2006 is followed by a
renewed methane increase since 2007 continuing through 2014. The 2007–2014 period is
characterized by a growth in column-averaged methane of 6.2 [5.6, 6.9] ppb yr−1 at Zugspitze
and 6.0 [5.3, 6.7] ppb yr−1 at Lauder (95% confidence intervals). In the case of ethane, a
trend reversal in 2007 followed by a significant positive trend of 2.3 [1.8, 2.8]× 10−2 ppb yr−1
since 2007 is observed in northern high latitudes at Zugspitze, in contrast to a continuing
decline (−0.4 [−0.6, −0.1]× 10−2 ppb yr−1) in southern high latitudes.
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For the time period of renewed methane increase (2007–2014), evidence was derived that
the underlying overall source ethane-to-methane ratio corresponds to typical emission ratios
of oil and gas production sources (assuming a constant emission ratio for this time period
and well-mixed hemispheres). Optimized global methane and ethane emission scenarios
for 2007–2014 were derived, which are consistent with trend observations at Zugspitze and
Lauder. An ethane emission increase of 1–11Tg yr−1 (total increase between 2007 and
2014) from the oil and natural gas sector is necessary to reconstruct the positive ethane
trend at Zugspitze. The methane emission increase associated was determined using three
different assumptions of ethane-to-methane ratios: an oil and gas source mixture with
EMR = 7.0–16.2% (scenario 1), pure oil sources with EMR = 16.2–31.4% (scenario 2), and
natural gas sources with EMR = 4.4–7.0% (scenario 3). The methane emission increase
derived for 2007–2014 as constrained by the ethane emission history can then be related
to the total methane emission increase of 24–45Tg yr−1, which is necessary to explain the
methane trend observed in 2007–2014. This analysis yields a significant contribution of
emissions from oil and natural gas production to the renewed methane increase since 2007.
At 95% confidence level, the increase in these thermogenic methane emissions accounts
for at least 39% (scenario 1, assuming a mixture of oil and natural gas sources), at least
18% (scenario 2, assuming pure oil sources), or at least 73% (scenario 3, assuming pure
gas sources) of the renewed methane increase.
For verification of these results, more sophisticated source–sink inversion are to be conducted
using full 3-D chemical transport models to simulate atmospheric methane and ethane
trends. Further information on the emissions causing positive methane trends can be gained
from methane isotope observations, particularly in combination with ethane measurements.
The findings presented indicate the direction for further source attribution studies of the
renewed methane increase and provide basic knowledge for developing effective methane
emission reduction strategies.
Chapter 4
Water Vapor and its Isotopes as
Transport Tracer
4.1 Introduction
Water vapor is of fundamental importance in the climate system of our Earth. As dominant
greenhouse gas it accounts for about 60% of the natural greenhouse effect (Kiehl and
Trenberth, 1997; Harries et al., 2008). The Earth’s energy budget is closely linked to the
global water cycle which effectively redistributes energy by latent heat transport (Stephens
et al., 2012; Wild et al., 2013). However, relevant processes determining the interaction
between atmospheric humidity, circulation, and climate are still not completely understood
(e.g., cloud feedback mechanisms). A major challenge in climate modeling remains to
accurately represent the response of the hydrological cycle and general circulation patterns
to climate change (Bengtsson et al., 2014; Bony et al., 2015).
Large-scale circulation patterns in the northern midlatitudes are dominated by prevailing
westerly winds. Extratropical cyclones and deep convective systems facilitate transport of
water vapor from moisture sources to higher altitudes and latitudes. Along these major
transport pathways also other trace gas signatures and pollution plumes can travel over
long distances from source to receptor regions – possibly even to other continents (e.g.,
Stohl, 2001; Stohl et al., 2002). Transported species of predominantly natural origin include,
among others, volcanic ash (e.g., Trickl et al., 2013), biomass burning aerosols (e.g., Forster
et al., 2001; Wotawa et al., 2001; Damoah et al., 2004; Fromm et al., 2010; Trickl et al.,
2015), pollen (e.g., Jochner et al., 2015), mineral dust (e.g., Husar, 2004; Papayannis et al.,
2008; Trickl et al., 2011; Israelevich et al., 2012), and stratospheric ozone (e.g., Beekmann
et al., 1997; Sˇkerlak et al., 2014). Relevant anthropogenic tracers are, e.g., aerosols, carbon
monoxide, ozone, and its precursors. Such transport events impact climate, air quality, and
human health in the receptor regions and are highly relevant for agreements on emission
regularizations (Holloway et al., 2003; TF-HTAP, 2010).
Research on long-range transport to Central Europe has a long history at high-altitude
observatories, such as Zugspitze or Jungfraujoch, which offer a unique opportunity to
monitor free tropospheric conditions. Transport studies using lidar (light detection and
ranging) and in situ measurements combined with transport modeling identified three main
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long-range transport patterns to Central Europe. First, intercontinental transport from
North America effectively carries anthropogenic emissions within 3–10 days to the European
middle troposphere after lifting by warm conveyor belts (Stohl and Trickl, 1999; Trickl
et al., 2003). Second, intercontinental transport from Northern Africa imports Saharan
mineral dust into Europe in 5–15 events per year (Papayannis et al., 2008; Flentje et al.,
2015). Third, stratosphere–troposphere transport facilitates intrusions of dry, ozone-rich
air into the Central European troposphere after typically descending 3–15 days from the
lowermost stratosphere (Stohl et al., 2003; Trickl et al., 2010, 2014, 2015, 2016).
Valuable information on tropospheric moisture pathways (and associated transport of other
tracers) is provided by measurements of water vapor and its isotopes (Strong et al., 2007;
Gonza´lez et al., 2016; Schneider et al., 2016). The isotopic composition of atmospheric water
vapor is modified during phase transitions (evaporation, condensation, and sublimation)
due to fractionation processes caused by isotopic mass differences (Dansgaard, 1964). The
main source of water vapor in the atmosphere is evaporation from the ocean surface. Sub-
sequently, air masses are transported to regions of lower temperatures, where condensation
or sublimation occurs together with associated rainout. These processes cause the air mass
to become increasingly dehydrated and depleted in the heavier isotope HDO. Resulting
large-scale isotope effects (e.g., Worden et al., 2007; Christner, 2015) include increasing
HDO depletion with higher latitudes (latitude effect), with higher altitudes (altitude effect),
and with increasing distance from oceans (continental effect). The relative HDO content of
water vapor is typically expressed in terms of δD which is defined as relative deviation of







where VMRHDO and VMRH2O are volume mixing ratios of HDO and H2O and RSMOW =
3.1152× 10−4 is the HDO-H2O ratio of Standard Mean Ocean Water (Craig, 1961). In the
following, also columnar water vapor and δD values are applied: integrated water vapor
(IWV) is the H2O total column multiplied by 3.345× 10−21mm(molecules cm−2)−1 and
column-based δD (δDcol) is calculated using the ratio of total columns in Eq. (4.1).
So far, research on long-range transport to Central Europe has mainly been based on
investigations or field campaigns of special transport events combining observations of
conventional tracers (such as ozone, aerosols, and humidity) at few sites. This classical
approach is not sufficient to fully capture complex transport mechanisms within the
global hydrological cycle. With the advance of water vapor isotope remote sensing, a
new promising transport tracer has become available (i.e., consistent H2O-δD data). Only
recently, tropospheric water vapor isotope data sets were derived from satellite remote
sensing measurements (Worden et al., 2006; Schneider and Hase, 2011; Lacour et al., 2012;
Boesch et al., 2013; Frankenberg et al., 2013; Sutanto et al., 2015). Additionally, within the
project MUSICA, retrieval methods were developed to infer tropospheric H2O-δD profiles
from ground-based mid-infrared FTIR measurements (Barthlott et al., 2017; Schneider et al.,
2016) operated within NDACC. Retrieving H2O-δD time series from globally distributed
operational NDACC sites will provide us with a vast transport tracer data set that has to
be exploited to gain a more comprehensive picture of atmospheric moisture transport. As
these transport processes can be associated with the dispersion of natural or anthropogenic
emissions, this is of particular interest for emission regularization policies and human health
issues (e.g., air pollution, pollen distribution). Additionally, analysis of H2O-δD data will
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yield further insight into the coupling of the hydrological cycle with general circulation
patterns, urgently needed to improve our understanding of climate change.
The goal of the investigations presented in this chapter is to evaluate new possibilities in
transport research, which are provided by long-term consistent H2O-δD observations. The
results were published in Hausmann et al. (2017). The latest H2O-δD retrieval version (see
Sect. 2.2.2) is applied to an exemplary midlatitude NDACC FTIR site (i.e., Mt. Zugspitze).
The resulting update of the Zugspitze water vapor time series (Sussmann et al., 2009)
including isotopic information is presented in Section 4.2. Based on this data set, moisture
pathways to the Central European free troposphere are identified using backward trajectories
and δD outlier analysis (Sect. 4.3.1). The main task is to identify distinct H2O-δD signatures
for long-range transport patterns (Sect. 4.3.2) and combine the results with conventional
transport tracers from lidar and in situ measurements (Sect. 4.3.3). Finally, a summary is
given in Section 4.4 along with the conclusions drawn.
4.2 Long-Term H2O-δD Time Series at Zugspitze
A decadal time series of water vapor and its isotopes (2005–2015) is derived from ground-
based solar absorption FTIR measurements obtained at Mt. Zugspitze (47.42°N, 10.98°E;
2964ma.s.l.). This high-altitude observatory is mostly located above the moist boundary
layer or just below its upper edge (Carnuth et al., 2002). Consequently, sampled air masses
are representative of free tropospheric background conditions over Central Europe. Details
on the Zugspitze FTIR instrument are given in Section 2.2.1. Observed high-resolution
mid-infrared FTIR spectra provide information on a large number of trace gases, including
water vapor and its isotopes (Sussmann et al., 2009; Schneider et al., 2013). However,
the retrieval of water vapor isotopes from such spectra is very demanding due to the high
variability of atmospheric water vapor compared with relatively small variations in δD,
which result from strong correlations between HDO and H2O abundances. Schneider et al.
(2015) developed a retrieval strategy for consistent H2O-δD pairs (see details in Sect. 2.2.2),
which is applied to Zugspitze FTIR observations in this section.
To characterize the resulting Zugspitze H2O-δD data set, typical averaging kernels are
depicted in Fig. 4.1 for the humidity-proxy state, i.e., 1/3× (ln[H2O]+ ln[HDO]+ ln[H 182 O]).
An exemplary measurement on 29October 2009 is chosen, which represents the mean state
of the Zugspitze time series (type 2 data: IWV = 3.8mm, DOFS = 1.6). Furthermore,
the vertical sensitivity is analyzed, which is defined as sum over the row elements of the
averaging kernel matrix (see Eq. (2.22)). Retrieved profiles are perceived to be sensitive in an
altitude region with vertical sensitivity values larger than 0.75. For Zugspitze observations,
the type 1 retrieval product provides optimally estimated H2O profiles with an average
DOFS of 2.8 (standard deviation SD = 0.2) and vertical sensitivity up to 12 km as shown
in Fig. 4.1a. In the following, only the type 2 product is used, which provides consistent
H2O-δD profiles with an average DOFS of 1.6 (SD = 0.2) for Zugspitze (Fig. 4.1b). In
this case, vertical sensitivity reaches up to 9 km (SD = 1km) altitude and peaks around
5 km (SD = 0.5 km) altitude. The vertical resolution amounts to 2–3 km in the lower
troposphere and 4–5 km in the middle-upper troposphere, as derived from the full width
at half-maximum of averaging kernels. Error estimation for type 2 data yields a precision
below 2% for IWV and below 30‰ for column-based δD (Schneider et al., 2012).
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Figure 4.1: Averaging kernel rows of an exemplary H2O measurement at Mt. Zugspitze
(29October 2009, 13:21UTC) for two retrieval products: (a) optimally estimated humidity state
(type 1) and (b) consistent H2O-δD state (type 2). Thick black lines depict vertical column
sensitivities (Hausmann et al., 2017).
Retrieval quality selection is implemented by means of a threshold in the root-mean-square
residuals of the spectral fit (RMS), which is chosen to eliminate 5% of all spectra with
the highest RMS (see Sussmann et al., 2009). The full Zugspitze time series yields a mean
normalized RMS of 0.26%. Additionally, the sum of DOFS for all retrieved isotopes (H2O,
HDO, and H 182 O) is required to exceed a value of 4.0. To compute daily means, only days
with more than one measurement are considered. Seasonal cycles are determined by fitting
an intraannual model (third-order Fourier series) to the time series, which is subtracted
from the original data set for the purpose of deseasonalization. Linear trend estimates are
derived as in Sect. 3.2, i.e., by fitting a linear trend model to the deseasonalized time series
and determining uncertainties (95% confidence intervals) with bootstrap resampling of the
residuals (Gardiner et al., 2008).
Time series of daily mean integrated water vapor and column-based δD above Mt. Zugspitze
are presented in Fig. 4.2 for the period 2005–2015. This long-term data set comprises
1154 daily means derived from 10184 quality selected FTIR spectra with, on average, nine
spectra per measurement day and 105 measurement days per year. The multiannual mean
of the deseasonalized IWV time series amounts to 4.4 ± 0.1mm (mean ± 2 SE), which
reflects very dry conditions at the high-altitude Zugspitze site. The multiannual mean of
deseasonalized column-based δD amounts to −311.3 ± 3.8‰. This relatively low value
corresponds to strong HDO depletion at high altitudes according to the altitude effect. The
multiannual mean δDcol value at Zugspitze is slightly less depleted than observations at
nearby, but even higher Jungfraujoch station (46.5°N, 8.0°E; 3580ma.s.l.), which exhibits
a multiannual mean δDcol of −330‰ (Schneider et al., 2012).
The presented daily mean IWV and δDcol time series provide the basis to derive long-
term trends for the period 2005–2015, which are briefly discussed in this paragraph. For
column-based δD, a statistically insignificant trend of 0.8 [−3.1, 4.7]% per decade is inferred
(relative to the overall δDcol mean). The IWV time series yields a weakly positive but
also insignificant trend of 2.4 [−5.8, 10.6]% per decade (relative to the overall IWV mean).
Over the same time period (2005–2015), temperature increases significantly (1.3 [0.5, 2.1]K
per decade) at Mt. Zugspitze. This positive temperature trend is derived from daily mean
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temperature data based on hourly in situ measurements, which are coincident with FTIR
data (coincidence interval of ± 30min). Assuming constant relative humidity (RH) and
following the Clausius-Clapeyron equation (Schneider et al., 2010), the observed temperature
increase translates to a positive IWV trend of 9.2 [3.7, 14.7]% per decade. This calculated
IWV trend agrees with the observed IWV trend if considering uncertainties. The assumption
of constant RH is valid on large spatial scales, while over specific land regions RH might
have slightly decreased (Hartmann et al., 2013), which would explain the relatively large
calculated IWV trend compared to observations.
 (a) 
 (b) 
Figure 4.2: Daily mean time series of (a) integrated water vapor and (b) column-based δD
retrieved from Zugspitze FTIR measurements. Error bars indicate uncertainties of daily means
(± 2 SE) and grey lines show corresponding seasonal cycles determined by fitting a third-order
Fourier series (Hausmann et al., 2017).
Strong seasonal cycles of free tropospheric water vapor and δD are observed above Zugspitze.
Fig. 4.3 shows multiannual monthly means for an altitude of 5 kma.s.l., where the vertical
sensitivity of the H2O-δD product exhibits its maximum (see Fig. 4.1b). These data are
representative for an altitude region of 3–7 km (full width at half-maximum of the averaging
kernel). The seasonal cycle exhibits an amplitude of 140% for H2O and 50% for δD,
which is determined as difference between maximum and minimum monthly means relative
to the overall mean. Both seasonal cycles exhibit a maximum in summer (July) and a
minimum in winter (January). The δD maximum results from ascending motions being
more frequent in summer, which are associated with transport of less HDO depleted air
masses from lower altitudes and latitudes (Risi et al., 2012). Stronger HDO depletion in
winter (δD minimum) is caused by a stronger continental temperature gradient in winter
and associated stronger dehydration during air mass transport from the Atlantic Ocean.
Additionally, transport from Eastern Europe occurs more frequently during anticyclonic
conditions in winter importing strongly depleted continental air masses (Christner, 2015).
Monthly frequency distributions of single H2O measurements are generally right-skewed
52 4. Water Vapor and its Isotopes as Transport Tracer
and variability is larger in summer (June–August) than in winter. This might be explained
by extreme moistening events due to more frequent convection and mixing with boundary
layer air in summer. Monthly frequency distributions of free tropospheric δD measurements
are moderately left-skewed, which points to episodic influence by strongly HDO depleted
air masses (e.g., originating in the upper troposphere or lower stratosphere).
Figure 4.3: Seasonal cycles of free tropospheric water vapor and δD above Mt. Zugspitze
(5 kma.s.l.): multiannual monthly means derived from 2005–2015 FTIR data and monthly frequency
distributions with percentiles P as specified in the legend (Hausmann et al., 2017).
Figure 4.4: H2O-δD distribution plot of multiannual monthly means (± 2 SE) as presented in
Fig. 4.3 for the free troposphere (5 kma.s.l.) above Mt. Zugspitze (Hausmann et al., 2017).
Visualizing these multiannual monthly means as H2O-δD distribution plot (Fig. 4.4) reveals
significant changes in the isotopic composition of atmospheric water vapor over the course
of a year. Atmospheric water vapor is clearly less HDO depleted in spring than in autumn.
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This is mainly caused by seasonal variations in sea surface temperature of the Atlantic Ocean
(i.e., the major moisture source) as derived from Rayleigh model simulations (see Fig. 4.6).
An additional contribution is possibly due to increased mixing in spring compared to
autumn. These seasonal variations in the water vapor isotopic composition above Zugspitze
imply that δD observations provide information complementary to the H2O data (e.g., Risi
et al., 2012; Schneider et al., 2012).
In this section, a decadal time series of consistent water vapor and δD observations was
derived from FTIR measurements at Mt. Zugspitze, which is representative of Central
European background conditions. These observations are used as a tracer of atmospheric
transport processes to study its behavior in relation to different transport pathways to the
Central Europe free troposphere.
4.3 Transport Patterns to Central Europe
4.3.1 Moisture Pathways Related to δD Outliers
To explore the potential of water vapor isotopes as a proxy for transport processes, moisture
transport pathways are identified for cases of extreme water vapor isotopic composition. The
Zugspitze H2O-δD data product contains predominantly information on free tropospheric
moisture pathways reaching Central Europe in the altitude region around 5 kma.s.l. (see
Fig. 1b). With the help of backward trajectory analysis, these transport pathways are
determined for outliers in column-based δD derived from the frequency distribution of
the deseasonalized daily mean time series at Mt. Zugspitze (2005–2015). High outliers are
defined as daily mean values larger than the 95th percentile of the frequency distribution
(δDcol > −219‰) and low outliers are days with δDcol below the 5th percentile (δDcol <
−430‰). This definition yields 56 (57) days of high (low) δDcol outliers from a total of
1154 measurement days.
For all Zugspitze FTIR measurement times in 2005–2015, the Air Resources Laboratory’s
HYbrid Single-Particle Lagrangian Integrated Trajectory model (HYSPLIT; available at
http://ready.arl.noaa.gov; Stein et al., 2015) is applied to calculate 120-hour backward
trajectories arriving in 5 km altitude at Mt. Zugspitze. Meteorological data are taken from
the NCEP reanalysis (global 2.5° grid) and model vertical velocity is applied. Resulting
backward trajectories are shown in Fig. 4.5. Stohl (1998) estimated trajectory uncertainty
to 10–20% of the travel distance. This estimate is fulfilled in the free troposphere according
to our experience. As initial point of the trajectories the point of last condensation (LC) is
chosen, which is defined as region along the trajectory where the relative humidity exceeds
80% for a period of at least three hours (see Gonza´lez et al., 2016). As water vapor mixing
ratios and isotopic composition are conserved in absence of sources and sinks (Galewsky
et al., 2005; Noone, 2012), conditions at the LC point determine H2O-δD observations along
the trajectory if mixing during transport is negligible. If no LC point is found (i.e., no
condensation occurred), full 120-hour trajectories are depicted in Fig. 4.5.
According to the location of Mt. Zugspitze in the zone of prevailing westerlies and in
agreement with results from long-term ozone lidar measurements at nearby Garmisch site
(see Sect. 4.3.3), the majority of trajectories point to moisture sources over the Atlantic
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Ocean spreading across a wide latitude range (from subtropics to polar regions). Several
trajectories originate over the North American continent or even the Pacific region. Fewer
trajectories arrive from Eastern Europe or Northern Africa.
Figure 4.5: Backward trajectories of air masses arriving at Mt. Zugspitze (marked as black star)
in 5 kma.s.l. altitude: map projection (upper panel) and vertical cross section (lower panel) of
trajectories for all FTIR measurement times in 2005–2015 (grey lines) and for days identified as
δDcol outliers (blue and red lines) (Hausmann et al., 2017).
Table 4.1: Air mass origin and conditions at last condensation point for trajectories on δD outlier
days (only if LC is found) given as mean values with uncertainties of two standard errors (SE)
and corresponding minimum and maximum value ranges (Min, Max).
High δDcol (> 95
th perc.) Low δDcol (< 5
th perc.)
Mean (± 2 SE) Min, Max Mean (± 2 SE) Min, Max
Latitude (°N) 46 [45, 47] 30, 55 62 [61, 63] 34, 75
Altitude (kma.s.l.) 4.6 [4.4, 4.9] 0.4, 8.1 6.5 [6.4, 6.6] 3.3, 8.7
Pressure (hPa) 579 [560, 599] 333, 963 438 [432, 445] 317, 678
Temperature (K) 260 [259, 262] 226, 289 242 [241, 243] 224, 274
VMRH2O (10
3 ppmv) 4.1 [3.7, 4.5] 0.3, 15.6 1.2 [1.1, 1.3] 0.2, 8.5
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Figure 4.5 reveals clearly different transport patterns for outliers in column-based δD
observed at Zugspitze: For extraordinarily low δDcol, air masses mostly descend from high
latitudes and altitudes, which is often related to cold advection at the rear side of an upper
level trough. In contrast, on days with very high δDcol, air masses predominately arrive from
lower latitudes ascending from lower altitudes, often in connection with warm advection at
the front side of an upper level trough. Table 4.1 gives an overview of conditions at the last
condensation points for trajectories related to high and low δDcol outliers (only if an LC
point is found along the trajectory). This analysis shows that air masses originate from
significantly higher latitudes (about 60°N) and altitudes (about 6.5 km) on low δD outlier
days than on high δD days. Last condensation occurred at significantly lower temperatures
and under dryer conditions for low δD days compared to high δD days. Consequently,
mostly dry air masses are transported to Zugspitze in connection with low δD.
Figure 4.6: H2O-δD distribution of free tropospheric measurements above Zugspitze (5 kma.s.l.)
for all 2005–2015 data and for high and low δD outliers as determined from the deseasonalized
column-based δD time series. Simulated Rayleigh and mixing processes are shown for comparison
(Hausmann et al., 2017).
A first order interpretation of the H2O-δD data pairs can be obtained by their comparison to
theoretical Rayleigh and mixing lines (Wiegele et al., 2014; Schneider et al., 2015; Gonza´lez
et al., 2016). Such a comparison is illustrated in Fig. 4.6, which shows Zugspitze H2O-δD
data at 5 km altitude along with simulated Rayleigh and mixing processes. An idealized
Rayleigh process simulates the gradual dehydration of an air parcel during adiabatic cooling
with immediate removal of the condensate. During this process, the remaining water vapor
becomes more and more depleted in HDO. Rayleigh dehydration processes (black lines
in Fig. 4.6) are simulated using a mean midlatitude profile of pressure and temperature
(Christner, 2015, Table 13) and initial evaporation conditions which are characteristic for
midlatitude oceanic or continental moisture sources (T = 15 ° C, RH = 80%, and δD values
of −60‰, −130‰, and −160‰). Furthermore, mixing processes are simulated (dark red
lines in Fig. 4.6) for moist lower-middle tropospheric air masses with dry, HDO depleted
upper tropospheric air (VMRH2O = 200 ppmv, δD = −585‰). The δD value of the mixture
is mainly determined by the δD value of the mixing partner with higher water vapor content
(Noone et al., 2011). Three moist mixing partners are considered here: (i) boundary layer air
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with VMRH2O = 13500 ppmv and δD = −130‰, (ii) moderately dehydrated and depleted
air with VMRH2O = 6100 ppmv and δD = −200‰, and (iii) even more dehydrated air with
VMRH2O = 3000 ppmv and δD = −270‰. Comparing the simulations described above
with H2O-δD pairs observed at Zugspitze (see Fig. 4.6) reveals underlying transport regimes
for designated δDcol outlier days: measurements on low δD days group along Rayleigh
curves, while data on high δD days preferentially group along the simulated mixing lines.
It is tentatively concluded that the first group (low δDcol) experienced slow ascent from
mostly midlatitude moisture sources with associated gradual dehydration by condensation
and rainout, followed by subsidence to the middle troposphere above Zugspitze with only
minor mixing with moist, less depleted air masses. In contrast, the second group (high
δDcol) reveals ascending air masses from lower latitudes and altitudes influenced by mixing
with drier middle-upper tropospheric air masses.
The presented analysis of δD outliers and backward trajectories demonstrates the valuable
potential of water vapor isotope observations for investigating moisture transport pathways.
As along these pathways also many other atmospheric species can be transported, H2O-δD
data might also serve as useful tracer in long-range transport research.
4.3.2 H2O-δD Signatures of Long-Range Transport Events
In the previous section, moisture transport pathways to the Central European free tro-
posphere were identified for days with extraordinarily high or low δD observations at
Mt. Zugspitze. Going a step further, it is examined to what extent H2O-δD observations
provide information also on long-range transport events of various other atmospheric tracers.
In the following, H2O-δD signatures are analyzed for three FTIR measurement categories,
each of which is influenced by a distinct long-range transport pattern to the Central Eu-
ropean free troposphere: (i) intercontinental transport from North America (TUS), (ii)
intercontinental transport from Northern Africa (TNA), and (iii) stratospheric air intrusions
(STI). Zugspitze FTIR measurements are assigned to these long-range transport categories
by classification of respective backward trajectories (see Sect. 4.3.1) using the criteria
summarized in Table 4.2 and described in more detail in the following paragraphs.
Intercontinental Transport from North America (TUS). The first transport pat-
tern considered is intercontinental transport from North America, which may effectively
carry anthropogenic pollution plumes (e.g., ozone or aerosols) to Central Europe within
typically 3–10 days (Stohl and Trickl, 1999; Trickl et al., 2003; Huntrieser et al., 2005).
Consequently, North American emissions strongly contribute to the European total column
tracer mass (i.e., 43% for a tracer with 10 days lifetime; Stohl et al., 2002). The typical
pathway of polluted boundary layer air from North America is uplift in a warm conveyor
belt (WCB, i.e., an ascending air stream ahead of a surface cold front in an extratropical
cyclone) and subsequent transport by strong westerly flows in the middle-upper troposphere.
The North American tracer enters Europe typically in altitudes of 5–8 km and at high
latitudes (> 60°N). Here, the circulation frequently turns anticyclonic and tracers eventually
reach Northern Alps (Huntrieser and Schlager, 2004). WCB climatologies reveal a major
inflow region at the southeastern coast of North America (Stohl, 2001; Eckhardt et al., 2004;
Madonna et al., 2014). In the following, Zugspitze backward trajectories passing this source
region (25–45°N, 70–110°W, 0–2 km altitude) are assigned to the TUS category.
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Intercontinental Transport from Northern Africa (TNA). The second transport
category is intercontinental transport from Northern Africa to the European free troposphere.
Associated transport of Saharan mineral dust influences air quality, soil fertility, radiative
budget, and atmospheric oxidation capacity in the receptor region (Ravishankara, 1997).
Saharan mineral dust import to Central Europe occurs 5–15 times per year and each event
lasts 1–3 days (Papayannis et al., 2008; Flentje et al., 2015). In the following, Zugspitze
backward trajectories passing the Saharan boundary layer region (15–30°N, 15°W–35°E,
0–2 km altitude; Engelstaedter et al., 2006) are assigned to the TNA category.
Extratropical Stratospheric Intrusions (STI). The third transport class accounts
for extratropical stratospheric intrusions, which occur mainly in synoptic-scale processes
such as tropopause folds and cutoff lows near the polar or subtropical jet stream (Stohl et al.,
2003). Filaments of ozone-rich stratospheric air descend from the lowermost stratosphere
and proceed to the Central European free troposphere via several pathways (Trickl et al.,
2010; Sˇkerlak et al., 2014). Mixing with tropospheric air might exhibit relatively long time
scales and little modification is reported even after several days of transport (Trickl et al.,
2014). In the following, Zugspitze backward trajectories originating above the zonal mean
tropopause (TP) taken from ECMWF data (Eckhardt et al., 2004) at latitudes above 20°N
are assigned to the STI category (required minimum residence time of five hours above TP,
which is penetrated at least once by more than 1 km). This TP definition is chosen, as
potential vorticity for a dynamical TP definition is not provided within HYSPLIT.
 (b) 
 (a) 
Figure 4.7: Categorization of backward trajectories for long-range transport events: (a) map
projection and (b) vertical cross section for stratospheric intrusions (STI), transport from North
America (TUS), and from Northern Africa (TNA). Black boxes indicate source regions used to
classify TUS and TNA (see Table 4.2), black star marks Mt. Zugspitze (Hausmann et al., 2017).
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H2O-δD Signatures of Transport Events. These long-range transport categories
(TUS, TNA, STI) are expected to have characteristic imprints on H2O-δD pairs observed
at Mt. Zugspitze. Stratospheric intrusions originate in the lowest few kilometers of the
stratosphere (Trickl et al., 2014, 2016), where moisture content is extremely low and the
mean δD profile exhibits a minimum before increasing above due to growing influence of
isotopically heavier water vapor from methane oxidation (Zahn et al., 2006; Steinwagner
et al., 2010). Consequently, STI events potentially import relatively dry and HDO depleted
air masses to the Central European troposphere. In contrast, TUS and TNA air masses
originate in the moist boundary layer and may transport relatively moist and less depleted
air masses to Central Europe. However, strong WCB updraft during TUS events may cause
air mass dehydration and HDO depletion through rainout (Rayleigh process). Criteria for
long-range transport events described above are applied to categorize Zugspitze backward
trajectories as shown in Fig. 4.7. Distributions of deseasonalized VMRH2O and δD for the
corresponding classes of free tropospheric Zugspitze FTIR data (5 kma.s.l.) are depicted in
Fig. 4.8. Considering uncertainty of two standard errors (± 2 SE), mean VMRH2O and δD
values are significantly different for all three transport classes (see Table 4.2).
Table 4.2: Backward trajectory classification for long-range transport patterns of stratospheric
intrusions (STI), transport from North America (TUS), and from Northern Africa (TNA) along
with the resulting distribution of deseasonalized VMRH2O and δD.
STI TUS TNA
Trajectory source region:
Latitude > 20°N 25–45°N 15–30°N
Longitude – 70–110°W 15°W–35°E
Altitude > zonal mean TP 0–2 km 0–2 km
H2O-δD signature (mean ± 2 SE):
VMRH2O (10
3 ppmv) 1.21 [1.07, 1.34] 2.42 [2.25, 2.59] 2.78 [2.63, 2.93]
δD (‰) −384 [−397, −372] −315 [−326, −303] −251 [−257, −246]
As expected, STI is associated with the driest and most HDO depleted air masses. TNA is
connected to moister and less depleted air, while TUS exhibits intermediate VMRH2O and δD
values. The standard deviation of VMRH2O distributions is similar for all transport classes
(SD ≈ 1000 ppmv). In the case of δD distributions, TNA shows less scatter (SD = 34‰)
compared to TUS (SD = 65‰) and STI (SD = 73‰). This indicates a quite homogeneous
source region and transport regime for TNA. Larger scatter for TUS might result from
variable strengths of WCB uplift causing various levels of dehydration and HDO depletion.
Relatively large scatter in the δD distribution for STI events implies that also weakly
depleted air masses are observed during STI events. This could have several reasons: First,
stratospheric intrusions with depths ranging from few hundreds to several thousands of
meters are not necessarily resolved by the relatively coarse vertical resolution of the FTIR
δD product. Second, as a climatological tropopause altitude is applied to identify STI
events, local and seasonal TP variations are not accounted for, i.e., also (upper) tropospheric
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trajectories might be included in the STI class. Third, mixing with tropospheric air might
occur during transport from the stratosphere, which however was found to be very slow
in the free troposphere (Trickl et al., 2014). Fourth, δD values in the lower stratosphere
might be less depleted than predicted from Rayleigh processes, which is probably caused by
extratropical troposphere–stratosphere transport, e.g., by convectively lofted ice (Hanisco
et al., 2007; Steinwagner et al., 2010; Randel et al., 2012). All these mechanisms would yield
higher δD observations at Zugspitze than expected for STI events from the δD minimum in
the lower stratosphere.
 (a)  (b) 
Figure 4.8: H2O-δD signatures of long-range transport events: distribution of deseasonalized
(a) VMRH2O and (b) δD in the free troposphere above Zugspitze (5 kma.s.l.) for trajectory
classes shown in Fig. 4.7. Vertical lines mark corresponding 25th, 50th, and 75th percentiles of the
distributions while mean and standard errors are given in Table 4.2 (Hausmann et al., 2017).
Figure 4.9: H2O-δD distribution of free tropospheric measurements above Zugspitze (5 kma.s.l.)
for all 2005–2015 data and for long-range transport categories shown in Fig. 4.7. Simulated
Rayleigh and mixing processes are shown for comparison as in Fig. 4.6 (Hausmann et al., 2017).
In analogy to Fig. 4.6, H2O-δD data pairs for these long-range transport patterns are
interpreted by comparison to theoretical Rayleigh and mixing lines as depicted in Fig. 4.9.
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For TNA events, it can be derived from this analysis that moist boundary layer air is
imported to the free troposphere by means of dry convection without significant condensation
and cloud formation (Gonza´lez et al., 2016; Schneider et al., 2016). Therefore, TNA air
masses are less depleted in HDO (higher δD values). In case of TUS events, either dry or
moist air masses can be imported to Central Europe. TUS transport is generally in line
with simulated Rayleigh processes and suggests that moist TUS air masses originate over
warmer surfaces while drier TUS air masses have their origin over colder regions. The STI
transport category also largely agrees with Rayleigh models. In case of dry STI events, air
masses seem to be partially influenced by mixing processes of dry upper tropospheric or
lower stratospheric air with free tropospheric air masses.
To summarize, distinct H2O-δD fingerprints were found in Zugspitze FTIR data for three
categories of long-range transport patterns (TUS, TNA, and STI). Consequently, consistent
H2O-δD observations can serve as a valuable new transport tracer to study atmospheric
transport to the Central European free troposphere, especially if combined with measure-
ments of conventional transport tracers.
4.3.3 Lidar and In Situ Measurements of Transport Tracers
Transport categories analyzed in the previous section identify backward trajectories and
FTIR measurements which are potentially influenced by long-range transport of relevant
atmospheric tracers to Central Europe. However, this analysis cannot determine whether
tracers other than H2O-δD were actually transported to a significant extent along the tra-
jectory to the receptor region. Actual tracer transport would require substantial emissions
in the respective source region during air mass overpass and depends on tracer reactivity
as well as on meteorological conditions during transport to Central Europe. In the follow-
ing, lidar and in situ observations of conventional transport tracers (i.e., ozone, aerosols,
beryllium-7, and humidity) are used to identify long-range transport events associated
with tracer transport reaching the Northern Alps and to analyze the respective H2O-δD
signatures in Zugspitze FTIR measurements.
Identification of STI and TNA Events from Lidar Profiles. Ozone and aerosol lidar
measurements obtained at Garmisch (47.48°N, 11.06°E, 743ma.s.l.) close to Mt. Zugspitze
offer the possibility to detect long-range tracer transport events reaching the Northern Alps.
Garmisch lidar observations in the period 2013–2015 are analyzed to identify intrusions
of stratospheric air (ozone-rich, dry) and mineral dust import from Northern Africa (high
aerosol content). Stratospheric intrusions (STI) become apparent in lidar profiles as
layers with a vertical extent of 200meters up to several kilometers, which exhibit ozone
enhancements of the order of 10 ppb or more relative to ozone concentrations observed in
layers above and below. Corresponding layers of low relative humidity (RH < 10%) are
found in radiosonde profiles recorded in Munich (48.25°N, 11.55°E, 492ma.s.l.) or in water
vapor profiles from differential absorption lidar measurements at Mt. Zugspitze (Vogelmann
et al., 2015). These dry, ozone-rich layers are assigned to being of stratospheric origin
either by stratospheric intrusion forecasts or by HYSPLIT backward trajectories (Trickl
et al., 2010). Mineral dust transport from Northern Africa (TNA) becomes apparent in
lidar profiles as elevated aerosol layers which are attributed to Northern African origin by
HYSPLIT trajectory analysis.
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Garmisch lidar observations in the years 2013–2015 reveal 237 days influenced by STI
events and 41 days of TNA events. Coincident FTIR measurements at Mt. Zugspitze are
available on 136 (26) days of these STI (TNA) days, which corresponds to 47% (9%) of
all FTIR measurement days in the 2013–2015 period. Figure 4.10 and Table 4.3 present
distributions of deseasonalized daily mean IWV and δDcol for this compilation of FTIR
measurements. TNA days with mineral dust transport exhibit significantly higher mean
IWV and less HDO depletion (IWV = 5.47 [4.90, 6.05]mm, δDcol = −266 [−284, −247]‰)
compared to all FTIR data in 2013–2015 excluding TNA events (significance on 2-σ level).
This result can be related to transport of less depleted air masses from lower altitudes
and latitudes during TNA events. Additionally, mineral dust transport requires that no
condensation (i.e., dehydration and depletion) occurred along the pathway to avoid wet
deposition of aerosols. In contrast, STI events show a tendency to lower IWV and stronger
HDO depletion (IWV = 4.18 [4.01, 4.34]mm, δDcol = −322 [−327, −316]‰) compared to
all FTIR data excluding STI events (significant difference on 1-σ level, see Table 4.3). The
broad δD distribution for STI days is similar to results found in the previous section and





Figure 4.10: Distributions of deseasonalized daily mean IWV and column-based δD for days
identified as (a, b) stratospheric intrusion events (STI) and as (c, d) dust transport events from
Northern Africa (TNA). For comparison distributions for all FTIR measurements in 2013–2015
are shown as well as distributions excluding the respective transport events. Vertical lines indicate
25th, 50th, and 75th percentiles of the distributions (Hausmann et al., 2017).
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Table 4.3: Mean values (± 2 SE) of deseasonalized daily mean IWV and δDcol at Zugspitze for
STI and TNA events in 2013–2015 identified from lidar profiles and for FTIR time series excluding
these events (in case of STI also mean values ± 1 SE are compiled).
Mean (± 2 SE) Mean (± 1 SE)
IWV (mm) δDcol (‰) IWV (mm) δDcol (‰)
STI 4.18 [3.85, 4.51] −322 [−333, −310] 4.18 [4.01, 4.34] −322 [−327, −316]
All w/o STI 4.61 [4.29, 4.94] −302 [−312, −292] 4.61 [4.45, 4.77] −302 [−307, −297]
All 4.41 [4.18, 4.64] −311 [−319, −304] 4.41 [4.29, 4.52] −311 [−315, −307]
All w/o TNA 4.30 [4.05, 4.54] −316 [−324, −308]
TNA 5.47 [4.90, 6.05] −266 [−284, −247]
In Situ Observations of Deep Stratospheric Intrusions. Frequently, stratospheric
intrusions penetrate deep into the troposphere, eventually reaching mountain summit
observatories or even surface stations (e.g., Eisele et al., 1999; Schuepbach et al., 1999;
Stohl et al., 2000; Lefohn et al., 2012; Lin et al., 2012; Itoh and Narazaki, 2016; Ott
et al., 2016). In the following, deep stratospheric intrusions (DSTI) are defined as STI
events reaching the summit of Mt. Zugspitze. DSTI events can be detected by in situ
measurements of stratospheric tracers, such as low relative humidity and high beryllium-7
(Trickl et al., 2010). The cosmogenic radionuclide beryllium-7 (Be-7) is a good, but not
unambiguous, indicator for stratospheric air, as it is produced mainly (i.e., to 67%; Lal
and Peters, 1967) in the stratosphere. Following previous studies (e.g., Trickl et al., 2010),
deep stratospheric intrusions can be identified by combined tracer thresholds: flag 1 is
defined as RH < 60% and Be-7 > 85th percentile of the annual Be-7 distribution, while
flag 2 is defined as RH < 60% combined with RH < 30% for at least one data point
within six hours before and after the respective measurement. For the period 2005–2015, in
situ measurements at Mt. Zugspitze provide 12-hour averages of Be-7 and hourly RH data
(T. Steinkopff, pers. comm., 2016), displayed in Fig. 4.11. Deep stratospheric intrusion
periods are marked as identified by flag 1. In addition, Fig. 4.11 shows coincident FTIR
observations of lower tropospheric δD (deseasonalized hourly means, partial column from
3–5 kma.s.l.). From a total of 6560 hourly mean δD data in 2005–2015, 24% are identified
as DSTI events using in situ flag 1 and 38% if using flag 2. The tendency of flag 2 to
cover more intrusion cases is expected from results in Trickl et al. (2010). The distribution
of lower tropospheric δD for deep stratospheric intrusion events is depicted in Fig. 4.12.
The mean value of lower tropospheric δD is significantly lower for DSTI events than for
the full time series without these events. It amounts to −334 [−337, −330]‰ (mean
± 2 SE) for DSTI flag 1 and, for flag 2, it amounts to −331 [−334, −328]‰. A mean
value of −284 [−286, −282]‰ (−274 [−276, −273]‰) is obtained for the full time series
excluding DSTI events identified with flag 1 (flag 2). For the full time series, it amounts
to −296 [−298, −294]‰. Scatter of lower tropospheric δD distributions is about 70‰ for
both DSTI flags. Overall, both flags for the identification of deep stratospheric intrusions
from in situ observations provide consistent results with respect to the distribution of lower
tropospheric δD derived from coincident FTIR measurements.
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Figure 4.11: Deep stratospheric intru-
sions at Mt. Zugspitze in 2005–2015 derived
from in situ observations of stratospheric
tracers (relative humidity and Be-7) using
DSTI-flag 1 and coincident FTIR data of
lower tropospheric δD, i.e., deseasonalized
hourly means of 3–5 km partial columns
(Hausmann et al., 2017).
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The significant shift of the lower tropospheric δD distribution to more HDO depleted δD
values for DSTI events at Mt. Zugspitze agrees with the conception of intrusions originating
in the strongly HDO depleted lower stratosphere region. However, the δD distribution for
DSTI events exhibits a relatively large scatter, which implies that also weakly depleted air
masses are found for DSTI events. This result is in line with relatively broad δD distributions
found for the STI transport category in Sect. 4.3.2 and for STI events identified from lidar
measurements (see Fig. 4.10). Correlation analysis for all coincident measurements of lower
tropospheric δD (FTIR) and Be-7 (in situ) yields a significant negative correlation (99%
confidence) with a correlation coefficient of R = −0.295. This negative correlation is in
line with expectations, as Be-7 concentrations increase with altitude towards the lower
stratosphere, whereas δD values decrease with altitude.
Figure 4.12: Distribution of lower tropospheric δD (deseasonalized hourly means of 3–5 km partial
columns) for deep stratospheric intrusion events identified from Zugspitze in situ observations
using two different flags (DSTI-flag 1: RH < 60% and Be-7 > 85th percentile; DSTI-flag 2:
RH < 60% and 1 × RH < 30% within ± 6 hours). For comparison, the distribution is shown for
all FTIR measurements coincident with in situ data in 2005–2015 as well as all data excluding
DSTI events. Vertical lines indicate median and 25th–75th percentile range of the distribution for
DSTI-flag 1 and all data without DSTI-flag 1 (Hausmann et al., 2017).
4.4 Conclusions
In this chapter, vertical soundings of tropospheric water vapor and δD (2005–2015) were
derived from mid-infrared FTIR measurements at Mt. Zugspitze (47°N, 11°E; 2964ma.s.l.).
These high-altitude observations performed within the NDACC framework provide a unique
possibility to monitor Central European background conditions, as the site is mostly
located above the moist boundary layer. Beside water vapor profiles with optimized
vertical resolution (DOFS = 2.8), the retrieval provides H2O-δD pairs with consistent
vertical resolution (DOFS = 1.6 for H2O and δD) and maximum vertical sensitivity in the
free troposphere (around 5 kma.s.l.), which were applied in this chapter. Trend analysis
for the Zugspitze time series of integrated water vapor and column-based δD reveals no
significant trends for 2005–2015. Nevertheless, the IWV trend of 2.4 [−5.8, 10.6]% decade−1
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(statistically insignificant, 95% confidence interval) can be reconciled with the temperature
increase at Mt. Zugspitze over this time period (1.3 [0.5, 2.1]Kdecade−1) assuming constant
relative humidity. Seasonal variations in free tropospheric H2O and δD exhibit amplitudes
of 140% and 50% of the respective overall means. The minima (maxima) in January (July)
are in agreement with changing sea surface temperature of the Atlantic Ocean.
Consistent H2O-δD observations are a valuable proxy for atmospheric transport pathways.
The potential of this new transport tracer was demonstrated by analyzing a vast compilation
of backward trajectories to the free troposphere above Mt. Zugspitze (5 kma.s.l.). Distinct
moisture pathways to the Central European free troposphere were identified depending
on observed δD levels. While days with low column-based δD observations (δDcol < 5
th
percentile) are predominantly associated with dry air masses originating in higher latitudes
(62°N) and altitudes (6.5 km), high δD days (δDcol > 95th percentile) are mostly related to
moist air masses arriving from lower latitudes (46°N) and altitudes (4.6 km). Backward
trajectory classification indicates that H2O-δD observations are influenced by three main
long-range transport patterns towards Mt. Zugspitze assessed in previous studies: (i)
intercontinental transport from North America (TUS), (ii) intercontinental transport
from Northern Africa (TNA), and (iii) stratospheric air intrusions (STI). The FTIR
data exhibit significantly differing signatures in free-tropospheric H2O-δD pairs for TUS
(mean ± 2 SE: VMRH2O = 2.4 [2.3, 2.6]× 103 ppmv, δD = −315 [−326, −303]‰), TNA
(VMRH2O = 2.8 [2.6, 2.9]× 103 ppmv, δD = −251 [−257, −246]‰), and STI (VMRH2O =
1.2 [1.1, 1.3]× 103 ppmv, δD = −384 [−397, −372]‰). For TUS events, air masses have
their origin in the moist boundary layer and H2O-δD observations depend on the surface
temperature of their oceanic or continental source region and the degree of dehydration
and HDO depletion having occurred during updrafts in warm conveyor belts. TNA events
are associated with dry convection of moist boundary layer air and therefore with import
of relatively moist and weakly HDO depleted air masses to Central Europe. In contrast,
during STI events predominantly dry and HDO depleted air masses are imported, which
originate in the extremely dry and HDO depleted lowermost stratosphere.
These long-range transport patterns potentially involve the import of various trace con-
stituents to the Central European free troposphere, i.e., import of pollution from North
America (e.g., aerosol, ozone, carbon monoxide), Saharan mineral dust, stratospheric
ozone and other airborne species such as pollen. The results presented above provide
evidence that H2O-δD observations are a valuable proxy for the potential transport of
such tracers. To validate this finding, a data base of transport events (TNA and STI)
covering 2013–2015 is consulted, which is deduced by data filtering from in situ measure-
ments at Mt. Zugspitze and lidar profiles at near-by Garmisch. Indeed, the FTIR data
related to these verified TNA events (27 days) exhibit characteristic fingerprints in IWV
(5.5 [4.9, 6.1]mm) and δDcol (−266 [−284, −247]‰), which are significantly distinguishable
from the rest of the time series (IWV = 4.3 [4.1, 4.5]mm, δDcol = −316 [−324,−308]‰).
This holds true on 1-σ level for 136 STI days (mean ± 1 SE: IWV = 4.2 [4.0, 4.3]mm,
δDcol = −322 [−327, −316]‰) with respect to the remainder (IWV = 4.6 [4.5, 4.8]mm,
δDcol = −302 [−307, −297]‰). Furthermore, deep stratospheric intrusions to the Zugspitze
summit (derived by in situ humidity and beryllium-7 data filtering) show a significantly
lower mean value (−334 [−337, −330]‰) of lower-tropospheric δD (3–5 km a.s.l.) on 2-σ
level than the rest of the 2005–2015 time series (−284 [−286, −282]‰). Our results show
that consistent H2O-δD observations at Mt. Zugspitze can serve as an operational indicator
for long-range transport events to Central Europe.
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In future work, backward trajectory classification to identify STI events could be improved,
e.g., by application of a dynamical tropopause definition. H2O-δD observations could also be
combined with FTIR data of other relevant trace species, such as ozone or carbon monoxide,
for more reliable detection of transport events. Furthermore, H2O-δD profile information
provided by FTIR measurements (approximately two tropospheric partial columns) could be
combined with lidar or radiosonde humidity profiles with high vertical resolution, especially
for studying thin filaments of stratospheric air intrusions. Regarding long-term trends,
water vapor trends could be estimated for different transport categories to investigate to
what extent changing transport patterns contribute to observed water vapor trends. Of
particular importance would be research on the connection between lower stratospheric
humidity trends, trends in the frequency of stratosphere–troposphere transport events, and
tropospheric water vapor trends.
Finally, combining H2O-δD measurements from all globally distributed NDACC sites with
observations from in situ and lidar networks and operational transport modeling could
provide a unique new database to study the impact of atmospheric transport with respect
to climate, air quality, and human health. H2O-δD data could serve as an indicator for
the presence of pronounced transport events at Mt. Zugspitze to initiate case studies using
observations of the respectively relevant tracers (e.g., humidity, aerosols, ozone, pollen). On
demand, further FTIR sites could be included, which are located along simulated transport
trajectories. Particular focus has to be laid on deepening our knowledge on the coupling
of changing transport patterns in the global circulation, changes in the intensity of the
hydrological cycle, and climate change.
Chapter 5
Summary and Outlook
Water vapor and methane play a key role in the Earth’s energy budget. As predominant
greenhouse gas, atmospheric water vapor accounts for about 60% of the natural greenhouse
effect. Moreover, anthropogenic climate forcing is substantially amplified by the water
vapor feedback mechanism. In turn, methane is the second most important anthropogenic
greenhouse gas after carbon dioxide and responsible for about 20% of global warming since
preindustrial times. Overall, water vapor and methane are among the most dominant green-
house gases in the climate system. Therefore, long-term monitoring of these atmospheric
trace gases is an important task to improve our understanding of climate change and to
develop effective mitigation strategies.
In the present dissertation, long-term time series of water vapor and methane were de-
rived from mid-infrared solar absorption measurements at Mt. Zugspitze (47.42°N, 10.98°E;
2964ma.s.l.). This high-altitude observatory has been operated within the NDACC frame-
work since 1995 to monitor a large number of atmospheric trace constituents under free
tropospheric background conditions. Remote sensing of water vapor and methane represents
a major challenge with respect to measurement accuracy and precision as these trace gases
exhibit very different degrees of variability. While integrated water vapor varies over three
orders of magnitude during the course of a year, the variability of column-averaged methane
is typically smaller than 1% of its background level.
Based on analyzing these long-term observations at Mt. Zugspitze, this thesis focused on
two so far unresolved issues in current climate research, regarding the source attribution of
methane trends and the large-scale transport of water vapor and other relevant trace species
in the atmosphere. In this context, two essential research questions were examined:
• How is it possible to quantify the contribution of methane emissions from
the oil and natural gas industry to the renewed methane increase since
2007 and how large is this contribution?
• Are long-term observations of water vapor and its isotopes able to yield
new insights in long-range transport pathways of atmospheric air masses
to Central Europe?
Methods developed within the scope of this dissertation in order to answer these research
questions as well as results achieved are summarized in the next two sections, which are
followed by an outlook to future research projects.
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Oil and Gas Contribution to Renewed Methane Increase
After a period of stagnation in the growth rate of atmospheric methane (1999–2006),
increase resumed in 2007 and has persisted through 2014. Several recent studies suggest
that this renewed methane increase has likely been driven by a rise in emissions from natural
wetlands as well as from the production of fossil fuels. However, the relative contribution
of these two drivers remains highly uncertain. A remarkable factor in this context is the
simultaneous massive growth in the US oil and natural gas production, facilitated by new
drilling technologies (i.e., hydraulic fracturing).
In the present thesis, an innovative approach was employed to quantify to what extent
methane emissions from the oil and natural gas industry have contributed to the renewed
methane increase since 2007. This estimate was achieved by combining trend observations of
methane with measurements of ethane, which is a tracer for thermogenic methane emissions.
Due to the low variability of column-averaged methane, trend analysis demands highly
precise measurements. To meet these requirements, a novel correction method was applied
to successfully eliminate pointing errors which affected a minor part of the Zugspitze data
set. Harmonized time series of column-averaged methane and ethane were presented for
two NDACC sites, representing midlatitude background conditions of the Northern and
Southern Hemisphere (i.e., Zugspitze at 47°N and Lauder at 45° S). The renewed methane
increase of about 6 ppb yr−1 has consistently occurred in both hemispheres since 2007.
After a global ethane decrease since the 1980s, a trend reversal was identified in 2007
only in the Northern Hemisphere, while ethane has continued to decrease in the Southern
Hemisphere. The significant correlation of methane and ethane time series at Zugspitze in
the 2007–2014 period and the corresponding regression slope point to a thermogenic source
with an ethane-to-methane ratio compatible with oil and natural gas emissions.
Methane and ethane observations at Zugspitze and Lauder were simulated by means of an
atmospheric two-box model which allows attributing observed trends to optimized emission
scenarios. Based on this top-down approach, the northern hemispheric ethane increase since
2007 was assigned to a linear increase in fugitive ethane emissions from the oil and natural
gas industry, primarily located in the Northern Hemisphere. The associated increase in
methane emissions was determined using observation-based ethane-to-methane ratios of
fossil-fuel related emissions. The most plausible emission scenario revealed an oil and natural
gas emission contribution of at least 39% to the renewed methane increase since 2007. In
addition, two limiting cases were considered which result in a minimum contribution of at
least 18% from pure oil emissions and 73% from pure gas emissions, respectively. These
results suggest that thermogenic methane emissions from the oil and natural gas industry
have significantly contributed to the renewed methane increase since 2007. Consequently,
detection and elimination of methane leakage from these infrastructures is essential to
diminish emissions of this very effective greenhouse gas.
Water Vapor Isotopes as Atmospheric Transport Tracers
In this part of the present dissertation, vertical soundings of tropospheric water vapor and
its D/H isotope ratio (δD) at Mt. Zugspitze were presented for the time period 2005–2015.
Long-term trends over this period were found to be statistically insignificant for integrated
water vapor as well as for column-based δD (95% confidence interval). Nevertheless, the
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weakly positive (insignificant) IWV trend could be reconciled with the moisture increase
expected from rising temperatures at Mt. Zugspitze, assuming constant relative humidity.
Multiannual data of free tropospheric water vapor and δD exhibit a strong seasonal cycle
with summer maxima (July) and winter minima (January). Less HDO depletion occurs in
spring compared with autumn, which is in agreement with varying sea surface temperatures
of the Atlantic Ocean, i.e., the major moisture source for Central Europe.
Fractionation processes during phase transitions (evaporation, condensation, and subli-
mation) modify the isotopic composition of atmospheric water vapor which consequently
contains valuable information on tropospheric moisture pathways. The aim of this disserta-
tion is to examine the potential of H2O-δD observations at Mt. Zugspitze for investigation
of transport processes to Central Europe. Based on extensive backward trajectory simula-
tions, distinct moisture transport pathways to the Central European free troposphere were
identified depending on the observed level of column-based δD. According to large-scale
isotope effects, low δD outliers were found to be predominantly associated with descending
dry air masses from higher latitudes while high δD outliers are mostly connected with
ascending moist air masses from lower latitudes. Backward trajectory classification indicates
that H2O-δD observations are influenced by three long-range transport patterns towards
Mt. Zugspitze assessed in previous studies: intercontinental transport from North America
(TUS), intercontinental transport from Northern Africa (TNA), and stratospheric intrusions
(STI). These large-scale transport categories reveal significantly different signatures in H2O-
δD distributions at Mt. Zugspitze. For TUS events, H2O-δD observations depend on surface
temperature in the source region and the degree of dehydration having occurred during
updraft in warm conveyor belts. During TNA events (dry convection of boundary layer air)
relatively moist and weakly HDO depleted air masses are imported. In contrast, STI events
are associated with import of predominantly dry and HDO depleted air masses.
These long-range transport patterns potentially involve the import of various trace con-
stituents to the Central European free troposphere: import of pollution from North America
(e.g., aerosol, ozone, and carbon monoxide), Saharan mineral dust, stratospheric ozone and
other airborne species such as pollen. The above results provide evidence that H2O-δD
observations are a valuable proxy for the potential transport of such tracers. This finding
was successfully validated by consulting a 3-year data base of transport events (TNA
and STI) deduced by data filtering from lidar measurements at near-by Garmisch site.
During these verified transport events, FTIR data exhibit characteristic fingerprints in
IWV and column-based δD, which are clearly distinguishable from the rest of the time
series (significant on 2-σ level for TNA, on 1-σ level for STI events). Furthermore, deep
stratospheric intrusions to the Zugspitze summit, which were identified by data filtering
of in situ measurements, are associated with significantly stronger HDO depletion in the
lower-tropospheric δD partial column (3–5 kma.s.l.) than the rest of the 2005–2015 time
series. These results demonstrated that consistent H2O-δD observations at Mt. Zugspitze
can serve as an operational indicator for long-range transport events, potentially impacting
regional climate, air quality, as well as human health in Central Europe.
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Outlook
Based on the joint evaluation of methane and ethane time series, it was possible to attribute
a significant share of the renewed methane increase (2007–2014) to thermogenic methane
emissions in the Northern Hemisphere. The trend reversal in northern hemispheric ethane
concentrations, presented in that context, was confirmed by several recent studies (Franco
et al., 2016; Hakola and Helle´n, 2016; Helmig et al., 2016; Kort et al., 2016). With the
help of two-box model simulations, ethane and methane observations were successfully
linked with hemispheric emission scenarios. However, this highly simplified atmospheric
model did not allow the localization of emissions on a continental or regional scale. Using
global surface observations, Helmig et al. (2016) recently succeeded to attribute the positive
ethane trend primarily to oil and natural gas emissions in North America. In addition,
Turner et al. (2016) stated that US methane emissions increased by more than 30% within
2002–2014, probably accounting for 30–60% of the global methane increase in this period.
In combination, these results suggest a connection between the renewed methane increase
and the North American oil and natural gas boom in recent years.
Besides the ethane-based approach applied in this thesis, methane source types can be
identified by assessing their distinct signatures in the composition of methane isotopes. Using
this isotope-based approach, Schaefer et al. (2016) inferred that biogenic methane emissions
have predominantly caused the renewed methane rise. This result is consistent with the
ethane-based estimate presented here (i.e., a thermogenic contribution of at least 39%). In
fact, another isotope-based study proposed a combined increase in biogenic and thermogenic
emissions as main driver of the renewed methane increase (Rice et al., 2016). Consequently,
reconciling ethane-based and isotope-based approaches in a more sophisticated source–sink
inversion study is an essential task to improve our ability of quantifying changes in the
methane budget. Moreover, such efforts should account for methane sink variability (i.e.,
OH concentrations), potentially affecting methane trends.
Furthermore, global methane emissions have to be estimated at higher spatiotemporal
resolution, than achieved so far, to allow for a detailed quantification of regional methane
budgets. Valuable new atmospheric data sets are expected to be obtained from future
satellite missions (Jacob et al., 2016). For example, TROPOMI (Sentinel-5 precursor mission,
to be launched in 2017) is going to provide methane observations with daily global coverage
and unprecedented spatial resolution. Specifically designed for methane observations, the
first space-based lidar instrument MERLIN (planned launch in 2021) will collect data with
high horizontal resolution, even under cloudy conditions. For the validation of these new
satellite data products, it will still be necessary to expand efforts within ground-based
networks such as NDACC and TCCON regarding the generation of long-term high-precision-
and-accuracy data sets. Overall, the aim will be to reduce considerable inconsistencies
which persist between methane emission estimates from bottom-up inventories and from
top-down inversion studies. By filling gaps in our current knowledge of the global methane
budget, we will be able to develop effective emission regulation strategies, urgently needed
to implement the Paris Agreement on climate change mitigation.
For sustained progress in climate change mitigation, also atmospheric circulation patterns
and transport processes have to be taken into account, which underlines the need for
further investigations in this context. This thesis demonstrated that water vapor isotope
measurements can yield further insight into transport processes to Central Europe. Results
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presented were mainly based on the analysis of free-tropospheric as well as column-based
H2O-δD data. In future work, also more detailed profile information of H2O and δD has to be
exploited, which is provided by ground-based FTIR to a limited extend only. Higher vertical
resolution can be achieved by lidar measurements, satellite data, and in situ observations.
Such profile information is necessary to resolve, for example, thin stratospheric intrusion
filaments. Therefore, profile information provides the basis for recording the entire range
of transport events to Central Europe, which is required to comprehensively quantify the
impact of long-range transport on regional climate and air quality.
It is of particular importance to determine water vapor trends in distinct altitude regions.
Especially, water vapor trends in the upper troposphere and lower stratosphere need to
be accurately monitored as they are highly relevant for surface climate change (Solomon
et al., 2010). However, water vapor measurements in this extremely dry altitude region
are sparse and subject to a high degree of uncertainty (Mu¨ller et al., 2016). Stratospheric
water vapor concentrations are mainly driven by tropical tropopause temperatures and
oxidation of methane, but these drivers cannot fully explain the trends observed. Recently,
(Hegglin et al., 2014) presented a merged satellite data set which provides vertically resolved
water vapor trends in the stratosphere covering a twenty-year period. This study suggested
that long-term changes of circulation patterns need to be considered in order to fully
explain stratospheric water vapor trends. In this context, Remsberg (2015) highlighted the
potential of methane satellite data as diagnostic tracer for the detection of changes in the
Brewer–Dobson circulation. Furthermore, the role of extratropical moisture pathways along
warm conveyor belts or deep convection has to be further investigated regarding the inflow
of tropospheric moisture into the lower stratosphere region (Zahn et al., 2014). Moreover,
it has to be considered that these transport processes will likely be modified with changing
general circulation patterns under changing climate conditions.
In addition to lower stratospheric water vapor trends, climate feedback mechanisms represent
another essential contribution to climate change and may amplify or diminish anthropogenic
climate forcing. Currently, the strongest response to global warming is the positive water
vapor feedback which is relatively well understood. However, sign and strength of other
climate feedback processes related to the global water cycle are still largely unknown, for
example, cloud feedback mechanisms (Bony et al., 2015). Consequently, it remains a major
challenge to accurately represent such feedback processes in climate models (Kamae et al.,
2016), adversely affecting our ability to predict climate change. Therefore, it is an essential
goal of ongoing climate research (Simmons et al., 2016) to improve our understanding of the
interactions between global water cycle, atmospheric circulation, and climate change.
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