As experiments continue to push the quantum-classical boundary using increasingly complex dynamical systems, the interpretation of experimental data becomes more and more challenging: when the observations are noisy, indirect, and limited, how can we be sure that we are observing quantum behavior? This tutorial highlights some of the difficulties in such experimental tests of quantum mechanics, using optomechanics as the central example, and discusses how the issues can be resolved using techniques from statistics and insights from quantum information theory.
I. INTRODUCTION
Once thought to be a theory confined to the atomic domain, quantum mechanics is now being tested on increasingly macroscopic levels, thanks to technological advances and the ingenuity of experimentalists [1] [2] [3] [4] [5] [6] . As experiments continue to push the quantum-classical boundary using increasingly complex dynamical systems, the interpretation of experimental data becomes more and more challenging: when the observations are noisy, indirect, and limited, how can we be sure that we are observing quantum behavior? The goal of this tutorial is to highlight some of the difficulties in such experimental tests of quantum mechanics and discuss how the issues can be resolved using techniques from statistics and insights from quantum information theory. Apart from quantum physicists, another target audience of this tutorial is statisticians and engineers, who might be interested to learn more about quantum physics and how statistics can be useful for the new generation of quantum experiments.
The tutorial starts off in rather basic and general terms, introducing the basic concepts of quantum mechanics in Sec. II and statistical hypothesis testing in Sec. III. Sec. IV is the centerpiece of this tutorial, discussing in detail why and how quantum mechanics should be tested. To illustrate the concepts in the context of recent experiments, optomechanics is used as the main example. Optomechanics refers to the physics of the interactions between optical beams and mechanical moving objects. A moving mirror, for example, will introduce varying phase shifts depending on its position to an optical beam reflected by it. The motion of the mirror can then be inferred from measurements of the optical phase, while the change in momentum of the reflected optical beam also means that the mirror experiences a force, namely, radiation pressure. Optomechanics technology has advanced so rapidly in recent years [4] [5] [6] that quantum effects are becoming observable in mechanical devices with unprecedented sizes [7] [8] [9] [10] . Such devices * eletmk@nus.edu.sg thus serve as promising testbeds for new concepts in macroscopic quantum mechanics [11] . Sec. IV D in particular studies the optomechanics experiment reported by Safavi-Naeini et al. [12, 13] and demonstrates how statistics can be applied to the experimental data. For the motivated reader, the Appendices also introduce some of the more advanced techniques in classical and quantum probability theory that can facilitate the experimental design and signal processing.
II. QUANTUM MECHANICS A. Origin of quantum
The word "quantum" in quantum mechanics refers to the fact that certain physical quantities, such as energy and angular momentum, exist only in discrete levels, or quanta. This assumption, together with classical mechanics, are able to explain many phenomena; for example, 1. Planck's model of electromagnetic fields with discrete energy can explain the blackbody spectrum and, later by Einstein, the photoelectric effect.
2. Bohr's model of bound electrons with discrete energy and orbital angular momentum can explain the spectral lines of hydrogen.
Despite its success, the seemingly ad-hoc nature of the quantal assumption motivated theorists to find a deeper model. The result is Schrödinger's wave mechanics and Heisenberg's matrix mechanics.
B. The Hilbert-space theory
The Schrödinger and Heisenberg pictures of quantum mechanics are equivalent theories, which are able to explain the quantal model as a consequence of deeper axioms based on Hilbert-space algebra. The central quantities of the theory is the quantum state, which is a complex vector denoted by |ψ , observables, which are Hermitian matrices, and a unitary matrix U for time evolution.
The Hilbert-space theory produces many predictions beyond the quantal hypothesis. Perhaps the most outrageous one is the "uncertainty" relation, which states that the product of the variances of a pair of incompatible observables, such as the position and momentum of an electron, cannot be zero but is instead lower-bounded by a certain positive value. The word "uncertainty" is put in quotes because, at this stage, the "uncertainty" relation is nothing more than a mathematical statement in the Hilbert-space theory. Although Ehrenfest's correspondence principle tells us that the Hilbert-space average of an observable obeys classical mechanics and gives us a rough sense of how observables correspond to physical quantities, it is unclear how the Hilbert-space variance is related to the common sense of uncertainty, which is best described using probability theory.
This problem becomes more apparent when one wishes to define the correlation of incompatible observables. Correlation is a well defined concept in probability, but in the Hilbert-space theory its definition is ambiguous, with infinitely many ways of combining the observables that result in different Hilbert-space moments.
An even more troubling problem with the theory is how to test it in an experiment. In the Stern-Gerlach experiment, for example, an electron beam interacts with magnetic fields, before being detected on a screen. If we are to believe that the Hilbert-space theory is a fundamental theory that governs all the interacting objects involved in an experiment, then we must include in the Hilbert space not only the electrons, but also the magnetic field, the screen, the experimentalists themselves, and, by extension, the whole universe.
This viral nature of the Hilbert-space theory is nowadays taken more seriously among some theorists. On a pragmatic level, it makes the theory, by itself, impossible to test experimentally, as the experimentalists would have to take into account the universe, including themselves, every time they would like to generate a prediction from the Hilbert-space theory and perform an experiment to test it.
To test the Hilbert-space theory, we must therefore find a way to divorce the test object from the rest of the universe and extract reproducible experimental results from the model. Fortunately, for experimentalists, the von Neumann measurement theory provides a way out.
C. Quantum probability
The von Neumann measurement theory provides a definition of quantum measurement with respect to an observable, known as the von Neumann measurement. The definition allows one to model a test object using a Hilbert space, but still describe the rest of the universe as an observer that follows the classical rules of probability. The probabilities of measurement outcomes are determined from a Hilbert-space model using Born's rule. Although each measurement outcome is random, the Born probability values are deterministic and can be estimated with increasing accuracy by repeated experiments. As the probabilities depend on the Hilbert-space model being assumed, one can then obtain asymptotically reproducible results that verify the validity of the Hilbert-space theory. The combined theory of Hilbert space and von Neumann measurement is referred to as the quantum probability theory.
With the quantum probability theory, the Hilbertspace moments and the uncertainty relation acquire operational meanings: one can define Hilbert-space averages in an unambiguous fashion by specifying the measurements and asking how the averages are related to the expected values for the measurements. Most importantly, the theory enables experimentalists to stay safely in the realm of classical logic and still test the Hilbert-space theory by considering smaller models.
We now have a quantum theory that predicts probabilities as verifiable deterministic numbers, but it is very clumsy to use, as it provides no rule that specifies which part of the experiment should be included in the Hilbert space and which part should be defined as the observer. This dichotomy is known as the Heisenberg cut. An empirical way of deciding on a cut is as follows:
1. Make a guess of how the cut should be made and compute the quantum probabilities based on the cut.
2. The validity of the cut can be checked by making a larger cut: include more experimental objects in a larger Hilbert space, do the calculation again, and see if the predictions match.
3. Alternatively, one can also attempt to find smaller cuts with smaller Hilbert spaces (by using certain tricks known as the open quantum system theory).
The arbitrariness of the cut is unsatisfactory to some, but we may take a pragmatic view of the cutting procedure as an algorithm for the scientific method. Without it, the very definition of scientific experiments is endangered. Much like the Hilbert-space theory superseding the quantal hypothesis, there have been many proposals that claim to interpret or supersede the quantum probability theory. Until such theories provide distinguishable predictions, however, it is impossible to test them in an experiment.
The concepts discussed thus far can be found in many standard textbooks, for example, Ref. [14] . Appendices C-F present some of the more advanced concepts and methods in quantum probability theory.
III. STATISTICAL HYPOTHESIS TESTING

A. Why bother?
How do we test a hypothesis that gives only probabilities of the measurement outcomes? An easy and by far the most common approach is to perform an experiment in many trials or for a very long time, and combine the outcomes into fewer numbers known as the test statistics, such as the mean, correlation, or power spectral density. The test statistics are then compared with the expected values according to the hypothesis.
To justify this averaging approach, one can appeal to the law of large numbers or the ergodic theorem for the convergence of the test statistics. Unfortunately, such laws are exact only for an infinite number of trials or an infinitely long time. These limits are called "asymptotically almost surely" in the lingo of probability theory, but they also imply that, in finite time, we can never be sure, and a way of characterizing the uncertainties is needed.
An analysis of experimental uncertainties is a standard prerequisite for publication nowadays, but it is often treated more as an afterthought than as an important part of research. Performing a statistical analysis with utmost rigor is not only a moral responsibility, but also has many benefits:
1. Experimental design. Before implementing an experiment, it can tell experimentalists how much information they can gain from a setup, such that the design can be rejected, adopted, or improved, saving time, effort, and money.
2. Signal processing. After the results are obtained, statistical signal processing techniques can be used to optimize their accuracy further and compute their errors.
3. Universality. By using standard error measures, it is easier to compare and communicate the significance of an experiment. This is especially important for multidisplinary science and engineering applications.
4.
Confidence. Statistics can provide a measure of confidence, such that the experimentalists and the society in general can understand the value of the results and guard against the risks.
5.
Fun. Statistics is a full-fledged scientific discipline in itself, and many scientists and engineers find it fun to learn and apply.
6.
Insight. Learning about statistics may shed new light on the foundations of quantum probability theory.
The last point should especially incentivize quantum physicists to learn more about statistics.
B. Bayesian hypothesis testing
An intuitive approach to statistical hypothesis testing is known as Bayesian hypothesis testing, which computes the posterior probability P (H j |Y ) that a hypothesis H j is true given the observation Y via the Bayes theorem:
where P (Y |H j ) is the probability of the observation predicted by a hypothesis H j and P (H j ) is the prior probability. A common criticism of the Bayesian method is that the prior probabilities may imply subjective beliefs, but many definitions of objective priors have been proposed and are now widely accepted [15] [16] [17] . Some popular objective priors are reviewed in Sec. III F.
If one is uncomfortable with priors, he can avoid them by turning to frequentist methods. The significance of a frequentist test is much more difficult to comprehend and communicate to others, however, unlike the much more intuitive meaning of a posterior probability. For example, a popular frequentist significance measure is called the pvalue, which is the probability that a test statistic would be more extreme than the experimentally obtained value if a hypothesis to be rejected is true.
At least one alternative is needed to compute the posterior probability distribution. If there is no obvious alternative and one lacks the imagination to come up with one, it is possible to compare a hypothesis with reference alternatives based on more mathematical grounds [17] . Fortunately, for quantum tests, alternatives, such as classical mechanics and hidden-variable models, are abundant.
The rest of the tutorial will focus on the Bayesian theory. For critiques of frequentist methods, see Refs. [15] [16] [17] .
C. Strength of an experiment
To judge the significance and value of an experiment, it is useful to quantify how strongly an experimental result may sway one's opinion. For the simplest example, consider two hypotheses. The ratio of the posterior probabilities is
Λ(Y ) is called the likelihood ratio. It is used to update one's prior beliefs about the two hypotheses, and can be understood as the strength of a given evidence Y for one hypothesis against the other. An experiment shows strong evidence for H 1 against H 0 when Λ(Y ) ≫ 1 and vice versa when Λ(Y ) ≪ 1. Unless the two hypotheses predict the same probability distribution, the likelihood ratio cannot be computed until some results are obtained. For experimental design, it is useful to know in advance how much the likelihood ratio is expected to rise or fall. One measure that quantifies this expected information is the relative entropy: 
Since the relative entropy is always nonnegative, the ratio is expected to rise if H 1 is true. The same argument works also if H 0 is true and the log-likelihood ratio should fall, since −M D(P 0 ||P 1 ) ≤ 0. The relative entropies thus provide the experimentalist an idea of how the expected strength of an experiment increases with the number of trials. This rise of expected information is important, as it tells us that, even if each trial is uncertain, more evidence will get us closer to the truth. For other operational meanings of the relative entropy, see Refs. [16, 18] . For multiple-hypothesis testing in general, an appealing measure of information gain is the mutual information; see Ref. [16] .
D. Making decisions
For engineering applications, including communication, robotic control, and financial trading, the goal of hypothesis testing is not only to gain knowledge or convince skeptics, but also to make a decision on one hypothesis. We define a decision rule as H k (Y ) and the penalty or cost incurred by a decision on H k when H j is true via the loss function L(H j , H k ). The expected loss is called the risk of a decision rule [15] :
If we average the risk function over a prior, we obtain the so-called Bayes risk:
which can also be written in terms of the posterior distribution as
To minimize R, we can choose a H k (Y ) that minimizes each of the square-bracketed terms in Eq. (3.10) . This is equivalent to a decision rule that minimizes the posterior expected loss:
This risk minimization serves as another motivation for the Bayesian approach. For example, the probability of making a wrong decision P e , or the error probability for short, is equivalent to defining the loss function as 12) and the optimal decision is to choose the hypothesis with the highest posterior probability P (H j |Y ).
Except for a few special cases, the error probability is hard to compute exactly, but it can be sandwiched between a lower bound and an upper bound in the case of two hypotheses. For P (H 0 ) = P (H 1 ) = 1/2, the bounds are given by [19, 20] 
where C(s) is known as the Chernoff information: 14) and C(0.5) is called the Bhattacharyya distance. The Chernoff upper bound is useful for guaranteeing the testing accuracy, while the lower bound is more useful as a no-go theorem. The Chernoff information can be used to lower-bound the relative entropy as well:
Due to its decision-theoretic meaning for a finite number of trials and the asymptotic tightness of the upper bound in Eq. (3.13) [21] , the Chernoff information is considered a more meaningful information measure than the relative entropy, although the former is often more difficult to compute.
For more details about decision theory, see Ref. [15] . For a discussion of decision theory in the context of scientific methods, see Ref. [17] . Shannon information theory should really be called communication theory and may be regarded as a branch of decision theory; see Ref. [18] . For the use of decision theory for engineering applications, see Ref. [20, 21] .
E. Parameter estimation
Instead of considering just two hypotheses, let us consider the other extreme, where a continuum of hypotheses may be assumed, and rewrite the assumptions as a column vector of parameters θ. The problem then becomes a parameter estimation problem. θ can be estimated by computing the posterior probability density P (θ|Y ): 16) where P (θ) is the prior probability density. As a measure of posterior uncertainty, a credible region for θ can be defined as the set Θ c (Y ) with a high posterior probability P c [16] :
say, 95%. This allows us to dismiss the region outside Θ c as improbable. Another common measure useful for defining error bars is the posterior mean and covariance matrix:θ
where ⊤ denotes the matrix transpose. A decision rule, called an estimator in this context, can also be obtained by specifying a loss function. For example, the mean-square error matrix is 20) which is minimized if we decide on the posterior mean. Like the error probability P e , Σ is usually difficult to compute exactly, so one often has to resort to approximations or bounds. The most popular information measure for parameter estimation is the Fisher information matrix J(θ), defined as
A useful identity is [22] 
where C(0.5, θ, θ ′ ) is the Bhattacharyya distance given by Eq. (3.14) with P (Y |H 0 ) = P (Y |θ) and P (Y |H 1 ) = P (Y |θ ′ ). The Fisher information determines general lower limits on the mean-square errors via the Cramér-Rao family of bounds [20, 23] . The Bayesian version is given by the following matrix inequality: 25) and is valid for any estimator. J can then give us an idea of how accurate an experiment can be in resolving the parameters. An alternative family of lower bounds called the Ziv-Zakai bounds can also be computed using C(0.5, θ, θ ′ ) and are often tighter than the Cramér-Rao bounds [23, 24] .
F. Objective priors
For scientific tests, it is preferable to choose a prior distribution based on objective principles. One such principle is maximum entropy [17] , which chooses the prior that maximizes the entropy − j P (H j ) ln P (H j ) in the presence of known constraints about P (H j ). Justifications of this approach can be found in Refs. [17, 25] . For parameter estimation, a more popular choice is the Jeffreys prior [15, 16] :
where J(θ) is the Fisher information matrix given by Eqs. (3.21) . It has the advantage of giving the same probability measure P (θ)dθ regardless of how the unknown parameters are defined. One may also resort to decision theory and choose the so-called least favorable prior, which maximizes the Bayes risk given by Eq. (3.9) for the Bayes decision rule given by Eq. (3.11) [15] . It is the most conservative prior in the context of decision theory and has the advantage of producing a Bayes decision rule that coincides with the frequentist minimax rule [15] , but it is often much more difficult to calculate than the other priors.
For more in-depth discussions of objective priors, see Refs. [15] [16] [17] .
IV. QUANTUM VERSUS CLASSICAL A. Classical mechanics
Classical mechanics is a natural alternative hypothesis for quantum tests. Experiments and observations have verified its validity on a macroscopic level, such that one should assign a significant value for its prior probability. This prior cannot be too high either, as the quantum theory has also been well tested for simple systems, and many theorems rule out naive classical mechanics if the quantum theory is true. A "quantum versus classical" test is thus most interesting on a complexity level where the prior probabilities are comparable, if not equal.
Even if one does not personally believe in one of the theories on the level being tested, there are many reasons why the verification of a particular hypothesis is relevant to science and engineering:
1. Learning curve. Many people understand classical mechanics but quantum mechanics takes much more effort to learn. If classical mechanics is sufficient, the quantum model would be unnecessary for them.
2. Quantum simulation. Even if one knows quantum mechanics, solving it for macroscopic objects is still very hard. With current computers, classical mechanics can take much less resources to solve than known numerical methods for quantum mechanics.
3. Quantum computing. For a few problems, such as factoring large numbers, it has been suggested that a quantum computer can be superior to a classical one [26] . Quantum simulations might also be easier on a quantum computer. A test of quantum mechanics on a macroscopic level would shed light on the feasibility of a practical quantum computer.
4. Quantum information. Many limits on sensing and communication have been derived based on the quantum probability theory [24, [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] , whereas classical mechanics is fundamentally deterministic. Emergent determinism would be good news for sensing near the quantum limits but bad news for quantum security protocols.
5. Quantum gravity. There are alternative theories about how gravity might modify quantum mechanics on a macroscopic level [11, 39, 40] . Such theories may be modeled using classical mechanics.
To clarify these issues, we should search for a classical mechanics model that is as close to the quantum theory as possible, such that, without an experiment, one has no evidence for one over the other, and the experiment can provide new and useful information that people do not already know.
To find "the most quantum" classical model, the correspondence principle is helpful in the first order, but becomes ambiguous when one attempts to relate higherorder Hilbert-space moments to classical statistics. To prevent prior intuition from limiting our imagination and cast a wider net, it is sometimes worthwhile to adopt a more abstract mathematical approach. The theory of quantum computation turns out to be useful in this way.
B. Classical simulability
One of the most general results about equivalent models from the quantum and classical theories is the Gottesman-Knill theorem [26] and its generalizations for continuous variables [41, 42] . The rough idea is that a certain class of models under the quantum probability theory is equivalent to classical hidden Markov models (HMM) [43] , with restrictions on the number of dimensions of the classical state space and the number of time steps. "Restrictions" is the key word here, as even the full quantum probability model can in principle be simulated on a classical computer, if one simply takes all the parameters that specify the quantum model and use brute-force finite-element methods.
The classical simulability theorems are useful as no-go theorems: they rule out the necessity of the full quantum theory when the system can be described by a more succinct classical model. The hidden variables in such a model can correspond to incompatible observables; they obey uncertainty and measurement-disturbance relations via additional constraints on the probability distributions and system/observation noise sources.
The HMM is invaluable for classical estimation and control applications [43] and provides the proper foundation for any quantum versus classical debate. It is briefly reviewed in Appendices A-B, which also set the stage for the quantum probability theory that follows in Appendix C-F.
C. Testing the uncertainty principle
Even for classically simulable systems, there are interesting quantum features to be tested. A test showing a modification of the uncertainty principle, for example, would be highly valuable to quantum gravity theory and relevant to quantum sensing applications, not to mention the Nobel prizes that are sure to follow, if the test is done with rigor and accuracy and leads to new physics.
Let us therefore focus on a classically simulable system in this section and use the HMM for all the hypotheses to be tested. Let X be the hidden variables, and let's introduce additional parameters θ that define the HMM as follows:
For an optomechanics experiment for instance, X can include the canonical positions and momenta of optical and mechanical oscillators, while θ can include the resonance frequencies, the damping rates, the initial covariance matrix, and the system and observation noise power levels. This breaking down of a hypothesis into a hierarchy of more refined ones is very convenient for modeling and numerical analysis in practice. H j is then called a composite hypothesis. For now, the hypotheses H j are assumed to differ only in their prior assumptions about θ according to P (θ|H j ). The quantum theory, for example, would manifest itself as inequalities that imposes constraints on the allowable values of θ, while alternative quantum gravity theories [11, 39, 40] may impose different constraints. Such hard constraints can be imposed by specifying a zero-probability setΘ j :
Other prior information, such as independent calibrations, can also be incorporated into P (θ|H j ). A constructive strategy for composite hypothesis testing is as follows:
1. Compute P (Y |θ) for all plausible θ, taking any advantage offered by the hidden structure in Eq. (4.2).
2. Combine P (Y |θ) into P (Y |H j ) for each hypothesis, using the prior P (θ|H j ) and Eq. (4.1).
3. Compute the posterior probabilities P (H j |Y ) using the Bayes theorem given by Eq. (3.1).
4. P (Y |θ) can also be used for parameter estimation without assuming any composite hypothesis.
A tutorial example of this Bayesian approach for optomechanics shall be presented in the next section. If one is uncomfortable with any choice of prior, P (Y |θ) can also be used in frequentist tests. One example is the generalized likelihood-ratio test [21] , which uses constrained maximum-likelihood estimates of θ in P (Y |θ) instead of the averaging.
D. An optomechanics example
Modeling
Consider the experiment on a cavity optomechanical system by Safavi-Naeini et al. [12, 13] . Let ω a be the resonance frequency of an optical cavity mode and ω b be that of a mechanical oscillator. A continuous-wave laser pump beam with detuned frequency ω a − ω b is coupled into the system, causing a parametric interaction between the optical mode and the mechanical mode. The output optical field is then measured via heterodyne detection. The goal of the experiment is to infer properties of the mechanical oscillator motion from the noisy optical measurements.
Define a(t) as the complex analytic signal of the optical mode field and b(t) as that of the mechanical mode. By considering the Wigner representation of the output field, making appropriate rotating-wave approximations, and adding excess output noise for the heterodyne detection, we can obtain the following classical linear equations of motion:
where g is an optomechanical coupling constant proportional to the field of the pump beam, γ a and γ b are the damping rates of the optical and mechanical modes, respectively, A(t) is an optical input noise source, B(t) is a mechanical noise source, A − (t) is the output field near ω a to be measured by heterodyne detection, and A ′ (t) is the excess output noise. These equations suggest that there is a coherent energy exchange between the optical and mechanical modes enabled by the pump.
The noise sources are assumed to be zero-mean, phaseinsensitive, and uncorrelated with one another, with power levels defined by
Steady-state initial conditions can also be assumed. The derivation of these classical equations of motion is a standard exercise in quantum optics [44] ; similar derivations have been reported in Refs. [13, [45] [46] [47] . As discussed in Appendices B and D 4, this model is equivalent to a continuous-time hidden Gauss-Markov model (HGMM) [43] . In another set of measurements, a blue-detuned pump beam with frequency ω a + ω b is used instead. The equations of motion are
These equations suggest a two-mode parametric amplification mechanism that is different from the first experiment. Note that this hidden-variable model is similar to that for the first set of measurements. This is a result of using the Wigner representation. If the SudarshanGlauber or Husimi representations [44] had been used instead, the model would have to be modified more substantially, leading to needless complexity. The Wigner representation can be used with minimal changes for homodyne detection as well, so it is the best method at our disposal for deriving classical dynamical models with the least amount of contextuality; see Appendices D 3 and D 4 for further discussions about the Wigner representations. For simplicity, we assume that the parameters have not drifted from those in the first set of measurements, and g, γ a , γ b , and S ′ A are so accurately determined prior to the experiments that they can be regarded as being known exactly. The only unknowns included in θ are the system noise power levels:
and we seek to perform hypothesis testing and parameter estimation based on the information gained about these parameters from the measurements.
Power spectral densities
Before discussing the statistical hypothesis testing method, let us first consider the expected infinite-time statistics. The most important ones are the power spectral densities:
(4.14)
It is easy to show that
where χ ± (ω) are the transfer functions that depend on the other known parameters. Since
, and the asymmetry of the two spectra can be attributed to the presence of S A , the input optical noise [45, 47] .
Another statistic of interest is the steady-state mechanical energy:
With appropriate normalizations, the quantum theory will result in the following constraints: 19) which are manifestations of the uncertainty principle for the optical and mechanical quadratures. Quantum gravity theories might violate or modify the uncertainty principle, resulting in different constraints [11, 39, 40] . For example, a quantum gravity theory may assume
where ǫ is a parameter that depends on the mechanical mass [39] .
Parallel Kalman filters
Statistics cannot be measured exactly in finite time, so let us turn to the Bayesian approach to characterize the uncertainties. Our first task is to compute P (Y |θ) for many points that cover the two-dimensional plane of θ = (S A , S B )
⊤ . We can take advantage of the Gauss-Markov property of the model and numerically compute P (Y |θ) efficiently using the famous Kalman filter in a multiplemodel approach [48] . The procedure is as follows:
1. For the first set of measurements and each θ, define a normalized vectoral observation process as 21) such that the white noise in y t is normalized to give 22) with I being the identity matrix.
2. Pass y t through a Kalman filter that assumes the same θ and Eqs. (4.4)-(4.6). Specifically, let
be the observation record up to time t, and
be the state vector. The Kalman filter [31, [48] [49] [50] is an algorithm that determines the Gaussian posterior distribution P (x t |Y t , θ) given the past observation record Y t by computing its mean and covariance matrix (see Appendices B 2 and B 5 for the formulas).
3. Combine the outputs from the Kalman filter with y t to obtain P (Y − |θ) for the first set of measurements.
In continuous time, the formula is [51] 25) where P W (Y − ) is the probability measure of a vectoral Wiener process (with zero increment mean and variance dy t dy ⊤ t = Idt), µ t (θ) are the filtering estimates of the following state variables:
which can be extracted from the Kalman filter estimates E(x t |Y t , θ), and the dy t integral is an Itō integral, that is, dy t should be the increment ahead of t and µ t (θ) should not depend on dy t . Note that, in any computation of the posterior distribution of θ, P W (Y − ) appears in both the numerator and denominator of the Bayes theorem and, being independent of θ, cancels itself.
Repeat
Step 1-3 for the second set of measurements to obtain P (Y + |θ), assuming Eqs. (4.10)-(4.12). P (Y |θ) is then P (Y + |θ)P (Y − |θ).
Step 1-4 for all possible θ.
The tricky part is
Step 5, as we need to set an appropriately large but fine grid that discretizes θ in practice. Fortunately, the Kalman filters can be computed in parallel for different values of θ, so we can exploit parallel computing power to sweep many θ values, until P (Y |θ) becomes relatively smooth inside the considered region and negligible outside it.
Expected information
For a useful guide on how to construct the grid for the parallel Kalman filters and also how well the signal processing technique is expected to work, we can consult the information measures introduced in Sec. III. Consider, for example, two hypotheses with precise assumed values for θ. The problem then becomes a discrimination between two vectoral, complex, stationary, zero-mean, and Gaussian processes with power-spectral-density matrices
27)
The relative entropy and the Chernoff information have the following long-time limits [52] : 30) where | · | is the determinant and the frequency integral should be applied to only positive frequencies if the processes are real. These expressions show that the information measures should increase linearly with time asymptotically. The increase of information with time is important, as it suggests that one can always compensate for a bad signal-to-noise ratio by increasing the measurement time.
For parameter estimation, the Chernoff information given by Eq. (4.30) can be used to compute the Cramér-Rao bound via Eq. (3.22) and the Ziv-Zakai bounds [23] .
Hypothesis testing and parameter estimation
After the hard work of computing P (Y |θ) = P (Y |S A , S B ), we can now test the composite hypotheses about the uncertainty principle by considering various P (S A , S B |H j ). First consider the hypotheses used by Ref. [12] . One hypothesis assumes a classical model with equal spectra for Eqs. (4.15) and (4.16), meaning that S A = 0, and the other one assumes a quantum model with S A = 0.5. This implies
The difference in the assumed optical noise powers S A can make the test favor one hypothesis over the other even if the data contain no significant information about the mechanical mode (see, however, Ref. [53] for a different opinion). It is obvious that one can infer a lot more information about S B from the measurements (as was done in Ref. [13] ), and the hypotheses should make different assumptions about S B , not S A , if a test of the mechanics is intended. Without any obvious choice of P (S A , S B |H j ), we can also treat the problem as parameter estimation using an objective prior P (S A , S B ). The Jeffreys prior given by Eq. (3.26) can be approximated by considering Eq. (4.30) and using the identity in Eq. (3.22) . The posterior distribution is then 33) which can be plotted graphically for visual impact, and a credible region can be assigned according to Eq. (3.17).
To claim a successful observation of zero-point mechanical motion, the whole credible region should be close to S B = 0.5. When the mechanical oscillator is very close to absolute zero, the credible region may also be used to rule out modified uncertainty principles given by Eq. 1. Parameter uncertainties. In our optomechanics example in Sec. IV D, we have assumed that some of the parameters, such as the resonance frequencies and the damping rates, are known exactly in advance. If not, one useful system identification method for prior calibration is the expectationmaximization (EM) algorithm, which is able to estimate most (not all) parameters of a homogeneous HMM [55] ; see also Ref. [56] for an application of the EM algorithm to an optomechanics experiment. If the parameters cannot be estimated exactly in advance, they would need to be included in θ. 3. Parameter ambiguities. If there are too many unknown parameters, different combinations of the parameters may lead to the same P (Y |θ), and the data would not be able to distinguish such possibilities. Ignoring the alternatives may lead to serious actual errors and over-confidence in the estimates.
To avoid committing this error, minimizing the number of unknown parameters helps tremendously. For simple models, this can be done by considering similarity transformations [21, 58] , a technique for finding equivalent models that give the same observation statistics and discovering parameter redundancies.
The use of similarity transformations is especially important for the EM algorithm [21] , as the algorithm can be formulated to treat all parameters of a model as unknown and produce one set of estimates, ignoring all the other possibilities and giving one a false sense of certainty. If one is still left with too many parameters after careful considerations, independent calibrations and experiments to provide prior evidence for P (θ|H j ) would be needed to narrow down the unknowns further.
4. Model mismatch. Our model in Sec. IV D ignores the complication that the mechanical mode is coupled to another optical mode via laser cooling [12] .
This means that Eqs. (4.5) and (4.11) are approximations. A higher-order HMM, that is, one with more state variables, is needed to model the actual situation more accurately, especially if there are other noticeable resonances in the data.
A more troubling implication for fundamental physics tests is that the mechanical noise B(t) actually has a significant optical origin due to the laser cooling. If we already assume that an optical source must have S A ≥ 0.5, it would be inconsistent to assume that S B may go below 0.5. One needs to formulate the hypotheses much more carefully to avoid logical inconsistencies such as this.
Systematic errors are "unknown unknowns": things we do not know we don't know [59] . They are much harder to catch, and worse still, ignoring them may result in misplaced confidence in one's estimates. To deal with such errors, it is a good idea in general to be conservative with the prior assumptions, use different inference algorithms to cross-check the results, and perform independent calibrations if possible.
F. Testing quantum jumps
Let us come back to the mechanical oscillator and study its energy dynamics. Under the linear model described in Sec. IV D, the equation of motion for the analytic signal in the absence of measurements would be
where we have suppressed the b subscripts for clarity and will also write S = S B . Consider the mechanical energy. Under classical mechanics, it would be defined as
To derive an equation of motion for it, we should use stochastic calculus. From Itō calculus, the result is
where dW (t) is a Wiener increment and models white noise [60] . An alternative representation of the dynamics is the forward Kolmogorov equation [60] : 
(4.38)
The steady-state distribution for ε(t) is given by
with moments
For example, the mean and variance arē
All the properties of the continuous energy model should be consistent with the statistics of homodyne or heterodyne detection in an optomechanics experiment; after all, all we have done is a change of variables. Eq. (4.36) predicts a continuous energy, whereas the quantum theory can also result in a discrete energy model if we measure in the phonon-number basis. Experimental progress towards such a measurement in optomechanics is reported by Thompson et al. [61] and Sankey et al. [62] . The discrete jumps mean that it is difficult to write an equation of motion that resembles Eq. (4.36), and it is more common to represent the dynamics just by the forward Kolmogorov equation given by Eq. (4.37). For the damped quantum harmonic oscillator, we have [63] 
where Γ ± are the jumping rates:
and ε is restricted to discrete levels:
The steady state is
with the mean and variance given bȳ
In practice, ε(t) is a hidden variable and observed indirectly, so a measurement model should be constructed to include observation noise and any measurement backaction effect. Although Eq. (4.43) is also a classical HMM, it is radically different from the HGMM suitable for heterodyne and homodyne detection, meaning that, in order to reproduce the quantum theory, the classical models are contextual with respect to the type of measurement being performed.
Given the prior success of the linear model, the hypothesis given by Eq. (4.38) is a compelling alternative to Eq. (4.43). Evidence for the discrete energy model against the continuous alternative would be a more direct confirmation of the original quantal hypothesis and, together with the observation of the uncertainty principle, a convincing demonstration of the quantum probability theory for mechanics.
There are two ways of testing the discrete-energy hypothesis, both difficult but in different ways. One is to sample ε(t) at very sparse time intervals, such that the samples can be assumed to be independent and identically distributed (i.i.d.), and the test becomes a simple one between the steady-state distributions given by Eqs. (4.39) and (4.46). The statistical analysis is relatively easy given the i.i.d. property, but the procedure is very inefficient especially if the observation noise is high, as it throws away most of the data that can be obtained in-between the sampling times.
A much more efficient method is to consider a continuous measurement of ε(t) and perform hypothesis testing on the whole record and discriminate between Eqs. (4.38) and (4.43) directly, as proposed by Tsang [51] . The statistical analysis becomes much more complicated however, as the observation processes are highly nonGaussian. Stochastic calculus helps [51, 64] , but analytic results are more difficult to obtain than the ones for the linear model in Sec. IV D. We leave this interesting problem for future work.
Note that there are alternative approaches to testing quantum jumps that are not based on statistical hypothesis testing [65] [66] [67] [68] [69] . A critique of these methods is left as an exercise for the reader.
G. Contextuality
With the demonstrations of the uncertainty principle and the discrete energy, the quantum proposition would become a lot more attractive: we get two contextual classical models for the price of one. Yet the skeptics may still ask the following:
1. Is there a noncontextual classical model, beyond the representations we have considered, that can explain both phenomena, or all quantum phenomena in general?
2. Are two contextual models really that bad, if it means one can avoid the Hilbert-space theory?
To address the first question, we can appeal to the Bell-Kochen-Specker theorem, which is a no-go theorem that rules out the possibility of one noncontextual classical model to explain all quantum phenomena, if we impose certain restrictions on the classical state variables [14, 70] . Of course, it is still a fundamental open question whether an efficient classical description of quantum mechanics is possible if we relax the restrictions somewhat.
To address the second question, we can appeal to the power of quantum computation: it is known that linear bosonic dynamics, together with discrete-energy sources and measurements, is sufficient to perform universal quantum computation [71] and solve difficult problems [72] efficiently. This means that, if an experiment performs operations that require switching between the different contexts, naive contextual models can fail, as it is not even known if an efficient classical description exists at all.
H. Nonlocality
Contextuality is a serious inconvenience for classical models, but we may also ask whether there are other more fundamental reasons for finally giving up on classical mechanics. Bell's theorem and its generalizations try to provide one by pitting classical mechanics against special relativity: to reproduce the quantum theory, the classical hidden variables must be able to communicate at superluminal speeds [14] . Moreover, by providing explicit inequalities that classical models with local hidden variables must obey, the Bell theorems can be tested experimentally. The interested readers are referred to more knowledgeable sources [14, 70, 73, 74] on this topic; we emphasize only that statistical hypothesis testing methods can and should be applied to such tests, as proposed by Peres [75] and van Dam et al. [76] .
Rather than focusing on the constraints and the no-go theorems, we might ask a more positive question: does the contextuality or the nonlocality of a quantum system confer any useful advantage in information processing applications? It is perhaps this question that inspired the emergence of quantum information science [26, 77] , and it is perhaps a critical examination of this question that will ensure a sustainable development of the field.
V. CONCLUSION
As the take-home message, we conclude with the following quote:
We've learned from experience that the truth will come out. Other experimenters will repeat your experiment and find out whether you were wrong or right. Nature's phenomena will agree or they'll disagree with your theory. And, although you may gain some temporary fame and excitement, you will not gain a good reputation as a scientist if you haven't tried to be very careful in this kind of work. And it's this type of integrity, this kind of care not to fool yourself, that is missing to a large extent in much of the research in Cargo Cult Science.
... So I have just one wish for you-the good luck to be somewhere where you are free to maintain the kind of integrity I have described, and where you do not feel forced by a need to maintain your position in the organization, or financial support, or so on, to lose your integrity. May you have that freedom. -Richard P. Feynman [78] ACKNOWLEDGMENTS It is impossible to list all the people who help shape the views expressed here through various forms of interactions, but surely the most important are the ones who have also paid me while I indulge in these issues, including Carl Caves, Jeff Shapiro, Seth Lloyd, Demetri Psaltis, the various funding agencies, and the National University of Singapore. I also thank Kurt Jacobs, who provided some insightful suggestions, and my group members, who are the main motivation for my writing this tutorial.
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Appendix A: Hidden Markov models (HMM)
An HMM expresses the probability function P (Y ) of an observed variable Y in terms of a hidden variable X as follows:
with assumptions about how the variables are related to each other. In the following I define the most basic type of HMM with discrete time and discrete possibilities, following closely the treatment in Ref. [43] .
State vector
At each time, the system of interest is in one of N possible states. A possibility is denoted by n, n = 1, . . . , N . For example, with D bits, N = 2 D , and each n denotes a particular bit sequence. The state at time k is represented by a vector
in state space, and the global state vector X is
Here the superscripts are indices and should not be confused with powers; the meaning should be clear given the context. The unit vectors e n represent the different possibilities of a state. They are in an N -dimensional Euclidean state space:
and orthogonal to each other in terms of the inner product:
State functions
It is important to emphasize that x is an indicator of the possibility and does not carry any other physical property. A property of a state can be quantified by a value F n assigned to each possibility n. To write the value as a function F (x), let
be the nth component of x, where 1 e n (x) is an indicator function:
e n , x is a binary ("yes-no") variable that indicates whether x is in state n. We can then write
Note the subtle difference between a function F (x) and its possible values F n . For example, the identity function is
and when multiplied by a matrix A,
We see that the definition of a state function here depends heavily on the assumption that the system is always in one and only one of the possible states.
Initial probability function
At time k = 0, a nonnegative probability P n 0 is assigned to each e n . The probability function of a state variable x 0 is written as
The probability distribution can be extracted from the function by
Note the subtle difference between the function P (x 0 ) and the distribution P n 0 .
Markovianity
The state described by X is hidden and inferred only through an observed variable Y . Similar to X, Y can also be broken down into a series of observation state vectors
where f n are unit vectors similar to e n . Define
The Markov property assumes that x k+1 and y k+1 depend only on the previous x k , such that
which leads to
It is common to assume that the system noise and the observation noise are independent:
although this is often not the case in classical models of quantum optics. We now have the complete specification of an HMM, and in principle we can use it to calculate any multitime statistic by taking the expectation of any function F (X, Y ). For further details, more general HMM, and their applications, see Ref. [43] .
Bayesian filtering
For simplicity, in the following we use the same notation to denote probability functions and probability distributions. For example, P (x k = e n ) is written as P (x k ), and x k P (x k ) is taken to mean n P (x k = e n ). Bayesian filtering is a signal-processing technique that computes the posterior distribution P (x k |Y k ) given the immediate past record Y k . For an HMM, we can obtain a recursive formula via the following:
In other words, P (x k+1 |Y k+1 ) is obtained by starting from the initial condition P (x 0 ), propagating P (x k |Y k ) forward using P (y k+1 , x k+1 |x k ), and normalizing the resulting expression. Continuous-time limits of the filtering equation can be found in Refs. [79] [80] [81] [82] .
Bayesian smoothing
The goal of Bayesian smoothing is to compute the posterior distribution P (x k |Y ) of the hidden state at a certain time in the past given the complete observation record Y . It is usually more accurate than filtering when x k is a stochastic process, as the future record can contain information about x k that is not available in the past, but it is less useful for real-time applications that require information about the current and the future, such as aircraft control and financial trading.
One method of smoothing is to split Y into the past record Y k = {y k , . . . , y 1 } and the future record
We then have
In other words, P (x k |Y ) is equal to the product P (Ȳ k |x k )P (x k |Y k ) with normalization. P (x k |Y k ) can be computed using filtering, while P (Ȳ k |x k ) is given by
which defines a backward-time recursion analogous to Eq. (A24), starting from the final-time condition P (Ȳ K ) = 1. Continuous-time limits of the smoothing equations can be found in Refs. [81] [82] [83] .
Curse of dimensionality
The principal difficulty with implementing Bayesian filtering and smoothing in practice is that a probability distribution of x k is specified by O(N ) numbers, and N grows exponentially with the degree of freedom D in a system. This makes any direct computation of an Ndimensional probability distribution extremely expensive for large D; a problem known as the curse of dimensionality. One central goal of statistical inference research is to find algorithms that approximate a probability distribution using far less numbers (relative to D), finish in a reasonable time (relative to the number of time steps K in the model), and still achieve acceptable estimation performances.
Appendix B: Hidden Gauss-Markov models (HGMM)
Discrete-time HGMM
Suppose now that x k and y k are vectors of unbounded continuous random variables:
If the initial P (x 0 ) and the transitional P (y k+1 , x k+1 |x k ) are Gaussian:
with
the model is known as a hidden Gauss-Markov model (HGMM), which has been extensively studied due to its analytic and computational tractability. A more common representation is to define zero-mean Gaussian system and observation noises as
such that the equations of motion can be written as
with noise statistics given by
Kalman filter
The Kalman filter [48] [49] [50] is an algorithm that computes the mean
and covariance matrix
of the Gaussian posterior distribution given the immediate past observation record Y k for the HGMM. One trick of deriving the filter for nonzero S k is to rewrite Eqs. (B8) and (B9) as [48] 
where the redefined system noise is
which can be made independent of v k if we set
This allows us to apply the Kalman filter for uncorrelated noises to Eqs. (B17) and (B18). The result is
The exceptional computational efficiency of the Kalman filter has made it the standard filtering algorithm in engineering; many practical filtering algorithms for nonGaussian models, such as the extended and unscented Kalman filters [50] , are based on HGMM approximations and extensions of the Kalman filter.
Rauch-Tung-Striebel (RTS) smoother
An HGMM smoother computes the mean and covariance of the Gaussian posterior distribution given the whole observation record Y :
The Rauch-Tung-Striebel (RTS) smoother [48, 50, 84] is the most convenient algorithm. It first runs the Kalman filter given by Eqs. (B23)-(B27) to obtain the set {x
the following formulas are iterated backward in time:
For other forms of HGMM filters and smoothers, see Refs. [48, 50] .
Continuous-time HGMM
Define time as
where δt is the time interval between consecutive time steps. Suppose
where o(δt) denotes terms asymptotically smaller than δt. We can then define the continuous-time limit of an HGMM in terms of the following stochastic equations of motion:
with noise properties given by
Kalman-Bucy filter
The continuous-time limit of the Kalman filter in Appendix B 2 is known as the Kalman-Bucy filter [85] . It is given by [48, 50, 85] 
This limit is useful for deriving analytic results and simplifying the filter implementation, as the differential equations are easier to solve analytically.
Mayne-Fraser-Potter smoother
Although there exists a continuous-time version of the RTS smoother [84] , a time-symmetric form of the optimal smoother due to Mayne [86] and Fraser and Potter [87] is more amenable to analytic calculations. It involves running the following filter, which has the same form as the Kalman-Bucy filter, backward in time:
−dx
and combining the results with the forward Kalman-Bucy filter given by Eqs. (B48)-(B50) as follows:
The classical state if we restrict ourselves to state operations within this basis. Conversely, given any ψ, one can always find a compatible basis B ξ in which ψ is an element. This is a subtle but important point: it allows us to associate any quantum state ψ with a classical state of reality in the context of a compatible basis.
The nth component of ψ in a compatible basis is
which is a qualified indicator function like Eq. (A7), but for any basis in general, the inner product
has the following properties
which hint at the role of φ n , ψ as a probability function.
Unitary maps
An important class of operations on a quantum state are the unitary maps, written as
which models the transition from one state to another. The unitary operator U is expressed as
where U nm is the unitary matrix that defines U :
Note the subtle difference between an operator and a matrix.
A special class of unitary operators is the permutation, which simply assigns one ket to another in the same basis:
If ψ ∈ B ξ , a permutation would stay in the same basis, and the transition becomes equivalent to a classical state transition.
In the other extreme, the Fourier-transform unitary assigns a state in one basis to another in a "maximally incompatible" basis:
which is useful for quantum computation [26] . Two bases that satisfy Eq. (C18) are also called mutually unbiased [88] .
To model continuous-time evolution, the unitary operator is expressed in terms of a Hamiltonian operator H as U (t) = exp(−iHt).
(C19)
von Neumann measurement
Similar to the classical case, we can define a conditional probability function with respect to two von Neumann measurements. A von Neumann measurement is defined with respect to a basis B φ , with each outcome corresponding to a φ n . For one measurement in basis B φ followed by another in B ξ , the probability function of an outcome ψ ∈ B ξ , conditioned on the previous outcome ψ 0 ∈ B φ , is
which is Born's rule. We can also model time evolution before the final measurement by including a unitary map:
Eq. (C21) is quantum mechanics in a nutshell. A trivial but powerful property of Eq. (C21) is unitary invariance:
where U 0 is any unitary map. For example, if we let U 0 = U, and since the adjoint is the same as the inverse for a unitary, we obtain
which is the Heisenberg picture. Any new picture can be generated by choosing a U 0 , akin to a change of reference frame in relativity. The interaction picture is a useful example. In principle, Eq. (C21) is all we need to compute quantum probabilities, but it is extremely difficult to do so in practice without further approximations if the degree of freedom D is large. In the following, we consider the theoretical tools that can facilitate this task. If we restrict state operations (including the initial state, state transitions, and measurements) to unit vectors in one basis, then the quantum model becomes equivalent to a classical model without any quantum feature, such as the uncertainty relations or measurement invasiveness (this is called a quantum-mechanicsfree model in Ref. [89] ; see also Refs. [14, 90, 91] ). It is, however, possible to relax this restriction significantly and still find a classical representation, if we incorporate probabilities. The next sections describe how this can be done via Wigner functions.
Mutually unbiased bases
To pick the Hilbert-space bases for classical modeling, we start with one, say,
and try to find all the bases that are unbiased with B q and each other according to Eq. (C18). We choose mutually unbiased bases mainly because of the mathematical symmetry; there are some practical benefits but we will not dwell on them for now. If N is a prime power, there are R = N + 1 such bases including B q [88] . Let us focus on a prime N , and denote the mutually unbiased bases bỹ
For N = 2, the bases simply consist of the eigenstates of the three Pauli operators. For the other primes, B r can be constructed from B q using the fractional Fourier transform. We assume that one is interested only in state operations withB. The next step is to map the composite basisB to a classical state space. A naive way would be to consider each B r to be a separate object; for example, a qubit (N = 2) would be modeled as three classical bits that correspond to the three spin components. This is obviously not the most efficient representation, as the statistics of the classical bits must be correlated to model one qubit. In general, this naive approach would require an extremely large N N +1 -dimensional classical state space. Surprisingly, it turns out that an N 2 -dimensional classical state space is sufficient, if we define an appropriate quasiprobability function in analogy with the Wigner function for continuous variables [92] .
Discrete Wigner function
Let z be a classical state in one of N 2 possibilities. The possibilities can be assigned to N × N points on a twodimensional lattice known as the phase space. For each q n , we assign a vertical line of classical states, denoted by the set λ(q n ). For the Fourier-transform basis B 0 , the function λ(p n 0 ) also assigns a horizontal line of classical states for each p n 0 . Beyond the vertical and horizontal lines, the basic idea of Ref. [92] is to define tilted lines on a lattice appropriately and construct a function λ(p n r ) that provides a general mapping from any p n r ∈B to a line of classical states in the phase space. The discrete Wigner function, defined via an operator w(z) as
is then required to give the correct probability function that coincides with Born's rule in Eq. (C20) for any measurement in any B r ∈B:
A w(z) that satisfies these properties for prime N is reported in Ref. [92] . If N is not a prime, it can be factored into a product of primes, and the procedure can be applied to a tensor product of smaller Hilbert spaces with the prime dimensions. Any quantum state transition withinB can be represented by an appropriate conditional probability function W (z|z 0 ) in the classical state space, such that Eq. (C21) becomes
As long as ψ 0 is also inB, W 0 (z) is nonnegative, and the quantum system can be modeled by a classical HMM with N 2 possible states. However, if ψ 0 is not inB or if U induces state transitions beyond the composite basis, then W 0 (z) or W (z|z 0 ) may become negative somewhere, hence the name quasiprobability functions.
If N is a prime power, the N + 1 mutually unbiased bases can be used to form the composite basisB directly, and alternative Wigner functions can be defined with respect to measurements in such bases without going through the composition; see Ref. [93] . For a discussion of the relationships between nonnegative quasiprobability functions, contextuality, and quantum information science in general, see Refs. [94] [95] [96] .
Wigner function for continuous variables
The Wigner function was, of course, originally invented for unbounded continuous variables, such as the position and momentum of a mechanical oscillator and the quadratures of an optical field. Its properties and applications have been exhaustively studied; see, for example, Refs. [42, 44, 97] .
The symmetry properties of the Wigner function is extremely powerful for modeling a large class of quantum operations with minimal contextuality. In particular, if 1. the initial Wigner function is Gaussian, 2. the Hamiltonian is at most quadratic with respect to the continuous-variable operators, such that the Heisenberg equations of motion for these operators are linear, and 3. the measurements can be modeled as von Neumann measurements of arbitrary linear combinations of the continuous variables, the quantum observation statistics become equivalent to those of an HGMM described in Appendix B [31, 41, 42] , and all the statistical methods valid for an HGMM are also applicable to such a quantum model. Sec. IV D is an example of how this correspondence can be exploited for the purpose of hypothesis testing and parameter estimation.
Appendix E: Open quantum systems
The concepts introduced in this section can also be found in many textbooks [26, 31, 63, 98 ].
Density operator
We would now like to incorporate more probabilities to model classical uncertainties in ψ 0 . Suppose that ψ 0 depends on a classical hidden variable j, and the probability distribution for j is P j . P (ψ) becomes
where
is called a density operator. Another way of arriving at the density operator is to consider a larger Hilbert space as a tensor product of two smaller ones A and B, with an initial state given by Ψ 0 and a final von Neumman projection given by
If we neglect the outcome ψ B , the marginal probability function is
where I B denotes the identity operator in B, and
turns out to have exactly the same properties as Eq. (E4).
The third and the most nontrivial way of arriving at a density operator is Gleason's theorem [99] , which roughly states that, if N ≥ 3 and we are given a probability function P (ψ), then there always exists a positivesemidefinite operator ρ 0 such that Eq. (E3) holds. The theorem is redundant, however, if we assume Born's rule, as we have already derived Eq. (E3) by other more constructive means and we do not really need the theorem to tell us that a ρ 0 exists.
It is common in quantum physics to call ρ 0 a quantum state; it is called a pure state when ρ 0 = ψ j 0 ≡ |ψ j 0 ψ j 0 | is a projection and a mixed state otherwise. This terminology is confusing and we shall avoid it here, as the density operator is different from the state concept in probability theory, as described in Appendix A 1.
Positive operator-valued measure (POVM)
The von Neumann projection can be generalized to a more general notion of measurement called the POVM E(y), where y is an observation. The POVM is a positive-semidefinite operator that satisfies the completeness property:
with I denoting the identity operator. The probability function of y is then given by P (y) = E(y), ρ 0 .
It can be shown that a POVM is equivalent to a von Neumann projection in a larger Hilbert space, but it is a convenient tool nonetheless to model partial measurements.
Time evolution
Instead of the unitary map, we can use a more general mathematical operation called a completely positive (CP) map to model dynamics that involve uncertainties:
where the trace-preserving CP map V can be written in the Kraus representation as
V j is called a Kraus operator, which satisfies the completeness property:
To model continuous-time evolution, a CP map can be written as
where L is known as the Lindblad generator. A CP map can be used to describe the phenomenon of decoherence, which occurs when the system of interest interacts with another inaccessible system. The system of interest is then called an open system. Like the density operator and the POVM, it can be shown that a CP map is equivalent to unitary evolution in a larger Hilbert space that includes all the inaccessible subsystems.
Generalized measurements
For a series of generalized measurements, the probability function of the outcome can be written as P (Y ) = P (y K , . . . , y 1 ) (E15) = E(y K ), W(y K−1 ) . . . W(y 1 )ρ 0
where W(y k ) is a CP map with an observation y k at time k, describing both the dynamics and the probabilities of the observation. It reduces to a trace-preserving CP map V k when summed over all possible outcomes:
In principle, Eq. (E16) can also be modeled using Eq. (C21) in a larger Hilbert space through the principle of deferred measurement, but for numerical analysis a smaller Hilbert space is usually more desirable to alleviate the curse of dimensionality. Eq. (E16) may be regarded as a generalization of the classical HMM. We have stressed repeatedly that the open quantum system theory is a reformulation of quantum probability theory and contains no new physics, but its value for fundamental physics should not be dismissed entirely. After all, Hamiltonian and Lagrangian mechanics were also merely reformulations of Newtonian mechanics, until quantum mechanics turned them into a centerpiece. The goal of quantum filtering is to predict the future observation y k+1 for any given E(y k+1 ) using the past observations Y k . = {y k , . . . , y 1 }. Using Eq. (E16), the filtering probability function becomes
where the posterior density operator defined as
contains the sufficient statistics for filtering. Eq. (F4) is sometimes called the quantum Bayes theorem [63] . A useful way of computing Eq. (F4) is to find a classical HMM representation via quasiprobability functions and take advantage of existing classical algorithms. The Kalman filter is especially useful for quantum optomechanics and large atomic spin ensembles [31] , as we have also seen from Sec. IV D. As pioneered by Belavkin [100] , a continuous-time limit of Eq. (F4) can be defined using stochastic calculus to model observations with white noise [31] . See also Ref. [101] for an alternative mathematical treatment of continuous-time quantum filtering.
Quantum filtering can form the basis for quantum parameter estimation and hypothesis testing techniques; see, for example, Refs. [51, 102] .
Quantum smoothing
Quantum smoothing is the estimation of y k+1 using the past
as well as the futurē
assuming that y k+1 is missing. The conditional probability function is
where N is a normalization constant. We rewrite Eq. (E16) in the time-symmetric form in terms of Eq. (F4):
E(Ȳ k+1 ) = W * (y k+2 ) . . . W * (y K−1 )E(y K ).
Eq. (F9) has the same structure as the filtering equation in Eq. (F4) and can be calculated by the same methods applied backwards in time. Hence
and ρ(Y k ) and E(Ȳ k+1 ) provide the sufficient statistics for smoothing. Continuous-time limits of quantum smoothing can be found in Refs. [81, 82, 103, 104] . The omission of y k+1 from the given observations may seem artificial, but this formulation can actually be used for quantum sensing of hidden classical waveforms. This is done by embedding a classical HMM in the quantum model and assuming that W(y k+1 ) is a perfect observation of the classical HMM [81, 82, 103] . Recent quantum optics experiments that used smoothing for waveform estimation are reported in Refs. [105] [106] [107] .
The concept of quantum smoothing can be traced back to Aharonov et al. [108] , who proposed the timesymmetric form given by Eq. (F10) for von Neumann measurements.
The connection between this timesymmetric form and smoothing estimation was first made and studied by Tsang [81, 82, 103] . The presentation here follows a more recent work by Gammelmark et al. [104] .
The curse of dimensionality also exists for quantum estimation, as the number of variables that specify a density matrix also grows exponentially with the degree of freedom. As quantum technologies become more complex and nonclassical, one can envision an increasing demand for efficient quantum filtering and smoothing algorithms for future signal processing and control applications.
