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a b s t r a c t
Semiparametric models with both nonparametric and parametric components have be-
come increasingly useful in many scientific fields, due to their appropriate representation
of the trade-off between flexibility and efficiency of statistical models. In this paper we fo-
cus on semi-varying coefficient models (a.k.a. varying coefficient partially linear models)
in a ‘‘large n, diverging p’’ situation, when both the number of parametric and nonpara-
metric components diverges at appropriate rates, and we only consider the case p = o(n).
Consistency of the estimator based on B-splines and asymptotic normality of the linear
components are established under suitable assumptions. Interestingly (although not sur-
prisingly) our analysis shows that the number of parametric components can diverge at a
faster rate than the number of nonparametric components and the divergence rates of the
number of the nonparametric components constrain the allowable divergence rates of the
parametric components, which is a new phenomenon not established in the existing liter-
ature as far as we know. Finally, the finite sample behavior of the estimator is evaluated by
some Monte Carlo studies.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Regression problems, where one is interested in characterizing the relationships between a set of covariates X1, . . . , Xp
and a response variable Y , are fundamental in statistics. With modern technologies producing data sets with large size and
dimensions, there has been considerable interest in investigating the ‘‘diverging p’’ asymptotic framework. This can be traced
back at least to the study of consistency and asymptotic normality ofM-estimatorswith a diverging number of predictors [12,
25,16,17,23]. In many real applications, however, parametric models are not flexible enough to capture the true underlying
relationships between covariates and response. Relaxation of the parametric assumptions leads to various proposals for
semiparametric models, including partially linear models [5], additive models [6], varying coefficient models [7] and some
hybrids.
More recently, investigation of models with a large number of parameters is revived by the incorporation of variable
selection using penalization [20,3,28,26,29]. The works on variable selection with a diverging number of parameters mostly
focus on parametricmodels [4,9,27,14]. [24] extended the framework to partially linearmodels. For additivemodels, several
independent works [18,15,10] considered the diverging p case. In contrast to partially linear models where the number of
parameters in the linear part diverges, for additive models the number of nonparametric components diverges to infinity
with sample size.
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Here we study the semi-varying coefficient models with the number of parametric and nonparametric components both
diverging to infinity at suitable rates. This situation has not been considered in the literature to the best of our knowledge.
More specifically, suppose we have n i.i.d. observations from the model
Yi =
p1−
j=1
Wijαj(ti)+
p2−
j=1
Xijβj + ϵi = W Ti α(ti)+ XTi β + ϵi, i = 1, . . . , n, (1)
where t is the index variable,Wij, Xij are the covariates, α = (α1, . . . , αp1)T are the varying coefficients, β = (β1, . . . , βp2)T
are the linear coefficients, and the number of nonparametric and parametric components p1, p2 implicitly depends on
sample size n. We will denote the true parameters by α0 and β0. In [13], the authors considered generalized semi-varying
coefficient models for the fix p case. Some interesting questions arise in the case of diverging number of parameters. It
is naturally expected that the number of parametric components can diverge faster than the number of nonparametric
components, but exactly how? And does the present of nonparametric components pose some constraint on the possible
divergence rate of the number of parametric components, or vice versa? Herewe provide a partial answer to these questions
based on consistency and asymptotic normality analysis, using B-spline estimators for the nonparametric components.
When the covariates satisfy certain conditions (see Condition (c1) in Section 2), we show that if p1/n2d/(2d+1) → 0 and
p2/n → 0, then the estimation is consistent,where d is the smoothness parameter of the nonparametric varying coefficients.
Note that this implies the number of parametric components can diverge at a faster rate. Besides, if p1p2/n(d−1/2)/(2d+1) → 0,
we can show the asymptotic normality of the parametric part. This condition characterizes the multiplicative effect of
the presence of the nonparametric components on the allowable number of parametric components. Precise additional
assumptions required for these results will be explained next.
2. Estimation and asymptotics
In this paper, we use B-splines to approximate the varying coefficients αj(t), 1 ≤ j ≤ p1. For simplicity, we assume
the index variable t in (1) has a distribution supported on the interval [0, 1]. To approximate a function on [0, 1], we
partition the interval [0, 1] into K ′ subintervals [(k − 1)/K ′, k/K ′], for k = 1, 2, . . . , K ′ with K ′ = K ′(n) being a sequence
of natural numbers diverging to infinity as sample size n goes to infinity. A polynomial spline of order q is a function whose
restriction to each subinterval is a polynomial of degree q − 1 and globally q − 2 times differentiable. The collection of
such polynomial splines has a normalized B-spline basis {B1(t), . . . , BK (t)}with K = K ′ + q. As in [2], the basis satisfies (i)
Bk ≥ 0, k = 1, . . . , K , (ii)∑Kk=1 Bk(t) ≡ 1 and (iii) Bj is supported inside an interval of length q/K and at most q of the basis
functions are nonzero at any given t . Using spline expansions, we can approximate the coefficients by αj(t) ≈∑k ajkBk(t).
It is also possible to construct irregular subintervals based on observed values of the index variable, or to specify different
K for different varying coefficient, but we make the above choices for simplicity.
Using B-splines expansion, we can estimate the model (1) using the simple least squares procedure which can be solved
in closed form,
(aˆ, βˆ) = argmin
(a,β)
1
2
−
i

Yi −
p1−
j=1
K−
k=1
WijajkBk(ti)−
p2−
j=1
Xijβj
2
. (2)
Using the notation
Zj =
W1jB1(t1) W1jB2(t1) · · · W1jBK (t1)
· · · · · · · · · · · ·
WnjB1(tn) WnjB2(tn) · · · WnjBK (tn)

n×K
,
Z = (Z1, . . . , Zp1), X = (X1, . . . , Xp2), Y = (Y1, . . . , Yn)T , (2) can be written in matrix form as
argmin
(a,β)
1
2
‖Y − Za− Xβ‖2. (3)
In practice, we need to choose some parameters including the spline order q and the number of basis K . As a commonly
adopted strategy, we fix q = 4 (cubic splines) and choose K using generalized cross-validation (GCV).
Next we will introduce additional definitions and notations for our asymptotic analysis. Let w = (w1, . . . , wp1)T , x =
(x1, . . . , xp2)
T be the randomvariables representing the predictors. Also letGdenote the subspace of functions onRp1×[0, 1],
G :=

g(w, t) : g(w, t) = wTh(t), h(t) = (h1(t), . . . , hp1(t))Twith some functions hj(t) and E
p1−
j=1
w2j h
2
j (t) <∞

,
and for any random variable xwith E(x2) <∞, let EG(x) denote the projection of x onto G in the sense that
E{(x− EG(x))(x− EG(x))} = inf
g∈G E{(x− g(w, t))(x− g(w, t))}.
Definition of EG(x) trivially extends to the case when x is a random vector by componentwise projection.
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In the theoretical studies of our estimator, we will use the following decomposition for x ∈ Rp2 ,
x = θ(w, t)+ u = θ(w, t)− g(w, t)+ g(w, t)+ u, (4)
with θ(w, t) = E(x|w, t), g(w, t) = EG(x). Note that since the conditional expectation E(x|w, t) can be interpreted as
projection onto the space {h(w, t), Eh2 < ∞} of which G is a subspace, we see that we also have g(w, t) = EG(θ(w, t)).
LetΞ = E{(x− g(w, t))(x− g(w, t))T }which can be considered as the residual variance of x after removing its projection
onto G.
Now we can state the assumptions used in our asymptotic results.
(c1) The covariates have finite fourth moments, maxj EW 4ij < ∞,maxj EX4ij < ∞, and the eigenvalues of
E{(wT , xT )T (wT , xT )} are bounded away from zero and infinity.
(c2) The noises ϵi are independent of covariates, have mean zero, variance σ 2, and finite fourth moment.
(c3) The index variable t has a density bounded away from 0 and infinity on [0, 1].
(c4) For 1 ≤ j ≤ p1, α0j(t) satisfies a Lipschitz condition of order d > 1/2: |α(⌊d⌋)0j (t) − α(⌊d⌋)0j (s)| ≤ C |s − t|d−⌊d⌋, where
⌊d⌋ is the biggest integer strictly smaller than d and α(⌊d⌋)0j (t) is the ⌊d⌋-th derivative of α0j(t). The order of the B-spline
used satisfies q ≥ d+ 2.
(c5) Kp1/n → 0, p1/K 2d → 0, p2/n → 0.
(c6) The eigenvalues ofΞ are bounded away from zero and infinity.
(c7) In the decomposition (4), each component of g(w, t) can be written in the form
∑p1
j=1wjhj(t) for some hj. We assume
all hj satisfy a Lipschitz condition of order dg > 1/2: |h(⌊dg ⌋)j (t)− h(⌊dg ⌋)j (s)| ≤ C |s− t|dg−⌊dg ⌋. The order of the B-spline
used satisfies q ≥ dg + 2.
(c8) np21/K
2(d+dg ) → 0, p1p2K/n → 0, p21/K 2d−1 → 0, p1p2/K 2dg → 0.
(c9) p22/n → 0, p21p22/K 2d−1 → 0, np21p22/K 2(d+dg ) → 0.
In Condition (c1), we require that the eigenvalues of the second moment matrix of covariates are bounded away from
zero and infinity. Similar assumptions are used in other papers including [22]. It is possible to relax this to require that the
minimum eigenvalue is bounded away from zero with some rates converging to zero, but at the cost of more complicated
statements in the theorems below. Conditions (c2)–(c4) are standard. The convergence rate (5) would be void without
Condition (c5). (c6)–(c8) are used in showing the faster convergence rate of the parametric component. (c6) and (c7)
imply that x is not in G and its projection onto G is smooth enough. Assumption(c6) can be seen as a natural extension
of the assumption of nonsigularity of E(XTX) in linear regression models, which guarantees the identifiability of the model.
Obviously if the covariates for the parametric part is contained inG, then the coefficients are not estimable. These conditions
are similar to assumption (A2) and Condition 1 in [24] respectively for high-dimensional partially linear models.
Theorem 1 (Convergence Rates). Under conditions (c1)–(c5), the minimizer of (3), (aˆ, βˆ), satisfies
‖aˆ− a0‖2 + K‖βˆ − β0‖2 = O

K 2p1
n
+ Kp2
n
+ p1
K 2d−1

,
where a0 is any vector satisfying ‖α0j(t)−∑k a0jkBk(t)‖ = O(K−2d). As an immediate corollary,
p1−
j=1
‖αˆj(t)− α0j(t)‖2 +
p2−
j=1
(βˆj − β0j)2 = O

Kp1
n
+ p2
n
+ p1
K 2d

, (5)
where α0j(t) denotes the true coefficients and αˆj(t) =∑k aˆjkBk(t).
For the parametric part, under additional assumptions (c6)–(c8), we have the faster rate
p2−
j=1
(βˆj − β0j)2 = O
p2
n

.
Remark 1. Based on the first and the third term in the convergence rate (5), we see that K ∼ n1/(2d+1) is the optimal choice,
which is the same as in the fixed p case [19]. Although in the formulation (2), the regression coefficients ajk and βj appear to
be in the equal footing, they behave radically differently, due to the face that we are concerned with estimation of αj, which
consists of approximation error ‖αj −∑k a0jkBk‖2 as well as estimation error∑k(ajk − a0jk)2. It is necessary that K →∞
to reduce approximation error, at the cost of larger estimation error.
Remark 2. The convergence rate (5) concerns the sum of the nonparametric part and the parametric part. This is of course
related to the prediction error. The rate Kp1/n + p2/n + p1/K 2d is seen to be a sum of the rates for the nonparametric
part (Kp1/n + p1/K 2d) and the parametric part (p2/n). Indeed, the second part of the theorem shows that the rate for the
parametric part is p2/n. As seen in the Appendix, the proof strategy is to profile out the nonparametric part in determining
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the rates for the parametric part. We expect that by following the same strategy, we can show the convergence rate for the
nonparametric part is indeed Kp1/n+p1/K 2d. This seems however quite messy and we skip this derivation. Note that in the
classical case where p1 and p2 are bounded (or slightly more generally when p1 and p2 are of the same order), the term p2/n
is of smaller order than Kp1/n, and thus (5) directly implies
∑
j ‖αˆj − α0j‖2 = O(Kp1/n+ p1/K 2d).
Under the stronger assumption (c9), we can show asymptotic normality of the parametric components.
Theorem 2 (Asymptotic Normality of Parametric Part). Let An be a deterministic m× p2 matrix with m an integer that does not
change with n, andΣn = AnΞ−1ATn (Ξ is defined below (4)). Under conditions (c1)–(c9),√
nΣ−1/2n An(βˆ − β0)→ N(0, σ 2Im) in distribution,
where Im is the m×m identity matrix.
It is also possible to obtain the (pointwise) asymptotic normality of the nonparametric component as below. However,
as pointed out in [8,11], it is in general very difficult to estimate the bias term.
Theorem 3. Under conditions (c1)–(c8), we have
{var(αˆj(t))}−1/2(αˆj(t)− E(αˆj(t)))→ N(0, 1) in distribution ,
where var(.) and E(.) above denote the variance and expectation conditional on covariates respectively.
Remark 3. Suppose we use the optimal choice K ∼ n1/(2d+1). For consistency, the divergence rate of the number of
parameters can be p1 = o(n2d/(2d+1)) and p2 = o(n) (this is same as Condition (c5) when optimal K is chosen). For simplicity
of this discussion, assume dg is large enough so that the assumptions involving dg in (c8) and (c9) are satisfied. Then the
conditions in (c8) and (c9) reduce to p1p2 = o(n(d−1/2)/(2d+1)), p2 = o(n1/2). As long as p1 > 0, p1p2 = o(n(d−1/2)/(2d+1))
implies p2 = o(n(d−1/2)/(2d+1)) and the assumption p2 = o(n1/2) is trivially satisfied. The condition p2 = o(n1/2) is only here
for completeness so that the theorem on asymptotic normality is valid even for purely linear models. Note that even with a
single nonparametric component p1 = 1, the possible divergence rate of p2 is reduced from o(n1/2) to o(n(d−1/2)/(2d+1)).
3. Simulation
In this sectionwe use some simulations to evaluate the finite sample performance of the semi-varying coefficientmodels
when the number of parameters increases. The data sets are generated frommodel (1) with sample size n = 100 and noises
ϵi ∼ N(0, σ 2)with σ = 0.5, 1 and 2. The index variable t is sampled uniformly on [0, 1], and the predictors are S = (W , X),
with Si1 = 1 and other Sijs marginally standard normal within subject correlations Cov(Sij1 , Sij2) = (1/2)|j1−j2|. First we set
p1 = 2, p2 = 9, the first two coefficient functions are
α1(t) = 3 sin(2π t),
α2(t) = 8t(1− t).
Those 9 parameters for the parametric part are specified as β1 = β2 = β3 = 0.5, β4 = β5 = β6 = 0.2 and
β7 = β8 = β9 = 0.1. We also generate data sets with larger p1, p2 by repeating the coefficients. For example, if p1 = 4, we
set α3 = α1 and α4 = α2 in the simulations. For all scenarios, 100 data sets are generated and fitted, with K chosen by GCV
criterion. In Table 1, we report the mean squared errors for the nonparametric and the parametric part, defined by
MSE1 =
p1−
j=1
‖αˆj − αj‖2, MSE2 =
p2−
j=1
(βˆj − βj)2.
As can be seen from the table, increasing the number of parameters (for example comparing p1 = 2, p2 = 9 with
p1 = 4, p2 = 18)makes the estimationmore difficult. Fig. 1 shows the estimation ofα1 withmodels of different dimensions.
Also, the table shows that increasing the number of parameters in the nonparametric part has an adverse effect on the
estimation of the linear part (for example comparing p1 = 4, p2 = 36 with p1 = 8, p2 = 36), and vice versa, as expected.
4. Conclusion
In this paperwe study the estimation of semi-varying coefficientmodelswhen thenumber of parametric components and
the number of nonparametric components both diverge with sample size. In order to achieve consistency in estimation, our
asymptotic results show that the number of parametric components can diverge faster than the number of nonparametric
components. For asymptotic normality, the required condition shows an interesting interaction between the two.
Variable selection by penalization has attracted much attention recently with high dimensional data, typically assuming
sparsity of the model. As a future work, it is thus interesting to use penalization to identify the nonzero coefficients in semi-
varying coefficient models automatically. Another possible extension of the current work is to consider generalized semi-
varying coefficient models. Variable selection for such models has been considered in [13] based on local linear regression
for a fixed dimension.
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Table 1
Estimation errors of different scenarios based on 100 replications, with n = 100. MSE1 is the
mean squared error for the nonparametric part and MSE2 is for the parametric part.
p1 p2 MSE1 MSE2
σ = 0.5 2 9 0.056 0.047
4 18 0.203 0.143
8 36 1.361 0.907
4 36 0.304 0.400
σ = 1 2 9 0.179 0.191
4 18 0.572 0.527
8 36 2.267 2.289
4 36 0.731 1.465
σ = 2 2 9 0.526 0.738
4 18 1.482 1.919
8 36 5.502 8.337
4 36 2.029 5.799
a
b c
Fig. 1. Estimation of α1 for different dimensionality, with the true α1 shown as the solid line. (a) σ = 0.5; (b) σ = 1; (c) σ = 2.
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Appendix
Proof of Theorem 1. The convergence rate for the nonparametric component is relatively easy to show.
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Suppose αnj(t) = ∑Kk=1 a0jkBk(t) is the best approximating spline for α0j(t) with ‖αnj − α0j‖2 = O(K−2d). Denote
V = (Z, X/√K), bˆ = (aˆ,√K βˆ) and b0 = (a0,
√
Kβ0). By the definition of aˆ, βˆ in (2), we have
0 ≥ Q (bˆ)− Q (b0)
= ‖Y − Zaˆ− X βˆ‖2/2− ‖Y − Za0 − Xβ0‖2/2
= (Y − Vb0)TV (b0 − bˆ)+ ‖V (b0 − bˆ)‖2/2.
Let η = PV (Y − Vb0), where PV = V (V TV )−1V T , be the projection of Y − Vb0 onto the columns of V = (Z, X/
√
K).
Lemma 1 shows that ‖η‖2 = Op(Kp1+ p2+np1/K 2d). Using the Cauchy–Schwartz inequality, the above displayed equation
can be continued as
0 ≥ −|Op(Kp1 + p2 + np1/K 2d)| + 14‖V (b0 − bˆ)‖
2. (6)
Using now Lemma A.1 in [21] together with Condition (c1), which implies that ‖V (b0 − bˆ)‖2 ∼ (n/K)‖b0 − bˆ‖2 =
(n/K)(‖a0− aˆ‖2+ K‖β0− βˆ‖2), (6) leads to ‖aˆ− a0‖2+ K‖βˆ−β0‖2 = Op(K 2p1/n+ Kp2/n+ p1/K 2d−1). The convergence
rate for
∑p1
j=1 ‖αˆj − α0j‖2 is obtained from the well known relation ‖
∑
k akBk(t)‖2 ∼ ‖a‖2/K for any a = (a1, . . . , aK ).
Now consider the faster convergence rate of the parametric components, which we show by profiling out a in (2). For
any given β , let aˆ(β) be the minimizer of (2) when β is fixed. It is obvious that
aˆ(β) = (ZTZ)−1ZT (Y − Xβ).
Let β0 be the true parameter and set βˆ = β0 + γ1uwith γ1 = C√p2/n for some C > 0, and ‖u‖ = 1. We will show that
inf‖u‖=1 Q (aˆ(βˆ), βˆ)− Q (aˆ(β0), β0) > 0 with probability approaching 1 for C large enough and the result will follow.
Using the closed form expression for aˆ(β), we get
Q (aˆ(βˆ), βˆ)− Q (aˆ(β0), β0) = −(Y˜ − X˜β0)(γ1X˜u)+ (1/2)‖γ1X˜u‖2
where for any randommatrixW with n rows, we set W˜ = QZW = W − PZW to be the projection of columns ofW onto the
orthogonal complement of the column space of Z , where PZ = Z(ZTZ)−1ZT .
In Lemma 2(i), we show that ‖(Y˜ − X˜β0)T (X˜u)‖ = O(√np2). Since the eigenvalues of X˜T X˜/n are bounded away from
zero by Lemma 2(ii) and Condition (c6), Q (aˆ(βˆ), βˆ)− Q (aˆ(β0), β0) is bounded below by
ncγ 21 + O(
√
np2)γ1,
for some c > 0. Thus if γ1 = C√np2/n for C > 0 sufficiently large, the above displayed expression will be positive. 
Proof of Theorem 2. Since Y = r + Xβ0 + ϵ where r = (r1, . . . , rn)with ri =∑p1j=1 Wijα0j(t), and denote by a0 the vector
containing the spline coefficients that achieve optimal approximation of αj(t), 1 ≤ j ≤ p1, and set v = r − Za0. The first
order conditions for (3) are
−ZTj (ϵ + v − Z(a− a0)− X(β − β0)) = 0, j = 1, . . . , p1,
−XTj (ϵ + v − Z(a− a0)− X(β − β0)) = 0, j = 1, . . . , p2.
From the first displayed equation above, we get Z(a − a0) = Z(ZTZ)−1ZT (ϵ + v − X(β − β0)) and plugging this into the
second displayed equation above we get
−XTj (ϵ + v − Z(ZTZ)−1ZT (ϵ + v − X(β − β0))− X(β − β0)) = 0, j = 1, . . . , p2,
that is,
−XTj (ϵ + v − X˜(β − β0)) = 0, j = 1, . . . , p2,
from which we get
√
nΣ−1/2n An(βˆ − β0) =
√
nΣ−1/2n An(X˜
T X˜)−1X˜T (ϵ + v).
By Lemma 2(ii), we can replace (X˜T X˜/n)−1 byΞ−1 which only results in a multiplicative factor 1+ o(1) and thus does not
disturb the asymptotic distribution.
It is easily shown 1√nΣ−1/2n AnΞ−1
 = O(p2/n).
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Combining this with ‖X˜Tv‖ = O(

np21p2/K 2d−1 + np1
√
p2/K (d+dg )) (combining bounds (8)–(10) in Lemma 2(i)), and using
Condition (c9), we get 1√nΣ−1/2n AnΞ−1X˜Tv
 = o(1).
Finally, when p22/n → 0,
√
nΣ−1/2n An(X˜T X˜)−1X˜T ϵ can be shown to converge toN(0, σ 2I) by Lindeberg–Feller’s central limit
theorem using standard arguments. 
Proof of Theorem 3. Since we have b = (V TV )−1V TY (using notations in the proof of Theorem 1), we have b − E(b) =
(V TV )−1V T ϵ. Since αˆj(t) = ∑k aˆjkBk(t), it is sufficient to show that for any vector cn whose components are not all zero,
we have cTn (aˆ− E(aˆ))/var(cTn (aˆ− E(aˆ)))−1/2 → N(0, 1). The demonstration of this follows exactly the same arguments of
Lemma A.8 in [11]. 
Lemma 1. Following notations defined in the proof of Theorem 1, ‖η‖2 = ‖PV (Y − Vb0)‖2 is of order O(Kp1 + p2 + np1/K 2d).
Proof. Denote ri =∑p1j=1 Wijα0j(ti) and r = (r1, . . . , rn)T . We have Y − Vb0 = ϵ + (r − Za0) and ‖η‖2 ≤ 2‖PV ϵ‖2 + 2‖r −
Za0‖2. By the approximation property of splines, ‖r − Za0‖2 = Op(np1/K 2d). Also, E‖PV ϵ‖2 = E(ϵTPV ϵ) = σ 2tr(PV ) =
O(Kp1 + p2) and the lemma is proved by an application of Markov’s inequality. 
We collect some miscellaneous results on bounding some terms used in the proof of Theorems 1 and 2 in the following
lemma.
Lemma 2. Following the notations used in Theorems 1 and 2, we have
(i) ‖(Y˜ − X˜β0)T X˜‖ = O(√np2).
(ii) ‖X˜T X˜/n− Ξ‖ = o(1) where ‖B‖ for a matrix, B denotes its operator norm.
Proof. (i) We first write down the decomposition
X = Θ − G+ G+ U .
The above uppercase letters represent n × p2 matrices, and correspond to the decomposition in (4) evaluated at n
observations. After projection, we have
X˜ = Θ˜ − G˜+ G˜+ U˜ .
Together with the decomposition
Y˜ − X˜β0 = ϵ˜ + (r − Za0)
(as in the proof of Theorem 2, r = (r1, . . . , rn)T with ri = ∑p1j=1 Wijα0j(t), a0 contains the spline coefficients that achieve
optimal approximation of α0j(t), 1 ≤ j ≤ p1), the bound for ‖(Y˜ − X˜β0)T X˜‖ is obtained from the following estimates,
‖ϵTQZX‖ = O(√np2), (7)
‖(r − Za0)TQZ (Θ − G)‖ =

np21p2
K 2d−1
, (8)
‖(r − Za0)TQZU‖ =

np1p2
K 2d
, (9)
‖(r − Za0)TQZG‖ =

np1
K 2d

np1p2
K 2dg
. (10)
Proof of (7):
E‖ϵTQZX‖2 = EϵTQZXXTQZϵ
= O(tr(QZXXTQZ ))
= O(tr(XXT )) = O(np2).
Proof of (8):
We have ‖(r − Za0)TQZ (Θ − G)‖ ≤ ‖(r − Za0)T (Θ − G)‖ + ‖(r − Za0)TPZ (Θ − G)‖. Since entries ofΘ − G have mean
zero and are orthogonal to Gwhile entries of r − Za0 are inside G, we can obtain the bound
‖(r − Za0)T (Θ − G)‖2 = O
np1p2
K 2d

(11)
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by considering its variance. For any fixed 1 ≤ j ≤ p2, letΘj be the j-th column ofΘ and Gj the j-th column of G. We have
‖PZ (Θj − Gj)‖2 ≤ ‖ZT (Θj − Gj)‖2‖(ZTZ)−1‖
= O(tr(ZZT ))‖(ZTZ)−1‖
= O(np1) · O(K/n) = O(p1K).
Since ‖r − Za0‖ = O(

np1/K 2d), the above implies ‖(r − Za0)TPZ (Θ − G)‖2 = O(np1/K 2d) · O(p1p2K) = O(np21p2/K 2d−1).
Proof of (9):
Since ‖(r − Za0)QZ‖ ≤ ‖r − Za0‖ = O(

np1/K 2d), we have E‖(r − Za0)QZU‖2 = O(np1p2/K 2d), similar to (11).
Finally, (10) is obtained from ‖QZGj‖ = O(

np1/K 2dg ) by Condition (c7).
All the terms (7)–(10) are of order O(
√
np2) by Condition (c8).
(ii) Using the decomposition X˜ = Γ − PZΓ + G˜ + U − PZU where Γ = Θ − G, we have that, using the results on
eigenvalue convergence for the sample covariance matrix in [1], (Γ + U)T (Γ + U)n − Ξ
 = Op2n

= o(1). (12)
Denoting by Γj the j-th column of Γ , we also have the following bounds.
Γ Tj PZΓj
n
= Γ
T
j Z(Z
TZ)−1ZTΓj
n
≤ ‖Γ Tj Z‖2λmax((ZTZ)−1/n)
= O(tr(ZZT ))λmax((ZTZ)−1/n)
= O(np1) · O(K/n2) = O(Kp1/n),
which impliesΓ TPZΓn
 = Op1p2Kn

= o(1),
using the well-known inequality ‖W‖ ≤ tr(W ) for any square matrixW .
By similar arguments, we haveUTPZUn
 = O p2n tr(PZ ) = O

p1p2K
n

= o(1), (13)
and finallyGTQZGn
 = O p1p2K 2dg  = o(1) (14)
by Condition (c7).
Other terms in ‖X˜T X˜/n− Ξ‖ can be bounded by the Cauchy–Schwartz inequality utilizing (12)–(14), resulting in some
additional o(1) terms, and Part (ii) of the lemma is proved. 
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