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ABSTRACT 
Patil, Prithviraj. M.S.C.E., Department of Computer Engineering, 
Wright State University, 2006 
A Formal Language Approach for Detecting Texture Paths and Patterns in Images 
 
 
This Master thesis considers the use of formal languages representation for image 
processing, especially texture patterns and determining texture paths in them. The texture 
paths are detected and extracted by using image processing techniques, such as image 
segmentation to isolate regions of interest, and then the extraction of repeating textures. 
The detection of the texture blocks is obtained by recursively using 27 X 27, 9 X 9, and 3 
X 3 windows. Predefined repeating texture patterns are also searched for in each of the 
sets. For each set of texture blocks with similar or same characteristics, curve fitting 
techniques are used for association of patterns with the texture. The selected curve is split 
into straight line segments, and the pattern is finally represented using the defined 
context-free formal language methodology. Results are shown for various color images.  
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1. Introduction 
1.1  Background 
“Vision allows humans to perceive and understand the world surrounding them. 
Computer vision aims to duplicate the effect of human vision by electronically perceiving 
and understanding an image.”
 [7]
 
            Motivation: The main motivation behind the work presented in this thesis is the 
effort of automating the detection of texture paths in images and video using formal 
languages representation.   
           Image processing, and in particular computer vision, deals with the capture of 
images, primitive image processing, image segmentation, application of high-level 
algorithms, and extraction of information and results. Computer vision is a vast field, 
with various applications in the fields of biomedical engineering, space science, geology, 
manufacturing industries, security, etc. Apart from mathematics and computer science, it 
employs electronics, neural networks, fractals, biology and other fields of science. For the 
sake of classification, computer vision is split into low-level and high-level image 
processing. Low-level processing assumes little a priori information and deals mainly 
with simple tasks as image compression, edge extraction, smoothing and sharpening. 
High-level processing, on the other hand, requires considerable knowledge of the image 
(data) that is of interest and the extraction of meaningful information using complex 
algorithms. These algorithms try to mimic human vision and perception and most often 
are extremely focused on solving a particular problem. High-level algorithms are based 
on real world models, and the importance of previous knowledge is illustrated. Fig. 1.1 is 
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the information that a computer program receives in the form of grayscale values in 2-D 
matrix representation. The interpretation of this information is not obvious to our 
perception, but Fig 1.2 is what it represents; a girl’s face, which humans can innately 
recognize. Similarly, the computer has to draw conclusions based on algorithms designed 
by the programmer using the grayscale matrix. 
 
Figure 1.1 Grayscale image representation
 [7]
 
 
 
Figure 1.2 Original image
 [7]
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There are three major concepts that help in categorizing the various high-level 
computer vision algorithms: Heuristics, a priori knowledge and semantic. Heuristics are 
used when a sub-optimal solution would suffice in place of a precise one. A priori 
knowledge enables algorithms to solve problems more effectively. Lastly, the concepts of 
Syntax and Semantics, which have roots in Formal language theory, are the basis for this 
thesis. 
Currently, no one computer program can replicate the entire human vision and 
recognition system. That in itself is not a drawback. Hghly targeted systems have come to 
solve numerous real world problems that would overwhelm humans. Image processing 
tools applied to CAT Scans allow for radiologists to detect cancerous cysts that are 
hidden to the naked eye. Face recognition at airports and other public areas help in 
apprehending criminals and terrorists. The scope of computer vision is vast, and 
considerable areas still require extensive research. 
1.2 Textures and Patterns 
[3, 6, 7]
 
The concept of texture is so easily intuitive to humans, but not very simple to 
describe mathematically. It has been variously defined as: 
“The basic structure or composition, especially of something complex or fine”
 [10]
  
“Something consisting of mutually related elements”
 [7]
 
“Repeating pattern of local variations in image intensity which are too fine to be 
distinguished as separate objects at the observed resolution” 
[3]
 
On a black background, a repeated pattern of white dots is one of the simplest 
patterns as illustrated in Fig. 1.3. The texture in a brick wall, from a long distance as 
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shown in Fig 1.4, consists of the bricks and their placement; but at a closer distance the 
texture in the brick itself becomes evident as in Fig 1.5. The resolution/scale of the image 
determines the texture observed.  
 
Figure 1.3 Simple Texture 
 
  
Figure 1.4 Texture of a Brick Wall Figure 1.5 Texture of a Brick 
The basic features of texture are based on tone and structure. A texture is said to 
be made up of primitives. In a primitive, tone represents the pixel color or grayscale 
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value, and structure the placements of pixels.  Humans usually classify texture as fine 
(Fig. 1.6) or coarse (Fig. 1.7), smooth (Fig. 1.8) or rough (Fig. 1.9), etc. There are 
innumerable types of texture; natural, man made, and computer generated. A few of them 
are shown in Fig. 1.10 – Fig. 1.13. Textures can also be classified as weak or strong 
based on the primitive’s spatial relationships and their frequency of occurrence in a given 
neighborhood. Primitives of weak textures don’t have much relation to one other when it 
comes to their placement, and a statistical description is made based on their frequency. 
Strong textures on the other hand have more defined spatial relationships. This 
information along with the knowledge of primitives describes the texture. 
  
Figure 1.6 Fine Texture of Dog Hair Figure 1.7 Coarse Texture of Sand 
Classification of texture, its segmentation, and finally recovery of shape constitute 
texture analysis. Statistical methods are used for texture classification and are effective 
when texture primitives are small, called microstructure. For macrostructures, basic 
primitive properties need to be determined before classification is attempted. The two 
major approaches for texture description are statistical and syntactic. Section 1.3 presents 
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a brief introduction to some texture description and recognition algorithms. Syntactic 
based texture description will be discussed in the next chapter. 
  
Figure 1.8 Smooth Texture of Table Top Figure 1.9 Rough Texture of Concrete 
  
Figure 1.10 Texture Formed of Pebbles Figure 1.11 Texture of Batik 
 
 18 
  
Figure 1.12 Honeycomb Texture Figure 1.13 Machine Generated Texture 
1.3 Statistical Texture Description
 [3, 4, 7]
 
Texture description based on statistical methods is usually effective when the 
primitive texture sizes and pixel sizes are comparable. There are numerous statistical 
based approaches, many that measure spatial frequencies, which use decision rules based 
on deterministic or probabilistic models that can classify texture. The most commonly 
used methods are discussed briefly. 
1.3.1. Autocorrelation Texture Description 
In an autocorrelation model a texture primitive consists of a single pixel and gray-
level tone. A linear spatial relationship as described by a correlation coefficient describes 
the texture. Texture primitives’ size determines texture, with small primitives resulting in 
fine texture, high spatial frequency and rapidly decreasing value of autocorrelation 
function with increasing distance. On the other hand, coarse textures formed by large 
primitives exhibit lower spatial frequency. With increasing distance the autocorrelation 
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function value decreases slowly. This value changes periodically with regularly located 
primitives. Primitives’ scale and periodicity are measured. The autocorrelation function 
p[k, l] for a M X N image: 
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Optical image transforms and discrete image transform based methods are other 
spatial frequency based texture descriptors. Frequency based approaches have many 
problems and have been shown to be less efficient. 
1.3.2. Co-occurrence Matrices 
This approach has found extensive use for classification of terra in remote sensing 
applications and is particularly effective to describe microtextures. The texture is 
described by the recurrence of gray level formation, which varies slowly for coarse 
textures and rapidly for fine textures. The co-occurrence matrix p[i, j] is defined by 
counting all pairs of pixels separated by a specified displacement vector d, having gray 
levels i and j. The features defined by co-occurrence matrix are entropy, which measures 
randomness of gray level distribution, energy, which measures homogeneity of an image, 
contrast, which measures local variations in an image, and homogeneity. Since it does not 
capture shape, it fails for large size primitives. 
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1.3.3. Edge Frequency
 [7, 12]
 
This approach describes features based on distance-related gradient. Small edge 
detectors result in micro-edges and larger masks detect macro-edges. A gradient g(d) is 
computed for texture pixels. For specified distances d, average values of the gradient  are 
used to evaluate texture features. The first three values are derived from first-order 
statistics and rest from second-order statistics. In the presence of noise, a noise-tolerant 
description needs to be used. 
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• Coarseness – is measured as edge density. The presence of high number 
of edges reflects fine texture. 
• Contrast – is marked by large edge magnitudes for high-contrast textures. 
• Randomness – is characterized by edge magnitude histogram entropy. 
• Directivity – is the entropy of edge direction histogram. 
• Linearity - is denoted by co-occurrence of edge pairs with same direction, 
as shown by edges a and b in Fig1.14. 
• Periodicity – is measured as co-occurrence of edge pairs with same 
direction, as illustrated by edges a and c in Fig1.14. 
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• Size – is based on co-occurrence of edge pairs with opposite direction, as 
represented by edges a and d in Fig1.14. 
 
Figure 1.14 Image Edges 
1.3.4. Primitive Length (Run Length) 
This type of texture descriptor is defined by the lengths of primitives in various 
directions. Texture primitives are described by direction, gray-level and length, and 
consist of same gray-level adjoining pixels in a line. Fine textures are formed by a small 
number of neighboring pixels of the constant gray level, and large numbers of such pixels 
create a coarse texture. Let B(a, r) be the number of primitives of all directions having 
length r and gray level a, with image dimensions M, N, and number of image gray levels 
be L. If Nr is the maximum length of primitive and if the total number of primitives K 
 ( )∑∑
= =
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then texture description features are defined as follows: 
• Short primitive emphasis 
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• Long primitive emphasis 
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• Gray-level uniformity 
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• Primitive length uniformity 
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• Primitive percentage 
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1.3.5. Fractal Texture Description
 [7, 9]
 
Texture description by fractal methods is accomplished by measuring the texture 
roughness and granularity from image intensity function and determining fractal 
dimension and lacunarity. There exists a correlation between the texture coarseness and 
fractal dimension D. A self-affine mapping system illustrates an example wherein object 
contour was extracted, based on analyzing block-wise self similarity and the property that 
edges attract mapping points. Fig 1.15 shows the Lena image, and Fig 1.16 with the 
edges extracted. Classification of ultrasonic liver images in three classes – normal, 
hepatoma, and cirrhosis shows that even if fractal dimensions of textures are identical, 
they can still be distinguished if they have different lacunarities. 
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Figure 1.15 Image of Lena Figure 1.16 Fractal Edge Detection 
1.3.6. Mathematical Morphology
 [23]
 
This approach was initially developed for binary images, but has since been 
extended successfully to grayscale and color images as well. Morphological operations 
are based on general expanding and shrinking operations. For single pixel primitive, the 
autocorrelation function describes the texture. For primitives of simple shapes such as 
square or line, general correlation is evaluated. The shape of the primitive is extremely 
important in mathematical morphology based approaches and is often effective for 
granular textures that can be segmented by thresholding. 
1.3.7. Other Methods 
Other statistical texture description methods are Laws’ Texture Energy Measures, 
Texture Transform, Auto regression Texture Model, Peak and Valley Method, Markov 
Chain, Gabor Transforms and Wavelets. 
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1.4 Texture Recognition using Neural Networks
 [7, 12]
 
Neural network based algorithms try to mimic the structure and behavior of the 
human brain with the general task being vector association. The different types of 
structures are layered, interconnected, or sometimes direct. The McCulloch-Pitts neuron 
(Fig 1.17) and perceptrons (Fig 1.18) are the fundamental building block of most neural 
networks. 
Networks for texture identification based on feed-forward back-propagation 
algorithm (Fig 1.19) usually have 2 hidden layers between the input and output layer. The 
weights are randomly initialized. The fed input propagates through the network. The 
network output and expected output are compared and the error is propagated back by 
adjusting the weights. This process is carried out iteratively until network output is within 
the tolerance level for training pattern set. The trained network is expected to recognize, 
to a fair degree, a texture that it hasn’t been trained on. 
  
Figure 1.17 McCulloch-Pitts Neuron Figure 1.18 Perceptron 
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 Kohonen self-organizing map neural networks (Fig 1.20) depend on 
unsupervised learning to discover some underlying structure of the data. These types of 
networks perform the role of clustering. The inputs to a Kohonen map are n-dimensional 
data vectors that are connected to a layer of neurons. The weights connected to the 
neuron with the largest input represent the output, and these weights are updated based on 
a competitive learning algorithm. 
1.5 Hybrid Texture Description
 [7]
 
Though not as widely used as structural methods, a hybrid approach combines 
statistical and syntactic texture description schemes. It tries to alleviate the complex 
grammar graph problem associated with syntactic approach by using the spatial relations 
between primitives, while also preserving the use of precise primitive definitions. Weak 
and strong textures are distinctly approached in the hybrid method. 
  
Figure 1.19 Back-Propagation Network Figure 1.20 Kohonen SOM 
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 For weak textures, the texture primitives are created by dividing an image 
syntactically into regions based on constant gray-level regions. Primitive histograms are 
created and each primitive represents one texture pattern if two or more units of 
homogeneous texture regions are obtained as a result of image segmentation. This 
histogram based method requires spatial relations between primitives if more than one 
primitive type constitutes any texture region. 
Strong textures, on the other hand, are described by two-directional texture 
primitive interaction and primitive spatial relations. Texture primitive can be as simple as 
a single pixel and its gray-level or complicated like a continuous set of pixels of constant 
gray value, described by size, orientations, etc. The texture is described by primitive 
spatial relations based on distance and adjacency. Single pixel primitive require no 
property computations, but more textural information is gleaned by using complex 
texture primitives. 
1.6 Organization 
After this brief introduction to textures, its descriptions and recognition based on 
statistical, hybrid and neural networks based methods, chapter 2 discusses the syntactic 
texture description and recognition method. Formal language theory is also introduced, 
and existing research papers in this field are briefly surveyed. Chapter 3 elaborates the 
formal design of our method. Chapter 4 discusses the results obtained, and future 
research areas are explored, concluding this thesis. 
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2. Formal Language Theory                                                 
and                                                                                  
Syntactic Pattern Recognition                                               
In this chapter, we discuss the theory of formal language, the description of 
syntactic patterns and their recognition. An understanding of these topics will enable us 
to formally present our method for detecting texture paths and patterns in the next 
chapter. 
2.1 Formal Language Theory
 [2, 8, 10]
 
“A Language is a set of strings over an alphabet”
 [10]
 
Formal language theory describes these sets of strings as languages and deals with 
producing and recognizing them in various ways. We shall define the various terms used 
and discuss briefly the relevant definitions. 
2.1.1. Strings and Languages
 [14]
 
• A string over a set X is defined as a finite sequence of elements from an 
alphabet and is the basic entity used to define languages. 
• An alphabet of a language, denoted by Σ, is a finite set of indivisible 
elements used to build strings. 
• A null string λ, is a string with no elements and is referred to as the basis. 
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• The properties of strings are established by defining recursively the set of 
strings over an alphabet. 
2.1.2. Definition 1
 [10]
 
For alphabet Σ, Σ
*
 is the set of strings over Σ, defined recursively as: 
Basis: *Σ∈λ  
Recursive Step: If *Σ∈w  and Σ∈a , then *Σ∈wa  
Closure: *Σ∈w  only if it can be obtained from λ  by a finite number of 
applications of the recursive step. 
Length (w) is the number of elements in the string. An example is illustrated 
below. 
Let { }cba ,,=Σ . The elements of *Σ  include 
Length 0: λ  
Length 1: a, b, c 
Length 2: aa, ab, ac, ba, bb, bc, ca, cb, cc 
M  
As in the English language, where only words arranged in a particular order form 
a correct sentence, any formally defined language has some restrictions on the strings of 
words that can constitute a sentence.  
2.1.3. Definition 2
 [10]
 
A language over an alphabet Σ is a subset of Σ
*
. 
Concatenation is used to arrange characters into a chained list and is a 
fundamental operation in the generation of strings 
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2.1.4. Definition 3
 [10]
 
 Let *, Σ∈vu . The concatenation of u and v, written uv, is a binary operation on 
*Σ  defined as follows: 
Basis: If length (v) = 0, then λ=v  and uuv = . 
Recursive Step: Let v be a string with length (v) = n > 0. Then wav = , for 
some string w with length n – 1 and Σ∈a , and auwuv )(= . 
2.1.5. Theorem 1
 [10]
 
Let *,, Σ∈wvu . Then ( ) )(vwuwuv = . That is, concatenation is an associative 
binary operation as illustrated with an example below. 
Let abu = , cav = , and bbw = . Then 
 abcauv =    cabbvw =  
 ( ) abcabbwuv =   ( ) abcabbvwu =  
2.1.6. Definition 4
 [10]
 
The concatenation of languages X and Y, denoted by XY, is the language 
  { }YvandXuuvXY ∈∈= |  
E.g. Let { }cbaX ,,=  and { }baabbY ,= . Then 
 { }cbabbaabacabbbabbaabbXY ,,,,,=  
The concatenation of X with itself n times is denoted X
n
. 
E.g. Let { }cbaX ,,= . Then 
 { }λ=0X  
{ }cbaXX ,,1 ==  
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{ }cccbcabcbbbaacabaaXXX ,,,,,,,,2 ==  
2.1.7. Definition 5
 [10]
 
Let X be a set. Then 
i
i
XX
∞
=
∪=
0
*  and i
i
XX
∞
=
+ ∪=
1
 
2.1.8. Definition 6
 [10]
 
Let Σ  be an alphabet. The regular sets over Σ  are defined recursively as follows: 
Basis: φ , { }λ  and { }a , for every Σ∈a , are regular sets over Σ . 
Recursive Step: Let X and Y be regular sets over Σ . The sets 
 YX ∪  
 XY  
 *X  
are regular sets over Σ . 
Closure: X is a regular set over Σ  only if it can be obtained from the basis 
elements by a finite number of applications of the recursive step. 
2.1.9. Definition 7
 [10]
 
Let Σ  be an alphabet. The regular expressions over Σ  are defined recursively as: 
Basis: φ , λ  and a , for every Σ∈a , are regular expressions over Σ . 
Recursive Step: Let u and v be regular expressions over Σ . Then 
 ( )vu∪  
 ( )uv  
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 ( )*u  
are regular expressions over Σ . 
Closure: u is a regular expression over Σ  only if it can be obtained from 
the basis elements by a finite number of applications of the recursive step. 
1. φφφ == uu  
2. uuu == λλ  
3. λφ =*  
4. λλ =*  
5. uvvu ∪=∪  
6. uu =∪φ  
7. uuu =∪  
8. ( )*** uu =  
9. ( ) uwuvwvu ∪=∪  
10. ( ) vwuwwvu ∪=∪  
11. ( ) ( )** vuuuuv =  
12. ( )
( )
( ) ( )
( ) ( )
( ) ***
******
****
**
*
uvu
vuuvu
vuuvuu
vu
vu
=
==
∪=∪=
∪=
∪  
Table 2.1 Table of Regular Expression Identities 
General grammars, context-sensitive grammars, context-free grammars, and 
regular grammars are the four main divisions of grammars.  
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2.2 Syntactic Texture Description
 [3, 4, 7]
 
The similarity between the structure of a formal language and that of texture 
primitive spatial relations is the basis of syntactic texture description. For each texture 
class present in the training set, a grammar is created during the training phase, and the 
syntactic analysis of this texture class is the recognition process. Texture is described by 
the description of primitives and their spatial placement. By applying transformation 
rules to a subset of symbols, the structure of primitive relationships can be effectively 
described using a primitive texture building rules based grammar. The texture primitives 
are represented by symbols, and the spatial relations between them are the transformation 
rules. Grammars usually have a very rigid form, but structural variations and errors, 
distortions, and irregularities are commonly found in real world textures. Variable rules, 
and non-deterministic or stochastic grammars are usually more useful for real world 
applications. Shape chain grammars, graph grammars and primitive groupings are 
discussed next.  
2.2.1. Shape Chain Grammars
 [7]
 
These are the simplest grammars for texture description. Textures are generated 
starting with a start symbol, applying a set of transform rules, called shape rules, until no 
further can be applied. Finding the transform rules, and then geometrically modifying 
those rules to match accurately the generated texture are the steps for texture generation. 
Consider a set of non-terminal symbols Vn, a set of terminal symbols Vt, a set of rules R, 
and start symbol S as shown in the example below. The different rotations of the non-
terminal symbol are shown by the presence of the circle. Texture in fig. 2.2a is 
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recognized as a hexagonal texture, and accepted by the grammar. However, texture in fig 
2.2b would not be accepted, and is not considered a hexagonal texture by the grammar. 
 
Figure 2.1 Grammar Generating Hexagonal Textures
 [7]
 
 
 
Figure 2.2 Hexagonal Textures: (a) Accepted (b) Rejected
 [7]
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2.2.2. Graph Grammars
 [7]
 
The merit of the syntactic approach is its ability to have a qualitative analysis of 
texture, primitive grouping, and description of texture in an image or scene description. 
In short, texture can be described at many hierarchical levels. Graph grammars are very 
effective at this approach, but are considerably difficult to implement. One approach 
involves planar graph representing a classified texture, syntactic analysis of chains of 
split graph, and the final texture classification into a class whose grammar accepts all 
these chains with the highest probability. The main disadvantage of this approach is the 
loss of syntactic information during decomposition that would prevent the original planar 
graph reproduction. Stochastic graph grammar or extended graph grammars for irregular 
texture description, which represent a class of planar graph descriptions, is another 
approach but grammar deduction is a major issue. Another approach involves standard 
statistical classifier learning methods such as exemplar computation and cluster analysis, 
if the distance between two graphs is defined as the similarity measure. Texture described 
by planar graph is illustrated in fig. 2.3. 
2.2.3. Primitive Grouping
 [7]
 
Primitive grouping is the process of texture primitive patterns detection. These 
low texture primitives, or units, combine to form specific patterns which at a higher 
description level combine to form a pattern that can be considered to be a primitive. This 
grouping and creating a higher level primitive can continue until no further patterns can 
be formed. This feature is explored further in chapter 3, when we introduce our formal 
modeling scheme. 
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(a) Texture Primitives 
 
(b) Planar Graph Overlaid 
Figure 2.3 Planar Graph Describing a Texture
 [7]
 
2.3 Syntactic Pattern Recognition
 [1, 2, 3, 7, 21]
 
The distinctive feature of syntactic pattern recognition is the qualitative 
description of an object. Syntactic pattern recognition is used whenever feature 
description of object of interest becomes too complex. It is also used when a hierarchical 
structure of simpler parts can represent the object. Primitives are the basic properties of 
objects that are syntactically described. A relational structure is the result of description 
of relations between primitives in the object, with each primitive being assigned a 
symbol. Syntactic pattern recognition is not algorithmic for the primitive description 
design and the relation between them and is usually a problem specific, intuitive process. 
Some basic rules that ease the process include keeping the number of primitives low, 
choosing primitives that form a suitable representation of the object, picking easily 
dividable primitives in the image, picking primitives that statistical pattern recognition 
methods can easily recognize, and selecting primitives resembling major natural elements 
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of the image structure. An example could be technical drawings, where line and curve 
segments are the primitives and relations are described as placements such as adjacent, 
above, left, etc. Sequential syntactic descriptions and chain grammars are the two 
common syntactic pattern recognition schemes. 
“Syntactic recognition is a process that looks for the grammar that can generate 
the syntactic word that describes an object”
 [7]
 
Syntactic pattern recognition is a four step process. The first step, learning, is 
defining the primitive and possible relations between them. This is based on the analysis 
of the problem. Next, for each object class, a description grammar is constructed using 
either hand analysis of syntactic descriptions or automated grammar inference. The 
recognition step consists of extracting primitives for each object, recognition of the 
classes of primitives and finally describing the relations between them. An object is 
represented by a description word construction. The final step is classification of the 
object in the right class which is determined by the grammar that can generate the 
description word. This is based on the syntactic analysis of the description word. 
The learning process is the significant difference between statistical and syntactic 
pattern recognition. Complex primitives result in simple grammars and faster syntactic 
analysis, but complex description primitives make recognition difficult and time 
consuming. The extraction of primitives and estimation of relations could also get 
complicated. 
Syntactic analysis makes the decision whether a grammar can generate a 
particular word by generating a pattern derivation tree that has the pattern structural 
information. Syntactic classifier places the pattern in the correct class. A pattern can be 
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accepted by more than one grammar as belonging to its class. A simple syntactic 
classifier searches for a match between the word of interest and all the words in the 
language. Since most languages are not finite, more evolved syntactic analyzers are 
required that make use of substitution rules. Syntactic analysis of context-free grammars 
is hard, whereas for regular grammars, analysis is really easy. The two main approaches 
are top-down, wherein starting with the start symbol, the pattern that is of interest is tried 
to be recreated by repeated substitutions; whereas in the bottom-up approach, the pattern 
is reduced by reverse substitution, trying to end up with the start symbol. Tree pruning is 
used to make the pure top-down approach more efficient. The approach used for analysis 
depends on the grammar and application, but top-down syntactic analyzers are more 
commonly used in spite of being less efficient because they are more robust. 
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3. Formal Modeling 
“An ideal texture is a deep, unobservable, highly structured perfect pattern where 
the primitives are extended into a global structure”
 [6]
 
The extraction of patterns and the description of pattern paths is a multi step 
process. During the pre-processing stage, the background is eliminated and the area of 
interest is extracted. The second step is the detection of the various texture blocks that 
repeat multiple times in the image and possibly form a path. In the third step, we describe 
the paths formed by blocks of similar textures using curve fitting to allow for analysis at a 
high level and as a guide to the formal language path. Fourth step involves locating the 
three patterns of interest and fitting a curve for those patterns. Straight line segmentation 
for the fitted curve constitutes the next step. The final step is the description of the texture 
paths and the construction of the formal language which is a combination of all these 
paths. An aerial picture taken of a mud road as shown in Fig. 3.1 is used to aid in 
understanding of the various steps. 
3.1 Image Pre-processing 
The elimination of background is a crucial step and is accomplished using RTSeg
 
[15]
 software. A smoothing filter is used by carefully calibrating the Local Contrast 
Quantization and Local Contrast Deviation for Smoothing, and Similarity Quantization 
and Similarity Deviation for Region Filling. Iteratively applying this smoothing filter 
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yields an image where the contrast between the background and foreground is 
considerably increased. By converting this image into a binary image, the background 
region is eliminated. 
 
Figure 3.1 Aerial Picture of Mud Path 
 
The result of smoothing is shown in Fig. 3.2. The grass is detected to be the 
background by RTSeg and is all clumped together. The colors in this image are reduced 
to two, and additional artifacts that are irrelevant to the texture paths detection are 
eliminated. The final binary image is as shown in Fig. 3.3. 
3.2 Texture Blocks Detection 
The elimination of background region allows for detection of repeating textures 
blocks in the image of interest. Scanning the foreground region, repeating texture square 
blocks are initially detected for pixel dimensions 27 X 27, then for dimension 9 X 9, and 
finally for 3 X 3. Only those textures are considered that have at least three repeating 
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blocks since two blocks or less cannot form a path. The texture block that repeats 
multiple times and forms a path is the primitive. 
 
Figure 3.2 Result of Smoothing 
 
Figure 3.3 Elimination of Background by Reduction of Colors to Two 
Consider a 27 X 27 texture block. If a matching 27 X 27 block is found while 
scanning the rest of the foreground region that is not already marked by other texture 
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blocks, it is marked as part of the current path. A block is said to match with the current 
primitive under consideration if at least 90% of the respective pixels have at most 10% 
variance in RGB color intensity. The pixels in these matching blocks can no longer be 
part of another path if there are at least three such blocks. Otherwise the pixels are reset 
and could be part of other paths. Once all paths made up of 27 X 27 pixel blocks are 
marked, paths formed by 9 X 9 blocks are tagged, and then the process is repeated to 
identify all repeating 3 X 3 bocks. Multiple regions of the foreground could be unmarked, 
and found not to be part of any texture path. Our interest lies in identifying repeating 
texture blocks that form a path and describing that path using formal languages method. 
Fig. 3.4 illustrates all the 9 X 9 blocks found for one path, and Fig. 3.5 represents 
a path formed by a set of matching 3 X 3 blocks. For this example image, eight paths 
were found for the 9 X 9 blocks and thirty nine blocks of pixel dimension 3 X 3 were 
identified. No 27 X 27 repeating blocks could be located. 
 
Figure 3.4 Texture Block 9 X 9 
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Figure 3.5 Texture Block 3 X 3 
3.3 Texture Path Curve Fitting 
The extraction of the various texture blocks allows for the possible detailed (low-
level) description of the various texture paths. In contrast, the high level view can be 
described using a polynomial fitted curve. Considering the center points of the texture 
blocks for each set, an n
th
 degree polynomial curve is tried to be best fitted. This curve 
gives us the appropriate high level information regarding the direction and flow of texture 
path. Such curves are extracted for each set of texture blocks, resulting in the thorough 
description of the various texture paths that could possibly exist in the image. 
MATLAB functions polyfit and polyval are used for fitting the curve. The curve 
in Fig. 3.6 is fitted for one set of 9 X 9 pixel dimension bocks. The actual image is shown 
as the background to better illustrate the close matching of the curve with the actual 
texture path. 
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The points on the fitted curve are an extremely important part of the input to the 
next step of texture path description. The order of the polynomial used to fit the curve 
depends not only on the image, but also the points under consideration. The correct 
selection of order yields a curve that allows for a fairly representative texture paths 
description. 
 
Figure 3.6 MATLAB Fitted Curve for Texture Block 9 X 9 
3.4 Locating Patterns of Interest 
Three distinct patterns were considered to mine for repeating patterns. Fig. 3.7, 
Fig. 3.8, and Fig. 3.9 illustrate the three patterns. Pixel block matching was used and the 
repeating patterns were isolated. The result of searching for the second pattern is shown 
in Fig. 3.10. The detailed view of actual pattern is illustrated in Fig. 3.11. 
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Figure 3.7 Pattern 1 Figure 3.8 Pattern 2 Figure 3.9 Pattern 3 
 
 
 
Figure 3.10 Detected Patterns Figure 3.11 Pattern Detail 
 
3.5 Straight Line segmentation
 [16, 17]
 
Before the texture path can be represented using formal language, the MATLAB 
generated curve needs to be segmented into a series of straight lines. Using the standard 
definition of line in the slope-intercept form and calculating the distance of a point from a 
line, straight line segments are extracted. Starting with the first point, a straight line is 
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recursively drawn to all points starting from the third point. If all the points within the 
first and last point are within a fixed pre-determined distance from this line, the segment 
is marked for further processing. Otherwise a segment consists of only the points up to 
which the distance condition holds true. Fig. 3.12 illustrates the segmented straight lines. 
The maximum distance between a point and the line was set at 3 pixels. 
 cmxy +=   (3-1) 
 ( ) ( )22 1212tan yyxx PPPPceDis −+−=   (3-2) 
 
Figure 3.12 Straight Line Segments 
 
3.6 Texture Path Formal Language Description 
[1]
 
The modified syntactical model allows for the simple texture paths creation.  
“The model M (paths, G, T) is classified by its primitive, primitive-paths, a tree 
grammar, and a tree representation.”
 [1]
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3.6.1. Primitive, Primitive Paths, and Tree Representation 
The primitive has been defined and discussed previously as the fundamental 
building block of a pattern. The selection of this has also been explained in earlier 
sections. The eight basic primitive-paths are carefully chosen, and are illustrated in Fig. 
3.13. These shapes are so selected because combinations of these in various dimensions 
can represent all possible texture paths. The pattern of primitive paths is converted to tree 
representation, with each pixel in a window correlating to a node on its tree 
representation. The tree structure can vary in its dimensions, and its construction is 
described by the tree grammar. Fig. 3.14 represents the tree structure and is so chosen to 
reduce complexity and to increase effectiveness of the tree grammars that are constructed 
based on the selected primitive paths. 
3.6.2. Tree Grammar
 [1]
 
The context free grammar G that represents the transformation rules used to 
generate the texture primitive pattern tree representation is defined as:
 
( )SPrVG N ,,,=  over rVT ,  
NV  is the non-terminal vocabulary 
TV  is the terminal vocabulary 
r  is the set of nodes in the rule structure 
P  is the set of production rules 
S  is the starting symbol of a sentence 
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Figure 3.13 Primitive-paths Figure 3.14 Tree Structure 
3.6.3. Tree Grammar For Selected Texture Paths 
Primitive-path selection, tree representation, and grammars are shown in the 
following figures using 16 X 16 pixel dimension to illustrate the examples. They can 
easily be extended to any M X N pixel dimension. x0, x1, x2 and x3 are symbols 
representing the pixel value, including zero. 
Fig. 3.15 represents the pattern path for primitive-path “A”. Fig. 3.16 shows the 
representation for of path “A”. Fig. 3.17 through Fig. 3.24 illustrate the grammar and 
production rules for paths “A”, “B”, “C”, “D”, “E”, “F”, “G”, and “H” respectively. 
3.6.4. Simple Language For Synthesis Of Texture Paths 
[1]
 
A synthesis language Ls is the frame-work that generates the previously defined 
paths and the combinations of those resulting in complex paths. The eight primitive paths 
shown in Fig. 3.13 are the alphabets for this language. A general purpose synthesis 
language is developed that can generate and recognize any paths and patterns of textures 
in an image. The context free grammar is defined as below: 
{ }HGFEDCBA ,,,,,,,=Σ  
{ }SPVVG TN ,,,=  
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where, 
{ }drlwTLSV eN ,,,,,,=  
S  is the starting point 
eL  is a specific name of a letter 
T  is a general letter 
w  is width of a letter 
l  is length of a letter 
r  is the set of values for the pixels of each letter 
d  is the direction of the letter 
 
{ }ο∪Σ=TV  
where, 
ο  is the used operator 
 
Production rules rP : 
( )
( )rdlwLT
union
STS
TS
e ,,,>−
∪>−
>−
>−
ο
ο
 
The above grammar G  generates a language, where 
( )










>−= eTees L
G
SVLLGL
*
:| *  
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Figure 3.15 Pattern for path “A”
 [1]
 
 
Figure 3.16 Tree representation of path “A”
 [1]
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Figure 3.17 Grammar and the 
production rules for path “A”
 [1]
 
Figure 3.18 Grammar and the production 
rules for path “B”
 [1]
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Figure 3.19 Grammar and the 
production rules for path “C”
 [1]
 
Figure 3.20 Grammar and the production 
rules for path “D”
 [1]
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Figure 3.21 Grammar and the production 
rules for path “E”
 [1]
 
Figure 3.22 Grammar and the 
production rules for path “F”
 [1]
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Figure 3.23 Grammar and the production 
rules for path “G”
 [1]
 
Figure 3.24 Grammar and the 
production rules for path “H”
 [1]
 
 
3.6.5. Final Representation 
This is the final step in the process of representation of texture paths and patterns 
using formal language descriptions. The start point of the first segmented line marks the 
beginning; all alphabets follow that. The segmented straight lines are individually 
matched with one of the above described eight alphabets, and their dimensions are also 
noted next to the matched alphabet. For alphabets ‘A’ and ‘C’, height, and for alphabets 
‘F’ and ‘H’, width, is fixed at a predetermined window size. For our experiments, this 
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widow was fixed at 5. These descriptions, along with the start point are saved in a text 
file as a series of alphabets that describe in entirety one set of texture blocks or pattern. 
The representation of texture paths using a context free formal language for our 
above discussed example is shown as follows. 
Start Point: (165,1) 
D(51, 48) 
E(3, 35) 
E(24, 59) 
E(96, 85) 
G(5, 22) 
D(32, 47) 
 
The union of all the formal language representations for every set of texture 
blocks, along with the respective block of primitive block, yields the complete texture 
information about the image under consideration. 
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4. Results and Conclusion 
"The great end of life is not knowledge but action." 
- Thomas H. Huxley 
The results of the formal language method to detect texture paths and patterns are 
explained with the help of the example image that has been described previously. Results 
for additional images are also illustrated. 
4.1 Aerial Image of a Mud Road 
[19]
 
The example image that has been used throughout this thesis helps to illustrate the 
 
Figure 4.1 Detailed Formal Language Representation for Partial Image 
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efficacy of the system that has been designed. Fig. 4.1 has the detailed information on 
two alphabets, with their respective dimensions marked. Fig. 4.2 has the complete formal 
language representation for one set of 3 X 3 texture blocks. Fig. 4.3 represents the formal 
language for pattern type two, found in the above set of 3 X 3 texture blocks. 
 
Figure 4.2 Formal Language Representation for a 3 X 3 Texture Blocks Set 
Start Point: (165,1) 
Formal Language Representation: D(51,48) E(3,35) E(24,59) E(96,85) G(5,22) D(32,47) 
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Figure 4.3 Formal Language Representation for Pattern Two of a 3 X 3 Texture 
Blocks Set 
Start Point: (190,32) 
Formal Language Representation: D(14,77) E(1,34) E(58,32) E(3,18) E(57,38) D(3,16) 
D(16,22) 
 
4.2 Aerial Image of a River 
Fig. 4.4 shows the aerial image of a river. Once this image is smoothened as 
shown in Fig. 4.5, the background is eliminated by reducing the number of colors to two 
and eliminating regions that are not of interest. The final binary image is shown in Fig. 
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4.6. The formal language representation of a 9 X 9 set of texture blocks is displayed in 
Fig. 4.7, and Fig. 4.8 has that for a set of 3 X 3 texture blocks. 
Two hundred and twenty nine different types of texture blocks were found for this 
particular image, including two 27 X 27 sets, fifty nine 9 X 9 sets, and the rest of block 
size 3 X 3. Most sets consisted of just three texture blocks. 
 
Figure 4.4 Aerial Picture of a River 
4.3 Aerial Image of a Horizontal Mud Road
 [19]
 
Fig. 4.9 is the image of a curving mud road that is approximately horizontal. This 
picture was taken from a hot air balloon and is of very high resolution. The algorithm was 
tested on this particular image to test the ability of the algorithm to detect and
  
 
 59 
  
Figure 4.5 Smoothened River Image Figure 4.6 Binary of River Image 
 
 
Figure 4.7 Formal Language Representation for a 9 X 9 Texture Blocks Set for 
River 
Start Point: (388,122) 
Formal Language Representation: E(172,18) E(69,26) D(9,7) D(1,11) 
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represent the paths and patterns for a texture path that is mostly horizontal. Fig. 4.13 
illustrates the representation for a 3 X 3 texture blocks set. 
 
Figure 4.8 Formal Language Representation for a 3 X 3 Texture Blocks Set for 
River 
Start Point: (662,1) 
Formal Language Representation: E(47,3) E(25,6) D(24,12) E(25,9) E(254,30) E(22,7) 
D(2,6) D(108,28) D(7,6) E(13,8) E(129,21) E(107,17) E(25,10) D(7,11) D(84,29) 
D(71,13) 
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Figure 4.9 Aerial Picture of a Mud Road 
 
   
Figure 4.10 Smoothened 
Mud Road Image 
Figure 4.11 Binary of a 
Mud Road Image 
Figure 4.12 MATLAB 
Fitted Curve for a 3 X 3 
Texture Blocks Set 
 
One hundred and eighty one different kinds of texture blocks were found for this 
image. Two sets were found for the 27 X 27 block size, forty five for the 9 X 9 sets, and 
the rest of block size 3 X 3. As observed with other test images, most sets consisted of 
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just three texture blocks. At the opposite end of the spectrum, the top sets were composed 
of hundreds of texture blocks each. 
 
Figure 4.13 Formal Language Representation for a 3 X 3 Texture Blocks Set for 
Aerial Horizontal Mud Road 
Start Point: (1,275) 
Formal Language Representation: D(5,11) B(6,5) E(39,80) E(22,21) E(28,6) D(32,1) 
D(34,13) D(64,44) D(39,8) D(32,1) D(99,26) D(15,15) D(11,29) 
4.4 Conclusion 
By using the formal language based methodology that has been presented so far, 
we were able to detect texture patterns and represent them as a set of alphabets in the 
defined context-free formal language. This system is extremely flexible to define 
different categories of paths, and for future associations. 
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By using the formal language based methodology that has been presented, we 
were able to detect texture patterns and represent them as a set of alphabets in the defined 
context-free formal language. The methodology proposed here is different from the Chain 
code technique, as illustrated in fig. 4.14, for the following reasons: 
 
 
Figure 4.14 Chain Code Scheme 
                        
1. It is more flexible since it uses different size of blocks (3 X 3, 9 X 9, 27 X 27). 
2. It works for non-continuous lines (sets of distributed points). 
3. It is more complex but it works for color images and gray scale. 
4. The methodology presented here is flexible to define different categories of 
paths, and for future associations. 
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Various applications of this methodology are: 
1. A sequence of images could be analyzed to track objects in difficult terrains.  
2. In bio-medical imaging, detecting texture patterns and displaying the 
information could assist a specialist in making the correct diagnosis. 
3.  High level evaluation of material using microscopic images. 
 
Future research and development for this system includes automating the process 
of extraction of the region of interest. The system would be given the specifications of 
patterns, and it would automatically search for that information. System could be 
extended to detect, analyze and represent patterns such as the footprints of animals shown 
in Fig. 4.15, or multiple patterns like that of shoeprints, tire marks, and animal tracks as 
shown in Fig. 4.16.  
 
Figure 4.15 Animal Footprint 
[18] 
 
 
 
 65 
 
Figure 4.16 Multiple Patterns 
[24] 
 
 
An additional improvement of the methodology presented here is the actual use of 
the formal languages associated with probabilities regarding the appearance of the 3x3, 
9x9 and 27x27 under noisy conditions. 
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