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PBW -DEFORMATIONS OF GRADED RINGS
ALESSANDRO ARDIZZONI, PAOLO SARACCO AND DRAGOŞ ŞTEFAN
Abstract. We prove in a very general framework several versions of the classical Poincaré-Birkhoff-
Witt Theorem, which extend results from [BeGi, BrGa, CS, HvOZ, WW]. Applications and examples
are discussed in the last part of the paper.
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Introduction.
The Poincaré-Birkhoff-Witt Theorem states that, for every Lie algebra L over a field, the graded
algebra associated to the canonical filtration on the universal enveloping algebra U(L) is isomorphic to
the symmetric algebra S(L).
Many authors established theorems like this classical result, working with notions such as: PBW -
deformations, or PBW -basis. We will compare here three of them, since they are related to our work.
In order to that, we need some terminology and notation. We fix an associative and unital ring S. Let
T := TS(V ) denote the tensor S-ring generated by some S-bimodule V . By definition, T = ⊕n∈NT
n
is N-graded. The canonical filtration on T , defined by the subbimodules T≤n := ⊕p≤nT
p, induces an
increasing and exhausting filtration X≤n = X ∩ T≤n on an arbitrary set X .
For an S-subbimodule P ⊆ T let U(P ) denote the quotient S-ring of T by the ideal 〈P 〉 generated
by P . Let RP be the graded S-subbimodule of T which is generated by the nonzero homogeneous
components of highest degree of all elements in P . On the other hand, for a graded S-subbimodule
R of T , let A(R) := T/〈R〉. If R ⊆ RP , then there exists a natural morphism of graded S-rings
ΦP,R : A(R)→ grU(P ).
By definition, a PBW -deformation of A(R) is an S-ring U(P ), where P is an S-subbimodule of T
such that R ⊆ RP and ΦP,R is an isomorphism. Note that, in particular, one can consider the map
ΦP := ΦP,RP . If U(P ) is a PBW -deformation of A(RP ), then one says that P is of PBW -type. For
detailed definitions, the reader is referred to the first section.
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Given R ⊆ T 2, the PBW -deformations of A(R) are investigated in [BrGa, Po, PP]. More precisely, in
these papers, the authors consider the case when S is a field, P is a subspace of T≤2 so that R := p2(P ),
where p2 : T → T 2 denotes the canonical projection. Thus R ⊆ RP and, under the assumption
that A(R) is Koszul, using homological methods and the theory of deformation of (graded) associative
algebras, they show that U(P ) is a PBW -deformation of A(R) if and only if RP = R and P satisfies
the condition:
(PT 1 + T 1P )≤2 ⊆ P.
When R is the subspace of commutators [v, w] = v ⊗ w − w ⊗ v, with v, w ∈ V , then A(R) is the
symmetric algebra of V , and the above identity is equivalent to Jacobi identity. For this reason we shall
refer to it as the Jacobi condition.
A similar characterization of PBW -deformations is obtained in [BeGi] for N -homogeneous S-rings
over a regular Von Neumann ring S, which is not necessarily commutative. Therefore, now, R ⊆ TN and
a PBW -deformation corresponds to an S-bimodule P ⊆ T≤N such that R := pN (P ), where pN denotes
the projection onto TN . The Koszulity of A(R) is replaced by the assumption that Tor
A(R)
3 (S, S), as a
graded left S-module, is concentrated in degree N + 1. For P and R as above, in [BeGi, Theorem 3.4]
one shows that U(P ) is a PBW -deformation of A(R) if and only if RP = R and P satisfies the relation:
(PT 1 + T 1P )≤N ⊆ P,
which will be thought, again, as a Jacobi-like identity. Let us note that if S is a field and A(R) is
N -Koszul (see [Be] for the definition of these algebras), then the above assumption on A(R) is satisfied.
Since 2-Koszul algebras and usual Koszul algebras coincide, it follows that the above mentioned theorem
extends the result from [BrGa].
In both PBW -like theorems that we discussed above, R is a pure bimodule, that is R is a subbimodule
of some T n. To our best knowledge, in the non-pure case, a first variant of the PBW -theorem was proved
in [CS]. The method is entirely new. Its main ingredients are central extensions, the complexity of a
graded algebra and the Jacobi condition.
Briefly, these notions are defined as follows. Given a field S and a finite dimensional linear space V ,
let R ⊆ T denote a finite dimensional graded vector space. Let R′ := {r1, . . . , rm} be a minimal set of
homogeneous relations for A(R). Let P be the linear space generated by P ′ := {r1 + l1, . . . , rm + lm},
where each li is an element in T
<deg(ri). By definition, the central extension D(P ) of A(R) is the
quotient of the polynomial ring T [z] by the ideal generated by h(P ′) := {(r1 + l1)
∗, . . . , (rm + lm)
∗},
where f∗ ∈ T [z] denotes the external homogenization of f ∈ T , see [NvO, §II.11]. By construction, the
class of z in D1(P ), still denoted by z, is a central element and D(P )/zD(P ) ≃ A(R). If z is not a zero
divisor in D(P ), then one says that z is regular, or that D(P ) is regular.
On the other hand, if A is a graded S-algebra, with A0 = S, then ExtAn (S, S) := ⊕m∈N Ext
n,m
A (S, S)
is a graded module, with respect to the internal grading induced by that one of A. Thus, the complexity
of A is defined by the relation:
c(A) := sup{n | Ext3,nA (S, S) 6= 0} − 1.
By definition P satisfies the Jacobi condition if and only if, for all 1 ≤ k ≤ c(A(R)),
Pk+1 ∩ T
≤k ⊆ Pk (1)
where {Pk}k≥1 is constructed inductively, setting P1 := P
≤1 and, for k > 0, using the recursion formula:
Pk+1 := T
1Pk + PkT
1 + P≤k+1. (2)
By [CS, Theorem 4.2], U(P ) is a PBW -deformation of A(R) if and only if P1 = 0 and P satisfies the
Jacobi condition. The proof of this version of the PBW -theorem is a consequence of the following three
steps. First, one demonstrates that U(P ) is a PBW -deformation of A(R) if and only if z is regular.
Then, one shows that z is regular if and only if it is c(A(R))-regular, that is za 6= 0, for all non-zero
a ∈ D≤c(A(R)). Finally, one proves that c(A(R))-regularity is equivalent to the Jacobi condition.
The main goal of this paper is to extend these PBW -type theorems, by relaxing as much as possible
the conditions imposed on the rings S and on the S-bimodules P and R. Our strategy is similar to
PBW -DEFORMATIONS OF GRADED RINGS 3
the one used in [CS], namely, of showing that the following properties of an S-bimodule P ⊆ T are
equivalent: U(P ) is a PBW -deformation of A(R); D(P ) is regular; P satisfies certain Jacobi relations.
However, because of the level of generality that we want to achieve, we will relate these properties in a
different way. Moreover, significant changes are required, not only in the proofs of our results, but also
in the definitions of several basic notions, including the Jacobi condition and the complexity of A(R).
We start by characterizing PBW -deformations in terms of appropriate Jacobi conditions. This will
be done in the first two sections. For this part we do not need that T to be a tensor S-rings. All
definitions and constructions that we work with still make sense for any associative unital graded S-ring
T := ⊕n≥0T
n, which is connected and strongly graded, that is T 0 = S and T nTm = T n+m for all n,m.
Assuming that T is such an S-ring, we first study the basic properties of PBW -deformations and
consider some examples. For instance, if R is regarded as a filtered S-bimodule with respect to the
filtration {R≤n}n∈N, then a filtered map α : R → T yields us a deformation P := α(R) of R, see
Example 1.11. In this case we have RP = R and U(P ) is a PBW -deformation if and only if P is of
PBW -type. We will say that P is associated to the map α.
It is worth to note that, in view of Theorem 2.4, for a bimodule P such that every P≤n is a direct
summand of P≤n+1 as a subbimodule, we have R = RP if and only if P is associated to a certain α as
above. Consequently, by Corollary 2.5, it follows that any deformation of an N -pure bimodule R as in
[BeGi] is of this type.
More generally, we show that U(P ) is a PBW -deformation of A(R) if and only if P is of PBW -
type and 〈R〉 = 〈RP 〉. For many examples, the latter relation can be checked by a straightforward
computation, or by identifying P with α(R), for some map α as above. Therefore, in this situation, for
concluding that U(P ) is a PBW -deformation it is enough to show that P is of PBW -type.
In the view of the foregoing remark, in the second section we focus ourselves on finding necessary
and sufficient conditions for a bimodule P to be of PBW -type. One of the main results of this type is
Theorem 2.12, where we prove that P is of PBW -type if and only if it satisfies the relation (1), for all
k ∈ N. We define the bimodules Pk by the same recursion formula (2), as in [CS], but we start with
P0 := P ∩ T
0 = P≤0. Therefore, in general, the two filtrations may have different terms Pk, for k > 0.
Nevertheless, these bimodules coincide for all k > 0, provided that P≤1 = 0. We will refer to relation
(1) as the Jacobi condition (Jk).
Furthermore, we define the central extension of A(R) by D(P ) := T [z]/〈P ∗〉, where P ∗ contains all
elements f∗ obtained by external homogenization, where f is arbitrary in P . As in [CS], we say that
the central extension D(P ) is regular if and only if z is not a zero divisor in D(P ) or, equivalently, the
annihilator ann (z) of z is trivial. By Theorem 2.23, it follows that P satisfies (Jn) if and only if , the
n-degree component of ann (z) is trivial. In particular, P is of PBW -type if and only if z is regular.
In light of the previous description of bimodules of PBW -type, in the third section we study in detail
the regularity of central extensions. In fact, for an arbitrary strongly graded connected S-ring D and a
central element z ∈ D1, we will find homological obstructions which prevent z of being regular.
Since, in general, there is not a minimal projective resolution of S as a left A-module, we need a
substitute of it, with similar properties in small degrees. In the case when A1 is projective as a left
S-module, we can choose it as follows
· · · → A⊗ Vn
dn−→ A⊗ Vn−1
dn−2
−−−→ · · ·
d3−→ A⊗ V2
d2−→ A⊗A1
d1−→ A
d0−→ S → 0, (3)
where V∗ are projective graded left S-modules, d∗ are graded morphisms and V
i
n = 0, for all n > 1 and
i = 0, 1. Using this resolution we produce a sequence
· · ·
δ3−→M2
δ2−→M1
δ1−→M0
δ0−→ S −→ 0
of graded D-modules Mn and graded D-linear maps δn : Mn →Mn−1; see §3.5 for more details on the
construction of this sequence. The sequence defined by the maps δ0, . . . , δp+1 is denoted by
pM∗. If
p = 1 this sequence is a complex which is exact in degree 0. In the main result of this part, Theorem
3.12, we prove that z is regular if and only if 2M∗ is a complex and H1(
1M∗) = 0. Moreover, if z is
regular, then (M∗, δ∗) is a resolution of S by projective D-modules.
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To measure the size of a graded S-module V = ⊕p∈NV
p we introduce the complexity of V , an
invariant that we denoted by cV . By definition, cV = −1 for V = 0, or cV := sup{n | V
n 6= 0} − 1,
otherwise. Note that we also have cV = −1, if V is not trivial and V = V
0. Recall that V3 denotes the
graded S-module defining the third term of the resolution (3). The complexity of V3, plays an important
role, because z is regular if and only if z is cV3-regular and H1(
1M∗), cf. Theorem 3.14.
We have already noticed that a similar result was proved in [CS] for central extensions. Since in that
paper T is a tensor algebra, for any central extension D(P ) of A(R) the first homology group of the
corresponding complex 1M∗ is always trivial. This property does not hold if T is not a tensor S-ring,
even if S is a field. An example, showing that the condition H1(
1M∗) = 0 cannot be dropped in general,
will be presented in the last section. On the other hand, in the fourth section, we consider a special
case of central extensions for which the complex 1M∗ is exact in degree 1.
Let A be a connected strongly graded S-ring, Thus, there is a surjective canonical morphism of graded
S-rings from TA := TS(A
1) to A. Let IA denote its kernel. We assume that there exists a bimodule of
relations R for A. Therefore, by definition, R generates IA and
R ∩ (A1IA + IAA
1) = 0.
Under the additional assumption that R is projective as a left module, we show that in the resolution
(3) we can take V2 = R.
Let D be a central extension associated to a filtered map α : R→ TA, so D = D(P ), where P = α(R).
Under the above hypothesis we are able to construct a bimodule of relations RD for D and to identify
the complex 1M∗ associated to D with the exact sequence
D ⊗RD
d′2−→ D ⊗D1
d′1−→ D → S → 0,
which is the beginning of the resolution of S by projective left D-modules, similar to (3). Hence 1M∗ is
exact in degree 1, and we conclude in this situation that z is regular if and only if either cV3 = −1, or
z is cV3 -regular, see Theorem 4.15.
In the last section of the paper we prove our versions of the PBW -theorem. For simplicity we
present here only one of them. Let A be a strongly graded S-ring such that there exists an R bimodule
of relations for A. We suppose that A1 and R are projective left S-modules. For any filtered map
α : R → TA, we show in Theorem 5.5 (b) that P := α(R) is of PBW -type (equivalently, U(P ) is a
PBW-deformation of A) if and only if either c(A) = −1 or P satisfies (J1)− (Jc(A)).
Here c(A) denotes the homological complexity of A, that is the complexity of the graded S-module
TorA3 (S, S). We note that c(A) ≤ cV3 for any graded S-module V3 that appears in the third term of a
resolution as in (3). Thus P is of PBW -type, provided that it satisfies the Jacobi conditions (J1)−(JcV3 ).
In conclusion, c(A) is the least number of Jacobi relations that P must satisfy for being of PBW -type.
In the remaining part of the paper we present some examples and applications. Let A be a strongly
graded S-ring. The case when R is an N -pure bimodule of relations is settled in Theorem 5.8. This
result is similar to [BeGi, Theorem 3.4], but instead of working with a regular Von Neumann ring S, we
impose that R and A1 are projective left S-modules.
The PBW -deformations of twisted tensor products are characterized in Theorem 5.16 and Theorem
5.19. Specializing the first result to the case when S is a field and A is a Koszul algebra we get [HvOZ,
Theorem 4.6.1]. For smash products of Koszul algebras by finite dimensional Hopf algebras, we recover
[WW, Theorems 0.4 and 3.1].
Specific forms of the PBW -theorem are obtained when S belongs to some special classes of ring,
such as: of weak dimension zero (Theorem 5.21), separable algebras (Theorem 5.23) and multi-Koszul
algebras (Theorem 5.25).
Choosing in a convenient way the generators and relations, we prove a PBW -type theorem for a
graded S-ring A := T/I, where T is a quadratic S-ring, with S a separable algebra (Theorem 5.29).
In particular, we can apply the latter result to the case when T is a polynomial ring, to obtain a
PBW -theorem for commutative algebras (Theorem 5.30).
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Among the examples considered in subsection 5.E, we mention here split central extensions (Example
5.32) and trivial central extensions (Example 5.33), which yield us counterexamples to the vanishing
of the first homology group of the corresponding complex 1M∗. We also show that the homological
complexity of A is finite, provided that the complexity of A as a graded S-module is so and, in this case
we have c(A) ≤ cA + 2, cf. §5.31.
1. Preliminary results.
Throughout this paper we fix an associative unital ring S and a field k. If X = ⊕n∈ZX
n is a
graded S-bimodule then the d-shifting of X is the graded S-bimodule X(d) which coincides with X as
a bimodule, but its grading is given by X(d)n = Xn+d. If X and Y are graded S-bimodules, then a
morphism of S-bimodules f : X → Y is said to be of degree d if f (Xn) ⊆ Y n+d. A morphism of degree
zero will be simply called a graded morphism. Thus f : X → Y is is a morphism of degree d if and only
if f : X → Y (d) is graded (of degree 0).
Let T := ⊕n≥0T
n be an associative, unital and positively graded S-ring. In addition, we assume that
T is connected, that is T 0 = S. In this case every homogeneous component T n is an S-subbimodule of
T . We shall denote by T≤m := ⊕n≤mT
n the m-th term of the standard filtration on T . The projection
onto the homogeneous component T n will be denoted by pn : T → T n.
If U := {FnU}n≥0 is an increasing filtration on an algebra U , then the associated graded algebra
will be denoted by grU = ⊕n≥0 gr
n U . The n-th homogeneous component of grU is defined for n ≥ 0
by grn U := (FnU)/(Fn−1U), where F−1U = 0, by convention.
Let P denote an S-subbimodule of T . Let U(P ) be the quotient S-ring of T by 〈P 〉, the ideal
generated by P . This S-ring is filtered, with respect to the filtration given by:
U(P )≤m =
T≤m + 〈P 〉
〈P 〉
∼=
T≤m
T≤m ∩ 〈P 〉
.
Let πP : T −→ U(P ) denote the canonical projection. Taking on T the standard filtration, πP is a
filtered algebra map. The goal of this paper is to investigate the graded S-ring grU(P ), by comparing it
with another graded S-ring which will be defined as a quotient of T by a homogeneous ideal canonically
associated to P . Basically, the homogeneous ideal that we are going to construct is generated by the
highest degree homogeneous parts of all elements in P .
More precisely, following [Li], for every a ∈ T \ {0} we set LH(a) := am, where a =
∑m
i=0 ai,
with ai ∈ T
i and am 6= 0. By definition, we set LH(0) = 0. This construction yields us a map
LH : T −→ ∪n∈NT
n, which in general is not linear. For a subset X ⊆ T we denote by LH(X) the set of
all elements LH(x) with x ∈ X .
In particular, if X ⊆ T is an S-subbimodule of T and n ∈ N, we define RnX := LH(X) ∩ T
n and we
set X≤n := X ∩ T≤n. The first elementary properties of these sets are proved in the following lemma.
Lemma 1.1. We have RnX = p
n
(
X≤n
)
for every n ∈ N. Thus, RnX is an S-subbimodule of T and
LH(X) = ∪n∈NR
n
X . Hence, it makes sense to define the S-bimodule RX := ⊕n∈NR
n
X and we have the
relation 〈LH (X)〉 = 〈RX〉.
Proof. If x ∈ LH(X) ∩ T n then there exists y ∈ X such that x = LH(y). In particular, y − x is an
element in T≤n−1 and hence x = pn (y) ∈ pn
(
X≤n
)
. To prove the other inclusion, let x ∈ pn
(
X≤n
)
.
Thus x = pn (y) for some y ∈ X≤n. We can assume that x 6= 0. Since x ∈ T n and y − x ∈ T≤n−1 it
follows that x = LH(y). Thus x ∈ LH(X) ∩ T n. Furthermore, as LH(X) ⊆ ∪n∈NT
n, we get:
∪n∈NR
n
X = ∪n∈N
(
LH (X) ∩ T n
)
= LH(X) ∩ (∪n∈NT
n) = LH(X).
Hence 〈LH (X)〉 = 〈∪n∈NR
n
X〉 = 〈⊕n∈NR
n
X〉 = 〈RX〉. 
Remark 1.2. Let P denote an S-subbimodule of T . The bimodule RP coincides with the internal
homogenization P ˜= SpanS−S(LH(P )) defined in [NvO, §II.1]. Furthermore, if we denote by grP the
graded module associated to the filtration P≤n, then the assignment z+P≤n−1 7→ pn(z) for all z ∈ P≤n
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gives an isomorphism pn : grn P → RnP of S-bimodules. We will denote by p the isomorphism of graded
S-bimodules defined by the family {pn}n∈N.
Lemma 1.3. Let X and Y be S-subbimodules of T .
(1) Assume RqX ∩R
q
Y = 0 for every q > n. Then (X+Y )
≤n = X≤n+Y ≤n and RnX+Y = R
n
X ⊕R
n
Y .
(2) Let f : T → T ′ be an injective graded map. Then Rf(X) = f(RX).
Proof. (1). Clearly, X≤n+Y ≤n ⊆ (X+Y )≤n. Take an element w ∈ (X+Y )≤n such that LH(w) ∈ Tm,
for some m ≤ n. We write w = x + y, with x ∈ X and y ∈ Y . If x = 0 or y = 0 then, obviously, both
belongs to Tm. Therefore, we can assume that x and y are nonzero. Let q, r such that LH(x) ∈ T q and
LH(y) ∈ T r. If r < q, then LH(x + y) = LH(x) and q = m, so that x ∈ X≤n and y ∈ Y ≤n. The case
r > q can be handled in a similar way. On the other hand, if q = r > n then 0 = pq(w) = pq(x) + pq(y).
Thus pq(x), pq(y) ∈ RqX ∩ R
q
Y = 0, which is not possible since LH(x) = p
q(x) cannot be zero. Thus
q = r ≤ n and hence x ∈ X≤n and y ∈ Y ≤n. We have
RnX+Y = p
n((X + Y )≤n) = pn(X≤n + Y ≤n) = pn(X≤n) + pn(Y ≤n) = RnX +R
n
Y .
The latter sum is obviously direct.
(2). Since f is injective we have (f(X))≤n = f(X≤n) so that
Rnf(X) = p
n
T ′((f(X))
≤n) = pnT ′f(X
≤n) = fnpnT (X
≤n) = fn(RnX) = f(R
n
X). 
For any graded S-subbimodule R := ⊕n∈NR
n of T let A(R) denote the quotient of T by 〈R〉. Note
that A(R) is a graded S-ring such that A(R)0 = S/R0. Following [BrGa], for an S-subbimodule P of
T , we call A(RP ) the homogeneous algebra associated to P . On the other hand, we shall refer to U(P )
as the non-homogeneous algebra associated to P .
Now we can relate A(RP ) and grU(P ). The S-bilinear maps
ϕnP : T
n −→ grn U(P ), ϕnP (x) = (x+ 〈P 〉) + U(P )
≤n−1.
are the components of a morphism ϕP := ⊕n≥0ϕ
n
P of graded S-rings. Note that ϕP is surjective, since
for every x ∈ T≤n we can write x =
∑n
i=0 xi, with xi ∈ T
i for all i = 0, . . . , n, so we have:
(x+ 〈P 〉) + U(P )≤n−1 = (xn + 〈P 〉) + U(P )
≤n−1 = ϕnP (xn) .
Remark 1.4. The kernel of the map ϕnP is given by the relation ker(ϕ
n
P ) = R
n
〈P 〉. Indeed, for any
x ∈ T n, the element x belongs to the kernel of ϕnP if and only if x + 〈P 〉 ∈ U(P )
≤n−1. Therefore the
required property holds if and only if there exists y ∈ T≤n−1 such that x + y is an element of 〈P 〉 or,
equivalently, x belongs to LH(〈P 〉)
⋂
T n = Rn〈P 〉. Obviously, R〈P 〉 is a homogeneous ideal, as it is the
kernel of a morphism of graded rings. Since RP ⊆ R〈P 〉 we deduce that 〈RP 〉 ⊆ R〈P 〉.
It follows that ϕnP factorizes through a surjective morphism
ΦnP : A(RP )
n −→ grn U(P ), ΦnP (x+ 〈RP 〉) = (x+ 〈P 〉) + U(P )
≤n−1.
The family {ΦnP }n∈N defines a graded S-ring map ΦP :=
⊕
n≥0Φ
n
P from A(RP ) to grU(P ). The kernel
of the map ΦnP is given for every n ≥ 0 by the relation:
ker(ΦnP ) =
ker(ϕnP ) + 〈RP 〉
〈RP 〉
=
Rn〈P 〉 + 〈RP 〉
〈RP 〉
. (4)
Lemma 1.5. The construction of ΦP is natural in P . More precisely, let f : T → T
′ denote a morphism
of connected graded S-ring and let P and P ′ be S-subbimodules of T and T ′, respectively. If f(P ) ⊆ P ′,
then the following diagram is commutative:
A(RP )
f

ΦP // grU(P )
f˜

A(RP ′ )
ΦP ′
// grU(P ′)
(5)
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where f and f˜ are the canonical maps induced by f .
Proof. Let r ∈ RnP with r 6= 0. By definition, there exists p ∈ P ∩ T
≤n such that p = r + q where
q ∈ T≤n−1, i.e. r = LH(p) and f(p) = f(r) + f(q). If f(r) 6= 0, then f(r) = LH(f(p)), as f is graded.
Therefore, f(r) ∈ LH(P ′) = RnP ′ . We deduce that f(RP ) ⊆ RP ′ . Thus there is a graded S-ring map
f : A(RP ) → A(RP ′). Similarly, f induces a morphism f
′ : U(P ) → U(P ′) of filtered algebras, so we
can consider the morphism of graded S-rings f˜ : grU(P )→ grU(P ′), where f˜ := gr f ′. It is easy to see
that f and f˜ make the diagram (5) commutative. 
In order to introduce the main object of investigation of this paper, let us take R to be a graded
S-subbimodule of RP . Thus R := ⊕n≥0R
n and each Rn is a subbimodule of RnP . Hence, there is a
graded algebra morphism ζP,R : A(R) −→ A(RP ) which maps x+ 〈R〉 to x+ 〈RP 〉.
1.6. Main objective. The main goal of this paper is to find necessary and sufficient conditions for
the natural composition ΦP,R := ΦP ζP,R : A(R)→ grU(P ) to be a graded S-ring isomorphism. In this
case, following [CS, Definition 1.1], we shall say that U(P ) is a PBW-deformation of A(R).
We start with an easy but useful lemma, showing us that ΦP,R is an isomorphism if and only if ΦP is
an isomorphism and 〈R〉 = 〈RP 〉. This will allow us to approach in a unifying way several well-known
results related to the existence of PBW -deformations of certain types of algebras, e.g. [BeGi, BrGa, CS].
Lemma 1.7. The map ΦP,R is an isomorphism if and only if ΦP and ζP,R are both isomorphisms.
Proof. By definition, ΦP,R, ΦP and ζP,R are surjective. If ΦP,R is an isomorphism, then ζP,R is injective.
Thus ζP,R is bijective and, a fortiori, ΦP is bijective too. 
Definition 1.8. An S-subbimodule P ⊆ T is of PBW -type if and only if ΦP is an isomorphism.
Remark 1.9. Note that, since R ⊆ RP , the map ζP,R is bijective if and only if R generates the ideal
〈RP 〉. Thus, in this case A(R) = A(RP ) and ΦP,R = ΦP . Therefore, U(P ) is a PBW -deformation of
A(R) if and only if P is of PBW -type and R generates 〈RP 〉.
Remark 1.10. Note that the inclusion 〈RP 〉 ⊆ R〈P 〉 always holds, as R〈P 〉 is an ideal which contains
RP . Taking into account the relation (4), the bimodule P is of PBW -type if and only if R〈P 〉 ⊆ 〈RP 〉.
Moreover, in view of Remark 1.2, we can identify RX and grX , for every submodule X ⊆ T . Then P
is of PBW -type if and only if gr〈P 〉 = 〈grP 〉.
Example 1.11. A generic class of examples of S-bimodules P and R ⊆ RP , such that ζP,R is an
isomorphism, can be constructed as follows. Let R be a graded S-subbimodule of T . We can regard R
as a filtered S-bimodule with respect to the filtration R≤n = ⊕nm=0R
m.
We assume that α : R→ T is a given morphism of filtered S-bimodules, that is α (Rn) ⊆ T≤n for all
n ∈ N. For i ∈ N we define αi : R → T to be the unique S-bimodule map such that its restriction to
Rn coincides with pn−iα. Note that αi(r) = 0, whenever n < i and r ∈ R
n.
By definition, αi belongs to HomS−S(R, T )−i , the set of S-bimodule map of degree−i. For simplicity
we shall write α =
∑∞
i=0 αi, although the sum does not make sense in general. By the above relation,
we just mean that the sum
∑∞
i=0 αi(r) makes sense for all r ∈ R, because only a finite number of its
terms are nonzero, and it equals α(r). We will call αi the component of degree −i of the filtered map α.
Conversely, any family {αi}i∈N with αi ∈ HomS−S(R, T )−i, defines in a unique way a filtered map
α : R→ T by the relation:
α(r) =
∞∑
i=0
αi(r),
for all r ∈ R. Throughout we will assume that the component α0 of a filtered map α : R → T is the
inclusion of R into T . We point out that under this assumption α has to be injective.
Let α : R → T be a filtered map. Let P := α(R). We claim that R = RP so, in this case, we have
ζP,R = idA(R) as well.
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Indeed, for every r ∈ R, we have LH (α(r)) = LH (α0(r)) = LH (r), since deg(αi) = −i and α0(r) = r.
Thus, for every x ∈ RnP , there is r ∈ R so that x = LH(α (r)) = LH (r). Then x ∈ R ∩ T
n = Rn.
Conversely, for every r ∈ Rn, we have LH (α (r)) = r. Therefore, r ∈ LH (P ) ∩ T n = RnP .
By Remark 1.10, in this particular case, U(P ) is a PBW -deformation of A(R), that is ΦP,R is an
isomorphism, if and only if P is of PBW -type.
Example 1.12. We use the notation and the assumptions from [CS]. Thus, T denotes the free k-
algebra generated by the indeterminates {X1, . . . , Xn}. Note that S = T
0 = k. We fix two subsets
R′ := {r1, . . . , rm} and P
′ := {r1+ l1, . . . , rm+ lm} of T as in the foregoing mentioned paper. We denote
by R and P the k-linear spaces spanned by R′ and P ′, respectively. By assumption R′ is a minimal set
of homogeneous generators of the ideal 〈R′〉 = 〈R〉, cf. [CS]. Thus, R′ is a linearly independent set.
Hence we can define a unique linear map α : R→ T such that α(ri) = ri + li. Hence, P = α(R).
By Example 1.11 we have R = RP , so ΦP,R is an isomorphism if and only if P is of PBW -type. The
fact that ΦP,R is an isomorphism means that “the deformation T/〈P
′〉, of the graded k-algebra T/〈R′〉,
is a PBW -deformation", cf. [CS, Definition 1.1].
Example 1.13. As another instance of Example 1.11 we consider the algebras introduced in [BeGi].
In this paper the authors work with quotients of the tensor algebra T := TS(V ) of an S-bimodule V ,
where S := T 0 is a regular Von Neumann ring. By assumption, P is an S-subbimodule of T≤n and one
takes R to be the graded S-bimodule with trivial homogeneous components, excepting Rn := pn(P ),
where pn : T → T n denotes the canonical projection. To refer to this situation, we will say that R in
n-pure. We will also say that a graded bimodule is pure if it is n-pure for some n.
Clearly, R = pn(P≤n) = RnP ⊆ RP , so we can take into consideration the map ΦP,R : A(R)→ grU(P ).
Recall that ΦP,R is an isomorphism if and only if 〈R〉 = 〈RP 〉 and P is of PBW -type. Furthermore,
the ideal generated by R and RP are equal if and only if R = RP . We have to prove only the direct
implication, the other being trivial. Let us suppose that the two ideals are equal. Thus RmP ⊆ 〈R〉
m = 0,
for all m < n. Since, RP ⊆ T
≤n we get R = RP .
On the other hand, the latter relation holds if and only if P≤n−1 = 0. Indeed, if one assumes that
R = RP and that there exists some nonzero x ∈ P
≤n−1, then we can find m ≤ n− 1 such that x ∈ P≤m
but x /∈ P≤m−1. Therefore, pm(x) is a nonzero element in RmP , fact that contradicts our hypothesis.
The converse is obvious. We conclude that, in this example, the map ΦP,R is bijective if and only if
P≤n−1 = 0 and P is of PBW -type.
Example 1.14. Consider a ring S. We say that U is a skew PBW extension of S if U is an S-ring
endowed with a map σ : S → Mn (S) : s 7→ (σi,j (s)), a matrix c = (ci,j) ∈ Mn (S) and finite elements
y1, . . . , yn ∈ U fulfilling the following conditions:
(i) Mon (U) := {ya11 · · · y
an
n | a1, . . . , an ∈ N} is a basis for U as a left S-module;
(ii) yis−
∑
j σi,j (s) yj ∈ S1U , for 1 ≤ i ≤ n and s ∈ S;
(iii) yjyi − ci,jyiyj ∈ S1U + Sy1 + . . .+ Syn, for 1 ≤ i, j ≤ n.
Under these conditions we will write U = S 〈y1, . . . , yn, σ, c〉 . If yis−
∑
j σi,j (s) yj = 0 = yjyi−ci,jyiyj
we will say that U is a quasi-commutative skew PBW extension of S and write U = S[y1, . . . , yn, σ, c].
Note that in the case σi,j (s) = 0 for i 6= j, we recover the definition of skew PBW extension given in
[GL, Definition 1].
Let V := Sx1S⊕· · ·⊕SxnS be the free S-bimodule (equivalently left S
e-module where Se := S⊗ZS
op)
with basis {x1, . . . , xn} and let δi (s) ∈ S, ρi,j ∈ S + Sx1 ⊕ · · · ⊕ Sxn ⊆ TS (V ) . Consider the quotients
U (P ) and A(R) of TS (V ) by the two-sided ideals generated by:
P :=SpanS,S
{
xis−
n∑
t=1
σi,t (s)xt − δi (s) , xj ⊗ xi − ci,jxi ⊗ xj − ρi,j | s ∈ S, i, j = 1, . . . , n
}
; (6)
R :=SpanS,S
{
xis−
n∑
t=1
σi,t (s)xt, xj ⊗ xi − ci,jxi ⊗ xj | s ∈ S, i, j = 1, . . . , n
}
. (7)
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Set Mon (U (P )) =
{
x⊗a11 ⊗ · · · ⊗ x
⊗an
n + 〈P 〉 | a1, . . . , an ∈ N
}
. It is easy to check that, if Mon (U (P ))
is a basis for U (P ) as a left S-module, then U (P ) = S 〈y1, . . . , yn, σ, c〉 where yi := xi+〈P 〉 . Conversely
every skew PBW extension S 〈y1, . . . , yn, σ, c〉 is isomorphic to U (P ) where δi (s) and ρi,j corresponds
to the elements yis −
∑n
j=1 σi,j (s) yj ∈ S1U and yjyi − ci,jyiyj ∈ S1U + Sy1 + . . . + Syn through the
bijection f : S + Sx1 + · · ·+ Sxn → S1U + Sy1 + · · ·+ Syn of left S-modules mapping 1S to 1U and xi
to yi for every i. This correspondence between skew PBW extensions and U (P ) such that Mon (U (P ))
is a basis for U (P ) as a left S-module induces also a correspondence between quasi-commutative skew
PBW extensions and A (R) such that Mon (A (R)) is a basis for A (R) as a left S-module.
Our aim here is to show that the following are equivalent for an S-ring U :
(1) U is a PBW-deformation of the quasi-commutative skew PBW extension S[y1, . . . , yn, σ, c] of S;
(2) U = S 〈y1, . . . , yn, σ, c〉 is a skew PBW extension of S.
Assume (1) holds true. By the foregoing U is a PBW-deformation of A (R) such thatMon (A (R)) is a left
S-module basis. By Remark 1.9, U = U (P ) = TS (V ) / 〈P 〉 where P is an S-subbimodules of T = TS (V )
such that P is of PBW-type, R ⊆ RP and 〈R〉 = 〈RP 〉 . Since xis−
∑n
j=1 σi,j (s)xj ∈ R
1 ⊆ R1P , there is
τ i (s) ∈ P
≤1 such that xis−
∑n
j=1 σi,j (s)xj = p
1 (τ i (s)). Thus δi (s) := xis−
∑n
j=1 σi,j (s)xj−τ i (s) ∈
TS (V )
≤0
= S. Similarly xj⊗xi−ci,jxi⊗xj ∈ R
2 ⊆ R2P so that there is some τ ij ∈ P
≤2 such that xj⊗xi−
ci,jxi⊗xj = p
2 (τ ij) . Therefore ρi,j := xj⊗xi−ci,jxi⊗xj−τ ij ∈ TS (V )
≤1
= S+V. By using the relations
of the form τ i (s) we can further require ρi,j ∈ S⊕Sx1⊕ · · ·⊕Sxn. Set yi := xi+ 〈P 〉 . By construction
we easily get yis −
∑n
j=1 σi,j (s) yj ∈ S1U and yjyi − ci,jyiyj ∈ S1U + Sy1 + . . . + Syn. Moreover the
canonical isomorphism ΦP,R = ⊕t∈NΦ
t
P,R : A (R) → grU (P ) and the fact that Mon (A (R)) is a left
S-module basis forces Mon (U (P )) to be a left S-module basis. Thus U = U (P ) = S 〈y1, . . . , yn, σ, c〉
is a skew PBW extension of S.
Conversely, assume (2) . By the foregoing we can take U := U (P ) = TS (V ) / 〈P 〉 where P is as in (6)
and Mon (U (P )) is a left S-module basis. Now define R as in (7) and consider A (R) = TS (V ) / 〈R〉 . In
view of the relations we imposed, it is clear that Mon (A (R)) generates A (R) as a left S-module. Since
Mon (U (P )) is a left S-module basis and
ΦP,R
(
x⊗a11 ⊗ · · · ⊗ x
⊗an
n + 〈R〉
)
=
(
x⊗a11 ⊗ · · · ⊗ x
⊗an
n + 〈P 〉
)
+ U≤a1+···+an
we deduce that Mon (A (R)) is a basis for A (R) as a left S-module (hence, by the foregoing, A (R)
is a quasi-commutative skew PBW extension of S) and that ΦP,R is invertible (hence U is a PBW-
deformations of A (R)).
The fact thatMon (A (R)) is a left S-module basis forces σ : S →Mn (S) to be a ring homomorphism.
As a consequenceW := Sx1⊕· · ·⊕Sxn becomes an S-bimodule with left regular action and right action
given by xi × s 7→
∑n
j=1 σi,j (s) xj , and A(R)
∼= TS(W )/〈xj ⊗ xi − ci,jxi ⊗ xj | i, j = 1, . . . , n〉.
2. Bimodules of PBW -type and the Jacobi relations
We keep the notation from the preceding section: T = ⊕n∈NT
n is a connected graded S-ring and P is
an S-subbimodule of T . Recall that, by definition, RnP := LH(P )∩T
n = pn(P≤n) where P≤n := P∩T≤n.
Let R be a graded S-subbimodule of RP . In view of Lemma 1.7, the canonical map ΦP,R is an
isomorphism if and only if P is of PBW -type and R generates 〈RP 〉. We have also seen that for several
important examples the latter condition is automatically satisfied. Henceforth, in order to prove that
ΦP,R is bijective the main step is to check that P is of PBW -type. The purpose of this section is to
find necessary and sufficient conditions for a bimodule P to be of PBW -type.
A first characterization of these bimodules is given in the following proposition.
Proposition 2.1. Let P ′ ⊆ P denote S-subbimodules of T .
(1) The bimodule P is of PBW -type if and only if LH (〈P 〉) ⊆ 〈LH (P )〉.
(2) If LH (P ) ⊆ 〈LH (P ′)〉, then P ′ is of PBW -type whenever P is so. In this case, 〈P 〉 = 〈P ′〉.
Proof. We know, in view of Remark 1.10, that P is of PBW -type if and only if R〈P 〉 ⊆ 〈RP 〉. We
conclude the proof of the first part of the proposition by using Lemma 1.1.
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Let us assume that P is of PBW -type. Then 〈LH(P )〉 = 〈LH(P ′)〉 by the standing hypothesis and
the inclusion P ′ ⊆ P . By the first part, LH (〈P ′〉) ⊆ LH (〈P 〉) ⊆ 〈LH (P )〉 = 〈LH (P ′)〉, so that P ′ is of
PBW -type too. In the diagram (5) let us take f := id. Since:
〈RP ′〉 = 〈LH (P
′)〉= 〈LH (P )〉 = 〈RP 〉 ,
the horizontal maps and f are bijective. It follows that f˜ = grf ′ is an isomorphism. We conclude that
f ′ is an isomorphism, so 〈P 〉 = 〈P ′〉. 
Let qnP : P
≤n → grn P denote the canonical projection. Recall from [NvO, Definition 4.3] that a
filtered morphism f :M → N is said to be strict if f(FnM) = f(M) ∩ FnN for each n ∈ N. It is easy
to check that such a morphism is invertible if and only if its filtered components are all invertible.
Lemma 2.2. Let P be an S-subbimodule of T . The S-subbimodule P≤n−1 is a direct summand of P≤n
for all n if and only if there exists a strict isomorphism iP : grP → P of filtered S-bimodules.
Proof. Assume that P≤n−1 is a direct summand of P≤n. Then the exact sequence:
0→ P≤n−1 → P≤n
qnP−−→ gr nP → 0
splits. It follows that qnP has a section i
n
P , which is a morphism of S-bimodules. We will regard i
n
P as a
morphism from grn P to P . Let iP : grP → P be the codiagonal morphism corresponding to the family
{inP}n∈N. If gr
≤nP is the n-th term of the standard filtration on grP and i≤nP is the restriction of iP
to gr≤nP then iP (gr
≤n P ) = inP (gr
≤n P ) ⊆ P≤n. Thus iP is a morphism of filtered bimodules. The
following diagram has commutative squares and exact sequences.
0 // gr≤n−1P //
i
≤n−1
P

gr≤nP //
i
≤n
P

gr nP // 0
0 // P≤n−1 // P≤n
qnP // gr nP // 0
Applying the Short Five Lemma one shows inductively that i≤nP is bijective for every n. In conclusion,
iP is a strict isomorphism of filtered bimodules.
Conversely, let iP : grP → P be a strict isomorphism of filtered S-bimodules and let i
≤n
P denote the
n-th filtered component of iP . The rightmost square of the above diagram is not commutative anymore.
But we can make it so, by replacing idgrn P with an appropriate isomorphism j
n : grn P → grn P . Thus
the sequence on the bottom of the diagram splits as the other one does. 
Remarks 2.3. (1) We keep the notation from the above lemma and we assume that the isomorphism
iP exists. Then (i
n
P q
n
P )(x) − x ∈ P
≤n−1 for all x ∈ P≤n, since inP is a section of q
n
P by construction.
(2) If grP is projective as an S-bimodule, then every component grn P is so. Hence the exact sequence
from the proof of the preceding lemma splits. Thus, by the previous lemma, the isomorphism iP exists
in this case as well.
Theorem 2.4. Let T be a graded connected S-ring and let P be an S-subbimodule of T . If P≤n is
a direct summand of P≤n+1 as an S-bimodule, then there is a morphism α : RP → T of filtered S-
bimodules such that P = α(RP ). Such an α exists, provided grP is projective as an S-bimodule. In
particular, if S is a separable algebra over a field, then for every P there exists a morphism of filtered
modules α such that P = α(RP ).
Proof. By Remark 1.2, we have an isomorphism of graded S-bimodules p : grP → RP induced by the
projections pn : T → T n, for n ∈ N. Let α := iP (p)
−1, where iP : grP → P is the isomorphism of
filtered bimodules from Lemma 2.2. We can regard α as a map whose codomain is T . Clearly, α is a
morphism of filtered bimodules, since iP and (p)
−1 respects the filtrations and the gradings, respectively.
By construction, the image of α coincides with P .
Recall that, throughout the paper, all filtered morphisms α : RP → T must satisfy the relation
α0(r) = r, for any r ∈ R
n
P . Given such an r, set x := (p
n)−1(r) ∈ gr nP . Then α(r) = α(pn(x)) =
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iP (x) = i
n
P (x) so that α0(r) = p
n(α(r)) = pnqnP (α(r)) = p
nqnP (i
n
P (x)) = p
n(x) = r. The second claim is
an immediate consequence of the previous remark.
By definition, S is separable if and only if S is projective as a bimodule over itself. It is well known
that S is separable if and only if all S-bimodules are projective, so the theorem is completely proved. 
Corollary 2.5. Keep the notation and the assumptions from Example 1.13. The S-ring U(P ) is a
PBW -deformation of A(R) if and only if there exists a morphism of filtered S-bimodules α : R → T
such that P = α(R) and P is of PBW -type.
Proof. We have seen in Example 1.13 that R = RP and U(P ) is a PBW -deformation of A(R) if and
only if P≤n−1 = 0 and P is of PBW -type. Henceforth, it is enough to show that the relation P≤n−1 = 0
holds if and only if there exists a morphism of filtered S-bimodules α : R→ T such that P = α(R).
If P≤n−1 = 0 then P≤m either vanishes or coincides with P , depending on the fact that m is less
than n or not. Hence P≤m−1 is a direct summand of P≤m. Thus we can apply the previous theorem
to prove the existence of the morphism of filtered bimodules α such that P = α(R).
For proving the other implication note that P≤n−1 = P ∩T≤n−1 = α(R)∩T≤n−1 = α(Rn)∩T≤n−1.
Thus we have to prove that α(Rn) ∩ T≤n−1 = 0. Let r ∈ Rn be such that α(r) ∈ T≤n−1. Then
r − α(r) ∈ T≤n−1, since we always have α0(r) = r. Thus r ∈ T
≤n−1 and hence r = 0. 
Corollary 2.6. Let P be an S-subbimodule of a connected graded S-ring T such that P≤n is a direct
summand of P≤n+1, for all n. Let R be a graded subbimodule of RP . The S-ring U(P ) is a PBW -
deformation of A(R) if and only if 〈R〉 = 〈RP 〉 and there exists a morphism α : R → T of filtered
S-bimodules such that P ′ = α(R) is a subbimodule of P of PBW-type which generates 〈P 〉.
Proof. Let us assume that U(P ) is a PBW -deformation of A(R). By Theorem 2.4 there is a morphism
α : RP → T of filtered S-bimodules such that P = α(RP ). We take by definition P
′ := α(R) ⊆ P . Since
ΦP,R is an isomorphism, by Remark 1.9, it follows that P is of PBW -type and 〈R〉 = 〈RP 〉. For proving
that P ′ is a subbimodule of PBW -type which generates 〈P 〉 we use Proposition 2.1 (2). It is enough to
check that 〈LH (P )〉 ⊆ 〈LH (P ′)〉. Note that, in view of Lemma 1.1, we have 〈LH (P )〉 = 〈RP 〉. Thus,
〈LH (P )〉 = 〈RP 〉 = 〈R〉 = 〈RP ′〉 = 〈LH (P
′)〉, where for the third equation we used the fact that RP ′
and R coincide, cf. Example 1.11.
Conversely, let us assume that 〈R〉 = 〈RP 〉 and there exists a morphism α : R → T of filtered
S-bimodules such that P ′ = α(R) is a subbimodule of P of PBW-type which generates 〈P 〉. Thus
A(R) = A(RP ) and U(P ) = U(P
′) and ΦP,R = ΦP = ΦP ′ . Since P
′ is of PBW -type it follows that
U(P ) is a PBW -deformation of A(R). 
Remark 2.7. Let R be a graded S-subbimodule of T , where T is a graded connected S-ring. Examples
of subbimodules P ⊆ T such that P≤n is a direct summand of P≤n+1, for all n, and U(P ) is a PBW -
deformation of A(R) can be obtained us follows. We start with a graded subbimodule R′ of 〈R〉 such
that R′ is projective and R ⊆ R′, together with a morphism α : R′ → T of filtered S-bimodules. If
P := α(R′) is of PBW -type, then U(P ) is a PBW -deformation of A(R), which satisfies the required
properties, since RP = R
′. Basically, Theorem 2.4 says that any PBW -deformation U(P ) of A(R) is of
this type, provided that P≤n is a direct summand of P≤n+1, for all n. Indeed, by definition of PBW -
deformations, we have R ⊆ RP , so we can take R
′ = RP . Since ζP,R is an isomorphism, 〈R〉 = 〈R
′〉.
The existence of α follows by Theorem 2.4.
Definition 2.8. Let P be a submodule of T with filtration {FnP}n∈N such that F
nP ⊆ T≤n. We say
that the filtration is jacobian if the condition Fn+1P ∩ T≤n ⊆ FnP holds for every n ≥ 0.
Lemma 2.9. Let P ′ ⊆ P be submodules of T with filtrations {FnP}n∈N and {F
nP ′}n∈N, respectively.
Assume that FnP ′ ⊆ FnP ⊆ T≤n and that the filtration of P is jacobian. Then FnP ′ = FnP , for all
n, if and only if pn(FnP ′) = pn(FnP ), for all n.
Proof. We assume that pn (FnP ′) = pn (FnP ) for all n ≥ 0. To show that the terms of the two filtrations
coincide, we proceed by induction on n. If n = 0, then F 0P ′ = p0(F 0P ′) = p0(F 0P ) = F 0P .
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Let us assume that we have Fn−1P ′ = Fn−1P , for some n > 0. We consider the following commu-
tative diagram with exact rows:
0 // FnP ′ ∩ T≤n−1 _

// FnP ′ _

pn // pn(FnP ′)
 _

// 0
0 // FnP ∩ T≤n−1 // FnP
pn // pn(FnP ) // 0
By assumption, the cokernel of the rightmost vertical map is trivial, for every n ∈ N. Thus, by the Snake
Lemma, we deduce that the cokernels of the first two vertical arrows are isomorphic. By the inductive
hypothesis and the fact that the filtration on P is jacobian, we get the following chain of inclusions:
FnP ′ ∩ T≤n−1 ⊆ FnP ∩ T≤n−1 ⊆ Fn−1P = Fn−1P ′ ⊆ FnP ′ ∩ T≤n−1.
Therefore FnP ′ ∩ T≤n−1 = FnP ∩ T≤n−1, so the cokernel of the leftmost vertical arrow vanishes.
Therefore, the cokernel of the middle vertical map must be trivial as well, that is FnP ′ = FnP . 
2.10. The Jacobi conditions. Our next goal is to show that P is of PBW -type if and only if some
relations that generalize the Jacobi identity are satisfied.
For all n ≥ 0, we set
Pn :=
∑
i+j+k=n
T≤i · P≤j · T≤k (8)
Obviously, Pn ⊆ Pn+1 and T
nPm and PmT
n are subbimodules of Pn+m. Moreover, 〈P 〉 = ∪n∈NPn.
Thus, {Pn}n∈N is an exhaustive increasing filtration, compatible with the multiplication of T .
On the other hand, if I = ⊕n∈NI
n denotes the graded ideal generated by RP , for each n we have:
pn

 ∑
i+j+k=n
T≤i · P≤j · T≤k

 = ∑
i+j+k=n
T i · pj
(
P≤j
)
· T k =
∑
i+j+k=n
T i ·RjP · T
k=〈RP 〉
n = In.
where the last equality follows from the fact that 〈RP 〉 is homogeneous. Therefore, I
n = pn(Pn). Note
that P is of PBW -type if and only if In = Rn〈P 〉 for all n ≥ 0.
Our aim now is to show that the S-bimodule P is of PBW -type if and only if it satisfies a sort of
Jacobi conditions. More precisely, we shall say that P satisfies the Jacobi condition (Jn) if and only if
Pn+1 ∩ T
≤n ⊆ Pn. (Jn)
Remark 2.11. Recall that a connected graded S-ring T is called strongly graded provided that
T nTm = T n+m, for all n,m. Obviously, T is strongly graded if and only if T 1 generates T as an S-ring.
Throughout the remaining part of this section we assume that T is strongly graded.
Under this condition, Pn can be computed using the relation P0 = P ∩T
0 and the recursive equation:
Pn+1 = T
1Pn + PnT
1 + P≤n+1, (9)
Indeed, let {P ′n}n∈N denote the sequence which one obtains by using the relation (9), starting with
P ′0 = P0. Thus we have to prove that P
′
n = Pn, for all n ∈ N.
We proceed by induction to show the inclusion P ′n ⊆ Pn. By definition of P
′
0, the relation holds for
n = 0. Let us assume that the inclusion holds for some n. We have:
P ′n+1 = T
1P ′n + P
′
nT
1 + P≤n+1 ⊆
∑
i+j+k=n
T≤i+1P≤jT≤k +
∑
i+j+k=n
T≤iP≤jT≤k+1 + P≤n+1 = Pn+1.
To prove the other inclusion, we first remark that T iP ′j and P
′
jT
i are subbimodules of P ′i+j . Moreover,
one can easily see by induction that the sequence {P ′n}n∈N is increasing. Hence, for any p, q and r we
have T pP≤qT r ⊆ T pP ′qT
r ⊆ P ′p+q+r . Thus, clearly, Pn =
∑
i+j+k=n T
≤iP≤jT≤k ⊆ P ′n.
Let I := 〈RP 〉. In a similar way one proves that {I
n}n∈N is uniquely determined by the relations
I0 = R0P = P
⋂
T 0 and the recursive formula:
In+1 = T 1In + InT 1 +Rn+1P . (10)
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Theorem 2.12. Let T be a connected graded S-ring and P ⊆ T an S-subbimodule. The following
assertions are equivalent:
(1) The bimodule P is of PBW -type.
(2) The filtration {Pn}n∈N is Jacobian, that is P satisfies the condition (Jn), for all n ∈ N.
(3) Pm ∩ T
≤n ⊆ Pn, for all n ∈ N and m > n.
(4) The relation 〈P 〉 ∩ T≤n = Pn holds, for all n ∈ N.
Proof. Let I := 〈RP 〉. Since the ideal generated by P is the union of all subspaces Pm, we have
〈P 〉 ∩ T≤n = ∪m∈N(Pm ∩ T
≤n) = Pn ∪
(
∪m>n (Pm ∩ T
≤n)
)
,
where the last equality holds as Pm ⊆ T
≤n for m ≤ n and the sequence {Pm}m∈N is increasing. Thus
(4) is equivalent to the fact that ∪m>n(Pm ∩ T
≤n) is a subset of Pn, for all n ∈ N. This property, in
turn, is equivalent to (3).
Obviously (3) implies (2). Let us prove the implication (2)=⇒(3). For every n ∈ N and m > n we
have to show that Pm ∩ T
≤n ⊆ Pn. We proceed by induction. The base case m = n+ 1 is true by (Jn).
If m ≥ n+ 2 we have
Pm ∩ T
≤n ⊆ Pm ∩ T
≤m−1 ∩ T≤n ⊆ Pm−1 ∩ T
≤n ⊆ Pn,
where for the last two inclusions we used the condition (Jm−1) and the induction hypothesis.
In order to prove that (1) and (4) are equivalent we apply Lemma 2.9 to the filtrations {Pn}n≥0 and{
〈P 〉≤n
}
n≥0
of 〈P 〉. Note that the later filtration is jacobian, and (4) is obviously equivalent to the fact
that the two filtrations coincides. Thus, in view of the above mentioned lemma, it is enough to show
that (4) holds if and only if pn(Pn) = p
n(〈P 〉≤n) for all n. Thus (4) is true if and only if In = Rn〈P 〉 for
all n, that is if and only if P is of PBW-type. 
Another equivalent form of Jacobi conditions is related to a special class of bimodules that generates
a graded ideal I in T . This new concept will be also useful in the fourth section to describe the second
term of a projective resolution of S as an A-module, where A := T/I.
Before to define bimodule of relations we prove the following result.
Lemma 2.13. A graded subbimodule R of T generates the graded ideal I if and only if R+ I˜ = I, where
I˜ := IT 1 + T 1I.
Proof. Obviously I˜ is a graded ideal of T and I˜ ⊆ I. Let us assume that R generates I. By definition
of the ideal generated by a subbimodule, we have the relation In = T 1In−1 + In−1T 1 + Rn. Thus
I = I˜ + R. Conversely, let J := 〈R〉. For n = 0, then J0 = R0 = I0, since I˜ ⊆ T≥1. Let us suppose
that In−1 = Jn−1. Then, by definition of J and induction hypothesis, we get:
In = (I˜)n +Rn = T 1In−1 + In−1T 1 +Rn = T 1Jn−1 + Jn−1T 1 +Rn = (J˜)n +Rn = Jn.
We conclude that I = J . 
Definition 2.14. Let I be a graded ideal in a strongly graded connected S-ring T . A graded S-
subbimodule R is a bimodule of relations for T/I if and only if R is a complement subbimodule of I˜ in
I, that is R⊕ I˜ = I.
Let us remark that, by Lemma 2.13, R is a bimodule of relations for T/I if and only if R generates
I and R ∩ I˜ = 0. Note that R is isomorphic to I/I˜ as S-bimodules.
A few properties of bimodules of relations are proved in the following proposition.
Proposition 2.15. Let R˜ be a graded S-subbimodule which generates the graded ideal I in T .
(1) If I/I˜ is a projective S-bimodule then there exists a bimodule of relations for T/I, which is also
projective as a bimodule.
(2) Let us assume that there exists a graded S-bimodule complement R of R˜ ∩ I˜ in R˜. Then R is a
bimodule of relations for T/I.
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(3) Let R be a minimal S-bimodule which generates I. If R
⋂
I˜ is a direct summand in R, then R
is a bimodule of relations for T/I.
Proof. Since I/I˜ is projective, the canonical projection I → I/I˜ has an S-bilinear section. Let R denote
its image. Hence R⊕ I˜ = I, which means that R is a bimodule of relations for T/I. By construction R
is projective as an S-bimodule. Hence we have (1).
Let us prove (2). Since R˜ generates I, we have I = R˜ + I˜. On the other hand, R˜ = R ⊕ (R˜
⋂
I˜).
Thus
I = R˜+ I˜ = R+ (R˜
⋂
I˜) + I˜ = R + I˜ .
Clearly, R
⋂
I˜ = R
⋂
(R˜
⋂
I˜) = 0. Thus R is a bimodule of relations for T/I.
It remains to prove (3). Let us assume that R is a minimal bimodule which generates I. Here by
minimal we mean that for any submodule R′ ⊆ R which generates I we have R′ = R. Let us assume
that R is minimal and that R′ is a subbimodule complement of R
⋂
I˜ in R. Thus,
I = R+ I˜ = R′ + (R
⋂
I˜) + I˜ = R′ + I˜ .
We deduce that R′ generates I, so R′ = R. Obviously, R
⋂
I˜ = R′
⋂
(R
⋂
I˜) = 0, as R′ is a subbimodule
complement of R
⋂
I˜. In conclusion R is a bimodule of relations for T/I. 
Corollary 2.16. Let S be a separable k-algebra. There exists a bimodule of relations R for T/I, where
I is an arbitrary graded ideal in T .
Proof. Every S-bimodule is projective, since S is separable. Now apply Proposition 2.15 (1). 
Recall that a graded bimodule R is called n-pure if R = Rn. It is pure if it is n-pure for some n.
Corollary 2.17. Let R be a pure bimodule which generates the ideal I. Then R is a bimodule of
relations for T/I.
Proof. Let n be a nonnegative integer such that R = Rn. Since I˜ ⊆ T≥n+1, we have R
⋂
I˜ = 0. 
Proposition 2.18. Let P ⊆ T be an S-subbimodule such that R := RP is a bimodule of relations of
T/〈R〉. Let I = 〈R〉.
(1) The relation
(
T 1Pn + PnT
1
)
∩ P ⊆ P≤n holds for all n ∈ N.
(2) The Jacobi relation (Jn) holds if and only if
(
T 1Pn + PnT
1
)
∩ T≤n ⊆ Pn.
Proof. Let x ∈
(
T 1Pn + PnT
1
)
∩ P . Since Pn is a subset of T
≤n it follows that x ∈ P≤n+1. Thus, by
Lemma 1.1 and in view of §2.10, we get:
pn+1
((
T 1Pn + PnT
1
)
∩ P≤n+1
)
⊆ I˜n+1 ∩Rn+1.
Since R is a complement subbimodule of I˜ in I we have pn+1 (x) = 0, that is x is an element of P≤n.
To prove the second part of the statement we want to apply Lemma 1.3 for X := T 1Pn + PnT
1 and
Y := P≤n+1. Note that Rn+1X = T
1pn(Pn) + p
n(Pn)T
1 = T 1In + InT 1 and that Rn+1Y = R
n+1 are the
only non zero components of RX and RY having degree greater than n. Since R
n+1
X ∩R
n+1
Y = 0, by the
lemma we deduce that (X + Y )≤n = X≤n + Y ≤n. Since Y ≤n = P≤n ⊆ Pn we deduce that (Jn) holds,
i.e. (X + Y )≤n ⊆ Pn, if and only if X
≤n ⊆ Pn. 
In order to prove another characterization of S-bimodules of PBW -type, similar to [CS, Theorem
4.2], we introduce the analogous notion of the central extension associated to P , see [CS, p. 2].
2.19. The graded S-ring D(P ). Consider the polynomial ring Tz in the variable z with coefficients
in T , regarded as a graded ring with homogeneous component of degree n given by T nz =
∑n
i=0 T
izn−i.
By [NvO, §II.11], the external homogenization of a is the polynomial a∗ =
∑d
i=0 aiz
d−i ∈ T dz , for
every a =
∑d
i=0 ai ∈ T , with ai ∈ T
i and ad 6= 0. If X is a subset of T , then we shall use the notation
X∗ := {x∗ | x ∈ X}.
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The quotient of Tz by the ideal generated by P
∗ will be denoted by D(P ). We shall refer to D(P )
as the central extension associated to P . The evaluation map at z = 0 defines a graded ring morphisms
ev0 : Tz → T . Similarly, evaluation at z = 1 induces a morphism of filtered rings ev1 : Tz → T , where
on Tz we take the standard filtration associated to the grading of this ring. The kernels of ev0 and ev1
are the ideals generated by z and z − 1, respectively.
Let us remark that ev0 and ev1 map x
∗ to LH(x) and x respectively, for all x ∈ P . Thus the
evaluation maps factorize through ring homomorphisms φ0 : D(P )→ A(RP ) and φ1 : D(P )→ U(P ).
If there is no danger of confusion P , we shall use the notation A = A(RP ), U = U(P ) and D = D(P ).
Lemma 2.20. Keeping the foregoing notation, we have:
(1) The relations ev1(〈P
∗〉n) = Pn and ker(φ1) = (z− 1)D hold, where 〈P
∗〉n := 〈P ∗〉 ∩T nz denotes
the homogeneous component of degree n of 〈P ∗〉. Thus φ1 induces an isomorphism of S-rings
D/(z − 1)D ∼= U .
(2) The relations ev0(〈P
∗〉n) = 〈RP 〉
n and ker(φ0) = zD hold. Thus φ0 induces an isomorphism of
S-rings D/zD ∼= A.
Proof. We shall prove only (1). The second part of the lemma can be proved in a similar way. Let us
denote T [z] by Tz. For every j ∈ N, let (P
∗)j := P ∗ ∩ T jz . We claim that ev1
(
(P ∗)j
)
⊆ P≤j . Indeed,
an element y belongs to (P ∗)j if and only if y = x∗, for some x ∈ P , and y ∈ T jz . Let x0, . . . , xr ∈ T be
the homogeneous components elements of x with xr 6= 0. Then y = x
∗ =
∑r
i=0 xiz
r−i belongs to T rz .
On the other hand, by assumption, y ∈ T jz . Thus r = j and ev1(y) = x ∈ P ∩ T
≤j = P≤j , so our claim
has been proved. Thus we get:
ev1
(
〈P ∗〉n
)
=
∑
i+j+k=n
ev1
(
T iz(P
∗)jT kz
)
=
∑
i+j+k=n
T≤iev1
(
(P ∗)j
)
T≤k ⊆
∑
i+j+k=n
T≤iP≤jT≤k
(8)
= Pn.
Conversely, for every x ∈ P≤j , we have x =
∑j′
i=0 xi, where j
′ ≤ j, each xi belongs to T
i and xj′ 6= 0.
Then, by definition, x∗ =
∑j′
i=0 xiz
j′−i. Since ev1(z
j−j′x∗) = x, we get P≤j ⊆ ev1(〈P
∗〉j). Thus
Pn =
∑
i+j+k=n
T≤iP≤jT≤k ⊆
∑
i+j+k=n
T≤iev1(〈P
∗〉j)T≤k = ev1

 ∑
i+j+k=n
T iz〈P
∗〉jT kz

 = ev1 (〈P ∗〉n) .
In conclusion, ev1 (〈P
∗〉n) and Pn are equal. We deduce that the ideals 〈P 〉 and ev1 (〈P
∗〉) are equal.
Let πP∗ : Tz → D denote the canonical projection. Now we can prove that D/(z − 1)D and U are
isomorphic by applying the Snake Lemma to the next diagram, which has commutative squares and
exact rows and columns.
0

0

〈P ∗〉 //❴❴❴

〈P 〉

0 // (z − 1)Tz
✤
✤
  // Tz
piP∗

ev1 // T
piP

// 0
0 // kerφ1
  // D
φ1 // U // 0
The maps πP∗ and ev1 induce the vertical and the horizontal dashed arrows, respectively. We have
proved that the the image of latter one is the ideal generated by P , so it is surjective. On the other
hand, πP∗ is surjective by definition. It follows that the vertical dashed arrow is surjective as well.
Therefore, ker(φ1) = (z − 1)D. 
The class of the variable z in D will be denoted by z as well. The annihilator of the central element
z in D is a two-sided ideal. Since z is homogeneous of degree 1, this ideal is graded. We denote by
ann (z)
n
the homogeneous component of degree n of ann (z).
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Lemma 2.21. For every n ∈ N there exists an exact sequence:
0 // Pn
  // 〈P 〉≤n
τn // (z − 1)D ∩Dn // 0. (11)
In particular, the relation Pn = 〈P 〉
≤n holds for some n if and only if (z − 1)D ∩Dn = 0.
Proof. Note that (z − 1)Tz ∩ T
n
z = 0. Hence, by applying the Snake Lemma to the diagram:
0 // 〈P ∗〉n
ev1 //

〈P 〉≤n

0 // (z − 1)Tz ∩ T nz
pi′ 
  // T nz
pinP∗
ev1 // T≤n
pi
≤n
P
// 0
0 // (z − 1)D ∩Dn 
 // Dn
φn1 // U≤n // 0
we obtain the exact sequence:
0 // 〈P ∗〉n
ev1 // 〈P 〉≤n
τn // (z − 1)D ∩Dn // 0,
where τn denotes the corresponding connecting morphism. We conclude remarking that, by the proof
of the Lemma 2.20, we have the relation ev1 (〈P
∗〉n) = Pn. 
Remark 2.22. By the proof of the Snake Lemma [Ve, Chapter 4.1], the connecting morphism τn is
defined as follows. For an element x in 〈P 〉≤n we choose y ∈ T nz such that ev1(y) = x. Then π
n
P∗(y)
is an element in (z − 1)D ∩Dn, whose class in the cokernel of the map π′ coincides with τn(x). Since
π′ = 0 we get that τn(x) = π
n
P∗(y). Let x =
∑k
i=0 xi, where k ≤ n and xi ∈ T
i, with xk 6= 0. Thus we
may take y = zn−kx∗, so τn(x) = z
n−kx∗ + 〈P ∗〉.
Theorem 2.23. The Jacobi relation (Jn) holds for some n ∈ N if and only if ann (z)
n = 0.
Proof. Let us consider the following diagram:
0 // Pn
  //
 _

〈P 〉≤n
τn //
 _

(z − 1)D ∩Dn
z·

// 0
0 // Pn+1
  // 〈P 〉≤n+1
τn+1 // (z − 1)D ∩Dn+1 // 0
Its rows are exact, cf. Lemma 2.21. If x ∈ 〈P 〉≤n and we write x =
∑k
i=1 xi as in the previous remark,
then τn(x) = z
n−kx∗ + 〈P ∗〉. On the other hand, if we regard x as an element in 〈P 〉≤n+1, then
τn+1(x) = z
n+1−kx∗ + 〈P ∗〉. It follows that the squares of the diagram are commutative.
The kernel of the rightmost arrow is (z−1)D∩Dn∩ann (z). Since every x ∈ ann (z)
n
may be written
x = (1− z)x ∈ (z − 1)D ∩Dn, it follows that the kernel of this map is ann (z)
n
.
The Snake Lemma applied to this diagram yields us the exact sequence:
0 // ann (z)n // Pn+1/Pn // 〈P 〉≤n+1/〈P 〉≤n,
where the last arrow is induced by the canonical inclusion of Pn+1 into 〈P 〉
≤n+1. Therefore, we
can identify ann (z)
n
with
(
〈P 〉≤n ∩ Pn+1
)
/Pn. Obviously this quotient bimodule is isomorphic to(
Pn+1 ∩ T
≤n
)
/Pn, so ann (z)
n
= 0 if and only if (Jn) holds. 
Theorem 2.24. Let T be a connected graded S-ring and P ⊆ T an S-subbimodule. The following
assertions are equivalent:
(1) P is of PBW-type.
(2) ann (z) = 0.
(3) (z − 1)D(P ) ∩D(P )n = 0, for all n ∈ N.
(4) 〈P ∗〉 = 〈〈P 〉∗〉, or equivalently D(P ) = D(〈P 〉).
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Proof. By Theorem 2.12, Lemma 2.21 and Theorem 2.23 it follows that (1), (2) and (3) are equivalent.
We now want to prove that (3) implies (4). Let us consider the morphism φ1 : D(P ) → U(P ) which
maps w + 〈P ∗〉 ∈ D(P ) to ev1(w) + 〈P 〉 ∈ U(P ) and its analogue φ
′
1 : D(〈P 〉)→ U(〈P 〉) = U(P ). The
inclusion P ∗ ⊆ 〈P 〉∗ induces a surjective graded map ΛP : D(P ) → D(〈P 〉) sending w + 〈P
∗〉 ∈ D(P )
to w+ 〈〈P 〉∗〉 ∈ D(〈P 〉). Note that φ′1ΛP = φ1. Thus ker (ΛP )
n
⊆ (z− 1)D(P )∩D(P )n = 0. Therefore
ΛP is injective, so 〈P
∗〉 = 〈〈P 〉∗〉.
To complete the proof we show that (4) implies (1). Consider the following commutative diagram
with exact rows:
0 // zD(P )

// D(P )
ΛP

φ0 // A(RP )
ΨP

// 0
0 // zD(〈P 〉) // D(〈P 〉)
φ′0 // A(R〈P 〉) // 0
where φ0 (w + 〈P
∗〉) = ev0(w)+〈P 〉 ∈ U(P ), and φ
′
0 is defined in a similar way. The map ΨP is induced
by the inclusion RP ⊆ R〈P 〉. Clearly, all vertical arrows are surjective. By Snake Lemma and taking
into account the standing hypothesis, it follows that ΨP is injective. Thus 〈RP 〉 = 〈R〈P 〉〉, so P is of
PBW-type. 
Remark 2.25. The ring D(〈P 〉) plays the same role of the Rees ring of U , see [Li, Proposition 4.4
(i)], where the Rees ring of U is denoted by U˜ and T = k〈X〉. In other words, Theorem 2.24 tells us
that P is of PBW-type if and only if D(P ) is the Rees ring of U .
2.26. The central extension associated to α. Let us consider the case when P is given by a filtered
map α : R→ T , as in Example 1.11. We denote by αi : R→ T the component of degree −i of α. Recall
that we have assumed that α0 always is the inclusion of R into T , and for any element r ∈ R, we may
write α(r) :=
∑∞
i=0 αi(r). If P = α(R), then we can describe the ideal generated by P
∗ as follows.
Let αz : R→ Tz denote the morphism of graded S-bimodules given by:
αz(r) =
∞∑
i=0
αi(r)z
i. (12)
Using this morphism we now define the graded S-subbimodule Pz ⊆ Tz by the equation Pz = αz(R).
We will refer to Tz/〈Pz〉 as the central extension associated to α.
Proposition 2.27. If T is a graded connected S-ring and P is the S-bimodule associated to a filtered
morphism α : R→ T , then 〈P ∗〉 = 〈Pz〉.
Proof. The ideal 〈Pz〉 is generated by Pz =
∑
n∈N αz(R
n). If r ∈ Rn is nonzero, then αz(r) = α(r)
∗.
Thus, 〈Pz〉 is included into 〈P
∗〉.
Conversely, let y = x∗ denote an element in P ∗. Since x ∈ P , there are r0, . . . rd, with ri ∈ R
i and
rd 6= 0, such that x =
∑d
i=0
∑i
j=0 αj(ri). Since αj(ri) ∈ T
i−j and α0(rd) ∈ T
d is a nonzero element,
y =
d∑
i=0
i∑
j=0
αj(ri)z
d+j−i =
d∑
i=0
αz(ri)z
d−i.
The computation above shows us that y ∈ 〈Pz〉. Thus the proposition is proved, as any generator of
〈P ∗〉 belongs to the ideal generated by Pz . 
In the next sections we shall see that there exists a numerical invariant, called the homological
complexity of A and denoted by c(A), such that ann (z) = 0, provided that ann (z)≤c(A) = 0 and the
homology in degree one of a suitable complex vanishes. Thus, in the case when c(A) is finite, for proving
that P is of PBW -type it is necessary and sufficient to show that a certain homology group vanishes
and a finite number of the Jacobi conditions (Jk) hold, namely those for k ≤ c(A). As a matter of fact,
we shall be able to characterize in a homological way the vanishing of ann (z) for a more general class
of connected graded S-rings D and A.
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3. A homological criterion for regularity of a central element
Throughout this section we fix a connected strongly graded S-ring D = ⊕n≥0D
n. We assume that
there exists a central element z ∈ D1 and we denote the quotient ring D/zD by A. Note that A is
strongly graded as well. Since zD ⊆ D+, we have A0 = D0 = S. Let π : D → A and ann (z) denote the
canonical projection and the kernel of the multiplication map z · (−) : D → D, respectively.
Definition 3.1. The element z will be called n-regular if and only if the homogeneous components of
ann (z) are trivial in degree less than or equal to n, i.e. if and only if ann (z)
⋂
D≤n = 0, for all k ≤ n.
We shall say that z is regular if and only if it is n-regular for all n.
Roughly speaking, assuming that S has a special type of projective resolution as a left A-module, in
the main result of this section we will show that the regularity of z is equivalent to the fact that a certain
sequence (M∗, δ∗), canonically associated to the above resolution, defines a complex of D-modules. At
once that it exists, this complex yields a projective resolution of S as a D-module.
We will use several times the following isomorphism, known as the tensor-hom adjunction formula:
HomS′,S′′(X ⊗ Y, Z) ∼= HomS,S′′(Y,HomS′(X,Z)), (13)
where X is an (S′, S)-bimodule, Y is an (S, S′′)-bimodule and Z is an (S′, S′′)-bimodule.
As a direct consequence of the tensor-hom adjunction formula, we deduce that M ⊗N is a projective
left M -module, provided that M and N are (S, S)-bimodules, which are projective left S-modules.
3.2. A projective resolution of S. Let us construct a suitable projective resolution of the left A-
module S. By definition we take d0 : A→ S to be the projection onto 0-component. Let d1 : A⊗A
1 → A
denote the A-linear map which is induced by the multiplication of A. Since d1 is a graded map and d
1
1
is an isomorphism, we have K1 = ker(d1) =
⊕
i≥2 ker(d
i
1) ⊆ A
+ ⊗ A1. Thus for any strongly graded
S-ring A we have an exact sequence of length 1 as above, namely:
A⊗A1
d1−→ A
d0−→ S → 0. (14)
If A1 is projective as a left S-module, then A ⊗ A1 is a projective A-module. Hence we can complete
the above sequence to a projective resolution:
· · · → A⊗ Vn
dn−→ A⊗ Vn−1
dn−2
−−−→ · · ·
d3−→ A⊗ V2
d2−→ A⊗A1
d1−→ A
d0−→ S → 0, (15)
where the S-modules Vk are projective S-modules. Such a resolution exists since, for a left A-module
M, there is a projective left S-module V together with a graded A-linear epimorphism A⊗ V →M .
As a matter of fact, we will show that we can choose Vn in (15) such that V
i
n = 0, for all n ≥ 2 and
i = 0, 1. Indeed, if K1 = ker(d1) then K
0
1 ⊆ (A ⊗ A
1)0 = 0. On the other hand, d11 : A
0 ⊗ A1 → A1 is
an isomorphism as d1 is induced by the multiplication of A. Thus K
1
1 = 0.
For every j ≥ 2 we pick a surjective map νj : V j2 → K
j
1 , where V
j
2 is a a projective S-module. Let
V2 = ⊕j≥2V
j
2 . The induced map ν : V2 → K1 is surjective. Let d
′
2 denote the composition of the arrows
A⊗ V2
A⊗ν
−−−→ A⊗K1 → K1.
Hence d′2(a⊗ v) = aν(v). Clearly, d
′
2 is surjective and and V
i
2 = 0, for i = 0, 1. Thus we can take A⊗V2
as the term of degree 2 of the resolution (15). The differential d2 is the composition of the inclusion
map i1 : K1 → A ⊗ A
1 with d′2. Let us assume that we constructed the sequence (15) up to degree n,
such that V ik = 0, for 2 ≤ k ≤ n and i = 0, 1. Thus, (A⊗ Vn)
i = 0, so Kn = ker(dn) is trivial in degree
0 and 1. Now we can construct Vn+1 and dn+1 as in the case n = 1.
Throughout the remaining part of this section we assume that A1 is projective as a left S-module,
We also fix a resolution (A ⊗ V∗, d∗) as in (15), and which satisfies the condition that V
i
n = 0, for all
n ≥ 2 and i = 0, 1.
3.3. The normalized bar complex. Let A be a graded connected S-ring and let X be a graded
left A-module. Since we work with graded objects, we can regard A as an augmented ring, whose
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augmentation ideal is A+. By [We, Exercise 8.6.4], the sequence B∗(A,X) is exact. Recall that the bar
resolution is defined by Bn(A,X) = A⊗ (A
+)⊗n ⊗X . The differential maps are defined by:
bn(a0⊗a1⊗· · ·⊗an⊗x) =
n−1∑
i=0
(−1)ia0⊗a1⊗· · ·⊗aiai+1⊗· · ·⊗an⊗x+(−1)
na0⊗a1⊗a2⊗· · ·⊗anx,
for all a0 ∈ A, a1, . . . , an ∈ A
+ and x ∈ X . In spite of its name, B∗(A,M) is not a resolution of X , as
Bn(A,X) is not a projective A-module.
Nevertheless, if A and X are flat as left S-modules, then we can use the bar resolution for computing
TorAn (Y,X), for any right S-module Y , because it is easy to see that Bn(A,X) are flat A-modules, so
B∗(A,X) is a flat resolution of X .
Let Ω∗(A,X) = S ⊗A B∗(A,X) be the normalized bar complex. In view of the foregoing remarks,
we can use it to compute TorA∗ (S,X) provided that A and X are flat left S-modules. It is not difficult
to prove that Ωn(A,X) = (A
+)⊗n ⊗X and d1 is the restriction of the module structure map of X to
A+ ⊗X . For all n > 1, the differential morphism dn : Ωn(A,X)→ Ωn−1(A,X) satisfies the relation:
dn(a1⊗ · · · ⊗ an⊗ x) =
n−1∑
i=1
(−1)i−1a1⊗ · · · ⊗ aiai+1⊗ · · · ⊗ an⊗ x+(−1)
n−1a1⊗ a2⊗ · · · ⊗ an−1⊗ anx.
It is well-known that TorAn (Y,X) is a graded abelian group, whose component of degree m will be
denoted by TorAn,m(Y,X). Thus Tor
A
n (S,X)
∼= ⊕∞m=0Tor
A
n,m(S,X). We will refer to n and m as being
the homological degree and the internal degree, respectively.
The complex Ω∗(A,X) decomposes as a direct sum of subcomplexes Ω∗(A,X) = ⊕m≥0Ω∗(A,X,m),
where Ωn(A,X,m) is the S-submodule of Ωn(A,X) generated by all a1⊗ · · · ⊗ an⊗ x, with x ∈ X
mn+1
and ai ∈ A
mi , satisfying the relation
∑n+1
i=1 mi = m. In the case when A and X are flat left S-modules,
the n-th homology group of Ω∗(A,X,m) coincides with Tor
A
n,m(S,X). In particular, for n > m, we have
TorAn,m(S,X) = 0, as there are no nontrivial n-chains in Ω∗(A,X,m).
We shall use the notation Ω∗(A) for Ω∗(A,S). Note that Ωn(A) ∼= (A
+)⊗n. Via this identification,
the formula of the differential dn becomes:
dn(a1 ⊗ · · · ⊗ an) =
n−1∑
i=1
(−1)i−1a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an.
3.4. The morphisms νu and
νv. Recall that our next goal is to show that the vanishing of ann (z) is
equivalent to the fact that a certain sequence (M∗, δ∗) is a complex in the category of left D-modules.
In order to define it, we need the constructions below.
Let A denote a connected graded S-ring. We assume that X and Y are graded left S-modules. If
u : A ⊗ X → A ⊗ Y is a graded A-linear map, then we define û : X → A ⊗ Y by û(x) = u(1 ⊗ x).
By construction û is graded S-linear and u = (mA ⊗ Y ) (A⊗ û). Clearly, if u
′ : A ⊗ X → A ⊗ Y is
another graded A-linear map such that û = û′, then u = u′. Moreover, if u1 : A ⊗ X → A ⊗ Y and
u2 : A⊗ Y → A⊗ Z are graded A-linear maps, then the following relation holds true:
û2u1 = (mA ⊗ Z)(A⊗ û2)û1. (16)
Let ν : A → Γ denote a surjective morphism of connected graded S-rings. Obviously, any graded
A-linear map u : A⊗X → A ⊗ Y induces a unique Γ-linear morphism νu : Γ⊗X → Γ⊗ Y such that
the first diagram from Figure 1 is commutative. Note that, if u′ = (ν ⊗ Y )û, then νu(t⊗ x) = t · u
′(x).
Furthermore, let v : Γ⊗X → Γ⊗Y be a graded Γ-linear map, where X is now a projective S-module.
Since A ⊗X is a projective A-module, we can choose a morphism νv : A ⊗X → A ⊗ Y which makes
commutative the second square in Figure 1.
If ν has a section µ, which is a morphism of S-graded rings, then we can choose νv in a canonical
way. Note that in this case we do not need X to be projective. Indeed, we may define v′ : X → A⊗ Y
by v′ = (µ ⊗ Y )v̂, where v̂ is constructed as above, replacing the ring A and the map u with Γ and v,
respectively. By definition, v′ is a morphism of graded S-modules. We can now extend in a unique way
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v′ to a graded A-linear map νv : A ⊗ X → A ⊗ Y . Clearly, νv makes the second square in Figure 1
commutative. Note that νv(a⊗ x) = a · v′(x), so νv only depends on ν and v.
A⊗X
u //
ν⊗X

A⊗ Y
ν⊗Y

Γ⊗X
νu
// Γ⊗ Y
A⊗X
νv //
ν⊗X

A⊗ Y
ν⊗Y

Γ⊗X
v
// Γ⊗ Y
Figure 1. The morphisms νu and
νv.
3.5. The maps δn :Mn →Mn−1. We are now turning back to the investigation of regularity of z ∈ D.
Recall that in this section we assumed that there exists a projective resolution as in (15). Thus V0 = S,
V1 = A
1 and d1 is induced by the multiplication in A. Moreover, every Vn is a projective graded left
S-module and di is a morphism of graded A-modules.
For n = 0 we let ∂0 : D ⊗ V0 ∼= D → S to be the canonical projection. For n > 0, since Vn is
projective, there is a morphism of graded D-modules ∂n : D ⊗ Vn → D ⊗ Vn−1 as in §3.4, such that:
(π ⊗ Vn−1)∂n = dn(π ⊗ Vn).
Let us note that there exists a left S-linear section σ1 : A1 → D1 of π1, as A1 is a projective left
S-module. It is easy to see that ∂1 can be chosen such that ∂1(x ⊗ a) = xσ
1(a), for all x ∈ D and
a ∈ A1, as the latter map satisfies the above relation.
For easiness of notation, let Nn := D ⊗ Vn and Mn := Nn ⊕Nn−1(−1). Thus ∂n : Nn → Nn−1. By
construction, we have (π ⊗ Vn−2)∂n−1∂n = 0. Therefore the image of ∂n−1∂n is included into zNn−2,
which coincides with the kernel of π⊗Vn−2, as Vn−2 is flat. Thus ∂n−1∂n can be regarded as a morphism
from Nn to zNn−2. On the other hand, the multiplication by the central element (−1)
n−1z defines a
surjective morphism of graded D-modules from Nn−2 (−1) to zNn−2. Hence, for every n ≥ 2, we have
the following diagram of graded morphisms:
Nn
∂n−1∂n

Nn−2 (−1)
(−1)n−1z· // zNn−2 // 0
Note that D⊗Vn is projective as an object in the category of gradedD-bimodules, since Vn is projective.
Thus, there is a graded D-linear map fn : Nn → Nn−2 (−1) such that:
∂n−1∂n = (−1)
n−1 z · fn. (17)
We are now ready to define our candidates for the differential maps of a complex of left D-modules
(M∗, δ∗). In the case when S is a field these maps were constructed in [CS, §3].
We first take δ0 : D → S to be the canonical projection. Since V0 = S and V1 = A
1, for all x ∈ N1
and y ∈ N0(−1) we can define δ1 by the formula:
δ1(x, y) = ∂1(x) + zy. (18)
On the other hand, if n > 1 and (x, y) ∈Mn, then we set:
δn(x, y) =
(
∂n(x) + (−1)
n−1z · y, ∂n−1(y) + fn(x)
)
.
Note that the map δn is a morphism of graded D-modules, for all n ∈ N. In general the sequence{
δn
}
n∈N
does not define a complex. Nevertheless,
M2
δ2−→M1
δ1−→M0
δ0−→ S −→ 0 (19)
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is always a complex. Indeed the image of δ1 is included into ⊕n>0M
n
0 , as N1 and N0(−1) do not contain
elements of degree zero and δ1 is a graded map. Thus δ0δ1 = 0, since δ0 is the projection onto D
0.
Furthermore, for (x, y) ∈M2 we have:
(δ1δ2)(x, y) = δ1
(
∂2(x) − zy, ∂1(y) + f2(x)
)
= (∂1∂2)(x) − z∂1(y) + z∂1(y) + zf2(x) = 0,
where in the above equations we used the fact that δ1 is D-linear and the relation ∂1∂2+zf2 = 0, which
holds by the construction of f2.
A necessary and sufficient condition for (M∗, δ∗) being a complex is given in the following result.
Lemma 3.6. We keep the notations and assumptions from §3.5. For n ≥ 2 we have δnδn+1 = 0 if and
only if
∂n−1fn+1 + fn∂n+1 = 0. (20)
Proof. For (x, y) ∈Mn+1, let (x
′, y′) = (δnδn+1)(x, y). Using (17), by direct computation we get:
x′ = ∂n(∂n+1(x)) + (−1)
nz∂n(y) + (−1)
n−1z∂n(y) + (−1)
n−1zfn+1(x) = 0,
y′ = ∂n−1(∂n(y)) + ∂n−1(fn+1(x)) + fn(∂n+1(x)) + (−1)
nzfn(y) = ∂n−1(fn+1(x)) + fn(∂n+1(x)).
For n ≥ 2, we conclude that δnδn+1 = 0 if and only if the relation (20) holds. 
For showing that ann (z) = 0 if and only if (M∗, δ∗) is a complex, we also need the following.
Lemma 3.7. For any flat S-module V we have annD⊗V (z) = ann (z)⊗V . In particular, if ann (z) = 0,
then annD⊗V (z) = 0.
Proof. We have seen that ann (z) is the kernel of the D-linear map from D to D(1), which is defined by
the multiplication by z. Since V is a flat S-module, we get an exact sequence:
0 −→ ann (z)⊗ V −→ D ⊗ V
z·
−→ (D ⊗ V )(1).
Therefore, annD⊗V (z) = ann (z)⊗ V , so the lemma is proved. 
Lemma 3.8. For any n ≥ 2 the relation:
z · (∂n−1fn+1 + fn∂n+1) = 0 (21)
holds. In particular, if ann (z) = 0 then (M∗, δ∗) is a complex.
Proof. In view of relation (17) we have:
z · (∂n−1fn+1 + fn∂n+1) = ∂n−1 (z · fn+1) + (z · fn) ∂n+1
= (−1)n∂n−1∂n∂n+1 + (−1)
n−1∂n−1∂n∂n+1,
which proves the first claim. Moreover, the left-hand side of relation (20) is a graded map from Nn+1
to Nn−2(−1). The D-modules Nn−2(−1) and Nn−2 are isomorphic (but not as graded modules). Thus,
to conclude the proof it is enough to remark that annNn−2(z) = {m ∈ Nn−2 | z ·m = 0} is trivial for all
n ≥ 2, in view of Lemma 3.7. 
3.9. The truncated sequence pM∗. Even though (M∗, δ∗) is not in general a complex, for p ≥ 0 we
shall denote the truncated sequence of maps:
Mp+1
δp+1
−−−→Mp
δp
−→Mp−1
δp−1
−−−→ · · ·
δ1−→M0 −→ 0
by pM∗. We have already seen in §3.5 that
1M∗ is always a complex. Let us prove that H0(
1M∗) = S.
Since 1M∗ is a complex of graded D-modules, it can be written it as the direct sum of the complexes:
Mk1
δk1−→Mk0
δk0−→ Sk −→ 0. (22)
We want to show that all of them are exact. Let us first consider the case k > 0. Then Sk = 0,Mk0 = D
k
and Mk1 = N
k
1 ⊕N
k−1
0 =
(
Dk−1 ⊗A1
)
⊕Dk−1. Hence the sequence (22) coincides with:(
Dk−1 ⊗A1
)
⊕Dk−1
δk1−→ Dk −→ 0 −→ 0.
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Thus in this case we have to check that δk1 is surjective. Recall that σ
1 denotes a graded S-linear section
of π1. By the definition of δ1 and the construction of ∂1 in §3.5, for x, y ∈ D
k−1 and a ∈ A1, we have:
δk1 (x⊗ a, y)
(18)
= ∂1 (x⊗ a) + zy = xσ
1(a) + zy.
Moreover, since σ1 is section of π1, we have D1 = σ1(A1) ⊕ ker(π1) = σ1(A1) ⊕ zS. Thus, for k > 0
we get Dk = Dk−1D1 = Dk−1σ1(A1) + zDk−1. Thus every element x ∈ Dk can be written as a sum
x =
∑r
i=0 xiσ (ai) + zy, with xi ∈ D
k−1, y ∈ Dk−1 and ai ∈ A
1. This means that δk1 is surjective.
If k = 0, then M01 = 0, as A
1 contains only elements of degree one. The sequence (22) becomes:
0 −→M00
δ00−→ S −→ 0,
which is clearly exact, as δ00 = idS , being induced by the projection π.
We set δ′1(x, y) = δ1(x, y) and δ
′′
1 (x, y) = 0. For n ≥ 2 and (x, y) ∈ Mn we shall use the notation
δn(x, y) = (δ
′
n(x, y), δ
′′
n(x, y)), where δ
′
n(x, y) = ∂n(x) + (−1)
n−1z · y and δ′′n(x, y) = ∂n−1(y) + fn(x).
Lemma 3.10. Let n ≥ 1 and let (x, y) ∈Mn.
(1) If δ′n(x, y) = 0, then there is y
′ ∈ Nn−1(−1) such that (x, y)− (0, y
′) is a boundary in (M∗, δ∗)
and z · y′ = 0. Moreover, if δnδn+1 = 0 then y
′ can be chosen such that ∂n−1(y
′) = δ′′n(x, y).
(2) If ann (z) = 0 then the sequence (M∗, δ∗) is an acyclic complex.
Proof. Let us prove the first part. By definition of δ′n we have:
∂n(x) = (−1)
nz · y. (23)
Let πi := π⊗Vi. Recall that πi−1∂i = diπi. By (23) we get dn (πn (x)) = πn−1 (∂n (x)) = 0. Thus πn(x)
is an n-cycle in (A⊗V∗, d∗), which is an acyclic complex. It follows that there exists some u ∈ D⊗Vn+1
such that πn(x) = dn+1 (πn+1(u)) = πn (∂n+1(u)). Since x− ∂n+1(u) ∈ ker(πn) = zD⊗Vn, there exists
v ∈ D ⊗ Vn such that:
x = ∂n+1(u) + (−1)
nz · v. (24)
By construction, the element (u, v) belongs to Mn+1 and by the definition of δn+1 we get:
(x, y)− δn+1 (u, v) = (0, y − fn+1(u)− ∂n(v)).
Hence we may take y′ := y − fn+1(u)− ∂n(v). The relation z · y
′ = 0 follows by the computation:
z · y′ = z · y − z · fn+1(u)− z · ∂n(v) = (−1)
n∂n (x− ∂n+1(u)− (−1)
nz · v)
(24)
= 0,
where for the second equality we used relations (17) and (23).
Let us assume that δnδn+1 = 0. For n = 1, the relation ∂0(y
′) = 0 = δ′′1 (x, y) obviously holds, as
∂0 : D → S is the projection and δ
′′
1 = 0. For n > 1 we have:
(0, ∂n−1(y
′)) = δn(0, y
′) = δn(x, y) =
(
0, δ′′n(x, y)
)
.
Let us prove the second part of the lemma. By Lemma 3.8, since ann (z) = 0, it follows that (M∗, δ∗)
is a complex. By the first part of the lemma, every cycle of degree n is homologous to (0, y′), for some
y′ such that z · y′ = 0 and ∂n−1(y
′) = 0. Hence y′ ∈ annD⊗Vn−1(−1) = ann (z) ⊗ Vn−1(−1) = 0. Thus
every n-cycle is a boundary, that is Hn(M∗) = 0. 
Lemma 3.11. If the sequence 2M∗ is a complex and H1
(
1M∗
)
= 0 then ann (z) = 0.
Proof. We shall prove by induction on k that ann (z)
i
= 0, for all i < k. If k = 0, then this property is
obviously true. Let us assume that ann (z)
i
= 0, for all i < k. We pick an element y in ann (z)
k
. Then,
by the definition of δ1, the couple (0, y) is a cycle of degree 1. By hypothesis, there is (u, v) ∈M2 such
that (0, y) = δ2(u, v). By Lemma 3.10, since δ
′
2(u, v) = 0, there is y
′ ∈ annD⊗A1(z) such that y = ∂1(y
′).
Because ∂1 is graded, we can assume y
′ ∈ annD⊗A1(z)
k = ann (z)k−1 ⊗ A1. Since ann (z)k−1 = 0 we
have y′ = 0. Thus y = 0, so ann (z)k = 0. In conclusion, we have ann (z)i = 0, for all i < k + 1. 
We can now prove one of the main results of this section by applying the preceding two lemmas.
PBW -DEFORMATIONS OF GRADED RINGS 23
Theorem 3.12. Let A := D/zD, where D is a strongly graded S-ring and z ∈ D1 is a central element.
Suppose that A1 is left S-projective. The following assertions are equivalent.
(1) The element z is regular.
(2) The sequence (M∗, δ∗) is a resolution of S by projective left D-modules.
(3) The sequence
(
2M∗, δ∗
)
is a complex and H1
(
1M∗
)
= 0.
Proof. The implication (1)=⇒(2) follows by Lemma 3.10. The implication (2)=⇒(3) is trivial. Finally,
using Lemma 3.11 we get the implication (3)=⇒(1). 
Definition 3.13. The complexity of a graded left S-module V is the integer cV defined as follows.
If V = 0, then cV = −1. Otherwise, one takes cV = sup{n − 1 | V
n 6= 0}. We point out that the
complexity will be mainly used for modules V with V 0 = V 1 = 0, such as V = V3, see §3.2.
Let us now turn back to the investigation of regularity of z. We assume that c := cV3 is finite. Since
D is strongly graded, for n ≥ c+ 1, we have
(D ⊗ V3)
n
= Dn−c−1 (D ⊗ V3)
c+1
. (25)
Let f := f2∂3 + ∂1f3. By definition, f is a D-linear map of degree −1. Let f
k denote the restriction of
f to (D ⊗ V3)
k
, so fk : (D ⊗ V3)
k
−→ Dk−1.
Let us assume in addition that ann (z)≤c = 0. By (21), it follows that fk = 0 for all k ≤ c + 1.
Taking into account the equation (25), the submodule (D⊗V3)
≥c+1 is generated by (D⊗V3)
c+1. Since
f is a morphism of graded D-modules and f c+1 = 0 it follows that fk = 0 for all k ≥ c + 1. Thus,
by Lemma 3.6, it follows that
(
2M∗, δ∗
)
is a complex. Supposing also that H1
(
1M∗
)
= 0, by Theorem
3.12 we deduce that z is regular. Conversely, if z is regular then it follows from Theorem 3.12 that
H1
(
1M∗
)
= 0. Obviously, z is c -regular.
Notice that if the complexity of V3 is not finite, z is c -regular if and only if it is regular and in
this case H1
(
1M∗
)
= 0 is automatically satisfied, in light of Theorem 3.12. Summarizing, we have the
following.
Theorem 3.14. Let A := D/zD, where D is a strongly graded S-ring and z ∈ D1 is a central element.
Suppose that A1 is projective as a left S-module. The element z is regular in D if and only if H1
(
1M∗
)
vanishes and z is cV3-regular.
Remark 3.15. Recall that in §3.2 we chosen a the resolution A ⊗ V∗ such that V
0
3 = 0. Thus, if
cV3 = −1, then V3 = 0. Keeping the notation from the proof of the preceding theorem, it follows
f2∂3 + ∂1f3 = 0. This means that
(
2M∗, δ∗
)
is a complex. Therefore, if cV3 = −1, then z is regular if
and only if H1
(
1M∗
)
= 0.
Remark 3.16. In the next section of the paper we will show that there is an optimal bound c(A) such
that z is regular if and only if z is c(A)-regular. If there is a minimal resolution A ⊗ V∗ of S as a left
A-module we will see that c(A) = cV3 .
Nevertheless, the freedom of choice of the resolution in the above theorem might be useful in the case
when it is difficult to find the minimal resolution (if it exists).
We will give in the last section of the paper some examples of central extensions, whose first homology
group H1(
1M∗) of the corresponding sequence (M∗, δ∗) is not trivial.
4. On the vanishing of H1(
1M∗).
In this section our aim is to show that 1M∗ is exact in degree 1, provided that D is a central extension
of A as in the following subsection.
4.1. Notation and assumptions. Let πA : TA → A denote the canonical surjective graded morphisms
of S-rings from the tensor S-ring TA = TS(A
1). Let IA := ker(πA). By definition, πA extends π
0
A = idS
and π1A = idA1 . Thus I
0
A = 0 = I
1
A. We assume that A
1 is projective as a left S-module. Note that this
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condition is equivalent to the projectivity of TA as a left S-module. We also fix a projective resolution
(A⊗ V∗, d∗) as in (15).
We fix a central extension D of A which corresponds to a filtered map α : R → TA. Therefore,
D := TA[z]/〈αz(R)〉, see §2.26. There is a unique morphisms of graded S-rings πD : TD → D which
lifts idS and idD1 , where R is a bimodule of relation for A. Note that ID = ker(πD) does not contain
non-zero elements of degree 0 and 1.
Under the above assumptions, we want to show that in some cases we can choose the resolution of
S such that V2 and R coincide up to an isomorphism of S-modules. The key points for achieving this
goal are the following useful lemmas.
Lemma 4.2 (Graded Nakayama Lemma). Let A be a graded connected Sring. Let X be a graded left
A-module such that Xn = 0 for n < 0. Then X=0 if and only if X/A+X = 0. Furthermore a morphism
f : X → Y is surjective if and only if its composition with the projection Y → Y/A+Y is surjective.
Proof. One proceeds by induction, using the exact sequence:
0 −→
n−1∑
p=0
An−pXp −→ Xn −→ (X/A+X)n −→ 0. 
If p : Y → Y/A+Y denotes the projection then im(p◦f) = (im(f)+A+Y )/A+Y . Thus p◦f is surjective
if and only if im(f) +A+Y = Y if and only if W/A+W = 0 where W := Y/ im(f).
Lemma 4.3. Let X and Y be two graded S-bimodules. We assume that f : A ⊗ X → A ⊗ Y is a
morphism of graded A-modules such that K = ker(f) is an S-submodule of A+ ⊗X. If Z is a graded
S-submodule of K such that Z ⊕ (A+K) = K, then there exists a graded morphism g : A⊗ Z → A⊗X
such that the sequence
A⊗ Z
g
−→ A⊗X
f
−→ A⊗ Y
is exact and ker(g) ⊆ A+⊗Z. If the S-modules A and K are projective, then ker(g) and Z are projective
too. Furthermore, if ker(f)≤p = 0, for some p, then ker(g)≤p+1 = 0.
Proof. Let µ : A ⊗ Z → K be the A-linear map induced by the action of A on K. By definition of Z,
the composition of µ with the projection K → K/A+K ∼= Z is surjective. By the graded version of the
Nakayama Lemma we deduce that µ is surjective. Hence, we can take g := i ◦ µ, where i denotes the
inclusion of K into A⊗X . Obviously, im(g) = ker(f).
Let us assume that A and K are projective left S-modules. Obviously Z is projective, being a direct
summand of K. Thus A⊗ Z is projective as an S-module. Using the exact sequence:
0→ ker(g)→ A⊗ Z → K → 0,
we deduce that ker(g) is a direct summand of A⊗ Z as an S-module, so ker(g) is projective.
Let us now show that ker g ⊆ A+ ⊗ Z. Let x be an element in ker g ⊆ A0 ⊗ Z + A+ ⊗ Z. Thus
x = 1⊗u+
∑p
i=1 λi⊗ui, with u, ui ∈ Z and λi ∈ A
+. Since x ∈ ker g it follows that u+
∑p
i=1 λiui = 0.
The sum from the left hand-side of the preceding relation belongs to A+K, so u ∈ Z
⋂
A+K = 0. We
conclude that x ∈ A+ ⊗ Z.
For the last part of the lemma we notice that Zk ⊆ ker(f)k = 0 for k ≤ p. On the other hand,
ker(g)k ⊆ (A+ ⊗ Z)k = ⊕ki=1A
i ⊗ Zk−i = 0, for k ≤ p+ 1, so the lemma is completely proved. 
4.4. Bimodule of relations for A versus V2. Let us suppose that R is left S-module such that
IA = R ⊕ I˜A as left S-modules. Note that R is not necessarily a bimodule, so it is not a bimodule of
relations for A. Nevertheless IA = R⊕ I˜A ⊆ RS+ I˜A ⊆ IA so that IA = RS+ I˜A and hence, by Lemma
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2.13 we have that IA = 〈RS〉 = 〈R〉. Let K1 denote the kernel of d1. We consider the following diagram:
0 // IA ⊗A1 //
_

IA
_

0 // 0

// TA ⊗A1
piA⊗A
1

m // T+A
piA

// 0
0 // K1 // A⊗A1
d1
//

A+ // 0
K1 // 0
By definition, m is the map induced by the multiplication in TA. Thus m is an isomorphism. Since A
is strongly graded, it follows that the rows are exact. The middle column is exact as well, because A1
is projective. Using Snake Lemma and the fact that R⊕ I˜A = IA, we get:
K1 ∼=
IA
IAA1
=
R+ IAA
1
IAA1
+
IAA
1 +A1IA
IAA1
∼=
R
R
⋂
IAA1
+A1
(
IA
IAA1
)
∼= R+A+K1.
Obviously, the sum R + (A+K1) is direct. Using Lemma 4.3 we get an exact sequence:
A⊗R
d2−→ A⊗ A1
d1−→ A
d0−→ S −→ 0 (26)
where ker(d2) ⊆ A
+ ⊗R.
4.5. A special projective resolution of S. For the remaining part of this section we will assume
that there exists a bimodule of relations R for A and that R and A1 are projective left S-modules. Thus
we may consider the exact sequence (26).
We set K2 := ker(d2). We denote by i1 and i2 the inclusion maps of K1 and K2 into A ⊗ A
1 and
A⊗R, respectively. The map d2 factors as d2 = i1d
′
2, where d
′
2 : A⊗R→ K1 is an epimorphism. Since
im(i2) = ker(d2) ⊆ A
+⊗R it follows S⊗A i2 = 0. By dimension shifting [We, Exercise 2.4.3] we deduce
that TorA3 (S, S)
∼= ker(S ⊗A i2) = S ⊗A K2. Thus Tor
A
3,n(S, S) = 0 if and only if (K2/A
+K2)
n = 0 if
and only if Kn2 = (A
+K2)
n. Note that (A+K2)
n =
∑n
i=1A
iKn−i2 = A
1Kn−12 as A is strongly graded.
Thus TorA3,n(S, S) = 0 if and only if K
n
2 = A
1Kn−12 .
Let J := {n ∈ N | TorA3,n(S, S) 6= 0}. By induction we get that K
p
2 ⊆
∑
n∈J AK
n
2 , for all p ∈ N, so
K2 =
∑
n∈J
AKn2 . (27)
Our goal now is to produce a morphism of graded A-modules d3 : A ⊗ V3 → A ⊗ R such that V3 is
projective, im(d3) = ker(d2) and, in addition, V
n
3 = 0 if and only if Tor
A
3,n(S, S) = 0.
For every n ∈ J we pick a projective S-module V n3 together with an epimorphism u
′
n : V
n
3 → K
n
2 .
For n /∈ J we set V n3 = 0 and u
′
n = 0. Set V3 := ⊕n∈NV
n
3 and let u
′ := ⊕n∈Nu
′
n : V3 → K2. Using the
constructions from §3.4, we get an A-linear map u : A ⊗ V3 → K2 such that u(1 ⊗ x) = u
′(x), for all
x ∈ V . By (27) it follows that u is surjective. Clearly, if d3 = i2u, then im(d3) = K2 = ker(d2) ⊆ A
+⊗R.
As a consequence S ⊗A d3 = 0.
Finally, we point out that, if TorA3 (S, S) = 0, by (27) we get K2 = 0. Thus in this case, we may take
V3 = 0 and d3 = 0.
In conclusion, our claim about the existence of the morphism d3 has just been proved. We can now
use d3 to extend the exact sequence (26) with one more arrow. The resulting exact sequence can be
completed in the usual way to a projective resolution:
· · · → A⊗ Vn
dn−→ A⊗ Vn−1
dn−2
−−−→ · · ·
d4−→ A⊗ V3
d3−→ A⊗R
d2−→ A⊗A1
d1−→ A
d0−→ S → 0. (28)
By construction this resolution has the following properties: V in = 0, for all n ≥ 3 and i = 0, 1; the
component V n3 is zero if and only if Tor
n
3 (S, S) is so; for n = 1, 2, 3 we have S ⊗A dn = 0.
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Remark 4.6. Let us suppose that R is a left S-module such that R ⊕ I˜A = IA. If A is projective as
a left S-module, by applying Lemma 4.3 for f = d0 and g = d1, we deduce that K1 is projective. We
conclude, for free, that R is projective as a left S-module, since by the foregoing observations it is a
direct summand of K1. Thus, in the case when A is left S-projective, a bimodule of relations for A is
always left S-projective.
Remark 4.7. The map d2 can be described as follows. Proceeding as in Remark 2.22, it is not difficult
to show that the connecting morphism from IA to K1 is precisely the restriction of (πA ⊗ A
1)m−1 to
IA. We shall use a Sweedler-like notation, writing an element x ∈ TA ⊗A
1 as:
x =
∑
xTA ⊗ xA1 .
By construction, d2 is induced by the restriction of the A-module structure map of K1 to A ⊗ V2. Via
the identification R ∼= (R + IAA
1)/(IAA
1) ⊆ K1, for a ∈ A and r ∈ R, we get:
d2(a⊗ r) =
∑
aπA(rTA)⊗ rA1 ,
Remark 4.8. We have seen that, if there exists a complement left S-submodule R of I˜A in IA which
is projective, then there is a projective resolution (A ⊗ V∗, d∗) such that V2 = R and S ⊗A d3 = 0. Let
us show that the converse also holds.
Let us assume, that S ⊗A d3 = 0. Thus S ⊗A d
′
2 is an isomorphism, so we can identify V2 and
K1/(A
+K1). In particular, the latter left S-module is projective. Recall that I˜A = A
1IA + IAA
1
and K1 ≃ IA/IAA
1. Therefore K1/A
+K1 and IA/I˜A are isomorphic. Since the former left module is
projective, there exists a left module R such that IA = R⊕ I˜A. Clearly, R ≃ V2.
4.9. A presentation of D by generators and relations. Let TA[z] denote the polynomial ring in
the indeterminate z with coefficients in TA. It is a graded connected S-ring, whose component of degree
1 is TA[z]
1 = A1 ⊕ Sz.
There is a unique morphisms of graded S-rings πD : TD → D which lifts idS and idD1 . Note that
ID = ker(πD) does not contain non-zero homogeneous elements of degree 0 and 1.
Recall that the evaluation at 0 induces a surjective graded S-ring map φ0 : D → A whose kernel
is precisely zD, cf. §2.19. Since z is central in D, the left and the right S-submodules generated by
z coincide. Note that, the ideal 〈αz(R)〉 is contained in TA[z]
≥2, so D1 = TA[z]
1 = A1 ⊕ Sz. Thus
Sz is a free S-module and the homogeneous component of φ10 coincides with the canonical projection
ξ : A1 ⊕ Sz → A1. Note that D1 is projective as a left S-module, since A1 is projective by assumption.
We denote by ζ : A1 → D1 the canonical inclusion, which is an S-bimodule section of ξ. By the
universal property of the tensor S-ring, the maps ξ and ζ induce morphisms of graded S-rings between
TD := TS(D
1) and TA, which will be denoted by the same symbols. Note that ζ : TA → TD is a section
of ξ so we can regard TA as a graded S-subring of TD via ζ. Henceforth, the n-degree homogeneous
component T nD is generated as a left or right S-module by all tensor monomials x1 ⊗ · · · ⊗ xn, where
each xi is either in A
1 or xi = z, since every element in D
1 can be written in a unique way as a + sz,
for some a ∈ A1 and s ∈ S.
Using the universal property of the tensor S-ring TD, there exists a unique morphism of graded S-
rings γ : TD → TA[z], which extends the identity maps of S and D
1 = TA[z]
1. Clearly γ is surjective
since D is strongly graded and γ0 and γ1 are isomorphisms. Moreover, the S-ring morphism γζ and the
inclusion of TA into TA[z] coincide, as they are equal on T
≤1
A .
Obviously, the ideal generated by [A1, z] = {z ⊗ a − a ⊗ z | a ∈ A1} is included into ker(γ). As a
matter of fact, these ideals are equal. Indeed, for x ∈ ker(γ)n, there are x0, . . . , xn so that xi ∈ T
i
A and
x = x′ +
n∑
i=0
xi ⊗ z
⊗(n−i),
where x′ is some element in the ideal generated by [A1, z]. Since γ(x) = γ(x′) = 0 we deduce that the
coefficients of the polynomial
∑n
i=0 xiz
n−i must be zero. Thus x = x′.
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Recall that throughout this section, D := TA[z]/〈αz(R)〉. Let π
′
D : TA[z] → D denote the canonical
map. Since the morphism of graded S-rings πD and π
′
Dγ are equal on T
≤1
D , they must be identical.
Finally, the set {zn | n ∈ N} is a basis of TA[z], regarded as a left TA-module. Thus there is a unique
morphism λ : TA[z] → TD of left TA-modules which maps z
n to z⊗n, for all n ∈ N. Obviously, λ is an
TA-linear section of γ.
Summarizing, we have constructed the maps from the following diagram:
TA[z]
λ
||②②
②②
②②
②② pi′D
!!❉
❉❉
❉❉
❉❉
❉
0 // ID
ξ

// TD
ξ

piD //
γ
<<②②②②②②②②
D
pi

// 0
0 // IA // TA
piA //
ζ
OO
A // 0
If θ : R→ TD is defined by θ := λαz, then:
θ(r) =
∞∑
i=0
ζ (αi(r)) ⊗ z
⊗i, (29)
for every r ∈ R. By the definition of θ, we also get θ(R) = λ (Pz).
Lemma 4.10. Let RD := λ(Pz) + [z, A
1]. The sum defining RD is direct and RD is an S-bimodule of
relations for D.
Proof. Since λ is a section of γ it follows that γ−1(Pz) = λ(Pz) ⊕ ker(γ) = λ(Pz) ⊕ 〈[z, A
1]〉. Notice
that, in particular, the sum that appears in the definition of RD is direct. Since πD = π
′
Dγ, we have
ID = 〈γ
−1(Pz)〉 = 〈λ(Pz) + [z, A
1]〉 = 〈RD〉.
Let I˜D := ID ⊗D
1 +D1 ⊗ ID. If x ∈ RD ∩ I˜D, then
x = θ(r) +
(
z ⊗ a− a⊗ z
)
,
for some r ∈ R and a ∈ A1. By (29) and taking into account that ξ : TD → TA is a morphism of S-rings,
ξ(z) = 0 and ζ is a section of ξ, we deduce that ξ(x) = r. On the other hand, ξ(λ(Pz)) ⊆ R and ξ
vanishes on [z, A1]. Thus ξ(ID) = IA. In particular, r ∈ R ∩ I˜A = 0. It follows that x = z ⊗ a− a⊗ z,
so x is an element of degree 2 in TD. But I˜D ⊆ T
>2
D , so x = 0. This completes the proof of the fact
that RD is a bimodule of relations for D. 
In order to show that 1M∗ is exact in the present setting, we define a new morphism of graded
S-modules ρ : A1(−1)→ [z, A1] by ρ(a) = a⊗ z − z ⊗ a, for all a ∈ A1.
Lemma 4.11. The maps θ : R→ λ(Pz) and ρ : A
1 → [z, A1] are isomorphisms of graded S-bimodules.
The left S-module RD is projective.
Proof. Both θ and ρ are surjective by construction. To show that ρ is injective, let us take a ∈ kerρ.
Since D1 = A1 ⊕ Sz it follows that D1 ⊗D1 = (A1 ⊗ Sz)⊕ (Sz ⊗A1)⊕ (Sz ⊗ Sz)⊕ (A1 ⊗A1). On the
other hand, a⊗ z and z⊗ a leave in the first and the second summands, respectively. Because ρ(a) = 0,
it follows that both a ⊗ z and z ⊗ a must be zero. Since {z} is a basis for the free left S-module Sz,
it follows that a = 0. For checking that θ is injective as well, we note that γθ = αz and that αz is
injective.
Clearly, RD is left S-projective, since R and A
1 have this property, by the standing assumptions in
this section, and λ and ρ are isomorphisms. 
Recall that D1 and RD are left S-projective and that RD is a bimodule of relations for D. Thus, all
properties of A that we discussed above hold for D as well. First, we get an exact sequence:
D ⊗RD
d′2−→ D ⊗D1
d′1−→ D → S → 0, (30)
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TD ⊗R ∂2 //
ξ⊗R
✉✉✉
zz✉✉✉
piD⊗R

TD ⊗A
1
ξ⊗A1
ss
yyss
∂1
//
piD⊗A
1

TD
ξ
☎☎
☎☎
☎☎
piD

TA ⊗R d¯2 //
piA⊗R

TA ⊗A
1
d¯1
//
piA⊗A
1

TA
piA

ζ
AA☎
☎
☎
D ⊗R
pi⊗R
✉✉✉
zz✉✉✉
∂2 // D ⊗A1
pi⊗A1
sss
yysss
∂1 // D
pi✄
✄✄
✄✄✄
A⊗R d2 // A⊗A1 d1 // A
Figure 2
which can be completed to a projective resolution of S as a D-module. Moreover, the kernels of d′1 and
d′2 are included into D
+ and D+ ⊗RD, respectively. Secondly, by proceeding as in Remark 4.7, we get
a similar description of the map d′2. For x ∈ D and r ∈ RD,
d′2(x⊗ r) =
∑
xπD(rTD )⊗ rD1 ,
On the other hand, d′1(x⊗ y) = xy, for all x ∈ D and y ∈ D
1.
4.12. The morphisms δ1, δ2 and f2. Let us explain the construction of the new maps that appear
in Figure 2.
By Remark 4.7, the maps d¯1 and d¯2, which are defined by d¯1(t⊗v) = tv and d¯2(t⊗r) =
∑
t·rTA⊗rA1 ,
make commutative the front squares. Using the constructions from §3.4 we now define ∂i :=
ξd¯i, for
i = 1, 2. Thus, the parallelograms on the top of the diagram are commutative. Since ζ is a section of ξ,
we can choose ∂1 and ∂2 such that:
∂1(x⊗ a) = xa, ∂2(x⊗ r) =
∑
xζ(rTA )⊗ rA1 .
As πD : TD → D is surjective, we can use once again the constructions from §3.4 to define the arrows
∂i := piD∂i. If ζ˜ = πDζ, then:
∂1(x⊗ a) = xa, ∂2(x⊗ r) =
∑
xζ˜(rTA)⊗ rA1 .
Since πD is surjective it follows that the parallelograms on the bottom of the Figure 2 are commutative
as well. In conclusion all squares from the same figure are commutative.
Therefore, taking into account §3.5, for defining the differential maps δ1 and δ2 of
1M∗, we can choose
the maps ∂1 and ∂2 as in Figure 2.
The above explicit description of ∂1 and ∂2 allows us to compute the map f2 : D ⊗ R → D, which
was defined in (17). Note that, for r ∈ R and x ∈ D, we have ∂1(∂2(x ⊗ r) = xζ˜(r), since ζ˜ is a ring
morphism. Furthermore, (πDθ)(r) = (π
′
Dγλαz)(r) = π
′
D(αz(r)) = 0. Thus, by (29), we get:
ζ˜(r) = −z
∞∑
i=1
ζ˜ (αi(r)) z
i−1.
In view of (17), for x and r as above, one can define f2 by the relation:
f2(x ⊗ r) =
∞∑
i=1
xζ˜ (αi(r)) z
i−1. (31)
Lemma 4.13. If x ∈ TA, then
∑
ζ(x)TD ⊗ ζ(x)D1 =
∑
ζ (xTA)⊗ ζ (xA1).
Proof. Without loosing in generality, we may assume that x ∈ TA is a homogeneous element of degree
n. Then x =
∑
xTA ⊗ xA1 , with xTA ∈ T
n−1
A and xA1 ∈ A
1. Since ζ is a morphism of rings we get
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ζ(x) =
∑p
i=1 ζ(xTA )⊗ ζ(xA1). We conclude by remarking that ζ(xTA ) ∈ T
n−1
D and ζ(xA1) ∈ D
1, as ζ is
a graded map. 
Theorem 4.14. Let R ⊆ TA be a bimodule of relations for a strongly graded S-ring A such that A
1
and R are left S-projective. If D is a central extension of A associated to some filtered map α, then the
corresponding sequence (1M∗, δ∗) is isomorphic to (30). In particular, H1
(
1M∗
)
= 0.
Proof. Recall that the sequence 1M∗ was defined using the maps ∂1 and ∂2 that were constructed in
§4.12. Moreover we have:
D ⊗RD = D ⊗ (λ(Pz)⊕ [z, A
1]) ∼= (D ⊗ λ(Pz))⊕ (D ⊗ [z, A
1]). (32)
By definition, M1 = (D ⊗ A
1) ⊕D(−1) and M2 = (D ⊗ R) ⊕
(
D ⊗ A1(−1)
)
. Let ϑ1 : M1 → D ⊗D
1
be the isomorphism which coincides with D ⊗ ζ on D ⊗A1 and mapping x to x⊗ z, for all x ∈ D. We
also have an S-linear isomorphism ϑ2 := (D⊗ θ)⊕ (D⊗ ρ) from M2 to D⊗RD. To conclude the proof,
since M0 = D, it is enough to show that the squares of the following diagram are commutative.
M2
ϑ2

δ2 // M1
ϑ1

δ1 //M0
D ⊗RD
d′2
// D ⊗D1
d′1
// D
Let us pick a homogeneous element r ∈ Rn, for some n ≥ 2. Thus:
(d′2ϑ2)(1⊗ r) = d
′
2 (1⊗ θ(r)) =
∑
πD
(
ζ(r)TD
)
⊗ ζ(r)D1 +
∞∑
i=1
πD
(
ζ (αi(r)) ⊗ z
⊗i−1
)
⊗ z
=
∑
ζ˜(rTA )⊗ ζ(rA1) +
∞∑
i=1
ζ˜ (αi(r)) z
i−1 ⊗ z
= (D ⊗ ζ) (∂2(1⊗ r)) + f2(1⊗ r) ⊗ z = (ϑ1δ2)(1⊗ r),
where for the third equation we used the relation from Lemma 4.13. Furthermore, for a ∈ A1 we get:
(d′2ϑ2)(1 ⊗ a) = d
′
2
(
1⊗ a⊗ z − 1⊗ z ⊗ a) = a⊗ z − z ⊗ a
= (D ⊗ ζ)(−z · (1⊗ a)) + ∂1(1⊗ a)⊗ z = (ϑ1δ2)(1⊗ a).
Since d′2 and ϑ2 are D-linear maps we conclude that the the left square of the above diagram is commu-
tative. The other square of the same diagram is obviously commutative, by the definition of the maps
δ1, d
′
1 and ϑ1. 
Theorem 4.15. Let R ⊆ TA be a bimodule of relations of a strongly graded connected S-ring A such
that R and A1 are left S-projective. If D is the central extension of A associated to the filtered morphism
α : R→ TA, then z is regular in D if and only if either cV3 = −1 or z is cV3-regular.
Proof. Recall that, by Remark 3.15, for any resolution A⊗V∗ of S as in (15), with V
i
n = 0 for n ≥ 3 and
i ≤ 1, then either cV3 = −1 or cV3 ≥ 1. Thus, in the former case, z is regular as V3 = 0. The theorem
now is a direct consequence of Theorem 3.14, since by Theorem 4.14 we have H1(
1M∗) = 0. 
5. The Poincaré-Birkhoff-Witt Theorem and applications.
In this section we will use the homological characterization of regularity of 1-degree homogeneous
central elements to prove the main results of the paper, several versions of Poincaré-Birkhoff-Witt
Theorem, and to derive some applications of it.
In the most general form, it can be stated for quotients of arbitrary strongly graded connected S-rings.
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Theorem 5.1. Let P denote an S-subbimodule of a connected strongly graded S-ring T such that
P ∩ S = 0 and let A := T/〈RP 〉. We assume that A
1 is left S-projective and we fix a projective
resolution A⊗ V∗ as in (15), with V
i
n = 0 for n ≥ 3 and i ≤ 1. The bimodule P is of PBW-type if and
only if H1(
1M∗) = 0 and either cV3 = −1 or P satisfies (J1) − (JcV3 ), where (
1M∗, δ∗) corresponds to
the central extension D := T [z]/〈P ∗〉.
Proof. Note that the relations P ∩S = 0 and R0P = 0 are equivalent, and that they imply (J0). Thus, if
P ∩ S = 0, then D0 = S = A0, as it is required in Section 3. We have already noticed that z is regular,
provided that cV3 = −1 and the first homology group of
1M∗ vanishes. If cV3 ≥ 1 and P satisfies the
Jacobi conditions (Jn) for all n ≤ cV3 , then the central element z in D is cV3 -regular, cf. Theorem 2.23.
Taking into account Theorem 3.14, it follows that z is regular in D. Thus, using once again Theorem
2.23, the Jacobi conditions (Jn) hold for all n ∈ N, which means that P is of PBW -type, cf. Theorem
2.12. The converse follows immediately by applying Theorem 2.12, Theorem 2.23 and Theorem 3.12. 
5.2. The homological complexity of A. From now on we assume that there exists a bimodule of
relations R ⊆ TA for A and that A
1 and R are projective as left S-modules. We will always work with
resolutions A⊗ V∗ as in (15), with V
i
n = 0 for n ≥ 3 and i = 0, 1. We denote the class of all resolutions
of this type by P.
We define the homological complexity of A as the complexity of the graded module TorA3 (S, S). The
homological complexity of A will be denoted by c(A). Thus, by definition, if TorA3 (S, S) = 0, then
c(A) = −1. Otherwise, we have
c(A) = sup{n− 1 | TorA3,n(S, S) 6= 0}. (33)
In particular, we deduce that c(A) ≥ 0, provided that TorA3 (S, S) 6= 0.
The homological complexity of A should not be confused with the complexity of A as a graded
S-module, that is cA := sup{n− 1 | A
n 6= 0}.
We claim that c(A) may be computed using the following formula:
c(A) = inf{cV3 | A⊗ V∗ ∈ P}. (34)
Indeed, let us denote the right-hand side of the above relation by c′(A). By §4.5, there exists a resolution
A⊗ V∗ in P, not necessarily minimal, such that c(A) = cV3 . Then c
′(A) ≤ cV3 = c(A).
To prove the other inequality, we may assume that c(A) ≥ 0, otherwise (34) trivially holds. We
pick an arbitrary projective resolution A ⊗W∗ in P. Then W
c(A)+1
3 6= 0, since Tor
A
3 (S, S) is a graded
subquotient of W3. We get cW3 ≥ c(A), so c
′(A) ≥ c(A).
If R 6= 0, it is worthwhile to mention that the relation c(A) = −1 is equivalent to the fact that the
projective dimension of S is equal to 2. Let us assume that TorA3 (S, S) = 0. We fix a resolution A⊗ V∗
in P such that cV3 = −1, that is V3 = 0. This means that the map d2 in (26) is injective. Therefore,
this sequence yields us a minimal resolution of S of length 2. The other implication is obvious.
Remark 5.3. Recall that a minimal resolution of S is an exact sequence (A ⊗ V∗, d∗) of A-graded
module, such that Vn is projective and ker(dn) ⊆ A
+ ⊗ Vn (equivalently, S ⊗A dn+1 = 0), for all n ≥ 0.
For these resolutions (if they exist), TorAn (S, S) and Vn are isomorphic as graded modules. Moreover,
for any strongly graded connected S-ring we have A1 = TorA1 (S, S). Thus, if there exists a minimal
resolution (A⊗ V∗, d∗), then it is an exact sequence as in (15) and A
1 is projective as a left S-module.
In this case c(A) = cV3 . Furthermore, if S is a field, then our definition of complexity coincides with
that one from [CS].
In light of [Ei], for any semisimple ring S, there exists a minimal resolution of S. In general, to
determine it explicitly may be an intricate problem. From this point of view, it is an advantage that in
Theorem 5.1 we can use any resolution A⊗V∗ as in (15). On the other hand, working with a resolution
A ⊗ V∗ such that cV3 = c(A), guarantees that the number of Jacobi relations that we must check is
minimum.
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We are now ready to prove a second version of the Poincaré-Birkhoff-Witt Theorem. We use the
same notation as in the previous section: A is a strongly graded connected S-ring, πA : TA → A denotes
the canonical morphism of graded S-rings from the tensor S-ring of A1 to A and IA = ker(πA).
Theorem 5.4. Let R be a generating subbimodule of IA. We assume that A
1 and R are left S-projective.
(1) If P is a subbimodule of TA such that R ⊆ RP , then U(P ) is a PBW-deformation of A if and
only if the ideals generated by R and RP coincides, H1(
1M∗) = 0 and either c(A) = −1 or P
satisfies (J1)− (Jc(A)), where (
1M∗, δ∗) corresponds to the central extension D := T [z]/〈P
∗〉.
(2) Let α : R→ TA be a map of filtered S-bimodules. If P := α(R) and R is a bimodule of relations
for A, then U(P ) is a PBW-deformation of A if and only if either c(A) = −1 or P satisfies
(J1)− (Jc(A)).
Proof. Recall that U(P ) is a PBW -deformation of A if and only if 〈R〉 = 〈RP 〉 and P is of PBW -type.
In particular,
P ∩ S = R0P = 〈RP 〉
0 = 〈R〉0 = I0A = 0.
Thus, the first part of the theorem follows by Theorem 5.1, where the resolution A⊗V∗ is taken such that
c(A) = cV3 . The second part is a consequence of (1), remarking that D := T [z]/〈P
∗〉 = T [z]/〈αz(R)〉.
Indeed, for a bimodule P which is associated to a filtered morphism α, we know that R = RP and
H1
(
1M∗
)
= 0, cf. Theorem 4.14. 
Theorem 5.5. Let A be a strongly graded connected S-ring, which has a bimodule of relations R. Let
P be a subbimodule of TA such that R ⊆ RP . We assume that R and A
1 are left projective, and RP
is a projective S-bimodule. The S-ring U(P ) is a PBW -deformation of A if and only if 〈R〉 = 〈RP 〉,
there exists a morphism of filtered S-bimodules α : R → TA such that α(R) ⊆ P ⊆ 〈α(R)〉 and either
c(A) = −1 or α(R) satisfies the Jacobi conditions (J1)− (Jc(A)).
Proof. Since RP and grP are isomorphic graded bimodules, it follows that the components of grP are
projective bimodules. Therefore, P≤n is a direct summand of P≤n+1, for all n. According to Corollary
2.6, U(P ) is a PBW -deformation if and only if 〈R〉 = 〈RP 〉 and there exists a morphism α : R → TA
of filtered S-bimodules such that α(R) ⊆ P ⊆ 〈α(R)〉 and α(R) is of PBW-type. Note that RP ′ = R,
where P ′ = α(R), so we can now apply Theorem 5.4 (2). 
5.A. Pure bimodule of relations.
As a first application of our main results, we will consider the case when A is a strongly graded
connected S-ring such that the ideal IA ⊆ TA is generated by an n-pure S-subbimodule R. Since
IA ⊆ T
≥2
A , we have n ≥ 2. We know that R is a bimodule of relations for A, cf. Corollary 2.17.
Assume that R and A1 are projective as left S-modules. Then, by definition of the homological
complexity, either c(A) = −1 or c(A) ≥ n. Indeed, K2 = ker(d2) ⊆ A
+ ⊗R. Since (A+ ⊗R)≤n = 0, we
have Ki2 = 0, for all i ≤ n. Thus K
i
2 = A
1Ki−12 for the same values of i as before. Hence, in view of
§4.5, we get TorA3,i(S, S) = 0, for all i ≤ n.
We now fix an S-subbimodule P ⊆ T≤nA , as in Example 1.13. Thus, by construction, R := p
n(P )
is n-pure. Moreover, ΦP,R is an isomorphism if and only if P
≤n−1 = 0 and P is of PBW -type. By
Corollary 2.5, we know that the vanishing of P≤n−1 is equivalent to the existence of a morphism of
filtered bimodules α : R→ TA such that P = α(R). In this case we also have RP = R.
Theorem 5.6. We keep the above notation. We assume that TorA3 (S, S) is (n + 1)-pure and that A
1
and R are projective. Then U(P ) is of PBW -deformation of A, if and only either TorA3 (S, S) = 0 or
P≤n−1 = 0 and (V P + PV )≤n ⊆ P.
Proof. We can suppose that TorA3 (S, S) 6= 0. We have noticed that P
≤n−1 = 0 is a necessary condition
for ΦP,R being bijective so we can assume this relation is true. In particular P = α(R) for some
morphism of filtered bimodules α : R → P . By the foregoing remarks it follows that c(A) = n. Since
A1 and R are projective, by Theorem 5.4, P is of PBW -type if and only if P satisfies the conditions
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(J1) − (Jn). Hence, it is enough to prove that the relations (J1)− (Jn) holds, if and only if the second
relation from the statement of the theorem is true. Since P≤n−1 = 0, we deduce by induction that
Pk = 0 for all k ≤ n− 1. On the other hand, by hypothesis and definition of Pn, we get Pn = P . Hence,
the relations (J1)− (Jn−1) hold and (Jn) is equivalent to the second relation from the statement of the
theorem, cf. Proposition 2.18 (2). 
Remark 5.7. A similar result was obtained in [BeGi, Theorem 3.4]. In loc. cit., S is a von Neumann
regular ring, but A1 and R are not necessarily projective as left S-modules.
We have seen that, for P as in Example 1.13, the condition P≤n−1 = 0 is equivalent to the existence
of a morphism of filtered bimodules α : R → TS(V ) such that P = α(R). We want now to show that
(V P + PV )≤n ⊆ P holds if and only for any x ∈ X := (R⊗ V )
⋂
(V ⊗R) and 0 < i < n we have:
(V ⊗ α1 − α1 ⊗ V )(x) ∈ R (J
′
0)
αi(V ⊗ α1 − α1 ⊗ V )(x) = −(V ⊗ αi+1 − αi+1 ⊗ V )(x) (J
′
i)
αn(V ⊗ α1 − α1 ⊗ V )(x) = 0. (J
′
n)
In this case we will say that α satisfies the conditions (J′0)–(J
′
n).
Theorem 5.8 (compare with [BeGi, Therem 3.4]). We keep the notation from Example 1.13. Let
A := A(R). We assume that A1 and R are left projective and that TorA3 (S, S) is (n + 1)-pure. Then
U(P ) is a PBW -deformation of A, if and only if there is a morphism of filtered bimodules α : R→ TS(V )
such that P := α(R) and either TorA3 (S, S) = 0 or the conditions (J
′
0)–(J
′
n) are satisfied.
Proof. It is enough to prove that, for any morphism of filtered bimodules α : R → TS(V ) such that
P = α(R), the relation (V ⊗P +P ⊗V )≤n ⊆ P holds if and only if α satisfies (J′0)–(J
′
n). We first show
that:
(V ⊗ P + P ⊗ V )≤n = (V ⊗ α− α⊗ V )(X). (35)
Let t ∈ (V ⊗P +P ⊗V )≤n. There exist v′1, . . . v
′
p, v
′′
1 , . . . , v
′′
q ∈ V and r
′
1, . . . r
′
p, r
′′
1 , . . . , r
′′
q ∈ R such that
t =
p∑
i=1
v′i ⊗ α(r
′
i) +
q∑
j=1
α(r′′j )⊗ v
′′
j .
Since t ∈ TS(V )
≤n it follows that
∑p
i=1 v
′
i ⊗ r
′
i = −
∑q
j=1 r
′′
j ⊗ v
′′
j . Therefore x :=
∑p
i=1 v
′
i ⊗ r
′
i
belongs to X and t = (V ⊗ α − α ⊗ V )(x). The other inclusion can be proved in a similar way. Let
t = (V ⊗ α − α ⊗ V )(x) be an element in the right hand-side of the relation that we are proving.
Obviously, t ∈ V ⊗ P + P ⊗ V . Since α0(r) = r, for all r ∈ R, and deg(αi) = −i, it is not difficult to
show that t is also an element in T≤nS (V ).
Let us assume that P satisfies the relation (V ⊗P +P ⊗V )≤n ⊆ P . Let x ∈ X . By (35), there exists
r ∈ R such that (V ⊗α−α⊗V )(x) = α(r). By equating the homogeneous components of the two sides
of this relation, we deduce that α satisfies (J′0)–(J
′
n).
Conversely, let x ∈ X and t := (V ⊗α−α⊗V )(x). By (J′0) it follows that r := (V ⊗α1−α1⊗V )(x)
is an element in R. Using the relations (J′i), for i = 1, . . . , n, we deduce that t = α(r) ∈ P . 
5.B. PBW -deformations of twisted tensor products.
In the second application of our main result we investigate the PBW -deformations of a twisted tensor
product A⊗t S, where A is a strongly graded connected K-ring and S is a K-ring.
5.9. Some categorical constructions related to twisting maps. We fix a ring K and a K-ring
S. We denote by KM
S
K
the category whose objects are couples (V, tV ), where V is a K-bimodule and
tV : S ⊗K V → V ⊗K S is a K-bilinear map which satisfies the relations:
tV (mS ⊗K V ) = (V ⊗K mS)(tV ⊗K S)(S ⊗K tV ) and tV (1 ⊗K v) = v ⊗K 1. (36)
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A morphism in KM
S
K
from (V, tV ) to (W, tW ) is a K-bilinear map f : V →W which commutes with tV
and tW , that is
(f ⊗K S)tV = tW (S ⊗K f).
If (V, tV ) is an object in KM
S
K
, then S acts on V ⊗K S to the right via the multiplication of S. On
the other hand, using the notation tV (s ⊗K v) =
∑
vtV ⊗K stV , we define the left tV -twisted action on
V ⊗K S by:
s · (v ⊗K s
′) :=
∑
vtV ⊗K stV s
′.
We will denote the resulting S-bimodule by V ⊗tV S. The mapping (V, tV ) 7→ V ⊗tV S defines a functor
Ψ from KM
S
K
to the category of S-bimodules SMS . The functor maps a morphism f in KM
S
K
to f⊗KS.
Taking the left regular action on S ⊗K V , it follows that tV is a morphism of left S-modules, where on
the codomain of tV one takes the left tV -twisted action.
We point out that, for a field K and a finite dimensional K-algebra S , the maps satisfying (36) are
used in [Ta], in a left-right symmetric version, to characterize the S-bimodule structures on V ⊗K S,
regarded as a right module via regular action.
The category KM
S
K
is monoidal with respect to the tensor product:
(V, tV )⊗ (W, tW ) := (V ⊗K W, tV⊗KW ), tV⊗KW := (V ⊗K tW )(tV ⊗K W ).
The unit object is (K, tK), where tK : S ⊗K K → K ⊗K S is the canonical isomorphism. Taking on the
category SMS the tensor product of S-bimodules, it follows that Ψ is a monoidal functor.
Let (V, tV ) be an object in KM
S
K
and let X be an arbitrary S-bimodule. A K-bilinear map g : V → X
is called tV -invariant if and only if
s · g(v) =
∑
g(vtV ) · stV . (37)
The set of tV -in variant maps will be denoted by Hom
tV
K−K(V,X).
We mention that HomK−K(V,X) becomes an S-bimodule where the left action is induced by the one
of X while the right one associates to g : V → X and s ∈ S the map gs : v 7→
∑
g(vtV ) · stV . Thus,
HomtV
K−K(V,X) = HomK−K(V,X)
S. Recall that, by definition, the centralizer of an S-bimodule M , is
the abelian group MS containing the elements m ∈M such that sm = ms, for all s ∈ S.
For future references, some basic properties of tV -invariant maps are collected in the next lemma.
Lemma 5.10. Let fi : Vi ⊗tVi S → Xi ⊗tXi S denote a morphism in SMS, where (Vi, tVi), (Xi, tXi)
are objects in KM
S
K
and i = 1, 2. Let ψV1,V2 : Ψ(V1 ⊗K V2, tV1⊗KV2) → Ψ(V1, tV1) ⊗ Ψ(V2, tV2) and
ψX1,X2 : Ψ(X1 ⊗K X2, tX1⊗KX2)→ Ψ(X1, tX1)⊗Ψ(X2, tX2) denote the canonical isomorphisms.
(1) There exists a canonical isomorphism of abelian groups:
(−)̂ : HomS−S(V ⊗tV S,X)→ Hom
tV
K−K(V,X), f 7→ f̂ ,
where f̂ : V → X is the map f̂(v) = f(v ⊗K 1).
(2) With the above notation, we have:(
ψ−1X1,X2(f1 ⊗ f2)ψV1,V2
)̂
= (X1 ⊗K X2 ⊗K mS)(X1 ⊗K tX2 ⊗K S)(f̂1 ⊗K f̂2).
(3) If the codomain of f1 and the domain of f2 coincides, then (f2f1)
̂ = (X2 ⊗K mS)(f̂2 ⊗K S)f̂1.
(4) Let (V, tV ) be an object in KM
S
K
. If U is a tV -invariant subbimodule, i.e. tV (S⊗KU) ⊆ U ⊗KS,
then (U, tU ) is an object in KM
S
K
, where tU is the restriction of tV to S ⊗K U .
(5) Let f : V ⊗tV S → X be a morphism of S-bimodules. Then, for any U as in (4), we have
f̂(U)S = f(U ⊗tU S).
Proof. The first assertion immediately follows by the fact that (−)̂ is the composition of the following
sequence of isomorphisms:
HomS−S(V ⊗tV S,X) = HomK−S(V ⊗tV S,X)
S ∼= HomK−K(V,X)
S = HomtV
K−K(V,X).
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Let us prove (2). Since f1 and f2 are morphisms of S-bimodules and the left S-module structure of
Ψ(Y, tY ) is the tY -twisted action, we have:
(f1 ⊗ f2)((v1 ⊗K 1)⊗ (v2 ⊗K 1)) = f̂1(v1)⊗ f̂2(v2) =
p1∑
j1=1
p2∑
j2=1
(xj11 ⊗K 1)⊗ [(x
j2
2 )tX2 ⊗K (s
j1
1 )tX2 s
j2
2 ],
where f̂i(vi) =
∑pi
ji=1
xjii ⊗K s
ji
i , for certain x
ji
i ∈ Xi and s
ji
i ∈ S. Thus
(
(
ψ−1X1,X2(f1 ⊗ f2)ψV1,V2
)̂
(v1 ⊗K v2) = ψ
−1
X1,X2
(
f1(v1 ⊗K 1)⊗ f2(v2 ⊗K 1)
)
=
p1∑
j1=1
p2∑
j2=1
xj11 ⊗K (x
j2
2 )tX2 ⊗K (s
j1
1 )tX2 s
j2
2 .
In a similar way we can prove the relation:
[
(X1 ⊗K X2 ⊗K mS)(V1 ⊗K tX2 ⊗K S)(f̂1 ⊗K f̂2)
]
(v1 ⊗K v2) =
p1∑
j1=1
p2∑
j2=1
xj11 ⊗K (x
j2
2 )tX2 ⊗K (s
j1
1 )tX2 s
j2
2 ,
so the proof of (2) is complete now.
The identity of (3) is a precisely (16). The fourth part of the lemma is obvious. Let us prove (5).
For any v ∈ U and s ∈ S, we have f(v ⊗K s) = f̂(v) · s. Henceforth, f(U ⊗tU S) ⊆ f̂(U)S. To conclude
the proof we remark that f(U ⊗tU S) is an S-subbimodule of X which contains f̂(U). 
Remark 5.11. The notions that we introduced in the previous subsection admit a left-right symmetric
version. More precisely, instead of working with the category KM
S
K
we can use the category K
SMK whose
objects are couples (V, t′V ), with V a K-bimodule and t
′
V : V ⊗K S → S ⊗K V a K-bimodule map which
satisfies the appropriate left-right symmetric versions of relations (36). Doing this change, we have
also to replace the functor Ψ with the functor Ψ′ : K
SMK → SMS , defined by (V, t
′
V ) 7→ S ⊗t′V V and
f 7→ S ⊗K f . On S ⊗ V one takes the left regular and the right t
′
V -twisted actions:
s′ · (s⊗K v) = s
′s⊗K v, (s
′ ⊗K v) · s =
∑
s′st′
V
⊗K vt′
V
.
The map t′V is S-linear, with respect to the regular action on V ⊗K S and t
′
V -twisted action on S ⊗K V .
5.12. Twisted tensor products. Twisted tensor products can be defined in several different ways,
see for instance [JPS] and the references therein. Here we suggest a new approach, which is based on
the fact that KM
S
K
is a monoidal category, so one may speak about algebras (or monoids) in KM
S
K
.
As before we fix a ring K and a K-ring S. By definition, a monoid in KM
S
K
is an object (A, t) together
with a multiplication mA : (A, t)⊗ (A, t)→ (A, t) and a unit uA : (K, tK)→ (A, t) that are morphisms in
KM
S
K
satisfying the associative and identity axioms. In particular they are K-bilinear maps. As usual,
we denote uA(1) by 1. The couple (A, t) is an object in the category if and only if the relations (38)
below hold. Moreover, we can show that mA and uA are morphisms in the category if and only if the
equations (39) are true as well. Of course the latter relations mean that (S, t) is an object of K
AMK.
t(mS ⊗K A) = (A⊗K mS)(t⊗K S)(S ⊗K t) and t(1⊗K a) = a⊗K 1, (38)
t(S ⊗K mA) = (mA ⊗K S)(A⊗K t)(t⊗K A) and t(s⊗K 1) = 1⊗K s. (39)
Clearly, the multiplication of (A, t) is associative and uA satisfies the axiom of the unit if and only if
(A,mA, uA) is a K-ring.
All in all, a monoid in KM
S
K
consists in a K-ring (A,mA, uA) together with a morphism ofK-bimodules
t : S ⊗K A → A ⊗K S such that (A, t) and (S, t) are objects in KM
S
K
and K
AMK, respectively. In this
case, we say that t is a twisting map. Taking into account the properties of the objects in the above
mentioned categories, it follows that t is left S-linear and right A-linear.
Since (A, t) is a monoid in KM
S
K
and Ψ is a monoidal functor, it follows that A⊗t S := Ψ(A, t) is a
monoid in SMS , called the twisted tensor product of A and S. The S-bimodule structure of A ⊗t S is
given by the left t-twisted and the right regular S-actions on A⊗K S.
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Up to the identifications K ⊗K S ∼= S and Ψ(A, t) ⊗ Ψ(A, t) ∼= Ψ(A ⊗ A, tA⊗KA), the unit and the
multiplication of A⊗t S are the S-bimodule maps u := Ψ(uA) and m := Ψ(mA), respectively. Thus
(a⊗K s) ·t (a
′ ⊗K s
′) =
∑
aa′
t
⊗K sts
′
and u(s) = 1⊗K s, for all s ∈ S. It is easy to see that u is a morphism of rings.
In the case when t : S⊗KA→ A⊗KS is an invertible twisting map and t
′ is the inverse of t, one proves
that t′ is a twisting map too. Hence (A, t′) and (S, t′) are objects in K
SMK and KM
A
K
, respectively, and
the twisted tensor product S ⊗t′ A makes sense. As a consequence, we deduce that t
′ is right S-linear
and left A-linear. In particular, both left and right t-twisted S-actions are isomorphic with the regular
ones. By symmetry, a similar results holds for the A-module structures. Thus, if A is a projective (flat)
left K-module, then the left t-twisted S-action on A⊗K S is projective (flat) as well. Similarly, if A is a
projective (flat) right K-module then the right t′-twisted S-action on S ⊗K A is projective (flat).
If A := ⊕n∈NA
n is a graded connected K-ring and the twisting map t is compatible with the grading,
in the sense that all components An are t-invariant subbimodules, then A ⊗t S is graded with respect
to the decomposition A ⊗t S = ⊕n∈N(A
n ⊗K S). Note that the 0-degree component can be identified
with S, so A⊗t S is a graded connected S-ring. The restriction of t to S ⊗K A
n will be denoted by tn.
If A is strongly graded, then A ⊗t S is also strongly graded. For more details on (graded) twisted
tensor products the reader is referred to [JPS, Section 4].
5.13. Examples of (graded) twisted tensor products. By [JPS, Proposition 4.9], we know that
for every object (V, tV ) in KM
S
K
there exists a graded twisting map t∗ : S ⊗K TK(V ) → TK(V ) ⊗K S,
which lifts tV . Moreover, if tV is invertible, then t
∗ is invertible as well.
We can explain the construction of t∗ very easy using the fact KM
S
K
is a monoidal category. Indeed,
we take t0 and t1 to be idK and tV , respectively. On the other hand, for n ≥ 2, the n-th tensor power
(V, tV )
⊗Kn in KM
S
K
is a couple (V ⊗Kn, tV ⊗Kn), where tV ⊗Kn : S ⊗K V
⊗Kn → V ⊗Kn ⊗K S satisfies the
relations (36). We set tn := tV ⊗Kn . The component t
n maps a tensor monomial in S ⊗K V
⊗Kn to
the element in V ⊗Kn ⊗K S obtained using repeatedly tV to move the factor in S until it reaches the
most-right position. It is not difficult to see that t∗ is a graded twisting map, so the graded connected
S-ring TK(V )⊗t∗ S exists.
Since (V ⊗Kn, tn) is an object in KM
S
K
, it follows that V ⊗Kn ⊗K S is an S-bimodule with respect to
the left tn-twisted action and the right regular action.
Let V := V ⊗K S and T := TS(V ⊗K S). We will also use the notation T := TK(V ). Clearly, the
K-bilinear map ψn : T n ⊗K S → T
n defined by
ψn(v1 ⊗K · · · ⊗K vn ⊗K s) = (v1 ⊗K 1S)⊗ · · · ⊗ (vn−1 ⊗K 1S)⊗ (vn ⊗K s)
is an isomorphism. The family {ψnT }n∈N defines an isomorphism of graded S-rings ψT : T ⊗t∗ S → T .
We now assume that R is a t∗-invariant graded subbimodule of T , that is tn(S ⊗K R
n) = Rn ⊗K S,
for all n. Hence, V ⊗Kp ⊗K R
q ⊗K V
⊗Kr is tn-invariant for all p, q and r with p+ q + r = n.
Let I be the the ideal generated by R and let A := T/I. It follows that I is t∗-invariant, so t∗
factorizes through a graded morphism t : S ⊗K A → A ⊗K S of K-bimodules. It is not difficult to see
that t is a graded twisting map. If, in addition, S is a flat as a left K-module, then we have the following
identifications of graded S-rings:
A⊗t S =
T
I
⊗t S ∼=
T ⊗t∗ S
I ⊗K S
∼=
ψT (T ⊗K S)
ψT (I ⊗K S)
=
T
〈ψT (R ⊗K S)〉
.
Let A := A ⊗t S. Note that, if R is a bimodule of relations for A, then R := ψT (R ⊗K S) is an
S-bimodule of relations for A . Indeed, if I = ψT (I ⊗K S), then I := 〈R〉 and ψT (I˜ ⊗K S) = I˜ .
Clearly A ∼= T /I .
5.14. The relationship between TorA∗ (K,K) and Tor
A
∗ (S, S). We suppose that t : S⊗KA→ A⊗KS
is a graded twisting map. Our goal is to investigate the homogeneous components of TorA3 (S, S) with
respect to the internal grading.
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Let us assume that S is a flat left K-module. We choose a projective graded resolution (W∗⊗KA, d∗)
of K as a right A-module. Since S is flat, the complex (W∗ ⊗K A ⊗K S, d∗ ⊗K S) is acyclic and its
homology in degree zero coincides with A. For every n, we identify Wn ⊗K A ⊗K S and Wn ⊗K A as
right A -modules.
We claim that the above complex yields us a projective resolution of S as a right A -module. We
have to prove that d∗ ⊗K S is right A -linear. For w ∈Wn, a, a
′ ∈ A and s, s′ ∈ S we get
(dn ⊗K S)
(
(w ⊗K a⊗K s) · (a
′ ⊗K s
′)
)
=
∑
dn(w ⊗K aa
′
t)⊗K sts
′ =
p∑
i=1
wi ⊗K aiaa
′
t ⊗K sts
′,
where dn(w ⊗K 1) =
∑p
i=1 wi ⊗K ai. By a similar computation we obtain
(
(dn ⊗K S)(w ⊗K a⊗K s)
)
· (a′ ⊗K s
′) =
p∑
i=1
(wi ⊗K aia⊗K s) · (a
′ ⊗K s
′) =
p∑
i=1
wi ⊗K aiaa
′
t ⊗K sts
′.
By comparing the right-most terms of the above sequences of identities we conclude that d∗ ⊗K S is
right A -linear. Clearly, these maps respect the grading on W∗ ⊗K A⊗K S, since d∗ do so.
To compute Torn(K,K) we apply the functor (−)⊗A K to the resolution (W ⊗K A, d). If (W∗, d
′
∗) is
the resulting complex, then d′n(w) =
∑p
i=1 wia
0
i , where we have written dn(w ⊗K 1) as a sum of tensor
monomials as above, and a0i denotes the component of degree 0 of ai.
To compute TorAn (S, S) we now apply the functor (−)⊗A S to the resolution (W∗ ⊗K A , d∗ ⊗K S).
It is not difficult to see that the outcome complex is precisely (W∗ ⊗K S, d
′
∗ ⊗K S).
Therefore, since S is flat as a left K-module, we get:
TorAn,m(S, S)
∼= TorAn,m(K,K)⊗K S.
In particular, if TorAn (K,K) is m-pure, then Tor
A
n (S, S) is m-pure as well.
5.15. Notation and assumptions. From now on, A := A⊗t S is a graded twisted tensor product as
in §5.13. Thus, (V, tV ) is an object in KM
S
K
such that tV is graded. Let t
∗ : S ⊗K T → T ⊗K S denote
the lifting of tV , where T := TK(V ). We fix a t
∗-invariant K-bimodule of relations R for A. Thus,
A = T/I, where I = 〈R〉. Let t : S ⊗K A → A ⊗K S denote the induced twisting map. By notation,
V := V ⊗K S and T := TS(V ). Recall that there exists an isomorphism ψT : T ⊗t∗ S → T of graded
connected S-rings. Let R := ψT (R⊗KS) and I := ψT (I⊗KS). We have seen that R is an S-bimodule
of relations for A . Furthermore, A ≃ T /I .
Finally, let us assume that S is a flat left K-module, that A1 and R are projective as right K-modules,
R is n-pure and TorA3 (K,K) is n + 1-pure. By definition, it follows that A
1 and R are projective as
right S-modules. Since ψT : T ⊗K S → T is a morphism of graded S-bimodules, R is n-pure. By §5.14,
the graded module TorA3 (S, S) is n+ 1-pure.
We fix an S-subbimodule P of T such that R = pn
T
(P), i.e. as in Example 1.13, where pn
T
stands
for the projection from T to T n. Let P := ψ−1T (P) and let ψP denote the restriction of ψT to P .
In view of the right-hand side version of Theorem 5.8, we deduce the following.
Theorem 5.16. We keep the notation and assumptions from §5.15. The S-ring U := T /〈P〉 is a
PBW -deformation of A , if and only if there is a morphism of filtered bimodules α : R → T , which
satisfies the Jacobi conditions (J′0)–(J
′
n) and the relation P := α(R).
Remark 5.17. Specializing the above result to the case when S is a field and A is a Koszul algebra
we get [HvOZ, Theorem 4.6.1]. Indeed, A is Koszul if and only if TorAn (S, S) is concentrated in internal
degree n, see [RS, Proposition 4.3]. In particular, A is quadratic (A := T/〈R〉 for some R ⊆ T 2),
because TorA2 (S, S) is concentrated in internal degree 2, cf. [BGS, Theorem 2.3.2]. Moreover, since S
is a field, there exists a minimal resolution A⊗ V∗ of S, which can be used to compute the homological
complexity of A:
c(A) = cV3 = sup{n− 1 | V
n
3 6= 0} = sup{n− 1 | Tor
A
3,n(S, S) 6= 0} = 2.
PBW -DEFORMATIONS OF GRADED RINGS 37
The above cited result now follows by Theorem 5.16. For smash products of Koszul algebras by finite
dimensional Hopf algebras, Theorem 5.16 coincides with [WW, Theorem 3.1].
5.18. PBW -deformations of a twisted tensor product. Note that we always identify T ⊗K S and
Ψ(T, t∗) as S-bimodules. Similarly, R ⊗K S = Ψ(R, tR), where tR is the restriction of t
∗ to R ⊗K S.
Hence, given α ∈ HomS−S(R,T ), the morphism α
′ := ψ−1T αψR is a morphism of S-bimodules from
R⊗tR S to T⊗t∗ S. In view of the isomorphism from Lemma 5.10 (1), to α
′ ∈ HomS−S(R⊗tR S, T⊗tT S)
it corresponds a unique tR-invariant K-bilinear map from R to T ⊗K S, namely αR := α̂′.
Our goal is to reformulate in terms of αR the properties of α which encode the fact that U is a
PBW -deformation of A , as in Theorem 5.16. In order to do that, we fix some α ∈ HomS−S(R,T )
and we denote by αR the corresponding map in Hom
tR
K,K(R, T ⊗ S). To clarify the notation we consider
the diagram from Figure 3.
P
ψP
∼
//
_

P
_

T ⊗t∗ S
ψT
∼
// T
R
αR
;;①①①①①①①①①①①
// R⊗tR S ψR
∼ //
α′
OO
R
α
OO
Figure 3
Since ψT is an isomorphism of graded bimodules, α is a map of filtered S-bimodules such that
α0(x) = x for all x ∈ R, if and only if αR is a map of filtered K-bimodules and α
′
0(r ⊗K 1) = r ⊗K 1,
for all r ∈ R. Here, on T ⊗K S we take the filtration F
p(T ⊗K S) = T
≤p ⊗K S. If the components of
α are {αi}i≤n, with αi : R → T
n−i, then the components of αR are αR,i : R → T
n−i ⊗K S, where
αR,i = (ψ
−1
T αiψR)
̂ = α̂′i.
We note that, by construction, αR is the unique tR-invariant map such that α
′(r ⊗K s) = αR(r)s.
Obviously, αR is tR-invariant if and only if its components {αR,i}i≤n are so.
Furthermore, the relation α(R) = P holds if and only if α′(R ⊗K S) = P . By Lemma 5.10 (5), it
follows that α(R) = P if and only if αR(R)S = P .
For translating the Jacobi conditions (J′0)–(J
′
n) we need some more notation. First, we set
X := (R⊗K V )
⋂
(V ⊗K R) ⊆ T, X := (R ⊗ V )
⋂
(V ⊗R) ⊆ T .
Moreover, ψT (R ⊗K V ⊗K S) = R ⊗ V and ψT (V ⊗K R ⊗K S) = V ⊗R. Since ψ is bijective and S is
flat as a left K-module, we deduce that ψT (X ⊗K S) = X . On the other hand, X is t
∗-invariant. Thus,
we can define tX as the restriction of t
∗ to S ⊗K X and (X, tX) is an object in KM
S
K
.
If ϑ : X → T denotes the map ϑ := V ⊗α−α⊗V , then we can define ϑ′ and ϑX by ϑ
′ := ψ−1T ϑψX
and ϑX := ϑ̂
′, as in the following diagram.
T ⊗t∗ S
ψT
∼
// T
X
ϑX
;;✇✇✇✇✇✇✇✇✇✇✇
// X ⊗tX S ψX
∼ //
ϑ′
OO
X
ϑ
OO
Note that ϑX is a morphism of filtered bimodules. To compute its components we use the following
diagram in the category SMS , where we take ϕi to be the unique S-bilinear map which makes the
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most-left square commutative.
(R⊗K V )⊗K S
ψR,V
//
ϕi

ψn+1
T |
(R⊗KV )⊗KS
))
(R ⊗K S)⊗ V
ψR⊗V
//
α′i⊗V

R ⊗ V
αi⊗V

(T n−i ⊗K V )⊗K S
ψ
Tn−i,V //
ψn−i+1
T
55(T
n−i ⊗K S)⊗ V
ψ
Tn−i
⊗V
// T n−i ⊗ V
The most-right square is commutative, by definition of α′. On the other hand, by a straightforward
computation, we can prove that both ‘triangles’ are commutative as well. By Lemma 5.10 (2) we get
ϕ̂i =
[
ψ−1Tn−i,V (α
′
i ⊗ V )ψR,V
]̂
= (T n−i ⊗K V ⊗K mS)(T
n−i ⊗K tV ⊗K S)(α̂′i ⊗K V̂ )
= (T n−i ⊗K tV )(αR,i ⊗K V ).
Note that for the ultimate equation we used the fact that V̂ : V → V maps v to v⊗K1. For x ∈ X ⊆ T
n+1
and s ∈ S, we deduce the relation:[
(ψn−i+1T )
−1(αi ⊗ V )ψX
]
(x⊗K s) = ϕi(x⊗K s) = ϕ̂i(x)s = [(T
n−i ⊗K tV )(αR,i ⊗K V )](x)s.
For x and s as above, proceeding in a similar way, we show that the equation below holds as well.[
(ψn−i+1T )
−1(V ⊗ αi)ψX
]
(x⊗K s) = (V ⊗K αR,i)(x)s.
Thus ϑX,i : X → T
n+1 ⊗K S, the component of degree −i of ϑX , satisfies the following equality of
functions defined on X
ϑX,i = V ⊗K αR,i − (T
n−i ⊗K tV )(αR,i ⊗K V ).
Obviously, the inclusion ϑ1(X ) ⊆ R holds if and only if ϑX,1(X) ⊆ R⊗K S. In conclusion, α1 satisfies
(J′0) if and only if αR,1 : R→ T
n−1 ⊗ S verifies the condition:[
V ⊗K αR,1 − (T ⊗K tV )(αR,1 ⊗K V )
]
(X) ⊆ R⊗K S. (J
′′
0 )
Assuming that (J′0) holds, ϑ1 can be viewed as a map from X to R. Therefore, (J
′
i) holds for some
i < n if and only if [((ψn−i+1T )
−1αiψR)(ψ
−1
R ϑ1ψX)]
̂= −[(ψn−i+1T )
−1ϑi+1ψX ]
̂. Furthermore, the let-
ter identity is equivalent to (α′iϑ
′
1)
̂ = −ϑX,i+1. Applying Lemma 5.10 (3), we conclude that (J
′
i) is
equivalent to the following identity of functions defined on X :
(T⊗
K
mS)(αR,i⊗
K
S)[V ⊗
K
αR,1−(T
n−1⊗
K
tV )(αR,1⊗
K
V )] = −[V ⊗
K
αR,i+1−(T
n−i−1⊗
K
tV )(αR,i+1⊗
K
V )]. (J′′i )
Proceeding in a similar way we can show that (J′n) is equivalent to the following identity of functions
defined on X :
(T ⊗K mS)(αR,n ⊗K S)[V ⊗K αR,1 − (T
n−1 ⊗K tV )(αR,1 ⊗K V )] = 0. (J
′′
n)
As a direct application of Theorem 5.8 we obtain the following result.
Theorem 5.19. Keeping the notation and assumptions from 5.15, the S-ring U is a PBW -deformation
of A if and only if there exists a morphism of filtered K-bimodules αR : R → T ⊗K S such that
αR(R)S = P and either Tor
A
3 (K,K) = 0 or (J
′′
0 )–(J
′′
n) holds.
A similar result was proved for certain smash products in [WW, Theorem 0.4]. It can be seen as a
particular case of Theorem 5.19, since any smash product as in the aforementioned paper is a twisted
tensor product with invertible twisting map.
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Indeed, let H be a Hopf algebra over a field k. We assume that H acts on a graded k-algebra such
that the components of A are H-submodules. Hence one can define the smash product, which is a graded
algebra structure on A⊗k H with unit 1⊗ 1. The multiplication is given by:
(a⊗k h) · (a
′ ⊗k h
′) =
∑
a(h1 · a
′)⊗k h2h
′,
where ∆(h) =
∑
h1⊗k h2 is the Sweedler notation for the comultiplication of H . The smash product is
denoted by A#H . For more details on the graded smash products the reader is referred to [WW, §1.1].
Let t : H ⊗k A → A ⊗k H denote the map h ⊗k a 7→
∑
(h1 · a) ⊗k h2. It is easy to see that t is a
graded twisting map such that A#H ∼= A⊗tH . Moreover, if the antipode S of H is bijective, then t is
invertible and its inverse t−1 is defined by a⊗k h 7→
∑
h2 ⊗k S
−1(h1) · a. In conclusion, we are able to
apply Theorem 5.19 for the smash products A#H as in [WW].
5.C. The Poincaré-Birkhoff-Witt Theorem for special classes of rings.
In the previous applications we imposed almost no restriction on the base ring S. Instead, we asked
that the graded S-ring A to fulfill certain conditions. In the next applications we will restrict ourselves
to the case when S belongs to some special classes of rings. In this way some of the restrictions that we
imposed to A can be relaxed.
5.20. Rings of weak dimension 0. Let S be an algebra over a field k. When we work with k-algebras,
by an S-bimodule we will always mean a left module over Se = S ⊗k S
op, the enveloping algebra of S.
We now consider the case when the weak dimension of S is zero, that is S is Se-flat. As it is shown
in [Ha], there is a strong relationship between the k-algebras of weak dimension zero and von Neumann
regular algebras. Recall that, by definition, S is regular von Neumann if and only if the equation sxs = s
has a solution, for every s ∈ S. It is well-known that S is regular von Neumann if and only if the weak
global dimension of S is zero (all left S-modules are flat or, equivalently, all right S-modules are flat).
For simplicity, we will call them just regular.
Turning back to algebras of weak dimension zero, by [Ha, Theorem 1], the enveloping algebra of such
an algebra is regular and conversely. Moreover, if Se is regular then S is regular as well, since the weak
global dimension of S is less than or equal to the weak dimension of S, cf. [Ha, Lemma 2].
Throughout the remaining part of this subsection we fix a k-algebra S of weak dimension zero. Thus,
left Se-module and left S-modules are all flat.
It is well-known that a module over an arbitrary ring is projective and finitely generated if and only
if it is flat and finitely presented.
Moreover, it is easy to see that a quotient of a finitely presented module (still over an arbitrary ring)
by a finitely generated submodule is finitely presented. By the foregoing, for regular rings, a module
is projective and finitely generated if and only if it is finitely presented. Thus, in this case, it follows
that any quotient of a projective noetherian module is also projective noetherian. Consequently, every
submodule of a projective noetherian module is always a direct summand and, as such, it is projective
and noetherian.
We can apply the above results both for S and Se, since they are regular in the present setting. If
M is a projective noetherian Se-module and N is an Se-submodule, then M/N is Se-projective and N
is a direct summand. Note that N is noetherian (finitely generated) as an Se-module, provided that N
is noetherian (finitely generated) as a left S-module. For simplicity, we will say that such an N is left
noetherian (left finitely generated). A graded module over an arbitrary ring will be called componentwise
noetherian if its homogeneous components are all noetherian. Note that a componentwise noetherian
module is not noetherian in general, excepting the case when it has only a finite number of non trivial
components.
Analogously, if M is a projective Se-module, then we will say for short that it is Se-projective. On
the other hand, M is said to be left S-projective, if it is projective as a left S-module. Note that any
projective Se-module is both left and right projective. The converse does not hold in general. For
example, S is always left and right projective, but it is Se-projective if and only of S is separable.
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Let us now fix two projective Se-modules Xi, where i = 1, 2. The tensor-hom adjunction formula
(13) yields us the relation:
HomS,S(X1 ⊗X2,−) ∼= HomS,S(X2,HomS,−(X1,−)).
Since X2 is a projective S
e-module and X1 is right projective, we conclude that X1⊗X2 is S
e-projective.
Therefore, if V is a Se-projective, then so is V ⊗n for n > 0.
On the other hand, ifX1 is left noetherian andX2 is left finitely generated, then we claim thatX1⊗X2
is left noetherian. Indeed, X2 is a quotient module of some S
n. Thus X1 ⊗X2 is left noetherian, being
a quotient of Xn1 . Since the latter module is left noetherian we conclude the proof of our claim. In
particular, if V is a left noetherian Se-module, then so is V ⊗n for any n > 0.
Let A be a strongly graded connected S-ring, where S is a regular algebra. By πA : TA → A we
denote, as usual, the canonical S-ring morphism from the tensor S-ring TA of A
1 to A. Let IA denote
the kernel of πA. We assume that A
1 is Se-projective and left noetherian.
By the foregoing remarks, T+A is projective and componentwise noetherian (both as S-module and
Se-module). It follows that A+ is projective and componentwise noetherian (also as S-module and Se-
module), being a quotient of T+A . Since IA ⊆ T
+
A , it follows that IA is a projective and componentwise
noetherian Se-module. In conclusion, I˜A = A
1IA + IAA
1 is a direct summand of IA as an S
e-module.
By Proposition 2.15 (1), if R is a graded Se-submodule complement of I˜A in IA, then R is a bimodule
of relations for A and R is Se-projective. Thus, R is projective as left and right S-module.
We claim that S has a minimal resolution as a left A-module. We will prove by induction that we
can construct an exact sequence:
A⊗ Vn
dn−→ A⊗ Vn−1
dn−1
−−−→ · · ·
d3−→ A⊗ V2
d2−→ A⊗A1
d1−→ A
d0−→ S → 0, (40)
where all Vi and Ki := ker(di) are projective and componentwise noetherian, and ker(di) ⊆ A
+ ⊗ Vi,
for all i = 1, . . . , n.
For n = 0, we can take d0 to be the projection onto A
0, since we have noticed that K0 = A
+ is left
projective and componentwise noetherian. Let us assume that we have constructed (40) up to degree n.
By induction hypothesis,Kn is projective and componentwise noetherian. It follows thatKn/(A
+Kn)
is projective, so A+Kn is a direct summand of Kn. Let Vn+1 be a graded submodule complement of
A+Kn in Kn. Clearly Vn+1 is projective and componentwise noetherian. By Lemma 4.3 there is a
graded morphism dn+1 : A⊗ Vn+1 → A⊗ Vn such that, by adding it to (40), we get an exact sequence
and ker(dn+1) ⊆ A
+ ⊗ Vn+1.
By Lemma 4.3, the kernelKn+1 of dn+1 is projective. It remains to prove thatKn+1 is componentwise
noetherian. The left S-module Ap ⊗ V m−pk is noetherian, since A
p and V m−pk are left noetherian and
finitely generated, respectively. Thus (A⊗Vn+1)
k = V kn+1⊕ [⊕
k
p=1(A
p⊗V k−pn+1 )] is noetherian. It follows
that A⊗Vn+1 is componentwise noetherian. Since Kn+1 is a graded submodule of A⊗Vn+1, we conclude
that it is componentwise noetherian.
Clearly, (40) is the part in degree up to n of a minimal resolution of S.
Let P be an Se-submodule of T such that R ⊆ RP . Obviously, R
n
P is S
e-projective, being a submodule
of T n which is Se-projective and left noetherian. Thus grP ∼= RP is projective as well. We conclude
that P≤n is a direct summand of P≤n+1 as an Se-module, for all n. As a direct application of Theorem
5.5, we get the following result.
Theorem 5.21. Let S be a k-algebra of weak dimension zero. Let A be a strongly graded connected
S-ring such that A1 is left noetherian. Then there exists a bimodule of relations R for A which is
Se-projective and left noetherian. If P denotes a subbimodule of TA such that R ⊆ RP , then U(P ) is
a PBW -deformation of A if and only if RP ⊆ 〈R〉, there exists a morphism of filtered S-bimodules
α : R→ TA such that α(R) ⊆ P ⊆ 〈α(R)〉 and either c(A) = −1 or α(R) satisfies the Jacobi conditions
(J1)− (Jc(A)).
5.22. Rings of dimension 0. By definition, the dimension of a k-algebra S is zero if and only if S is
Se-projective, that is S is separable. By [We, Theorem 9.2.11], a separable algebra is finite dimensional
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as a k-linear space. In particular, such an algebra is left noetherian. A separable algebra S is semisimple
too. Indeed, S is flat as an Se-module, so S is regular and noetherian. By [We, Theorem 4.2.2] it follows
that S is semisimple. Note also that any Se-module is projective.
Let A be a strongly graded connected S-ring A, where S is a separable algebra over a field k. In view
of the above properties of separable algebras, it follows that there exists a bimodule of relations for A,
say R, since I˜A is a direct summand of IA as an S
e-module. Obviously, A1 and R are left projective,
and RP is S
e-projective, for any Se-module P . Therefore, as another application of Theorem 5.5, we
get the following.
Theorem 5.23. Let S be a separable k-algebra and let A denote a strongly graded connected S-ring.
There exists a bimodule of relations R for A. If P is a subbimodule of TA such that R ⊆ RP , then U(P )
is a PBW -deformation of A if and only if 〈R〉 = 〈RP 〉, there exists a morphism of filtered S-bimodules
α : R→ TA such that α(R) ⊆ P ⊆ 〈α(R)〉 and either c(A) = −1 or α(R) satisfies the Jacobi conditions
(J1)− (Jc(A)).
In the particular case when S = k and the bimodule P is as an Example 1.12, the above theorem is
precisely [CS, Theorem 4.2].
5.24. Multi-Koszul algebras. Multi-Koszul algebras were introduced in [HR] and generalize usual
Koszul-algebras. Let us briefly recall an important characterization of multi-Koszul algebras, which can
be interpreted as their definition.
Let k be a field. We fix a finite-dimensional vector space V and we take I to be a homogeneous ideal
of the tensor algebra Tk(V ). Let us denote the quotient Tk(V )/I by A. We choose a a bimodule of
relations R for I, which exists because we are working with algebras over a field. This is equivalent to
require that R is a space of relations of A in the sense of [HR, §3].
We assume further that R is finite-dimensional, i.e. there exists a finite set S whose elements are
integers s ≥ 2, such that R =
⊕
s∈SR
s and Rs ⊆ V ⊗s.
In view of [HR, Proposition 3.12], A is multi-Koszul if and only if, for every i ∈ N, we have
TorAi (k, k)
∼=
⊕
s∈S
ns(i)−s⋂
j=0
V ⊗j ⊗Rs ⊗ V ⊗(ns(i)−s−j),
as graded vector spaces, where ns(2j) := sj and ns(2j + 1) := sj + 1, cf. [HR, p. 202].
In particular, if A is multi-Koszul, for s ∈ S, we have
TorA3,s+1(k, k)
∼= (Rs ⊗ V ) ∩ (V ⊗Rs)
while TorA3,s+1(k, k) = 0, for s /∈ S. Because we are working with algebras over fields, the homological
complexity of A can be computed using the formula c(A) = sup{n − 1 | TorA3,n(k, k) 6= 0}. Therefore,
c(A) ≤ N , where N := maxS.
In particular, if A is N -Koszul, i.e. A is multi-Koszul and S = {N}, then c(A) ∈ {−1, N} and both
values are possible. The N -Koszul algebras were introduced in [Be] and they generalize ordinary Koszul
algebras, which coincides with 2-Koszul algebras.
For multi-Koszul algebras we get the following version of Poincaré-Birkhoff-Witt Theorem.
Theorem 5.25. Let A a be an S-multi-Koszul algebra over a field k and let R denote a space (bimodule)
of relations for A. Let P be a subspace of Tk(A
1) such that R ⊆ RP . The k-algebra U(P ) is a
PBW -deformation of A if and only if 〈R〉 = 〈RP 〉, there exists a morphism of filtered linear spaces
α : R → Tk(A
1) such that α(R) ⊆ P ⊆ 〈α(R)〉 and either c(A) = −1 or P ′ satisfies the Jacobi
conditions (J1)− (JN ), where N = maxS.
Proof. We may assume that c(A) 6= −1. Recall that c(A) ≤ N , so P satisfies (J1)−(Jc(A)) if (J1)−(JN )
hold true. On the other hand, under the assumption that the Jacobi conditions (J1) − (Jc(A)) are
fulfilled, it follows that (Jn) is true for all n, see the proof of Theorem 5.1. 
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5.D. Changing the presentation by generators and relations.
Let S be a separable k-algebra. We fix a surjective graded homomorphism of strongly graded con-
nected S-rings ψ : T → T so that its component of degree 0 is an isomorphism. We also assume that ψ1
is bijective. Thus, if we let K := ker(ψ), we get K0 = K1 = 0.
As in Section 1, we fix an S-subbimodule P of T such that P ∩ T≤1 = 0. We define R := RP . Note
that R0 = R1 = 0. Let I := 〈R〉 and J = 〈P 〉. We set I := ψ−1(I) and J = ψ−1(J). We now define the
strongly graded connected S-rings: A := T/I, A := T/I, U = T/J and U := T/J. For the corresponding
projection maps we will use the notation πA, πA, πU and πU, respectively.
Note that ψ induces an isomorphism of graded S-rings ψA : A → A and an isomorphism of filtered
S-rings ψU : U → U . By construction, ψAπA = πAψ and ψUπU = πUψ. Also by construction and the
above assumptions, the ideals I and I are trivial in degree 0 and 1.
Since S is separable, there is a graded S-bilinear section ς : T → T. By the same hypothesis, we can
pick a bimodule of relations K0 of T = T/K. Now we can define R := ς(R) +K0 and P := ς(P ) +K0.
Let us prove that R and P generate the ideals I and J, respectively. Indeed, since ς is a section of ψ,
for every subbimodule X ⊆ T we have the relation:
ψ−1(X) = ς(X) +K (41)
and the sum is direct, that is ς(X) ∩K = 0. On the other hand, because R and K0 generate I and K,
using (41) we get:
I = ψ−1(I) = ψ−1(〈R〉) = 〈ψ−1(R)〉 = 〈ς(R) +K〉 = 〈ς(R) +K0〉.
The fact that P generates J can be proved in a similar way.
By Lemma 1.3, we have that Rς(P ) = ς(RP ). Since RK0 = K0, we get Rς(P ) ∩RK0 ⊆ im(ς)∩K = 0.
By the same lemma we deduce that Rς(P ) +RK0 = Rς(P )+K0 which means R = RP.
By Lemma 1.5 we get that the following commutative diagram:
A
ΦP //
ψA

grU
grψU

A
ΦP
// grU
Since ψA and ψU are isomorphisms, we conclude that P ⊆ T is of PBW-type if and only if P ⊆ T is so.
As in §2.19, let D := T [z]/〈P ∗〉 and D := T[z]/〈P∗〉 be the corresponding central extensions of A and
A, respectively. Let ψz : T[z] → T [z] denote the unique morphism of graded S-rings that lifts ψ and
maps z to z. Note that ev1ψz = ψev1.
To state and prove the last application of our main results, we need one more fact, namely that ψz
induces an isomorphism of graded S-rings ψD : D→ D. Of course, in order to do that, it is enough to
show that ψz(〈P
∗〉) = 〈P ∗〉 and that the kernel of ψz is included into 〈P
∗〉.
We first note that, for an element t =
∑n
i=0 ti in T with tn 6= 0, we have
ψz(t
∗) = ψz
( n∑
i=0
tiz
n−i
)
=
n∑
i=0
ψ (ti) z
n−i = zn−mψ(t)∗. (42)
In the above relation, the number m ≤ n is chosen such that ti ∈ ker(ψ) for all i ≥ m, but ψ(tm−1) 6= 0.
Therefore, ψz(P
∗) ⊆ 〈P ∗〉. Thus we get the inclusion ψz (〈P
∗〉) ⊆ 〈P ∗〉.
To prove the other inclusion, we pick x ∈ P . Then x∗ = (ψς(x))∗ = ψz(ς(x)
∗), where for the last
identity we used (42). It follows that x∗ ∈ ψz(P
∗). In conclusion, ψz(〈P
∗〉) = 〈P ∗〉.
It remains to show thatKz := ker(ψz) is included into the ideal generated by P
∗. Let y =
∑n
i=0 yiz
n−i
be an element in Knz . Then each yi belongs to K ⊆ 〈K0〉 and K0 = K
∗
0 ⊆ P
∗ so y ∈ 〈P∗〉. The proof of
the existence of the isomorphism ψD : D→ D is complete now.
Since S is separable, it is semisimple too. Thus there exists a minimal projective resolution A ⊗ V∗
of S as left A-module.
PBW -DEFORMATIONS OF GRADED RINGS 43
Theorem 5.26. We keep the above notation and we assume further that R = ς(R) +K0 is a bimodule
of relations for A. The bimodule P is of PBW-type if and only if H1(1M∗) = 0 and either c(A) = −1
or P satisfies the Jacobi conditions (J1) − (Jc(A)), where (
1M∗, δ∗) is the complex associated to the
central extension D. If T = TS(T
1) and ψ is the canonical map which lifts idT≤1 , then the condition
H1(1M∗) = 0 can be dropped.
Proof. We can suppose that c(A) 6= −1. Since ψA is an isomorphism of connected S-rings, c(A) = c(A).
We know that P ⊆ T is of PBW -type if and only if P ⊆ T is of PBW -type. According to Theorem 5.1,
the latter bimodule is of PBW -type if and only if H1(1M∗) = 0 and either c(A) = −1 or P satisfies the
Jacobi conditions (J1)− (JcV3 ). By 5.2 we can choose the resolution in such a way that cV3 = c(A).
By Theorem 2.23, this is equivalent to the fact that z is c(A)-regular in D. We have seen that
ψD : D → D is an isomorphism and, by construction, ψD(z) = z. Thus z is c(A)-regular in D if and
only if z is c(A)-regular in D. By applying Theorem 2.23 once again, this is equivalent to require that
P satisfies the Jacobi conditions (J1)− (Jc(A)).
Let T = TS(T
1). Since S is separable, there exists a morphism of filtered bimodules α : R → T such
that P = α(R). We conclude the proof using Theorem 5.4 (2). 
Example 5.27. The bimodule R = ς(R) +K0 is not a bimodule of relations for A in general. To see
that, we reconsider the Example 5.34. Thus, T = k[X ]/〈X3〉 and A = T/〈x2〉 ∼= k[X ]/〈X2〉, where
x is the class of X in T . Let T := k[X ]. Of course, with the notation of the subsection 5.D, we
have K = 〈X3〉. By definition, R and K0 are the one dimensional subspaces generated by x
2 and X3,
respectively. Clearly, they are spaces of relations for A and T . The unique k-linear map ζ : T → T,
given by xi 7→ X i for i ≤ 2, is a section of ψ : T → T .
Note that X2 ∈ I and X3 ∈ K0, so X
3 is also an element of K0 ∩ I˜. Thus R cannot be a space of
relations for A, see the next remark.
Remark 5.28. The relation K0 ∩ I˜ = 0 is a necessary condition for R being a bimodule of relations
for A, as K0 ⊆ R. Suppose that R is a bimodule of relations for A and let us check that the condition
above is also sufficient. We pick x ∈ R ∩ I˜. Since ψ(R) = R, ψ(T1) = T 1 and ψ(I) = I it follows that
ψ(x) is an element in R ∩ (IT 1 + T 1I). As R is a bimodule of relations for A, we get ψ(x) = 0, so
x ∈ K ∩ R = K0. Thus x ∈ K0 ∩ I˜. This proves that R ∩ I˜ = K0 ∩ I˜ whence the conclusion follows.
Assume further that there exists some n such that K0 is n-pure and R ⊆ T
≥n. Since R = ς(R)⊕K0,
it follows that I ⊆ T≥n, so I˜ ⊆ T≥n+1. Thus K0 ∩ I˜ = 0.
For instance, if T is quadratic, that is K0 ⊆ T
2, then the condition K0∩ I˜ = 0 is automatically verified
for any R ⊆ T≥2. Hence, taking T := TS(T
1) in the preceding theorem we obtain the following result.
Theorem 5.29. Let S be a separable k-algebra and let A denote a graded quotient of a quadratic S-ring
T . We assume that R ⊆ T≥2 is a bimodule of relations for A and that RP = R, for some subbimodule
P ⊆ T . Then P is of PBW-type if and only if either c(A) = −1 or P satisfies (J1)− (Jc(A)).
Note that the polynomial ring T := S[X1, . . . , Xn] can be seen as a quadratic S-ring T = TS(S
n)/〈K0〉.
If {ei}i≤n denotes the canonical basis of the left S-module S
n, then K0 is the S-bimodule spanned by
{ei ⊗ ej − ej ⊗ ei}1≤j<i≤n. Therefore, we also have the following.
Corollary 5.30. Let S be a separable k-algebra and let A denote a graded quotient of the polynomial
ring T := S[X1, . . . , Xn]. We assume that R ⊆ T
≥2 is a bimodule of relations for A and that RP = R,
for some subbimodule P ⊆ T . Then P is of PBW-type if and only if either c(A) = −1 or P satisfies
(J1)− (Jc(A)).
5.E. Examples.
We end this paper by presenting some examples. We start by estimating the homological complexity
of some classes of strongly graded connected S-rings.
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5.31. An upper bound for c(A). Let A be a strongly graded connected S-ring. Assume that there
exists a bimodule of relations R ⊆ TA for A and that A
1 and R are projective as left S-modules. By
§4.5, we know that S has a resolution (A⊗ V∗, d∗) in P such that V2 = R, S ⊗A d3 = 0 and c(A) = cV3 .
Let cA be the complexity of A as a graded S-module, cA = sup{n − 1 | A
n 6= 0}. We will show
that c(A) ≤ cA + 2. Note that cA is finite, provided that A is a finitely generated left or right S-
module. Indeed, in this case, we can choose a finite set of homogeneous elements a1, . . . , an of A as a
left S-module. If we assume that an is the element of highest degree, say d, then cA = d− 1.
We have R ⊕ A+K1 = K1, where K1 := ker(d1). Let us pick k ≥ cA + 3. Thus R
k = 0, since
Kk1 ⊆
(
A⊗A1
)k
= Ak−1 ⊗A1 = 0. Therefore,
Kk2 ⊆ (A⊗R)
k
=
cA+2∑
p=0
Ak−p ⊗Rp =
cA)+2∑
p=0
Ak−cA−3AcA+3−p ⊗Rp = Ak−cA−3 (A⊗R)
cA+3 .
Since d2 is a graded map, d
cA+3
2 : (A⊗R)
cA+3 →
(
A⊗A1
)cA+3
is zero. Thus KcA+32 coincides with
(A⊗R)
cA+3. Henceforth, for k ≥ cA + 4, we have K
k
2 ⊆ A
k−cA−3KcA+32 . Therefore, K
k
2 = A
1Kk−12
and, as noticed in §4.5, we get TorA3,k(S, S) = 0. Thus c(A) ≤ cA + 2.
Let n be a positive integer. The k-algebra A := k[X ]/〈Xn〉 is n-Koszul and cA = n− 2. On the other
hand, it is well-known that the homological complexity of an n-Koszul algebra is n, so the upper bound
of c(A) is reached.
5.32. Split central extensions. Let D be a central extension of a strongly graded connected S-ring
A, as in Section 3. We assume that A+ is projective as an S-bimodule, so the projection π : D → A
has an S-bilinear section σ := idS ⊕σ
+, where σ+ is a section of π+ : D+ → A+. We fix a resolution as
in (15). Hence, the maps fn satisfying (17) can be defined in an algorithmic way as follows.
Since, for a, b ∈ A, the element σ(ab)− σ(a)σ(b) is in ker(π) = zD, we can consider the diagram:
A⊗A
σmA−mD(σ⊗σ)

ω
xx
D(−1)
z· // zD // 0
Note that A+ ⊗ A+ is projective as an object in the category of graded (S, S)-bimodules. Thus there
is a graded S-bilinear map ω+ : A+ ⊗ A+ → D(−1) such that the restriction of σmA −mD(σ ⊗ σ) to
A+ ⊗A+ is z · ω+. This map can be extended to an S-bilinear map which vanishes on S ⊗A+ A⊗ S
and that makes commutative the diagram above.
We use the notation introduced in §3.4. Then ∂̂n = (σ ⊗ Vn−1)d̂n. In view of relation (16) we get:
(∂n−1∂n)
̂= (mD ⊗ Vn−2)(D ⊗ ∂̂n−1)∂̂n
= (mD ⊗ Vn−2)
[
D ⊗ (σ ⊗ Vn−2)d̂n−1
]
(σ ⊗ Vn−1)d̂n
=
[
mD(σ ⊗ σ)⊗ Vn−2
]
(A⊗ d̂n−1)d̂n
= (σ ⊗ Vn−2)(mA ⊗ Vn−2)(A⊗ d̂n−1)d̂n − (z · ω ⊗ Vn−2)(A⊗ d̂n−1)d̂n
= (σ ⊗ Vn−2)[dn−1dn]
̂− (z · ω ⊗ Vn−2)(A ⊗ d̂n−1)d̂n
= −(z · ω ⊗ Vn−2)(A ⊗ d̂n−1)d̂n.
Note that the last relation follows by the fact that the maps d∗ are the differentials of a complex. Now
we can define fn in a unique unique way such that
f̂n := (−1)
n(ω ⊗ Vn−2)(A⊗ d̂n−1)d̂n. (43)
Clearly fn satisfies the relation (17), since [∂n−1∂n]
̂= [(−1)n−1z · fn]
̂.
For proving that (2M∗, δ∗) is a complex, it is sufficient to check that (20) holds for n = 2. Using a
section σ and the corresponding map ω as above, this can be done proceeding as follows. We choose
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the map fn as in (43), for all n ≥ 2. Thus,
(∂1f3)
̂= (mD ⊗ V1)(D ⊗ ∂̂1)f̂3 = −(mD ⊗ S)
[
D ⊗ (σ ⊗ S)d̂1)
]
(ω ⊗ V1)(A⊗ d̂n)d̂3
= −
[
mD(ω ⊗ σ)⊗ S
]
(A⊗A⊗ d̂1)(A⊗ d̂2)d̂3.
In a similar way, we get:
(f2∂3)
̂= (mD ⊗A)(D ⊗ f̂2)∂̂3 = (mD ⊗ S)
[
D ⊗ (ω ⊗ S)(A⊗ d̂1)d̂n)
]
(σ ⊗ V2)d̂3
=
[
mD(σ ⊗ ω)⊗ V1
]
(A⊗A⊗ d̂1)(A ⊗ d̂2)d̂3.
It follows that (2M∗, δ∗) is a complex if and only if[
mD(σ ⊗ ω − ω ⊗ σ)⊗ S
]
̺ = 0, (44)
where ̺ := (A⊗A⊗ d̂1)(A⊗ d̂2)d̂3. On the other hand, if we assume that
mD(σ ⊗ ω − ω ⊗ σ) = ω(mA ⊗A−A⊗mA), (45)
then we get (
mD(σ ⊗ ω − ω ⊗ σ)⊗ S
)
̺ =
(
ω(mA ⊗A−A⊗mA)⊗ S
)
̺
= (ω ⊗ S)
[
(A⊗ d̂1)(d2d3)
̂−
(
A⊗ (d1d2)
̂
)
d̂3
]
= 0.
In conclusion, the relation (45) is a sufficient condition for (M∗, δ∗) to be a complex. For instance, if
π has a section which is a morphism of graded S-rings, then we can choose ω = 0, so (45) holds and,
consequently, (M∗, δ∗) is a complex.
As a final remark we mention that im(̺) ⊆ (A+)⊗3, provided that the image of dn is included into
A+ ⊗ Vn−1 for n ≤ 3. In this case, for proving that (M
2
∗ , δ∗) is a complex, it is sufficient to check that
(45) holds as a relations between two maps defined on (A+)⊗3.
Let us conclude this section with a couple of examples to show that the vanishing condition on
H1(
1M∗) cannot be dropped in this general framework.
Example 5.33 (Trivial central extensions). Let A denote a strongly graded connected S-ring and let
V be a strongly graded A-bimodule (by definition, V is called strongly graded if V n+1 = A1V n + V nA1
for all n > 0). On the graded A-bimodule D = A⊕ V we define the product:
(a, v) · (a′, v′) = (aa′, av′ + va′),
for all a, a′ ∈ A and v, v′ ∈ V . Therefore, D is the graded trivial extension of A with kernel V . We
regard D as an S-ring via the restriction of scalars. Clearly, D is strongly graded as A and V are so,
and D is connected because V 0 = 0.
We assume that there exists zV ∈ V
1 such that azV = zV a, for all a ∈ A. Thus the couple z := (0, zV )
is a central element of degree 1 in D. The ideal generated by z in D coincides with AzV = zVA, so D
is a central extension of A˜ := A⊕ (V/AzV ). Henceforth, if the canonical projection V → V/(AzV ) has
an A-bilinear section σ, then σ˜ : A˜→ D is a morphism of graded S-rings and a section of π˜ : D → A˜.
In view of Remark 5.32, for the above central extension, we can take ω to be the trivial, so (2M∗) is
a complex. However, z is regular in D if and only if H1(
1M∗) = 0, cf. Theorem 3.12.
Let us consider the particular case when A is itself a trivial extension of S with kernel W , where W
is a graded S-bimodule such that W = W 1. We take V := A(−1) and zV = 1 ∈ A(−1)
1. Obviously,
AzV = zVA = V . Thus V/AzV = 0, so A˜ = A and the canonical projection from V to V/(AzV )
trivially has an A-bilinear section. On the other hand, in this case, we have z2 = 0, by the definition of
multiplication in D. Hence z is not regular. By Theorem 3.12, the module H1(
1M∗) does not vanish.
Example 5.34. We now take T := k[X ]/〈X3〉. Let x and R denote the class of X in T and the linear
space kx2, respectively. Clearly, R is a minimal subspace of generators 〈x2〉 ⊆ T . Equivalently, R is a
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space of relations for this algebra, as S = k is separable as an algebra over itself. Let A := T/〈x2〉 and
D := T [z]/〈x2 + z2〉. Note that
A ∼= k[X ]/〈X2〉 and D = k[X,Z]/〈X3, X2 + Z2〉.
Note also that in D we have xz2 = −x3 = 0, so z is not regular.
Furthermore, the unique linear map σ : A → D satisfying the relations σ(1) = 1 and σ(x) = x is a
section of the canonical projection π : D → A that maps z to 0. It is easy to see that σmA−mD(σ⊗σ)
maps the element x⊗ x, which forms a basis for A+ ⊗A+, to −x2 = z2. Hence the map ω constructed
in §5.32 may be chosen such that ω(x⊗ x) = z and it vanishes on S ⊗A+A⊗ S. Since
σ(x)ω(x ⊗ x)− ω(x ⊗ x)σ(x) = 0 = ω(x2 ⊗ x− x⊗ x2),
we get that (45) holds on (A+)
⊗3
. According to §5.32, we conclude that (2M∗, δ∗) is a complex.
Remark that D is the central extension associated to α : R → T as in §2.26, where α is the unique
linear map such that α(x2) = x2 + 1. In conclusion, the condition H1(
1M∗) = 0 cannot be dropped in
Theorem 3.12, if T is not a tensor S-ring, even for central extensions associated to filtered maps.
The same central extension yields us another counterexample. We first note that A and D are
isomorphic to A′ := k[X ]/〈X2, X3〉 and D′ := k[X,Z]/〈X3, X2 + Z2〉, respectively. We denote the
corresponding canonical isomorphisms by ηA : A→ A
′ and ηD : D → D
′. We can now regard D′ as the
central extension of A′ associated to the filtered map α′ : R′ → k[X ], where R′ is spanned by {X2, X3},
and α′ is the unique filtered morphism such that α′(X3) = X3 and α′(X2) = X2 + 1. Clearly, D′ is
a split central extension of A′ with respect to the S-bimodule section σ′ := ηDση
−1
A of the projection
π′ : D′ → A′. The map ω′ : A′ ⊗ A′ → D′(−1), associated to σ′ as in §5.32 may be chosen to be
ηDω(η
−1
A ⊗ η
−1
A ). Thus, it satisfies the relation (45), since the above ω does it. Proceeding as above, we
can show that (2M ′∗, δ
′
∗) is a complex. Nevertheless, H1(M
′
∗) 6= 0. This conclusion does not contradict
Theorem 4.14 which cannot be applied as R′ is not a space (bimodule) of relations for A′.
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