Abstract-We introduce UTBot, a virtual agent platform for teaching agent system design. UTBot implements a client for the Unreal Tournament game server and Gamebots system. It provides students with the basic functionality required to start developing their own intelligent virtual agents to play autonomously UT games. UTBot includes a generic agent architecture, CAA (Context-sensitive Agent Architecture), a domain-specific world model, a visualization tool, several basic strategies (represented by internal modes and internal behaviors), and skills (represented by external behaviors). The CAA architecture can support complex long-term behaviors as well as reactive short-term behaviors. It also realizes high context-sensitivity of behaviors. We also discuss our experience using UTBot as a pedagogical tool for teaching agent system design in undergraduate Artificial Intelligence course.
I. INTRODUCTION
Within the academic setting, pedagogical approaches are needed that provide opportunities for students to perform meaningful experimentation through which they can learn many of guiding principles of agent system development. Interactive computer games are known as one of killer applications for human-level AI [4] . They can provide the environments for research and education on the design of intelligent agent systems. Computercontrolled characters or Non-Player Characters (NPC) in these games are autonomous agents capable of playing without any human intervention. They integrate all the human-level capabilities such as real-time response, interaction with the environment, communication with teammates, planning their activities, learning from experiences, and common sense reasoning. The UTBot was designed to enable a project-based curricular component that facilitates the use of the Unreal Tournament game engine [6] and Gamebots system [1] in undergraduate Artificial Intelligence course. There are several aspects which make it difficult for beginner students to build their own intelligent virtual agent for the UT game and Gamebots system from scratch.
1. There is a large amount of low-level work that needs to be done before starting to develop sophisticated behaviors, for example, parsing the sensor input and creating a world map. 2. It is not easy for beginners to figure out what agent control architecture is appropriate for dynamic virtual environments. 3. Without any templates and sample behaviors, many undergraduate students can not undertake their project promptly. The UTbot addresses these issues in an effort to provide an effective platform for teaching undergraduate students agent system design.
II. COMPUTER GAME ENVIRONMENT
Unreal Tournament (UT) is a category of video games known as first-person shooters, where all real time players exist in a 3D virtual world with simulated physics. Every player's senses are limited by their location, bearings, and occlusion within the virtual world. Fig. 1 shows a screenshot of the UT Domination game. The Gamebots [1] is a multi-agent system infrastructure derived from Unreal Tournament. The Gamebots allows UT characters to be controlled over client-server network connections by feeding sensory information to client agents and delivering action commands issued from client agents back to the game server.
In a dynamic virtual environment built on the Gamebots system and the UT game engine, agents must display human-level capabilities to play successfully, such as planning paths, learning a map of their 3D environment, using resources available to them, coordinating with takes their adversaries into account. Although the Gamebots system is a great platform for students to build their own intelligent virtual agent, a large amount of low-level work and behavioral complexity make it difficult for a beginner to finish this project in a three-month course.
III. AGENT ARCHITECTURE
In order to support students' development of their own agent for the UT and Gamebots environment, we provided them a generic agent architecture called CAA(Context-Sensitive Agent Architecture). Our CAA consists of (1) a world model; (2) an internal model; (3) a behavior library; (4) an interpreter; and (5) a set of sensors and effectors. Fig. 2 shows the UML class diagram of the CAA including these major components. The world model contains a set of objects representing current beliefs or facts about the world. The world model is defined as an abstract class to be implemented as a domain-specific world model for a certain kind of application. The world model is constantly updated upon the sensor information. On the other hand, the internal model contains a set of objects representing internal modes, or intentions. Each internal mode can be viewed as an implicit goal to be pursued. Depending on the changes of the world model, the internal model may be updated accordingly. Transitions between distinct internal modes can be modeled and designed as a finite-state machine. The behavior library contains a set of predefined behavior objects. The behavior class has three sub-classes: external behavior, internal behavior and conversational behavior. While external behaviors change the state of the environment through effectors, internal behaviors change the internal state -namely, the internal mode and parameters-without any change of the environment. Conversational behaviors can be used to communicate with other agents in a certain agent communication language or protocol. Conversational behaviors can be also viewed as a special kind of external behaviors.
The behavior class has five main member methods: applicable(), utility(), maintainable(), run(), and failure(). The applicable() method checks if the preconditions of a behavior can be satisfied against the world model and the internal model. The utility() method computes the relative utility of an applicable behavior by considering the current world model and internal model. Whenever multiple behaviors are applicable for a given situation, the highest-utility behavior is automatically selected and executed from them. The maintainable() method continually checks the context of a behavior throughout the execution of the behavior once it starts execution, to make sure that the behavior is still applicable to the intended situation. The run() method is the main body of a behavior. It gets called when the selected behavior starts execution.
This method usually generates one or more atomic actions, sets some member variables, and returns. Finally, the failure() method is a procedural specification of what the agent should do when a plan fails. In the CAA, the life cycle of a behavior object consists of seven distinct states: create, waiting, executing, interrupt, fail, resume, and finish.
The interpreter controls the execution of the entire CAA system. Whenever there is new or changed information in the world model or internal model, the interpreter determines a set of applicable behaviors by calling the applicable() method of each behavior. From this set of applicable behaviors, it selects the highestutility behavior by using the utility() methods. By invoking the run() method of the selected behavior, the interpreter starts the execution of the behavior. Once the selected behavior starts execution, the interpreter continually checks the behavior's context by calling the maintainable() method periodically. If the context of the behavior gets unsatisfied with either the current state of the world model or of the internal model, the interpreter immediately stops the execution of the behavior, and then replaces it with a new behavior appropriate to the changed situation.
Sensors periodically perceive the surrounding environment and update the world model. The input to sensors is divided into several sub-classes: visual input, aural input, physical input, and server input. Effectors execute the atomic actions requested by the run() method of the current external behavior and, as a result, affect the environment. Each sensor and effector has its own thread and work concurrently with the interpreter. An intelligent virtual agent based on the CAA can have multiple domain-specific sensors and effectors. 
IV. UTBOT
The UTBot is a virtual agent platform which provides students with the basic functionality required to start developing their own intelligent virtual agents to play UT games. The UTBot includes the CAA agent architecture, a domain-specific world model, a visualization tool, several basic strategies (represented by internal modes and internal behaviors), and skills (represented by external behaviors). Fig. 3 shows the UML class diagram of the core components of the UTBot. This world model contains both static and dynamic information. Static information does not change during the course of a game. Static information includes, for example, the agent's name and ID, the team number, the number of team members, the maximum team score, and the address of the game server. In contrast, dynamic information continually changes during the game. Dynamic information includes, for example, the agent's position and direction, the health and skill information, the current weapons and armors, a partial world map, and the discovered domination points. The UT internal model contains an internal mode and the related parameters. There are five distinct internal modes: Explore, Dominate, Collect, Died, and Healed. The internal parameters such as the starting position and the target object may accompany one of the Explore, Dominate, and Collect modes.
The During the game, therefore, the set of applicable external behaviors is first restricted by the current internal mode of the agent. Table 1 lists available internal modes and the associated external behaviors. Although more than one external behavior is applicable at a certain internal mode, the utility values may be different among them. To transit from one internal mode to another, the UTBot has a set of internal behaviors such as ExploreToDominate, DominateToCollect, and CollectToDominate. This set of internal behaviors forms a unique strategy for determining the UTBot's external behaviors. Fig. 4 shows an example of Finite-State Automata (FSA) representing a certain set of internal modes and internal behaviors (possible transitions between them). 
V. EXPLORATION AND MAPPING
One of the most fundamental skills required for UTBot-like virtual agents is to exploring an unknown environment and constructing a complete map in an efficient manner. The overall performance of the UTBot depends a lot on this skill. We describe the real-time search algorithm applied to implement the external behavior Explore of the UTBot.
Suppose an agent has to explore all nodes and edges of an unknown, strongly connected directed graph. The agent visits an edge when it traverses the edge. A node or edge is explored when it is visited for the first time. The goal is to determine a map of the graph using the minimum number R of edge traversals. At any point in time the robot knows (1) all visited nodes and edges and can recognize them when encountered again; and (2) the number of visited edges leaving any visited node. The agent does not know the head of unvisited edges leaving a visited node or the unvisited edges leading into a visited node. At each point of time, the agent visits a node and has the choice of leaving the current node by traversing a specific known or an arbitrary unvisited outgoing edge. An edge can only be traversed from tail to head, not vice versa.
If the graph is Eulerian, 2m edge traversals suffice, where m is the number of edges. This immediately implies that undirected graphs can be explored with at most 4m traversals. For a non-Eulerian graph, let the deficiency d be the minimum number of edges that have to be added to make the graph Eulerian. Recently Kwek [9] proposed an efficient depth-first search strategy for exploring an unknown strongly connected graph G with m edges and n vertices by traversing at most min(mn, dn 2 +m) edges. In order to implement the Explore behavior of the UTBot, we design a new real-time graph search algorithm for exploring and mapping an unknown environment. This algorithm is based upon the simple depth-first search strategy like Kwek's. However, it adopts RTA*, the real-time shortest path-finding method, for fast backtracking to the last unexhausted node. State-space search algorithms for finding the shortest path can be divided into two groups: off-line and realtime. Off-line algorithms, such as the A* algorithm [11] , compute an entire solution path before executing the first step in the path. Real-time algorithms, such as the RTA*(Real-Time A*) [8] , perform sufficient computation to determine a plausible next move, execute that move, then perform further computation to determine the following move, and so on, until the goal state is reached. These real-time or on-line algorithms direct an agent to interleave planning and actions in the real world. These algorithms can not guarantee to find the optimal solution, but usually find a suboptimal solution more rapidly than off-line algorithms.
The RTA* algorithm shown in Fig. 6 calculates f(x')=h(x')+k(x,x') for each neighbor x' of the current state x, where h(x') is the current heuristic estimate of the distance from x' to the goal state, and k(x,x') is the distance between x and x'. And then the algorithm moves to a neighbor with the minimum f(x') value. The RTA* revises a table of heuristic estimates of the distances from each state to the goal state during the search process. Therefore, the algorithm is guaranteed to be complete in the sense that it will eventually reach the goal, if certain conditions are satisfied. Fig. 7 summarizes the simple depth-first search strategy for exploring an unknown environment. It simply traverses an unvisited edge when there is one until the agent is stuck. As the agent traverses the edges in this greedily manner, we push the current node into a stack. When the agent is stuck, we simply pop the stack until either the stack is empty or the popped node y is not exhausted. In the former case, the agent has already traversed all the edges of G. In the latter case, Kwek claimed that there is a path from u that leads to y in the graph G' obtained by the agent's exploration so far. In Kwek's depth-first search strategy, the agent therefore traverses this path to y and repeats the greedy traversal of the unvisited edges. In our depth-first search strategy for exploring and mapping, however, the agent tries to find an optimal path to y by applying the real-time shortest path-finding procedure RTA* . In other words, the moveShortestPath function in the definition of our simpleDFS algorithm can be instantiated with the RTA* function defined above. We call the real-time depth-first exploration algorithm using RTA* as DFS-RTA*. return B_NODE Figure 7 . simpleDFS algorithm Following our search strategy, the agent does not try to find any path to y in the graph G' obtained so far, but find an optimal path by traversing even unexplored nodes and edges outside of G'. Fig. 8 shows an example search directed by our simpleDFS strategy. Suppose the agent has already traversed the cyclic path A-E-H-I-G-D-C-B-A and then it is stuck. It pops the nodes A, B, C, and D from the stack until it encounters the unexhausted node G. And then it tries to move to the node G through the shortest path and traverses the unexplored edge to F. On average, the class is attended by 40-50 students each semester. Since it is a junior class in the Computer Science department, the students are assumed to be competent Java programmers and to have some background knowledge on distributed systems. However, there are no formal prerequisites for the class. The class has used as textbook Artificial Intelligence: A New Synthesis written by Nilsson. This textbook emphasizes so called agent-oriented approach to AI and deals with how to build intelligent agent systems. We believe that the difficulty in building intelligent agent systems can only be properly understood by actually building fairly complex systems. As such, our class uses a hands-on approach to teaching intelligent agent systems.
Our class has used the UT game engine and Gamebots system as an educational tool since the first time the class was taught. The use of UT and Gamebots has been very successful. The students are made to form teams of four to five students. The teams compete in a UT Domination tournament at the end of the semester. The students are given a month to complete their assignments after some period of practice. The grade for the project is determined by the team's standing in the tournament and the quality of their final report and presentation. The tournament format has proven to be a great motivator. Fig. 7 shows the scene of the final match in the tournament held in this year class.
After the first class we learned that the basic Gamebots client offers so little functionality that students had to spend almost all their time trying to implement basic behaviors such as exploring the unknown environment and constructing a partial world map instead of focusing on the architectural and strategic aspects of agent design. In order to ease this burden we developed the UTBot system. The UTBot provides a generic agent architecture (CAA) and implements a basic player that maintains a world model and executes many useful behaviors such as exploring, attacking and defending a domination point, and collecting power-ups.
Our experience using the UTBot as a learning tool has been overwhelmingly positive. Its use allows students to directly experience the problems inherent in building intelligent agent systems. Even though a short time was given for undergraduate students to build an intelligent virtual agent, all of eleven teams have successfully completed their projects and were satisfied with the result. However, we are not entirely satisfied with our current UTBot implementation. It provides neither mechanism for coordinating team activities nor for self-learning from experiences. We are going to extend the UTBot by building up these additional functionalities for next year class.
VII. CONCLUSIONS
We introduced UTBot, a virtual agent platform for teaching agent system design. The UTBot implements a client for the Unreal Tournament game server and Gamebots system. It provides students with the basic functionality required to start developing their own intelligent virtual agents to play autonomously UT games. Through our experience using the UTBot in undergraduate Artificial Intelligence class, we are sure that it is a very effective tool for teaching principles of agent system development.
