Abstract. In this paper, we investigate some properties on harmonic functions and solutions to Poisson equations. First, we will discuss the Lipschitz type spaces on harmonic functions. Secondly, we establish the Schwarz-Pick lemma for harmonic functions in the unit ball B n of R n , and then we apply it to obtain a Bloch theorem for harmonic functions in Hardy spaces. At last, we use a normal family argument to extend the Landau-Bloch type theorem to functions which are solutions to Poisson equations.
Introduction and main results
Let R n denote the usual real vector space of dimension n, where n ≥ 2 is a positive integer. Sometimes it is convenient to identify each point x = (x 1 , . . . , x n ) ∈ R n with an n × 1 column matrix so that
. . .
For a = (a 1 , . . . , a n ) and x ∈ R n , we define the Euclidean inner product ·, · by
x, a = x 1 a 1 + · · · + x n a n so that the Euclidean length of x is defined by
Denote a ball in R n with center x ′ and radius r by B n (x ′ , r) = {x ∈ R n : |x − x ′ | < r}.
In particular, B n denotes the unit ball B n (0, 1). Set D = B 2 , the open unit disk in the complex plane C. In this paper, we use C to denote the various positive constants, whose value may change from one occurrence to the next.
A continuous increasing function ω : [0, ∞) → [0, ∞) with ω(0) = 0 is called a majorant if ω(t)/t is non-increasing for t > 0. Given a subset Ω of R n , a function f : Ω → R m (m ≥ 1) is said to belong to the Lipschitz space Λ ω (Ω) if there is a positive constant C such that (1) |f (x) − f (y)| ≤ Cω(|x − y|) for all x, y ∈ Ω.
δ 0 ω(t) t dt ≤ C · ω(δ), 0 < δ < δ 0 and (3) δ ∞ δ ω(t) t 2 dt ≤ C · ω(δ), 0 < δ < δ 0 , where ω is a majorant. A majorant ω is said to be regular if it satisfies the conditions (2) and (3) (see [12, 13, 14, 29, 30, 31] ).
Let Ω be a domain in R n with non-empty boundary. We use d Ω (x) to denote the Euclidean distance from x to the boundary ∂Ω of Ω. In particular, we always use d(x) to denote the Euclidean distance from x to the boundary of B n . A proper subdomain G of R n is said to be Λ ω -extension if Λ ω (G) = locΛ ω (G), where locΛ ω (G) denotes the set of all functions f : G → R m satisfying (1) with a fixed positive constant C, whenever x ∈ G and y ∈ G such that |x − y| <
n is a Λ ω -extension domain. In [21] , the author proved that G is a Λ ω -extension domain if and only if each pair of points x, y ∈ G can be joined by a rectifiable curve γ ⊂ G satisfying
with some fixed positive constant C = C(G, ω), where ds stands for the arc length measure on γ. Furthermore, Lappalainen [21, Theorem 4.12] proved that Λ ω -extension domains exist only for majorants ω satisfying (2) . See [14, 16, 19, 21] for more details on Λ ω -extension domains. Krantz [20] proved a Hardy-Littlewood type theorem for harmonic functions in the unit ball with respect to the majorant ω(t) = ω α (t) = t α (0 < α ≤ 1) as follows.
Theorem A. ( [20, Theorem 15.8] ) Let f be a harmonic function from B n into R and 0 < α ≤ 1. Then f satisfies
where ∇f denotes the gradient of f .
For the extensive discussions on this topic, see [1, 2, 3, 4, 8] . We generalize Theorem A to the following form. Theorem 1. Let ω be a majorant satisfying (2) , Ω be a Λ ω -extension domain in R n and f be a harmonic function from Ω into R. Then f ∈ Λ ω (Ω) if and only if
In [18] , Holland-Walsh obtained the following result. For the extensive studies on this topic, see [9, 32, 34] . 
Then f ∈ B if and only if sup z,w∈D,z =w
In [32] , Pavlović generalized Theorem B into the following form.
be the class of all one order continuous differentiable functions from B n into R. Let B C 1 denote all f ∈ C 1 (B n ) which form a Banach space with the norm
Then f ∈ B C 1 if and only if
By using a different proof methods, we will prove a more general result as follows which is a generalization of Theorems B and C. Theorem 2. Let f ∈ C 1 (B n ) and ω be a majorant. Then for any x ∈ B n ,
if and only if for any x, y ∈ R n with x = y,
. 
where
In particular, for harmonic functions, we get the following result which is analogous to Theorems B and D. For some related topics on complex-valued functions, we refer to [11, 12] .
be a harmonic and ω be a majorant. Then the following are equivalent:
(b) for any x, y ∈ R n with x = y,
where dV denotes the Lebesgue volume measure in B n .
For a vector-valued and real harmonic function f = (f 1 , . . . , f n ) from B n into R n (i.e. for each i ∈ {1, 2, . . . , n}, f i : B n → R is harmonic), we denote the Jacobian of f by J f , i.e.,
where j ∈ {1, 2, . . . , n}. Let H(B n , R n ) be the set of all real harmonic functions f from B n into R n . Also, for p ∈ (0, ∞), let H p (B n , R n ) denote the harmonic Hardy class consisting of all functions f ∈ H(B n , R n ) such that
where dσ is the normalized surface measure on ∂B n (see [5] ). One of the long standing open problems in geometric function theory is to determine the precise value of the univalent Landau-Bloch constant for analytic functions of D. It has attracted much attention, see [23, 26, 27, 28] and references therein.
For general holomorphic mappings of more than one complex variable, no univalent Landau-Bloch constant exists (cf. [37] ). In order to obtain some analogous results of univalent Landau-Bloch constant for functions with several complex variables, it is necessary to restrict the class of mappings considered, see [7, 10, 15, 22, 24, 35, 37] .
In [6] , the authors discussed the Schwarz-Pick Lemma and the Landau-Bloch type theorems for bounded pluriharmonic mappings. It is known that pluriharmonic mappings are special vector-valued harmonic functions. By using a different approach, as our last aim, we will establish the Schwarz-Pick Lemma and obtain a univalent Landau-Bloch constant for vector-valued harmonic functions in the Hardy spaces. Since all bounded vector-valued harmonic functions belong to the harmonic Hardy classes, we see that our result (Theorem 4) is a generalization of [6, Theorem 5] .
We remark that, as lim r→0+ ϕ(r) = lim r→1− ϕ(r) = 0, the maximum of ϕ(r) in Theorem 4 does exist.
The following result easily follows from Theorem 4.
We will extend Theorem 5 to a general case. Let us give some preparations before we present our next result.
Let f : Ω → R n be a differentiable mapping and p be a regular value of f , where p / ∈ f (∂Ω) and Ω ⊂ R n is a bounded domain. Then the degree deg(f, Ω, p) is defined by the formula
The deg(f, Ω, p) satisfies the following properties (cf. [33, 36] ):
Let D ⊂ R n be a domain and f be a real function from D into R n . If the Hölder coefficient
is finite, then the function f is said to be (uniformly) Hölder continuous with exponent α in D, where 0 < α ≤ 1. In this case, the Hölder coefficient serves as a seminorm. If the Hölder coefficient is merely bounded on compact subsets of D, then the function f is said to be locally Hölder continuous with exponent α in D.
We denote by C α (D, R n ) the space consist of all locally Hölder continuous functions f from D into R n with exponent α (cf. [17, 20] ). Let PE f denote the class of functions u satisfying the Poisson equation ∆u = f with J u (0) − 1 = |u(0)| = 0, where u ∈ C 2 (B n ), i.e., twice continuously differentiable function in B n , and f ∈ C α (B n , R n ) with the constants α ∈ (0, 1) and f α,B n < ∞. We use PE In fact, the bounded condition in Theorem 6 is necessary. The following example shows that there is no Landau-Bloch Theorem for functions u ∈ PE f without the bounded condition.
This example tells us that if u : B n → R n is a harmonic function on the unit ball with J u (0) − 1 = |u(0)| = 0, then there is no an absolute constant s > 0 such that B n (0, s) belongs to u(B n ). Thus the Theorem 6 does not hold for u ∈ PE f .
The proofs of Theorems 1, 2 and 3 will be given in Section 2. We will show Theorems 4 and 6 in the last part of this paper.
Lipschitz type spaces on harmonic functions
Proof of Theorem 1. We first prove the sufficiency. Since Ω is a Λ ω -extension domain in R n , we see that for any x, y ∈ Ω, by using (4), there is a rectifiable curve γ ⊂ Ω joining x to y such that
Now we come to prove the necessity. Let x = (x 1 , . . . , x n ) ∈ Ω and r = d Ω (x)/2. For all y ∈ B n (x, r), using Poisson formula, we get
where ζ = (ζ 1 , . . . , ζ n ) ∈ ∂B n and P(y, ζ) = r 2 − |y − x|
By elementary calculations, for each k ∈ {1, 2, . . . , n}, we have
Then for all y ∈ B n (x, r/2), 
If we take y = x, then we get the desired result. The proof of this theorem is complete.
Proof of Theorem 2. We first prove the necessity. For any x, y ∈ B n with x = y, let ϕ(t) = xt + (1 − t)y, where t ∈ [0, 1]. Since |ϕ(t)| ≤ t|x| + (1 − t)|y|, we see that
By (5) and (6), we get
which implies
For t > 0, by the monotonicity of ω(t)/t, we know that
where λ ≥ 1. By (7) and (8), for any x, y ∈ B n with x = y, we have
which gives
Now we prove the sufficiency part. For any x, y ∈ B n with x = y, since
we see that lim sup
.
The proof of this theorem is complete.
Using arguments similar to those in the proof of [25, Lemma 2.5], we have the following lemma and so, we omit its proof.
Proof of Theorem 3. (a)⇐⇒(b) easily follows from Theorem 2. We only need to prove (a)⇐⇒(c). We first prove (a)=⇒(c). For any x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ B n and t ∈ [0, 1], we have
where ς = (ς 1 , . . . , ς n ) = yt + (1 − t)x. Now we prove that (c)=⇒(a). By Lemma 1, we have
Therefore, (a)⇐⇒(c). Since (a)⇐⇒(b) and (a)⇐⇒(c), we conclude that
The proof of the theorem is complete.
Landau-Bloch theorem for functions in
The following lemmas are crucial for the proof of Theorem 4.
The following result is a Schwarz-Pick type lemma for harmonic functions in H(B n , R n ).
, where M is a positive constant. Then
Proof. Without loss of generality, we assume that f is also harmonic on ∂B n . We first prove the inequality (9) . By the Poisson integral formula, we have (10) f (x) =
where dσ denotes the normalized surface measure on ∂B n . By calculations, we have
and the proof is complete.
A matrix-valued function A(x) = a i,j (x) n×n is called matrix-valued and real harmonic function if each of its entries a i,j (x) is a real harmonic function from an open subset Ω ⊂ R n into R.
Proof. For an arbitrary θ = (θ 1 , . . . , θ n ) T ∈ ∂B n , we let
For every ζ ∈ B n , let F θ (ζ) = P θ (rζ). By Lemma 2, we see that for all ζ ∈ B n ,
The arbitrariness of θ yields the desired inequality.
Proof. Let f = (f 1 , . . . , f n ) and θ = (θ 1 , . . . , θ n ) ∈ ∂B n . Without loss of generality, we assume that f is also harmonic on ∂B n . By the Poisson integral formula, we find that
where dσ denotes the normalized surface measure on ∂B n . Clearly,
For eachj, k ∈ {1, . . . , n}, we have
Then the relation (11) shows
The proof of this lemma is complete.
Lemma E. ([22, Lemma 4])
Let A be an n×n real (or complex) matrix with |A| = 0. Then for any unit vector θ ∈ ∂B n , the inequality
holds.
Proof of Theorem 4. Without loss of generality, we assume that f is also harmonic on ∂B n , where n ≥ 3. By the Poisson integral representation, we have
in B n . By Jensen's inequalities, we obtain
n and for a fixed r ∈ (0, 1), let F (ζ) = f (rζ)/r. Then
For each ζ ∈ B n (0, √ 2/2), using Lemma 4, we have
is a bounded matrix-valued and real harmonic function in B n (0, √ 2/2). By Lemma 3, for each ζ ∈ B n (0, √ 2/2), we have
. . , n) denote the binomial coefficients.
Since for each θ ∈ ∂B n , Lemmas 4 and E imply
Let ζ ′ and ζ ′′ be two distinct points in B n (0, ρ(r)) with
and let [ζ ′ , ζ ′′ ] denote the segment connecting ζ ′ and ζ ′′ . Set
Then we have The theorem is proved.
Proof of Theorem 6. If we suppose that this result is not true, then there is a sequence {a k } and a sequence of functions {u k } with u k ∈ PE M f , such that {a k } tends to 0 and a k / ∈ u k (B n ), where a k > 0 for k ∈ {1, 2, . . .}. By [17, Theorem 4.6 and Corollary 4.7], we know that there is a subsequence {g k } of {u k } which converges uniformly on compact subsets of B n to a function g. Note that for each k, the function h k = g k − g 1 is harmonic. Hence the sequence {h k } converges uniformly on compact subsets of B n to g − g 1 and therefore, the partial derivatives of g k converge uniformly on compact subsets of B n to the partial derivatives of g. In particular, g k (0) → g(0) and J g k (0) → J g (0), and therefore, g ∈ PE M f . Since J g (0) − 1 = |g(0)| = 0, there are 0 < r 0 < 1 and c 1 > 0 such that J g > 0 on B n (0, r 0 ), g(B n (0, r 0 )) ⊃ B n (0, c 1 ) and |g(x)| ≥ c 1 for x ∈ ∂B n (0, r 0 ). Set c 2 = c 1 /2, B r 0 = B n (0, r 0 ) and B c 2 = B n (0, c 2 ). Then there is a k 0 such that |g k (x)| ≥ c 2 for k ≥ k 0 and J g k > 0 on B r 0 . Since deg(g k , B r 0 , 0) ≥ 1, by the degree property (II) in page 5, we see that deg(g k , B r 0 , y) ≥ 1 for y ∈ B c 2 and k ≥ k 0 . Hence g k (B r 0 ) ⊃ B c 2 for k ≥ k 0 and this leads a contradiction. The proof of the theorem is complete.
