The theory of programming with pattern-matching function de nitions has been studied mainly in the framework of rst-order rewrite systems. We present a typed functional calculus that emphasizes the strong connection between the structure of whole pattern de nitions and their types. In this calculus type-checking guarantees the absence of runtime errors caused by non-exhaustive pattern-matching de nitions. Its operational semantics is deterministic in a natural way, without the imposition of ad-hoc solutions such as clause order or \best t". In the spirit of the Curry-Howard isomorphism, we design the calculus as a computational interpretation of the Gentzen sequent proofs for the intuitionistic propositional logic. We prove the basic properties connecting typing and evaluation: subject reduction and strong normalization. We believe that this calculus o ers a rational reconstruction of the pattern-matching features found in successful functional languages.
Introduction
Programming with pattern-matching function de nitions is a very attractive feature that accounts for much of the popularity of functional languages such as Hope 4, 7] , SML 18] , Miranda 24] , Caml Light 17] and Haskell 11] . So far only those aspects of pattern matching that t in the framework of rst-order rewrite systems have been studied (e.g., 12, 22] ). We nd it desirable to understand pattern constructs as well as we now understand Algol-like and functional programming constructs. A crucial role in understanding these has been played by the lambda calculus and its various type disciplines. We propose a corresponding \calculus" that models programs with pattern-matching.
One of our goals is to be able to more or less directly represent function de nitions like the following ones in, for example, ML: In existing languages, the typing and operational semantics of pattern-matching de nitions are treated like those of sets of rewrite rules 15] . Each rewrite rule (de nition clause) is typed, but there is no notion of globally typing the set of clauses of a de nition. The fact that pattern overlapping (redundancy) and pattern exhaustiveness are treated in an ad-hoc manner constitutes a symptom of this problem. The problem is that the actual operational semantics of these languages does not have a concept of \pattern of a given type" that would cover all the possible constructors. More speci cally, the separation into clauses is not related to the treatment of sum types.
The treatment of overlapping patterns faces two constraints: we must stay within deterministic semantics, and equivalence of program phrases is undecidable so one cannot check redundant patterns for compatibility. On the other hand, irredundancy itself and exhaustiveness are decidable properties for a given set of patterns, so one could, in principle, forbid redundant and inexhaustive sets of patterns. In fact, the static semantics of SML does just that 18], but not through typing constraints, and in the same paragraph where this is stipulated, the authors add that, however, redundant and inexhaustive patterns should be compiled with warnings to the programmers (for example, the compilers SML of NJ and Caml-light of 78 issue such warnings). This approach is motivated practically, since the operational semantics of redundant patterns is resolved in SML (as well as in Miranda and Haskell), brutally but sensibly by using the order in which the clauses were written, leading to useful programming techniques, when not abused. In Hope, the operational semantics uses a more complicated \best-t" proviso whose practical impact is unclear. Both these solutions stay within the framework of rst-order rewrite systems. We should also add that virtually all compilation techniques for pattern-matching lead to exhaustive and irredundant matching trees in the object code. Beyond these practical aspects, there remains the issue of whether the semantics of sets of patterns can be explained in a global and typed manner.
Thus, in a calculus that models programs with pattern-matching overlapping and exhaustiveness should really be typing issues, and there should be an intimate connection between the structure of the whole pattern de nitions and their types. Crucially, this requires a new idea for the concept of pattern of sum type.
Searching for a uniform paradigm that would provide a rational reconstruction of pattern-matching features, we have been inspired by the Curry-Howard isomorphism. The isomorphism explains the simply typed lambda calculus as a computational interpretation of the natural deduction proofs for intuitionistic propositional logic. For reference, Appendix A contains this interpretation and reviewing it might be helpful for understanding our approach.
The constructor terms of the simply typed lambda calculus correspond to those natural deduction proofs built using only the introduction rules. In the languages we have mentioned, patterns have the same syntax as constructor terms, but operationally they are dual to them. There is one formulation of logical proof systems in which this duality is made clear, and this is Gentzen's sequent proof system. Thus, in the spirit of the Curry-Howard isomorphism, our idea is to design a typed pattern calculus as a computational interpretation of the Gentzen sequent proofs for the intuitionistic (actually minimal) propositional logic. In a sense, we are looking for new syntax and we use the sequent proof rules for inspiration. The sequent proof system has right rules, which are the same as the introduction rules of natural deduction, left rules, which we use to build nested patterns as variable generalizations, and the cut rule, which is interpreted as a general let construct and where all computations originate. The left contraction and left weakening rules correspond to the layered and wildcard patterns in ML or Haskell.
Abramsky 2] gives a term assignment for the intuitionistic sequent proofs, but the terms are the same as those that arise from the term assignment to natural deduction proofs. His interpretation of the sequent proof rules gives an alternative, but equivalent, set of type-checking rules. In the same paper, Abramsky gives a term assignment for the sequent proofs of intuitionistic propositional linear logic. He notes that the left rules correspond to patternmatching constructs, but the resulting syntax does not allow nested patterns as generalizations of variables. Gallier 8] gives a novel term assignment to sequent proofs and describes the cut-elimination rules on it, but his syntax also does not build nested patterns. Van Oostrom 20] studies a lambda calculus with patterns which are arbitrary lambda terms. The idea of reducing inside a pattern is a very interesting but radical departure from programming language practice and it leads to many technical di culties. Unilluminating restrictions must be applied to obtain substantive results. Peyton Jones and Wadler 15] extend the lambda calculus with a patternmatching facility that generalizes ordinary abstraction. However, patterns are rst-order constructor terms and the calculus is just an abstract syntax for the concrete one in the functional languages. B. Howard 10] is using a pattern notation (without nesting) as syntactic sugar for expressions in various typed lambda calculi, notably for recursive types.
We have recently learned of the very interesting lecture notes of Lafont 16] in which he is proposing, among other things, precisely a computational interpretation of the sequent proofs for intuitionistic propositional logic under the name clausal calculus. There seem to be many technical di erences between our treatment and his, the most evident one being the interpretation of the left disjunction rule, which appears to make the clausal calculus nondeterministic, somewhat like an unordered set of ML-like pattern-matching clauses. But there is no question that he also saw that sequent left rules can be interpreted to build nested patterns as variable generalizations.
The rest of this paper is organized as follows. In section 2 we present the typed pattern calculus as a pattern and term assignment to Gentzen's sequent proofs. We show that type-checking is decidable and that types are unique and computable, all in linear time.
We make this assignment into a computational interpretation, as well as clarify it, by specifying in section 3 two evaluators for closed terms, one lazy and the other one eager, both in natural semantics style. We show that these evaluators are deterministic. We also state the basic properties connecting typing and evaluation: type preservation through evaluation and convergence of well-typed terms. Their proof is postponed since they follow from looking at lazy and eager evaluation as particular reduction strategies in a general nondeterministic reduction system de ned on open terms.
Section 4 illustrates programming in the pattern calculus, showing that the simply typed lambda calculus can be translated with just a constant factor overhead, showing how to introduce recursive types, and giving equivalents to the ML programs on lists seen above. We conclude with ideas for further work. The appendix recalls the well-known presentation of the simply typed lambda calculus as a computational interpretation of the natural deduction proofs for intuitionistic logic and two evaluators for it, a lazy one and an eager one.
A reduction system is studied in section 5. We prove subject reduction and strong normalization for welltyped terms, and the Church-Rosser property for all (raw) terms. In order to relate the evaluators in natural semantics style to the general reduction system, we de ne in section 6 two evaluators (lazy and eager) in structured operational semantics style, show that they are equivalent to the ones in natural semantics style, and also that they represent particular reduction strategies in the general reduction system. Free and bound occurrences of usual and communication variables are de ned as usual with the understanding that the terms of the form P: A:M; L of N is P: A in M; and let N be P: A in M de ne bindings whose scope is M for all the variables occurring in P. We denote by V ar(P) the set of usual and communication variables that occurs in the pattern P and by FV (M) the set of free variables that occurs in the term M. They can be de ned by induction as follows:
V ar( )
The role of the communication variables will be apparent in the operational semantics.
We write N 1 ; : : :; N n =x 1 ; : : :; x n ] (often abbreviated N=x]) for the typed substitution mapping each variable x i : A i to a term N i : A i and M N=x] for the term M where each variable x i free in M is replaced by N i . We note the composition of two substitutions and as ; . We identify terms that di er only in the name of their bound variables.
Typing Rules
Typing judgments have the form ? . M : A where ?, called a pattern type assignment, is a multiset 2 of elements of the form P : A. The syntax introduced in section 2.1 will be referred to as raw, to emphasize the fact that it may or may not type-check. For example, raw patterns are not necessarily linear but the well-typed ones are (a pattern or a pattern type assignment is said to be linear 3 if variables can occur at most once in it). We write V ar(?) to denote the set S P:A2? V ar(P). The typing rules are in and ? a multiset of propositions (slight abuse of notation: we use the same meta-variables for propositions as for types, and for sequent antecedents as for pattern type assignments). The reader will notice the inclusion of the left contraction and left weakening rules, which will not add new propositions to those provable in the system (with cut) 4 : we include them because weakening and contraction have simple computational interpretations that correspond to devices long used in programming languages. The formulation of the proj rule prevents a judgment like (x j y): a + b; z: C . z: C but judgments like x: A; : B . x: A are perfectly possible by using rst an axiom x: A . x: A, then the wildcard rule. The form of functional patterns, variables pre xed by the symbol ] , may seem surprising at rst: why not just variables? This pre x will allow us to treat the evaluation of pattern-matching against function type patterns analoguously to the way we treat product and sum types, see section 3.
The rules appearing in the second 2 For judgments which are derivable without the weakening rule, ? is in fact a set; the pattern of type 1 added later causes the same problem as weakening. 3 As in left-linear rewrite rule. 4 Jean Gallier has pointed out to us that the cut rule cannot be eliminated from this system without the contraction rule being present. It is not clear what the signi cance of this fact is for the computational interpretation that we are considering, where the interpretation of the cut rule is the essential computational engine. 
Evaluators in Natural Semantics Style
The next step is to present the operational semantics for the typed pattern calculus by means of evaluators. We follow the method currently known as Natural Semantics 13] . Evaluators in natural semantics style are proof systems for deriving assertions of the form M + K where M; K are closed terms and which have the informal meaning that K is the nal result of the evaluation of M or that M evaluates to the result K. Typically, K has a special shape, which we shall call a canonical form. We present a lazy and an eager evaluator: the rst one requires as little evaluation as possible in each phase of the computation, in the spirit of call-by-name, and it does not evaluate under constructors, while the second one requires as much evaluation as possible in all phases, corresponding to call-by-value strategies (except that, of course, it does not evaluate under -abstractions).
In description of the operational semantics the type decorations are omitted from the syntax to avoid cluttering the notation. No formal type-erasure operation takes place.
A lazy evaluator
The salient feature of this lazy evaluator is that evaluation and matching \call" each other. In order to derive assertions of the form M + l K, our rules use auxiliary assertions of the form match M on P + l , where M is a closed term, P is a pattern, and is a closed substitution. Substitutions are understood to be nite partial functions mapping the usual variables to terms and the communication variables to either one of two special forms L; R. The operation of substitution itself, for which we use the meta-notation M ], is de ned as usual. Note also that if function type patterns were simply variables, then no evaluation would be required before substitution, not even to a lambda abstraction form. This would di er essentially from the treatment of product and sum patterns.
We de ne a lazy canonical form to be a closed term K given by the the grammar: Suppose match M on hP 1 ; P 2 i + l 2 , where M + l hM 1 0 ; M 2 0 i, match M i 0 on P i + l i 0 (for i = 1; 2) and 2 = 1 0 ; 2 0 . We obtain by i.h. hM 1 ; M 2 i hM 1 0 ; M 2 0 i and i i 0 (for i = 1; 2) and thus 1 2 . match M on (P 1 j P 2 ) + l , where M + l inl (N) and match N on P 1 + l and = L= ]; . By i.h. the evaluation of M and match N on P 1 is deterministic and thus that of match M on (P 1 j P 2 ) also. The case M + l inr (N) is symmetrical. match M on P 1 @P 2 + l , where match M on P 1 + l 1 , match M on P 2 + l 2 and 1 = 1 ; 2 . By i.h. the results of match M on P 1 and match M on P 2 are unique and so that of match M on P 1 @P 2 also.
End of proof.
An eager evaluator
In this evaluator, evaluation and pattern matching are independent as evaluation is not needed in order to match terms against patterns. The rules are in table 4. Note that in accordance with programming language practice, even in an eager evaluator there is a bit of laziness, that is, we do not evaluate under lambda abstraction. We say that the pattern matching fails if none of the cases described above applies.
We de ne an eager canonical form to be a closed term K given by the the grammar: K : : = hK; Ki j inl (K) j inr (K) j P: A:M where P; M range over patterns, respectively terms.
The eager evaluator is deterministic and enjoys the following elementary property: Proof. By induction on the structure of P. P = . Then Match(M; ) = ;. End of proof. Theorem 3.5 The eager evaluator is deterministic. Proof. We have to show that M + e K 1 and M + e K 2 implies K 1 K 2 which is done by induction on the height of the rst derivation M + e K 1 and lemma 3.4. End of proof.
Basic properties connecting typing and computation
Our computational interpretation is de ned by its syntax, its typing rules and its evaluation rules. Two results can be o ered as evidence that these hold together well. Recalling also the decidability of type-checking, we conclude that the pattern calculus enjoys the same basic properties as the simply typed lambda calculus, the Girard-Reynolds polymorphic lambda calculus, etc.
Decidability of type-checking together with theorems 3.6 and 3.7 show that the evaluation of a closed welltyped term will not get \stuck" in a term that is not an acceptable result (no \run-time type error"). Indeed, in either evaluator, if M type-checks (that is decidable), then by Convergence it will evaluate to some term K which by Type Preservation and Propositions 3.3 and 3.1, is a well-typed canonical form, which is an acceptable result for computation. 5 In other words, these results ensure that neither eager nor lazy matching can fail during the evaluation of a closed well-typed term.
Rather than giving separate proofs to these theorems for each of the two evaluators, we prefer to see them as corollaries of subject reduction and strong normalization results for a general nondeterministic reduction system (section 5). The lazy and eager evaluators given above can then be shown to describe particular deterministic reduction strategies.
4 Programming examples 4 .1 Programming as in the simply typed lambda calculus
The simply typed lambda calculus can be immediately translated into the pattern calculus. The introduction rules/constructs are already here, they have a trivial translation. Following the usual translation of natural deduction proofs into sequent proofs (see e.g., 9]), the elimination rules/constructs are translated by the corresponding left rules followed by a (let) (which interprets the cut rule), as follows. 
Programming with lists
We now wish to add a type of lists in order to express programs such as the examples in section 1. We expect that nil and cons are constructor terms of this type but what is a pattern of type list? Rather than o ering an ad-hoc guess, we derive this in a more general setting since lists are an instance of recursive types. Hence we add, in the spirit of the formalism developed so far, recursive types and also recursion and a type \with one element". This exercise can be seen as a test of the robustness of the pattern calculus paradigm.
Add a type constant 1 and type variables with X ranging over them. Add to types, patterns and terms The speci c two last rules for let M be P 1 @P 2 : A in N and ( P 1 @P 2 : A:J) of M is Q: B in N produce the independence of the term M with respect to the patterns P 1 and P 2 , i.e., M can be computed in two di erent and independent ways in order to be matched latter with P 1 and P 2 . This rule is essential in order to simulate the lazy and eager evaluators of sections 3.1 and 3.2.
We rst show that this notion of reduction is compatible with matching and substitution. Then, we proceed to prove the basic properties of this system, namely subject reduction, con uence, and strong-normalization 6 We use here the symbol ) instead of ! to di erentiate from the arrows in types.
Proof. We show the property by induction on the structure of P. 
Subject Reduction
We rst establish that type-checking rules are compatible with matching-substitution, then we state and prove the subject reduction property. Since in what follows we will need to reason by induction on the structure of the derivation of a judgment and since here, as we have remarked previously, a judgment may have several derivations, it will be useful to associate \canonical" derivations to judgments in such a way that the last rule applied in a canonical derivation of ? . M : E depends on the structure of the term M itself. We list below the rule associated to each non variable term.
Term
Canonical Rule hM; Ni The second case is symmetrical.
P 6 = (P 1 j P 2 ). Then By Newman's Lemma, together with the strong normalization property for well-typed terms (proved in section 5.4) and with the subject reduction property (section 5.2), this implies that the (strong) Church-Rosser property holds for reduction on well-typed terms.
But in fact we can prove a more general result, namely that the Church-Rosser property holds for reduction on all (raw) terms. We use a method due to Tait and Martin-L of, relating the reduction relation ) to the parallel reduction relation I, de ned as follows: In the case where ) comes from internal reductions, we have that It is easy to see that if a relation R satis es the diamond property then its re exive transitive closure R also satis es it. Putting it all together we obtain: Theorem 5.14 (Con uence) ) is con uent (Church-Rosser).
Strong Normalization
The technique used to proof the strong normalization property is an adaptation of Tait's method, with re nements by Girard and Prawitz.
We rst de ne the notion of stability for well-typed terms using the notation MN as an abbreviation of the Proof. By induction on k. End of proof.
Remark 5.17 We can then use equivalently as a de nition for stability k > 1 or k = 1. We will use in the following the most suitable one for each case and we denote a sequence N 1 : : :N k as N.
The theorem follows from the following sequence of lemmas. In these lemmas \term" means well-typed term, but we have omitted the pattern type assignment to simplify the notation. The reason to use a di erent notion of set-stable sets when P is a layered pattern comes directly from the two last rules of where N ) N 00 , N ) N 000 , M ) M 00 and K ) K 00 . Since M Match(hN 00 ; N 000 i; hP 1 ; P 2 i)] belongs to M; hN; Ni; hP 1 ; P 2 i] ], it is stable by hypothesis, and so M 00 Match(hN 00 ; N 000 i; hP 1 ; P 2 i)] is stable by lemma 5.4 and lemma 5.21. We also have K 00 stable by lemma 5.21 so that M 00 Match(hN 00 ; N 000 i; hP 1 ; P 2 i)]K 00 is stable by proposition 5. 16 To nish the proof suppose (let N be P in M)K reduces to a pair hL 1 ; L 2 i or to inl (L) or to inr (L). Then, we have necessarily to remove the outermost constructor let be in and we obtain a reduction sequence similar to one of the three last ones with more steps leading to one of the terms hL 1 ; L 2 i, inl (L) or inr (L). Since in the three cases, we have shown that we reach stable terms, then L 1 , L 2 and L are stable, so we can conclude that (let N be P in M)K and thus let N be P in M are stable. End of proof. Lemma 5.27 If ( P :J)N is stable, let N be P in J is stable. Proof. Let K be stable terms such that (let N be P in J)K is not of functional type. If we show that (let N be P in J)K is stable, then the lemma follows from proposition 5.16. For that, let us rst show that (let N be P in J)K is strongly normalizing. Consider any reduction sequence starting at (let N be P in J)K.
If the outermost constructor let is never removed, then reductions proceed inside N, J and K. Since ( P:J)N is stable, then it is strongly normalizing by lemma 5.19 and then J and N are strongly normalizing. The terms K are stable by hypothesis, so strongly normalizing by lemma 5.19, so we can conclude that the reduction sequence necessarily terminates in this case. If the outermost constructor let is removed, then by reasoning in the same way we did in lemma 5.26, we know that the term (let N be P in J)K reduces to some term (J 0 ])K 0 such that ( P :J)N ) J 0 ] and K ) K 0 . By hypothesis the term ( P :J)N is stable, so J 0 ] turns out to be stable by lemma 5.21. Now, the terms K are stable, so K 0 are stable by lemma 5.21 and (J 0 ])K 0 is stable by proposition 5.16, thus strongly normalizing by lemma 5.19. The reduction sequence also terminates in this case.
To nish the proof suppose the term (let N be P in J)K reduces to a pair hL 1 ; L 2 i or to inl (L) or to inr (L).
Then we have necessarily to remove the outermost constructor let we obtain a reduction sequence from the term (J ])K 0 to one of the terms hL 1 ; L 2 i, or inl (L) or inr (L). Since this term is stable, then L 1 , L 2 and L are stable, so we can conclude that (let N be P in J)K and thus let N be P in J are stable. End of proof. Lemma 5.28 If (let (let N be P in J) be Q in M) is stable, then (( P :J) of N is Q in M) is stable. Proof. Let K be stable terms such that (( P:J) of N is Q in M)K is not of functional type. If we show that (( P :J) of N is Q in M)K is stable, then the lemma follows from proposition 5.16. For that, let us rst show that (( P :J) of N is Q in M)K is strongly normalizing. Consider any reduction sequence starting at (( P :J) of N is Q in M)K.
Since (let (let N be P in J) be Q in M) is stable, then it is strongly normalizing by lemma 5.19 and then J, M and N are strongly normalizing.
If the outermost constructor ( of is in ) is never removed, then reductions proceed inside M, N, J and K. The terms M and N and J are all strongly normalizing and the terms K are stable by hypothesis, so strongly normalizing by lemma 5.19. That means that the reduction sequence necessarily terminates. If the outermost constructor ( of is in ) is removed, then by reasoning in the same way we did in lemma 5.26, we know that the term (( P:J) of N is Q in M)K reduces to some term (let K be Q in M 0 )K 0 such that (let N be P in J) ) K, M ) M 0 and K ) K 0 . By hypothesis the term (let (let N be P in J) be Q in M) is stable, so (let (let N be P in J) be Q in M)K is stable by proposition 5.16, and (let K be Q in M 0 )K 0 turns out to be stable by lemma 5.21 and strongly normalizing by lemma 5.19.
To nish the proof suppose the term (( P :J) of N is Q in M)K reduces to a pair hL 1 ; L 2 i or to inl (L) or to inr (L). Then we have necessarily to remove the outermost constructors ( of is in ) and we obtain a reduction sequence from the term let K be Q in M 0 )K 0 to one of the terms hL 1 ; L 2 i, or inl (L) or inr (L). By de nition of stability L 1 , L 2 and L are stable, so we can conclude that (( P :J) of N is Q in M)K and thus (( P :J) of N is Q in M) are stable. End of proof. Theorem 5.29 Every typed term is stable.
Proof. To proof this property we need a stronger property that we expressed as follows: Let M be a term such that all its free variables are among fx i g i=1:::n . If N 1 : : :N n are stable terms such that = N 1 : : :N n =x 1 : : :x n ] is a well-typed substitution and M ] is a well-typed term, then M ] is stable. The theorem will follow by taking N i = x i , so that the notation N 1 : : :N n =x 1 : : :x n ] does not exactly correspond to the classical notation of substitutions where we only write N i if it is di erent from x i . We show the property by using the following remarks: We proceed by induction on the structure of the term M. For that, in some of the cases that follow, to apply the induction hypothesis to some subterm R of M having a set of free variables fy 1 ; : : :y m ; x 1 ; : : :x n g, we will also use the substitution y=y] which veri es the hypothesis since variables are stable by corollary 5. 
Evaluators in Structured Operational Semantics Style
Now, to connect the basic properties of the general reduction system with the basic properties of the evaluators in natural semantics style we gave in subsection 3, we de ne two evaluators (for closed terms) in the style of Plotkin's structured operational semantics (SOS) 21]: ) l and ) e for the lazy, respectively eager, strategy. The informal meaning of M ) N, where the symbol \ " stands for either \lazy" or \eager", is that the closed term M evaluates in one step to the closed term N. For both evaluators, the relation ) will be a subset of ) and we will show the following properties: These properties are broken down among the propositions that appear below under the headings \adequacy".
The point of it all is that using the previous three properties and the fact that ) ), Theorems 3.6 (type preservation) and 3.7 (convergence) follow immediately from Theorems 5.8 (subject reduction) and 5.31 (strongnormalization) 7 .
A lazy evaluator
The lazy evaluator in SOS semantics style appears in ; , evaluation proceeds in the component that has no enough information to be match with the pattern hP 1 ; P 2 i.
As stated in section 6, well-typed closed terms can always be reduced to a lazy-canonical form with our lazy evaluator described in gure 10. We proceed by induction on the structure of M as follows:
If Match(M 1 ; P) = , then let M 1 be P in M 2 ) l M 2 ].
If Match(M 1 ; P) fails, there are two cases: 2. We proceed by induction on the structure of P using the induction hypothesis.
Adequacy
In this section we show the connection between the lazy evaluators in gures 10 and 3. Lemma 6.4 states that any result obtained via the lazy evaluator in 3 can be obtained by several one-step reductions, while lemma 6.6 states that a lazy-canonical form reached by several one-step reductions can also be reached using the lazy evaluator of gure 3. The connection between the lazy and eager pattern matching predicates are given by the following lemma:
Lemma 6. Proof. By induction on the number of steps from M to M 0 and the structure of P. End of proof.
The following proposition gives the correspondence between the relations + l and ) l . This correspondence shows that the relation ) l represents one-step of evaluation, and the relation + l can be simulated with many steps of ) l . Proposition 6. ; hL 1 0 ; L 2 i.
We proceed in the same way according to Match(L 2 ; P 2 ) = 2 or Match(L 2 ; P 2 ) fails.
End of proof. Lemma 6.5 If M ) l K implies M + l K where K is a lazy canonical form, then for every pattern P 6 = P 1 @P 2 such that M P ; M 0 and Match(M 0 ; P) = , match M on P + l holds.
Proof. By induction on the structure of P. P = or P = x. These cases are trivial. End of proof.
An eager evaluator
The eager evaluator in SOS semantics style appears in table 11. The function Match(M; P) is de ned exactly as in subsection 3.2 and C e ranges over eager canonical forms. Well-typed closed terms can always be reduced to a eager-canonical forms with the eager evaluator appearing in gure 10.
We de ne a pattern P to specify the type A if and only if P and A correspond to one of the following cases: and x satisfy any type A.
]z satis es any type A 1 ! A 2 .
P 1 @P 2 satis es the type A if both P 1 and P 2 satisfy the type A. hP 1 ; P 2 i satis es the type A 1 A 2 if P 1 satis es the type A 1 and P 2 satis es the type A 2 .
Conclusions and further work
We have presented a typed pattern calculus that o ers a rational reconstruction of the pattern-matching features found in successful functional languages. The salient features of the calculus are that type-checking guarantees the absence of runtime errors such as those caused by non-exhaustive pattern-matching de nitions and that its operational semantics is deterministic in a natural way, without the imposition of ad-hoc solutions such as clause order or \best t". We think it is worthwhile to go back and analyze existing language design in a new light. In particular the reader may have noticed some practical di erences between the ML programs in section 1 and the corresponding typed pattern calculus terms in section 4. The fact that this calculus can be designed as computational interpretation of a well-known proof system is evidence for the depth of the insight embodied in the Curry-Howard Isomorphism. It will be interesting to investigate whether this interpretation o ers any new insight into the proof theory of intuitionistic logic (beyond such obvious remarks as to how the disjunction property follows from our results). For example one should study the connection with the translation from sequent calculus into natural deduction and with the cut elimination rules. (The reader has probably noticed that our operational semantics is quite di erent from the cut elimination rules; many of these rules do not seem to have computational signi cance, at least not in the spirit of current programming practice.)
The simply typed lambda calculus is the starting point of many developments in programming language design. It is natural to investigate how these developments would fare when based on the typed pattern calculus. Here are a few we think could be pro tably studied in this context: ML-style type inference and polymorphism (Milner's let), second-order impredicative polymorphism (via second-order logics), record types (as in 19, 23] ; see ML's record type patterns, as well as 14] where a language with nested extended record patterns is studied), and linear types (as in 2, 25] This naturally raises the issue of treating substitution as a computational process, dual to that of matching and suggests looking for inspiration in 1]. We should also study denotational semantics for the typed pattern calculus. The space constraints do not permit us to include it, but we can give an interpretation in cartesian closed categories which generalizes that of the simply typed lambda calculus. This shows in particular that the typed pattern calculus is as expressive extensionally as the simply typed lambda calculus, as expected. (One should be able to show this also directly, as suggested by the translation from sequent calculi to natural deduction.) Naturally, we should look for an equational axiomatization of the typed pattern calculus which is complete for the ccc interpretation. Clearly the reduction rules in section 5 are incomplete for this purpose. is needed for !, and analogous for and +. This This seems to be related to commuting conversions 9]. The cut-elimination rules may be relevant in the search for a complete equational axiomatization.
Perhaps the most interesting suggestion for future work is the observation that we expect this calculus to be more expressive from an intensional point of view. Here is a partial argument. Colson shows in 5] that no rstorder, even lazy, primitive recursion algorithm can compute inf (m; n) in O(inf (m; n)) steps. Of course, inf is a primitive recursive function, but Colson shows that a rst-order primitive recursion algorithm must use arguments sequentially, and so it will take either at least O(m) or at least O(n) steps. Of course lazy pattern-matching can o er such a rst-order algorithm 8 However, Colson also shows that higher-order (G odel's T) primitive recursion algorithms exist with this intensional behavior. It remains open then to nd better evidence for the intuition that the typed pattern calculus is intensionally more expressive. In any case it is natural to investigate a primitive (structural) recursion generalized to deeper nested patterns, such as those used for the one in Colson's counterexample. One should look for a tasteful syntax that stays within well-founded recursion and prove the corresponding strong normalization result. Coquand 6] , with motivating examples that include inf above, pursues a similar goal by adding pattern-matching constructs to Martin-L of's logical framework.
Finally we are interested in extending the pattern calculus to permit \constants" in patterns and also to deal with patterns for collection types which may have law-abiding constructors but which are useful in database programming 3]. 
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