This supplementary material includes proof for the proposed method (Part 1) and R code for simulation studies (Part 2).
ts Φi)},
For any a vector a, a ⊗2 = aa T . We use ≈ to denote equivalence up to op(1).
A Consistency of β obtained with S at a single visit t s
Under a mild condition that there does not exist a β such that P (β
2 ) = 1, using a similar argument given by Tian et al. (2007) , we can show that U0(β) = 0 has a unique solution. To show β converges toβ in probability, from Newey and McFadden (1994) , it suffices to show that sup β | Un(β) − U0(β)| = op(1). To this end, we recall that
with
We first establish convergence properties for θt s and γ τ |ts . Using similar arguments as given in Uno et al. (2007) for the convergence of β toβ and the fact that max(λ1, λ2) = o(n − 1 2 ), we may show that sup θ | Qn(θ) − Q0(θ)| + sup γ | Dn(γ) − D0(γ)| → 0 in probability, where
This, together with the fact that Q0(θ) = 0 and Di(γ) = 0 respectively have unique solutions atθt s andγ τ |ts , implies that θt s →θt s and γ τ |ts →γ τ |ts in probability.
The consistency of θt s and γ τ |ts together with the uniform consistency of G(·) implies that sup β |U * n (β) − Un(β)| → 0 in probability. This, coupled with the uniform law of large numbers (Pollard, 1990) , implies that sup β | Un(β) − E{U * n (β)}| → 0 in probability. It is not difficult to
The last equality holds because E(XiYτi|T † i > ts) = E(XiYτi|Ti > ts) due to the independence between Ci and (Xi, T † i ). Both terms in the above quantity are 0 because Q0(θτ ) = D0(γ) = 0 and X is part of Φ(X) and Φ(Z). Therefore, sup β | Un(β) − U0(β)| → 0 in probability and hence β →β in probability.
B Asymptotic Distribution of β Obtained with S measured at t s Uno et al. (2007) has shown that:
and Λc(·) is the cumulative hazard function of C. It can be further shown that
Similarly, it can be shown that
, and (B.1)
Here, (B.2) is true because I(Ti > ts)wτi = I(T † i > ts)wτi.
Now, from a Taylor series expansion of Un(·) and a law of large numbers,
Following from the expansions of θ and γ given in (B.1) and (B.2), we have
I(Ti > ts)wτiJ
To further simplify, we note that for j = 1, ..., p,
Since each Xj is an element of Φ(X), minα E[ġ(θ T ts Φ(X)){Xj − α T Φ(X)} 2 ] = 0. Thus we have
Similarly,
The above equation can be written as:
and similarly, (wτi − 1)I(
. Together with the fact that
we have
By the Central Limit Theory, we have
where comb a=comb sd a=comb x=comb sd x=comb xs=comb sd xs=NULL inv.beta=Modelfit$beta [-c(1,3,4) ,]
