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Abst ract - -We present some corrections to the article "The  Operat ion  of the Phase-Lock  Loop"  [i]. 
One  est imate in the article was  incorrect; we  present a corrected est imate and  we explain how the 
corrected est imate still al lows one  to prove (a slightly modif ied) version of the main  theorem of the 
paper. @ 2004 Elsevier Ltd. All rights reserved. 
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In [1] on p. 1261 in the last equation, we found that X(~-) is equal to 
V COS(#T) 
x(~) = / 
L -~ sin(#~-) 
sin(fiT) ] 
+ 0(5 + e). cos(~7) 
This is not correct. The correct equation is: 
x(-,-) = 
cos(#7) sin(pT) 
# 
-p  sin(p~) cos(p~) 
[ o(#) 
+ ho (~) 
o(1) 1 
o(~) J = x0(~) + R(~), 
and it is correct when e = O(5)--e.g., when c~/~ > 2b. 
This change changes the nature of the analysis on p. 1257. 
that R(r), R({)Xol({), and R(r)X-I(r) are all of the form 
Now we make use of the fact 
o(,) o(1)] 
o(~ ~) o(,)j '  
and that such a matrix, when raised to the n th power gets small quickly. 
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Rather than arriving at the inequality at the top of p. 1257, we arrive at a slightly different 
result. Let 
D(~-) - Y( , - )  - Xo( , )Yo  - Xo(~- )X~(~)a(~)  a~. 
Let It" II be the maximum norm on matrices when - is a matrix. We find that: 
IDl~(r)l = O(1)llYoll + O(1) Ila(~)[I d~, 
ID12('-)1 = O(1)llYoll + O(1) Ila(~)ll d~, 
ID2~(~)I = O@llY011 + O@ IIa(~)ll d~, 
/o" JD22('r)l = O@llYoll + O(~) tla(~)ll d~. 
In  our case 
IIC(~')ll < ~e d~- 4- d ed~l~l .  
- w + A ~  
This converts the preceding bounds into: 
IDn (T)I = O(1)1111011 + O(1) (d  + 
ID12(r)l = O(1)l[Y0iL + O(1) (-~ + 
ID=(~)t = O(,)ilY011 + O(,) (-~ + - -  
From the definitions on p. 1256 we see that 
1)  
+ A~)  
I~1 ~ ~d~ 
w +Aw)  
iAwi "~e~r 
+ Aw)  
+Aw)  
Thus, the values of the elements of the difference matrix are all small provided that [[Y0[]--the 
initial value--and 1/w + Aw are both small. 
This is essentiMly all that one needs to do to correct he paper. Theorem 1 of p. 1259 must be 
changed to read. 
THEOREM 1. As long as 
at~b - b 2 a~b 
5= (2(w+Aw)) 2 'e= (2(w+Aw)) 2' e=~Vcap-Aw 
are sufficiently small and aD > 2b, then the solutions of (10) approximate the solutions of (4) to 
order (1/w + Aw) + e-btE. 
Another change should be made. The value of ~ is given in [1] as Vc~p - Aw. It should 
be ~Vc~p - Aw. 
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