Abstract: An approach to compute the H 2 -or H 1 -guaranteed costs with any prescribed accuracy is presented. The proposed approach can be applied to uncertain state-space models of linear timeinvariant systems, where the system matrices depend on uncertain parameters or vary in a polytopic domain of the space of matrices. The developed approach is based on a new implementation of the branch-and-bound algorithm with the upper-bound functions based on linear matrix inequality (LMI) characterisations. The branch operation is based on a new subdivision technique that can be applied to any kind of polytope shape, not restricted to the hyper-rectangle case. When applied alone, the LMI-based analysis formulations can fail to compute the guaranteed costs, or they can present conservative results. Examples are presented to illustrate that the proposed analysis approach overcomes the problems faced with LMI-based formulations with reasonable computational time.
Introduction
In the last few decades, H 2 and H 1 control has frequently been applied to guarantee upper bounds on controlled signals for all admissible disturbances and model uncertainties. In this control strategy, it is fundamental to have accurate and efficient methods to compute the H 2 and H 1 norms of the system transfer functions. The H 2 norm of a precisely known system can be directly computed in terms of the controllability or observability Gramians. The H 1 norm computation of precisely known systems cannot be directly achieved, but there are several methods available for efficient approximated computation. In the case of uncertain systems, it is necessary to compute the worst-case norm for all admissible models in the uncertain set, which is the 'cost' to be minimised by the control synthesis approach. This problem is known to be NP-hard [Note 1] and there is presently no way for determining such worst-case norms accurately. There are strategies to compute the H 2 -and H 1 -guaranteed costs based on linear matrix inequality (LMI) formulations. The first LMI characterisations are based on the concept of quadratic stability [1] . In this concept, the use of a single Lyapunov function for the entire uncertain domain can lead to conservative results. To overcome this conservatism, recent works have considered parameter-dependent Lyapunov functions, slack matrices and tuning parameters (e.g. [2 -8] and references therein). Unfortunately, the values obtained with these strategies are only upper bounds of the exact costs and the accuracy of these approaches varies for each different case. This paper presents a strategy for the computation of the worst-case H 2 and H 1 norms with any prescribed accuracy, which is denoted as e-guaranteed cost, for uncertain systems with a polytopic model or an affine parameterdependent model. The proposed approach is based on a branch-and-bound (BnB) algorithm where the e-guaranteed cost is approximated, from below, by the norm computed in the vertices of the polytopes, generated in the branch operation and, from above, by its guaranteed costs computed by means of LMI-based formulations. The BnB algorithm has already been applied in previous works to reduce conservatism in robust stability and performance analysis of linear time-invariant systems [9 -13] . In previous works, the analysis was aimed at linear-fractional models of uncertainty with uncertain parameters in given intervals. The BnB procedures in the previous works were specifically built for hyper-rectangle-shaped uncertainty sets, relying on a kind of rectangle division algorithm. Notice that this former division procedure is very nice and easy, when applicable, because it always generates self-similar subsets. However, a much more involved problem occurs when the uncertainty set is not of a rectangular shape. For genericshaped polytopes, the uncertainty set cannot be divided into self-similar subsets in most of the cases. The BnB algorithm is more attractive nowadays than in the early 1990s due to the continuous improvement of computer hardware and the development of new LMI-based guaranteed cost formulations that can be efficiently incorporated as upper-bound estimators. The major contribution of this work is not only to present an approach to compute the H 2 and H 1 costs with a prescribed accuracy, but it is also to present a much more efficient implementation of the BnB algorithm that can be applied to a larger class of uncertain systems than in previous works. To achieve these two goals, the proposed implementation is based on up-to-date LMI-based analysis formulations and a new polytope partition technique based on simplicial meshes. When necessary, a Delaunay triangulation is applied to decompose the polytope in a set of simplices. Further, simplicial mesh refinements are implemented with a simplex subdivision algorithm, developed specifically for this problem. One of the advantages of considering simplicial meshes is the capability of dealing with polytopes of any shape, not restricted only to the hyper-rectangle case. This feature allows the proposed analysis procedure to be applied to both affine parameter-dependent and polytopic models, which is not possible with the works mentioned earlier.
The choice of simplicial meshes also drastically improves the efficiency of the algorithm, considering that the bound functions are computed for simplices with d þ 1 vertices, instead hyper-rectangles with 2 d vertices. It should be noted that, at the present stage of knowledge, it is not expected that any LMI approach will reach the exact guaranteed cost for uncertain systems with arbitrary polytopes and a given accuracy. There are however, cases, where the proposed procedure can compute the costs when all LMI-based formulation fails. This means that a procedure like the one as proposed here is likely to be a general framework for reaching such exact costs, incorporating any LMI algorithm as the upper-bound generator. The proposed performance analysis approach also has the capability to find the uncertain domain coordinate of the worstcase norm. This is a useful feature in the implementation of the robust control synthesis procedure presented by Gonçalves et al. [14, 15] . The proposed analysis approach has already been applied to the H 1 -guaranteed cost computation for uncertain time-delay systems [16] .
Problem statement
Consider the linear time-invariant uncertain system described by
where
Consider the system matrix
This work is concerned with uncertain systems where the system matrix is not precisely known, but it belongs to a closed convex polyhedral set: S [ P S . In the case of polytopic models, the set P S is a polytope in the system matrix space that is computed as
are the N polytope vertices, and the polytope coordinate
In the case of affine parameter-dependent models, the system matrix is affine dependent on the uncertain
where p may belong to a hyper-rectangle delimited by the extreme values of the uncertain parameters,
or any other closed convex polyhedral set, if there are additional constraints. The problem being considered is to compute the largest possible H q norm of the transfer matrix from w to z, As the exact value is difficult to achieve, an approach to compute the H 2 (H 1 ) e-guaranteed cost, d c (g c ), which is defined as the value that respects the following inequalities, is defined
The proposed analysis approach is based on a BnB algorithm. The idea behind this algorithm is simple. The global maximum of the norm in the polytopic domain is approximated by a lower-and an upper-bound function, and the gap between them informs the calculus accuracy. The bound functions tend to the global maximum when the polytope is progressively decomposed into smaller subpolytopes. In this work, the upper-bound function is the H 2 (H 1 )-guaranteed cost, d gc (g gc ), computed with LMIbased formulations, and the lower-bound function is the worst-case H 2 (H 1 ) norm, d w.c. (g w.c. ), at the vertices of the polytope and subpolytopes. The algorithm stops when the e-guaranteed cost, d c (g c ), achieves the prescribed relative accuracy, e.
BnB algorithm
For the sake of completeness, the BnB algorithm is revisited. Much of the following notation and terminology is from Balakrishnan et al. [10] . The BnB algorithm can be used to find the global maximum of a function f (a):
For a subpolytope P # P init , one can define The BnB algorithm computes F max (P init ) based on two functions, F lb (P) and F ub (P), defined over fP: P # P init g. The condition (11) establishes that the functions F lb (P) and F ub (P) compute a lower and an upper bound on F max (P), respectively. The condition (12) establishes that, as the maximum distance between the vertices of P, denoted by size(P), goes to zero, the difference between the upper and the lower bounds converges to zero.
The BnB algorithm applied in this work is as follows [10] :
F ub ðPÞ;
max
F lb ðPÞ;
BnB algorithm applied to H 2 and H 1 e-guaranteed cost computation
To apply the BnB algorithm to the H q e-guaranteed cost computation, q [ f2, 1g, it is necessary to find out the functions F lb (P) and F ub (P) that satisfy the conditions (11) and (12) . The lower-bound function can be defined as the worstcase H q norm computed at the vertices of the polytope
The upper-bound function F ub (P) can be defined as the guaranteed costs that are computed by means of any LMI optimisation approach. It is obvious that these bound functions satisfy condition (11) . As the LMI-based guaranteed cost formulations also compute the norm for precisely known systems, they also satisfy condition (12) , considering that the polytope tends to a point because of successive subdivisions. In this work, the upper-bound function is implemented based on the work of Oliveira et al. [3 -5] . This implementation is based on the combination of Lemmas 1 and 2 in the case of H 2 -guaranteed cost of continuous-time systems [4] , on Lemma 1 in the case of H 1 -guaranteed cost of continuous-time systems [5] , on Theorem 3 in the case of H 2 -guaranteed cost of discretetime systems [3] and on Theorem 4 in the case of H 1 -guaranteed cost of discrete-time systems [3] .
An additional feature of the proposed BnB implementation is the capability to identify stable systems that are not robust, which means that it is not possible to compute the guaranteed cost. The proposed implementation verifies if the system over a polytope (or subpolytope) vertex is stable before the norm computation. If an unstable system is found, the algorithm stops and returns the corresponding coordinate.
The polytope P init can be parameterised by the vectors ã or p. In the case of polytopic models, it is more appropriate to consider the uncertain domain represented in the (N 2 1)-dimensional space
The vector ã can be easily computed from a, just including the last entry as
The simplex is so named because it represents the simplest polytope in any given space with the lower number of vertices. The simplex in the d-dimensional space is a polytope with d þ 1 vertices (generalisation to d-dimensional spaces of the triangle in two-dimensional space and the tetrahedron in three-dimensional space). In the case of affine parameter-dependent models, it is more efficient to work in the uncertain parameter space parameterised by p than in the system matrix space parameterised by a. For d uncertain parameters, the first case corresponds to a hyperrectangle in the d-dimensional space, while the second case corresponds to a simplex in the (2 d 2 1) -dimensional space. The partition of P init in the BnB algorithm can be accomplished by several different ways. It is interesting to deal with a simplicial mesh because simplex is the simplest polytope with the lower number of vertices. This leads to lower computational times when computing the guaranteed costs and the norms over the polytope vertices. Another advantage came from the fact that any polytope can be exactly decomposed in a set of simplices by means of an operation known as triangulation. As already mentioned, the simplex is also the shape of the uncertain domain related to polytopic models. In the case of affine parameter-dependent systems, a triangulation technique is necessary to decompose a polytope with general shape in a set of simplices. The Delaunay triangulation is a good choice for this operation. The Delaunay triangulation maximises the minimum angle between edges over all possible triangulations to result in a set of 'well-shape' simplices. There is a close relationship between the Delaunay triangulation of a point set and the convex hull of the 'lifting transformation' [17] of these points in one higher dimension. So, algorithms to compute the convex hull in (d þ 1) dimensions can be used to compute the Delaunay triangulation in d dimensions. This is done in the MATLAB w function delaunayn( . ) that is based on the Quickhull algorithm [18] .
In order to refine the simplicial mesh, the simplices are split with a simplex edgewise subdivision technique based on an abacus model of a simplex introduced in Edelsbrunner and Grayson [19] . This technique allows to split a d-simplex into 2 d simplices. This is accomplished by adding a new vertex at the middle of each simplex arrow (the main difficulty in this procedure is in keeping the information about which vertices belong to a simplex). This technique has two advantages. First, all simplices achieved with the subdivision have the same volume, which guarantees that the volume tends to zero with successive subdivisions. Second, the number of congruence classes of simplices that result from successive refinements are limited to d!/2, which is the optimum value for simplex subdivision [20] . This feature means that this subdivision technique avoids creating degenerated simplices, that is, simplices with too small angles between edges, that operate in favour of the BnB algorithm convergence. It is interesting to mention that the bisection strategy, applied in previous works for the case of hyper-rectangles, does not guarantee a limited number of congruence classes for d . 2 when applied to simplex subdivision [20] . The combination of the Delaunay triangulation and the edgewise simplex subdivision allows the proposed approach to be applied in the case of uncertainty domain shape not constrained to the hyperrectangle case. It must be noted that the previous BnB algorithms in the control theory are not equipped to deal with regions different from hyper-rectangles.
5
Edgewise subdivision of a simplex
Based on the conceptual idea presented by Edelsbrunner and Grayson [19] , the formalisation of a general algorithm to implement the edgewise subdivision of a d-dimensional simplex in k d simplices is proposed here. The same notation used by Edelsbrunner and Grayson [19] is adopted here. Consider a d-simplex s defined as a sequence of d þ 1 points, P 0 , P 1 , . . . , P d , that are affinely independent in R d . Consider the notation
The edgewise subdivision of s in k d will be derived from the points P 0 , P 1 , . . . , P d and new points P x 1 x 2 . . .x k , as defined in (15) . The points that define each new simplex will be obtained from a matrix M [ N kÂ(dþ1) , called the colour scheme, whose entries are integer numbers in the range [0, d], called the colours, that represent the indices of the points P 0 , P 1 , . . . , P d . The ith column of M will define the point P x 0,i x 1,i . . .x k21,i of the new simplex. In the developed algorithm, the indices of the rows of M start with '0', instead of '1', as presented by Edelsbrunner and Grayson [19] . Consider x (n) i,j the entry of the ith row and jth column of the nth colour scheme, In the BnB algorithm, to compute the 1-guaranteed costs, only consider the edgewise subdivision with k ¼ 2. In this case, the edgewise subdivision will be accomplished by introducing one new point at the middle of each edge of the simplex P. These new points will provide the conditions to split P into 2 d new simplices. The problem solved by the presented algorithm is how to combine these points in higher dimensions.
Consider the subdivision of a tetrahedron. Passing to the algorithm the values d ¼ 3 and k ¼ 2, it returns 8 matrices, the colour schemes. Each matrix informs how to combine the four original vertices to generate each subtetrahedron. For example, the following colour scheme
indicates that the seventh subtetrahedron is defined by the set fP 01 , P 02 , P 03 , P 13 g, as shown in Fig. 1 , where the point P x 0,i x 1,i is computed by (15):
Complexity of the proposed polytope subdivision technique
The computational time required by the proposed approach depends on the uncertain space dimension, d, the system size, n, and the number of polytope vertices, N. The system size affects the guaranteed cost computations, with influence over the number of optimisation variables of the LMI-based formulations. In the case of LMI formulations based on parameter dependent Lyapunov functions, the computational time depends on the number of polytope vertices drastically. The number of vertices of the initial polytope related to affine parameter-dependent models affects only the first guaranteed cost computation because, after the decomposition of the polytope in a set of simplices by the Delaunay triangulation, the number of vertices is fixed as d þ 1. The uncertain space dimension, d, defines how many guaranteed cost computations are necessary for each iteration because it defines how many partitions are derived with the subdivision technique. The number of simplices generated by the simplex edgewise subdivision technique is equal to 2 d in (Table 1) . Both the Delaunay triangulation and the simplex edgewise subdivision may lead to a prohibitive computational cost for d ! 5 if the guaranteed cost computation is not fast enough, which happens in the case of higher-order systems combined with complex LMI formulations (a large number of decision variables). It is clear that the efficiency of the algorithm depends on the appropriate choice of the LMI-based analysis formulation, considering the trade-off between conservatism and complexity. 
Numerical illustrative examples
The following examples will be presented to illustrate the effectiveness of the proposed approach to compute H 2 and H 1 costs in the case of both continuous and discretetime systems. The LMI control toolbox for MATLAB w has been used in a Pentium IV 2.8 GHz, 1 GB RAM computer. The options [10 24 500 10 9 10 1] are used with the function mincx( . )
. For evaluating the efficiency of the proposed robust performance analysis approach, an exhaustive numerical comparison with LMI-based analysis formulations is considered here. For each pair (n, N), with n [ [2, 4] and N [ [2, 4] , 100 robustly stable polytopic systems are generated as follows: (i) the N polytope vertices are generated with matrices T and C y ¼ I; (ii) using the design procedure presented by Gonçalves et al. [14] a stabilising state-feedback controller that minimises the worst-case kT zw (z)k 2 is computed.
The following H 2 -guaranteed cost formulations are analysed: quadratic stability (QS), presented by Palhares et al. [1] ; Theorem 3 (T.3), presented by de Oliveira et al. [3] ; Lemmas 1 and 5 (L.1&5), presented by de Oliveira et al. [4] ; Lemmas 3 and 6 (L.3&6), also presented by de Oliveira [4] and Lemma 2 (L.2) presented by Xie et al. [7] . Table 2 presents the rate of success to compute the H 2 -guaranteed cost with the LMI-based approaches and the H 2 e-guaranteed cost computed with the BnB for e ¼ 0.01. Table 3 presents the average relative gap between each H 2 -guaranteed costs and the lowest one. The results in Table 2 show that all LMI-based formulations fail to compute the H 2 -guaranteed cost in several cases. For (n, N ) ¼ (4, 4), their rate of success are all ,50%. Note that the proposed approach computes the H 2 1-guaranteed costs with the prescribed accuracy for all 900 uncertain systems. In contrast with the proposed approach, Table 3 shows that the analysed LMI-based formulations alone do not provide accurate H 2 -guaranteed costs. In this example, for all combinations of the pair (n, N ), the BnB algorithm requires more computational time than the LMI-based formulations alone, but they are not prohibitive. For (n, N ) ¼ (4, 4) , the average computational time required by the BnB algorithm is 225.585 s.
To illustrate the branch operation, consider the system that demands more computational time (134.828 s) to compute the H 2 e-guaranteed cost for (n, N ) ¼ (3, 3) . This system is given by 3   7  7  7  7  7  7  7  7  7  7  7  7  7  5 In this case, all LMI-based analysis formulations fail to compute the H 2 -guaranteed cost. The number of necessary refinements on the polytope subdivision depends on the gradient of kT zw k q near the maximum points. This fact can be observed in Figs. 2 and 3 Lemma 5 (L.5) and Lemma 6 (L.6), presented by de Oliveira [5] . Table 4 presents the rate of success to compute the H 1 -guaranteed cost with the LMI-based approaches and the H 1 e-guaranteed cost computed with the BnB approach for e ¼ 0.01. Table 5 presents the average relative gap between each H 1 -guaranteed costs and the lowest one. Table 6 lists the normalised average computational times. The analysed LMI-based formulations alone achieve few results with accuracy ,1% but they also present low rate of success and low accuracy in some cases. Different from the H 2 case, besides the 100% of rate of success and the better accuracy, Table 6 shows that the proposed approach also requires less computational time than Lemmas 4 and 6 presented by de Oliveira et al. [5] in all considered situations. In Table 6 , the normalised average computational times are the average time of each approach, considering the 100 tests for each (n, N), divided by the maximum one. For (n, N) ¼ (4, 4) , the proposed analysis approach leads to the average computational time as 36.55 s.
Example 3: In this example, consider a control surface servo for an underwater vehicle presented by Leibfritz and Lipinski [21] . It included three uncertain parameters 
