ABSTRACT Object recognition in real-world environments is one of the fundamental and key tasks in computer vision and robotics communities. With the advanced sensing technologies and low-cost depth sensors, the high-quality RGB and depth images can be recorded synchronously, and the object recognition performance can be improved by jointly exploiting them. RGB-D-based object recognition has evolved from early methods that using hand-crafted representations to the current state-of-the-art deep learning-based methods. With the undeniable success of deep learning, especially convolutional neural networks (CNNs) in the visual domain, the natural progression of deep learning research points to problems involving larger and more complex multimodal data. In this paper, we provide a comprehensive survey of recent multimodal CNNs (MMCNNs)-based approaches that have demonstrated significant improvements over previous methods. We highlight two key issues, namely, training data deficiency and multimodal fusion. In addition, we summarize and discuss the publicly available RGB-D object recognition datasets and present a comparative performance evaluation of the proposed methods on these benchmark datasets. Finally, we identify promising avenues of research in this rapidly evolving field. This survey will not only enable researchers to get a good overview of the state-of-the-art methods for RGB-D-based object recognition but also provide a reference for other multimodal machine learning applications, e.g., multimodal medical image fusion, audio-visual speech recognition, and multimedia retrieval and generation.
I. INTRODUCTION
The task of object recognition is to recognize an object as being a member of a class. In other words, given a set of possible class labels and an object to classify, the object recognition task is to assign one of the labels to the object. Object recognition in real-world environments is a fundamental and important task in computer vision, robotics, etc. It can assist semantic scene understanding [1] - [4] , scene labeling [5] - [8] , object grasping [9] - [12] , etc. Due to its usefulness, object recognition has received significant consideration in computer vision and robotics communities [13] - [15] .
The associate editor coordinating the review of this manuscript and approving it for publication was Yu Zhang. Various works have achieved exciting results on several RGB-based object recognition challenges [16] - [18] and it is currently a relatively mature research area. However, there are several limitations for object recognition using only RGB information in many real-world applications, because it projects the 3D world into a 2D space and leads to inevitable data loss. Meanwhile, the appearance of objects change significantly with variations in viewpoint, illumination and occlusions. To amend those shortcomings, using depth images as a supplementary is a plausible way.
In recent years, RGB-D sensors, e.g. Microsoft's Kinect, Asus's Xtion PRO, Intel's RealSense, have been introduced to provide high quality depth images [19] . They have been widely used in our daily life because they are inexpensive, independent of complicated hardware, and widely supported by open source software. The depth information has many extra advantages, being invariant to lighting and color variations, allowing better separation from background and providing pure geometry and shape cues [20] , [21] . Therefore, combing the information from the RGB and depth modalities can improve the performance of object recognition dramatically. Although RGB-D data provides rich multimodal information to depict an object, how to effectively represent each modality and fuse the two modalities remains an open problem [22] .
Many successful RGB-D object recognition methods have been proposed. Early works mainly focused on the design of hand-crafted features in RGB-D image descriptors [19] . The hand-crafted features, such as SIFT [23] and spin images [24] , extracted from RGB and depth modalities have been studied in detail. However, the hand-crafted features are often dataset-specific and require a strong understanding of domain-specific knowledge [25] . To reduce the dependency on hand-crafted features, traditional machine learning-based features, e.g. hierarchical matching pursuit (HMP) [26] , single-layer convolutional operators [22] , [27] have been proposed in a data-driven fashion for RGB-D object recognition.
Recently, deep learning, has shown its power in representation learning using architectures consisting of multiple non-linear transformation layers [28] - [30] . Particularly, due to the recent development of large public image repositories such as ImageNet [31] and high-performance computing systems such as graphics processing units (GPUs), CNNs have become extremely popular [32] - [34] . Many successful CNN architectures, e.g. AlexNet [35] , VGGNet [36] , GoogleNet [37] , ResNet [38] , DenseNet [39] , have been proposed and extensively applied to various vision tasks. Meanwhile, due to their strong abilities in image characterization, CNNs have researched their points to solve RGB-D object recognition problems and proven to perform excellently [5] , [40] - [42] . Discriminative features can be extracted independently from the RGB and depth modalities by taking advantage of CNNs, and the features of the two modalities are fused and fed to a classifier for recognition. A general framework of MMCNNs based RGB-D object recognition is shown in Fig. 1 .
In the MMCNNs based methods, training data deficiency and multimodal fusion are two key issues and challenges.
(1)Training data deficiency The number of RGB-D datasets, especially labeled data, is much more scarce compared to the RGB images, and it makes the training of data-hungry algorithms such as CNNs unfeasible. To solve this problem, the most common strategy is to use an off-the-shelf CNN architecture pre-trained on ImageNet and fine-tune it using the labeled RGB-D dataset [40] , [43] . This can be considered as a supervised method. While initializing an RGB network from a pretrained network is straight-forward, using such a network for processing depth data is not the case because of the different color distributions between two modalities. An effective strategy is the transfer learning across modalities which employs an encoding method for the depth images such that the encoded depth images closely emulate the distribution of the corresponding RGB images [44] , [45] . Besides, to leverage a small set of labeled data and large amount of unlabeled data, more and more semi-supervised and weakly-supervised based methods were proposed and had been proved to be very powerful for RGB-D object recognition [46] , [47] .
(2)Multimodal fusion Multimodal fusion is an active research topic in multimedia and has benefited a diversity of applications [48] , [49] . Analysis techniques for multimodal data fusion have been investigated by the research communities for a long time [49] - [56] . For example, Liu et al. [54] established a projective dictionary learning framework for weakly paired multimodal data fusion. Zhou et al. [55] , [56] presented a three-stage deep feature learning and fusion framework and a multiview latent space learning framework with feature redundancy minimization. Generally, the mulitimodal data can be classified to incomplete and completed data. For the incomplete multimodal data, some modalities are often missing or incomplete. Thung et al. [57] proposed a multi-task deep learning method for multi-stage diagnosis of Alzheimer disease with incomplete multimodal data. Zhu et al. [58] put forward a maximum mean discrepancy based multiple kernel learning method for incomplete multimodal neuroimaging data. Huang et al. [59] proposed a multi-label conditional restricted Boltzmann machine (ML-CRBM), which handled modality completion, fusion, and multi-label prediction in a unified framework. This paper focuses on the RGB and depth modalities which can be considered as complete multimodal data. In the literature, early fusion and late fusion are the two most popular fusion schemes [50] , [52] , [60] in complete multimodal data fusion. Early fusion, also known as feature fusion, integrates data from different modalities before being passed to a classifier. While the late fusion, also known as decision fusion, integrates the responses obtained after individual features learning the model for each descriptor at the last stage. In this survey, we categorize the RGB and depth fusion into early fusion and late fusion, and further refine the early fusion into convolutional layer fusion and fullyconnected layer fusion depending on the stage of feature fusion. VOLUME 7, 2019 Although RGB-based object recognition has been studied extensively and there are many surveys or reviews in this domain [61] - [63] , there are relatively fewer surveys on RGB-D-based object recognition, especially based on CNNs. The surveys most closely associated to this work are those presented in [64] - [68] . These surveys covered related themes but came with certain limitations. The surveys in [64] - [67] mainly focused on hand-craft feature representations. For example, [64] , [65] centered on local descriptors for 3D object recognition. The work in [66] , [67] surveyed 3D features especially keypoint-based methods from 3D point clouds for RGB-D object recognition. Ioannidou et al. [68] presented a survey on deep learning with 3D data in computer vision. However, the focus is not specific to RGB-D object recognition and more details are needed.
To the best of our knowledge, the present survey is the first comprehensive study on MMCNNs based RGB-D object recognition. The large body of work on CNNs based RGB-D object recognition besides the lack of such an extensive study on state-of-the-art techniques prompts us to review the recent advances in this domain. This survey is developed in a problem-oriented pattern and provides an insightful analysis on the solutions to training data deficiency and multimodal fusion strategies in MMCNNs for RGB-D object recognition. To this end, the proposed methods are broadly categorized into supervised and semi-supervised schemes considering the label of the training data. Furthermore, we analysis the multimodal fusion strategies and categorize them into early fusion and late fusion considering the fusion level. Meanwhile, the influence of different depth encoding methods, different CNN models and different multimodal fusion strategies on the performance are analyzed. Compared to the former surveys, this survey covers the most recent and advanced work on MMCNNs based RGB-D object recognition and provides the readers with the state-of-the-art methods.
Rest of the paper is organized as follows: Section II briefly reviews the hand-crafted feature based methods and the traditional feature learning based methods in the early RGB-D based object recognition. Meanwhile, the MMCNN based methods are introduced briefly. Section III presents a detailed survey on MMCNNs based methods through supervised learning. Section IV reviews the MMCNNs based methods through semi-supervised learning. In Section V, recently published RGB-D object recognition datasets are introduced along with the comparative results and discussion. We discuss several promising avenues for achieving further progress in Section VI. Finally, concluding remarks are made in Section VII.
II. RGB-D BASED OBJECT RECOGNITION
There are two main procedures in RGB-D object recognition, namely object feature representation and object classification. Compared with object classification, object feature representation affects the performance of the object recognition system significantly because real-world objects usually suffer from large intra-class discrepancy and inter-class affinity.
A variety of methods have been proposed for RGB-D object representation and they can be mainly classified into three categories: hand-crafted feature based methods, traditional feature learning based methods and MMCNNs based methods.
A. HAND-CRAFTED FEATURE BASED METHODS
Earlier work utilized hand engineered features for both RGB and depth modalities. These features are fused and fed into classifiers along with their labels for the recognition task [65] . The features extracted from the RGB modality, e.g. Scale Invariant Feature Transform (SIFT) [23] , [25] , Speeded Up Robust Features (SURF) [69] , Histograms of Oriented Gradients(HOG) [70] , have been studied in detail and widely used in the RGB-based object recognition [16] . The features extracted from the depth modality are mainly 3D shape descriptors over 3D point cloud [71] such as spin images [24] , 3D Shape Context(3DSC) [72] , Rotation Invariant Feature Transform (RIFT) [73] , Point Feature Histograms (PFH) [74] , Point Pair Feature (PPF) [75] , Signature of Histograms of Orientations(SHOT) [76] , etc.
Lai et al. [77] introduced a well-known Washington RGB-D dataset and made a baseline for RGB-D object recognition. In their work, they extracted many hand-crafted features, e.g., SIFT, color histograms, texton histogram, mean and standard deviation of color channels from RGB modality, and spin image, 3D bounding box from the depth modality. These features are combined with efficient match kernel (EMK) [78] . Then, the fused features are reduced using principal component analysis (PCA) and fed to three classifiers, i.e., linear support vector machine (LinSVM), Gaussian kernel SVM (kSVM) and random forest (RF) for performance comparison. Experiments showed that the proposed features with kSVM performed best. On this basis, Lai et al. [79] proposed a sparse instance distance learning (IDL) with regularization to provide a distance measure for evaluating the similarity of all views of a particular object. Comparative results showed that the IDL-based method outperformed the exemplar-based local distance method [77] . Paulk et al. [80] extracted nine color-based features from RGB channel, three geometric features and one volumetric feature from depth channel. The multimodal features were concatenated directly and fed to AdaBoost, SVMs and ANN for comparative studies. Browatzki et al. [81] extracted four 2D descriptors from the RGB images, namely, SURF [69] , pyramids of histograms of oriented gradients (PHOG) [82] , self-similarity feature (SSF) [83] and CIELAB color histograms, and four 3D descriptors from the depth images, namely, 3DSC [72] , depth buffer [84] , shape-index histograms (SIH) [85] and shape distributions [86] . Then a bag-of-words (BoWs) representation was utilized to transform the local features into a global descriptor and multiple SVMs learnt on separate features were fused through multilayer perception for classification. Liu et al. [87] calculated the features of compactness, symmetry, global convexity, uniqueness, smoothness from the contour-based images (2D) and point cloud data (3D), respectively. Then the five 2D shape features and five 3D shape features were concatenated and fed into SVM for classification.
Kernel descriptors [88] - [91] learn patch level or image level features based on kernels and they were successfully used in RGB-D object recognition. Bo et al. [88] presented a kernel descriptor method which combines three RGB kernels (color, gradient and LBP) and five depth kernel (size kernels, kernel PCA, spin kernels, gradient kernels and LBP kernels) to capture different recognition cues. They used pyramid EMK [78] to aggregate local kernel descriptors into objectlevel features and a LinSVM was utilized for recognition. Based on this, Bo et al. [92] proposed hierarchical kernel descriptors (HKD) that applied kernel descriptors recursively to form image-level features and thus provided a conceptually simple and consistent way to generate image level features from pixel attributes.
3D shape descriptors have been widely studied and used in RGB-D object recognition [66] , [67] , [93] , [94] . Yu et al. [95] proposed hierarchical sparse shape descriptor (HSSD), which learnt shape primitives in multiple hierarchies from the dataset. They achieved this by transforming spin image and fast point feature histograms (FPFH) [96] into filter-pooling framework to generalize them for learning shape representation. Redondo-Cabrera et al. [97] proposed an approach to recognize object categories using quantized 3D spatial pyramid matching kernels (3D SPMK) in point clouds. In their work, the 3D SURF local descriptors [98] were extracted and quantized to 3D visual words by K-means. Then a LinSVM was utilized for object recognition. Logoglu et al. [99] proposed two spatially enhanced local 3D descriptors for object recognition tasks, namely, histograms of spatial concentric surflet-pairs (SPAIR) and colored SPAIR (CoSPAIR). Then the query descriptors were matched and a majority vote classifier [100] was utilized for classification. Experiments demonstrated that the introduced CoSPAIR descriptor outperformed the stateof-the-art descriptors in both category-level and instancelevel recognition tasks.
A summary of hand-craft feature representations combing classifiers for RGB-D object recognition is shown in Table 1 .
B. TRADITIONAL FEATURE LEARNING BASED METHODS
Although hand-crafted features could boost object recognition accuracy, the feature design process requires a strong understanding of domain-specific knowledge and the features should be re-designed for new data types. Another shortcoming for hand-crafted features is that they only capture a subset of features from raw data that are discriminative for object recognition and other useful cues are ignored during feature design [43] . To reduce the dependency on hand-crafted features, several feature learning based methods which learn features from raw data directly have been proposed for RGB-D object recognition.
Hierarchical matching pursuit (HMP) [26] is an unsupervised feature learning method which learns dictionaries VOLUME 7, 2019 over image and depth patches via K-SVD [101] to represent observations as sparse combinations of codewords. With the learnt dictionary, feature hierarchies are built from scratch, layer by layer, using orthogonal matching pursuit and spatial pyramid pooling. Bo et al. [102] used a two-layers HMP to learn features from RGB, gray, depth, and surface normals channels. Then, the features were concatenated and fed to a LinSVM for training and classification.
PCA and their variants are powerful tools for unsupervised feature learning techniques from possibly high-dimensional data set and have been widely used in RGB-D object recognition. Chen et al. [103] treated the RGB-D data as a quaternion signal and proposed an algorithm for RGB-D object recognition based on bi-directional 2D kernel quaternion principal component analysis [104] and quaternion representation (QR) [105] . Sun et al. [106] proposed an RGB-D object recognition method combing PCA and canonical correlation analysis (CCA). In their work, two stages of cascaded filter layers, one layer learnt features by PCA and another layer maximized correlation by CCA, were constructed and followed by binary hashing and block histograms. Experiments proved that the introduced method was efficient and accurate.
Single-layer convolutional operators were also widely used in learning low level features from RGB and depth modalities in an unsupervised fashion. Blum et al. [27] proposed a convolutional k-means descriptor (CKM) to learn meaningful local feature description automatically. They calculated the features response, accumulated them into feature histograms and utilized a LinSVM for object recognition. Similarly, Cheng et al. [22] proposed a convolutional Fisher kernel (CFK) method for RGB-D object recognition. They learnt convolutional features from RGB and depth modalities via a single-layer CNN, utilized Gaussian mixture models (GMMs) to model the feature distribution, and exploited Fisher kernel encoding [107] to generate image-level feature vector. Last, two LinSVMs were separately trained for the RGB and depth modalities, and the combined scores were used to predict the category. Li et al. [108] applied multiple scales of filters coupled with different pooling granularities, and utilized color as an additional pooling domain to reduce the sensitivity to spatial deformations. Cheng et al. [109] extracted a 128-dimensional convolutional descriptor [110] from RGB modality and a 200-dimensional kernel descriptor consisting of the gradient kernel and LBP kernel from depth modality [88] . These descriptors were converted to a 256-dimensional feature vector by PCA. A query adaptive similarity measurement (QASM) and a learning-tocombination strategy were proposed to balance the RGB and depth cues, and majority vote classifiers [100] were used for recognition.
A summary of traditional feature learning based methods for RGB-D object recognition is shown in Table 2 .
C. MMCNNS BASED METHODS
Due to their powerful representational capacities, CNNs have taken the place of traditional feature learning methods and have been considered to be mainstream approaches to RGB-D object recognition. More and more MMCNNs based methods were proposed and have achieved exciting results. According to whether the training examples are labeled or unlabeled, the machine learning methods are broadly categorized into supervised, semi-supervised and unsupervised methods [29] , [111] . The CNNs based object recognition methods often depend on a great deal of labeled data to train the model in a supervised way. To circumvent the burdensome labeling task, semi-supervised RGB-D object recognition methods have been proposed. Although, many methods such as auto-encoder (AE) are widely used to learn deep features in an unsupervised fashion [112] , [113] , the classifier should still be trained using the labeled data in a supervised way. Essentially, these methods are still supervised methods. To the best of our knowledge, there is no real unsupervised method to solve the RGB-D object recognition problem.
1) SUPERVISED LEARNING BASED METHODS
In the supervised learning methods, an RGB-CNN and a Depth-CNN are constructed, or two off-the-shelf CNNs are fine-tuned based on the labeled RGB and depth data. Then, a multimodal fusion strategy is adopted to fuse the two modalities and finally a classifier is trained for recognition. An overall structure of supervised MMCNNs for RGB-D object recognition is shown in Fig. 2 . Overall, most of state-of-the-art works were based on the off-the-shelf CNNs pre-trained on ImageNet except for the work [43] , [114] , [115] in which CNNs were newly designed and trained. The reasons to utilize the off-the-shelf CNNs are two folds. First, the number of sufficiently scaled training datasets of depth images is much more scarce compared to the color images. Second, it has been proven that off-the-shelf CNNs can be utilized to address different tasks in computer vision by fine-tuning to a new dataset [116] - [118] . To leverage a pre-trained CNN, the RGB modality needs no further processing because it follows a specific input distribution as that of natural camera images. However, the depth images have to be transferred to the RGB domain to benefit from the features learnt in the off-the-shelf CNNs which were pretrained on RGB images. More detailed descriptions of supervised MMCNNs for RGB-D object recognition are shown in Section III.
2) SEMI-SUPERVISED LEARNING BASED METHODS
Although supervised learning based CNNs have so far made great progresses in this domain, they still suffers a lot from lack of large-scale manually labeled RGB-D data. Labeling large-scale RGB-D dataset is an expensive, time-consuming and boring task, because they require the efforts of experienced human annotators. Thus it is necessary to develop a new effective training framework for deep learning to benefit from the massive unlabeled RGB-D data. To address this problem, a natural idea is to incorporate the conventional semi-supervised learning methods into the deep learning framework. An overview of semi-supervised learning based MMCNNs for RGB-D object recognition is shown in Fig. 3 .
An RGB classifier and a depth classifier are trained to model the two modalities using the limited labeled training sets. Then, the trained classifiers are applied to predict the examples from the unlabeled training sets (U ). The most confidently predicted instances of each class by the two classifiers are transferred from unlabeled training sets to labeled training sets (L) for the next round training. The algorithm runs until it reaches the maximum number of iteration or the unlabeled pool is empty. More detailed descriptions are shown in SectionIV.
3) MULTIMODAL FUSION STRATEGIES
The underlying motivation to use multimodal data is that complementary information yields a richer representation that could be used to produce much improved performance compared to single modality. The multimodal fusion research communities have achieved substantial advances [49] . The fusion of different modalities is generally performed at two levels, namely early level (or feature level) fusion and late level (or decision level) fusion [50] , [52] , [60] .
(1) Early level fusion In the early fusion approach, the RGB and depth features are extracted from two separate CNNs. Then the features from the two modalities are fused to meet the requirements for a deeper understanding of the captured information. The early level fusion is advantageous in that it can utilize the correlation between multiple features from different modalities at an early stage which helps in better task accomplishment. An overview of early level fusion in RGB-D object recognition is shown in Fig. 4 . (2) Late level fusion Late level fusion refers to the aggregation of decisions from multiple classifiers, each trained on separate modalities. This fusion architecture is favored because errors from multiple classifiers tend to be uncorrelated and it is feature independent. In the late level fusion, the final object recognition decision is performed by combining the classification probabilities of different complementary CNN-based RGB-D object recognition models. Compared with the early level fusion, the late level fusion is much easier because the classification probabilities of different complementary in semantic stage usually have the same representation. An overall architecture of late level fusion in RGB-D object recognition is shown in Fig. 5 . 
III. SUPERVISED LEARNING BASED MMCNNS FOR RGB-D OBJECT RECOGNITION
Among the MMCNNs based RGB-D object recognition methods, the most common one is to utilize two off-theshelf CNN architectures pre-trained on ImageNet and finetune them using the labeled RGB-D dataset in a supervised fashion. To this end, no further processing is required for the RGB modality, but the depth modality is often encoded as a rendered RGB image to emulate the distribution of the corresponding RGB images.
A. DEPTH ENCODING
Recent work have focused on transferring the knowledge of the CNN models pre-trained on ImageNet to extract discriminative features from depth images [119] , [120] . Many depth encoding methods were proposed which can be grouped into two categories, namely, hand-crafted encoding methods and learning based encoding methods
1) HAND-CRAFTED BASED DEPTH ENCODING METHODS
The hand-crafted based methods are very popular because they are intuitive and easy to be implemented. Many handcrafted mappings were proposed to colorize depth data and obtained impressive improvements especially over the Washington RGB-D object dataset [77] .
(1) Surface normals Within the RGB-D classification literature, surface normals [102] is the most widely used encoding method.
Bo et al. [102] first converted the depth map to surface normals and then re-interpreted it as RGB values. Due to the inherent noisiness of the depth channel, such a direct conversion results in noisy images in the color space. To address this issue, Akerberg et al. [121] modified it with recursive median filter and bilateral filter.
(2) ColorJet ColorJet is a simple color mapping method by assigning different colors to different depth values. It was first introduced in RGB-D object recognition by Eitel et al. [40] . In ColorJet, the original depth map is firstly normalized 0-255 values. Then the colorization works by mapping the lowest value to the blue channel and the highest value to the red channel. The value in the middle is mapped to green and the intermediate values are arranged accordingly. To increase invariance of the generated images against camera pitch angle changes, Schwarz et al. [119] improved the ColorJet model by an optional re-projection step in a coordinate system.
(3) HHA HHA was first introduced by Gupta et al. [122] for RGB-D object detection and segmentation. HHA is a mapping method in which the first channel encodes the horizontal disparity, the second channel encodes the height above ground and the third channel encodes the pixel-wise angle between the surface normal and the gravity vector. Horizontal disparity calculates the difference between the images of the left and right camera, which helps to understand the closeness of objects from the camera. Height above the ground depicts the possible positions of objects in the scene concerning the ground plane. The angle quantifies the shape of object in the scene. The HHA representation encodes properties of geocentric pose that emphasize complementary discontinuities in the image (depth, surface normal and height). This embedding method is strictly geocentric and such information is not always available in object-centric recognition [120] .
(4) Embedded depth Embedded depth method was first proposed by Zaki et al. [120] . This method takes the shape information into the depth embedding. In embedded depth method, a single channel depth map is convoluted by vertical and horizontal Prewitt kernels. Then the gradient magnitude G m and gradient direction G θ are calculated, respectively by:
where G x and G y are the vertical and horizontal derivative of depth image. Last, the three-channel depth map is constructed as the concatenation of the original single channel depth map with the gradient magnitude and direction maps. It's worth mentioning that the depth modality can be encoded by a certain encoding method or by a combination of the encoding methods. For example, Rahman et al. [123] utilized both surface normals and ColorJet methods to encode the depth images. Aakerberg et al. [124] encoded the depth modality by combing the surface normals, ColorJet and fine-tuning of the surface normals in an ensemble learning framework.
2) LEARNING BASED DEPTH ENCODING METHODS
Although hand-crafted depth encoding methods perform well in specific RGB-D datasets, they are sub-optimal because one has to make strong assumptions on what information, and up to which extent, should be preserved in the transfer learning towards the RGB modality. To overcome these shortcomings, learning based depth encoding method was proposed recently inspired by recent work on colorization of gray scale photographs [125] - [127] .
Carlucci et al. [128] proposed a deep network architecture termed as ''Deep Depth Colorization'' ((DE) 2 CO), to map the depth images to RGB images by exploiting a residual paradigm. The (DE) 2 CO method takes advantage of the residual approach and learns how to map between the two modalities by leveraging over a reference database for any given architecture. Experimental results proved that the proposed method outperformed the ColorJet and HHA. An overview of the (DE) 2 CO colorization network is shown in Fig. 6 . Different depth encoding methods are summarized in Table 3 . 
B. EARLY LEVEL FUSION
Most of state-of-the-art works in this domain adopted early level fusion strategy because the features extracted from CNN are discriminative and easy to be fused. SanchezRiera et al. [60] argued that early fusion outperformed the late fusion in RGB-D based hand gesture recognition and object recognition. The early level fusion can be further categorized into fully-connected layer fusion and convolutional layer fusion based on the stage of feature fusion.
1) FULLY-CONNECTED LAYER FUSION
The advantage of using fully-connected layer fusion lies that features extracted from fully-connected layer carry rich semantic information [116] which are crucial in image classification [134] , [135] . Also, they are easily to be fused before feeding to a softmax classifier in an end-to-end fashion.
(1) Concatenated fusion Of the various ways of fully-connected layer fusion, a straightforward approach is to concatenate the fullyconnected layers of the RGB and depth modalities directly. A representative work in this point was presented by Eitel et al. [40] . In their work, two CaffeNets [136] pretrained on ImageNet were fine-tuned using the RGB and depth images (Encoded by ColorJet [40] and HHA [122] , respectively) in the RGB-D dataset. After that, the two fc7 layers were concatenated and merged into a fusion network. Then the fusion network was further trained by a softmax classifier for recognition. Extensive experimental results demonstrated the accurate performance of the introduced approach in the task of recognizing objects in noisy scenes. An Overall architecture of RGB-D object recognition proposed by Eitel et al. [40] is shown in Fig. 7 . Most of the follow-up works were proposed inspired by Eitel et al.'s work [40] . There are four main differences:
-Different CNN architectures -Different depth encoding methods -Different fully-connected layers -Different classifiers Wang et al. [132] fine-tuned two CaffeNets [136] using the RGB and depth images which was similar to [40] . However, the depth images were encoded using HHA [122] and the features from the first fully-connected layer (fc6) were concatenated to train a LinSVM for classification. They also carried a comparative study by concatenating the second fully-connected layer (fc7), and results indicated that using fusion features from fc6 layer outperformed the fc7 layer fusion.
To increase the invariance of the generated images against camera pitch angle changes, Schwarz et al. [119] preprocessed the RGB images by a fading operation, incorporated the depth images by rendering objects from a canonical VOLUME 7, 2019 FIGURE 8. Overall architecture of RGB-D object recognition proposed by Schwarz et al. [119] .
perspective and colorized the depth channel according to distance from the object center. Two pre-trained CaffeNets [136] were utilized to extract the features from the RGB and depth modalities respectively. The last two fully-connected layer layers (fc7 and fc8) were combined and fed to a LinSVM for classification. Experiments proved that although the fc7 and fc8 layers were connected before modality fusion which produced a larger features in each modality, the result was worse than single fc7 fusion [40] . An overall architecture proposed by Schwarz et al. [119] is shown in Fig. 8 .
Aakerberg et al. [121] used VGG-16 architecture [36] for RGB stream and CaffeNet [136] for depth stream. The two networks were fine-tuned and the fc7 layer of CaffeNet and the second fully-connected layer of VGG-16 (fc7) were fused and a softmax classifier was trained for recognition. Experimental results showed that the recognition accuracy increased 6% compared with Eitel et al.'s work [40] . Carlucci et al. [128] adopted the same network as [121] to model RGB and depth modalities but the depth stream was encoded by a colorization network architecture as depicted in Fig. 6 . Comparative results showed that the introduced depth encoding method using deep network outperformed the ColorJet [40] and HHA [122] .
To fully exploit the discriminate features of depth modality, Rahman et al. [123] utilized both surface normals [102] and ColorJet [40] methods to encode the depth modality, and proposed a three-streams MMCNNs based deep network architecture (GoogLeNet [37] for RGB stream and CaffeNet [136] for both depth streams), as shown in Fig. 9 . The last fullyconnected layers of the three CNNs were removed and a new fully-connected layer named RGB-FC was added in the RGB stream. After that, a concatenation layer was added to combine all the stream networks followed by a softmax layer for final classification. Experiments proved that combining two depth encoding methods performed better than one single depth encoding method.
To design a more robust model to extract features from the depth images, Aakerberg et al. [124] improved Eitel et al.'s work [40] by using ensemble learning. In their work, depth values were encoded by surface normal [102] , ColorJet [40] , and fine-tuning of the surface normals. The softmax probabilities of CNNs were weight averaged to create the final prediction:
where softmax(i) is the softmax score vector of each depth-CNN and a i is the weight of the ith depth model. They proved that forming an ensemble by combining the softmax probabilities increased the recognition performance compared to using a single baseline model. To enhance the object recognition performance, Zhou et al. [129] adopted a deeper CNN architecture, DenseNet-121 [39] , to model the RGB and depth modalities. To retrain the modal, they proposed a multimodal selfaugmentation and adversarial network (MSANet) to augment the RGB and depth data while keeping the annotations, as shown in Fig. 10 . In their work, a series of transformations were leveraged to generate class-agnostic examples for each instance and two pre-trained DenseNets-121 were fine-tuned based on the self-augmented RGB and depth instances (Encoded by surface normals). Meanwhile, they trained an adversarial occlusion neural network (AONN) on a feature map space in which the self-augmented instances were processed by projecting the generated mask to generate hard positive examples. Then the MSANet-RGB and MSANet-Depth were concatenated via discarding their own classification layers and fed into a softmax for classification. Experimental results indicated that the MSANet achieved 94.2% top-1 test accuracy on the Washington RGB-D object dataset. Also, they proved that the MSANet could be adopted in other CNNs, e.g. AlexNet, VGG-16 and ResNet-101, and a plausible improvement can be obtained.
(2) Multimodal sharable and modality-specific fusion The aforementioned methods connect the features from RGB and depth modalities directly. The major shortcoming is that the relation between the two modalities is ignored and the complementary nature of the modalities cannot be fully exploited. Also, it leads to very large input vectors that may contain redundancies. To address these problems, an alternative method is to fuse the fully-connected layer in a multimodal sharable and modality-specific fashion.
Wang et al. [114] proposed a multimodal fusion layer that used matrix transformations to explicitly enforce a common part to be shared by features of different modalities while retaining modality-specific learning. In their work, a CNN architecture which was very similar to the AlexNet [35] except for the number of kernels in convolutional layers was constructed, as shown in Fig. 11 . The network was pre-trained on ImageNet and fine-tuned using the Washington RGB-D dataset [77] . After that, the second fully-connected layers (fc7) of the two modalities were extracted and fed into a multimodal feature learning framework to exploit the modalityspecific and modality-common features, as shown in Fig. 12 . Experiments proved that the shared common patterns and modal-specific patterns of different modalities increased the recognition accuracy by 4% compared with simply connecting the two fully-connected layer. Their follow-up work [130] was similar to [114] in learning correlated and individual features expect that they utilized a deeper network, ResNets-50 [38] to extract features. Experimental results proved that the deeper network further increased the recognition accuracy.
Canonical correlation analysis (CCA) [137] - [140] is a powerful statistical technique to find linear mapping that maximizes the cross-correlation between two feature sets.
In their follow-up work, Wang et al. [43] adopted the same CNN architecture as proposed in [114] to extract features and utilized CCA to maximize the correlations of RGB and depth features as well as force the distance between same-class objects to be small and the distance between different-class objects to be large. Experiments proved that the CCA-based method further improved the recognition accuracy compared with the matrix transformation-based method [114] .
Motivated by the success of reconstruction independent component analysis (RICA) in object recognition task [141] , Jin et al. [142] utilized RICA to learn partially commonsemantic learning (PCSL) features which were assumed to be composed of some specific latent factors for RGB and depth modalities and partially common latent factors shared across both modalities. Specifically, two pre-trained CaffeNets [136] were fine-turned using the labeled RGB-D dataset and the second fully-connected layers (fc7) were utilized to learn compact latent representations by RICA. Last, a LinSVM classifier was employed for object recognition. Experiments indicated that the concatenation of specific and common semantic content could jointly exploit consistency and complementary properties of RGB and depth modalities. An overview of Jin et al.'s work [142] is shown in Fig. 13 .
2) CONVOLUTIONAL LAYER FUSION
Recent studies proved that there were several inherent advantages of the convolutional layers [143] . First, the activations of the convolutional layers contain more spatial information. Second, the convolutional features can be extracted from an image of any size and aspect ratio. Third, it has been proved that the convolutional layers also contain a degree of semantically meaningful features [144] . For example, Liu et al. [145] exploited CNNs with deeply local description for remote sensing image classification and proved that deeply local descriptors outperformed the features extracted from fully connected layers. Owing to these promising advantages, many recent studies have shifted to fully exploit the benefits of the convolutional layers for RGB-D object recognition.
Socher et al. [146] proposed a deep feature learning model combing convolutional and recursive neural networks (CNNRNNs). A single CNN layer [147] learnt low-level features from the RGB and depth modalities. Then these features were average pooled and assembled by multiple RNNs [148] with fixed tree structure to construct high order representation. The RNN descriptors extracted from each modality were merged and fed to a joint softmax for classification. Experimental results proved that the CNN-RNN model outperformed a two-layers CNN. An overall framework of CNN-RNN model is shown in Fig. 14 .
After the work of Socher et al. [146] , many improved methods were proposed. Bai et al. [113] improved Socher's work by proposing a subset based sparse auto-encoder to learn low-level features from RGB and depth modalities and improved the performance. Yin et al. [149] also adopted a single CNN layer to learn low level features, but the fusion took place in an earlier stage. In their work, a single CNN layer [147] and average pooling strategy were utilized to learn low-level features from the RGB and depth modalities. Then the low-level features were fused in a united feature map and input to another CNN layer to extract high level features. Last, a kernel extreme learning machine (KELM) [150] , [151] was trained for classification. Comparative results showed that the VOLUME 7, 2019 proposed method outperformed the CNN-RNN model [146] . An overall framework by Yin et al. [149] is shown in Fig. 15 . [149] by leveraging a local receptive field extreme learning machine (LRF-ELM) [153] in which the links between input and hidden layer nodes were sparse and bounded by corresponding receptive fields to extract low level features in each modality. Then the features of each modality were concatenated and fed into another LRF-ELM to extract high-level features for recognition. An overview of Liu's multimodal ELM-LRF model is shown in Fig. 16 .
Liu et al. [152] improved Yin et al.'s work
The aforementioned methods extracted low-level features based on a single-layer CNN, and used either multiple RNN [146] or another single-layer CNN [149] , [152] to learn high-level features. Different from these methods which used shallow neural networks, Carlucci et al. [154] utilized CaffeNet architecture [136] in two different ways to modal the RGB and depth modalities. Specifically, the CaffeNet for RGB modality was trained on ImageNet named as ''CaffeImageNet''. Instead, the CaffeNet for depth modality was trained using a synthetic depth dataset (VANDAL dataset which contains 4.1 million synthesized depth images) named as ''DepthNet''. Then the fifth convolutional layer (Conv5) were combined and fed into a multi-kernel learning classifier [155] for recognition, as shown in Fig. 17 . Experimental results indicated that the features fusion in the Conv5 layer was better than in fc6 and fc7.
To fully exploit the convolution layer feature, Zaki et al. [133] proposed a deeply supervised multimodal embedding (DSMME) model. To be specific, they used a pretrained CNN-M [156] as the backbone network to initialize both the RGB and the embedded depth streams. The activations of the feature extractors for both streams were combined in a cross modalities fashion via a bilinear operation [157] at various feature scales. The resultant shared representation at each network branch was passed to an independent softmax classifier for multi-scale joint deeply supervised learning. Then the last normalized fully-connected bilinear activation was extracted and the dimensionality was reduced using PCA. Last, an ELM was utilized as the multi-class classifier for object recognition [150] . An overview of DSMME model is shown in Fig. 18 . Loghmani et al. [131] utilized two streams of pre-trained ResNet-18 [38] to process the RGB and depth modality (Encoded by surface normals), and the volumetric features were extracted at different convolutional levels. Then the volumetric features were individually transformed into a vector through projection blocks consisting of two convolutional layers and a global max pooling layer. RGB-D features extracted from different levels were sequentially fed into an recurrent neural network (RNN) to produce a descriptive and compact multimodal feature. Last, the output of the RNN was used by the softmax classifier for the final prediction. Experimental results showed that the multi-level feature fusion method outperformed the single-level feature fusion method. An overall framework of Loghmani's recurrent convolutional fusion (RCFusion) is shown in Fig. 19 .
C. LATE LEVEL FUSION
Most of RGB-D object recognition methods leverage early fusion because it can utilize the correlation between multiple features from different modalities at an early stage which helps in better task accomplishment [158] . However, the features should be represented in the same format before fusion. Unlike early level fusion, the decisions (at the semantic level) usually have the same representation which enables the decision fusion much easier.
1) CASCADE FUSION
Usually, a fusion operation is performed once in a process. A two-stage fusion scheme is presented by Zaki et al. [120] . In their work, a pre-trained CNN-F model [156] was applied as the feature extractor for RGB, embedded depth and embedded point cloud, respectively. For the case of late fusion, the hypercube pyramid features of convolutional layers F hc and fully-connected layer features (fc6) F fc were first fed to two ELM classifiers to predict the class probabilities y hc and y fc . Then, the concatenation of these new vectors F c = [y hc , y fc ] was used as an input vector to another ELM for final classification. Experimental results proved that the late fusion scheme outperformed the early fusion scheme which concatenated F hc and F fc simply. An overview of Zaki's cascaded late fusion framework is shown in Fig. 20 .
2) HIERARCHICAL FUSION
In the hierarchical fusion, the class probabilities are determined by the fusion of class probabilities estimated at different hierarchical levels. A typically hierarchical fusion fusion for RGB-D object recognition was proposed by Asif et al. [5] . 
(4) where α controls the relative influence of the pixel-level regularization to the overall training objective function.
In their work, the image-level classification, named CNN-I branch was composed of five successive convolutional layers followed by two fully-connected layers FC6 and FC7 as shown in Fig. 21 . The pixel-level classification, named CNN-P branch originated from the Conv5 layer of the CNN-I branch and composed of two convolution layers Conv6 and Conv7. Both the CNN-I and the CNN-P branches learnt modality specific features from VGG-11 [36] . Then, two fusion branches, namely, CNN-FV and FS2 were constructed to fused the two modalities in image-level and pixel-level, respectively. The CNN-FV branch consisted of a Fisher encoding module, a concatenation module, and two fullyconnected layers. The fusion branch FS2 composed of two convolution layers, and a deconvolution layer. Then, a weighted loss function as shown in Eq.4 was defined to combine the pixel-level and image-level classification loss functions.
A summary of supervised MMCNN methods for RGB-D recognition is shown in Table 4 .
IV. SEMI-SUPERVISED LEARNING BASED MMCNNS FOR RGB-D OBJECT RECOGNITION
Supervised learning based CNNs have so far made great successes in RGB-D object recognition but they are highly dependent on large-scale manually labeled RGB-D data which is an expensive, time-consuming and boring task. Thus it is necessary to develop a new effective training framework for deep learning to benefit from the massive unlabeled RGB-D data, which is often cheap and available. To address the problem of large-scale annotated RGB-D dataset, a natural idea is to incorporate the semi-supervised learning methods into the deep learning framework to automatically exploit unlabeled data [159] .
Semi-supervised based methods address the problem of learning a better classifier by combining a small set of labeled data and large amount of unlabeled data [159] . Many semi-supervised learning methods were proposed in the literature [159] , e.g. self-training [160] , [161] , co-training [162] , [163] , expectation-maximization (EM) [164] , [165] and graph based methods [166] , [167] . Among these methods, co-training was theoretically proved to be very appropriate and successful in combining the labeled and unlabeled data under three strong assumptions in [168] . Specifically, (i) features can be split into two sets; (ii) each sub-feature set is sufficient to train a good classifier; (iii) the two sets are conditionally independent given the class. RGB-D data meets the three assumptions very well. First, RGB-D data contains two distinct views, RGB and depth. Second, both of them can provide useful cues for object recognition. Third, the image capturing modes of RGB (e.g., RGB cameras) and depth (e.g., infrared cameras) are very different.
From the standpoint of multimodal fusion, the semisupervised methods are also grouped into early level fusion and late level fusion. In this section, the late level fusion is first presented considering that it was first introduced in the literature and more straightforward. 
A. WEIGHTED AVERAGE BASED LATE LEVEL FUSION
The weighted average based fusion is the simplest but the most commonly used late level fusion method in semi-supervised learning based MMCNNs for RGB-D object recognition. It was first proposed by Cheng et al. [169] . In Cheng et al.'s work [169] , they adopted the co-training [168] scheme to learn from the unlabeled data. Specifically, they utilized a CNN-RNN model [146] to learn features from RGB and depth modalities and trained two SVM classifiers from the labeled training sets. The trained classifiers C RGB and C Depth were applied to predict the examples from the unlabeled training sets. The most confidently predicted instances of each class by the two classifiers were transferred from unlabeled dataset to labeled dataset for the next round training. The algorithm ran until it reached the maximum number of iteration or the unlabeled pool was empty. The category of the input instance was determined by the weighted sum of the two probability scores generated by the two classifiers:
where P C RGB and P C Depth are the probability scores generated by the RGB and depth classifiers. α is the weighted parameter which determined by cross-validation. Experimental results on Washington RGB-D dataset [77] showed that using 20% labeled Washington RGB-D training set (7000 images) together with 80% unlabeled training sets outperformed many state-of-the-art methods using 100% labeled training sets [88] , [146] . An overview of Cheng's work is shown in Fig. 22 . In their follow-up work, Cheng et al. [170] also leveraged co-training [168] scheme to learn from the unlabeled data iteratively. But the features from RGB and depth modalities were improved by using a spatial pyramid matching (SPM) layer [171] to address the cropping problem in CNN-RNN model [146] . The category of the input instance was determined using a late-fusion fashion in which the two probability scores generated by two SVM classifiers were weighted averaged. Experiments indicated that the introduced method further improved their previous work [169] by adding SPM layer. Similarly, Yin and Li [172] used co-training and weight averaged late level fusion scheme to learn the unlabeled data and fused the two modalities. The difference is that they utilized an ELM classifier instead of SVM classifier for classification in each modality.
B. CONCATENATED BASED EARLY LEVEL FUSION
The semi-supervised methods mentioned above utilized CNN-RNN based model to extract features in each modality and the final results were obtained by the aggregation of decisions from each modality. The reason why they did not adopt deeper CNN architectures and early fusion scheme is that the small labeled dataset is infeasible to supervise the training of a deep CNN model for object recognition, thus the feature is unreliable.
To overcome this barrier, Cheng et al. [46] utilized two reconstruction networks which consisted of 5 convolutional layers and 12 fully-connected layers to decode each channel of the inputs using the labeled and unlabeled data. The configuration of 5 convolutional layers in the reconstruction network was the same as the AlexNet [35] . The input of the network was a re-scaled RGB or depth image denoted as x ∈ R 148×148×3 , and the output was a reconstructed map R(x) ∈ R 64×64×3 . The reconstruction network was trained by minimizing the mean square reconstruction error:
where M and N are the size of the labeled and unlabeled pool, ch denotes the channel index of the input, L and U denote the labeled and unlabeled datasets and v represents the RGB or depth modality.x is the ground truth by re-sizing x via a bilinear interpolation.
FIGURE 23.
Overall framework of diversity preserving co-training method by Cheng et al. [46] .
When the reconstruction network of each modality achieved convergence, the parameters of the convolutional layers were utilized to initialize the corresponding convolutional layers of each modality in the proposed framework, as shown in Fig. 23 . Then a diversity preserving co-training algorithm was proposed to select highly confident examples with predicted labels from the unlabeled pool, whilst keeping these newly labeled examples to preserve intra-class diversity. Last, a fusion classification layer was added by concatenating the two fc7 layers and the entire model was optimized end-to-end. They utilized 5% labeled Washington RGB-D training set (1750 images) to train the model. Experiments showed that the introduced method outperformed their earlier work [169] , [170] and the results were comparable to the state-of-the-art supervised methods [22] , [40] , [114] . Sun et al. [47] proposed a weakly-supervised learning architecture for RGB-D based object recognition. This work can be regarded as a semi-supervised learning scheme because it also utilized a small number of labeled samples and large-scale unlabeled samples [173] . In their work, a VGG-16 architecture [36] was leveraged as RGB-Net. The Depth-Net was newly designed, as shown in Fig. 24 and pre-trained on virtual depth images (290,000) which were projected from 40-class subset of Princeton Model-Net dataset [174] . Then, the fc7 layers of the two modalities were concatenated to an 8192-dimension vector and fed to a Gaussian process classification (GPC) [175] . After the GPC was trained and hyper parameters were optimized using a small number labeled dataset (0.3% of the Washington RGB-D training set with 1750 images), the GPC was utilized to propagate labels to large-scale unlabeled dataset. Last, the GPC was replaced by a softmax layer connected with the fully-connected layer fc8 and the whole CNN model was trained in an end-toend fashion. Experiments proved that the introduced method outperformed the co-training based methods [46] , [169] , [170] , [172] . An overview of Sun's work is shown in Fig. 25 . A summary of semi-supervised MMCNNs based methods for RGB-D object recognition is shown in Table 5 .
V. BENCHMARK DATASETS AND RESULTS

A. DATASETS FOR RGB-D OBJECT RECOGNITION
A number of RGB-D benchmark datasets have been collected and made publicly available [19] , [176] , [177] . Firman [176] discovered a considerable quantity of RGB-D datasets available for researchers to use. Guo et al. [177] presented a contemporary summary of the existing benchmark datasets in 3D computer vision. Cai et al. [19] systematically surveyed popular RGB-D datasets for different applications including object recognition, scene classification, hand gesture recognition, 3D-simultaneous localization, and pose estimation.
Although many RGB-D object datasets exist in the literature, the datasets appropriate for object recognition evaluation are still limited. There are many reasons behind the situation. Some RGB-D datasets, e.g. SUN RGB-D [178] , NYU V1 [179] , NYU V2 [180] , Cornell RGB-D [181] were built for scene recognition tasks. Some datasets are not public accessible, for example, a hand-held RGB-D object dataset (HOD) by Lv et al. [182] - [184] . BigBIRD dataset [185] is one of the biggest RGB-D object datasets we considered which contains 121 object instances and 75000 images. Unfortunately, it is hard to evaluate the depth features with this dataset because many objects are extremely similar, and many are boxes, which are indistinguishable without texture information [128] . To the best of our knowledge, only Li et al. [108] evaluated the object recognition performance on this dataset. Therefore, we review three public and most used RGB-D datasets for object recognition evaluation, namely, Washington RGB-D object dataset [77] , 2D/3D object dataset [81] and JHUIT-50 object dataset [186] . (1) Washington RGB-D object dataset 1 Washington RGB-D object dataset [77] is the most widely used dataset for RGB-D object recognition which was collected by University of Washington in 2011. This dataset contained color and depth information of 300 objects from 51 categories of household objects which were organized in a hierarchical structure manner.
Images were captured with a Kinect style camera at a resolution of 640 × 480. Each object was recorded from 3 viewing heights (30 • , 45 • and 60 • above the horizon). Each video sequence was recorded at 20 Hz and contained around 250 frames, giving 150 views per object and nearly 210,000 RGB-D images. Each sample consisted of a pair of a portable network graphics (PNG) file and the corresponding point cloud data (PCD) file. Meanwhile, the objects provided in the dataset had been previously segmented from their background. Fig. 26 illustrates some selected objects from this dataset as well as the examples of RGB-D images.
(2) 2D/3D object dataset 2 The 2D/3D object dataset was collected by Browatzki et al. [81] Cybernetics, Germany in 2011. It contained 154 objects with 14 categories that were likely to be encountered by a robot operating in a household environment.
Each object was put on a step-motor-controlled turntable and it was recorded every 10 • around the vertical axis, yielding 36 views per object by a PMD TM CamCube2.0 time-offlight camera. In total, the dataset contained 5,544 views with every view consisting of two RGB images (1388 × 1038) and depth images (204 × 204) . The 2D/3D dataset is very challenging for object recognition because of the huge variance of views. Fig. 27 shows some RGB images and the corresponding depth images from the 2D/3D object dataset.
(3) JHUIT-50 object dataset 3 JHUIT-50 [186] was collected by Johns Hopkins University. It contained 14,698 RGB-D images capturing 50 common workshop tools, such as clamps and screw drivers, as shown in Fig. 28 . The PrimeSense Carmine 1.08 depth sensor was used to capture the depth images. All the objects were segmented from the background. Training sequences were captured under three fixed viewing angles (30 • , 45 • and 60 • ) and testing sequences were collected under random view points of the camera. JHUIT-50 is a challenging dataset that focuses on the problem of fine-grained classification. 
B. COMPARATIVE RESULTS
Broadly, RGB-D object recognition deals with two different problems, namely, category recognition and instance recognition [77] .
(1) Category level recognition Category level recognition involves classifying objects as belonging to some categories even though the system has not seen them before. To this end, the system is trained on a set of labeled objects. At test time, the system is presented with an RGB and depth image pair containing an object that is not present in training and the task is to assign a category label to this object. The accuracies are averaged across many trials with alternating contiguous frames and the result is evaluated by the mean accuracies with standard deviation.
(2) Instance level recognition Instance level recognition is to identify whether an object is physically the same one as that has previously been seen based on its unique appearance. The system is trained on a subset of views of each object and the task here is to distinguish between object instances. At test time, the system is presented with a pair RGB and depth image that contains a previously unseen view of one of the objects and assigns an instance label to the image.
The Washington RGB-D dataset can be evaluated from both the aspects of category recognition and instance recognition. For category recognition, one object is chosen randomly from each category for testing and train the classifiers on all views of the remaining objects. For object instance recognition, the leave-sequence-out method is adopted in which video sequences of each object recorded on 30 • and 60 • are trained and the sequences recorded on 45 • are leveraged for instance recognition. Each split consists of roughly 35,000 labeled training images and 7,000 testing images [77] . It is worth mentioning that for the semi-supervised learning methods, the number of label training data was set 7,000 for [169] , [170] , [172] ,1500 for [46] . and 105 for [47] . The accuracy is averaged across 10 trials for category recognition and instance recognition with alternating contiguous frames.
The 2D/3D object dataset is evaluated for category recognition only. The dataset is randomly split into training and test sets. Six objects of each class are used for training and the remaining objects are used for testing (The only exception is the class scissors which has less than six instances. In this case, at least one instance is available for validation). For each training object, only 18 views out of 36 views are used. Eventually 82 objects in 1,476 RGB-D images are chosen as training data, while 74 objects in 1,332 RGB-D images are used for testing. It is worth mentioning that for the semisupervised learning methods [170] , the label training set is 20% of the training data (7000 images). The experiment repeated 30 times with random splitting each category of objects into training and test set and the final accuracy is averaged category across 30 trials.
The JHUIT-50 object dataset is used for instance level object recognition only. On the training side, each object is placed on a turntable in increments of 7.2 • at three fixed camera viewing angles with 30 • , 45 • and 60 • . This amounts to 360 7.2 × 3 = 150 object views (7500 images) in total for training. For testing data, the camera is manually moved around objects to sample another 150 random views of the object from the whole viewing sphere as the testing data. Tables 6,7 and 8 show the comparative results of different methods on Washington RGB-D dataset, 2D/3D object dataset and JHUIT-50 object dataset, respectively. The best results are shown in bold.
C. DISCUSSION ON THE RESULTS
We make the following observations regarding the results:
(1) Intuitively, visual features play a dominant role in category level and instance level recognition and combining the RGB and depth modalities can improve the recognition accuracy and stability compared with single modality.
(2) Generally, the traditional feature learning based methods outperform the hand-crafted feature based methods across all datasets, and the MMCNNs based methods can further improve the object recognition performance.
(3) The category recognition accuracies of some semisupervised methods, e.g. [47] , [170] , [172] are more than 90% which are comparative to the state-of-the-art supervised methods. Moreover, the GPC in [47] is a recommendable method to learn from unlabeled data which outperforms the traditional co-training based methods [46] , [170] , [172] .
(4) For the fully-connected layer fusion in supervised learning based MMCNNs, the best and most commonly used strategy is to combine the RGB-CNN and Depth-CNN together via discarding their own classification layers. For example, the fc7 layer of the CaffeNet [40] , [123] , [124] , [132] , [142] , and VGGNet [121] , [128] , the Dense Block(4) of the DenseNet [129] , and the conv5_x layer of the ResNet [130] are extracted as feature from RGB and depth modalities. Schwarz et al. [119] carried on a comparative experiment by connecting the fc7 layer with the classification layers fc8 in the CaffeNet before feature fusion. Comparative results showed that combing the fc7 and fc8 layers achieved a recognition accuracy with 89.4 ± 1.3(%) which was worse than the result by single fc7 fusion (91.3 ± 1.4(%)) [40] .
(5) For the RGB modality, a common method is to utilize an off-the-shelf CNN architecture pre-trained on ImageNet and fine-tune it using the labeled RGB images from the RGB-D dataset. The category recognition accuracy of RGB modality with different CNN models are compared and shown in Fig. 29 . It indicates that a deeper network often yields a better recognition result. This is also verified by Zhou et al. [129] . In Zhou's work, four architectures namely, AlexNet, VGG-16, ResNet-101 and DenseNet-121 were adopted in the MSANet framework and comparative results showed that the DenseNet-121 performed best, and the rest in turn, were ResNet-101, VGG-16 and AlexNet. However, this is not always the case for depth image because the performance based on depth modality is not only related to the network models but also closely connected with the depth encoding methods. To probe into the influence of encoding methods and the CNN models on the depthbased category recognition accuracy, we compared the category recognition accuracy of the same CNN model with VOLUME 7, 2019 Table 9 . It indicates that the effect of encoding methods on depth recognition accuracy is greater than the CNN models. Meanwhile, it shows that the surface normals outperforms other depth encoding methods.
(6) The runtime performance of the MMCNNs based methods is closely related to many factors, e.g. CNNs architectures, training strategies, computing devices hardwares, especially GPUs performance, etc. Considering different methods have different factors, there are relatively fewer comparative results at this point. Table 10 compares the runtime performance of six MMCNNs based methods on Washington RGB-D dataset. It shows that the training time has reduced to 3 hours with four Nvidia Titan X GPUs [123] and the testing time has reached to 200 ms [47] , [119] . However, there is still a certain gap with the real-time practical applications. More efforts are highly required in this respect which will be discussed in Section VI.
VI. FUTURE RESEARCH DIRECTIONS
Although a significant number of MMCNNs based RGB-D object recognition methods have been proposed, there are several areas of investigation that may be explored in the future. We identify some of them as follows:
(1) Large-scale RGB-D object datasets: With the development of data-hungry deep learning approach, there is an urgent demand for large scale RGB-D datasets. Although low-cost RGB-D sensors can be easily used by the robotics research community, the number of sufficiently scaled training datasets of depth images is still limited in comparison with the RGB images. Although transfer learning and semisupervised methods can solve the insufficient of training data VOLUME 7, 2019 problem to some extent, more quantities and variations of RGB-D training datasets are highly desired and important, and innovations in collecting and annotating these datasets are also needed.
(2) Zero/one-shot learning: As aforementioned, it is not always easy to collect large scale labeled data like ImageNet which includes more than a million color images with a thousand object categories. Learning from a few examples remains a key challenge in machine learning. How to adopt deep learning methods for zero/one shot RGB-D based object recognition is an interesting research direction. Zero/one-shot learning is to recognize classes that are never seen or only one training sample per class before [188] , [189] . In the past few years, there were some works on zero/one-shot learning for classification and recognition tasks. For example, Long et al. [190] proposed a zero-shot learning framework that mapped semantic embeddings to a discriminative representation space and achieved promising performances on both recognition and retrieval tasks. Mettes and Snoek [191] proposed a spatial-aware object embedding for zero-shot action localization and classification. Zhang et al. [192] studied the one-shot learning gesture recognition on RGB-D data recorded from Microsoft's Kinect and proposed a novel bag of manifold words based feature representation on symmetric positive definite manifolds. However, how to effectively adopt deep learning methods for zero/one shot RGB-D based object recognition would be remain a topic for future research direction.
(3) Unsupervised learning: Collecting labeled datasets is time-consuming and costly, hence learning from unsupervised video data is required. Mobile robots mounted with RGB-D cameras need to continuously learn from the environment without human intervention. How to automatically learn from the unlabeled data to improve the learning capability of deep networks would be a fruitful and useful research direction. Recently, generative adversarial network (GAN) has achieved great success in image generation tasks, such as face generation [193] , [194] and text/image-to-image [195] , [196] translation. Also, it can be used for recognition task. For example, Tran et al. [197] proposed a disentangled representation learning generative adversarial networks (DR-GAN) for pose-invariant face recognition. Therefore, we believe the GAN-based techniques can remove the heavy dependence on richly annotated training data, which is a great exciting direction for RGB-D object recognition.
(4) Depth data processing and representation: Depth data is a critical modeling element in an RGB-D vision system. Although the RGB-D data is now widespread and has been incorporated into many applications, the depth data is still typically noisy and incomplete. The depth data processing techniques still lag behind the RGB data processing techniques. The robust processing of depth data, especially the denoising, inpainting, segmentation, and hole-filling are highly required. Meanwhile, more works need to be carried out to find the best methods for representing depth. Currently, the depth modality is usually treated as a 2D image feature either through stacking as a fourth pixel feature directly [198] or through training a network to operate on 2D depth images enhanced with geocentric encodings [122] . However, these approaches do not make full use of the geometric information and makes it difficult to integrate information across viewpoints. Rather than treating depth as a 2D mapping, the 3D volumetric representation models either through 3D voxel grids [199] or through 3D volumes [200] , [201] provide a rich and powerful representation of 3D shapes and give a more fundamental view of objects and scenes. To exploit the discriminative features from 3D volumetric inputs, more complex volumetric neural networks and notable 3D data augmentation methods are highly required.
(5) Real-time applications: Real-time RGB-D object recognition is required in practical applications. CNNs usually require great computational burden which limits their access to real-time applications. To address this problem, one feasible approach is to develop new architectures which allow running CNNs in real-time. He and Sun [202] conducted a series of experiments under constrained time cost, and proposed models that were fast for real-world applications, yet were competitive with existing CNN models. Li et al. [203] eliminated all the redundant computations in the forward and backward propagation in CNNs, which resulted in a speed up of over 1500 times. Another trend is to develop deep learning chips for mobile devices. Recently, the idea of deep learning chips has emerged and drawn great attentions. For example, Bong et al. [204] proposed a low-power convolutional neural network for the user authentication in smart devices which consumed 0.62 mW to evaluate one face at 1 fps and achieved 97% accuracy in LFW dataset. Krestinskaya et al. [205] proposed analog backpropagation learning circuits for various memristive learning architectures, such as deep neural network, binary neural network, multiple neural network, hierarchical temporal memory, and long short-term memory. It is expected that these methodologies will consolidate in the following few years, and potentially make it practical to run neural networks locally on mobile devices in real-time applications.
(6) CNN feature interpretation and visualization: CNNs have achieved superior performance in many visual tasks. However, the end-to-end learning strategy makes CNNs representations a black box. With the exception of the final network output, it is difficult to understand the logic of CNN predictions hidden inside the network. In recent years, researchers have realized that high model interpretability is of significant value in both theory and practice, and have developed models with interpretable knowledge representations [206] . For example, visualization of CNN representations in intermediate network layers [207] - [209] , diagnosis of CNN representations [210] - [213] , disentanglement of the mixture of patterns encoded in each filter of CNNs [214] , [215] and building explainable models [216] , [217] . More explicit and concise CNN feature interpretation and visualization technologies are required for better use of CNNs features in vision tasks.
VII. CONCLUSIONS
In this paper, we reviewed recent advances in MMCNNs based RGB-D object recognition. We provided an insightful analysis on the solutions for training data deficiency and multimodal fusion strategies. We categorized the general methods into supervised and semi-supervised schemes considering whether the training data was labeled or unlabeled. Furthermore, we analyzed the multimodal fusion strategies and categorized them into early level fusion and late level fusion based on the fusion level and more detailed analyses were presented. Meanwhile, the influence of different depth encoding methods, different CNN models and different multimodal fusion methods on the RGB-D object recognition performance were analyzed as well. Finally, we identified some compelling challenges and future research directions that confront research in RGB-D computer vision using CNN-based approaches. 
