Abstract: Swarms of multiple, autonomous mobile agents have been shown to have advantages over single agent systems such as scalability, robustness and flexibility. This papers considers swarm pattern control using a generic artificial potential field and a range of dissipation control terms. An investigation of a number of dissipation terms to induce different swarm behaviours is undertaken. In addition, a novel dissipation control term is introduced based on time-delay feedback control. It is shown that a delayed dissipation term can induce vortex formations without knowledge of relative velocities. Finally, a stability analysis is undertaken that verifies swarm behaviour in a subset of these cases.
INTRODUCTION
In nature the term agent applies to swarms of social entities, such as insects, that self-organise through local communications and interaction with the environment. Instead of a centralised architecture, the agents in the swarm act in a distributed way, having no a priori knowledge of the pattern they will eventually relax into.
Beni has introduced the term swarm intelligence to describe a system that lacks any form of hierarchical control structure, where through microscopic interactions, macroscopic behaviour occurs (see Beni and Wang (1989) ). The modelling of swarm intelligence has been researched extensively since the late 1980s, and as such there exists a wide array of approaches such as; cellular automata (Gardner (1970) ), Reynolds flocking birds model (Reynolds (1987) ), ant colony optimisation (Dorigo (1992) ) and particle swarm optimisation (Kennedy and Eberhart (1995) ).
One of the major research fields exploiting swarming is swarm robotics. Potential swarm robotics applications include; inspection of complicated engineering structures such as turbines with small miniature robots (Correll and Martinoli (2007) ), scientific data gathering in formations of unmanned aerial vehicles (see McInnes (2003) ; Kingston et al. (2003); Frew et al. (2008) ; Quigley et al. (2005) ; Ollero and Merino (2004) ; Bennet and McInnes (2009b) ) and for interferometric/sparse aperture telescopes in spacecraft formation-flying (see Carpenter et al. (2004); Wallner (2006) ).
The control of multiple robots can be split broadly into either centralised or decentralised control. As opposed to the traditional AI approach, Brooks introduced his behaviouralbased approach that is directly related to the swarm intelligence paradigm (Brooks (1986) ). Instead of requiring an internal model of the environment and some form of cognitive ability, the behaviour-based approach is based on a collection of basic behaviours, which either act independently or dependently, to produce an emergent behaviour. Brooks implemented this idea in his bottom-up subsumption based architecture, that consists of a set of layered independent behaviours, with higher level behaviours subsuming lower level ones. Although, this approach has been shown to produce interesting emergent behaviours, the systems lacks formality and is therefore difficult to validate, an essential requirement for safety or mission critical applications. This paper considers the use of a fusion behaviour-based approach known as the artificial potential field (APF) Reif and Wang (1999) ; Gazi and Passino (2002); Chang et al. (2003) ; Ogren et al. (2004); D'Orsogna et al. (2006b) ; Kim et al. (2006) ; Bennet and McInnes (2009a) ; Khatib (1986) alongside a number of dissipation controls. Specifically, we consider a swarm of homogeneous, autonomous agents (1 ≤ i ≤ N) that are interacting through an APF U(x i ), explicitly where:
where, x i is the position vector of agent i and x i j is the relative position vector of agents i and j, C a ,C r and L a ,L r represent the amplitude and range of the attractive and repulsive potential respectively, and α represents the amplitude of a quadratic potential. This potential function comprises the Morse potential function and a quadratic potential term α 2 |x i | 2 . These components of the pair-wise potential are illustrated in Fig. 1 This Morse potential, as shown in Fig. 1 is used to provide longrange attraction and weak short-range repulsion (collision free motion) for the swarm of agents (D'Orsogna et al. (2006a) ). The quadratic potential, shown in Fig. 1 (ii), ensures that formations are driven to the origin. In this paper we investigate swarm behaviour induced by the following equations of motion: 
where U(x i ) is the potential function defined in (1) and u(t) is the dissipation control term. In particular, we consider the following control terms and investigate the induced swarm behaviour.
(1) A simple velocity dependent dissipation term u(t) = −σ v i (3) where, v i is the velocity vector of agent i and σ is a constant controlling the amplitude of the dissipation.
(2) A dissipation term that aligns the agent's velocities
where, v i j is the relative velocity vector of agents i and j, C o and L o represent the strength and range of the orientation function and (.) denotes a unit vector.
(3) A dissipation term that tracks a pre-specified signal
where, x = [x i j , y i j ] T and ξ ,ζ control the shape of the desired trajectory.
(4) A time-delayed dissipation term
where K is the magnitude of the dissipation term and τ is the delay term.
Note that the dissipation terms described in (3) and (4) can be found in Bennet and McInnes (2009b) ; Mabrouk and McInnes (2008) . However, using Time-delay feedback control (Timedelayed auto synchronization) as a method to autonomously control swarms of interacting particles is new. In this paper we simulate these cases to illustrate varying induced swarm patterns. In addition, a stability analysis of the first two cases is undertaken. The stability analysis of the second two cases will by undertaken in future research.
The time-delayed dissipation term is a novel method for inducing swarm behavior. It is based on the method of TimeDelay-Autosynchronization (T-DAS) also refered to as timedelay feedback control. This is conventionally used as a method stabilize unstable periodic orbits (UPOs) embedded in chaotic attractors in systems of ordinary differential equations. T-DAS was first proposed by Pyragas (1992) as a method that requires no exact knowledge of the form of the periodic orbit or even the form of the original dynamics. This method has been successful in a number of applications and has recently found its way into the aerospace literature Biggs and McInnes (2009) .In this paper we propose to apply a T-DAS type methodology with the aim of inducing periodic motion in swarms.
SWARM SIMULATIONS
The following simulations were carried out:
Case (i)
Consider the case when the term is velocity dependent as shown in Eq. 3;
A swarm of 50 agents are given random initial conditions, as shown in Fig. 2 (i) . As time evolves the swarm dissipates energy and relaxes into a local minimum energy configuration, as shown in Fig. 2 (ii.) 
Case (ii)
Equation 4 shows the dissipation function that leads to the constrained minimisation of the total effective energy and conservation of the total angular momentum of the swarm (McInnes (2007) ). Figure 3 shows the results for a swarm of 30 agents that are given random initial conditions.
From the results shown in Fig. 3 it can be seen that the swarm will relax into an equally spaced rotating vortex pattern, through the minimisation of the total energy and conservation of angular momentum, as will be explained later is Section 3.
Case (iii)
Equation 5 shows the case when the dissipative term allows the swarm centre-of-mass to track a desired trajectory.
Two cases are considered for varying values of ξ and ζ , as summarised in Table 1 . The results are shown in Fig. 4 and 5 for the formation at different times with random initial conditions. From these results it can be seen that the swarm center-of-mass can track the path defined by the parameters ξ and ζ whilst maintaining a swarm cluster formation. If ξ and ζ are equal a circular path will be obtained for the formation, as shown in Fig. 4 . However, if ξ , ζ are different an elliptical path can be generated, as shown in Fig. 5 . circular  2  2  2  1  1  2  10  2  2  ellipse  2  2  2  1  1  2  10  4 
Case (iv)
In this case we will consider the dissipation term ϒ i defined by equation (6), as shown in Fig. 6 . Intuitively this dissipation term will force each particle to trace its delayed path. Note that if this term forces each particle of the swarm into a periodic oscillation of period that is equal to τ then the dissipation term will be zero. From the simulation it can be seen that the time-delay dissipation term induces vortex type behavior in the swarm, similar to that shown for Case (ii). However, the time-delayed term would have an advantage in real-world applications as it only requires the agent to know its current state along with its state one period in the past in-order to induce the desired behavior. The dissipation term in Case (ii), by contrast, requires all the relative velocities between each agent to be known.
STABILITY
A significant advantage of modelling the swarm through the APF method is that verifiable swarming can be developed, replacing traditional heuristic methods with a more rigorous analytical approach. This section discusses the stability of case (i) and (ii), proving the emergence of the formations analytically. The stability of case (iii) and case (iv) can be considered as part of future work.
Case (i) stability
Taking the dot product of the velocity vector with Eq. 2 and summing over all the agents results in;
Thus, the rate of change of total effective energy, E, of the system is continually decreasing, as shown in Eq. 8, until the system reaches an equilibrium state;
where
Also, taking the cross product of the position vector with Eq. 2 and summing over all the agents results in;
Defining the angular momentum,
shown that the rate of change of angular momentum will also be continually decreasing until the system reaches an equilibrium state as shown in Eq. 10;
Finally, consider the position vector of the center-of-mass, shown in Eq. 11;
By summing over all the agents in Eq. 2, it can be shown that the swarm can be controlled through its center-of-mass, given in Eq. 12; The eigenvalues for Eq. 12 are λ 1,2
For σ > 0 and α > 0 the eigenvalues are always either negative real or complex with negative real part so that the centre-ofmass of the swarm can be considered stable. For the results shown in Fig. 2 the eigenvalues of the system are λ 1,2 = −1±i so that the centre-of-mass should follow a stable spiral to the origin, as confirmed in Fig. 7 (i) . It can also be seen in Fig. 7 (ii) that the rate of change of angular momentum is continually decreasing until equilibrium is reached, as stated in Eq. 10.
Case (ii) stability
In a similar procedure to that shown previously, taking the dot product of the velocity vector with Eq. 2 and summing over all agent states results in;
where u(t) is defined by Eq. 2. See the paper Mabrouk and McInnes (2008) for a detailed proof. Also, taking the cross product of the position vector with Eq. 2 and summing over all agent states it can be shown that; 
The verification and stability analysis of the time-delay induced swarm will be the subject of future research. This stability analysis will combine the methods described in this paper used to address the stability of different dissipation terms alongside the stability analysis of time-delay systems. The implications on the stability analysis of the introduction of a time-delayed term implies the use of tools for stability of infinite dimensional systems.
CONCLUSION
This paper has considered swarm pattern control through the use of a generic artificial potential field and a range of dissipation control terms. It was shown that depending on the form of the dissipation function different swarm patterns can be induced. In addition, a novel dissipation control term was introduced based on time-delay feedback control which induces vortex formation. The stability of the swarm systems was investigated for a subset of the cases considered, showing that swarm verification can be achieved analytically. Future work will consider other dissipation terms as well as verifying the stability of the time-delay system.
