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Abstract
In the present paper, we present an inexact implicit method with a variable parameter for general mixed variational inequalities.
We use a self-adaptive technique to adjust parameter  at each iteration. The main advantage of this technique is that the method
can adjust the parameter automatically and the numbers of iteration are not very sensitive to different initial parameter 0.
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1. Introduction
Both theories of variational inequality and complementarity problems are very powerful tools of the current mathe-
matical technology. In recent years, classical variational inequality and complementarity problems have been extended
and generalized to study a wide range of problems arising in mechanics, physics, optimization and applied sciences,
see [1–19] . A useful and important generation of variational inequalities is the mixed variational inequality contain-
ing a nonlinear term . But the applicability of the projection method is limited due to the fact that it is not easy
to ﬁnd the projection except in very special cases. Secondly, the projection method could not be applied to suggest
iterative algorithms for solving generalized mixed variational inequalities due to the presence of the nonlinear term
. This fact has motivated many authors to develop the auxiliary principle technique, Lions and Stampacchia [10],
Glowinski et al. [5] used this technique to study the existence of solution for the mixed variational inequalities. In
recent years, this technique has been used to suggest and analyze various iterative methods for solving various range
of variational inequalities. On the other hand, using the resolvent operator technique in 1998, Noor [12] proposed an
implicit method for mixed variational inequalities. In fact, the numerical experience depends signiﬁcantly on the initial
penalty parameter. Driven by the fact of eliminating this drawback, inspired by the techniques developed by He in
[8], we propose an inexact implicit method with variable parameter for generalized mixed variational inequalities. The
numerical experiment show that the proposed method is more ﬂexible and efﬁcient, and the self-adaptive adjustment
rule is necessary in practice.
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The structure of this present article is organized as follows. In Section 2, we summarize some basic concepts and
their properties studied by earlier researchers. In Section 3, we list some important lemmas which will be required in
our consecutive analysis. In Section 4, we propose the implicit method for the problem considered. The convergence
of the method is also established here followed by Section 5, where the method is extended to an inexact technique
providing its convergence. Section 6 deals with some preliminary results of the proposed method.
2. Preliminaries
Let H be a real Hilbert space, whose inner product and norm are denoted by 〈·, ·〉 and ‖ · ‖, let I be the identity
mapping onH, and T , g : H → H be two nonlinear operators . Let  denotes the subdifferential of function,where
 : H → R ∪ {+∞} is a proper convex lower semicontinuous function on H. It is well known that the subdifferential
 is a maximal monotone operator. We consider the problem of ﬁnding u∗ ∈ H such that
〈T (u∗), v − g(u∗)〉 + (v) − (g(u∗))0, ∀v ∈ H , (2.1)
which is known as the mixed general variational inequality, see Noor [13].
We remark that if g = I, the identity operator, then the problem (2.1) is equivalent to ﬁnding u∗ ∈ H such that
〈T (u∗), v − u∗〉 + (v) − (u∗)0, ∀v ∈ H ,
which are called the mixed variational inequalities, see [14].
If K is closed convex set in H and (v) = IK(v) for all v ∈ H, where IK is the indicator function of K deﬁned by
IK(v) =
{0 if v ∈ K,
+∞ otherwise.
Then the problem (2.1) is equivalent to ﬁnding u∗ ∈ H such that g(u∗) ∈ K and
〈T (u∗), v − g(u∗)〉0, ∀v ∈ K . (2.2)
Problem (2.2) is called the general variational inequality, which ﬁrst introduced and studied by Noor [11] in 1988. For
the applications, formulation and numerical methods of general variational inequalities (2.2), we refer the reader to the
survey [16].
If g = I , then the problem (2.2) is equivalent to ﬁnding u∗ ∈ H such that
〈T (u∗), v − u∗〉0, ∀v ∈ K , (2.3)
which is called as the classical variational inequality problem.
We also need the following well known results.
Deﬁnition 2.1. Let T , g : Rn → Rn be two mappings. T is said to be g-monotone, if
〈T (v) − T (u), g(v) − g(u)〉0, ∀u, v ∈ H .
Deﬁnition 2.2 (See Brezis [3]). For any maximal operator T , the resolvent operator associated with T , for any > 0,
is deﬁned as
JT (u) = (I + T )−1(u), ∀u ∈ H . (2.4)
Lemma 2.1 (See Brezis [3]). For a given w ∈ H , the inequality
〈w − z, z − v〉 + (v) − (z)0, ∀v ∈ H
holds if and only if z = J(w), where J = (I + )−1 is the resolvent operator.
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It follows from Lemma 2.1 that
〈w − J(w), J(w) − v〉 + (v) − (J(w))0, ∀v,w ∈ H . (2.5)
If is the indicator function of a closed convex set ⊂ H, then the resolvent operator J(·) reduces to the projection
operator P[·] [12]. It is well-known that J is nonexpansive i.e.,
‖J(u) − J(v)‖‖u − v‖, ∀u, v ∈ H .
The following characterization of a solution of problem 2.1 is a consequence of Lemma 2.1.
Lemma 2.2 (See Noor [12]). u∗ is a solution of problem (2.1) if and only if u∗ ∈ H satisﬁes the relation:
g(u∗) = J[g(u∗) − T (u∗)], (2.6)
where J = (I + )−1 is the resolvent operator.
From Lemma 2.2, it is clear that u is solution of (2.1) if and only if u is a zero point of the function
r(u, ) = g(u) − J[g(u) − T (u)].
Throughout this paper, we make the following assumptions.
Assumptions.
• g is homeomorphism on H i.e., g is bijective, continuous and g−1 is continuous.
• T is continuous and g-monotone operator on H i.e.,
〈T (u′) − T (u), g(u′) − g(u)〉0, ∀u′, u ∈ H .
• The solution set of problem (2.1) denoted by S∗, is nonempty.
3. Basic results
We list some of the important results which, will be required in our following analysis. The following lemma shows
that ‖r(u, )‖ is a non-decreasing function for > 0, to prove this lemma we are using the same techniques as in [1,7].
Lemma 3.1. For all u ∈ H and ′ > > 0, it holds that
‖r(u, ′)‖‖r(u, )‖. (3.1)
Proof. We need only to prove that
〈r(u, ), r(u, ′) − r(u, )〉0, ∀′ > > 0, u ∈ H . (3.2)
Using inequality (2.5), we have
〈g(u) − T (u) − J[g(u) − T (u)], J[g(u) − T (u)] − J′ [g(u) − ′T (u)]〉
+ (J′ [g(u) − ′T (u)]) − (J[g(u) − T (u)])0, (3.3)
and
〈g(u) − ′T (u) − J′ [g(u) − ′T (u)], J′ [g(u) − ′T (u)] − J[g(u) − T (u)]〉
+ ′(J[g(u) − T (u)]) − ′(J′ [g(u) − ′T (u)])0, (3.4)
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where J′ = (I + ′)−1, from (3.3) and using
J[g(u) − T (u)] − J′ [g(u) − ′T (u)] = r(u, ′) − r(u, ),
we obtain
〈r(u, ), r(u, ′) − r(u, )〉〈T (u), r(u, ′) − r(u, )〉
+ (J[g(u) − T (u)]) − (J′ [g(u) − ′T (u)]). (3.5)
Adding (3.3) and (3.4), we get
〈r(u, ) − r(u, ′) + (′ − )T (u), r(u, ′) − r(u, )〉
+ (′ − ){(J[g(u) − T (u)]) − (J′ [g(u) − ′T (u)])}0,
i.e.,
〈T (u), r(u, ′) − r(u, )〉 + (J[g(u) − T (u)]) − (J′ [g(u) − ′T (u)])
 ‖r(u, 
′) − r(u, )‖2
(′ − ) 0. (3.6)
From (3.5) and (3.6) it follows that inequality (3.2) is true and the lemma is proved. 
Next lemma is extension of a result of Noor [12].
Lemma 3.2. ∀u ∈ H, u∗ ∈ S∗ and > 0, we have
〈g(u) − g(u∗) + [T (u) − T (u∗)], r(u, )〉‖r(u, )‖2. (3.7)
Proof. For any u∗ ∈ S∗, solution of problem (2.1), we have
〈T (u∗), v − g(u∗)〉 + (v) − (g(u∗))0, ∀v ∈ H, > 0. (3.8)
Taking v = J[g(u) − T (u)] in (3.8), we obtain
〈T (u∗), J[g(u) − T (u)] − g(u∗)〉 + (J[g(u) − T (u)]) − (g(u∗))0. (3.9)
Substituting w = g(u) − T (u) and v = g(u∗) into (2.5), and using the deﬁnition of r(u, ), we get
〈r(u, ) − T (u), J[g(u) − T (u)] − g(u∗)〉 + (g(u∗)) − (J[g(u) − T (u)])0. (3.10)
Adding (3.9) and (3.10), we have
〈r(u, ) − [T (u) − T (u∗)], J[g(u) − T (u)] − g(u∗)〉0,
which can be rewritten as
〈r(u, ) − [T (u) − T (u∗)], g(u) − g(u∗) − r(u, )〉0,
then,
〈g(u) − g(u∗) + [T (u) − T (u∗)], r(u, )〉‖r(u, )‖2 + 〈g(u) − g(u∗), T (u) − T (u∗)〉 (3.11)
By using the g-monotonicity of T and (3.11), the conclusion of Lemma 2.2 is proved. 
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4. Exact algorithm and its convergence
In this section, we describe the exact implicit method. First, we need a non-negative sequence {k} satisfying
+∞∑
k=0
k < + ∞. (4.1)
Now, we introduce the exact implicit method with variable parameter as follows:
Step 0: Given > 0,  ∈ [1, 2), > 0 and u0 ∈ H , set k = 0.
Step 1: Set k = . If ‖r(uk, )‖< , then stop, otherwise.
Step 2: Compute uk+1 such that
g(uk+1) + kT (uk+1) = g(uk) + kT (uk) − r(uk, k). (4.2)
Step 3. Choose k+1 ∈ [(1/1 + k)k, (1 + k)k] according to some self-adaptive rule, set k := k + 1, and
go to step 1.
Remark 4.1. It follows from k > 0 and (4.1) that
∏+∞
k=0 (1 + k)< + ∞. Denote
C :=
+∞∏
k=0
(1 + k).
Then, k ⊂ [(1/C)0, C0] is bounded. We let
l := inf
k
{k}> 0 and u := sup
k
{k}< + ∞.
Remark 4.2. There are various ways for constructing a self-adaptive rule. Here we give one example, whose basic
idea is as follows. For the sake of balance, we hope that ‖g(uk+1)− g(uk)‖ ≈ ‖k[T (uk+1)− T (uk)]‖. That is to say,
for a given constant > 0, if ‖g(uk+1) − g(uk)‖>(1 + )‖k[T (uk+1) − T (uk)]‖ we should then increase k in the
next iteration; conversely, we should decrease k when ‖g(uk+1)− g(uk)‖<(1/(1+ ))‖k[T (uk+1)− T (uk)]‖. Let
k = ‖k[T (u
k+1) − T (uk)]‖
‖g(uk+1) − g(uk)‖ ,
then, we have
Strategy of self-adaptive rule:
k+1 =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(1 + k)k if k <
1
1 +  ,
1
(1 + k)k if k > 1 + ,
k otherwise.
(4.3)
In practice, we can generate the non-negative sequence {k} satisfying∑+∞k=0 k <+∞ in the algorithm automatically.
Let ck count the change times of {k}, i.e.,
c0 = 0 ck+1 =
⎧⎨
⎩
ck if
1
1 + k1 + ,
ck + 1 otherwise.
Then the sequence {k} is generated as follows:
k =
⎧⎪⎨
⎪⎩
 if ck < ck+1 and ck+1cmax,
1/(ck+1 − cmax)2 if ck < ck+1 and ck+1 >cmax,
0 otherwise.
(4.4)
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For a given constant integer cmax > 0, it is easy to check that the above sequence {k} is non-negative and satisﬁes∑+∞
k=0 k < + ∞.
We have an important property of the exact implicit method as follows.
Theorem 4.1. Let {uk} be the sequence generated by the proposed exact implicit method. Then for any u∗ ∈ S∗ and
k > 0, we have
‖g(uk+1) − g(u∗) + k+1[T (uk+1) − T (u∗)]‖2
(1 + 	k)‖g(uk) − g(u∗) + k[T (uk) − T (u∗)]‖2 − c‖r(uk, k)‖2, (4.5)
where 	k := 2k + 2k and c := (2 − ).
Proof. Note that (see (4.2)), we have
g(uk+1) − g(u∗) + k[T (uk+1) − T (u∗)] = g(uk) − g(u∗) + k[T (uk) − T (u∗)] − r(uk, k).
Hence,
‖g(uk+1) − g(u∗) + k[T (uk+1) − T (u∗)]‖2
= ‖g(uk) − g(u∗) + k[T (uk) − T (u∗)]‖2
+ 2‖r(uk, k)‖2 − 2〈g(uk) − g(u∗) + k[T (uk) − T (u∗)], r(uk, k)〉.
‖g(uk) − g(u∗) + k[T (uk) − T (u∗)]‖2 − (2 − )‖r(uk, k)‖2, (4.6)
where the inequality follows from Lemma 3.2. Since 0< k+1(1+ k)k, using the g-monotonicity of T , it follows
that
‖g(uk+1) − g(u∗) + k+1[T (uk+1) − T (u∗)]‖2
= ‖g(uk+1) − g(u∗)‖2 + 2k+1〈g(uk+1) − g(u∗), T (uk+1) − T (u∗)〉 + 2k+1‖T (uk+1) − T (u∗)‖2
‖g(uk+1) − g(u∗)‖2 + 2(1 + k)k〈g(uk+1) − g(u∗), T (uk+1) − T (u∗)〉 + (1 + k)22k‖T (uk+1) − T (u∗)‖2
(1 + k)2{‖g(uk+1) − g(u∗)‖2 + 2k〈g(uk+1) − g(u∗), T (uk+1) − T (u∗)〉 + 2k‖T (uk+1) − T (u∗)‖2}
= (1 + k)2‖g(uk+1) − g(u∗) + k[T (uk+1) − T (u∗)]‖2. (4.7)
Combining (4.6) and (4.7), we can get the assertion of this theorem. 
From the above theorem, we get the convergence of the proposed exact implicit method as follows.
Theorem 4.2. Let H be a ﬁnite dimension space, then the sequence {uk} generated by the proposed exact implicit
method converges to a solution point of problem (2.1).
Proof. From
∑+∞
k=0 k < + ∞ it follows that
∑+∞
k=0 	k < + ∞ and
∏+∞
k=0 (1 + 	k)< + ∞. Denote
Cs :=
+∞∑
k=0
	k < + ∞ and Cp :=
+∞∏
k=0
(1 + 	k).
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Let u˜ ∈ S∗, From (4.5) we get
‖g(uk+1) − g(u˜) + k+1[T (uk+1) − T (u˜)]‖2

k∏
i=0
(1 + 	i )‖g(u0) − g(u˜) + 0[T (u0) − T (u˜)]‖2
Cp‖g(u0) − g(u˜) + 0[T (u0) − T (u˜)]‖2.
Therefore, there exists a constant C > 0 such that
‖g(uk) − g(u˜) + k[T (uk) − T (u˜)]‖2C, ∀k0. (4.8)
From (4.8), g is homeomorphism and the g-monotonicity of T , it is easy to verify that the {uk} is bounded. Combining
(4.5) and (4.8), we have
c
+∞∑
k=0
‖r(uk, k)‖2‖g(u0) − g(u˜) + 0[T (u0) − T (u˜)]‖2 +
+∞∑
k=0
	k‖g(uk) − g(u˜) + k[T (uk) − T (u˜)]‖2
C + C
+∞∑
k=0
	k
(1 + Cs)C
and it follows from Lemma 3.1 that
lim
k→∞ r(u
k, l ) = 0.
Let u∗ be a cluster point of {uk} then there exists a subsequence {ukj } −→ u∗. Since T and g are continuous then r(u, l )
is continuous,
r(u∗, l ) = lim
j→∞ r(u
kj , l ) = 0
and u∗ is a solution point of problem (2.1). Assume that u¯ = u∗ is another cluster point of {uk}. Since u∗ is a cluster
point of {uk}, there exist a k0 > 0 such that
‖g(uk0) − g(u∗) + k0 [T (uk0) − T (u∗)]‖
1
2
√
Cp
‖g(u¯) − g(u∗)‖. (4.9)
Using the g-monotonicity of T , for all kk0, we have
‖g(uk) − g(u∗)‖‖g(uk) − g(u∗) + k[T (uk) − T (u∗)]‖

⎛
⎝ k−1∏
i=k0
(1 + 	i )
⎞
⎠
1/2
‖g(uk0) − g(u∗) + k0 [T (uk0) − T (u∗)]‖

√
Cp‖g(uk0) − g(u∗) + k0 [T (uk0) − T (u∗)]‖
 12‖g(u¯) − g(u∗)‖,
where the second inequality follows from (4.5) and the last inequality follows from (4.9). Then
‖g(uk) − g(u¯)‖g(u¯) − g(u∗)‖ − ‖g(uk) − g(u∗)‖ 12‖g(u¯) − g(u∗)‖> 0, ∀kk0.
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This contradicts with the assumption that u¯ is a cluster point of {uk}. Thus, it follows immediately that the sequence
{uk} has exactly one cluster point, i.e.,
lim
k→∞ u
k = u∗. 
5. Inexact algorithm and its convergence
In many cases, solving sub-problem (4.2) exactly could be either impossible or expensive. On the other hand, there
seems to be little justiﬁcation on the effort of obtaining the accurate solutions for the sub-problem (4.2) in each iteration.
In fact, many inexact methods and approximate rules have been proposed. Inspired by the approximate rule in [8], we
extend our exact implicit method to an inexact one, which solves the sub-problem (4.2) in each iteration approximately.
In the following we let {
k} be a non-negative sequence which satisﬁes
∞∑
k=0

2k < + ∞.
In the inexact implicit method, instead of Step 2 in the exact implicit method, we adopt the following Step 2′.
Approximation rule in Step 2 of the algorithm in Section 4:
Step 2′: Find uk+1 ∈ Rn such that
‖k(uk+1)‖
k‖r(uk, k)‖, (5.1)
where
k(u) = g(u) + kT (u) − {[g(uk) + kT (uk)] − r(uk, k)}. (5.2)
Theorem 5.1. Let {uk} be the sequence generated by the inexact implicit method. Then there exists a k00, such that
for all kk0
‖g(uk+1) − g(u∗) + k+1[T (uk+1) − T (u∗)]‖2
(1 + 	´k)‖g(uk) − g(u∗) + k[T (uk) − T (u∗)]‖2 − c1‖r(uk, k)‖2, (5.3)
where
	´k := (1 + k)2
(
1 + 4

2
k
(2 − )
)
− 1 and c1 := (2 − )2 .
Proof. It follows from (5.2) that
‖g(uk+1) − g(u∗) + k[T (uk+1) − T (u∗)]‖2
= ‖g(uk) − g(u∗) + k[T (uk) − T (u∗)] − [r(uk, k) −k(uk+1)]‖2
= ‖g(uk) − g(u∗) + k[T (uk) − T (u∗)]‖2 + ‖r(uk, k) −k(uk+1)‖2
− 2〈g(uk) − g(u∗) + k[T (uk) − T (u∗)], r(uk, k)〉
+ 2〈g(uk) − g(u∗) + k[T (uk) − T (u∗)],k(uk+1)〉
‖g(uk) − g(u∗) + k[T (uk) − T (u∗)]‖2 − 2‖r(uk, k)‖2
+ 2〈g(uk) − g(u∗) + k[T (uk) − T (u∗)],k(uk+1)〉 + ‖r(uk, k) −k(uk+1)‖2, (5.4)
where the inequality follows from Lemma 3.2.
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Since ‖k(uk+1)‖
k‖r(uk, k)‖ and limk→∞
k =0, it is easy to show that there is a k0 > 0, such that for all kk0
‖r(uk, k) −k(uk+1)‖22‖r(uk, k)‖2 + 14(2 − )‖r(uk, k)‖2. (5.5)
Using the Cauchy–Schwarz inequality and (5.1), we get
2〈g(uk) − g(u∗) + k[T (uk) − T (u∗)],k(uk+1)〉

4
2k
(2 − )‖g(u
k) − g(u∗) + k[T (uk) − T (u∗)]‖2 +
(2 − )
4
2k
‖k(uk+1)‖2

4
2k
(2 − )‖g(u
k) − g(u∗) + k[T (uk) − T (u∗)]‖2 +
1
4
(2 − )‖r(uk, k)‖2. (5.6)
Substituting (5.5) and (5.6) into inequality (5.4), we obtain
‖g(uk+1) − g(u∗) + k[T (uk+1) − T (u∗)]‖2

(
1 + 4

2
k
(2 − )
)
‖g(uk) − g(u∗) + k[T (uk) − T (u∗)]‖2 −
1
2
(2 − )‖r(uk, k)‖2. (5.7)
Combining (4.7) with ( 5.7) we obtain the desired result. 
Theorem 5.2. Let H be a ﬁnite dimension space, then the sequence {uk} generated by the proposed inexact method
converges to a solution point of the problem (2.1).
Proof. It follows from
∑+∞
k=0 k < + ∞ and
∑+∞
k=0 
2k < + ∞ that
∑+∞
k=0 	´k < + ∞. Then the conclusion follows
directly from (5.3) and Theorem 4.2. 
6. Preliminary computational results
In this section, we present some numerical results for the proposed inexact implicit method. Our main interest is in
demonstrating the necessity of the self-adaptive rule. We consider the following least distance problem:
min 12‖x − c‖2
s.t. Ax ∈ ,
where A ∈ Rn×n, c ∈ Rn and  ⊂ Rn is a closed convex set. This problem can be written as
min 12‖x − c‖2
s.t. Ax − 	= 0,
	 ∈ . (6.1)
The Lagrangian function of problem (6.1) is
L(x, 	, y) = 12 〈x, x〉 − 〈c, x〉 − 〈y,Ax − 	〉,
then
L(x∗, 	∗, y)L(x∗, 	∗, y∗)L(x, 	, y∗),
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where (x∗, 	∗, y∗) ∈ Rn ×  × Rn is saddle point of the Lagrangian function. From the above inequalities we can
obtain ∀	 ∈ ⎧⎪⎨
⎪⎩
x∗ = 〈A, y∗〉 + c,
〈	− 	∗, y∗〉0,
Ax∗ = 	∗.
(6.2)
Substituting the ﬁrst and the third equation in the second of system (6.2), we get
(AAT y∗ + Ac) ∈ , 〈	− (AAT y∗ + Ac), y∗〉, ∀	 ∈ . (6.3)
Problem (6.3) is special case of problem (2.1), by taking
g(u) = AAT u + Ac, T (u) = u and (v) =
{0 if v ∈ ,
+∞ otherwise.
We form the test problem as follows: the matrix A is n × n matrix whose entries are randomly generalized in the
interval (−5,+5), the vector c is generated from a uniform distribution in the interval (−500, 500) and the closed
convex set  is deﬁned as
 := {z ∈ Rn|‖z‖a}.
Note that in the case ‖Ac‖>a, ‖AAT u∗ +Ac‖ = a (otherwise u∗ = 0 is the trivial solution). Therefore, we test the
problem with a = ‖Ac‖ and  ∈ (0, 1).
We denoted (IGMV) and (IGMV) as the proposed inexact implicit methods with ﬁxed and with self-adaptive
parameters, respectively. In each iteration of both IGMV and IGMV methods, the system of nonlinear equations (4.2)
was solved inexactly (see (5.1)) by using

k = min
{
1,
1
k − kmax
}
where kmax0 is a given constant.
In all tests,we take kmax=100, =1.8, the startingpointu0=(0, . . . , 0)T and the stopping criterion‖r(u, )‖∞10−7.
As to IGMV method, the variable k was adjusting according to strategy (4.3) where = 1 and k is deﬁned by (4.4).
All codes were written in Matlab and ran on a P4-2.00GHz notebook computer. Since the random value in Matlab is
time dependent, we tested each problem ﬁve times. The iteration numbers and the computational time of IGMV and
IGMV methods for the problem with different dimensions are given in the following table.
Numerical results for problem (6.3)
n = 100 n = 300
IGMV method IGMV method IGMV method IGMV method
 No. It. CPU (S) No. It. CPU (S) No. It. CPU (S) No. It. CPU (S)
10−1 7095 28.87 26 0.65 – – 32 3.11
10−2 2728 12.17 39 1.22 8112 664.61 48 4.79
10−3 1233 6.86 54 1.54 4419 363.25 61 6.31
10−4 773 6.12 68 1.82 841 74.86 59 6.28
10−5 595 5.22 73 2.30 285 27.70 80 8.35
10−6 408 4.57 64 2.28 211 21.23 94 9.77
– means that the number of iterations > 20 000 and CPU time > 1000 S.
The above table shows that the proposed inexact implicit methods with ﬁxed parameter (IGMV method) depends
heavily on the value of . It converges quickly when the parameter  is too small. Then IGMV method is problem
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dependent. Also from this table, we were conﬁrmed that the proposed inexact implicit methods with self-adaptive
parameter (IGMV method) is very stable and efﬁcient no matter what initial parameter 0 is. In addition, for a set of
similar problems, it seems that the iteration numbers are not very sensitive to the problem size.
7. Concluding remarks
In this paper, by using a self-adaptive technique, we proposed an inexact implicit method with variable parameter
for general mixed variational inequalities. Exact and inexact forms of the modiﬁed method with self-adaptive variable
parameter are suggested and proved to be convergent. From the numerical results, we can conclude that the method
with self-adaptive parameter is more preferable in practice than the one with ﬁxed parameter.
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