We perform equilibrium molecular dynamics simulations for nanoscale fluids confined between two parallel walls and investigate how the autocorrelation function of force acting on one wall is related to the slip length. We demonstrate that for atomically smooth surfaces, the autocorrelation function is accurately described by linearized fluctuating hydrodynamics (LFH). Excellent agreement between the simulation and the LFH solution is found over a wide range of scales, specifically, from the time scale of fluid relaxation even to that of molecular motion. Fitting the simulation data yields a reasonable estimation of the slip length. Thus, LFH provides a starting point for examining the relationship between the slip length and the fluctuations of the force acting on the wall.
I. INTRODUCTION
Over the last two decades, because of remarkable developments in nanotechnology, there has been considerable interest in "nanofluidics," which involves a quantitative description of fluid motion at the nanoscale (< 100nm) [1] [2] [3] . One of the core concepts is the assumption of partial slip boundary conditions; that is, fluid velocity is linearly proportional to the shear rate at fixed solid surfaces [4] [5] [6] :
where v is the tangential velocity relative to the surface and z is the coordinate along the surface normal. b is the slip length, which characterizes the extent of boundary slip. It has been confirmed in recent experiments that a typical slip length is about 0 − 30nm for smooth surfaces; the effect of boundary slip becomes non-negligible as the size of the channel confining the fluid approaches nano-and micro-scales. Therefore, aiming for control and manipulation of nanoscale fluids, much effort has been devoted to the investigation of factors that affect the slip length [7] [8] [9] [10] [11] .
To connect the slip length with the microscopic structure of a solid surface, the following relationship has been often used as a starting point [12] [13] [14] [15] [16] [17] 
with
where η denotes the viscosity, S the surface area, k B the Boltzmann constant, T the temperature of the fluid, · eq the canonical ensemble average at temperature T , and F (t) the total force between the wall and fluid at time t. τ 0 is taken to the first zero of F (t)F (0) eq . This relation was proposed by Bocquet and Barrat [12] , and is referred to as BB's relation in this paper. It was mainly applied to atomically smooth surfaces to extract information on the slip length. For example, BB's relation explains how the slip length depends on microscopic parameters such as the interaction between a fluid particle and a solid particle [13, 14] and the curvature of the surface [15] . Also, the quantitative relationship between the slip length and the static properties of the fluid adjacent to the surface, such as the density and structure factor, are derived from BB's relation [16, 17] . However, the theoretical foundation of BB's relation is not completely understood, and it is unclear why it is related to the slip length [18] [19] [20] . Hence, its application has been limited to atomically smooth surfaces. To elucidate whether it can provide the starting point for examining boundary conditions for more realistic and complicated surfaces, it is important to establish its theoretical foundation.
One approach to this problem is to connect BB's relation with the Green-Kubo formula [12, [21] [22] [23] [24] , which is formally expressed in the form
where L → ∞ represents the abbreviation of the thermodynamic limit. The long-time limit τ → ∞ and thermodynamic limit L → ∞ are essential to obtain the correct slip length from the Green-Kubo formula. The linear response theory explains the importance of these limits as follows [25] [26] [27] . There are two characteristic time scales in a confined fluid; one is that of the microscopic motion of molecules (denoted by τ micro ) and the other is that of the global equilibration of fluid (denoted by τ macro ). When the system size is sufficiently large, τ micro ≪ τ macro holds because the relaxation time of slow variables is larger for larger system size. Then, becauseF (τ ) is a fast variable, it is reasonable to assume that F (τ )F (0) eq decays to 0 at a sufficiently short time relative to τ macro . However, F (τ )F (0) eq does not completely decay to zero even at τ ≃ τ macro because fast variables are generally coupled with slow variables at the τ macro -scale. Actually, for finite size systems γ(τ ) approaches a geometry-dependent value in the long time limit τ ≫ τ macro [12, 18] . Therefore, to obtain the slip length from γ(τ ), it is necessary to remove the contributions of the slow variables from the time integral of γ(τ ). This is accomplished by taking the thermodynamic limit L → ∞ before the long-time limit τ → ∞, because the dynamics of the slow variables is separated in the limit L → ∞.
When the slow and fast variables are completely separated, it is expected that F (τ )F (0) eq would be equal to 0 in the time region τ micro ≪ τ ≪ τ macro ; as a result, γ(τ ) has a well-defined plateau region where γ(τ ) is almost constant. The value of γ(τ ) in this plateau region is the correct slip length. Then, to connect BB's relation and the Green-Kubo formula, we must connect τ 0 in BB's relation with the plateau region. Its relationship remains unclear for the following reasons; (i) Previous studies could not prove the existence of the well-defined plateau region around τ 0 [18] [19] [20] ; (ii) BB's relation holds even for the extremely small system where the assumption τ micro ≪ τ macro is expected to break down [12, 15, [28] [29] [30] . Thus, this approach has yet to provide the final answer.
In this paper, we propose a new method for examining the validity of BB's relation. The crucial idea is to analyze the force autocorrelation function in the linearized fluctuating hydrodynamics (LFH). Although LFH was originally developed as a phenomenological model to describe the dynamics of macroscopic fluctuations, we demonstrate that it reproduces the results of numerical simulations even at the time scale of molecular motion. Furthermore, by fitting the simulation data to the LFH solution, a reasonable estimation of the slip length is obtained. We show that this estimation method is more useful than BB's relation to obtain the slip length. From these results, we propose that LFH is a reasonable starting point for examining the relationship between the fluctuations of force acting on walls and the slip length.
The reminder of this paper is organized as follows. In Sec. II, we introduce a microscopic model of a confined fluid and explain the method of the molecular dynamics simulations in detail. In Sec. III, we review BB's relation with the simulation results. In Sec. IV, we demonstrate that LFH provides the universal model to describe fluctuations of the force acting on the wall. Then, in Sec. V, through the analysis of LFH, we propose a new equilibrium measurement method for the slip length and reveal the theoretical basis of BB's relation. The final section is devoted to discussions.
II. MICROSCOPIC DESCRIPTION OF CONFINED FLUIDS

A. Model
We introduce a microscopic description of the fluid and the wall, as shown schematically on the left side of Fig. 1 . The fluid consists of N particles that are confined to an L x × L y × L cuboid box. We impose periodic boundary conditions along the x and y axes and introduce two walls so as to confine particles in the z direction. We represent the two walls as collections of material points placed near planes z = 0 and z = L, which are referred to as walls A and B, respectively. Each wall consists of N A and N B material points.
The position and momentum of the ith particle of the fluid are denoted by (r i , p i ), (i = 1, 2, · · · , N ), and their collection is denoted by Γ = (r 1 , p 1 , · · · , r N , p N ). Similarly, the position of the ith material point of wall α (α = A, B) is denoted by q α i , (i = 1, 2, · · · , N α ) and their collection is denoted by Γ α = (q α 1 , · · · , q α Nα ). The Hamiltonian of the system is given by
U FF (r) describes the interaction potential between the particles of the fluid and U αF (r) describes that between the material point of wall α and the fluid particle. In this paper, all the interaction potentials are given by the truncated Lennard-Jones potential with a cut-off length r c :
for r < r c , and U αF (r) = 0 otherwise, where α = F, A, B. C (0) αF and C (2) αF are determined by the conditions U αF (r c ) = 0 and U ′ αF (r c ) = 0. For simplicity, we hereafter omit the subscript F F in the parameters (σ F F , c F F , ǫ F F ). Then, the time evolution of the system is described by Newton's equation:
The microscopic structure of wall α is given by the positions of the material points, Γ α , and the parameters in the interaction potential, (ǫ αF , σ αF ). In this paper, we study the atomically smooth wall given by the collection of material points that are fixed on the square lattice in the z = 0 or z = L planes. The lattice constant, which is denoted by a α , is given by
so that the lattice constant a α is treated as the diameter of the particles constituting wall α. Then, the microscopic structure of the wall is determined by other parameters (a α , c αF , ǫ αF ). The microscopic expression of the force acting on wall α is given byF
The force autocorrelation function is calculated by performing a long-time average over the time interval ∆T obs :
where a = x, y, z, and the system is assumed to be in equilibrium at t = 0. We also introduce the Green-Kubo integral of the force autocorrelation function:
For simplicity, we focus on the x-component of the forcê F x α and omit the superscript x inF x α and γ xx αα (t). We assume that walls A and B have the same microscopic structure so that (a A , c AF , ǫ AF ) = (a B , c BF , ǫ BF ). In this case, it holds that
for any t. We thus study only the behavior near wall A and drop the subscript A fromF A (Γ) and γ AA (t).
B. Parameters
In numerical simulations, all the quantities are measured by unit (m, σ, ǫ). In particular, the time is measured by τ micro = mσ 2 /ǫ. For liquid argon, the length and time scales are σ = 0.34nm and τ micro = 2.16 × 10 −12 s [31] .
The simulations are basically performed for (L x , L y , L) = (50.0σ, 50.0σ, 20.0σ), N = 37500, and r c = 2.5σ. Then, three types of walls are examined: (a α , c αF , ǫ αF ) = (0.6σ, 0.8, 0.9ǫ), (0.6σ, 0.4, 0.9ǫ), and (0.6σ, 0.0, 0.9ǫ). The initial states are prepared using the Langevin thermostat with k B T /ǫ = 2.0, and the force autocorrelation functions are obtained for the isolated Hamiltonian systems. When solving Newton's equation (8), we use the second-order symplectic Euler method [32] with a time step dt = 0.001τ micro . The force autocorrelation function is calculated from (11) with ∆T obs = 10000τ micro . We also take an ensemble average over 24 different initial states.
In all the simulations, the fluid far from the walls has a uniform density ρ = 0.78σ −3 , and the shear viscosity of the corresponding state is η = 1.7 √ mǫ/σ 2 , which is obtained independently from a non-equilibrium molecular dynamics (NEMD) simulation.
III. REVIEW OF BB'S RELATION
As mentioned in Introduction, Bocquet and Barrat proposed a relation that provides a reasonable estimation of the slip length:
where τ 0 is defined as the first zero of F (t)F (0) eq [33] .
In this section, we review BB's relation with the simulation results.
A. BB's relation
In Fig. 2 , we present F (t)F (0) eq and γ(t) for the wall (0.6σ, 0.8, 0.9ǫ). For this wall, the first zero of F (t)F (0) eq is about τ 0 ∼ 0.3τ micro (see Fig. 2(a) ), which is comparable to the characteristic time scale of molecular motions. For example, when two particles are bound by the attractive interaction U F F (r), the period of the vibration is calculated as 0.83τ micro . BB's relation implies that the slip length is calculated from information over the molecular time scale. Here, because the first zero of F (t)F (0) corresponds to the first peak of γ(t) (see Fig. 2 (b)), we denote the slip length calculated from (14) by b peak .
The slip length can also be calculated from the NEMD simulation, and is denoted by b neq . We compare b peak with b neq . The non-equilibrium measurement of the slip length is generally performed in the following steps. First, the Couette flow is simulated by adding the thermostat and the external force to the isolated Hamiltonian system. Second, the velocity field and the shear stress are measured. The slip length is calculated by fitting the solution of the Navier-Stokes equation with the finite slip length to these simulation results. Technical details of the NEMD simulation are summarized in Appendix A.
In Table I , we give the value of b peak and b neq for the three types of walls. These slip lengths are generally consistent over a wide region of the slip length, with deviations within 15%, which is consistent with previous studies [12, 15, 20, [28] [29] [30] . Allowing these deviations, we can obtain an estimation of the slip length via BB's relation. TABLE I. Comparison of slip lengths calculated from three different methods. Column 1 gives the wall parameters. b peak and bneq give, respectively, the slip length estimated from the first peak of γ(t), calculated by the NEMD simulation. beq is the slip length measured by proposed equilibrium measurement method that fits the simulation data to the LFH solution. Details are explained in Sec. V A.
B. Problem and strategy
The problem addressed in this paper is establishing the theoretical foundation to connect slip length with BB's relation. Our crucial idea to tackle this problem is to examine how γ(t) decays from t = τ 0 (see Fig. 2(b) ) by introducing LFH as a phenomenological model of the confined fluid. LFH is a standard framework to describe the coupling effects between thermal fluctuations and fluid flow in macroscopic systems. Below, we demonstrate that LFH reproduces the simulation data with high accuracy and provides a useful tool to analyze the behavior of γ(t).
IV. UNIVERSAL MODEL FOR FORCE AUTOCORRELATION FUNCTION
A. Linearized fluctuating hydrodynamics (LFH)
If the length scale of the spatial variation of the velocity field is much larger than molecular scales, the molecular motion is smoothed out and the fluid motion is described as a continuum. From this consideration, LFH is introduced to describe thermal fluctuations and fluid flow.
The geometry of the system is the same as that in Sec. II A, but microscopic structures such as surface roughness are smoothed out (see the right side of Fig. 1 ).
The fluid is assumed to be incompressible. Accordingly, the time evolution is described by the incompressible Navier-Stokes equation with stochastic fluxes,
where twice repeated indices are assumed to be summed over. The momentum flux tensorJ ab (r, t) is given bỹ
wheres ab (r, t) is the Gaussian random stress tensor satisfying
The pressure term in (16) is used to enforce the incompressibility condition, ∂ṽ a (r, t) ∂r a = 0.
Here, the nonlinear effect induced by the advection term is ignored. We impose periodic boundary conditions along the x and y axes. The boundary conditions at z = 0 and z = L are determined by the microscopic structure of walls A and B. As mentioned earlier, the finite slip of the fluid on the wall plays a non-negligible role in the small-scale system. Then, we impose the partial slip boundary condition with slip length b at z = 0 and z = L, specifically,
andṽ
Here, the slip lengths of walls A and B are equal because they have the same microscopic structure.
B. Explicit form of force autocorrelation function
From LFH, the autocorrelation function of the force acting on the wall F (t)F (0) eq can be calculated. This was performed in Ref. [25] . Here, we summarize the calculation results; see Sec. 7-10 in Ref. [25] for details.
Because the fluid in equilibrium has time translational invariance, F (t)F (0) eq is expressed in the form
From the linearity of the model, we can obtain the explicit form of |F (ω)| 2 eq :
where q is given by
Although the formal expression (22) can be obtained by straightforward calculation, there is a difficulty. Specifically, the third and fourth lines of (22) diverge because these terms are proportional to δ(0). This divergence stems from the singularity of the stochastic flux at the same point (see eq. (17)). Here, the origin of the noise is the thermal motion of the molecules. The properties of the stochastic flux (17) appear as the result of coarsegraining such molecular motion. Using this fact, the divergence of the delta function is regularized as follows. An infinitely small element in the coarse-graining description is assumed to be so large that it still contains a great number of molecules. The cutoff length ξ c is introduced as the minimum size of such a volume element; specifically, the infinitely small element in the coarse-graining description has volume ξ 3 c . Then, the properties of the stochastic flux (17) implies that the correlation length is not equal to zero but is estimated as the cutoff length. Accordingly, the delta function in (17), δ 3 (r − r ′ ), is regularized as
Similarly, by introducing the cutoff time τ c , we regularize the delta function δ(t − t ′ ) as:
By the regularization of the stochastic flux, the singularity in (22) is also regularized. Specifically, the delta function in (22) is replaced by:
Therefore, the singularity in (22) is understood to be the the cutoff-length dependence of the force autocorrelation function. In Ref. [25] , we showed that such a cutofflength dependence is approximately removed under the
This condition is reasonable when the system size is fully macroscopic. Although the system considered in this paper is not macroscopic, we assume that the cutoff-length dependence is not observed. Then, the third and fourth lines of (22) are neglected.
C. Validity of LFH
To examine whether LFH describes the simulation data, we compare γ(t) in LFH with that in the simulation data. Note that γ(t) is expressed in terms of the force autocorrelation function as (30) . The agreement is excellent when the slip length is b eq = 7.8σ. Here, the slip length obtained as the best-fitting parameter is denoted by b eq . We consider two characteristic time scales; one is that of the microscopic molecular motion, and the other is that of fluid relaxation. The typical microscopic time scale is given by τ micro , while the relaxation time of the velocity field is estimated as τ macro ∼ 176τ micro . From Fig. 3 , the simulation data can be fitted well by the LFH solution from the τ micro -scale to the τ macro -scale. In particular, the excellent agreement in the time region [0, 10τ micro ] (see Fig. 3(b) ) may be a surprising result because the fluctuating hydrodynamics was originally developed to describe relaxation processes of macroscopic fluids.
This excellent agreement between the simulation data and the LFH solution is found for all the atomically smooth surfaces examined. Figure 4 presents the behavior of γ(t) in the time region [0, 200τ micro ] for the two types of the walls (0.6σ, 0.4, 0.9ǫ) and (0.6σ, 0.0, 0.9ǫ). Therefore, we conclude that LFH is a universal model to describe the behavior of γ(t) with adequate accuracy.
We then focus on the slip length b eq obtained as the best-fitting parameter. Table I summarizes the values of b eq for the three types of the walls. They are very close to b neq , which suggests that the slip length obtained from the non-equilibrium steady state is valid for the description of time-dependent phenomena, such as relaxation processes at the τ micro -scale.
V. EQUILIBRIUM MEASUREMENT METHOD
A. Proposal of new equilibrium measurement method
Up to this point, fitting the simulation data to the LFH solution yields the accurate estimation of the slip length. Here, we explain two practical aspects of this equilibrium measurement method.
First, because the LFH reproduces the simulation data down to the τ micro -scale, we can estimate the slip length from γ(t) in the early-time region. Fitting the simulation data in [0, 20τ micro ] yields the same result as fitting in [0, 100τ micro ], performed in Sec. IV C.
Second, the full LFH solution (22) contains four parameters (η, ρ, b, L). However, the early-time behavior of γ(t) is independent of the system size L. To confirm this, we focus on the behavior of γ(t) in the time region t ≪ τ macro , where the high frequency component of |F (ω)| 2 eq yields a dominant contribution to the frequency integral of (30) . Then, by noting that |F (ω)| 2 eq is expanded as
at ω → ∞, we find that the early-time behavior of γ(t) is independent of the system size L. Furthermore, we check the validity of this result by performing an additional numerical simulation; it is L = 30.0σ for the wall (0.6σ, 0.8, 0.9ǫ), which is the same as Fig. 3 . The result is presented in Fig. 5 . The red circles in Fig. 5 represent the simulation result for L = 20.0σ, which corresponds to the red solid curve in Fig. 3(b) . In addition, the blue solid curve in Fig.5 represents the LFH solution with b eq = 7.8σ, which corresponds to the blue broken curve in Fig. 3(b) . Then, the orange triangles are the additional result, which corresponds to L = 30.0σ. From this figure, we conclude that the decay of γ(t) from the first peak is independent of the system size L, as predicted from LFH. This result indicates that the system size L is independent of the measurement accuracy of γ(t). From these two remarks, we confirm that fitting the simulation data to the LFH solution in the early-time region is a useful way to calculate the slip length from equilibrium molecular dynamics (EMD) simulation at a low computational cost.
Finally, we note that our method requires the value of η in advance whereas ρ and γ(t) are obtained from the EMD simulation. In this paper, the NEMD simulation was performed in order to obtain η.
B. BB's relation revisited
Our method is interpreted as a straightforward extension to BB's relation. This is explained as follows. Let us consider the behavior of γ(t) in the τ micro -scale. The simulation data show that γ(t) grows from t = 0 to t = τ 0 and decays after that (see Fig. 3(b) ). Whereas, in LFH, γ(t) does not grow in the time region [0, τ 0 ]; instead, it has a finite value at t = 0 calculated from the explicit form (30) as:
This equation is similar to BB's relation, where the difference is the time substituted into γ(t). This difference is expected to be generally small because τ 0 is nearly equal to 0. For example, for wall (0.6σ, 0.8, 0.9ǫ), the extrapolated value of γ(t) to t → +0 and the first peak of γ(t) are depicted in Fig. 5 . From this figure, the value of γ(+0) is roughly estimated by γ(τ 0 ), which provides the theoretical basis to connect BB's relation with the slip length b eq :
The theoretical foundation behind BB's relation immediately leads to some practical aspects. First, the relation is directly related to b eq but not b neq . Second, the deviation between b eq and b peak always exists. Third, the validity of the relation is just based on whether γ(t) can be well-fitted by the LFH solution (30) at the microscopic scale.
In particular, it is desirable from the third note to examine the validity of LFH when we use BB's relation. That is, by performing the equilibrium measurement method of fitting the simulation data to the LFH solution, we can validate BB's relation. Therefore, our equilibrium measurement method is better than BB's relation. In addition, because our method is related to the value of γ(t) in a finite time range, whereas BB's relation only yields the value of γ(t) in the limit t → +0, our method is an extension to BB's relation.
Finally, we comment that there is no connection between BB's relation and the Green-Kubo formula. As explained earlier, if BB's relation is related to the Green-Kubo formula, the well-defined plateau region for γ(t) must be observed near t = τ 0 . Here, the well-defined plateau region for γ(t) indicates that the decay from t = τ 0 must become slower as the system size L becomes larger. Because this statement is not true (see Fig. 5 ), we confirm that the validity of BB's relation is not based on the Green-Kubo formula. We conjecture that much larger systems are needed to validate the Green-Kubo formula.
VI. CONCLUDING REMARKS
In this paper, we demonstrated that for atomically smooth walls, LFH accurately reproduces the force autocorrelation function from the time scale of fluid relaxation to that of molecular motion. As a result, LFH is a useful starting point to analyze the behavior of the force autocorrelation function. Furthermore, the slip length obtained as the best-fit parameter is in excellent agreement with that obtained from the non-equilibrium measurement. This equilibrium measurement method provides a useful tool to estimate the slip length with low computational costs and high accuracy.
Furthermore, BB's relation is related to LFH rather than to the Green-Kubo formula. Specifically, the slip length can be estimated by BB's relation only when the LFH description is valid at the microscopic scale. Conversely, we can use BB's relation for more realistic and complicated walls, beyond atomically smooth walls, as long as γ(t) can be well-fitted by LFH. Accordingly, there is a possibility that BB's relation could provide the starting point for the quantitative relationship between slip length and microscopic structures (e.g. roughness) in realistic walls.
Recently, H. Oga et al. introduced another model to reproduce the early-time behavior of γ(t) [34] . It is given by the Langevin equation, which describes the behavior of a coarse-grained system involving a few atoms thickness of fluid adjacent to the wall. Here, we comment on the differences between their phenomenological model and LFH. The crucial difference is that their model does not use information from bulk fluids and contains four parameters related to the properties of fluids adjacent to the wall. Our model characterizes the early-time behavior of γ(t) with only three parameters (η, ρ, b). Also, their model reproduces only the early-time behavior of γ(t) (concretely, [τ micro , 10τ micro ]). Thus, it is desirable to establish a relationship between their model with LFH to more deeply understand the fluctuating dynamics of the fluid adjacent to the wall.
Finally, we comment on the theoretical problem to be solved. The derivation of the fluctuating hydrodynamics from the underlying microscopic dynamics has been studied from the viewpoint of non-equilibrium statisti-cal mechanics [27, 35, 36] . These derivations show that fluctuating hydrodynamics is rigorously valid in the thermodynamic limit. However, our simulations verified that LFH is valid even in the microscopic regime of the special walls such as those that are atomically smooth. This result is clearly beyond the scope of previous derivations. Thus, the problem to be tackled is why LFH provides an accurate prediction at the microscopic scale. There are few statistical mechanical tools to handle such a problem, and a new concept would be necessary.
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Appendix A: Technical details of NEMD simulation
The system used in the NEMD simulation is different from the one in the EMD simulation in the following points. First, wall B is given not by the collection of the material points but by the potential
for r < r c , and V B (r) = 0 otherwise. Then, since the force acting on the fluid particle i is calculated as −∂V B (r i )/∂r a i , the tangential momentum is not exchanged between the fluid and wall B.
Second, we apply the Langevin thermostat and the external force along the x-axis in the region near wall B (referred to as region R B ). Specifically, in region R B , the particles obey the Langevin equation where f = (f, 0, 0) and ξ i represents thermal noise satisfying
where k B is the Boltzmann constant, T the temperature of the thermostat, and ζ the friction coefficient. Outside region R B , we use the same dynamics as the EMD simulation. We induce the uniform shear flow by controlling the external force f and measure the slip length of wall A. Finally, the NEMD simulation is carried out with the same system size as the EMD simulation. The particle number is chosen so that the density far from the walls is consistent with the one of the EMD simulation.
