Abstract. Let δ be a linear mapping from a unital Banach algebra A into a unital left A-module M, and W in Z(A) be a left separating point of M. 
Introduction
Let A be a Banach algebra over the complex field C. 
The concepts of left derivations and Jordan left derivations are introduced
by Bresar and Vukman in [8] . For results concerning the relationship between left derivations and Jordan left derivations on prime rings, we refer the reader to [5, 8, 18, 19] . It's natural that every (Jordan) left derivation is (Jordan) left derivable at each point. There have been a number of papers concerning the study of conditions under which (Jordan) derivations can be completely determined by the action on some sets of points [1, 2, 3, 9, 10, 13, 16, 20, 21] . Using the techniques of researching (Jordan) derivations, several authors are devoted to study the linear (or additive) mappings on some algebras behaving like (Jordan) left derivations when acting on special products. In [17] , Li and Zhou study left derivable mappings at zero on some algebras. In [11, 12] , the authors consider a continuous mapping δ satisfying Aδ(A −1 ) + A −1 δ(A) = 0 for each invertible element A in von Neumann algebras or Banach algebras. In [12, 14, 17] , the authors characterize continuous (Jordan) left derivable mappings at the identity or non-trivial idempotents on some algebras. Let R be a 2-torsion free prime ring, and U be a Lie ideal of R satisfying U 2 ∈ U for each U ∈ U. Ashraf, Rehman and Ali [5] show that if an additive mapping δ on R satisfying δ(U 2 ) = 2U δ(U ) for each U in U, then either U ∈ Z(R) or δ(U) = (0). In this paper, we study (Jordan) left derivable mappings at zero or some non-zero points.
The paper is organized as follows. In Section 2, we characterize linear mappings (Jordan) left derivable at some non-zero points without continuity assumption. Let δ be a linear mapping from a unital Banach algebra A into a unital left A-module M, and C be a non-zero element in A. If δ is left derivable at C, then C · δ is a Jordan left derivation. In addition, when C ∈ Z(A), we prove that if δ is Jordan left derivable at C, then C · δ is also a Jordan left derivation. Let I be the identity of A, and W in Z(A) be a left separating point of M. As applications of the preceding results, we conclude that δ is a Jordan left derivation if and only if δ is (Jordan) left derivable at I or W , which generalizes the corresponding results in [11, 12, 14] .
In Section 3, we prove that if δ is a linear mapping from a Banach algebra A into a Banach left A-module M, and δ is a generalized (Jordan) left derivation (see 
Proof. By assumption, we have δ(I) + δ(I) = δ(I). Thus,
Let T ∈ A, n ∈ N + with n ≥ T + 1, and B = nI + T . Then B and (I − B) are both invertible in A. By (1),
for each T in A. That is, δ is a Jordan left derivation. 
Let T ∈ A, n ∈ N + with n ≥ T + 1, and B = nI + T . Then B and (I − B) are both invertible in A. By (2) and (3),
.
for each T in A. Then for each invertible element A in A, by (4), Take A = I and 2B = C, it's easy to obtain that Cδ(I) = 0. Let A be invertible
Let T ∈ A, n ∈ N + with n ≥ T + 1, and B = nI + T . Then B and (I − B) are both invertible in A. Using (5) and (6), through a series of calculations, we obtain that
Thus, δ(BC) = B ·B −1 δ(BC) = Bδ(C)+ Cδ(B). Since B = nI + T and Cδ(I) = 0, 
Proof. we only need to prove (i)⇒(ii). If δ is a Jordan left derivation, then by δ(I) = 2δ(I), we have δ(I) = 0. For each A, B in A with AB = I, we have
Thus, Aδ(B) + Bδ(A) = 0 = δ(AB) for each A, B in A with AB = I. That is, δ is left derivable at I. 
Proof. It's obvious that δ is Jordan left derivable at W if δ is a Jordan left derivation. We only need to prove (i)⇒(ii), (ii)⇒(i) and (iii)⇒(i). 
On the other hand, for each A, B in A with AB = W , we have that
for each A, B in A with AB = W . Multiply the equation by A at the left side, Gordji [11] prove that a bounded linear mapping δ : A → M is a Jordan left derivation if δ(AB) = Aδ(B) + Bδ(A) for each A, B in A with AB = BA = W . In this Section, we improve the results in [11, 12, 14] without assume that δ is bounded or continuous. Correspondingly, we conclude that every linear mapping δ :
Let R be a 2-torsion free ring with identity I which satisfies that for each T in R, there is some integer n such that nI − T and (n − 1)I − T are invertible or nI + T and (n + 1)I + T are invertible. If we replace A with R and replace linear mappings with additive mappings, then all of the above results in this section are still true.
(Jordan) left derivable mappings at zero
In this section, we consider continuous linear operators (Jordan) left derivable at zero. At first, we introduce a class of Banach algebras with the property (B).
Let A be a Banach algebra and φ be a continuous bilinear mapping from A × A into a Banach space X . We say that φ preserves zero products if for each A, B in A,
Then the property (B) is defined as follows. 
We cannot confirm that d is a left derivation since A is not necessarily commutative.
But if δ is a generalized Jordan left derivation, and d : A → M * * is a mapping
then d is a Jordan left derivation.
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In the next four propositions, we establish several sufficient conditions which imply that ξ can be chosen in M. Proof. According to the definition of generalized left derivation, there exists an element ζ in M * * such that for each A, B in A,
Note this entails that ABζ ∈ M for each A, B in A. Define ξ = Iζ ∈ M, then on account of (7), we have that for each A, B in A, According to Cohen's factorization theorem in [6] , if a Banach algebra A has a bounded left approximate identity, then for each C in A, there exist elements A, B in A such that C = AB. If A has a bounded approximate identity (ρ i ) i∈I and δ is continuous, then
In addition, if Rann M (A) = {0}, and M * is a predual right A-module of M, then
Proof. According to the definition of generalized left derivation, there exists an element ζ in M * * such that for each A, B in A, If A has a bounded approximate identity (ρ i ) i∈I and δ is continuous, then by (10) , it follows that
Thus, lim i∈I ABδ(ρ i ) = ABξ for each A, B in A. According to Cohen's factorization theorem, we have that 
there exist α j in C, (N * ) j in M * , and C j in A (n = 1, 2, ..., n) such that 
Thus C · ξ = 0 for each C in A. With (10),
for each A, B in A. That is, δ is a left derivation.
The proof of the following theorem is similar to the proof of Proposition 3.4.
We leave it to the reader. If A has a bounded approximate identity (ρ i ) i∈I and δ is continuous, then
Proof. The existence of ξ ∈ M can be proved similarly as the proof given in Proposition 3.5.
If A has a bounded approximate identity (ρ i ) i∈I and δ is continuous, then with the following equation
By taking limits in the above identities, we arrive at that
Conversely, if δ is a Jordan left derivation, by (12) , then (A • B)ξ = 0 for each
With (14), we have that for each
And if lim Since A has the property (B), we have that for each A, B, C in A, φ(AB, C) = φ(A, BC), i.e.,
Now we fix A, B, C in A, and consider the bilinear mapping ψ :
On account of (15),
the property (B), it follows that
Since Rann M (A) = {0}, we have that for each X, B ′ , B in A,
Let (ρ i ) i∈I be a bounded approximate identity of A. Since the net (δ(ρ i )) i∈I is bounded, it has a convergent subnet. Without loss of generality, we can assume that there exists an element ξ in M * * such that lim
With (17), we have that for each B ′ , B in A,
Therefore, the net (BB ′δ (ρ i )) i∈I satisfies
with respect to the norm topology. On the other hand, for each M * in M * , with respect to σ(M * * , M * ), we have that
Thus there exists ξ in M * * such that for each B ′ , B in A,
i.e.,δ is a generalized left derivation. 
Proof. Take 
For each A ′ , B ′ in A with A ′ B ′ = 0, on account of (18), ψ(A ′ , B ′ ) = 0. Since A has the property (B), it follows that for each
By taking into account that all the terms in (19) involve C ′ A and CA ′ , we concluded that for each A, B, C, D in A,
Let (ρ i ) i∈I be a bounded approximate identity of A. Since the net (δ(ρ i )) i∈I is bounded, it has a convergent subnet. Without loss of generality, we can assume that there exists an element ξ in M * * such that lim i∈I δ(ρ i ) = ξ with respect to the topology σ(M * * , M * ). Applying (20) with A = C = ρ i , we have
Then with respect to the topology σ(M * * , M * ), 
