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In spatially periodic Hermitian systems, such as electronic systems in crystals, the band structure
is described by the band theory in terms of the Bloch wave functions, which reproduce energy levels
for large systems with open boundaries. In this paper, we establish a generalized Bloch band theory
in one-dimensional spatially periodic tight-binding models. We show how to define the Brillouin
zone in non-Hermitian systems. From this Brillouin zone, one can calculate continuum bands, which
reproduce the band structure in an open chain. As an example, we apply our theory to the non-
Hermitian Su-Schrieffer-Heeger model. We also show the bulk-edge correspondence between the
winding number and existence of the topological edge states.
The band theory in crystals is fundamental for describ-
ing electronic structure1. By introducing the Bloch wave
vector k, the band structure calculated within a unit cell
reproduces that of a large crystal with open boundaries.
Here it is implicitly assumed that the electronic states are
almost equivalent between a system with open bound-
aries and one with periodic boundaries, represented by
the Bloch wave function with real k. This is because the
electronic states extend over the system.
Recently, non-Hermitian systems, which are described
by non-Hermitian Hamiltonians have been attracting
much attention. These systems have been both theo-
retically and experimentally studied in many fields of
physics2–71. In particular, the bulk-edge correspondence
has been intensively studied in topological systems. In
contrast to Hermitian systems, it seems to be violated
in some cases. The reasons for this violation have been
under debate52,72–94.
One of the controversies is that in many previous
works, the Bloch wave vector has been treated as real
in non-Hermitian systems, similarly to Hermitian ones.
In Ref. 83, it was proposed that in one-dimensional (1D)
non-Hermitian systems, the wave number k becomes
complex. The value of β ≡ eik is confined on a loop on
the complex plane, and this loop is a generalization of the
Brillouin zone in Hermitian systems. In non-Hermitian
systems, the wave functions in large systems with open
boundaries do not necessarily extend over the bulk but
are localized at either end of the chain, unlike those in
Hermitian systems. This phenomenon is called the non-
Hermitian skin effect83. Thus far, how to obtain the gen-
eralized Brillouin zone has been known only for simple
systems.
In this paper, we establish a generalized Bloch band
theory in a 1D tight-binding model in order to deter-
mine the generalized Brillouin zone Cβ for β ≡ eik,
k ∈ C. First of all, we introduce the “Bloch” Hamil-
tonian H (k) and rewrite it in terms of β as H (β). Then
the eigenvalue equation det [H (β)− E] = 0 is an al-
gebraic equation for β, and let 2M be the degree of
the equation. The main result is that when the eigen-
value equation has solutions βi (i = 1, · · · , 2M) with
|β1| ≤ |β2| ≤ · · · ≤ |β2M−1| ≤ |β2M |, Cβ is given
by the trajectory of βM and βM+1 under a condition
|βM | = |βM+1|. It is obtained as the condition to con-
struct continuum bands, which reproduce band structure
for a large crystal with open boundaries. We note that in
Hermitian systems, this condition reduces to Cβ : |β| = 1,
meaning that k becomes real. In previous works, systems
with M = 1 have been studied in general cases83 and in
limited cases95.
A byproduct of our theory is that one can prove the
bulk-edge correspondence. The bulk-edge correspon-
dence has been discussed, but in most cases, it has not
been shown rigorously but by observation on some par-
ticular cases, together with an analogy to Hermitian sys-
tems. It in fact shows that the bulk-edge correspondence
for the real Bloch wave vector cannot be true in non-
Hermitian systems. In this paper, we show the bulk-
edge correspondence in the non-Hermitian Su-Schrieffer-
Heeger (SSH) model with the generalized Brillouin zone
and discuss the relationship between a topological invari-
ant in the bulk and existence of the edge states.
We start with a 1D tight-binding model, with its
Hamiltonian given by
H =
∑
n
N∑
i=−N
q∑
µ,ν=1
ti,µνc
†
n+i,µcn,ν , (1)
where N represents the range of the hopping and q repre-
sents the degrees of freedom per unit cell. This Hamilto-
nian can be non-Hermitian, meaning that ti,µν is not nec-
essarily equal to t∗−i,νµ. Then one can write the real-space
eigen-equation asH |ψ〉 = E |ψ〉, where the eigenvector is
written as |ψ〉 = (· · · , ψ1,1, · · · , ψ1,q, ψ2,1, · · · , ψ2,q, · · · )T
in an open chain. Thanks to the spatial periodicity, one
can write the eigenvector as a linear combination:
ψn,µ =
∑
j
φ(j)n,µ, φ
(j)
n,µ = (βj)
n
φ(j)µ , (µ = 1, · · · , q). (2)
By imposing that φ
(j)
n,µ is an eigenstate, one can obtain
the eigenvalue equation (for example, see Eq. (7)) for
β = βj as
det [H (β)− E] = 0. (3)
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FIG. 1. Schematic figure of the band structure (a) in a finite
open chain with various system sizes L, and (b) in the gen-
eralized Bloch Hamiltonian. The vertical axis represents the
distribution of the complex energy E.
Here this eigenvalue equation is an algebraic equation for
β with an even degree 2M in general cases96.
One can see from Eq. (2) that β corresponds to the
Bloch wave number k ∈ R via β = eik in Hermitian sys-
tems. The bulk-band structure for reality of k reproduces
the band structure of a long open chain. When extend-
ing this idea to non-Hermitian systems, we should choose
values of β such that the bands of the Hamiltonian H (β)
reproduce those of a long open chain (Fig. 1). The levels
are discrete in a finite open chain, and as the system size
becomes larger, the levels become dense and the asymp-
totically form continuum bands (Fig. 1). Therefore, in or-
der to find the generalized Brillouin zone Cβ , one should
consider asymptotic behavior of level distributions in an
open chain in the limit of a large system size. In Her-
mitian systems, |β| is equal to unity, meaning that the
eigenstates extend over the bulk. On the other hand, in
non-Hermitian systems, |β| is not necessarily unity, and
these states may be localized at either end of the chain.
Therefore, these bands cannot be called bulk bands, but
should be called continuum bands. These states are in-
compatible with the periodic boundaries. The continuum
bands are formed by changing β continuously along Cβ ,
as we show later.
Next. we find how to determine the generalized Bril-
louin zone Cβ , which determines the continuum bands.
Here we number the solutions βi (i = 1, · · · , 2M) of
Eq. (3) so as to satisfy |β1| ≤ |β2| ≤ · · · ≤ |β2M−1| ≤
|β2M |. We find that the condition to get the continuum
bands can be written as
|βM | = |βM+1| , (4)
and the trajectory of βM and βM+1 gives Cβ . In Her-
mitian systems, we can prove that Eq. (4) becomes
|βM | = |βM+1| = 196, and Cβ is a unit circle, |β| = 1.
When M = 1, this condition physically corresponds to
a condition for the formation of a standing wave in an
open chain as proposed in Ref. 83. We discuss this point
in Sec. SI in the Supplemental Material96.
To get Eq. (4), we focus on boundary conditions in an
open chain. Here we provide an outline of the process
by which we arrive at Eq. (4), and we give a detailed
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FIG. 2. (a) Non-Hermitian SSH model. The dotted boxes
indicate the unit cell. (b)-(d) Generalized Brillouin zone Cβ
of this model. The values of the parameters are (b) t2 =
1, t3 = 1/5, γ1 = 4/3, and γ2 = 0, with (b-1) t1 = 1.1 and (b-
2) t1 = −1.1; (c) t1 = 0.3, t2 = 1.1, t3 = 1/5, and γ1 = 0, with
(c-1) γ2 = 4/3 and (c-2) γ2 = −4/3; and (d) t2 = 0.5, t3 =
1/5, γ1 = 5/3, and γ2 = 1/3, with (d-1) t1 = 0.3 and (d-2)
t1 = −0.3.
discussion in Secs. SII and SIII in the Supplemental Ma-
terial96. We impose the wave function in Eq. (2) to rep-
resent an eigenstate. Apart from the positions near the
two ends, it leads to the eigenvalue equation (3). The
boundary conditions place another constraint on the val-
ues of βi (i = 1, · · · , 2M) in the form of an algebraic
equation. We now suppose the system size L to be quite
large and consider a condition to achieve densely dis-
tributed levels (Fig. 1). The equation consists of terms of
the form (βi1βi2 · · ·βiM )L. When |βM | 6= |βM+1|, there is
only one leading term proportional to (βM+1 · · ·β2M )L,
which does not allow continuum bands. Only when
|βM | = |βM+1|, are there two leading terms proportional
to (βMβM+2 · · ·β2M )L and to (βM+1βM+2 · · ·β2M )L. In
such a case, the relative phase between βM and βM+1
can be changed almost continuously for a large L, pro-
ducing the continuum bands. We note that our condi-
tion Eq. (4) is independent of any boundary conditions.
In Ref. 83, it was proposed that the continuum bands
require |βi| = |βj |. Nonetheless, this is not sufficient; ex-
cept for the case |βM | = |βM+1|, it does not allow the
continuum bands.
We apply Eq. (4) to the non-Hermitian SSH model as
3shown in Fig. 2(a). It is given by
H =
∑
n
[(
t1 +
γ1
2
)
c†n,Acn,B +
(
t1 − γ1
2
)
c†n,Bcn,A
+
(
t2 +
γ2
2
)
c†n,Bcn+1,A +
(
t2 − γ2
2
)
c†n+1,Acn,B
+t3
(
c†n,Acn+1,B + c
†
n+1,Bcn,A
)]
, (5)
where t1, t2, t3, γ1, and γ2 are real. The generalized Bloch
Hamiltonian H (β) can be obtained by a replacement
eik → β, similarly to Hermitian systems, as H (β) =
R+ (β) σ+ + R− (β)σ−, where σ± = (σx ± iσy) /2, and
R± (β) are given by
R+ (β) =
(
t2 − γ2
2
)
β−1 +
(
t1 +
γ1
2
)
+ t3β,
R− (β) = t3β
−1 +
(
t1 − γ1
2
)
+
(
t2 +
γ2
2
)
β. (6)
Therefore the eigenvalue equation can be written as
R+ (β)R− (β) = E
2, (7)
which is a quartic equation for β; i.e., M = 2, having
four solutions βi (i = 1, · · · , 4) satisfying |β1| ≤ |β2| ≤
|β3| ≤ |β4|. Then Eq. (4) is given by |β2| = |β3|96.
The trajectory of β2 and β3 satisfying the condition
|β2| = |β3| determines the generalized Brillouin zone Cβ ,
and it is shown in Figs. 2(b)-2(d) for various values of the
parameters. It always forms a loop enclosing the origin
on the complex plane. Nonetheless, we do not have a rig-
orous proof that Cβ is always a single loop encircling the
origin. We find some features of Cβ . First, our result does
not depend on whether |β| is larger or smaller than unity,
as opposed to the suggestions in previous works57,83; in
Fig. 2(d-2), |β| takes both values more than 1 and values
less than 1. Second, Cβ can be a unit circle even for non-
Hermitian cases; for example, when t1 = t3 = γ2 = 0.
Finally, Cβ can have cusps, corresponding to the cases
where three solutions share the same absolute value96.
We calculate the winding number w for the Hamilto-
nian H(β). Thanks to the chiral symmetry, w can be
defined as96
w = −w+ − w−
2
, w± =
1
2π
[argR± (β)]Cβ , (8)
where [argR± (β)]Cβ means the change of the phase of
R± (β) as β goes along the generalized Brillouin zone
Cβ in a counterclockwise way. It is proposed that w
corresponds to the presence or absence of the topological
edge states83.
We show how the gap closes in our model. It closes
when E = 0, i.e., R+ (β) = 0 or R− (β) = 0. Let
β = βai (i = 1, 2, a = +,−) denote the solutions of the
equation Ra (β) = 0, with |βa1 | ≤ |βa2 |. When E = 0 is in
the continuum bands, Eq. (4) should be satisfied for the
four solutions β±i (i = 1, 2). It can be classified into two
cases, (a) |βa1 | ≤ |βa2 | =
∣∣β−a1 ∣∣ ≤ ∣∣β−a2 ∣∣ (a = +,−), and
(b) |βa1 | ≤
∣∣β−a1 ∣∣ = ∣∣β−a2 ∣∣ ≤ |βa2 | (a = +,−). In case (a),
FIG. 3. (Color online) Phase diagram and bulk-edge corre-
spondence with t3 = 1/5, γ1 = 5/3, and γ2 = 1/3. (a) Phase
diagram on the t1-t2 plane. The blue region represents that
the winding number is 1, and the orange region represents
that the system has exceptional points. Along the black ar-
row in (a) with t2 = 1.4, we show the results for (b) the
winding number, (d) energy bands in a finite open chain, and
(e) the continuum bands from the generalized Brillouin zone
Cβ. The edge states are shown in red in (d). (c) shows ℓ+
(red) and ℓ
−
(blue) on the R plane with t1 = 1 and t2 = 1.4.
as we change one parameter, the gap closes at E = 0, and
w+ and −w− change by 1 at the same time, giving rise to
the change of the winding number by unity. On the other
hand, in case (b), only one of the two coefficients R± (β)
becomes zero, and it represents an exceptional point.
We obtain the phase diagram on the t1-t2 plane in
Fig. 3(a) and on the γ1-γ2 plane in Fig. 4(a). In these
phase diagrams, the winding number w is 1 in the blue
region. By definition, w changes only when R± (β) = 0
on the generalized Brillouin zone Cβ , and the gap closes.
The energy bands in a finite open chain calculated along
the black arrow in Fig. 3(a) are shown in Fig. 3(d), and
one can confirm that the edge states appear in the region
where w = 1. In addition, the continuum bands using Cβ
(Fig. 3 (e)) agree with these energy bands. In Fig. 4(b),
we give the energy bands calculated along the green ar-
row in Fig. 4(a), and the edge states appear similarly to
Fig. 3(d). On the other hand, the system has the excep-
tional points in the orange region. The phase with the
exceptional points extends over a finite region96.
We discuss the bulk-edge correspondence in our model.
The loops ℓ± drawn by R± (β) on the R plane are shown
in Fig. 3(c) and in Figs. 4(c) and 4(d) for certain values
of the parameters. In both Fig. 3(c) and Fig. 4(c), the
system has the winding number w = 1, since both ℓ+ and
ℓ− surround the origin O, leading to w+ = −1 and w− =
1. In Fig. 4(a), one can continuously change the values of
the parameters to the Hermitian limit, γ1, γ2 → 0, while
keeping the gap open and while w = 1 remains. The
same is true for Fig. 3(a). Therefore, by following the
proof in Hermitian cases97, one can prove the bulk-edge
correspondence even for the non-Hermitian cases, and
the existence of zero-energy states is derived96. On the
other hand, ℓ− passes O as shown in Fig. 4(d), where the
4FIG. 4. Phase diagram and bulk-edge correspondence with
t1 = 0, t2 = 1, and t3 = 1/5. (a) Phase diagram on the γ1-γ2
plane. The blue region represents that the winding number
is 1, and the orange region represents that the system has
exceptional points. (b) Energy bands calculated along the
green arrow in (a) with γ2 = 1.4. Note that γc ≃ 1.89. The
edge states are shown in red. (c),(d) Loops ℓ+ (red) and
ℓ
−
(blue) on the R plane. The values of the parameters are
(c) γ1 = −1 and γ2 = 1.4, and (d) γ1 = 2.1 and γ2 = 1.4.
Note that ℓ
−
passes the origin in (d), which corresponds to
exceptional points.
system has exceptional points. We note that the winding
number is not well defined in this case.
In summary, we establish a generalized Bloch band the-
ory in 1D tight-binding systems and obtain the condition
for the continuum bands. We show the way to construct
the generalized Brillouin zone Cβ , which is fundamen-
tal for obtaining the continuum bands. Here the Bloch
wave number k takes complex values in non-Hermitian
systems. Our conclusion, |βM | = |βM+1|, is physically
reasonable in several aspects. First, it is independent of
any boundary conditions. Thus, for a long open chain,
irrespective of any boundary conditions, the spectrum
asymptotically approaches the same continuum bands
calculated from Cβ
96. Second, it reproduces the known
result in the Hermitian limit, i.e., |β| = 1. Third, the
form of the condition is invariant under the replacement
β → 1/β. Suppose the numbering of the sites is reversed
by setting n′ = L+1−n for the site index n(= 1, · · · , L);
then β becomes β′ = 1/β, but the form of the condition
is invariant: |β′M | =
∣∣β′M+1∣∣.
Through this definition of the continuum bands, one
can show the bulk-edge correspondence without ambigu-
ity by defining the winding number w from the general-
ized Brillouin zone in 1D systems with chiral symmetry.
Indeed, we showed that the zero-energy states appear in
the non-Hermitian SSH model when w takes nonzero val-
ues, and we also revealed that these states correspond to
topological edge states. It is left for future works to deter-
mine how to calculate the continuum bands for systems
with other symmetries.
The construction of the generalized Brillouin zone
can be extended to higher dimensions as well. In two-
dimensional (2D) systems, we introduce the two param-
eters βx
(
= eikx
)
and βy
(
= eiky
)
. Then the eigenvalue
equation det [H (βx, βy)− E] = 0, where H (βx, βy) is a
2D generalized Bloch Hamiltonian, is an algebraic equa-
tion for βx and βy. If we fix βy (βx), this system can be
regarded as a 1D system, and the criterion is given by∣∣βxMx ∣∣ = ∣∣βxMx+1∣∣ (∣∣∣βyMy ∣∣∣ = ∣∣∣βyMy+1∣∣∣), where 2Mx (2My)
is the degree of the eigenvalue equation for βx (βy). Thus,
we can get the conditions for the continuum bands. Nev-
ertheless, it is still an open question how to determine
the generalized Brillouin zone in higher dimensions.
We also apply our theory to the tight-binding model
proposed in Ref. 74, and we show that the Bloch wave
number k has a nonzero imaginary part, and the bulk-
edge correspondence can be established with k ∈ C96.
We conclude that some previous works on the bulk-edge
correspondence using the reality of the Bloch wave vector
require further investigation.
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SI. SIMPLE NON-HERMITIAN
TIGHT-BINDING MODEL
In this section, we study a simple non-Hermitian tight-
binding model in terms of the non-Bloch band theory.
The Hamiltonian of this system is given by
H =
L−1∑
n=1
(
tRc
†
n+1cn + tLc
†
ncn+1
)
, (S1)
where tR, tL ∈ R are the asymmetric hopping amplitudes,
and L is the system size. We put tR and tL to be positive,
for simplicity. For the eigenvector |ψ〉 = (ψ1, · · · , ψL)T,
the real-space eigen-equation H |ψ〉 = E |ψ〉 can be writ-
ten as
tRψn−1 + tLψn+1 = Eψn, (n = 1, · · · , L). (S2)
Henceforth we imply ψ0 = ψL+1 = 0 as a boundary
condition. From the theory of linear difference equations,
a general solution of the recursion equation Eq. (S2) is
written as
ψn = (β1)
n
φ(1) + (β2)
n
φ(2), (S3)
where βj (j = 1, 2) are the solutions of the eigenvalue
equation
tRβ
−1
j + tLβj = E. (S4)
Here the boundary condition ψ0 = 0 gives φ
(1) + φ(2) =
0. By combining this equation, the boundary condition
ψL+1 = 0 gives (β1/β2)
L+1
= 1, and we can rewrite this
equation as
β1
β2
= e2iθm ,
(
θm =
mπ
L+ 1
,m = 1, · · · , L
)
. (S5)
Then we get
|β1| = |β2| , (S6)
and we obtain r ≡ |β1,2| =
√
tR/tL since β1β2 = tR/tL
from Eq. (S4). Therefore βj (j = 1, 2) can be given by
β
(m)
1 = re
iθm , β
(m)
2 = re
−iθm , (S7)
and the eigenstate Eq. (S3) and the eigenenergy Eq. (S4)
can be written as
ψ(m)n ∝
(
reiθm
)n − (re−iθm)n ∝ rn sinnθm,
E(m) = 2
√
tRtL cos θm. (S8)
・・・
1   ・・・   q
・・・ ・・・・・・
1   ・・・   q
・・・
1   ・・・   q
+N +N
・・・ ・・・
FIG. S1. Schematic figure of a 1D tight-binding system. A
unit cell includes q degrees of freedom, and the range of hop-
ping is N .
Then we can get the discrete energy levels in a finite open
chain.
As the system size L becomes larger, these energy lev-
els becomes dense, and finally, the energy spectrum can
be obtained in the thermodynamic limit L→ ∞. These
continuum bands at L → ∞ can be obtained by setting
Eq. (S6). Namely Eq. (S6) leads to
β1 =
√
tR
tL
eiθ, β2 =
√
tR
tL
e−iθ, (S9)
and from Eq. (S4), we get
E = 2
√
tRtL cos θ, (S10)
giving the continuum bands by changing θ ∈ R. There-
fore we can interpret Eq. (S6) as the condition for the
continuum bands.
In Eq. (S8), apart from the factor rn, the wave function
ψ
(m)
n represents a standing wave, as a superposition of
two counterpropagating plane waves. Thus the condition
for the continuum bands Eq. (S6) can be also understood
as a condition for formation of a standing wave in this
system.
SII. NON-BLOCH BAND THEORY
In this section, we describe a systematic way to get
the generalized Brillouin zone Cβ in general cases. In
particular, Cβ becomes a unit circle in Hermitian cases.
A. General recipe for deriving the generalized
Brillouin zone
We start with a one-dimensional (1D) tight-binding
model in an open chain as shown in Fig. S1. A unit cell
is composed of q degrees of freedom, such as sublattices,
spins, or orbitals, and the range of hopping isN , meaning
2that electrons hop up to theN -th nearest unit cells. Then
its Hamiltonian can be written as
H =
∑
n
N∑
i=−N
q∑
µ,ν=1
ti,µνc
†
n+i,µcn,ν , (S11)
where c†n,µ (cn,µ) is a creation (an annihilation) oper-
ator of an electron with index µ (µ = 1, · · · , q) in the
n-th unit cell, and ti,µν is a hopping amplitude to the
i-th nearest unit cell. This Hamiltonian can be non-
Hermitian, meaning that ti,µν is not necessarily equal to
t∗−i,νµ. Here one can write the real-space eigen-equation
as H |ψ〉 = E |ψ〉, where the eigenvector is written as
|ψ〉 = (· · · , ψ1,1, · · · , ψ1,q, ψ2,1, · · · , ψ2,q, · · · )T. Thanks
to the spatial periodicity, we can write the eigenvector as
a linear combination:
ψn,µ =
∑
j
φ(j)n,µ, φ
(j)
n,µ = (βj)
n
φ(j)µ , (µ = 1, · · · , q).
(S12)
Then, by imposing that φ
(j)
n,µ is an eigenstate, the eigen-
equation can be rewritten for β = βj as
q∑
ν=1
[H (β)]µν φν = Eφµ, (µ = 1, · · · , q) , (S13)
where a generalized Bloch Hamiltonian H (β) is given by
[H (β)]µν =
N∑
i=−N
ti,µνβ
i, (µ, ν = 1, · · · , q) . (S14)
We note that in Hermitian cases, Eq. (S13) is nothing but
the eigen-equation for the Bloch eigenstates. Therefore
we can get the eigenvalue equation as
det [H (β)− E] = 0. (S15)
We note that the eigenvalue equation is an algebraic
equation for β with an even degree 2M = 2qN in general
cases, where M = qN because each element of the q × q
matrix H (β) has the form of Eq. (S14).
Next we show how to determine the generalized Bril-
louin zone Cβ , which determines continuum bands. It
is one of the main results of our work. Let βj (j =
1, · · · , 2M) be the solutions of the eigenvalue equation
Eq. (S15). Here we number the 2M solutions so as to
satisfy
|β1| ≤ |β2| ≤ · · · ≤ |β2M−1| ≤ |β2M | . (S16)
We find that the condition to get continuum bands can
be written as
|βM | = |βM+1| , (S17)
and then the trajectory of βM and βM+1 satisfying
Eq. (S17) determines Cβ . The derivation of Eq. (S17)
is given in Sec. SIII. For example, in the non-Hermitian
SSH model, Cβ is shown in Fig. S4 (a). We note that
Eq. (S17) was proposed in Ref. 1 in a simpler case of
Eq. (S15) being a quadratic equation for β correspond-
ing to M = 1, but for general cases its condition has
not been known so far. We also mention Ref. 2, which
discusses the condition for continuum bands for limited
cases of M = 1, JL = JR = J , and J
2 = 0, where JL
and JR are matrices formed by t1,µν and t−1,µν in our
notation.
We here mention special cases in which the degree of
the eigenvalue equation Eq. (S15) is less than 2M = 2qN .
This occurs when some hopping amplitudes are zero.
Even in these cases, one can restore the eigenvalue equa-
tion to an algebraic equation with the degree 2M for β,
by including all hopping amplitudes to the N -th nearest
unit cells to be non-zero, through an addition of infinites-
imally small hopping amplitudes to the otherwise zero
hopping amplitudes. Then Eq. (S17) can be applied in
this situation. By taking the zero limit of all these in-
finitesimal hopping amplitudes, continuum bands in the
original system can be obtained. In Sec. SIVB, we de-
scribe such special cases, and we show how to apply our
theory to them.
B. Hermitian cases
In this subsection, we prove that the generalized Bril-
louin zone Cβ becomes a unit circle in Hermitian cases.
In the following, we assume that the eigenvalue equation
Eq. (S15) is an algebraic equation for β of 2M -th degree.
In this case, it can be written as
M∑
i=−M
aiβ
i = 0, (S18)
where ai (i = −M, · · · ,M) are coefficients satisfying
a−i = a
∗
i and a0 is real. These coefficients are func-
tions of the eigenenergy E and the hopping terms ti,µν
included in Eq. (S11). Here the eigenenergy E is real
due to Hermiticity of the Hamiltonian. Equation (S18)
has 2M solutions, and they are numbered so as to satisfy
Eq. (S16). Since one can rewrite Eq. (S18) as
M∑
i=−M
(a−i)
∗
(β∗)
−i
=
M∑
i=−M
ai (β
∗)
−i
= 0, (S19)
the solutions always appear in pairs: (β, 1/β∗), and we
get β2M+1−j = 1/β
∗
j . In particular, one can get the
relationship between βM and βM+1 as βM+1 = 1/β
∗
M .
Therefore Eq. (S17) can be rewritten as
|βM | = |βM+1| = 1. (S20)
Thus we can conclude that Cβ becomes a unit circle in
Hermitian systems.
3SIII. DERIVATION OF THE CONDITION FOR
CONTINUUM BANDS
In this section, we derive the condition for continuum
bands Eq. (S17). To this end, we focus on boundary
conditions in a finite open chain with L unit cells. The
wave functions are written in the form Eq. (S12), i.e.
ψn,µ =
2M∑
j=1
(βj)
n
φ(j)µ , (n = 1, · · ·L, µ = 1, · · · , q).
(S21)
The equations from a boundary condition include the
2qM unknown variables φ
(j)
µ . The real-space eigen-
equation H |ψ〉 = E |ψ〉 fixes the ratio between the values
of φ
(j)
µ sharing the same value of j. Therefore one can
reduce the 2qM variables to the 2M variables φ
(j)
µ with
a single value of µ, e.g. µ = 1. As a result, we can get
M equations for the 2M variables φ
(j)
1 (j = 1, · · · , 2M)
at the left end of the open chain around n = 1:
2M∑
j=1
fi (βj, E,S)φ(j)1 = 0, (i = 1, · · · ,M) , (S22)
and M equations at the right end of the open chain
around n = L:
2M∑
j=1
gi (βj , E,S) (βj)L φ(j)1 = 0, (i = 1, · · · ,M) , (S23)
where S is the set of the system parameters ti,µν . Here
fi and gi are functions of βj , E, and S, and they do
not depend on L. We emphasize here that any kinds of
boundary conditions for an open chain can be written as
M equations (Eq. (S22)) for the left end andM equations
(Eq. (S23)) for the right end. By combining Eqs. (S22)
and (S23), we can obtain a condition for the existence of
nontrivial solutions for φ
(1)
1 , · · · , φ(2M)1 :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f1 (β1, E,S) · · · f1 (β2M , E,S)
...
...
...
fM (β1, E,S) · · · fM (β2M , E,S)
g1 (β1, E,S) (β1)L · · · g1 (β2M , E,S) (β2M )L
...
...
...
gM (β1, E,S) (β1)L · · · gM (β2M , E,S) (β2M )L
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
(S24)
We note that both fi and gi depend on boundary condi-
tions but not on L.
The determinant included in Eq. (S24) is an algebraic
equation for βj (j = 1, · · · , 2M). By solving Eq. (S24),
one can calculate eigenenergies of the system with open
boundaries. One cannot analytically solve these equa-
tions for a general system size. Nonetheless our aim is to
see how the solutions for a large system size form contin-
uum bands. Therefore we suppose L to be quite large,
and consider a condition to form densely distributed en-
ergy levels. Here Eq. (S24) is expressed in a form∑
P,Q
F (βi∈P , βj∈Q, E,S)
∏
k∈P
(βk)
L
= 0. (S25)
The sets P and Q are two disjoint subsets of the set
{1, · · · , 2M} such that the number of elements of each
subset is M . In this way, the sum included in Eq. (S25)
is taken over all the sets P and Q.
We now consider asymptotic behavior of the solutions
of Eq. (S25) for large L. When |βM | 6= |βM+1|, there is
only one leading term proportional to (βM+1 · · ·β2M )L
in Eq. (S25) in the limit of a large L. Thus it leads to
the equation
F (βi∈P ′ , βj∈Q′ , E,S) = 0 (S26)
with P ′ = {M + 1, · · · , 2M} and Q′ = {1, · · · ,M}. This
equation does not depend on L, and does not allow
continuum bands. On the other hand, when |βM | =
|βM+1|, there are two leading terms proportional to
(βMβM+2 · · ·β2M )L and to (βM+1βM+2 · · ·β2M )L, and
the equation is written as(
βM
βM+1
)L
= −F (βi∈P0 , βj∈Q0 , E,S)
F (βi∈P1 , βj∈Q1 , E,S)
(S27)
with P0 = {M + 1, · · · , 2M}, Q0 = {1, · · · ,M}, P1 =
{M,M + 2, · · · , 2M}, and Q1 = {1, · · · ,M − 1,M + 1}.
In such a case, we can expect that the relative phase be-
tween βM and βM+1 can be changed almost continuously
for a large L, producing the continuum bands.
In Sec. SIV, we derive Eq. (S17) for the non-Hermitian
SSH model as an example. In this model, Eq. (S25) com-
ing from the boundary condition is given by Eq. (S40).
SIV. NON-HERMITIAN SSH MODEL
In this section, we show how to get the eigenvalue equa-
tion and the condition for the continuum bands in the
non-Hermitian SSH model. We show that even when an
arbitrary complex potential is added on the boundary
sites, the condition for the continuum bands Eq. (S17)
is unchanged, and namely the generalized Brillouin zone
is unchanged. Thus we emphasize that the condition
for continuum bands, Eq. (S17), is independent of any
boundary conditions.
A. Eigenvalue equation
In this subsection, we derive the eigenvalue equation in
the non-Hermitian SSH model as shown in Fig. S2. This
4FIG. S2. Schematic figure of the non-Hermitian SSH model.
The dotted boxes indicate the unit cell.
model is the case of q = 2 and N = 1, giving M = 2.
The Hamiltonian can be written as
H =
∑
n
[(
t1 +
γ1
2
)
c†n,Acn,B +
(
t1 − γ1
2
)
c†n,Bcn,A
+
(
t2 +
γ2
2
)
c†n,Bcn+1,A +
(
t2 − γ2
2
)
c†n+1,Acn,B
+t3
(
c†n,Acn+1,B + c
†
n+1,Bcn,A
)]
, (S28)
where t1, t2, t3, γ1, and γ2 are real. Eigenvectors are writ-
ten as |ψ〉 = (· · · , ψ1,A, ψ1,B, ψ2,A, ψ2,B, · · · )T. Then we
can explicitly write the equation for ψn,µ as(
t2 − γ2
2
)
ψn−1,B +
(
t1 +
γ1
2
)
ψn,B + t3ψn+1,B = Eψn,A,
t3ψn−1,A +
(
t1 − γ1
2
)
ψn,A +
(
t2 +
γ2
2
)
ψn+1,A = Eψn,B.
(S29)
Here we take an ansatz for the wave function as a linear
combination:
ψn,µ =
∑
j
φ(j)n,µ, (µ = A,B), (S30)
where φ
(j)
n,A and φ
(j)
n,B takes the exponential form(
φ
(j)
n,A, φ
(j)
n,B
)
= (βj)
n
(
φ
(j)
A , φ
(j)
B
)
. (S31)
By substituting the exponential form Eq. (S31) into
Eq. (S29), one can obtain the bulk eigen-equations:[(
t2 − γ2
2
)
β−1 +
(
t1 +
γ1
2
)
+ t3β
]
φB = EφA,[
t3β
−1 +
(
t1 − γ1
2
)
+
(
t2 +
γ2
2
)
β
]
φA = EφB,
(S32)
and the generalized Bloch Hamiltonian H (β):
H (β) = R+ (β)σ+ +R− (β) σ−,
R+ (β) = (t2 − γ2/2)β−1 + (t1 + γ1/2) + t3β,
R− (β) = t3β
−1 + (t1 − γ1/2) + (t2 + γ2/2)β−1,
(S33)
where σ± = (σx ± iσy) /2. Therefore the eigenvalue
equation can be written as[(
t2 − γ2
2
)
β−1 +
(
t1 +
γ1
2
)
+ t3β
]
×
[
t3β
−1 +
(
t1 − γ1
2
)
+
(
t2 +
γ2
2
)
β
]
= E2. (S34)
FIG. S3. Schematic figure of the non-Hermitian SSH model
with the complex potential a and b on the boundary sites. We
show that the number of unit cells is three in this figure.
Henceforth we assume t2 6= ±γ2/2 and t3 6= 0, meaning
that Eq. (S34) is a quartic equation for β, having four
solutions βj (j = 1, · · · , 4). They are numbered so as to
satisfy |β1| ≤ |β2| ≤ |β3| ≤ |β4|.
B. Derivation of the boundary equation and the
condition for the continuum bands
Next we study the non-Hermitian SSH model with L
unit cells with the complex potential a and b on the
boundary sites as shown in Fig. S3. In this subsection,
we show that the condition for the continuum bands is
indeed given by Eq. (S17), independent of a, b, and L.
We write down the boundary condition for ψn,µ:(
t1 +
γ1
2
)
ψ1,B + t3ψ2,B + aψ1,A = Eψ1,A,(
t1 − γ1
2
)
ψ1,A +
(
t2 +
γ2
2
)
ψ2,A = Eψ1,B,(
t2 − γ2
2
)
ψL−1,B +
(
t1 +
γ1
2
)
ψL,B = EψL,A,
t3ψL−1,A +
(
t1 − γ1
2
)
ψL,A + bψL,B = EψL,B.(S35)
Then, by substituting the general solution
ψn,µ =
4∑
j=1
(βj)
n
φ(j)µ , (µ = A,B) (S36)
to Eq. (S35), one can obtain four equations for the eight
coefficients φ
(j)
µ (j = 1, · · · , 4, µ = A,B). By recalling
that these coefficients satisfy
φ
(j)
A =
E
t3β
−1
j + (t1 − γ1/2) + (t2 + γ2/2)βj
φ
(j)
B ,
φ
(j)
B =
E
(t2 − γ2/2)β−1j + (t1 + γ1/2) + t3βj
φ
(j)
A ,
(S37)
from the bulk eigen-equation Eq. (S32), we can reduce
the problem into four linear equations for the four coef-
ficients φ
(j)
A (j = 1, · · · , 4). Then the condition for the
linear equation to have nontrivial solutions is written as∣∣∣∣∣∣∣∣∣
1 1 1 1
f1 f2 f3 f4
X1β
L
1 X2β
L
2 X3β
L
3 X4β
L
4
g1β
L
1 g2β
L
2 g3β
L
3 g4β
L
4
∣∣∣∣∣∣∣∣∣
= 0, (S38)
5where Xj , fj and gj (j = 1, · · · , 4) are defined as
Xj =
βj
(t2 − γ2/2)β−1j + (t1 + γ1/2) + t3βj
,
fj = aβj − (t2 − γ2/2)Eβ−1j Xj ,
gj = bEβ
−1
j Xj − (t2 + γ2/2)βj , (S39)
respectively. Furthermore Eq. (S38) can be explicitly
written as
1
2
∑
σ
sgn (σ)
(
fσ(1) − fσ(2)
)
gσ(3)Xσ(4)
(
βσ(3)βσ(4)
)L
= 0,
(S40)
where the sum is taken over all the permutations σ for
four objects.
Next we demonstrate that the condition for the contin-
uum bands is given by |β2| = |β3|. We have to consider
the condition when the solutions of Eq. (S40) are densely
distributed for a large L. When |β2| 6= |β3|, the only lead-
ing term in Eq. (S40) is the term proportional to (β3β4)
L
,
leading to an equation (f1 − f2) (g3X4 − g4X3) = 0 in
the thermodynamic limit L → ∞. By combining this
equation with the eigenvalue equation (S34), the eigenen-
ergies are restricted to discrete values, and it cannot rep-
resent the continuum bands. On the other hand, when
|β2| = |β3| (S41)
is satisfied, Eq. (S40) has two leading terms, (β2β4)
L
and
(β3β4)
L
for a large L, and Eq. (S40) can be rewritten as(
β2
β3
)L
=
(f1 − f2) (g4X3 − g3X4)
(f1 − f3) (g4X2 − g2X4) . (S42)
For a large L, this equation allows a dense set of solutions
when the relative phase between β2 and β3 is continu-
ously changed. Therefore we conclude that Eq. (S41) is
an appropriate condition for the continuum bands. We
here emphasize that Eq. (S41) is now independent of any
boundary conditions a and b, and the system size L. If we
change the value of the parameters, Eq. (S40) changes;
nonetheless Eq. (S41) remains the same, and together
with the eigenvalue equation, we can obtain the contin-
uum bands.
With a special choice of parameters, the degree of
the eigenvalue equation may become less than 2M . For
example, when t2 = −γ2/2, Eq. (S34) becomes a cu-
bic equation for β. In this case, we can still regard
Eq. (S34) as a quartic equation by putting t2 + γ2/2 to
be an infinitesimal. Therefore, by adding another solu-
tion β =∞ to three solutions for the cubic equation, our
result Eq. (S41) holds good with four solutions β1, β2,
β3, β4(= ∞). Thus, in general, when the degree of the
eigenvalue equation is less than 2M , one can treat it as
a limiting case of an algebraic equation of 2M -th degree
by formally adding a solution β = 0 or β = ∞, depend-
ing on the system, and the condition for the continuum
bands remains valid.
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FIG. S4. Trajectories of β. (a) Trajectory of β2 and β3
with |β2| = |β3| and (b) trajectories of βi and βj with
|βi| = |βj | (i 6= j). (a) corresponds to the generalized Bril-
louin zone Cβ. The parameters are same as Fig. 3 (c-1) in
the main text: t1 = 0.3, t2 = 0.5, t3 = 1/5, γ1 = 5/3, and
γ2 = 1/3.
Another special case is the case of t3 = 0 in the non-
Hermitian SSH model. In this case, the eigenvalue equa-
tion becomes a quadratic equation for β, and it has two
solutions. Even in this special case, if the infinitesimally
small hopping amplitude t3 is added, the eigenvalue equa-
tion has the four solutions β = β1, β2, β3, β4 satisfying
Eq. (S16). Then the above condition corresponds to the
condition β1 (= 0) ≤ |β2| = |β3| ≤ β4 (=∞) in the limit
t3 → 0, meaning that the two solutions (β2, β3) of the
quadratic equation have the same absolute values. This
result agrees with the previous work1.
C. Generalized Brillouin zone
As an example, we show the generalized Brillouin zone
Cβ for parameters t1 = 0.3, t2 = 0.5, t3 = 1/5, γ1 = 5/3,
and γ2 = 1/3 in our model. We impose the condition
|β2| = |β3| and calculate Cβ as the trajectories of β2 and
β3 shown in Fig. S4 (a). For comparison, we investi-
gate what happens if we impose a condition |βi| = |βj |
for some i and j among the four solutions instead. We
show the trajectory of βi and βj in Fig. S4 (b) under
the condition |βi| = |βj | for some i and j. In Ref. 1, it
was suggested that |βi| = |βj | is a necessary condition
for the continuum bands. Nonetheless it is not sufficient
to get Cβ , and we should restrict this condition to be
|β2| = |β3|, leading to Cβ in Fig. S4 (a).
In some cases, Cβ can have cusps as seen in Fig. S4 (a).
It appears when three of the four solutions of β share the
same absolute value. Suppose |β1| < |β2| = |β3| < |β4|,
and as we go along Cβ , |β1| approaches |β2| (= |β3|).
Then, when |β1| = |β2| = |β3|, the behavior of the so-
lutions satisfying |β2| = |β3| changes, and there appears
a cusp in Cβ , as one can see from Figs. S4 (a) and (b).
6D. Methods for computing the generalized
Brillouin zone
We explain our method to get the trajectory of β sat-
isfying the continuum-band condition (S41), as shown
in Fig. S4. We first express the eigenvalue equation
Eq. (S34) as E2 = f (β). Suppose the two solutions β
and β′ have the same absolute values: |β| = |β′|. Then
we have
β′ = βeiθ, (S43)
where θ is real. Then, by taking the difference between
two equations:
E2 = f (β) , E2 = f
(
βeiθ
)
, (S44)
we get
0 =
(
t2 − γ2
2
)
t3β
−2
(
1− e−2iθ)
+
[(
t1 − γ1
2
)(
t2 − γ2
2
)
+
(
t1 +
γ1
2
)
t3
]
β−1
(
1− e−iθ)
+
[(
t1 − γ1
2
)
t3 +
(
t1 +
γ1
2
)(
t2 +
γ2
2
)]
β
(
1− eiθ)
+
(
t2 +
γ2
2
)
t3β
2
(
1− e2iθ) . (S45)
This equation allows us to compute β for a given value
of θ ∈ (0, 2π). Then we obtain a set of values of β that
satisfies |β| = |β′|. Here, to obtain the generalized Bril-
louin zone Cβ , we should further constrain the values of
β by Eq. (S41). Namely the absolute values of β and
β′ should be the second and third largest ones among
the four solutions. By selecting the values of β and β′
satisfying this condition, we can get Cβ .
SV. Q MATRIX AND WINDING NUMBER IN
1D NON-HERMITIAN SYSTEMS WITH CHIRAL
SYMMETRY
A. Multi-band model
In this section, we focus on 1D non-Hermitian systems
with chiral symmetry which have an arbitrary number
of bands, and derive a formula for the winding number.
In the following, the systems have a gap around E = 0,
but without exceptional points. Since the systems always
have pairs of the eigenenergy (E,−E) due to chiral sym-
metry, we can assume that the bands are composed of
N occupied bands with E = −Ei (i = 1, · · · , N) and N
unoccupied bands with E = Ei (i = 1, · · · , N). By tak-
ing an appropriate basis, the Hamiltonian in the systems
can be written as the block off-diagonal form:
H (β) =
(
0 R+ (β)
R− (β) 0
)
, (S46)
where β ≡ eik, k ∈ C and R± (β) are N × N matrices.
The chiral symmetry is expressed as
σzH(β) = −H(β)σz , σz ≡
(
1 0
0 −1
)
, (S47)
where 1 is anN×N identity matrix. Then the eigenvalue
equations for the right and left eigenstates
|ψR (β)〉 =
(
|aR (β)〉
|bR (β)〉
)
,
〈ψL (β)| =
( 〈aL (β)| , 〈aR (β)| ) , (S48)
are given by
R+ (β) |bR (β)〉 = E |aR (β)〉 ,
R− (β) |aR (β)〉 = E |bR (β)〉 , (S49)
and
〈aL (β)|R+ (β) = E 〈bL (β)| ,
〈bL (β)|R− (β) = E 〈aL (β)| , (S50)
respectively. For the right and left eigenstates, one can
reduce Eqs. (S49) and (S50) to
R+ (β)R− (β) |aR (β)〉 = E2 |aR (β)〉 ,
〈aL (β)|R+ (β)R− (β) = E2 〈aL (β)| , (S51)
respectively. Here we introduce the right and
left eigenstates of the N × N matrix R+ (β)R− (β)
as |aR/L,1 (β)〉 , · · · , |aR/L,N (β)〉, respectively, and the
eigenvalues as E21 (β) , · · · , E2N (β). Furthermore the
right and left eigenstates satisfy
〈aL,i (β) | aR,j (β)〉 = δij (S52)
since one can take the biorthogonal basis3,4. Therefore
we can obtain the biorthogonal eigenstates of the Hamil-
tonian Eq. (S46) in the occupied bands for i = 1, · · · , N
as
|ψR,i (β)〉 = 1√
2
 |aR,i (β)〉
− 1
Ei (β)
R− (β) |aR,i (β)〉
 ,
〈ψL,i (β)| = 1√
2
(
〈aL,i (β)| , − 1
Ei (β)
〈aL,i|R+ (β)
)
.
(S53)
Then the unoccupied eigenstates are given by
|ψ˜R/L,i (β)〉 ≡ σz |ψR/L,i (β)〉. In the systems, the
Q matrix Q (β) can be defined as
Q (β) =
N∑
i=1
(
|ψ˜R,i (β)〉 〈ψ˜L,i (β)| − |ψR,i (β)〉 〈ψL,i (β)|
)
(S54)
and in the matrix form, it can be written as
7Q (β) =
N∑
i=1
1
Ei (β)
(
O |aR,i (β)〉 〈aL,i (β)|R+ (β)
R− (β) |aR,i (β)〉 〈aL,i (β)| O
)
. (S55)
Here we define the matrix q (β) and q−1 (β) as
q (β) ≡
N∑
i=1
1
Ei (β)
|aR,i (β)〉 〈aL,i (β)|R+ (β) ,
q−1 (β) =
N∑
i=1
1
Ei (β)
R− (β) |aR,i (β)〉 〈aL,i (β)| ,
(S56)
respectively. As a result, one can get the winding number
w1,5 as
w =
i
2π
∫
Cβ
Tr
[
dq q−1 (β)
]
. (S57)
B. Two-band model
In particular, we can explicitly write Eq. (S57) in a
two-band model. The Hamiltonian can be written as
H (β) = R+ (β)σ+ +R− (β) σ−, (S58)
where σ± = (σx ± iσy) /2. Then the eigenvalues are
given by
E± (β) = ±
√
R+ (β)R− (β). (S59)
The right and left eigenstates can be written down as
|uR,+〉 = 1√
2
√
R+R−
(
R+√
R+R−
)
,
|uR,−〉 = 1√
2
√
R+R−
(
R+
−√R+R−
)
,
〈uL,+| = 1√
2
√
R+R−
(
R−,
√
R+R−
)
,
〈uL,−| = 1√
2
√
R+R−
(
R−, −
√
R+R−
)
, (S60)
respectively. The subscript +/− means that the eigen-
states with +/− have the eigenvalues E+ or E−, respec-
tively. From Eq. (S60), the Q matrix Q (β) is given by
Q (β) = |uR,+ (β)〉 〈uL,+ (β)| − |uR,− (β)〉 〈uL,− (β)|
=
1√
R+ (β)R− (β)
(
0 R+ (β)
R− (β) 0
)
. (S61)
Therefore we obtain q = R+/
√
R+R−, and the winding
number w as
w =
i
2π
∫
Cβ
dq q−1 (β)
=
i
2π
∫
Cβ
d log q (β)
= − 1
2π
[arg q (β)]Cβ
= − 1
2π
[argR+ (β) − argR− (β)]Cβ
2
. (S62)
Thus the winding number w is determined by the
change of the phase of R± (β) when β goes along the
generalized Brillouin zone Cβ . On a complex plane, let
ℓ± denote the loops drawn by R± (β) when β goes along
Cβ in the counterclockwise way. Then w is determined
by the number of times that ℓ± surround the origin O.
When neither ℓ+ nor ℓ− surrounds O, w is zero. It takes
a non-zero value when they simultaneously surround O.
Here we can show the bulk-edge correspondence in this
case. If parameters of the system can be continuously
changed without closing the gap, the winding number
w does not change, and the topology of the systems re-
mains invariant. Namely, if the systems after changing
the values of the parameters have the zero-energy edge
states, one can conclude that the original systems also
have the zero-energy edge states. This can be proved
even in non-Hermitian cases, following the proof in Her-
mitian systems6.
Suppose we change the parameters of the system con-
tinuously, and at some values of the parameters, ℓ+ and
ℓ− simultaneously pass the origin O on the R plane.
At this time, the gap closing occurs because the energy
eigenvalues are given by Eq. (S59).
In Hermitian systems, R∗+ = R− holds, and two loops
ℓ+ and ℓ− are related by complex conjugation, so
[argR− (β)]Cβ = − [argR+ (β)]Cβ . (S63)
In contrast with these cases, in some non-Hermitian sys-
tems, only one of the two loops ℓ+ and ℓ− passes the
origin O. In that case, only one of the two values R+
or R− become 0, leading to E = 0, and the Hamiltonian
is written as the Jordan normal form. It represents that
the system has exceptional points. In Figs. 3 (a) and
4 (a) in the main text, the phase with the exceptional
point extends over a finite region due to the following
reason. When R+ = 0 (or R− = 0) has non-real solu-
tions, these two solutions β+1 and β
+
2 (or β
−
1 and β
−
2 )
should be complex conjugate, having the same absolute
value, because all the coefficients of R+ = 0 and R− = 0
are real. This persists as long as the following condi-
tion are satisfied: R+ = 0 (or R− = 0) has non-real
8FIG. S5. (a) Schematic figure of the tight-binding model pro-
posed in the previous work7. This model includes the gain on
sublattice A and the loss on sublattice B. (b) Energy bands
in a finite open chain of the model given by Eq. (S64). We
set the parameter as r/γ = 1/3 and the number of unit cells
as L = 50. The gap closes at v/γ = ±c1 = ±
√
13/6 and
v/γ = ±c2 = ±
√
5/6. The red dashed lines represent the
gap-closing points in the continuum bands.
two solutions satisfying
∣∣β−1 ∣∣ < ∣∣β+1 ∣∣ = ∣∣β+2 ∣∣ < ∣∣β−2 ∣∣ (or∣∣β+1 ∣∣ < ∣∣β−1 ∣∣ = ∣∣β−2 ∣∣ < ∣∣β+2 ∣∣). We note that the wind-
ing number is not well-defined when the system has the
exceptional pints because the gap is closed.
SVI. CALCULATION ON ANOTHER MODEL
In this section, we investigate the 1D non-Hermitian
tight-binding model proposed in Ref. 7 as shown in
Fig. S5 (a) in terms of the complex Bloch wave number
k ∈ C.
First of all, we can write the Hamiltonian in this model
as
H =
∑
n
[
v
(
c†n,Acn,B + c
†
n,Bcn,A
)
+
ir
2
(
c†n+1,Acn,A − c†n,Acn+1,A − c†n+1,Bcn,B + c†n,Bcn+1,B
)
+
r
2
(
c†n+1,Acn,B + c
†
n,Bcn+1,A + c
†
n+1,Bcn,A + c
†
n,Acn+1,B
)
+
iγ
2
(
c†n,Acn,A − c†n,Bcn,B
)]
, (S64)
where we take r, v, and γ to be real, and hence-
forth, we set |r/γ| ≤ 1/2. When the eigenvector
of the real-space eigen-equation is written as |ψ〉 =
(· · · , ψ1,A, ψ1,B, ψ2,A, ψ2,B, · · · )T, the equation for ψn,µ
can be written as
ir
2
(ψn−1,A − ψn+1,A) + iγ
2
ψn,A
+
r
2
(ψn−1,B + ψn+1,B) + vψn,B = Eψn,A,
− ir
2
(ψn−1,B − ψn+1,B)− iγ
2
ψn,B
+
r
2
(ψn−1,A + ψn+1,A) + vψn,A = Eψn,B. (S65)
Here we take an ansatz as a linear combination:
ψn,µ =
∑
j
φ(j)n,µ, (µ = A,B), (S66)
where φ
(j)
n,A and φ
(j)
n,B take the exponential form(
φ
(j)
n,A, φ
(j)
n,B
)
= (βj)
n
(
φ
(j)
A , φ
(j)
B
)
. (S67)
By substituting the exponential form Eq. (S67) into
Eq. (S65), one can obtain[
− ir
2
(
β − β−1)+ iγ
2
]
φA +
[r
2
(
β + β−1
)
+ v
]
φB = EφA,[
ir
2
(
β − β−1)− iγ
2
]
φB +
[r
2
(
β + β−1
)
+ v
]
φA = EφB,
(S68)
and the generalized Bloch Hamiltonian H (β):
H (β) =
[
v +
r
2
(
β + β−1
)]
σx +
[
− ir
2
(
β − β−1)+ iγ
2
]
σz.
(S69)
Therefore the eigenvalue equation is given by
r
(
v +
γ
2
)
β +
(
r2 + v2 − γ
2
4
− E2
)
+ r
(
v − γ
2
)
β−1 = 0.
(S70)
The condition for the continuum bands can be written
as |β1| = |β2| since Eq. (S70) is a quadratic equation for
β. In this case, the generalized Brillouin zone becomes a
circle with the radius
R ≡ |β1,2| =
√∣∣∣∣v − γ/2v + γ/2
∣∣∣∣ (S71)
which is given by Vieta’s formula1. By substituting β =
Reiϕ, ϕ ∈ R to Eq. (S70), we can get the gap-closing
point as
v
γ
= ±
√
1
4
±
(
r
γ
)2
. (S72)
Therefore the zero-energy edge states are ex-
pected to appear in the parameter region
v/γ ∈
[
−
√
1/4 + (r/γ)
2
,−
√
1/4− (r/γ)2
]
and
v/γ ∈
[√
1/4− (r/γ)2,
√
1/4 + (r/γ)
2
]
because
the winding number is shown to be unity there, as
a consequence of the previous discussion. Indeed we
confirm the appearance of these zero-energy edge states
in a finite open chain with r/γ = 1/3 within these region.
The gap closes at v/γ = ±√5/6,±√13/6 in the con-
tinuum bands, and the zero-energy edge states appear
in v/γ ∈ [−√13/6,−√5/6] and v/γ ∈ [√5/6,√13/6],
which perfectly agrees with our conclusion of energy
levels in a finite open chain (Fig. S5 (b)). Thus, by our
non-Bloch band theory, the bulk-edge correspondence
is fully shown in the same sense as in the Hermitian
systems. Namely the closing of the gap in the open
9chain is explained by Eq. (S72). At these points, the
winding number defined in our theory changes between
zero and unity, which exactly coincides with absence
and presence of zero-energy in-gap states. These aspects
have not been understood within theories with the real
Bloch wave number7.
The tight-binding model in Fig. S5 (a) can be regarded
as the non-Hermitian SSH model1. Indeed, by the uni-
tary transformation
σx → σx, σy → −σz , σz → σy, (S73)
the generalized Bloch Hamiltonian Eq. (S69) can be
rewritten as
H (β)→
(
v +
γ
2
+ rβ−1
)
σ++
(
v − γ
2
+ rβ
)
σ−, (S74)
where σ± = (σx ± iσy) /2. We note that the asymmetric
hopping amplitude is caused by the gain and loss in the
original system. This Hamiltonian is reduced to the non-
Hermitian SSH model as shown in Fig. S2 with t3 = γ2 =
0.
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