Abstract-The effects of parametric uncertainty in stable state space systems are analyzed by averaging the state covariance over the statistics of the uncertain parameters. For natural frequency uncertainty, this computation is related to the Fourier transform of the probability density function of the uncertain parameter. Equipartition and incoherence are illustrated for a single mode oscillator. Averaging over a discrete uncertainty model yields the Bourret design equations, while averaging over a Cauchy uncertainty distribution yields the "maximum entropy'' covariance equation of Hyland.
I. INTRODUCTTON
In recent years, there has been significant progress in analysis and compensator synthesis for systems with unstructured uncertainty. However, problems with parametric uncertainty are much less well understood. The goal of this note is to examine the effects of parametric uncertainty in stable state space systems by averaging the state covariance with respect to a stochastic parametric uncertainty description. The Z2 cost of a known system can be computed from the system covariance; similarly, the expected cost for an uncertain system can be computed from the average covariance. Previous research on cost or covariance averaging for control design includes [l] , and [2, p. 1141.
To simplify the analysis, attention is confined to systems with eigenvalue uncertainty only. This restriction is less significant than one might think; performance in structural control problems is often limited by uncertainty in the natural frequencies, rather than uncertainty in the residues or zero locations that result from eigenvector perturbations (e.g., [31, [41. ) The key insight is that for modal frequency uncertainty, the average covariance is related to the Fourier transform of the probability density function of the uncertain parameters. The covariance averaging techniques are then applied to a single mode oscillator example to demonstrate the statistical phenomena of incoherence (modal decorrelation) and equipartition (modal energy equilibration). These are several of the fundamental assumptions of Statistical Energy Analysis (SEA) [ One difficulty with applying many norm-based robust control design approaches to structural control problems is that the phase information in the parametric uncertainty of the structure is important. The structure approximately conserves energy, although the modal frequencies may be highly uncertain. Thus, because the Bourret and maximum entropy approaches evaluate the cost from the average covariance over a set of conservative systems, both implicitly use and preserve the knowledge that the structure is conservative.
AVERAGE COVARIANCE
Consider the state space system for x E R", and white driving noise w. Assume where the uncertain parameters U, have known joint probability density function p(u,;.., U,), and the given matrices Ai describe the effect of each uncertain parameter. For simplicity, the following development will concentrate on the case of a single uncertain parameter, U = U,. The uncertainty structure A , and the original system matrix A , will he required to commute. In general, A , and A , commute if and only if both are simultaneously diagonalizable by the same eigenvector matrix; hence the uncertainty can change the eigenvalues, but not the eigenvectors (or mode shapes) of the original system.
( x ( t ) x T ( t ) ) , associated with the system in (1) is given by
The covariance matrix Q(t)
where the constant matrix V is the intensity of the white noise w, and ( . ) , denotes expectation over w. Equation (3) can be solved explicitly using Kronecker algebra [8] . The vector obtained by stacking the columns of Q is denoted by vec(Q). Similarly, define q, vec{Q,), and U vec(V). The symbols @ and @ denote, respectively, the Kronecker product and sum operators. Then (3) can be written as follows:
and thus
The following facts are required to proceed further. iii) If A, = * A V 1 is diagonalizable, with A = diag{hj), then 
(/Im 1
Then from Lemma 1 the average covariance is given by
This involves an expectation over both the uncertainty and the driving noise. The assumption that A, and A, commute is required by Lemma 1-iv). If A, = 8AQT is diagonalizable with Remark 2: For modal frequency uncertainty, the average covariance can be evaluated in terms of the Fourier transform of the probability density function.
Multiple uncorrelated uncertain parameters can be treated if A j A j = A -A . V i , j 2 0. Additional uncertain parameters simply result in additional product terms in (6).
SINGLE MODE OSCILLATOR
Of particular interest for understanding the effect of uncertainty in structures is whether the incoherence and equipartition assumptions of SEA [5] follow from averaging over uncertainty.
Definition 3: Equipartition is said to occur at time t if the average energy in each state at time t is the same. Incoherence is said to occur if the average cross-correlation between the state coordinates is zero. Steady-state equipartition or incoherence is said to occur if equipartition or incoherence are satisfied in the limit as t + m.
To simplify the analysis, consider the case of a single mode oscillator. Define The eigenvalues of this system are at -7 f j( o + u ), and the eigenvectors are independent of U. In this state space basis, each element of the state vector corresponds to a normalized energy variable. Thus, if the system represents a mechanical oscillator, x:(1)/2 and x z ( t ) / 2 are the instantaneous kinetic and potential energy. With (Q(t)X as the average covariance of the system in (lo), equipartition holds if (Q,,(t)), = (Qz2(t))u, while incoherence holds if (Q,,(t)), = 0. For an undamped system with U fixed, the energy continually oscillates between Q,, and Q,,, and steady-state equipartition does not occur.
Similarly, the state coordinates remain correlated, and steadystate incoherence does not occur.
Rather than performing the eigen-decomposition indicated by (8), complex algebra can be avoided by noting the decomposition where the orthogonal transformation @ is given by Using ( 1 0 , it follows that Note that, analogous to Euler's formula for the scalar case, e o J l = (cos u t ) I + (sin u f ) J .
Hence, (13) can be written in terms of the Fourier cosine and sine transforms of p(u/2):
Consider first the average covariance for the unforced case In the state space basis being used, Qij is the energy associated with the state xi. Hence, 6 , is the average total energy of the system, and the final conclusion is immediate from (15). Equation Iim,--c4(t) can be made arbitrarily small. Hence, for any probability density with a continuous integral, equipartition and incoherence for the forced case will be achieved in the limit as the uncertainty level of the probability density is increased. 
IV. EXAMPLES
For several probability distributions for the uncertainty, the average covariance can be computed via Lyapunov-like matrix equations similar to (3). Note that
(20)
It follows that the general solution for forcing U is given by (7) where, from (6) and (13),
@ ( t ) = -e ( A @ A n ) r [ ( I
For convenience, denote the average covariance by Q,(t) ( Q ( C ) )~, and qa(t) e vec(Q,(t)). The following identities will also be useful:
( J @ J ) ( J @ J ) = -( J @ J )
First, consider the case involving only two possible values, a = *A, for the uncertain parameter. This is akin to a multiple model description of uncertainty.
Theorem 6 (Discrete Uncertainly): Consider the system in (IO). If the probability density function for a is given by Proof For this distribution, fJt) = cos(2At) and f,(t) = 0, from which the average covariance is given by (7) and (21). q , ( t ) = ( A , 8 A , ) (28) are precisely the equations obtained in [I] for the Bourret approximation to the average covariance for a uniform distribution.
Differentiating q,(t) yields
The conclusion of Theorem 6 also applies to arbitrary A, and A,; they may have arbitrary dimension, and need not commute. Denote the covariances corresponding to the two possible models, A = A, f AAl, by Q, and Q2. Then Qa = (1/2XQ, + Q,)
and Qb = (1/2XQ, -Q2k adding and subtracting the Lyapunov equations solved by Q, and Q2 yields (27) and (28).
Theorem 8 (Cauchy Distribution): Consider the system in (10). If the probability density function for U is given by from (30). The result follows immediately. The covariance of the state which satisfies (1) and (10) where U has a Cauchy distribution given by (32), is precisely the same as the covariance of the state that satisfies a differential equation of the same form, but where U is replaced by a white noise The conclusion is obtained by noting that I = -A:. process of intensity 6. This is a powerful result, as it relates two apparently different approaches, and demonstrates that the maximum entropy approach [61 can be interpreted as a cost averaging approach.
The behavior of (Qll)n and ( Q 2 2 ) n with various probability distributions is shown in Fig. 1, starting from an initial condition where all the energy is in the first state. Equipartition occurs for a uniform and Cauchy distribution, but not for the discrete uncertainty distribution, since h,-= fJt) # 0 for that case. The cross-correlation between the two state variables demonstrates a similar conclusion for incoherence.
Theorem 8 demonstrates that the average covariance for a Cauchy distribution can be computed by solving a single Lyapunov equation. More generally, it is possible to compute the average covariance for any rational and proper distribution from a set of coupled Lyapunov equations. In general, the average correlation between the states associated with different modes tends to zero in the unforced case. Conclusions in the forced case are similar to the conclusions for the single mode forced case.
If the average covariance is finite, then the system must be stable at almost every value of the uncertain parameter [l] . This suggests that a covariance averaging approach based on the results presented herein could be used for robust control synthesis. However, even if the uncertainty structure commutes with the open-loop system matrix, it will not, in general, commute with the closed-loop system matrix. If, however, the closedloop eigenvectors are close to the open-loop eigenvectors, then the errors incurred by assuming commutativity are small. This argument provides some justification for the maximum entropy approach of [6], [ll] , which minimizes a cost based on the covariance that satisfies (33). This justification is only valid for Iim,+= f&) = 0 and lim, _ D _ f,(t) = 0 are required. low control authority or uncertainty; otherwise, the commutativity problem could lead to erroneous stability predictions. Further details on the implications of this covariance averaging approach for maximum entropy control design can he found in [12] .
