Abstract. In this paper we use the Z−decomposition as a tool to find locally symmetric left invariant Riemannian metrics on some Lie groups. For this purpose, we need to compute the spectrum of the curvature operator. Since the study of this spectrum is very difficult, we impose restriction on the class of Riemannian Lie groups and their dimension. We investigate the 4−dimensional connected Riemannian Lie groups whose associated Lie algebras are A 2 ⊕2A 1 , A 3,1 ⊕A 1 , A 3,3 ⊕A 1 and the subclasses of 3 and 4−dimensional Riemannian Lie groups which are C−spaces.
Introduction and Main results
Locally symmetric Riemannian metric is defined as Riemannian metric for which the curvature tensor is invariant under parallel translations. It is well known that Riemannian metric with constant sectional curvature, product of locally symmetric Riemannian metrics and the left invariant Riemannian metric induced by the opposite of the Killing form on a connected compact semi-simple Lie group, are examples of locally symmetric Riemannian metrics. A manifold endowed with a locally symmetric Riemannian metric is a Riemannian locally symmetric space. Elie Cartan in [4, 5] gave a complete classification of Riemannian locally symmetric spaces, but he didn't give more information about such metrics.
In this paper we find locally symmetric left invariant Riemannian metrics on some Lie groups. A Lie group G together with a left invariant Riemannian metric g is called a Riemannian Lie group. The left invariant Riemannian metric g on G induces an inner product on the Lie algebra g of G and conversely, any inner product on g gives rise to a unique left invariant metric on G. Let ∇, R and , denoted the Levi-Civita connexion , the Riemann curvature tensor associated to g and the inner product induced by g on the Lie algebra g of G.
Definition 1.1. A left invariant Riemannian metric g on a Lie group G is locally symmetric if ∇R = 0.
This is equivalent to saying that for x, y, z, w ∈ g, This paper is organized as follows: section 2 is devoted to some basic knowledge on the curvature tensor and locally symmetric metrics on 3−dimension Riemannian Lie groups. In section 3, we recall the algorithm of the Z−decomposition. In section 4, we prove the theorem on the Z−decomposition of the euclidian Lie algebra of a 3−dimension Riemannian Lie groups and we prove the main Theorems 1.2 and 1.3 above.
Preliminaries
Let (G, g) be an n-dimension connected Riemannian Lie group and denote by Hol, H in f and H the holonomy group , the infinitesimal holonomy group and the primitive holonomy group at the identity element e of G, respectively . Their Lie algebras are denoted by hol, h in f and h, respectively. Since a Riemannian Lie group is an analytic manifold, H in f = Hol. For more details about the holonomy group and his subgroups, see [12] .
2.1. The curvature tensor linear operator. Let x, y, v, w ∈ g. We recall that on the set ∧ 2 g of bivectors of g, the inner product denoted , ∧ 2 g is defined by:
Let R be the self-adjoint operator also called the curvature operator, associated to the symmetric bilinear form (the Riemannian curvature) on the euclidian space (∧ 2 g, , ∧ 2 g ),
is an orthonormal basis for g, the inner product , ∧ 2 g is such that the bivector (e i ∧ e j ) i<j is an orthonormal basis of ∧ 2 g.
The relation (2) induces a linear isomorphism from the set of bivectors to the set of skewsymmetric endomorphisms, such that for u ∧ w ∈ ∧ 2 g and x ∈ g,
Remark 2.2. Using this interpretation, we identify the image ImR of R to the linear space of formal linear combination of the elements of {R(u, v)
, u, v ∈ g}, denoted S, see [13] .
For convenience, in the rest of this paper, the skew-symmetric endomorphism associated to a bivector h will be denoted h. Definition 2.3. [13] Let h be any arbitrary bivector.
(1) The decomposition 
Riemannian Lie groups with harmonic
Weyl tensor or C−spaces. The Ricci tensor r and the scalar curvature s are defined by r(x, y) = tr(u −→ R(x, u)y) and s = tr(r), respectively. Dividing the tensor R by the metric g in the sense of Kulkarni-Nomizu product [2] , we obtain the Weyl tensor and the 1−dimensional curvature tensor A (also called the Schouten tensor) , such that
and Lie algebra structure constants restrictions
= a a > 0 Table 1 proof: Using orthonormal Milnor basis (see [7] ) for unimodular euclidian Lie algebras such that the structure constants are C = b, the non-null components of the Riemannian curvature tensor R are:
R(e 1 , e 2 )e 2 = 2a(
R(e 1 , e 3 )
R(e 2 , e 3 )
For the vanishing component R(e 1 , e 2 )e 3 , R(e 1 , e 3 )e 2 , R(e 2 , e 3 )e 1 , if the metric is locally symmetric, then the direct computation of the local symmetry condition, see equation (1) in Definition 1.1, yields the system:
Therefore ∇R = 0 and the metric is locally symmetric. holds for i, j, k, m ∈ {1, 2, 3}. Therefore the metric is locally symmetric.
Lemma 2.14. Let G be a connected 3−dimensional real nonunimodular Lie group with left-invariant Riemannian metric. (G, g) is a locally symmetric Riemannian Lie group if and only if in the Lie algebra g of G, there exist an , −orthonormal basis in which the structure constants of the Lie algebra are presented in table 2:
Lie algebra structure constants restrictions Table 2 proof: Using an orthonormal Milnor basis for nonunimodular euclidian Lie algebras such that the structure constants are C 2
= d with a + d 0 and ac + bd = 0. The non null components of the curvature tensor R are:
. if the metric is locally symmetric, then the direct computation of the local symmetry condition of equation (1) in Definition 1.1, yields the system:
Using computer system Maple, the set of non trivial and real solutions of the system (9) is Let h be an irreducible eigenvector of R with non null eigenvalue. h leaves the invariant and irreducible subspaces of the orthogonal V−decomposition invariant. Thus, we have the following proposition: Proposition 3.2. [13] Let h be an irreducible eigenvector of R with non-null eigenvalue, the non trivial invariant subspace
of h is contained in a single invariant and irreducible subspace of the V−decomposition.
Remark 3.3.
(1) The dimension of each invariant and irreducible subspace is at leat 2; (2) We can choose a decomposition (5) in such a way that any subspace U i , i > 0, is contained in a single invariant and irreducible subspace of the V−decomposition, see [13] ; (3) One can choose a complete system of linearly independent irreducible eigenvectors of R which form a basis of ∧ 2 g.
2 } be such a system and assume that just the first ρ vectors are
and h is the free Lie algebra on (1) If for any h i , i k 1 the relation H 1
. Therefore, we extend the system H 1
This process can be repeated for H 1
is one of the invariant subspaces of the V−decomposition. (3) By continuing the procedure we can construct all other invariant subspaces V j , j > 0. The following formulas where the notation ∇ V i V j ⊂ V k means that for any u i ∈ V i ∇ u i u j ∈ V k , holds for the spaces V i :
Therofore, V 0 and V 0 + V i are involutive, see [13] . i) The dimension of g is even;
ii) The subspaces involved in the V−decomposition are H 0 = ker h = {0} and
3.2. The Z-decomposition. Let V i , i > 0 be a linear subspace given by the V− decomposition . Let us consider for i > 0, the subspaces
of g and Z 0 the complete subspace in g which is totally orthogonal to the space
We have the orthogonal splitting
see [13] . It is a decomposition of the Lie algebra g into invariant and irreducible subspaces with respect to the infinitesimal holonomy group at e.
Definition 3.6. [13]
The splitting (11) (
1) If (G, g) is locally symmetric Riemannian Lie group, then V i = Z i , since H in f = H and V i is a nonnull H −invariant subspace of H −irreducible subspace Z i ; (2) Z j , j ≥ 0 is a Lie subalgebra of g; (3) If the Lie algebra g admits a Z−decomposition, then the connected Riemannian Lie group (G, g)
splits into a product of Riemannian Lie groups, see [1] .
Application of Z−decomposition.
We apply the Z−decomposition technics on the Lie algebras of 3−dimensional connected Lie groups, to the euclidian Lie algebras A 2 ⊕ 2A 1 , A 3,1 ⊕ A 1 , A 3,3 ⊕ A 1 , to conformally flat 4−dimensional Riemannian Lie groups and to harmonic Weyl tensor 4−dimensional Riemannian Lie groups.
The euclidian 3−dimensional Lie algebras. Lemma Let (G, g) be a 3−dimensional Riemannian Lie group. If at least 2 eigenvalues of the linear curvature tensor operator are nonnull, then the Lie algebra g of G does not admit a Z−decomposition.
proof: For a 3−dimensional Riemannian Lie group, any orthonormal Milnor basis (e 1 , e 2 , e 3 ) diagonalizes the Ricci operator, see [7] and the Weyl tensor vanishes ,see [2] . Therefore the matrix of the curvature operator in the basis (e 1 ∧ e 2 , e 1 ∧ e 3 , e 2 ∧ e 3 ) is the diagonal matrix diag{K 12 , K 13 , K 23 }, where K ij with i < j, is the sectional curvature in the direction (e i ∧ e j ), see Proposition 2.10. The eigenvectors h 1 = e 1 ∧ e 2 , h 2 = e 1 ∧ e 3 and h 3 = e 2 ∧ e 3 associated to the eigenvalues K 12 , K 13 and K 23 , respectively, are irreducible.
Suppose that g admits a Z−decomposition. Then g = V 0 ⊕V 1 with dim V 0 = 1 and dim V 1 = 2. Let h k and h l , k l be the eigenvector associated to 2 nonnull eigenvalues of [R] . Then
Therefore h k and h l are linearly dependent and g does not admit a Z−decomposition.
Theorem 4.2. Let (G, g) be a 3−dimensional Riemannian Lie group. The Lie algebra g of G admits a Z−decomposition if and only there exist on g an orthonormal basis with respect to , in which the nonnull structure constant is C 2 12
= a, a > 0. The metric g is locally symmetric.
proof:
(1) Unimodular 3−dimensional euclidian Lie algebra:
Let B = (e 1 , e 2 , e 3 ) be an orthonormal Milnor basis, C 3
12
= a, C 1
23
= c and C 2
31
= b the structure constants with respect to B. The matrix of the linear curvature operator in the basis (e 1 ∧ e 2 , e 1 ∧ e 3 , e 2 ∧ e 3 ) is the diagonal matrix diag{K 12 , K 13 , K 23 } where 
bc) < 0, see the scale change in [7] ;
are the sectional curvature of the metric g. Lie Algebra Structure onstants Restriction . The subspace
where 
The left invariant Riemannian metrics induced by the restriction on Z i , i ∈ {0, 1} of the inner product , are locally symmetric, see Remark 2.12. Therefore, the metric g is locally symmetric. Furthermore Z 0 is a 2−dimensional abelian Lie algebra and
The matrix of the curvature operator is diag( −a 2 , −a 2 , 0, −a 2 , 0, 0, ) . The eigenvectors h 1 = e 1 ∧ e 2 , h 2 = e 1 ∧ e 3 , h 3 = e 2 ∧ e 3 associated respectively to nonnull eigenvalues −a 2 , −a 2 , −a 2 are irreducible. By direct computation, the Z−decomposition of A 3,3 ⊕ A 1 is:
where
For Table 4 By direct computation we prove that dim ker h i = 2, i ∈ {1, 2, 3, 4, 5, 6} therefore, they are irreducible by Remark 2.8, and we also prove by direct computation that, if b 0, A 3,3 ⊕ A 1 does not admit a Z−decomposition. Decomposable nonunimodular
We recall the complete list of 4−dimensional metric Lie algebras satisfying W = 0 in Table 6 , given by E.D. Rodionov in [6] . We refer to Proposition 2.10 for the orthonomal basis and the spectrum of the curvature operator.
proof: According to the classification table of 4−dimensional Riemannian Lie groups with nonnull harmonic Weyl tensor, see table 5, we compute the matrix of the curvature tensor in the basis (e 1 ∧ e 2 , e 1 ∧ e 3 , e 1 ∧ e 4 , e 2 ∧ e 3 , e 2 ∧ e 4 , e 3 ∧ e 4 ), where (e 1 , e 2 , e 3 , e 4 ) is an orthonormal basis of g. For these Lie algebras, the irreducible eigenvectors associated to nonnull eigenvalues are h 1 = e 1 ∧e 2 , h 2 = e 1 ∧e 3 and h 3 = e 2 ∧e 3 . By direct computation, the Z−decomposition For each of these Lie algebras, the left invariant Riemannian metric induced by the restriction of the inner product , on Z 1 are locally symmetric by Lemmas 2.13 and 2.14. Therefore, the metrics g are locally symmetric. 
