by applying the first algorithm. The resulting trajectories from the vertices of X0 are shown in Fig. 1 . The control sequences for the initial states v 1 and v 2 are shown in Fig. 2 .
VI. CONCLUSION
In this paper, the CRP with an a priori given set of initial states has been investigated. In the first part of the paper, an answer to the open problem of deriving necessary and sufficient conditions for the existence of a solution to this problem has been given. Then three techniques for the derivation of such a solution have been presented. The proposed techniques will always provide a solution to this problem if one exists. It should be noted that the necessary and sufficient conditions established in this paper extend a result reported in [10] where sufficient existence conditions were developed. The design techniques established in this paper establish a solution even if there does not exist a control law making the set of initial states positively invariant. [5] , "Constrained control for systems with unknown disturbances," in Contr. Dynamic Syst., vol. 51, T. Leondes, Ed. New York: Academic, 1991. [6] , "Ultimate boundedness control for discrete-time uncertain systems via set-induced Lyapunov functions," IEEE Trans. Automat. Contr., vol. 39, pp. [428] [429] [430] [431] [432] [433] 1994 . [7] C. E. T. Dorea and J. C. Hennet, "On (A, B)-invariance of polyhedral domains for discrete-time systems," in Proc. 
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I. INTRODUCTION
The last three decades have witnessed significant advances in the celebrated Kalman filtering which seems to be the most effective estimation approach; see [1] . This filtering approach assumes that the system model under consideration is exactly known and its disturbances are Gaussian noises with known statistics. However, it is a well-known fact that the design of an optimal Kalman filter based on nominal values of plant dynamics may not be robust against modeling uncertainty and disturbances, and sometimes leads to poor performance. Therefore, the research subject of robust estimation and H 1 estimation has drawn much attention in the past decade, and numerous results have been reported in the literature; see, e.g., [2] - [4] , [8] , [11] , [12] , [14] , [20] , and [21] . However, it is quite common in state estimation problems to have performance objectives that are directly expressed as upper bounds on the variances of the estimation error. Several indirect approaches attempt to achieve these constraints, for instance the theory of weighted least-squares estimation [15] minimizes a weighted scalar sum of the error variances of the state estimation, but minimizing a scalar sum does not ensure that the multiple variance requirements will be satisfied.
In recent years, the error covariance assignment (ECA) theory [10] , [23] , [24] was developed to provide an alternative and more straightforward methodology for designing filter gains which satisfy the above performance objectives. This methodology could provide a closed form solution for directly assigning the specified steady-state estimation error covariance. Unfortunately, when there is parameter perturbation in plant modelings, no robust behavior on varianceconstrained performance along with stability of filtering process can be guaranteed by the ECA theory. Very recently, [17] studied the robust state estimation problem for perturbed discrete-time systems with prespecified H 1 norm and error variance upper-bound constraints, and it was shown in [17] the construction of the state estimator called for the solution of some complicated nonlinear matrix inequalities, and therefore the design of expected discrete-time estimators was numerically difficult. In the event of state estimation for an inherently time-continuous system in terms of a discrete-time "equivalent," the question of sampling is not trivial [16] , since the very small sampling period which is naturally required will result in computational difficulties. Moreover, the parameters in the discretetime model usually do not correspond to the physical meanings. Thus, the purpose of this paper is to investigate the robust varianceconstrained H 2 =H 1 state estimation problem for the uncertain continuous-time systems. It will be seen that the existence conditions as well as the analytical expression of the desired continuous-time estimators are derived in terms of bilinear matrix inequalities (BMI's) which are not difficult to deal with. It should be pointed out the problem addressed in this paper is very different from that in [3] , [4] , [12] , [20] , and [21] . In these papers, an optimal robust filter is designed to minimize the upper bound on the variance of the estimation error for all admissible parameter uncertainties, and therefore the resulting optimal filter is usually unique and it seems that there is little freedom to be used to achieve other performances. However, since the specified variance constraints may not be minimal but should meet engineering requirements, the addressed problem in this paper is actually a multiobjective design task which often yields nonunique solutions. After assigning to the system a specified variance upper bound, there exists much freedom which can be used to attempt to directly achieve other desired performance requirements, such as robustness, H1 requirement, transient property, etc., but the traditional optimal (robust) Kalman filtering methods may lack such an advantage. This paper studies the state estimator design problem for perturbed linear continuous-time systems with H1 norm and variance constraints. The perturbation is assumed to be time-invariant and normbounded and enters into both the state and measurement matrices. The problem we address is to design a linear state estimator such that, for all admissible measurable perturbations, the variance of the estimation error of each state is not more than the individual prespecified value, and the transfer function from disturbances to error state outputs satisfies the prespecified H 1 norm upper bound constraint, simultaneously. Existence conditions of the desired estimators are derived in terms of Riccati-type matrix inequalities, and the analytical expression of these estimators is also presented. A numerical example is provided to show the directness and effectiveness of the proposed design approach.
II. PROBLEM FORMULATION AND ASSUMPTIONS
Consider the following class of linear uncertain observable systems [2] : _x(t) = (A + 1A)x(t) + D1w(t) (1) and the measurement equation y(t) = (C + 1C)x(t) + D2w(t) (2) where x is an n-dimensional state vector, y is an p-dimensional measured output vector, and A; C; D 1 ; D 2 are known constant matrices. w(t) is a zero mean Gaussian white noise process with covariance I > 0. The initial state x(0) has the mean x(0) and covariance P (0) and is uncorrelated with w(t). 1A and 1C are perturbation matrices which represent parametric uncertainties and assumed to be of the time-invariant form
where F 2 R i2j is a perturbation matrix which satisfies F F T I e(t) = x(t) 0x(t): (6) Then, from system (1), (2), estimator (5), and definition (6), we have _ e(t) = [A + 1A 0 K(C + 1C)]e(t)+ (D1 0 KD2)w(t) (7) and
Hurwitz stable (i.e., the poles of A f all have negative real parts) for all admissible 1A and 1C, then in the steady state, the estimation error covariance P (P = P T > 0) satisfies A f P + P A T f + (D 1 0 KD 2 )(D 1 0 KD 2 ) T = 0: (9) Our objective in this paper is to deal with the robust filtering problem, i.e., design a filter gain K such that, for all admissible measurable perturbations 1A and 1C, the following three requirements are simultaneously satisfied. 2) the steady-state error covariance P exists and meets P Q; 2) Since A f is asymptotically stable, the steady-state error covariance P exists and meets (9) . Subtract (9) from (16) to obtain A f (Q 0 P ) + (Q 0 P )A T f + 6 + 02 QL T LQ + I = 0 (17) or equivalently Q 0 P = 1 0 e A t (6 + 02 QL T LQ + I)e A t dt 0 which means that P Q.
3) Now, we can also rearrange (13), or (16), as the following:
where 2 := 6+I. Then, the proof of kH(s)k 1 can be completed by a standard manipulation of (18); for details see Willems [18, Lemma 1] . This proves Theorem 3.1.
Remark 3.1:
The parameter > 0 which can be arbitrarily small is only to guarantee that conclusion 1) holds. In the case when D 1 0 KD 2 is full row rank or the matrix L is nonsingular can be set to be zero. Remark 3.2: Theorem 3.1 implies that the satisfaction of (13) leads to the upper bounds on both the error covariance and H 1 performance which may be conservative primarily due to the introduction of the additional matrix 6 > 0. Since 6 > 0 is the function of parameter " > 0, an approach to reducing the conservative upper bounds is to appropriately choose " > 0 [20] , [21] , and the detailed analysis and algorithm about the minimization of k6k over the scaling parameter " > 0 can be found in [19] . (19) and then find the set of Kalman filter gain K which satisfies (13) for the specified triple (Q;";). If such a gain exists and can be parameterized, then for admissible perturbations, it follows from Theorem 3.1 that: (1) A f is robustly stable; (2) kH(s)k1 ; and 3)
[P] ii [Q] ii 2 i ; i = 1;2;111;n: Hence, the variance-constrained robust H 2 =H 1 filtering gain design task will be accomplished, and the problem addressed in Section II can be interpreted as an auxiliary (Q;"; )-triple achievement" problem.
Definition 1: Let " > 0 and > 0 be positive scalars where > 0 is arbitrarily small, and Q 2 R n2n be a positive definite matrix meeting (19) . The specified triple (Q;"; ) is said to be achievable if there exists a set of filtering gain K such that the (13) holds for this triple.
Remark 3.4:
It is clear from the above analysis that the achievability of a given triple (Q;";) will result in the finish of the addressed variance-constrained robust H 2 =H 1 filtering gain design task. Hence, in what follows, our purpose is to derive the necessary and sufficient conditions for the existence of an achievable triple (Q;"; ) and then to characterize all filtering gains associated with the achievable triple (Q;";).
Theorem 3.2:
Let the desired steady-state error variance constraints 2 i (i = 1;2;111;n) and the H 1 disturbance attenuation constraint be given. Assume that the matrix Q > 0 meets (19) , and " > 0; > 0 are positive scalars where > 0 is arbitrarily small. Then a triple (Q;"; ) is achievable if and only if this triple satisfies the following algebraic Riccati-type inequality:
and the left-hand side of (20) is of maximum rank p. Proof: For the purpose of simplicity, we first make the following definitions: 
and notice that A c = A 0KC, (13) can be rewritten in the following simple form:
Since M2 is full row rank, then the matrix X is positive definite, and (13), or (24) , can be equivalently expressed as follows:
Since the dimension of filter gain K is n 2 p and p n, then from (25), there exists a solution K to (13) (Q;"; ) is actually a BMI of parameter Q, we can first choose appropriate " > 0 which reduce (minimize) the possible conservative upper bounds on both the error covariance and H 1 performance in Theorem 3.1 by applying the method proposed in [19] and [20] and choose sufficiently small positive scalar > 0 in certain cases, and then solve BMI (20) for parameter Q by using the algorithms guaranteeing global convergence [6] , [22] , as well as local numerical searching algorithms that converge (without a guarantee) much faster [5] , [7] . Also, some properties of BMI's can be found in [13] . Remark 3.6: It is clear that if the set of desired estimators is not empty, it must be very large. We may utilize the freedom in estimator design to improve other system properties. An interesting problem for future research is how to exploit the freedom to achieve the specified transient constraint and reliable constraint on filtering process. Now, based on Remark 3.2, we first exploit the approach proposed in [19] and [20] to reduce the conservativeness of present results, and hence an appropriate scalar " > 0 can be found as " = 0:5017. and it is not difficult to test that the prespecified robust stability and H 1 norm constraints on filtering process and the variance constraint on estimation error are all met.
V. CONCLUSION
In this paper we have considered a robust variance-constrained H2=H1 state estimation problem for linear continuous-time systems with parameter perturbations in both the state and measurement matrices. It has been shown that this robust estimation problem can be converted to an auxiliary "triple (Q;"; ) achievement" problem which is related to solutions of a Riccati-type BMI. Based on this BMI, the existence conditions and the analytical expression of desired estimators have been characterized. These results are analogous to results obtained previously for the perturbed discrete-time systems.
We finally remark that the extension of the results developed in the present paper to the variance-constrained multiobjective (e.g., robustness, transient behavior, H 1 requirement, fault-tolerant property) state estimation for various systems such as continuous-time, discretetime, sampled-data, and stochastic parameter systems still remains to be investigated within the framework of this approach.
