Abstract-A new approach to the design of robust adaptive beamforming is introduced. The essence of the new approach is to estimate the difference between the actual and presumed steering vectors and to use this difference to correct the erroneous presumed steering vector. The estimation process is performed iteratively where a quadratic convex optimization problem is solved at each iteration. Contrary to the worst-case performance-based and the probability-constrained-based approaches, our approach does not make any assumptions on either the norm of the mismatch vector or its probability distribution. Hence, it avoids the need for estimating their values.
I. INTRODUCTION
A DAPTIVE beamforming has found numerous applications to wireless communications [1] , radar [2], sonar [3] , medical imaging [4] , radio astronomy [5] , and other fields. The conventional approach to the design of adaptive beamforming techniques assumes exact knowledge of the steering vector associated with the signal of interest (SOI). However, the performance of conventional adaptive beamforming techniques is known to degrade in the presence of array signal model errors which arise due to imprecisely known wavefield propagation conditions, imperfectly calibrated arrays, array perturbations, and/or direction pointing errors [6] - [8] . Recently, robust adaptive beamforming has emerged as an efficient tool that provides solution to this mismatch problem.
A very effective approach developed recently to the design of robust adaptive beamforming is based on the principle of worstcase performance optimization [8] - [11] . This approach delimits the uncertainty set of steering vectors by upper bounding the norm of the difference between the actual and the presumed steering vectors, i.e., the norm of the mismatch vector. of the upper bound is assumed to be known. In practice, neither the mismatch vector nor its upper bound is known. If the upper bound is overly estimated, then the aforementioned robust beamforming techniques become too conservative. On the other hand, under estimation of the upper bound may result in self-nulling of the SOI. In both cases, these techniques may suffer from performance degradation. Very recently, another approach to the design of robust adaptive beamforming based on probability-constrained optimization has been introduced in [12] . Unlike the worst-case performance optimization approach that is downright conservative, the probability-constrained-based approach aims at providing robustness against steering vector errors with a certain preselected probability. The approach introduced in [12] specifies the parameters of the uncertainty region in terms of the beamformer outage probability. Hence, it leads to a better robust beamformer design by providing robustness against steering vector errors that are more likely to occur while discarding errors that occur with low probability.
In this letter, we introduce a new approach to the design of robust adaptive beamforming which is based on correcting the erroneously presumed steering vector. The essence of our approach is to estimate the difference between the actual and presumed steering vectors in the sense that the output signal-tonoise plus interference ratio (SINR) is maximized [14] . The estimation process is performed iteratively where a quadratic convex optimization problem is solved at each iteration. The proposed approach does not assume that the mismatch vector is upper bounded, and hence, it avoids the need for estimating the upper bound. Simulation results are provided to validate the effectiveness of the introduced approach.
II. ARRAY SIGNAL MODEL
Let us consider a linear array of sensors that receives signals from multiple narrowband sources. The complex vector of array observation at time can be modeled as (1) where , , and are the statistically independent components of the desired signal, interference, and sensor noise, respectively, is the desired signal waveform, and is the steering vector (presumed spatial signature) associated with the desired signal.
The adaptive beamformer output is given by and Hermitian transpose, respectively. The beamformer output SINR is defined as [8] ( 3) where is the signal power, is the interference plus noise covariance matrix, and is the mismatch vector.
III. ROBUST ADAPTIVE BEAMFORMING: A REVIEW
In this section, we briefly review two notable approaches recently developed to the design of robust adaptive beamforming. These are the worst-case performance optimization-based [8] and the probability-constrained-based [12] approaches.
The essence of the worst-case performance optimization-based approach is to impose a constraint that the absolute value of the array response is greater than or equal to unity for all vectors that belong to a predefined set of vectors in the neighborhood of the presumed vector. In [8] , the predefined set of vectors is chosen to be a sphere where the norm of is assumed to be upper-bounded by . Then, the robust adaptive beamforming problem can be formulated as the following optimization problem: (4) where is the sample covariance matrix and is the number of snapshots. The above optimization problem can be transformed into the following convex second-order cone programming (SOCP) problem [8] :
The above optimization problem can be solved using interior point methods with a complexity of . However, it is assumed in (5) that the value of is known. Over or under estimation of leads to degradation in performance.
On the other hand, the basic idea behind the probability-constrained approach is to maintain the beamformer distortionless response only for operational conditions that are more likely to occur [12] . Based on this approach, the design of robust adaptive beamforming is formulated as follows: (6) where is assumed to be random, denotes the probability, and is a preselected probability value. Different assumptions on the pdf of the random vector lead to different formulations. In [12] , a solution to the above optimization problem is developed for both the known Gaussian pdf case and the general unknown pdf case. For the Gaussian mismatch case, the solution is given by [12] ( 7) where , is the covariance matrix of the mismatch vector, and . Interestingly, the optimization problem (7) is an SOCP problem that can be solved in a computationally efficient manner using interior point methods [12] .
IV. PROPOSED ALGORITHM
In this section, we introduce a new approach to the design of robust adaptive beamforming which makes use of sequential quadratic programming. The basic idea behind our approach is to estimate the mismatch vector and to form the beam using the corrected steering vector [14] .
We first maximize the beamformer output SINR by solving the following optimization problem: (8) Following the steps of the well-known minimum variance distortionless response (MVDR) beamformer [13] , we obtain the solution to (8) as (9) It can be seen that in (9) is a function of the unknown mismatch vector . By substituting (9) back in the objective of (8), we obtain the following expression for the beamformer output power:
The unknown mismatch vector can be estimated by maximizing the beamformer output power or equivalently by minimizing the denominator of (10). This can be formulated as the following optimization problem: (11) It is natural to impose the equality constraint in (11) in order to force the updated steering vector to have the same norm as the presumed and the actual steering vectors. However, there are two difficulties associated with the above optimization problem. First, the equality constraint represents a nonconvex set. Therefore, the optimization problem (11) is not convex, and hence, it is not easy to solve in a computationally efficient manner. 1 Second, there is a possibility that the solution of (11) will represent the difference between the presumed steering vector and the steering vector associated with one of the interfering sources. In what follows, we invoke a new constraint to get rid of this ambiguity and to prevent signal self-nulling.
Let us build two orthogonal subspaces. The first subspace contains the steering vector associated with the desired signal while the other subspace contains all steering vectors associated with interfering signals. This can be done by building a positive definite matrix (12) where is a spatial sector that represents the range of the angular location of the desired signal and is a steering vector that is associated with a hypothetical source that originates at the array from direction . The sector is assumed to be distinguishable from the general angular locations of all interfering signals. Then, we form the column orthogonal matrix 1 A similar problem has been solved in [7] , [15] with the additional uncertainty set constraint kek . In this letter, we avoid using such a constraint, and therefore, a totally different approach is adopted here for solving (11) .
, where are principal eigenvectors of , and is the number of dominant eigenvalues. By definition, the actual steering vector belongs to the subspace spanned by the columns of . Hence, the matrix is an orthogonal projection onto the subspace which is orthogonal to that containing the actual steering vector. By making use of this orthogonal projection matrix, we can force the updated steering vector to belong to the subspace spanned by the actual steering vector. This can be done by imposing the constraint in (11). Now we can write the following optimization problem: (13) Note that the above optimization problem is still not convex because of the equality constraint. In the following subsection, we propose an iterative solution for (13) where the equality constraint is relaxed and the nonconvex problem is transformed into a convex one.
A. Sequential Quadratic Programming-Based Implementation
The mismatch vector consists of two components: one is orthogonal to the presumed vector and the other one is parallel to it. One meaningful approach for estimating is to search for the orthogonal component and to add it to the presumed steering vector in order to updated it. The updated version of the presumed steering vector is then scaled so that it has a norm. The process of searching for the component of the mismatch vector that is orthogonal to the updated presumed steering vector is repeated until some stopping criterion is satisfied. The aforementioned process of iterative searching, updating, and scaling is illustrated in Fig. 1 . Using the notation for the component of that is orthogonal to , the optimization problem (13) can be reformulated as follows: (14) where the orthogonality between and is imposed by adding the constraint . Note that the equality in the second constraint is replaced with an inequality. At the same time, the orthogonality between and implies that . These two opposite inequalities are equivalent to . The value is the only value that satisfies this constraint because the norm of is equal to . However, a nontrivial solution to (14) can be found if the right-hand side of the constraint is slightly relaxed, i.e., this nuisance constraint can be replaced by , where is a small number of user choice. Note that the value of used would only affect the norm of but will not change its direction. Hence, using small or large values of would only affect the rate of convergence but will not change the final solution. Also it is worth mentioning that at low SNR values, the solution to (14) may result in magnifying noise power. This effect can be alleviated by satisfying the condition for all , where combines a continuum of all out-of-sector directions (i.e., directions lying outside the sector ). Alternatively, this condition can be expressed in a single constraint , where . This constraint aims at controlling power from sidelobe regions collected at the beamformer output. Now, the optimization problem (14) can be modified as (15) where . The solution to the convex optimization problem (15) is always feasible and can be obtained using interior point methods. After obtaining the orthogonal component that minimizes the objective function of (15), we update the presumed steering vector and then project it back to the sphere, i.e., the norm of the updated steering vector can be scaled back to the value of (see Fig. 1 ). The proposed algorithm is summarized as follows. 1) Estimate by solving (15) . 2) If , go to Step 5. This condition interrupts the algorithm if the inequality is not satisfied, i.e., if the objective function in (15) is not reduced at the current iteration.
3) Update the vector by setting . 4) Project the updated steering vector back to the sphere by setting , and then, go to Step 1. 5) Calculate the robust adaptive beamformer weights as SQP , where is the updated version of the presumed steering vector. It is worth noting that the quadratic objective function in (15) always has a positive nonzero value. Also, the solution to (15) is always guaranteed to yield a global minimum as a result of convexity. The above means that any vector that represents a solution to (15) would satisfy the following relationship:
(16) with upper bound equality happens only if . Hence, at any iteration, a nonzero solution to (15) means that the objective can be reduced further by updating .
V. SIMULATION RESULTS
In our simulations, we assume a uniform linear array of omnidirectional sensors spaced half a wave length apart. The additive noise is modeled as a complex Gaussian zero-mean spatially and temporally white process that has identical variances in each array sensor. We assume two interfering sources with random waveforms and directions of arrival (DOAs) and , respectively. The interference-to-noise ratio (INR) in a single sensor is equal to 30 dB. The desired signal is presumed to be a plane-wave (carrying a random waveform) that impinges on the array from the presumed direction . The sample covariance matrix is computed based on data snapshots. All results are calculated based on 500 independent simulation runs. The steering vector mismatch is assumed to occur due to look direction mismatch and random sensor position errors. Each sensor is assumed to be randomly displaced from its original location and the displacement is drawn uniformly from the set [ 0.05, 0.05] measured in wavelength. Also, the look direction mismatch is assumed to be random and uniformly distributed in . The proposed beamforming algorithm is compared to the sample matrix inversion (SMI) beamformer, the diagonally loaded SMI (LSMI) beamformer, the robust adaptive beamformer of [8] , and the probability-constrained-based beamformer of [12] . In the proposed algorithm, the general angular location of the desired signal is assumed to be within the interval , i.e., the angular sector is assumed to be centered at the DOA associated with the presumed steering vector. The value is used and the number of dominant eigenvalues of the matrix is taken to be equal to 6. The sum of 6 dominant eigenvalues gives over 99.9% of the sum of all eigenvalues. The SeDuMi MATLAB toolbox is used to solve (15) and to compute the weight vector of the robust beamformers of [8] and [12] . As recommended in [8] , the value of is used for the robust beamformer of [8] . For the probability-constrained-based beamformer, and are assumed [12] . In all simulation runs, the proposed algorithm has always shown to converge within few iterations. Moreover, it can be seen from Fig. 2 that the proposed algorithm has better performance compared to other beamformers tested. In particular, our beamformer outperforms the worst-case-based beamformer and the probability-based beamfomer specially at high SNR values. This performance improvement is a direct result of forming the beam towards a single corrected steering vector yielding maximum output power.
VI. CONCLUSIONS
We have introduced a new approach to the design of robust adaptive beamforming that is based on estimating the difference between the actual and presumed steering vectors. The estimated error vector has been used to update the erroneous presumed steering vector. The estimation process has been performed iteratively where a quadratic convex optimization problem is solved at each iteration in order to update the presumed steering vector. The corrected steering vector has been used to obtain the beamformer weights. The proposed algorithm does not assume that the norm of the mismatch vector is upper bounded, and hence, it does not suffer from the negative effects of over/under estimation of the upper bound. The effectiveness of the proposed algorithm has been shown using simulation results. 
