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Abstract
We extend the definition of the U(1)-reducible connection contribution to the
case of the Witten-Reshetikhin-Turaev invariant of a link in a rational homology
sphere. We prove that, similarly ot the case of a link in S3, this contribution is
a formal power series in powers of q − 1 whose coefficients are rational functions
of qα, their denominators being the powers of the Alexander-Conway polyno-
mial. The coefficients of the polynomials in numerators are rational numbers,
the bounds on their denominators are established with the help of the theorem
proved by T. Ohtsuki in Appendix 2.
We derive a surgery formula for the U(1)-reducible connection contribution,
which relates it to the similar contribution into the colored Jones polynomial of
a surgery link in S3.
Finally, we relate the U(1)-reducible connection contribution to a contribution
of a U(1)-invariant stationary phase point to the Reshetikhin formula for the
colored Jones polynomial in the appropriate semi-classical limit.
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1 Introduction
1.1 Motivation
In this paper we continue to study a new invariant of knots and links defined in [15] which we
called a U(1)-reducible connection contribution to the colored Jones polynomial, or simply
a U(1)-RC invariant. In [15] we studied the properties of this invariant for links in S3. Our
work was based on the R-matrix formula for the colored polynomial of a link.
Our task in this paper is twofold. First of all, we will show that the U(1)-RC invariant
represents a particular stationary phase contribution to the integral in the Reshetikhin for-
mula [9], [10], [11] for the colored Jones polynomial. This formula presents the expansion of
the Jones polynomial in powers of log q as an integral over the adjoint orbits of the Lie algebra
su(2). The orbits correspond to the su(2) modules assigned to the link components and the
integrand itself contains formal power series in log q whose coefficients are SU(2)-invariant
polynomial functions. If the Jones polynomial considered in the limit
q → 1, qαj = const, (1.1)
where αj, 1 ≤ j ≤ L are the dimensions of the su(2) modules assigned to L components
of a link, then the integral seems, at least formally, to be suitable for the stationary phase
approximation. We will demonstrate that a contribution of a stationary point correspond-
ing to a configuration were all the su(2) integration variables belong to the same Cartan
subalgebra, is well-defined and is equal to the U(1)-RC invariant.
The polynomials in the integrand of the Reshetikhin formula can be derived [1] from
3-valent diagrams (sometimes referred to as ‘chinese characters’) which come from the Kont-
sevich integral of a stringed link. Therefore, the relation between the Reshetikhin formula
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and the U(1)-RC invariant will allow us [16] to formulate the latter solely in the language of
3-valent diagrams and Vassiliev invariants. However here we will use this new relation only
in order to accomplish the second task of this paper - to extend the U(1)-RC invariant to
links in rational homology spheres (QHS).
The Reshetikhin formula plays an important role in defining [12], [13] the trivial con-
nection contribution to the Witten-Reshetikhin-Turaev (WRT) invariant of QHS and, more
generally, of links in QHS. We call this contribution the TCC invariant. In case of a link
in S3, the TCC invariant coincides with the colored Jones polynomial. The TCC invariant
of a link in a general QHS can be presented through an analog of the Reshetikhin formula.
If a QHS can be constructed by a surgery on a link Ls ∈ S3, then the integrand of the
Reshetikhin formula for the TCC invariant of a link L in that QHS can be expressed by a
surgery formula in terms of the Reshetikhin integrand of the link L ∪ Ls ∈ S3. As a result,
there exists a similar surgery formula which relates particular stationary phase contributions
to both Reshetikhin integrals. We will use it in order to define the U(1)-RC invariant of a
link L in a QHS. The form and propeties of this U(1)-RC invariant is very similar to those
of the U(1)-RC invariant of links in S3, except that the U(1)-RC invariant of links in QHS
is related to the TCC invariant of the links rather than to their WRT invariant, as in the
case of S3.
Since the Reshetikhin formula and the TCC invariant play a central role in our paper,
we will have to review their properties prior to formulating our results.
1.2 Notations, definitions and basic properties
1.2.1 Multi-index and quantum notations
We adopt the same multi-index notations as in [15].
The quantum invariants of 3-manifolds and links depend on three parameters: q, h and
K which are related
q = exp(2πi/K), h = q − 1. (1.2)
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We treat q, h and K as formal variables unless stated otherwise (the WRT invariant is
defined for K being a positive integer).
Remark 1.1 Since
K−1 = log(1 + h)/2πi = h/2πi+O(h2) as h→ 0, (1.3)
then C[[h]] = C[[K−1]] and one can easily convert a power series in h into a power series in
K−1 and back.
In this paper we will use a standard notation for a “quantum number”
[n] =
qn/2 − q−n/2
q1/2 − q−1/2
. (1.4)
1.2.2 Topological notations
First, we set the linking matrix notations. If two oriented knots K1, K2 in a 3-manifoldM rep-
resent trivial elements of H1(M ;Q), then one can define their linking number lk(K1,K2|M).
Following the notations of C. Lescop [7], we denote the order of K as an element of
H1(M ;Z) by o(K) (for an L-component link L in a QHS M , o = (o1, . . . , oL) denote the
orders of its link components). Note that
GCF (o(K1), o(K2)) lk(K1,K2|M) ∈ Z, (1.5)
where GCF (m,n) is the greatest common factor of m and n.
We denote the entries of the linking matrix of an oriented link L ∈M as
l
(L|M)
ij = lk(Li,Lj|M). (1.6)
For a pair of oriented links L,L′ ∈M we denote
l
(L,L′|M)
ij = lk(Li,L
′
j|M). (1.7)
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We use a shortcut notation for the quadratic form associated with the linking matrix of an
oriented L-component link L:
lk(L,M ; x) =
∑
1≤i 6=j≤L
l
(L|M)
ij xixj , (1.8)
where x = (x1, . . . , xL).
Let K be a knot in a manifold M . A meridian of K is a simple cycle on the boundary
of the tubular neighborhood of K which is contractible through that neighborhood. The
meridian is uniquely defined. A parallel is a simple cycle on the boundary of the tubural
neighborhood of K which has a unit intersection number with the meridian. A parallel is
not unique (one can always add a meridian to it). A knot is called framed if a choice of a
particular parallel has been made. We denote a framed knot as Kˆ. A link is framed if all of
its components are framed. We denote such link as Lˆ.
Suppose that an oriented framed knot Kˆ is a trivial element in H1(M ;Q). Then a linking
number between K and its parallel is well-defined. We call this number a self-linking number
of Kˆ. The self-linking numbers of the link components of Lˆ form a diagonal part of the
linking matrix l
(Lˆ|M)
ij . We denote the signature of that matrix as sign(Lˆ|M). For a pair of
an unframed L-component link L and a framed Ls-component link Lˆs we define the analog
of (1.8)
lk(L ∪ Lˆs,M ; x, y) = lk(L ∪ Ls,M ; x, y) +
Ls∑
j=1
l
(Lˆs|M)
jj y
2
j , (1.9)
where x = (x1, . . . , xL), y = (y1, . . . , yLs).
Given a quadratic form lk(Lˆs,M ; y), we denote its determinant as det(Lˆs|M) and its
signature simply as sign(Lˆs|M).
The quantum invariants of knots and links that we will consider in this paper, that is, the
colored Jones polynomial, the WRT invariant and the contributions of various connections
to those invariants, depend on the framing. However, this dependence is known to be quite
simple. Namely, if we change the framing of a link component Lˆj in such a way that its
self-linking number increases by 1, then the corresponding invariants of Lˆ are multiplied by
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a factor q(α
2
j−1)/4, where αj is a color assigned to Lj. Therefore a quantum invariant of a link
L in a QHS M can be rendered framing-independent if we multiply it by an extra factor
q−
∑L
j=1 l
(Lˆ|M)
jj (α
2
j−1)/4. (1.10)
Thus whenever we write a quantum invariant of an unframed knot or link, we assume that
the factor (1.10) is included in the formula for that invariant.
If a knot K is a trivial element of H1(M ;Z) (that is, if o(K) = 1), then it can be endowed
with a canonical framing for which the self-linking number is equal to zero.
Let Lˆs be a framed Ls-component link in a 3-manifold M . A new 3-manifold M ′ is
constructed by Dehn’s surgery on Lˆs in the following way: we cut out the tubular neighbor-
hoods of the link components and then glue them back in such a way that the meridian on
the boundary of the tubular neighborhood of each link component matches the parallel on
the corresponding boundary of the link complement while the parallel on the boundary of
the tubular neighborhood matches the meridian on the boundary of the complement with
opposite orientation.
Suppose that the original manifold M contained an oriented link L. Then the linking
numbers of the components of L in M ′ are given by the formula
l
(L|M ′)
ij = l
(L|M)
ij −
∑
1≤k,k′≤L
l
(L,Ls|M)
ik l
(L,Ls|M)
ik′ (l
(Ls|M))−1kk′, (1.11)
where (l(L
s|M))−1 is the inverse of the matrix l(L
s|M).
We denote the order of H1(M,Z) as h1(M). For a pair of QHS related by a surgery on
Lˆs ⊂M
h1(M
′) = | det(Lˆs|M)| h1(M). (1.12)
If M is a connected sum of two QHS , M = M1#M2, then
h1(M) = h1(M1) h1(M2). (1.13)
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Let L and Lˆs be a pair of oriented links in S3, the second of them being framed. Suppose
that Dehn’s surgery on Lˆs produces a QHS M . Then the orders of the link components of
L as elements of H1(M ;Z) are
oi = LCM
(
cij(L, Lˆ
s)|1 ≤ j ≤ Ls
)
(1.14)
where LCM(m,n) denotes the least common multiple of m and n, while
cij(L, Lˆ
s) =
Ls∑
k=1
l
(L,Ls|S3)
ik (l
(Ls|S3))−1kj . (1.15)
1.2.3 Alexander-Conway polynomial
In subsection 1.2.4 of [15] we set our notations and established some properties of the
Alexander-Conway polynomial and Alexander-Conway function of knots and links in S3.
Here we have to extend these properties to knots and links in QHS.
Let L and Lˆs be a pair of oriented links in S3. Suppose that a QHS M is constructed
by Dehn’s surgery on Lˆs. Then we define the Alexander-Conway function of L in M by a
surgery formula
∇A(L,M ; t) = (−1)
Ls sign(Lˆs|S3)
∇A(L ∪ L
s,M ; t, u(st))
{(u(st))
1/2
− (u(st))
−1/2
}
, (1.16)
where u
(st)
j =
∏L
i=1 t
−cij(L,Lˆs)
i ,
and cij(L, Lˆ
s) are defined by eq. (1.15). The Alexander-Conway function has the following
properties:
∇A(L,M ; t
−1) = (−1)L∇A(L,M ; t) (1.17)
and if we change an orientation of a component Lj , then for the new oriented link L
′
∇A(L
′,M ; t) = −∇A(L,M ; t1, . . . , t
−1
j , . . . , tL). (1.18)
The Alexander function satisfies the Torrence formula
∇A(L0 ∪ L,M ; 1, t) =
(
L∏
j=1
t
1
2
l
(L0∪L|M)
0j
j −
L∏
j=1
t
− 1
2
l
(L0∪L|M)
0j
j
)
∇A(L,M ; t), (1.19)
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where L is an L-component link and L0 is a knot. If we take a connected sum of a QHS M
containing a link L, with another QHS M ′, then
∇A(L,M#M
′; t) = h1(M
′)∇A(L,M ; t). (1.20)
If K is a knot in M , then its Alexander-Conway polynomial is defined as
∆A(K,M ; t) = (t
1/2o(K) − t−1/2o(K))∇A(K,M ; t). (1.21)
It satisfies the property
∆A(K,M ; 1) = |H1(M ;Z)|/o(K). (1.22)
Both Alexander-Conway polynomial of a knot and Alexander-Conway function of a link
with at least 2 components are Laurent polynomials
∆A(K,M ; t) ∈ Z[t
1/2o(K), t−1/2o(K)], (1.23)
∇A(L,M ; t) ∈ Z[t
1/2o, t−1/2o] if L ≥ 2. (1.24)
1.2.4 Lie algebra notations
In this paper we will be dealing with the Lie algebra su(2), although it will be clear that
most of our considerations can be easily extended to other simple Lie algebras. We denote
the elements of su(2) as ~x. The Lie algebra su(2) has a Killing form. We denote the
corresponding scalar product in su(2) as ~x ·~y. A polynomial function P (~x1, . . . , ~xn) on su(2)
is called SU(2)-invariant if it is invariant under the simultaneous adjoint action of SU(2) on
all of its variables.
1.2.5 The Reshetikhin Formula
Let L be an L-component link in S3. We refer the readers to subsection 1.2.7 of [15] for
the definition of the colored Jones polynomial of L. P. Melvin and H. Morton considered an
expansion of that polynomial in negative powers of
K = 2πi/ log q. (1.25)
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They found that the coefficients of this expansion are polynomials of colors α assigned to
the components of L
Jα(L; q) =
∑
m,n≥0
|m|≤n
Dm;n(L)α
2m+1K−n. (1.26)
Note that in view of Remark 1.1 the expansion (1.26) is equivalent to that of (1.46) of [15].
A few years ago N. Reshetikhin suggested [9], [10] to present the expansion (1.26) as an
integral over adjoint orbits of the Lie algebra su(2) which correspond to su(2) modules of
dimensions α. We implemented this program in [11]. The only shortcoming of the arguments
of [11] is that we based them on deriving the Melvin-Morton expansion (1.26) from a generic
quantum Chern-Simons perturbation theory, which is not a rigorous mathematical tool yet.
We easily corrected this in [13] by showing how to use Kontsevich integral as a foundation
of the calculations which lead to the Reshetikhin formula.
Theorem 1.2 For an L-component link L ∈ S3 there exist homogeneous SU(2)-invariant
polynomials Lm(L; ~α), Lm,n(L; ~α) such that
degLm(L; ~α) = degLm,n(L; ~α) = m, (1.27)
L2(L; ~α) =
∑
1≤i 6=j≤L
l
(L|S3)
ij ~αi · ~αj, (1.28)
Lm(L;α~n) = ∂~αLm(L; ~α)|~α=α~n = 0, for any ~n ∈ su(2) if m ≥ 3, (1.29)
L0,0(L; ~α) = 1 (1.30)
and the Melvin-Morton expansion (1.26) is equal to the following integral of a formal power
series in K−1 and α
Jα(L; q) =
∑
m,n≥0
|m|≤n
Dm;n(L)α
2m+1K−n (1.31)
= (4π)−L
∫
|~α|=α
{
d~α
α
}
exp
(
1
2
iπK1−m
∑
m≥2
Lm(L; ~α)
) ∑
m,n≥0
Lm,n(L; ~α)K
−m−n.
Remark 1.3 The polynomials Lm(L; ~α) and Lm,n(L; ~α) are not invariants of L. In [11], [13]
we showed how these polynomials may be derived from the Kontsevich integral of a stringed
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link (in [1] we will translate these arguments into the language of Vassiliev invariants and
3-valent graphs). We may expect that all the polynomials Lm(L; ~α) and Lm,n(L; ~α) which
satisfy the conditions of Theorem 1.2 come from the Kontsevich integral of a properly stringed
link. In any case, from now on we will use in our formulas only the polynomials Lm(L; ~α),
Lm,n(L; ~α) which come from the Kontsevich integral for a stringed link as described in [11]
and [13].
We will modify the integral (1.31) in two ways. First, consider the Reshetikhin formula
for a link L∪L′ whose components carry the colors α and β. Let us expand the exponential
into the powers of all monomials which depend on the variables ~β and then integrate over
those variables. As a result, we will get a formula
Jα,β(L,L
′; q) =
∑
m,m′,n≥0
|m|+|m′|≤n
Dm,m′;n(L ∪ L
′)α2m+1β2m
′+1K−n (1.32)
= (4π)−L
∫
|~α|=α
{
d~α
α
}
exp
(
1
2
iπK1−m
∑
m≥2
Lm(L; ~α)
) ∑
m,n≥0
Lm,n(L,L
′; ~α; β)K−m−n,
where Lm,n(L,L
′;~a; β) are homogeneous polynomials of ~α and β, homogeneous in ~α
deg~α Lm,n(L,L
′;~a; β) = m, L0,0(L,L
′; ~α, β) = 1. (1.33)
Now a substitution
α = Ka, ~α = K~a (1.34)
turns eq.(1.32) into
Jα,β(L,L
′; q) = Iβ(L,L
′;α/K;K), (1.35)
Iβ(L,L
′; a;K) =
(
K
4π
)L ∫
|~a|=a
{
d~a
a
}
e
1
2
iπKE(L;~a)P(L,L′;~a; β;K), (1.36)
where Iβ(L,L
′; a;K) is a formal power series in a, β and K
Iβ(L,L
′; a;K) =
∑
m,m′,n≥0
|m|+|m′|≤n
Dm,m′;n(L ∪ L
′) a2m+1β2m
′+1K2m−n+1. (1.37)
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and E(L;~a), P(L,L′;~a; β;K) denote the formal power series
E(L;~a) =
∑
m≥2
Lm(L;~a), P(L,L
′;~a; β;K) =
∑
m,n≥0
|m|≤n
Lm,n(L,L
′;~a; β)K−n. (1.38)
Since for any j, 1 ≤ j ≤ L′
Jα,β
(j)
(L,L′(j); q) = Jα,β(L,L
′; q)
∣∣∣
βj=1
, (1.39)
then we may conclude from eq.(1.36) that
Lm,n(L,L
′
(j);~a, β(j)) = Lm,n(L,L
′;~a; β)
∣∣
βj=1
. (1.40)
Indeed, in view of eq. (1.39), the polynomials Lm,n(L,L(j);~a, β(j)) as defined by eq. (1.40)
would suite the formula (1.32) for Jβ
(j)
(L,L′(j); q). However, it follows easily from the calcu-
lations of [11] and [13] that we can make an even stronger statement: the stringing of L′(j)
which yields the l.h.s. of eq.(1.40) is induced by the stringing of L′ which yields the r.h.s. of
that same equation (in fact, a more careful analysis would even show that the polynomials
Lm,n(L,L
′;~a; β) do not depend on the stringing of L′).
1.2.6 Formal power series and stationary phase approximation
In this paper we will perform a lot of calculations with formal power series. The basic
operations with these series, such as addition, multiplication and term-by-term integration
used in eq. (1.32), are well-known. However, we will need a potentially riskier procedure
Here we will need another procedure - a stationary phase integration of an exponential of a
formal power series. Therefore we have to explain which manipulations with formal power
series we consider well defined.
Let S(x;N) ∈ C[[x]] be a formal power series in x whose coefficients depend on an integer
variable N
S(x;N) =
∞∑
n=0
sn(N) x
n. (1.41)
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Definition 1.4 The series (1.41) has a stable limit as N →∞
slim
N→∞
S(x;N) = S(x), S(x) =
∞∑
n=0
snx
n, (1.42)
if for any m > 0 there exists m′ > 0 such that if n < m and N > m′, then sn(N) = sn.
A map F : C[[x]]→ C[[x]] is well-defined for us if for any S(x) ∈ C[[x]]
F [S(x)] = slim
N→∞
F [S(x|N)], where S(x|N) =
∑N
n=0 snx
N . (1.43)
For two smooth functions f(x), g(x,K), x = (x1, . . . , xL) g(x,K) being analytical in the
vicinity of K →∞, consider an integral
I(K) = K−L/2
∫
eiKf(x)g(x,K) dx. (1.44)
Suppose that x(st) is a stationary point of f(x)
∂xf(x)|x=x(st) = 0. (1.45)
Then
I(x
(st))(K) = K−L/2
∫
[x=x(st)]
eiKf(x)g(x,K) dx (1.46)
denotes the contribution of the point x(st) to the integral I(K) in the stationary phase
approximation as K →∞. I(x
(st))(K) is almost a formal power series in K−1
I(x
(st))(K) = eiKf(x
(st))
∞∑
n=0
I(x
(st))
n K
−n, (1.47)
whose coefficients are determined through a special procedure. We expand the following
function in powers of x− x(st):
exp iK
(
f(x)− f(x(st))− f2,x(st)(x)
)
g(x,K) =
∑
m≥0
n≥−|m|/3
pm,n x
mK−n (1.48)
where
f2,x(st)(x) =
1
2
L∑
i,j=1
∂xi∂xjf(x)
∣∣
x=x(st)
(xi − x
(st)
i )(xj − x
(st)
j ), (1.49)
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so that
I(x
(st))
n = K
−L/2
∑
m≥0
|m|≤6n
p
m, |m|
2
−n
K
|m|
2
−n
∫
e
iKf
2,x(st)
(x)
xm dx. (1.50)
The gaussian integrals with polynomial prefactors can be calculated with the help of the
following formula∫ +∞
−∞
eiKA(x,x) xm dx = (iπ)L/2(detA)−1/2 (2iK)−|m| ∂my e
−iKA−1(y,y)
∣∣∣
y=0
, (1.51)
where A(x, x) is a non-degenerate quadratic form and A−1(y, y) is the quadratic form with
the inverse matrix.
1.2.7 The TCC invariant of links in rational homology spheres
First, let us recall the definition of the WRT invariant of links in 3-manifolds. For a link
L ∈ S3 and for a positive integer K we define
Zα(L, S
3;K) = Jα(L; q), (1.52)
where q and K are related by eq. (1.2). If L is a framed link in a QHS M , which can be
constructed by Dehn’s surgery on a framed link Lˆs ∈ S3, then
Zα(L,M ;K) = q
φ(fr)(L,Lˆs;α)
∑
0<γ<K
q
1
4
∑Ls
j=1 l
(Lˆs|S3)
jj γ
2
j Jα,γ(L ∪ L
s; q)
{
qγ/2 − q−γ/2
}
, (1.53)
where qφ
(fr)(L,Lˆs;α) is a factor which removes the dependence of Zα(L,M ;K) on the framing
of M and L
φ(fr)(L, Lˆs;α) = −
3
8
(K − 2) sign(Lˆs|S3)−
1
4
Ls∑
j=1
l
(Lˆs|S3)
jj −
1
4
L∑
j=1
l
(Lˆ|M)
jj (α
2
j − 1) (1.54)
and Lˆ in the last sum is the link L ∈ M endowed with the framing induced by the 0-framing
of L ∈ S3 so that according to eq.(1.11)
l
(Lˆ|M)
jj = −
∑
1≤k,k′≤L
l
(L,Ls|S3)
jk l
(L,Ls|S3)
jk′ (l
(Ls|S3))−1kk′, (1.55)
The TCC invariant of a link L in a QHS M is defined by a surgery formula which is
similar to (1.53).
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Theorem 1.5 (see [13]) For an L-component link L in a QHS M there exists a unique
set of invariants Dm;n(L,M) ∈ C such that the formal power series
Z(tr)α (L,M ;K) =
∑
m,n≥0
|m|≤n
Dm;n(L,M)α
2m+1K−n, (1.56)
satisfies the following two conditions:
(1) If M = S3, then
Z(tr)α (L, S
3;K) = Jα(L; q), (1.57)
where Jα(L; q) is represented by its Melvin-Morton expansion (1.26).
(2) If M is constructed by Dehn’s surgery on a framed link Lˆs ∈ S3, then
Z(tr)α (L,M ;K) = e
(2πi/K)φ(fr)(L,Lˆs;α)
(
K
2
) 3
2
Ls
(1.58)
×
∫
[~c=0]
{d~c}
{
sin π|~c|
π|~c|
}
exp
1
2
iπK
(
Ls∑
j=1
l
(Ls|S3)
jj ~c
2
j + E(L
s;~c)
)
P(Ls,L;~c;α;K),
where
∫
[~c=0]
denotes a contribution of the point ~c = 0 to the integral over ~c in the
stationary phase approximation at K →∞.
The first of these invariants is
D0,0(L,M) = {α} h
−3/2
1 (M). (1.59)
Since E(Ls;~c) and P(Ls,L;~c;α;K) are formal power series, then eq. (1.58) is just a
short-cut for a more precise statement in the spirit of eq.(1.43)
Z(tr)α (L,M ;K) = slim
N→∞
e(2πi/K)φ
(fr)(L,Lˆs;α)
(
K
2
) 3
2
Ls
(1.60)
×
∫
[~c=0]
{d~c}
{
sin π|~c|
π|~c|
}
exp
1
2
iπK
(
Ls∑
j=1
l
(Ls|S3)
jj ~c
2
j + E(L
s;~c |N)
)
P(Ls,L;~c;α;K|N).
Here we introduced truncated series
E(L;~a |N) =
∑
2≤m≤N
Lm(L;~a), P(L,L
′;~a; β;K|N) =
∑
0≤m,n≤N
|m|≤n
Lm,n(L,L
′;~a; β)K−n.(1.61)
Similarly to Jα(L; q), the TCC invariant Z
(tr)
α (L,M ;K) has an integral representation.
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Theorem 1.6 (see [13]) For an L-component link L and an L′-component link L′ in a
QHS M there exist SU(2)-invariant polynomials Lm(L,M ;~a), Lm,n(L,M ;~a) which satisfy
the properties
degLm(L,M ;~a) = deg~a Lm,n(L,L
′,M ;~a; β) = m, (1.62)
L2(L,M ;~a) =
∑
1≤i<j≤L
l
(L|M)
ij ~ai · ~aj , (1.63)
Lm(L,M ; a~n) = ∂~aLm(L,M ;~a)|~a=a~n = 0, for any ~n ∈ su(2) if m ≥ 3, (1.64)
L0,0(L,M ;~a; β) = |H1(M ;Z)|
−3/2
{
β
}
(1.65)
and such that the formal power series
E(L,M ;~a) =
∑
m≥2
Lm(L,M ;~a), P(L,L
′,M ;~a; β;K) =
∑
m,n≥0
|m|≤n
Lm,n(L,L
′,M ;~a; β)K−n(1.66)
combine into an integral representation
Z
(tr)
α,β (L,L
′,M ;K) = Iβ(L,L
′,M ;α/K;K), (1.67)
Iβ(L,L
′,M ; a;K) =
(
K
4π
)L ∫
|~a|=a
{
d~a
a
}
e
1
2
iπKE(L,M ;~a)P(L,L′,M ;~a; β;K). (1.68)
There are various ways to derive the series E(L,M ;~a), P(L,L′,M ;~a; β;K) from the
series E(L ∪ Ls;~a,~c) and P(L ∪ Ls,L′;~a,~c; β;K). For our purposes here we will use one of
the formulas of [13]:
e
1
2
iπKE(L,M ;~a)P(L,L′,M ;~a; β;K) = e(2πi/K)φ
(fr)(L∪L′,Lˆs;K|~a|,β)
(
K
2
) 3
2
Ls
×
∫
[~c=~c(st)(~a)]
{d~c}
{
sin π|~c|
π|~c|
}
exp
1
2
iπK
(
Ls∑
j=1
l
(Ls|S3)
jj ~c
2
j + E(L ∪ L
s;~a,~c)
)
(1.69)
×P(L ∪ Ls,L′;~a,~c; β;K),
where ~c(st)(~a) is the stationary point of the exponential in the integral (1.69), which is a
formal power series in ~a
~c(st)(~a) = −
L∑
i=1
cij(L, Lˆ
s)~ai +O(~a
2), (1.70)
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Similarly to the case of S3, the polynomials Lm(L,M ;~a), Lm,n(L,L
′,M ;~a; β) themselves
are not invariants of L. Equation (1.69) demonstrates that they depend on the stringing of
the links L,L′,Ls in S3 (a more carefull analysis [1] will show that they depend only on the
stringing on L in S3, but we will not use this fact here).
Applying eq.(1.40) to the r.h.s. of eq.(1.58) we find that for any j, 1 ≤ j ≤ L
Z(tr)α(j)(L(j),M ;K) = Z
(tr)
α (L,M ;K)
∣∣
αj=1
. (1.71)
Applying eq.(1.40) to the r.h.s. of eq.(1.69) we conclude that eq.(1.40) holds also for links
in M
Lm,n(L,L
′
(j),M ;~a, β(j)) = Lm,n(L,L
′,M ;~a; β)
∣∣
βj=1
. (1.72)
if the polynomials in both sides of this equation originate through the surgery formula (1.69)
from the same stringing of L in S3.
The multiplicativity of Reshetikhin’s integrand under an operation of disconnected sum
of two links in S3 leads to the following
Proposition 1.7 Consider a connected sum of two QHS M#M ′. If L,L′ ⊂ M , then
E(L,M#M ′;~a) = E(L,M ;~a), (1.73)
P(L,L′,M#M ′;~a; β;K) = Z(tr)(M ′;K)P(L,L′,M ;~a; β;K), (1.74)
if we assume that the l.h.s. and r.h.s. of these equations originate from the same stringings
of links in S3 through the surgery formula (1.69).
1.3 Results
We prove three theorems which describe the U(1)-RC invariant of links in QHS and its
properties.
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Theorem 1.8 (cf. Main Theorem of [15]) Let L be an oriented L-component link in a
QHS M , whose Alexander-Conway function is not identically equal to zero
∇A(L,M ; t) 6≡ 0, t = (t1, . . . , tL). (1.75)
Let L′ be an L′-component link in M with positive integers β = (β1, . . . , βL′) assigned to its
components. Then there exists a unique sequence of polynomial invariants
Pβ;n(L,L
′,M ; t) ∈ Z[t±
1
2o ,
1
2h1(M)
], n ≥ 0, (1.76)
such that an expansion of Pβ;n(L,L
′,M ; t) in powers of (t− 1) has the form
Pβ;n(L,L
′,M ; t) =
∑
m≥0
pm;n(L,L
′,M ; β) (t− 1)m, pm;n(L,L
′,M ; β) ∈ Q[β] (1.77)
and the formal power series in h
Zˆ
(r)
β (L,L
′,M ; t; h)
=


h
−3/2
1 (M)
∞∑
n=0
Pβ;n(L
′) hn if L = 0,
h−1 h
−1/2
1 (M)
1
∇A(L,M ; t1)
∞∑
n=0
Pβ;n(L,L
′,M ; t1)
∆2nA (L,M ; t1)
hn if L = 1,
h−1 h
−1/2
1 (M)
1
∇A(L,M ; t)
∞∑
n=0
Pβ;n(L,L
′,M ; t)
∇2nA (L,M ; t)
hn if L ≥ 2
(1.78)
satisfies the following properties:
(1) If the link L is empty (that is, if L = 0), then
Zˆ
(r)
β (∅,L
′,M ; h) = Z
(tr)
β (L
′,M ;K) in Q[β][[h]]. (1.79)
(2) For any j, 1 ≤ j ≤ L′,
Zˆ
(r)
β (L,L
′,M ; t; h)
∣∣∣
βj=1
= Zˆ
(r)
β
(j)
(L,L′(j),M ; t; h). (1.80)
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(3) Let L be a non-empty link. Suppose that for a number j, 1 ≤ j ≤ L, the link component
Lj is algebraically connected to L(j) and ∇A(L(j); t(j)) 6≡ 0. Then
Zˆ
(r)
β0,β
(L(j),Lj ∪ L
′; t(j); h) (1.81)
=


∑
µ=±1
µ

 ∏
1≤i≤L
i6=j
t
l
(L|M)
ij
i


µβ0/2
Zˆ
(r)
β (L,L
′,M ; t; h)
∣∣∣
tj=qµβ0
if L ≥ 2,
Zˆ
(r)
β (L,L
′; qβ0; h), if L = 1.
Thus defined, the polynomials Pβ;n(L,L
′,M ; t) have additoinal properties:
Pβ;n(L,L
′,M ; t) ∈ Z[t±1/o,
1
2h1(M)
] if β are odd, (1.82)
Pβ;0(L,L
′,M ; t) =


{
β
}
if L=0,
∏L′
j=1

∏L
i=1 t
l
(L,L′|M)
ij
i


βj/2
−

∏L
i=1 t
l
(L,L′|M)
ij
i


−βj/2

∏L
i=1 t
l
(L,L′|M)
ij
i


1/2
−

∏L
i=1 t
l
(L,L′|M)
ij
i


−1/2 if L ≥ 1,
(1.83)
Pβ;n(L,L
′,M ; t−1) = Pβ;n(L,L
′,M ; t), (1.84)
and if we reverse the orientation of a link component Lj, then for the new oriented link L¯
Pβ;n(L¯,L
′,M ; t) = Pβ;n(L,L
′,M ; t1, . . . , t
−1
j , . . . , tL). (1.85)
The polynomials pm;n(L,L
′,M ; β) contain only odd powers of βj
pm,n(L,L
′,M ; β1, . . . ,−βj , . . . , βL) = −pm;n(L,L
′,M ; β). (1.86)
Finally, if we select an orientation for the components of L′, then the formal power se-
ries (1.78) can be rewritten as
Zˆ
(r)
β (L,L
′,M ; t; h) (1.87)
=


h
−3/2
1 (M) q
φlk(∅,L
′,M ;β)
∞∑
n=0
P ′β;n(L
′) hn if L = 0,
h−1 h
−1/2
1 (M) q
φlk(L,L
′,M ;β)
Φβ(L,L
′,M ; t1)
∇A(L,M ; t1)
∞∑
n=0
P ′β;n(L,L
′,M ; t1)
∆2nA (L,M ; t1)
hn if L = 1,
h−1 h
−1/2
1 (M) q
φlk(L,L
′,M ;β)
Φβ(L,L
′,M ; t)
∇A(L,M ; t)
∞∑
n=0
P ′β;n(L,L
′,M ; t)
∇2nA (L,M ; t)
hn if L ≥ 2,
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where
φlk(L,L
′,M ; β) = 3λCW(M) +
1
2
(
L+
∑
1≤i<j≤L
l
(L|M)
ij (1.88)
+
∑
1≤i<j≤L′
l
(L′|M)
ij (βi − 1)(βj − 1)−
∑
1≤i≤L
1≤j≤L′
l
(L,L′|M)
ij (βj − 1)−
L′∑
j=1
(βj − 1)
)
,
Φβ(L,L
′,M ; t) =
L∏
i=1
t
1
2
∑L′
j=1 l
(L,L′|M)
ij (βj−1)
i , (1.89)
while
P ′β;n(L,L
′,M ; t) ∈ Z[t±1/o, 1/h1(M)] (1.90)
for any integer β and
P ′β;n(L,L
′,M ; t) =
∑
m≥0
p′m;n(L,L
′,M ; β) (t− 1)m, p′m;n(L,L
′,M ; β) ∈ Q[β]. (1.91)
Remark 1.9 Obviously, if M = S3, then this theorem is reduced to Main Theorem of [15]
and
Zˆ
(r)
β (L,L
′, S3; t; h) = Jˇ
(r)
β (L,L
′; t; h). (1.92)
Remark 1.10 It follows from eqs. (1.79) and (1.81) that for a knot K and a link L′ in a
QHS M
Z
(tr)
α,β (K ∪ L
′,M ;K) = Zˆ
(r)
β (K,L
′,M ; qα; h). (1.93)
To formulate two other theorems, we substitute
t = e2πia (1.94)
into Zˆ
(r)
β (L,L
′,M ; t; h) and convert it into a formal power series in K−1 (cf. Remark 1.1)
which we call the U(1)-RC invariant of L and M
I
(r)
β (L,L
′,M ; a;K) = e
1
2
iπK lk(L,M ;a) Zˆ
(r)
β (L,L
′,M ; e2πia; h). (1.95)
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Theorem 1.11 Let L be a non-empty link in a QHS M which satisfies (1.75). Suppose that
M is constructed by Dehn’s surgery on a link Lˆs ∈ S3 such that neither of Ls functions
c
(st)
j (a) = −
L∑
i=1
cij(L, Lˆ
s)ai, (1.96)
where the coefficients cij(L, Lˆ
s) are defined by eq.(1.15), is identically equal to zero. Then
I
(r)
β (L,L
′,M ; a;K) = e(2πi/K)φ
(fr)(L∪L′,Lˆs;Ka,β)(2K)L
s/2 (1.97)
×
∫
[c=c(st)(a)]
{dc} {sin(πc)} exp
(
1
2
iπK
Ls∑
j=1
l
(Lˆs|S3)
jj c
2
j
)
I
(r)
β (L ∪ L
s,L′, S3; a, c;K).
Note, that
exp
(
1
2
iπK
Ls∑
j=1
l
(Lˆs|S3)
jj c
2
j
)
I
(r)
β (L ∪ L
s,L′, S3; a, c;K) (1.98)
= e
1
2
iπK lk(L∪Lˆs,S3;a,c)Zˆ
(r)
β (L ∪ L
s,L′, S3; e2πia, e2πic; h),
and c(st)(a) is the stationary point of the phase lk(L ∪ Lˆs, S3; a, c).
Theorem 1.12 Let L be a link in a QHS M which satisfies (1.75). Then
I
(r)
β (L,L
′,M ; a;K) =
(
K
4π
)L ∫
|~a|=a
[~a=a~n]
{
d~a
a
}
e
1
2
iπKE(L,M ;~a)P(L,L′,M ;~a; β;K). (1.99)
Here
∫
|~a|=a
[~a=a~n]
is a contribution of the stationary phase points of the form ~a = a~n, ~n being a
unit vector in su(2), to the integral (1.68).
Let us sketch the ideas of the proofs. We will prove the theorems in the reverse order.
First of all, we show that for the links satisfying condition (1.75), the integral in the r.h.s.
of eq.(1.99) is well-defined. This allows us to regard eqs.(1.99) and (1.95) as a definition of
the power series Zˆ
(r)
β (L,L
′,M ; t; h). We prove that thus defined, Zˆ
(r)
β (L,L
′,M ; t; h) satisfies
the properties (1.79)–(1.81). Then we use the uniqueness theorem of [15] to prove that
Zˆ
(r)
β (L,L
′,M ; t; h) is the topological invariant of L,L′,M and that it coincides with the
U(1)-RC invariant defined in [15] in the case when M = S3.
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Next, we prove that the invariant Zˆ
(r)
β (L,L
′,M ; t; h) defined by eqs. (1.99) and (1.95)
satisfies the surgery formula (1.97). The idea of the proof is to substitute the formula (1.69)
into eq.(1.99). Then the stationary phase integral over ~c can be split into two integrals: a
stationary phase integral over the directions of ~c which together with the integral over the
directions of ~a yields I
(r)
β (L ∪ L
s,L′, S3; a, c;K), and a stationary phase integral over the
absolute values |~c| which becomes the stationary phase integral over c in eq.(1.97).
Finally, since we have already established that Zˆ
(r)
β (L,L
′, S3; t; h) defined by eqs. (1.99)
and (1.95) coincides with the U(1)-RC invariant of [15] and therefore admits the presenta-
tion (1.78), we use the surgery formula (1.97) to show that Zˆ
(r)
β (L,L
′,M ; t; h) also admits
that presentation for a general QHS M .
2 The U(1)-RC contribution to the Reshetikhin inte-
gral
2.1 The definition of the U(1)-RC contribution
The definition of the U(1)-RC invariant of a link L depends on the number of its components
L. If L = 0, that is, if L is an empty link, then we define
I
(r)
β (∅,L
′,M ;K) = Z
(tr)
β (L
′,M ;K). (2.1)
If L is non-empty, then we consider a truncated version of a general Reshetikhin for-
mula (1.68)
Iβ(L,L
′,M ; a;K|N) =
(
K
4π
)L ∫
|~a|=a
{
d~a
a
}
e
1
2
iπKE(L,M ;~a |N)P(L,L′,M ;~a; β;K|N), (2.2)
where N is a positive integer. For all the unit vectors ~n ∈ su(2), the points
~a = a~n, |~n| = 1 (2.3)
form a 2-dimensional sphere inside the integration space
|~a| = a. (2.4)
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Proposition 2.1 The points (2.3) are stationary points of E(L,M ;~a |N).
Proof. Since the condition (2.4) implies that the linear variations of ~aj have to be orthogonal
to ~aj , then the points (2.3) are stationary for L2(L,M ;~a) of (1.63). Conditions (1.64) show
that these points are also stationary for all other polynomials Lm(L,M ;~a). ✷
We denote the stationary contribution of the sphere (2.3) to the integral (2.2) in the limit
of K →∞ as
I
(r)
β (L,L
′,M ; a;K|N) =
(
K
4π
)L ∫
|~a|=a
[~a=a~n]
{
d~a
a
}
e
1
2
iπKE(L,M ;~a |N)P(L,L′,M ;~a; β;K|N). (2.5)
Let us calculate this integral following the general procedures of subsection 1.2.6.
First of all, we have to reduce the sphere (2.3) to a single point. We can do this with
the help of the SU(2) symmetry of the integrand. Consider the integral (2.2). Suppose that
we integrate over all the vectors except ~a1. The resulting expression is a function of ~a1,
however, due to the SU(2) symmetry, it does not depend on the direction of ~a1. Therefore
the remaining integral over the directions of ~a1 is trivial and contributes only a factor 4πa1.
Thus we conclude that
Iβ(L,L
′,M ; a;K|N) (2.6)
=
(
K
4π
)L−1
Ka1
∫
|~a|=a
{
d~a(1)
a(1)
}
e
1
2
iπKE(L,M ;~a |N)P(L,L′,M ;~a; β;K|N).
If a1 6= 0, then the stationary sphere (2.3) is reduced to the stationary point
~a(1) = a(1)~n∗, ~n∗ = ~a1/a1 (2.7)
and
I
(r)
β (L,L
′,M ; a;K|N) (2.8)
=
(
K
4π
)L−1
Ka1
∫
|~a|=a
[~a(1)=a(1)~n∗]
{
d~a(1)
a(1)
}
e
1
2
iπKE(L,M ;~a |N)P(L,L′,M ;~a; β;K|N).
Remark 2.2 Fixing the direction of ~a1 in the integral (2.6) is similar to “breaking a strand”
in the closure of a braid in [15].
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Now we have to consider two separate cases. If L = 1, that is, if the link L is just a knot,
then, in fact, there is no integration left in eq.(2.8). Therefore we define
I
(r)
β (L,L
′,M ; a;K) = Iβ(L,L
′,M ; a;K) if L = 1. (2.9)
Furthermore, in this case E(L,M ;~a) = 0 because of eq.(1.64), and therefore
Iβ(L,L
′,M ; a;K) = Ka1P(L,L
′,M ; a1~n; β;K)
= Ka1
∑
m,m,n≥0
|m|≤n
Dm,m;2m+n(L ∪ L
′,M) a2m1 β
2m+1K−n. (2.10)
(cf. eq.(1.56)).
If L > 1, then we proceed to expand the exponent and preexponential factor of the
integrand in the vicinity of the stationary point. For a fixed unit vector ~n we introduce
small vectors ~x = (x1, . . . , xL) such that ~x · ~n = 0 and
~aj = aj
(
cos(|~xj |)~n+
sin(|~xj |)
|~xj |
~xj
)
(2.11)
= aj
[
~n+ ~xj +
(
∞∑
n=1
(−1)n
(2n)!
(~xj · ~xj)
n
)
~n +
(
∞∑
n=1
(−1)n
(2n+ 1)!
(~xj · ~xj)
n
)
~xj
]
.
Actually, it is convenient to identify a 2-dimensional space orthogonal to ~n with C (cf. the
complex structure on the co-adjoint orbits), so that ~x become complex variables x ∈ C and
~xi · ~xj = (xix¯j + x¯ixj)/2. (2.12)
The integration measure for the variables x is
d2~aj
aj
=
i
2
aj
sin(|~xj|)
|xj|
dxjdx¯j =
i
2
aj
(
∞∑
n=0
(−1)n
(2n+ 1)!
(xj x¯j)
n
)
dxjdx¯j . (2.13)
Of course, the SU(2) symmetry reduction removes the integration over x1.
Let us substitute the series (2.11) into E(L,M ;~a |N) and keep only the constant and
quadratic terms in x, x¯, while setting x1 = 0. Only the term L2(L,M ;~a) contributes to the
constant term because of condition (1.64). Therefore
E(L,M ;~a |N) = lk(L,M ; a) + A(1)(a; x(1), x¯(1)|N) +O(x
2
(1)x¯
2
(1)), (2.14)
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where A(1)(a; x(1), x¯(1)|N) is a bilinear form in x and x¯ whose coefficients are polynomials of
a (the index (1) indicates that we set x1 = 0). The terms quadratic in x or x¯ are absent due
to the U(1) symmetry of the points (2.3). This U(1) rotates the vectors around the axis of
~n and therefore multiplies each xj by a phase factor e
iφ and each x¯j by a phase factor e
−iφ
(note that as a result, there are no linear terms in x, x¯ as we expected, since the points (2.3)
are stationary for the function (2.14)).
Suppose that the form A(1)(a; x(1), x¯(1)|N) is non-degenerate. Then we can proceed with
calculating the integral (2.8) in the stationary phase approximation. We keep the constant
and bilinear terms in the exponent, while expanding it in terms of higher order in x, x¯, so
that
e
1
2
iπKE(L,M ;~a |N)P(L,L′,M ;~a; β;K|N) (2.15)
= e
1
2
iπKlk(M,L;a) e
1
2
iπKA(1)(a;x(1),x¯(1)|N)
∑
m≥0
n≥−m/2
Bm,n(a; x(1), x¯(1)|N)K
−n,
where Bm,n(a; x(1), x¯(1)|N) are polynomials of x and x¯ of homogeneous degree m, whose
coefficients are polynomials of a. Then
I
(r)
β (L,L
′,M ; a;K|N) = (i/2π)L−1K {a} e
1
2
iπKlk(M,L;a)
∞∑
n=0
Fn(a|N)K
−n. (2.16)
Here
Fn(a|N) (2.17)
= 41−L
∑
0≤m≤n
KL+m−1
∫ +∞
−∞
{
dx(1)dx¯(1)
}
e
1
2
iπKA(1)(a;x(1),x¯(1)|N)Bm,n−m(a; x(1), x¯(1)|N)
=
1
detA(1)(a|N)
∑
0≤m≤n
Km Bm,n−m(a; ∂y
(1)
, ∂y¯
(1)
|N) e
(2i/πK)A˜(1)(a;y
(1)
,y¯
(1)
|N)
∣∣∣ y
(1)
=0
y¯
(1)
=0
=
Sn(L,L
′,M ; a; β|N)
S2n+1d (L,M ; a|N)
,
where A(1)(a|N) is the matrix of the quadratic form A(1)(a; x(1), x¯(1)|N), A˜
(1)(a; y
(1)
, y¯
(1)
|N)
is the quadratic form whose matrix is the inverse of A(1)(a|N), Sn(L,L
′,M ; a; β|N) are
polynomials in a and we defined
Sd(L,M ; a|N) =

 1 if L = 1,detA(1)(a|N) if L ≥ 2. (2.18)
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Remark 2.3 We use the notation (2.18), because it follows from the SU(2) invariance of
E(L,M ;~a |N) that detA(j)(a|N) does not depend on j.
It follows from eq.(1.65) that
B0,0(a; x(1), x¯(1)|N) = L0,0(L,M ; a~n; β) +O(a) = h
−3/2
1 (M)
{
β
}
+O(a), (2.19)
and then, according to eq.(2.17),
S0(L,L
′,M ; a; β|N) = h
−3/2
1 (M)
{
β
}
+O(a). (2.20)
Proposition 2.4 If
Sd(L,M ; a|N) 6≡ 0, (2.21)
then the stationary phase contribution (2.8) is well-defined and
I
(r)
β (L,L
′,M ; a;K|N) = (i/2π)L−1K {a} e
1
2
iπKlk(M,L;a)
∞∑
n=0
Sn(L,L
′,M ; a; β|N)
S2n+1d (L,M ; a|N)
K−n.(2.22)
The polynomials Sd(L,M ; a|N) and Sn(L,L
′,M ; a; β|N) have stable limits
slim
N→∞
Sd(L,M ; a|N) = Sd(L,M ; a), slim
N→∞
Sn(L,L
′,M ; a; β|N) = Sn(L,L
′,M ; a; β),
Sd(L,M ; a) ∈ C[[a]], Sn(L,L
′,M ; a; β) ∈ C[β][[a]] (2.23)
and
S0(L,L
′,M ; a; β) = h
−3/2
1 (M)
{
β
}
+O(a). (2.24)
Proof. Since we have just derived eq. (2.22), it remains only to establish the limits (2.23).
They follow easily from the fact that a polynomial Lm(L,M ;~a) contributes only to the
terms of order am
′
, |m′| ≥ m in Sd(L,M ; a|N) and Sn(L,L
′,M ; a; β|N), while a polynomial
Lm,n(L,L
′,M ;~a; β) contributes only to the terms of order am
′
, |m′| ≥ m in Sn′(L,L
′,M ; a; β),
n′ ≥ n. ✷
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Definition 2.5 Let L be a link in a QHS M . If for a sringing of L, the corresponding
determinant (2.18) is not identically equal to zero or if L is an empty link, then the U(1)-
RC contribution to the Reshetikhin integral (1.36), which we denote formally as
I
(r)
β (L,L
′,M ; a;K) =
(
K
4π
)L ∫
|~a|=a
[~a=a~n]
{
d~a
a
}
e
1
2
iπKE(L,M ;~a)P(L,L′,M ;~a; β;K), (2.25)
is defined as
I
(r)
β (L,L
′,M ; a;K) (2.26)
=


Z
(tr)
β (L
′,M ;K) if L = 0,
Iβ(L,L
′,M ; a;K) if L = 1,
(i/2π)L−1K {a} e
1
2
iπKlk(M,L;a)
∞∑
n=0
Sn(L,L
′,M ; a; β)
S2n+1d (L,M ; a)
K−n if L ≥ 2.
It follows from eq.(1.72), that
I
(r)
β (L,L
′,M ; a;K)
∣∣∣
β
j
=1
= I
(r)
β(j)
(L,L′(j),M ; a;K), (2.27)
if both sides of this equation originated from the same stringing of links in S3. Also it follows
from Proposition 1.7 that
I
(r)
β (L,L
′,M#M ′; a;K) = Z(tr)(M ′;K) I
(r)
β (L,L
′,M ; a;K), (2.28)
where M ′ is another QHS.
2.2 Expansion of the U(1)-RC invariant
We are going to study the properties of the expansion of the formal power series (2.26) in
powers of a. First of all, we have to establish the relation between the determinants (2.18)
of links and sublinks.
Proposition 2.6 For a number j, 1 ≤ j ≤ L, if the formal power series E(L,M ;~a) and
E(L(j),M ;~a(j)) for L and its sublink L(j) come from the same stringing of the link L, then
Sd(L,M ; a) = −aj Sd(L(j),M ; a(j))
∑
1≤i≤L
i6=j
l
(L|M)
ij ai +O(a
2
j). (2.29)
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Proof. In view of Remark 2.3, we can assume that j 6= 1. Consider the matrix elements of
the matrix A(1)(a|N). Since the coefficients of the powers of ~xi in the expression (2.11) for
~ai are proportional to ai, then it is easy to see that A
(1)
ik (L,M ; a|N) is proportional to aiak
if i 6= k and to ai if i = k. Therefore we can introduce a matrix
Aˇ
(1)
ik (L,M ; a|N) = A
(1)
ik (L,M ; a|N)/ak, (2.30)
whose coefficients are also polynomials of a. Obviously,
Sd(L,M ; a) =
{
a(1)
}
det Aˇ(1)(L,M ; a|N). (2.31)
We can expand det Aˇ(1)(L,M ; a|N) in j-th row. Since all the coefficients Aˇ
(1)
jk (L,M ; a|N),
k 6= j are still proportional to aj, then
det Aˇ(1)(L,M ; a|N) = Aˇ
(1)
jj (L,M ; a|N) det Aˇ
(1;j)(L,M ; a|N) +O(aj)
= Aˇ
(1)
jj (L,M ; a|N)
∣∣∣
aj=0
det Aˇ(1;j)(L,M ; a|N) +O(aj), (2.32)
where Aˇ(1;j)(L,M ; a|N) is the (j, j)-minor of Aˇ(1)(L,M ; a|N).
Since E(L,M ;~a) and E(L(j),M ;~a(j)) come from the same stringing of L, then
E(L(j),M ;~a(j)) = E(L,M ;~a)|aj=0 (2.33)
and, as a result,
Aˇ(1)(L(j),M ; a(j)|N) = Aˇ
(1;j)(L,M ; a|N)
∣∣
aj=0
. (2.34)
Now consider the diagonal matrix element A
(1)
jj (L,M ; a|N). The part of it, which is linear in
aj , comes from the terms in the polynomials Lm(L,M ;~a) which are linear in ~aj . However,
in view of eq.(1.64), only the polynomial L2(L,M ;~a) gives a non-zero contribution, so that
Aˇ
(1)
jj (L,M ; a|N) = −
∑
1≤i≤L
i6=j
l
(L|M)
ij ai +O(aj). (2.35)
Now we can conclude from eq.(2.29) written for both L and L(j) as well as from eqs.(2.32),
(2.34) and (2.35) that
Sd(L,M ; a|N) = −aj Sd(L(j),M ; a(j)|N)
∑
1≤i≤L
i6=j
l
(L|M)
ij ai +O(a
2
j). (2.36)
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Equation (2.29) follows if we take the stable limits of both sides of eq.(2.36) as N →∞. ✷
Let us establish a relation between the formal power series I
(r)
β (L,L
′,M ; a;K) and similar
series coming from the sublinks of L.
Proposition 2.7 Suppose that a link component Lj of an L-component link L, L > 1, is
algebraically linked to L(j) (that is, there is a number i, i 6= j, such that l
(L|M)
ij 6= 0) and
Sd(L(j),M ; a(j)) 6≡ 0. Then
(1) Sd(L,M ; a) 6≡ 0 and, moreover, the ratios {a}Sn(L,L
′,M ; a; β)/S2n+1d (L,M ; a) are
non-singular at aj = 0;
(2) if we expand Sn(L,L
′,M ; a; β)/S2n+1d (L,M ; a) in powers of aj and substitute aj =
αj/K, then
∑
µ=±1
µ I
(r)
β (L,L
′,M ; a;K)
∣∣∣
aj=µαj/K
= I
(r)
αj ,β
(L(j),Lj ∪ L
′,M ; a(j);K) (2.37)
Proof. The fact that Sd(L,M ; a) 6≡ 0 follows easily from eq. (2.29). Thus the stationary
phase integral I
(r)
β (L,L
′,M ; a;K|N) is well-defined for sufficiently large N . Let us study its
expansion in powers of aj . Instead of expanding the series (2.16) directly, we will work with
the integral (2.8). Let us assume without the loss of generality that j 6= 1. We can split the
integral (2.8) into two integrals
I
(r)
β (L,L
′,M ; a;K|N) =
(
K
4π
)L−2
(2.38)
×Ka1
∫
|~a(j)|=a(j)
[~a(1,j)=a(1,j)~n∗]
{
d~a(1,j)
a(1,j)
}
e
1
2
iπKE(L(j),M ;~a(j) |N)P
(r)
(j)(L,L
′,M ;~a(j); aj ; β;K|N),
P
(r)
(j)(L,L
′,M ;~a(j); aj; β;K|N) =
K
4π
∫
|~aj |=αj
[~aj=~a
(st)
j
(~a(j))]
d~aj
aj
eiπK
~A(L(j);~a(j)|N)·~aj (2.39)
×P˜(j)(L,L
′,M ;~a; β;K|N),
~a
(st)
j (~a(j)) =
~A(L(j);~a(j)|N)
|~A(L(j);~a(j)|N)|
aj. (2.40)
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We derived this formula by splitting the exponent E(L,M ;~a |N) of eq. (2.8) in 3 pieces:
the terms which do not depend on ~aj (that is, E(L(j),M ;~a(j) |N)), the terms which are
linear in ~aj (that is, ~A(L(j);~a(j)|N) · ~aj) and the terms of higher order in ~aj . We expanded
the exponential e
1
2
iπKE(L,M ;~a |N) in the third group of terms, combining this expansion with
preexponential series P(L,L′,M ;~a; β;K|N) and thus obtaining P˜(j)(L,L
′,M ;~a; β;K|N):
P˜(j)(L,L
′,M ;~a; β;K|N) =
∑
m≥0
n≥−m/2
P˜(j)m,n(L,L
′,M ;~a; β|N)K−n, (2.41)
where P˜(j)m,n(L,L
′,M ;~a; β|N) are polynomials of ~a and β of homogeneous degree m in ~aj .
Then we fixed the vectors ~a(j) near the stationary point (2.7) and performed the stationary
phase integral (2.39) over ~aj. Note that
~A(L(j);~a(j)|N) =
∑
1≤i≤L
i6=j
l
(L|M)
ij ~ai +O(~a
2
(j)). (2.42)
Since Lj is algebraically connected to L(j), then
∑
1≤i≤L
i6=j
l
(L|M)
ij ~ai 6≡ 0, |
~A(L(j);~a(j)|N)| 6≡ 0, (2.43)
and the stationary point (2.40) is well-defined. The integral (2.39) is calculated on a term-
by-term basis with the help of the formula
∫
|~aj |=αj
[~aj=~a
(st)
j
(~a(j))]
d~aj
aj
eiπK
~A(L(j);~a(j)|N)·~aj P (~aj) = −2πi P (−i∂~b)
eiaj |
~b|
|~b|
∣∣∣∣∣
~b=πK~A(L(j);~a(j)|N)
, (2.44)
which follows from a simple relation
∫
|~aj |=aj
d~aj
aj
eiπK
~A(L(j);~a(j)|N)·~aj P (~aj) = −2πi P (−i∂~b)
eiaj |
~b| − e−iaj |
~b|
|~b|
∣∣∣∣∣
~b=πK~A(L(j);~a(j)|N)
,(2.45)
where P (~aj) is a polynomial of ~aj. As a result,
P
(r)
(j)(L,L
′,M ;~a(j); aj; β;K|N) (2.46)
= eiπKaj |
~A(L(j);~a(j)|N)|
∑
k,m≥0
n≥ 14 k−
3
4m
P(j) k,m,n(L,L
′,M ;~a(j); β|N)
|~A(L(j);~a(j)|N)|
k+1
amj K
−(n+1),
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where
P(j) k,m,n(L,L
′,M ;~a(j); β|N) ∈ C[~a(j), β]. (2.47)
To complete the calculation of the expansion of I
(r)
β (L,L
′,M ; a;K|N) in powers of aj , it re-
mains to calculate the integral (2.38) with (2.46) on a term-by-term basis. The integration is
performed in the same way as in (2.5), the only difference being the presence of denominators
in the preexponential factor (2.46). However, it follows from eq.(1.64) that
~A(L(j);~a(j)|N)
∣∣∣
~a(j)=a(j)~n
= ~n
∑
1≤i≤L
i6=j
l
(L|M)
ij αi, (2.48)
and, as a result,
|~A(L(j);~a(j)|N)|
∣∣∣
~a(j)=a(j)~n
=
∑
1≤i≤L
i6=j
l
(L|M)
ij ai 6≡ 0. (2.49)
Therefore the denominators are non-zero in the vicinity of the stationary phase point ~a(j) =
a(j)~n, so we can expand them in powers of ~x(1,j) after the substitution (2.11) without encoun-
tering singularities. Thus the the integration in (2.38) will yield the following expression
I
(r)
β (L,L
′,M ; a;K|N) (2.50)
= K
{
a(j)
}
e
1
2
iπKlk(M,L;a)
∑
k,l,m≥0
n≥ 14k+
1
2 l−
3
4m
S(j) k,l,m,n(L,L
′,M ; a(j); β|N) a
m
j(
Sd(L(j),M ; a(j)|N)
)l+1 (∑
1≤i≤L
i6=j
l
(L|M)
ij ai
)k+1 K−n,
S(j) k,l,m,n(L,L
′,M ; a(j); β|N) ∈ C[a(j), β]
which represents the expansion of I
(r)
β (L,L
′,M ; a;K|N) in powers of aj . Note that we did
not touch aj in the exponential e
1
2
iπKlk(M,L;a). It is clear from eq. (2.50) that the ratios
{a}Sn(L,L
′,M ; a; β|N)/S2n+1d (L,M ; a|N) are non-singular at aj = 0. The first claim of
Proposition 2.7 follows from this by taking the stable limit of those ratios at N →∞.
To prove the second claim of Proposition 2.7, we recall the relation between the integrands
for I
(r)
β (L,L
′,M ; a;K) and I
(r)
αj ,β
(L(j),Lj ∪ L
′,M ; a(j);K). Namely, the integrand for the
stationary phase Reshetikhin integral of I
(r)
αj ,β
(L(j),Lj ∪ L
′,M ; a(j);K) can be obtained by
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expanding the exponential of the integrand for I
(r)
β (L,L
′,M ; a;K) in terms which contain
the powers of ~aj and then by performing the integration over ~aj , |~aj | = αj/K. This means
that
I
(r)
αj ,β
(L(j),Lj ∪ L
′,M ; a(j);K|N) = I˜
(r)
β (L,L
′,M ; a;K|N)
∣∣∣
aj=αj/K
, (2.51)
I˜
(r)
β (L,L
′,M ; a;K|N) =
(
K
4π
)L−2
(2.52)
×Ka1
∫
|~a(j)|=a(j)
[~a(1,j)=a(1,j)~n∗]
{
d~a(1,j)
a(1,j)
}
e
1
2
iπKE(L(j),M ;~a(j) |N)P(j)(L,L
′,M ;~a(j); aj ; β;K|N),
P(j)(L,L
′,M ;~a(j); aj; β;K|N) =
K
4π
∫
|~aj |=aj
d~aj
aj
eiπK
~A(L(j);~a(j)|N)·~aj (2.53)
×P˜(j)(L,L
′,M ;~a; β;K|N).
The latter integral can be calculated on a term-by-term basis with the help of eq.(2.45) (note
that we do not have to expand eiπK
~A(L(j);~a(j)|N)·~aj in powers of ~aj in the l.h.s. of this equation,
because its r.h.s. is non-singular at aj = 0). Comparing eqs.(2.44) and (2.45), we conclude
that
P(j)(L,L
′,M ;~a(j); aj ; β;K|N) =
∑
µ=±1
µP(j)(L,L
′,M ;~a(j);µaj; β;K|N). (2.54)
The similarity between eqs.(2.38) and (2.52) implies that
I˜
(r)
β (L,L
′,M ; a;K|N) =
∑
µ=±1
µ I
(r)
β (L,L
′,M ; a1, . . . , µaj, . . . , aL;K|N) (2.55)
and eq.(2.37) follows by applying the stable limit N →∞ in view of eq.(2.51). ✷
2.3 Uniqueness arguments
We will use the uniqueness theorem of [15] in order to prove that the formal power series
I
(r)
β (L,L
′,M ; a;K) as defined by eq.(2.26), is the invariant of the links L,L′, that is, it does
not depend on their stringing. First of all, we prove that I
(r)
β (L,L
′,M ; a;K) is well-defined
for algebraically connected links.
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Proposition 2.8 If L is algebraically connected, then for any stringing
Sd(L,M ; a) 6≡ 0. (2.56)
Proof. We prove this proposition by induction in the number of link components L. If
L = 1, then, obviously, Sd(L,M ; a) = 1. Suppose that eq. (2.56) holds for all L − 1-
component algebraically connected links. Let L be an L-component algebraically connected
link. Then it is easy to see that there exists a link component Lj such that L(j) is also
algebraically connected. According to the assumption of the induction, this means that
Sd(L(j),M ; a(j)) 6≡ 0. Since Lj is algebraically connected to L(j), then∑
1≤i≤L
i6=j
l
(L|M)
ij ai 6≡ 0 (2.57)
and eq.(2.56) follows from eq.(2.36). ✷
Let CL denote a set of stringings of a link L is a QHS M such that for those stringings
Sd(L,M ; a) 6≡ 0. Let L∗ denote the set of all links for which the set CL is non-empty. For
each stringing c ∈ CL we cancel all common powers of a in the ratios
{a}Sn(L,L
′,M ; a; β)/S2n+1d (L,M ; a)
and denote the result as F
(c)
n (L,L′,M ; a; β)/
(
G(c)(L; a)
)2n+1
. Finally, let ǫ = K−1. Now we
are ready to apply the uniqueness theorem of [15].
Proposition 2.9 The formal power series I
(r)
β (L,L
′,M ; a;K) is a topological invariant of
an oriented link L and a link L′ in a QHS M , that is, I
(r)
β (L,L
′,M ; a;K) does not depend
on a stringing c ∈ CL used in order to define the integrand of (2.25).
Proof. This result follows from Theorem 3.1(I), which is applicable in view of eq. (2.9)
(coupled with eq.(1.67)), eq.(2.27) and Proposition 2.7. ✷
Proposition 2.10 Let L be a link in S3 such that
Sd(L, S
3; a) 6≡ 0, ∇A(L, S
3; t) 6≡ 0. (2.58)
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Then
I
(r)
β (L,L
′, S3; a;K) = Jˇ
(r)
β (L,L
′; e2πia; h). (2.59)
where Jˇ
(r)
β (L,L
′; t; h) is defined by eq. (1.52,I).
Proof. This proposition follows from the relation
I
(r)
β (∅,L
′, S3;K) = Jˇ
(r)
β (∅,L
′; h) = Jβ(L
′; q) (2.60)
and Theorem 3.1(I). ✷
Comparing the leading terms of the formal power series in both sides of eq. (2.59) we
come to the following
Corollary 2.11 If a link L satisfies the conditions (2.58), then
{a}
S0(L,L
′, S3; a; β)
Sd(L, S3; a)
= i−L(2π)L−2
Pβ;0(L,L
′, S3; t)
∇A(L, S3; t)
, (2.61)
where Pβ;0(L,L
′, S; t) is given by eq.(1.83).
Proposition 2.12 If L ∈ L∗ then Sd(L,M ; a) 6≡ 0 for any stringing of L.
Proof. Let us add an extra component L0 to L in such a way that
l
(L|M)
0j = 1 for all j, 1 ≤ j ≤ L. (2.62)
Select a stringing of L0 ∪L which is compatible with the stringing of L. Then, according to
eq.(2.29),
a−10 Sd(L0 ∪ L,M ; a0, a)
∣∣
a0=0
= −Sd(L,M ; a)
L∑
j=1
aj (2.63)
This means that, as functions of a,
Sd(L,M ; a) ≡ 0 iff a
−1
0 Sd(L0 ∪ L,M ; a0, a)
∣∣
a0=0
≡ 0. (2.64)
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On the other hand, in view of eq.(2.24),
Sd(L0 ∪ L,M ; a0, a)
a0 S0(L0 ∪ L,L′,M ; a0, a; β)
∣∣∣∣
a0=0
≡ 0 iff a−10 Sd(L0 ∪ L,M ; a0, a)
∣∣
a0=0
≡ 0.(2.65)
As a result,
Sd(L,M ; a) ≡ 0 iff
Sd(L0 ∪ L,M ; a0, a)
a0 S0(L0 ∪ L,L′,M ; a0, a; β)
∣∣∣∣
a0=0
≡ 0. (2.66)
Obviously, the link L0 ∪ L is algebraically connected, so in view of Proposition 2.8, it
belongs to L∗. Therefore the ratio Sd(L0 ∪ L,M ; a0, a)/(a0 S0(L0 ∪ L,L
′,M ; a0, a; β)), as a
part of I
(r)
β (L0 ∪L,L
′,M ; a0, a;K), is the topological invariant of the link L0 ∪ L, that is, it
does not depend on its stringing. Then (2.66) proves Proposition 2.12. ✷
Proposition 2.13 For the links in S3, Sd(L, S
3; a) 6≡ 0 iff ∇A(L, S
3; t) 6≡ 0.
Proof. Throughout the proof we assume that M = S3 (we want to use M , because later we
will use the same proof in order to prove this proposition for any QHS M). The proof is
similar to the previous one. Let L be an L-component link in M . We supplement it with
an extra component L0 satisfying eq. (2.62) and thus come to (2.66). On the other hand,
eq.(2.61) together with eqs.(1.83) and (2.24) imply that
a−10 Sd(L0 ∪ L,M ; a0, a)
∣∣
a0=0
≡ 0 iff ∇A(L, S
3; t) ≡ 0. (2.67)
A combination of (2.66) and (2.67) proves the proposition. ✷
A combination of Propositions 2.10 and 2.13 leads to the following
Proposition 2.14 If a link L ⊂ S3 satisfies a condition ∇A(L, S
3; t) 6≡ 0, then the station-
ary phase integral (2.25) is well-defined and
I
(r)
β (L,L
′, S3; a;K) = Jˇ
(r)
β (L,L
′; e2πia; h), (2.68)
where Jˇ
(r)
β (L,L
′; t; h) is defined by eq. (1.52,I).
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3 Surgery formula and rational expressions
3.1 A surgery formula for the U(1)-RC invariant
So far, we have defined the U(1)-RC invariant I
(r)
β (L,L
′,M ; a;K) as a particular stationary
phase contribution to the Reshetikhin integral and established its relation to the U(1)-RC
invariant of links in S3, as defined in [15]. Our next step is to prove a surgery formula which
would express the U(1)-RC invariant of links in rational homology spheres in terms of the
U(1)-RC invariant of links in S3.
Proposition 3.1 Let L be a link in a QHS M such that
Sd(L,M ; a) 6≡ 0, ∇A(L,M ; t) 6≡ 0. (3.1)
Suppose that M can be constructed by Dehn’s surgery on a framed link Lˆs ∈ S3 such that
c(st)(a) 6≡ 0, (3.2)
where the functions c(st)(a) are defined by eq.(1.96). Then for any link L′ ∈M , the U(1)-RC
invariant of L,L′ is given by the surgery formula (1.97).
Proof. First of all, we note that
∇A(L ∪ L
s, S3; e2πia, e2πic
(st)(a)) 6≡ 0, (3.3)
because, according to eq.(1.16),
∇A(L ∪ L
s, S3; e2πia, e2πic
(st)(a)) = sign(Lˆs|S3)
{
eiπc
(st)(a) − e−iπc
(st)(a)
}
∇A(L,M ; e
2πia).(3.4)
Now let us substitute the truncated version of the stationary phase surgery formula (1.69)
into the stationary phase integral (2.8) and combine both integrals into one
I
(r)
β (L,L
′,M ; a;K||N) (3.5)
=
(
K
4π
)L−1(
K
2
) 3
2
Ls
Ka1 e
(2πi/K)φ(fr)(L∪L′,Lˆs;Ka,β)
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×∫
|~a|=a
[~a(1)=a(1)~n∗]
{
d~a(1)
a(1)
}∫
[~c=~c(st)(~a)]
{d~c}
{
sin π|~c|
π|~c|
}
× exp
1
2
iπK
(
Ls∑
j=1
l
(Ls|S3)
jj ~c
2
j + E(L ∪ L
s;~a,~c |N)
)
P(L ∪ Ls,L′;~a,~c; β;K|N)
=
(
K
4π
)L−1(
K
2
) 3
2
Ls
Ka1 e
(2πi/K)φ(fr)(L∪L′,Lˆs;Ka,β)
×
∫
|~a|=a
[~a(1)=a(1)~n∗]
[~c=~c(st)(a~n∗)]
{
d~a(1)
a(1)
}
{d~c}
{
sin π|~c|
π|~c|
}
× exp
1
2
iπK
(
Ls∑
j=1
l
(Ls|S3)
jj ~c
2
j + E(L ∪ L
s;~a,~c |N)
)
P(L ∪ Ls,L′;~a,~c; β;K|N),
where in view of eqs.(1.64)
~c(st)(a~n∗) = −
L∑
i=1
cij(L, Lˆ
s)ai~n∗. (3.6)
Note that, generally speaking, I
(r)
β (L,L
′,M ; a;K||N) 6= I
(r)
β (L,L
′,M ; a;K|N), but it is easy
to see that I
(r)
β (L,L
′,M ; a;K||N), as defined by eq. (3.5), is expressed in the same form
as (2.22) and it has the same stable limit
slim
N→∞
I
(r)
β (L,L
′,M ; a;K||N) = I
(r)
β (L,L
′,M ; a;K) (3.7)
in the sense of eq.(2.23). We leave the details to the reader.
We can split the integral over ~c into the integral over the orbits |~c| = c and the integral
over the radii c of the orbits
I
(r)
β (L,L
′,M ; a;K||N) = e(2πi/K)φ
(fr)(L∪L′,Lˆs;Ka,β)(2K)L
s/2
(
K
4π
)L+Ls−1
Ka1 (3.8)
×
∫
[c=c(st)(a)]
{dc} {sin(πc)} exp
(
1
2
iπK
Ls∑
j=1
l
(Lˆs|S3)
jj c
2
j
)
×
∫
|~a|=a, ‖~c|=c
[~a(1)=a(1)~n∗, ~c=c~n∗)]
{
d~a(1)
a(1)
}{
d~c
c
}
e
1
2
iπKE(L∪Ls,S3;~a,~c |N)P(L ∪ Ls,L′, S3;~a,~c; β;K|N).
We can rearrange the integral in this way, because eqs. (3.2) and (3.3) guarantee in view
of Proposition 2.13 that the inner integral of (3.8) is well-defined. In fact, according to
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eq.(2.6) the inner integral (together with the appropriate normalization factor) yields I
(r)
β (L∪
Ls,L′, S3; a, c;K|N), and so we come to the following surgery formula for the truncated
invariants
I
(r)
β (L,L
′,M ; a;K||N) = e(2πi/K)φ
(fr)(L∪L′,Lˆs;Ka,β)(2K)L
s/2 (3.9)
×
∫
[c=c(st)(a)]
{dc} {sin(πc)} exp
(
1
2
iπK
Ls∑
j=1
l
(Lˆs|S3)
jj c
2
j
)
I
(r)
β (L ∪ Lˆ
s,L′, S3; a, c;K|N).
We recover eq.(1.97) by taking the stable limits of both sides of this equation at N →∞. ✷
Now we want to prove that two conditions (3.1) are equivalent to each other. This will
bring us directly to Theorem 1.11. The proof requires a few steps.
Proposition 3.2 Under the conditions of Proposition 3.1
{a}
S0(L,L
′,M ; a; β)
Sd(L,M ; a)
= i−L(2π)L−2 h
−1/2
1 (M)
Pβ;0(L,L
′,M ; e2πia)
∇A(L,M ; e2πia)
, (3.10)
where Pβ;0(L,L
′,M ; t) is defined by eq.(1.83).
Proof. Compare the leading contribution to the stationary phase integral of eq.(1.97)
I
(r)
β (L,L
′,M ; a;K) (3.11)
=
K
2πi
exp
1
2
iπK
(
lk(L ∪ Lˆs, S3; a, c(st)(a))−
L∑
j=1
l
(Lˆ|M)
jj a
2
j
)
×
(
sin(πc(st)(a))
∇A(L ∪ Ls, S3; e2πia, e2πic
(st)(a))
e−
3
4
iπ sign(Lˆs|S3)(2K)L
s/2
×
∫ +∞
−∞
dc e
1
2
iπK lk(Lˆs,S3;c) + O(K−1)
)
.
with eq.(2.26). Then relation (3.10) follows from the following equations:
lk(L ∪ Lˆs, S3; a, c(st)(a))−
L∑
j=1
l
(Lˆ|M)
jj a
2
j = lk(L,M ; a) (3.12)
(which follows from eq.(1.11)),
sin(πc(st)(a))
∇A(L ∪ Ls, S3; e2πia, e2πic
(st)(a))
=
sign(Lˆs|S3) (i/2)Ls
∇A(L,M ; e2πia)
(3.13)
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(which follows from eq.(1.16)),∫ +∞
−∞
dc e
1
2
iπK lk(Lˆs,S3;c) = (K/2)−
1
2
Lse
iπ
4
sign(Lˆs|S3)| det(Lˆs|M)|−
1
2 , (3.14)
e−
iπ
2
sign(Lˆs|S3)iL
s
= sign(Lˆs|S3), (3.15)
and
| det(Lˆs|M)| = h1(M) (3.16)
(which is a particular case of eq.(1.12)). ✷
Proposition 3.3 If eq. (3.10) holds for a QHS M#M ′ such that L,L′ ⊂ M , then it also
holds for M .
Proof. This proposition follows easily from eq. (3.10) for M#M ′ and from eq. (2.28), from
(1.59) applied to Z(tr)(M ′;K) and from eqs.(1.20) and (1.13). ✷
Proposition 3.4 Let L ⊂M be a link satisfying the conditions (3.1). If there exists a knot
L0 ⊂ M such that it is algebraically connected to L and eq. (3.10) holds for a link L0 ∪ L,
then this equation also holds for the original link L.
Proof. Let us compare the expressions for both sides of eq.(3.10) in case of a link L and in
case of a link L0 ∪L at a0 = 0. First of all, a combination of eqs.(2.37) and (2.27) indicates
that
I
(r)
β (L,L
′,M ; a;K) =
∑
µ=±1
µ I
(r)
β (L0 ∪ L,M ;µ/K, a;K). (3.17)
Comparing the leading terms on both sides of this equation we find that
{a}
S0(L,L
′,M ; a; β)
Sd(L,M ; a)
= a0 {a}
S0(L0 ∪ L,L
′,M ; a0, a; β)
Sd(L0 ∪ L,M ; a0, a)
∣∣∣∣
a0=0
(3.18)
×
(
eiπ
∑L
j=1 l
(L0∪L|M)
0j aj − e−iπ
∑L
j=1 l
(L0∪L|M)
0j aj
)
.
On the other hand, since according to eq.(1.83),
Pβ;0(L0 ∪ L,L
′,M ; 1, t) = Pβ;0(L,L
′,M ; t), (3.19)
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and in view of eq.(1.19)
Pβ;0(L,L
′,M ; e2πia)
∇A(L,M ; e2πia)
(3.20)
=
(
eiπ
∑L
j=1 l
(L0∪L|M)
0j aj − e−iπ
∑L
j=1 l
(L0∪L|M)
0j aj
) Pβ;0(L0 ∪ L,L′,M ; 1, e2πia)
∇A(L0 ∪ L,M ; 1, e2πia)
.
Equations (3.18) and (3.20) demonstrate that if we set a0 = 0 in eq. (3.10) written for the
L0 ∪ L, then we get the same equation for L. ✷
Proposition 3.5 Equation (3.10) holds for any link L in a QHS M which satisfies the
conditions (3.1).
Proof. According to a slightly generalized theorem of [6], for any link L in a QHS M there
exists an algebraically split link Lˆs ⊂ S3 such that Dehn’s surgery on Lˆs produces a QHS
M#M ′ with L ⊂ M . Let us pick a knot L0 ⊂ S
3 which has the following linking numbers
with L and L0:
l
(L0∪L|S3)
0i = δ1i +
Ls∑
j=1
l
(L0∪L,Ls|S3)
ij , l
(L0∪L,Ls|S3)
0j = l
(Lˆs|S3)
jj . (3.21)
Then, according to eq.(1.11),
l
(L0∪L|M)
0i = δ1i. (3.22)
Thus L0 is algebraically connected to L in M and therefore the link L0 ∪ L satisfies the
conditions (3.1). It also satisfies the condition (3.2), because according to eqs.(3.21), (1.96)
and (1.15),
c
(st)
j (a0, a) = −a0 + c
(st)
j (a), e
(st)
j (a) = −
1
l
(Lˆs|S3)
jj
L∑
i=1
l
(L,Ls|S3)
ij ai. (3.23)
Therefore, according to Proposition 3.2, eq. (3.10) holds for L0 ∪ L and M#M
′. Then,
according to Proposition 3.3, eq.(3.10) holds also for L0∪L and M , and therefore, according
to Proposition (3.4), it holds for L and M . ✷
Now, repeating the same steps that led us from Corollary 2.11 to Proposition 2.13, we
come to the following
39
Proposition 3.6 For a link L in a QHS M , Sd(L,M ; a) 6≡ 0 iff ∇A(L,M ; t) 6≡ 0.
A combination of this proposition with Propositions 2.4 and 3.1 sums up to the following
Proposition 3.7 If a link L in a QHS M satisfies the condition ∇A(L,M ; t) 6≡ 0, then for
any stringing of L the integral (2.25) is well-defined and it is a topological invariant of L. If
M can be constructed by Dehn’s surgery on a link Lˆs ∈ S3 which satisfies the condition (3.2),
then the surgery formula (1.97) holds.
Now it remains to show that the ratios Sd(L,M ; a)/Sn(L,L
′,M ; a; β) of eq. (2.26) are
rational functions of e2πia, as suggested by eqs.(1.78) and (1.95).
3.2 Rational structure and integrality
3.2.1 Surgery on algebraically split links
In this subsection we will complete the proof of our results by proving the following
Proposition 3.8 Let L be an oriented link in a QHS M such that ∇A(L,M ; t) 6≡ 0. Then
for any link L′ ⊂ M there exist the polynomials (1.90) such that they satisfy (1.91) and the
formal power series Zˆ
(r)
β (L,L
′,M ; t; h) defined by eq.(1.87) is related to the modified U(1)-RC
invariant
Iˆ
(r)
β (L,L
′,M ; a;K) = e−
1
2
iπK lk(L,M ;a) I
(r)
β (L,L
′,M ; a;K) (3.24)
as in eq.(1.95):
Zˆ
(r)
β (L,L
′,M ; e2πia; h) = Iˆ
(r)
β (L,L
′,M ; a;K). (3.25)
A proof of this proposition will require us to prove a few lemmas. We begin with a modifi-
cation of Lemma 2.3 of [6] which was suggested by T. Ohtsuki.
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Lemma 3.9 (H. Murakami, T. Ohtsuki) For a QHS M and a prime number K which
does not divide h1(M), there exists an algebraically split link Lˆ
s ⊂ S3, such that Dehn’s
surgery on Lˆs produces a QHS M#MK , where
MK = Lp1,1# · · ·#LpN ,1. (3.26)
Here Lpj ,1 are lens spaces and the numbers p = (p1, . . . , pN) are not divisible by K.
We can use the proof of [6] if we observe that for even values of h1(M) the factors E
k
0 and
Ek1 do not appear in the decomposition of the linking pairing of M . ✷
Now we can prove the following
Lemma 3.10 If Proposition 3.8 holds for any QHS which can be constructed by Dehn’s
surgery on an algebraically split link in S3, then it holds for any QHS.
Proof. Let M be a QHS. According to our assumption, Proposition 3.8 holds for the QHS
M#MK described in the previous lemma. It also holds for a lens space Lp,1, because this
manifold can be constructed by Dehn’s surgery on an unknot in S3 with self-linking number
p. Since h1(Lp,1) = |p|, then according to eq.(1.87) (case of L = 0),
Z(tr)(Lp,1;K) = |p|
−3/2 q3λCW(Lp,1)
∞∑
n=0
P ′n(Lp,1) h
n, (3.27)
P ′n(Lp,1) ∈ Z[1/p], P
′
0(Lp,1) = 1
and
1
Z(tr)(Lp,1;K)
= |p|−3/2q−3λCW(Lp,1)
∞∑
n=1
P˜n(Lp,1) h
n, P˜n(Lp,1) ∈ Z[1/p]. (3.28)
According to eq.(2.28),
Iˆ
(r)
β (L,L
′,M ; a;K) =
Zˆ
(r)
β (L,L
′,M#MK ; e
2πia; h)∏N
j=1 Z
(tr)(Lpj ,1;K)
. (3.29)
Since
h1(M#MK) = h1(M)
N∏
j=1
|pj|, λCW(M#MK) = λCW(M) +
N∑
j=1
λCW(Lpj ,1), (3.30)
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then it follows from eqs.(3.29) and (3.28) that Iˆ
(r)
β (L,L
′,M ; a;K) can be presented in the
(1.87) with t = e2πia if we extend the ring (1.90) by 1/
{
p
}
. Since
{
p
}
is not divisible by K,
then the intersection of all the extended rings for all prime K which do not divide h1(M) is
the original ring. This proves the lemma. ✷
Another proof of Lemma 3.10 According to Corollary A2.2 of T. Ohtsuki’s Lemma A2.1
of Appendix, for any QHS M there exists an algebraically split link Lˆs ⊂ S3 such that a
surgery on Lˆs produces a QHS M#M ′, where
M ′ = Lp1,q1# · · ·#LpN ,qN , (3.31)
and 1/
{
p
}
∈ Z[1/h1(M)]. A lens space Lpj ,qj can be constructed by a rational surgery on
an unknot in S3, therefore it satisfies Proposition 3.8 in view of [14] (note that for an empty
lens space eq.(2.1) sets Zˆ(r)(M ; h) = Z(tr)(M ;K)). We can also see this explicitly, because
there is an analytic expression for Z(tr)(Lp,q;K) which can be found in [3] (see also [14] and
references therein)
Z(tr)(Lp,q;K) = sign(p) |p|
−1/2 q3s(p,q)
q1/(2p) − q−1/(2p)
q1/2 − q−1/2
, (3.32)
where s(p, q) is the Dedekind sum. According to eq.(2.28),
Iˆ
(r)
β (L,L
′,M ; a;K) =
Zˆ
(r)
β (L,L
′,M#M ′; e2πia; h)∏N
j=1 Zˆ
(r)(Lpj ,qj ; h)
. (3.33)
and the claim of the lemma follows from this expansion if we perform a division of formal
power series in its r.h.s. in the same way as we did in eq.(3.29). ✷
3.2.2 Integrality properties of the Alexander polynomial and its expansion
Before we proceed with the proof of Proposition 3.8, we have to strengthen the integrality
properties (1.23) and (1.24). For a link L in a QHS M we define
νi(L,M) =
∑
1≤j≤L
j 6=i
l
(L|M)
ij + 1. (3.34)
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Suppose that M can be constructed by a surgery on an algebraically split link Lˆs ⊂ S3.
Then we define
ν ′i(L, Lˆ
s) =
Ls∑
j=1
l
(L,Ls|S3)
ij (pj − l
(L,Ls|S3)
ij )
pj
, (3.35)
where pj denote the self-linking numbers of the link components of Lˆ
s
pj = l
(Lˆs|S3)
jj . (3.36)
We also assume that if M = S3 (that is, if Lˆs is an empty link), then ν ′(L,∅) = 0. Now we
define
Φ(L, Lˆs; t) = t−
1
2(ν(L,M)+ν
′(L,Lˆs)). (3.37)
The factor Φ(L, Lˆs; t) absorbs the factors 1/2 in the powers of t and t in (1.23) and (1.24)
t1/2 Φ(K, Lˆs; t)∆A(K,M ; t) ∈ Z[t
1/o(K), t−1/o(K)], (3.38)
Φ(L, Lˆs; t)∇A(L,M ; t) ∈ Z[t
1/o, t−1/o] if L ≥ 2 (3.39)
If M = S3, then these relations can be found in [17]. Otherwise they follow easily from
eq.(1.16).
Lemma 3.11 If L is a link in a QHS M is constructed by a surgery on an algebraically
split link Lˆs ⊂ S3, then
Ls∑
j=1
1
2
pj + 1
pj
,
1
2
ν ′(L, Lˆs) ∈ Z[1/h1(M)]. (3.40)
Proof. Since h1(M) =
{
p
}
, then Z[1/pj] ⊂ Z[1/h1(M)] and it is enough to prove that
1
2
pj + 1
pj
,
1
2
l
(L,Ls|S3)
ij (pj − l
(L,Ls|S3)
ij )
pj
∈ Z[1/pj ]. (3.41)
Consider two cases. If pj is even, then Z[1/pj ] = Z[1/2, 1/pj] and (3.41) is obvious. If pj is
odd, then pj + 1 and l
(L,Ls|S3)
ij (pj − l
(L,Ls|S3)
ij ) are even and (3.41) follows from there. ✷
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Lemma 3.12 Let L, L′ be a pair of links in a QHS M constructed by a surgery on an alge-
braically split link Lˆs ⊂ S3. Then we can expand the negative odd powers of the Alexander-
Conway function around u = u∗ in the following way
1
∇2n+1A (L ∪ L
′,M ; t, u)
(3.42)
=
L′∏
j=1
(
uj
u∗j
) 1
2(νj(L∪L′,M)+ν′j(L′,Lˆs)) ∑
m≥0
0≤l≤
|m|+1
2
wl,m,n(t, u
∗) (u/u∗ − 1)m
∇2n+2l+1A (L ∪ L
′,M ; t, u∗)
,
wl,m,n(t, u
∗) ∈ Z[t±1/o, (u∗)±1/o
′
, 1/h1(M)].
Also if K is a knot in M , then
1
∆2n+1A (K,M ; t)
= t
1
2
ν′(K,Lˆs)
∞∑
m=0
wm (t− 1)
m, wm ∈ Z[1/h1(M)]. (3.43)
Proof. Let us first prove eq.(3.42). Consider the expansion
Φ(L ∪ L′, Lˆs; t, u)∇A(L ∪ L
′,M ; t, u) (3.44)
= Φ(L ∪ L′, Lˆs; t, u∗)∇A(L ∪ L
′,M ; t, u∗) + w(t, u∗, u/u∗ − 1),
w(t, u∗, s) ∈ Z[t±1/o, (u∗)±1/o
′
, 1/h1(M)][[s]], w(t, s) = O(s).
Then
1
∇2n+1A (L ∪ L
′,M ; t, u)
=
Φ2n+1(L ∪ L′, Lˆs; t, u)(
Φ(L ∪ L′, Lˆs; t, u)∇A(L ∪ L′,M ; t, u)
)2n+1 (3.45)
=
Φ(L ∪ L′, Lˆs; t, u)
Φ(L ∪ L′, Lˆs; t, u∗)
∑
m≥0
0≤l≤
|m|+1
2
wl,m,n(t, u
∗) (u/u∗ − 1)m
∇2n+2l+1A (L ∪ L
′,M ; t, u∗)
wl,m,n(t, u
∗) ∈ Z[t±1/o, (u∗)±1/o
′
, 1/h1(M)].
We kept the power in denominators odd by multiplying both deniminator and numerator by
an extra factor of Φ∇A if needed. Also, we absorbed even powers of Φ in the polynomials
w. Equation (3.42) follows easily from eq.(3.45).
The proof of eq. (3.43) is similar to that of eq. (3.42), except we have to use eq. (1.22)
which determines the value of denominators. We leave the details to the reader. ✷
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3.2.3 Extra link component
Lemma 3.13 LetM be a QHS which is constructed by a surgery on a link Lˆs ⊂ S3. Suppose
that a link L ⊂M , L ≥ 1 satisfies the condition ∇A(L,M ; t) 6≡ 0. If we add a new component
L0 to L in such a way that its linking numbers with the components of L
s and L in S3 are
given by eq.(3.21), then the claims of Proposition 3.8 hold for L0 ∪ L.
Proof. As we showed in the proof of Proposition 3.7, the U(1)-RC invariant I
(r)
β (L0 ∪
L,L′,M ; a0, a;K) can be expressed by the surgery formula (1.97) where the link L is sub-
stituted by L0 ∪ L. On the other hand, Proposition 2.14 establishes that Proposition 3.8
holds for links in S3, which allows us to present Iˆ
(r)
β (L0 ∪ L ∪ L
s,L′,M ; a0, a, c;K) in the
form (1.87). As a result
Iˆ
(r)
β (L0 ∪ L,L
′,M ; a0, a;K) =
∞∑
n=0
Fn(a0, a; q) h
n−1 (3.46)
where
Fn(a0, a; q) = q
φ(fr)(L0∪L∪L′,Lˆs;Ka0,Ka,β)+φlk(L∪L
s,L′,S3;β) e−
1
2
iπK lk(L0∪L,M ;a0,a) i−L
s
(3.47)
×(K/2)L
s/2
∫
[c=c(st)(a)]
{dc}
{
eπic − e−πic
}
e
1
2
iπK lk(L0∪L∪Lˆs,S3;a0,a,c)
×Φβ(L0 ∪ L ∪ L
s,L′, S3; e2πia0 , e2πia, e2πic)
×
P ′β;n(L0 ∪ L ∪ L
s,L′, S3; e2πia0 , e2πia, e2πic)
∇2n+1A (L0 ∪ L ∪ L
s, S3; e2πia0 , e2πia, e2πic)
.
Now we have to change the integration variable into
x = c− c(st)(a), (3.48)
expand the preexponential factor in (3.47) in powers of e2πix − 1 and integrate each term in
this expansion individually. We use eq.(3.42) in which we substitute L by L0 ∪L, L
′ by Ls,
t by e2πia0 , e2πia and u∗ by e2πiu
(st)(a0,a). Then the expansion of the preexponential factor in
eq.(3.47) takes the form
{
eiπc − e−iπc
}
Φβ(L0 ∪ L ∪ L
s,L′, S3; e2πia0 , e2πia, e2πic)
45
×
Pβ;n(L0 ∪ L ∪ L
s,L′,M ; e2πia0 , e2πia, e2πic)
∇2n+1A (L0 ∪ L ∪ L
s,M ; e2πia0 , e2πia, e2πic)
(3.49)
= Φβ(L0 ∪ L,L
′,M ; e2πia0 , e2πia)ǫiπ
∑Ls
j=1 κjxj∑
m≥0
0≤l≤
|m|+1
2
Ql,m,n(e
2πia0 , e2πia) (e2πix − 1)m(
∇A(L0 ∪ L,M ; e2πia0 , e2πia)
{
e2πic(st)(a0,a) − 1
})2n+2l+1 ,
where
κj = −
L∑
i=0
l
(L0∪L,Ls|S3)
ij +
L′∑
i=1
l
(L′,Ls|S3)
ij (βi − 1), (3.50)
Ql,m,n(t0, t) ∈ Z[t0, t
−1
0 , t, t
−1]. (3.51)
and we used the fact that
Φβ(L0,L
′, S3; t0, t, u
(st)(t0, t)) = Φβ(L0 ∪ L,L
′,M ; t0, t). (3.52)
The substitution (3.48) turns the exponent of eq.(3.47) into
lk(L0 ∪ L ∪ Lˆ
s, S3; a0, a, c) = lk(Lˆ ∪ Lˆ0,M ; a0, a) +
Ls∑
j=1
pjx
2
j (3.53)
where
l
(Lˆ∪Lˆ0|M)
ii = −
Ls∑
j=1
(l
(L0∪L,Ls|S3)
ij )
2
pj
, 0 ≤ i ≤ L (3.54)
and the numbers p denote the diagonal linking numbers of the algebraically split surgery
link Lˆs according to eq.(3.36). Now the gaussian integrals are easy to calculate: for any Ls
integers m
(K/2)L
s/2
∫ +∞
−∞
{dx} exp
1
2
iπ
Ls∑
j=1
(
Kpj x
2
j + 2(κj + 2mj)xj
)
(3.55)
= e
iπ
4
sign(Lˆs|S3) |
{
p
}
|−1/2 q
−
∑Ls
j=1
1
pj
(m2j+mjκj+ 14 (κj)2),
and therefore
(K/2)L
s/2
∫ +∞
−∞
{dx} e
1
2
iπK
∑Ls
j=1 pjx
2
j eiπ
∑Ls
j=1 κjxj
{
e2πix − 1
}m
(3.56)
= e
iπ
4
sign(Lˆs|S3) h
−1/2
1 (M) q
− 1
4
∑Ls
j=1
(κj )
2
pj
∑
n≥ 1
2
|m|
Cn h
n,
Cn ∈ Z[1/h1(M)].
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Assembling all phase factors from eqs.(3.47), (3.53) and (3.56), we can present their product
as
qφ
(fr)(L0∪L∪L′,Lˆs;Ka0,Ka,β)+φlk(L∪L
s,L′,S3;β) e−
1
2
iπK lk(L0∪L,M ;a0,a) i−L
s
e
1
2
iπK lk(Lˆ∪Lˆ0,M ;a0,a) (3.57)
×e
iπ
4
sign(Lˆs|S3) q
− 1
4
∑Ls
j=1
(κj )
2
pj
= (−1)L
s
sign(Lˆs|S3) qφlk(L0∪L,L
′,M ;β) q
3
4
sign(Lˆs|S3)− 1
4
∑Ls
j=1
(
pj−
2
pj
)
−3λCW(M)
q
1
2
∑Ls
j=1
pj+1
pj
×q
1
2
(∑L
i=0 ν
′
i(L,Lˆ
s)−
∑L′
i=1 ν
′
i(L
′,Lˆs) (βi−1)
)
It follows from the surgery formula for λCW(M) that
3
4
sign(Lˆs|S3)−
1
4
Ls∑
j=1
(
pj −
2
pj
)
− 3λCW(M) ∈ Z[1/h1(M)]. (3.58)
Combining this with Lemma 3.11 we conclude that
(1 + h)
3
4
sign(Lˆs|S3)− 1
4
∑Ls
j=1
(
pj−
2
pj
)
−3λCW(M)
(1 + h)
1
2
∑Ls
j=1
pj+1
pj (3.59)
×(1 + h)
1
2
(∑L
i=0 ν
′
i(L,Lˆ
s)−
∑L′
i=1 ν
′
i(L
′,Lˆs) (βi−1)
)
∈ Z[1/h1(M), β][[h]].
Expanding the expression (3.59) in powers of h as it appears in the product of phase fac-
tors (3.57), and combining this expansion with the integrals (3.47) calculated with the help
of eqs.(3.49) and (3.56), we come to the following formula
Iˆ
(r)
β (L0 ∪ L,L
′,M ; a0, a;K) = h
−1 h
−1/2
1 (M) q
φlk(L0∪L,L
′,M ;β)Φβ(L0 ∪ L,L
′,M ; e2πia0 , e2πia)
×
∞∑
n=0
Qβ;n(e
2πia0 , e2πia)(
∇A(L0 ∪ L,M ; e2πia0 , e2πia)
{
e2πic(st)(a0,a) − 1
})2n+1 hn, (3.60)
where
Qβ;n(t0, t) ∈ Z[t
±1
0 , t
±1/o, 1/h1(M)] if β ∈ Z+. (3.61)
Thus the lemma is proved if we show that the factors
{
e2πic
(st)(a0,a) − 1
}
can be canceled in
the denominators of the r.h.s. of eq.(3.60).
Let us rewrite eq. (2.26) for the link L0 ∪ L as a power series in h, while substituting
Sd(L0 ∪L,M ; a0, a) with its expression in terms of ∇A(L0 ∪L,M ; e
2πia0 , e2πia) which can be
derived from eq.(3.10)
Iˆ
(r)
β (L0 ∪ L,L
′,M ; a0, a;K) (3.62)
= h−1
∞∑
n=0
S ′n(L0 ∪ L,L
′,M ; a0, a; β)(
{a}S0(L0 ∪ L,L
′,M ; a0, a; β)∇A(L0 ∪ L,M ; e2πia0 , e2πia)
)2n+1 hn,
where
S ′n(L0 ∪ L,L
′,M ; a0, a; β) ∈ Q[β][[a0, a]]. (3.63)
Note that we dropped the factor of a2n+10 in the denominators, because, according to claim 1
of Proposition 2.7, each term in the sum (3.63) is non-singular at a0 = 0, and therefore the
powers of a0 can be canceled against the numerators.
Compare the series (3.60) and (3.62). Obviously, all Ls factors e2πic
(st)(a0,a) − 1 are
divisible by the corresponding functions c(st)(a0, a), but according to eq. (2.24), S0(L0 ∪
L,L′,M ; a0, a; β) is not divisible by either of c
(st)(a0, a). Therefore Qβ;n(e
2πia0 , e2πia) is di-
visible by
{
c(st)(a0, a)
}2n+1
. Since the expressions
u(st)(t0, t)− 1 = t
−1
0 u
(st)(t)− 1 (3.64)
do not factor over Z[t±10 , t
±1/o, 1/h1(M)], then the divisibility of Qβ;n(e
2πia0 , e2πia) means that
Qβ;n(t0, t) is divisible by
{
u(st)(t0, t)− 1
}2n+1
:
Qβ;n(t0, t) =
{
u(st)(t0, t)− 1
}2n+1
P ′β;n(L0 ∪ L,L
′,M ; t0, t), (3.65)
P ′β;n(L0 ∪ L,L
′,M ; t0, t) ∈ Z[t
±1/o, 1/h1(M)].
Substituting this expression into eq.(3.60) we get
Iˆ
(r)
β (L0 ∪ L,L
′,M ; a0, a;K) (3.66)
= h−1 h
−1/2
1 (M) q
φlk(L0∪L,L
′,M ;β)Φβ(L0 ∪ L,L
′,M ; e2πia0 , e2πia)
×
∞∑
n=0
P ′β;n(L0 ∪ L,L
′,M ; e2πia0 , e2πia, )
∇2n+1A (L0 ∪ L,M ; e
2πia0 , e2πia)
,
which is equivalent to eq.(1.87) for L0 ∪ L.
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It remains to check eq.(1.91) for L0 ∪ L,L
′. We substitute the expansion (1.91) for the
polynomials P ′β;n(L0 ∪ L ∪ L
s,L′, S3; e2πia0 , e2πia, e2πic) in eq. (3.47) and integrate term by
term. Then an easy power counting indicates that
Qβ;n(t0, t) =
∑
m0,m≥0
qm0,m;n(β) (t0 − 1)
m0(t− 1)m, qm0,m;n(β) ∈ Q[β]. (3.67)
According to eq.(3.65), this series is divisible by
{
u(st)(t0, t)− 1
}2n+1
. Thus performing this
division at the level of formal power series in t0− 1, t− 1 we come to (1.91) for L0∪L,L
′. ✷
Lemma 3.14 Proposition 3.8 holds for a link L in a QHS M if L ≥ 2.
Proof. According to Lemma 3.10, we can assume that M is constructed by a surgery on an
algebraically split link Lˆs ⊂ S3. Then, according to Lemma 3.13, Proposition 3.8 holds for
the link L0 ∪ L, where a knot L is desribed by eq.(3.21). Thus we start with eq.(3.66) and
substitute it into eq.(3.17) which in view of eq.(3.22) can be rewritten for the invariants Iˆ
as
Iˆ
(r)
β (L,L
′,M ; a;K) =
∑
µ=±1
µ eiπµa1 Iˆ
(r)
β (L0 ∪ L,M ;µ/K, a;K). (3.68)
In view of eqs.(3.42) and (1.19),
1
∇2n+1A (L0 ∪ L,M ; q
µ, e2πia)
(3.69)
= q
1
2
µ(1+l01+ν′0(L,Lˆs))
∑
m≥0
0≤l≤m+12
wl,m,n(e
2πia) (qµ − 1)m(
∇A(L,M ; e2πia)(eiπl01a1 − e−iπl01a1)
)2n+2l+1 ,
wl,m,n(t) ∈ Z[1/h1(M), t
±1/o],
where we used a notation l01 = l
(L0∪L|M)
01 . Although we know from eq. (3.22) that l01 = 1,
still we keep it explicitly in eq.(3.69), because we will use the same expression in the next
lemma when that linking number has a different value.
It is easy to see that
qφlk(L0∪L,L
′,M ;β)Φβ(L0 ∪ L,L
′,M ; qµ, e2πia) (3.70)
= q
1
2
(
1+l01+(µ−1)
∑L′
j=1 l
(L0∪L,L
′|M)
0j (βj−1)
)
e−iπl01a1 qφlk(L,L
′,M ;β)Φβ(L,L
′,M ; e2πia).
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Since in view of the second relation of (3.40)
q
1
2
µν′0(L,Lˆ
s)+µ+1
2
(l01+1)+
µ−1
2
∑L′
j=1 l
(L0∪L,L
′|M)
0j (βj−1) ∈ Z[1/h1(M)][[h]], (3.71)
then we conclude from eqs.(3.66) and (3.68) that there exist polynomials
Qβ;n(t) ∈ Z[t
±1/o, 1/h1(M)]
such that
Iˆ
(r)
β (L,L
′,M ; a;K) = h−1 h
−1/2
1 (M) q
φlk(L,L
′,M ;β)Φβ(L,L
′,M ; e2πia)
×
∞∑
n=0
Qβ;n(e
2πia)(
∇A(L,M ; e2πia)(e2πia1 − 1)
)2n+1 hn (3.72)
(here we used the fact that l01 = 1). Thus we have to prove that Qβ;n(t) is divisible by
(t1 − 1)
2n+1. To see this consider the same calculation that led us to eq. (3.72) but with a
different knot L0. Since L ≥ 2, we can choose L0 which satisfies conditions (3.21) with δ2i
instead of δ1i in the expression for l
(L0∪L|S3)
0i . As a result, we will get a similar formula for
Iˆ
(r)
β (L,L
′,M ; a;K)
Iˆ
(r)
β (L,L
′,M ; a;K) = h−1 h
−1/2
1 (M) q
φlk(L,L
′,M ;β)Φβ(L,L
′,M ; e2πia)
×
∞∑
n=0
Q′β;n(e
2πia)(
∇A(L,M ; e2πia)(e2πia2 − 1)
)2n+1 hn, (3.73)
with some other polynomials Q′β;n(t) ∈ Z[t
±1/o, 1/h1(M)]. Comparing eqs.(3.72) and (3.73)
we find that
(t2 − 1)
2n+1Qβ;n(t) = (t1 − 1)
2n+1Q′β;n(t). (3.74)
Since the factors (t1−1) and (t2−1) are coprime, this means that Qβ;n(t) is indeed divisible
by (t1 − 1)
2n+1 so that
Qβ;n(t) = (t1 − 1)
2n+1 P ′β;n(L,L
′,M ; t), P ′β;n(L,L
′,M ; t) ∈ Z[t±1/o, 1/h1(M)], (3.75)
and eq.(3.72) leads to eq.(1.87).
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Relation (1.91) for L,L′ follows easily from the same relation for L0 ∪ L, L
′. Indeed, if
we substitute eq.(1.91) for L,L′ into the r.h.s. of eq.(3.68), then it follows easily that
Qβ;n(t) =
∑
m≥0
qm;n(β) (t− 1)
m, qm;n(β) ∈ Q[β]. (3.76)
Now eq.(1.91) for L,L′ emerges if we divide the formal power series (3.76) by (t1 − 1)
2n+1.
✷
Lemma 3.15 Proposition 3.8 holds for a link L in a QHS M if L = 1.
Proof. The proof is similar to that of the previous lemma. Let L be a one-component link
in a QHS M . We add to it an extra component L0 which is the meridian of L, so that
l
(L0∪L|M)
01 = l01 = 1/o1. (3.77)
In view of Lemma 3.14, Proposition 3.8 holds for the link L0 ∪ L. Therefore we repeat the
same calculations that led us from eqs.(3.66) and (3.68) to eq.(3.72). This time however we
can use eq.(1.21) for the Alexander-Conway polynomial of the knot L. As a result, instead
of eq.(3.72) we end up with the formula
Iˆ
(r)
β (L,L
′,M ; a1;K) = h
−1 h
−1/2
1 (M) q
φlk(L,L
′,M ;β)Φβ(L,L
′,M ; e2πia1) e−iπa1/o1
×
∞∑
n=0
Qβ;n(e
2πia1)
∆2n+1A (L,M ; e
2πia1)
hn, (3.78)
Qβ;n(t1) ∈ Z[t
±1/o1
1 , 1/h1(M)].
Since L = 1, then according to eq.(2.26)
Iˆ
(r)
β (L,L
′,M ; a1;K) = I
(r)
β (L,L
′,M ; a1;K) = Iβ(L,L
′,M ; a1;K). (3.79)
The latter invariant is given by a formal power series (2.10). Since this series is proportional
to a1, then
Iˆ
(r)
β (L,L
′,M ; 0;K) = 0. (3.80)
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In view of eq.(1.22), this implies that
Qβ;n(t1) = (t
1/o1
1 − 1)P
′
β;n(L,L
′,M ; t1) (3.81)
with P ′β;n(L,L
′,M ; t1) ∈ Z[t
±1/o1 , 1/h1(M)]. Substituting this relation into eq. (3.78) we
come to eq.(1.87).
Relation (1.91) for L follows easily from the same relation for L0 ∪L in the same way as
in the previous lemma. ✷
Lemma 3.16 Proposition 3.8 holds for an emply link L, that is, if L = 0.
Proof. We place a knot L0 into M in such a way that L0 represents a trivial element in
H1(M ;Z). According to the previous lemma, Proposition 3.8 holds for L0. On the other
hand, according to eqs.(2.9), (1.67), (1.71) and (2.1)
Iˆ
(r)
β (∅,L
′,M ;K) = I
(r)
β (∅,L
′,M ;K) = Iˆ
(r)
β (L0,L
′,M ; 1/K;K). (3.82)
Thus
Iˆ
(r)
β (∅,L
′,M ;K) = h−1 h
−1/2
1 (M) q
φlk(L0,L
′,M ;β)Φβ(L0,L
′,M ; q) (q1/2 − q−1/2) (3.83)
×
∞∑
n=0
P ′β;n(L0,L
′,M ; q)
∆2n+1A (L0,M ; q)
hn.
Now we have to expand the instances of q = 1 + h in the r.h.s. of this equation in powers
of h. We do this calculation similarly to that of Lemma 3.14, except that we use eq.(3.43)
instead of eq.(3.42). According to eq.(3.43),
1
∆2n+1A (L0,M ; q)
= q
1
2
ν′(L0,Lˆs)
∞∑
m=0
wm h
m, wm ∈ Z[1/h1(M)]. (3.84)
Also it is easy to see that
h−1 (q1/2 − q−1/2) qφlk(L0,L
′,M ;β)Φβ(L0,L
′,M ; q) = qφlk(∅,L
′,M ;β). (3.85)
Substituting eqs. (3.84) and (3.85) into eq. (3.83) we obtain an expression which is in the
r.h.s. of eq.(1.87) for L = 0. ✷
Three lemmas 3.14, 3.15 and 3.16 prove Proposition 3.8
52
3.3 Final proofs
Now we can prove the theorems of subsection 1.3.
Proof of Theorem 1.8. First of all, let us prove the existence of polynomials Pβ;n(L,L
′,M ; t).
Consider the formal power series Zˆ
(r)
β (L,L
′,M ; t; h) as defined by eq.(3.25). Proposition 3.8
says that it can be presented in the form (1.87), (1.90). If we combine Φβ(L,L
′,M ; t) with the
polynomials P ′β;n(L,L
′,M ; t), expand the factor qφlk(L,L
′,M ;β) in powers of h = q−1 and write
the resulting expression as a single power series in h, then, obviously, we come to eq.(1.78)
with the polynomials Pβ;n(L,L
′,M ; t) satisfying (1.76) and (1.77). The property (1.82)
follows from the fact that Φβ(L,L
′,M ; t) ∈ Z[t, t−1] if β are odd.
In view of the definitions (3.25) and (3.24), eq. (1.79) follows from eq. (2.2), eq. (1.80)
follows from eq.(2.27) while eq.(1.81) follows from eq.(2.37).
The uniqueness of the polynomials Pβ;n(L,L
′,M ; t) and their properties (1.84)–(1.86)
follow from Theorem 3.1 of [15] in exactly the same way as in the case of M = S3, which
was considered in that paper.
The formula (1.83) follows from Propositions 3.5 and 3.6. ✷
Since we adopted eq.(3.25) as the definition of Zˆ
(r)
β (L,L
′,M ; t; h), then Theorem 1.12 is
obvious and the claim of Theorem 1.11 is contained in Proposition 3.7. Finally, note that
Theorem 1.11 can be extended to the case when a surgery is performed on a link in a general
QHS, rather than in S3.
Theorem 3.17 Let L be a non-empty link in a QHS M ′ such that
∇A(L,M
′; t) 6≡ 0. (3.86)
Suppose that a QHS M ′ is constructed by Dehn’s surgery on a link Lˆs ∈M such that neither
of Ls functions
c
(st)
j (a) = −
L∑
i=1
cij(L, Lˆ
s,M)ai, where cij(L, Lˆ
s,M) =
Ls∑
k=1
l
(L,Ls|M)
ik (l
(Ls|M))−1kj (3.87)
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is identically equal to zero. Then
I
(r)
β (L,L
′,M ′; a;K) = e(2πi/K)φ
(fr)(L∪L′,Lˆs,M ;Ka,β)(2K)L
s/2 (3.88)
×
∫
[c=c(st)(a)]
{dc} {sin(πc)} exp
(
1
2
iπK
Ls∑
j=1
l
(Lˆs|M)
jj c
2
j
)
I
(r)
β (L ∪ L
s,L′,M ; a, c;K),
where the framing correction φ(fr)(L ∪ L′, Lˆs,M ;Ka, β) is defined by the formula similar to
eq.(1.54)
φ(fr)(L, Lˆs,M ;α) = −
3
8
(K − 2) sign(Lˆs|M)−
1
4
Ls∑
j=1
l
(Lˆs|M)
jj −
1
4
L∑
j=1
l
(Lˆ|M ′)
jj (α
2
j − 1). (3.89)
Proof. A case of a surgery on a link in a QHS is similar to that of a surgery on a link in S3,
because an obvious analog of the formula (1.69) holds if we substitute S3 by M and M by
M ′. The proof of Proposition 2.14 also stays the same if we perform this substitution. ✷
Appendix
A Construction of a rational homology sphere by a
surgery on an algebraically split link
by T. Ohtsuki2
The aim of this note is to show Corollary A.2 below, which implies that any rational
homology 3-sphere can be obtained from S3 by integral surgery along some algebraically
split framed link after adding some lens spaces. For similar lemmas, see [8, 6].
Before showing the corollary we prepare notations of linking pairings. Let G be a finite
Abelian group. A linking pairing on G is a non-singular symmetric bilinear map of G × G
2Department of Mathematical and Computing Sciences, Tokyo Institute of Technology, Oh-okayama,
Meguro-ku, Tokyo 152-8552, Japan
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to Q/Z. For a non-singular symmetric integral n× n matrix A, we have an induced linking
pairing φ on Zn/AZn defined by φ([v], [v′]) = tvA−1v′ for v, v′ ∈ Zn whose images in Zn/AZn
are denoted by [v], [v′]; note that the right-hand side of this formula is well-defined in Q/Z.
We denote this linking pairing by ι(A). It is known [5, 2] that if two non-singular symmetric
integral matrices A1, A2 give the same linking pairing ι(A1) and ι(A2) then there exists a
unimodular integral matrix P such that
tP ·
(
A1 ⊕ (±1)⊕ · · · ⊕ (±1)
)
· P = A2 ⊕ (±1)⊕ · · · ⊕ (±1).
The set of linking pairing becomes an Abelian semigroup with respect to direct sum. Gen-
erators and relations of the semigroup are known [18, 4]. The generators in [18] are:
[1/pk], [dp/p
k] on Z/pkZ
for p odd primes, dp a quadratic non-residue modulo p
[1/2] on Z/2Z, [1/22], [−1/22] on Z/22Z
[1/2k], [−1/2k], [3/2k], [−3/2k] on Z/2kZ for k ≥ 3
Ek0 on Z/2
kZ⊕ Z/2kZ for k ≥ 1
Ek1 on Z/2
kZ⊕ Z/2kZ for k ≥ 2
where we denote by [b/a] a linking pairing φ on Z/aZ defined by φ([v], [v′]) = bvv′/a for
v, v′ ∈ Z and we define Ek0 and E
k
1 by
Ek0 ([v], [v
′]) = tv
(
0 2−k
2−k 0
)
v′, Ek1 ([v], [v
′]) = tv
(
21−k 2−k
2−k 21−k
)
v′
for v, v′ ∈ Z⊕ Z.
Lemma A.1 Let φ be any linking pairing on a finite Abelian group G. Then there exists
linking pairings [b1/a1], [b2/a2], · · · , [bN/aN ] and integers n1, n2, · · · , nν such that
φ⊕
N⊕
i=1
[bi/ai] = ι(
ν⊕
ξ=1
(nξ))
and the order of G is divisible by each ai.
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Proof. Since any linking pairing φ is equal to a direct sum of some generators given above,
it is sufficient to show the lemma when φ is equal to each generator.
If φ = [1/pk], then we have φ = ι((pk)).
If φ = [dp/p
k], then we have φ⊕ [dp/p
k] = 2[1/pk] = ι(2(pk)) using the relation 2[dp/p
k] =
2[1/pk] in [18].
If φ = [±1/2k], then we have φ = ι((±2k)).
If φ = [±3/2k], then we have φ ⊕ [±3/2k] = 2[∓1/2k] = ι(2(∓2k)) using a relation
2[±3/2k] = 2[∓1/2k] in [4].
If φ = Ek0 or E
k
1 , then we have
Ek0 ⊕ [3/2
k] = 3[1/2k] = ι(3(2k))
Ek1 ⊕ [−1/2
k] = [1/2k]⊕ 2[−1/2k] = ι((2k)⊕ 2(−2k))
using relations in [4], completing the proof.
Let L be a framed link in S3, A the linking matrix of L and M the closed 3-manifold
obtained by integral surgery along L. Here we assume that M is a rational homology 3-
sphere, which implies that the matrix A is non-singular. It is easily checked that H1(M ;Z)
is isomorphic to Zn/AZn, the linking pairing on H1(M ;Z) is equal to ι(A) and the linking
pairing on H1(L(a, b);Z) is equal to [b/a], where L(a, b) is the lens space of type (a, b).
Further, for a uni-modular integral matrix P , a framed link whose linking matrix is equal to
tP ·
(
A⊕ (±1)⊕ · · · ⊕ (±1)
)
· P
can be obtained from L by applying Kirby moves to L; in particular the 3-manifold obtained
by integral surgery along the new framed link is homeomorphic toM . By Lemma A.1 putting
φ to be the linking pairing on H1(M ;Z), we have
Corollary A.2 For any rational homology 3-sphere M , there exist lens spaces of types
(a1, b1), (a2, b2), · · · , (aN , bN ) such that the connected sum of M and these lens spaces can
be obtained by integral surgery along some algebraically split framed link and the order of
H1(M ;Z) is divisible by each ai.
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Remark A.3 As for lens spaces in Corollary A.2, in fact, we need only lens spaces of types
(n, 1), (pk, dp) or (2
k,±3); we can see it by checking the proof of Lemma A.1.
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