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Abstract
Recent work shows that gradient descent on linearly separable data is implicitly biased towards the
maximum margin solution. However, no convergence rate which is tight in both n (the dataset size) and
t (the training time) is given. This work proves that the normalized gradient descent iterates converge to
the maximum margin solution at a rate of O
(
ln(n)/ ln(t)
)
, which is tight in both n and t. The proof is via
a dual convergence result: gradient descent induces a multiplicative weights update on the (normalized)
SVM dual objective, whose convergence rate leads to the tight implicit bias rate.
1 Introduction
Recent work has shown that in deep learning, the solution found by gradient descent not only gives a low
training error, but also has low complexity and thus generalizes well (Zhang et al., 2016; Bartlett et al.,
2017). This motivates the study of the implicit bias of gradient descent; i.e., among all the solutions with
low training error, which solution is found by gradient descent.
When the data is linearly separable, Soudry et al. (2017) characterize the implicit bias using the maximum
margin solution: the gradient descent iterates wt grow unboundedly, and wt/‖wt‖ converges to the maximum
margin solution at rate O
(
1/ ln(t)
)
almost surely. However, since the denominator only grows at a rate of
ln(t), a fine-grained bound on the numerator is needed. Ideally, the numerator should be O
(
ln(n)
)
, where
n is the size of dataset, since otherwise the convergence could essentially be exponential in the dataset size.
Ji and Telgarsky (2018b) give a O
(√
ln(n)/ ln(t)
)
rate for the same convergence, but they do not get the
optimal dependence on t.
In this paper, we prove that wt/‖wt‖ indeed converges to the maximum margin solution at a rate of
O
(
ln(n)/ ln(t)
)
almost surely. The proof is via a dual convergence analysis: the primal iterate wt induces
a dual iterate qt, and moreover primal gradient descent induces dual multiplicative weights update (mirror
descent with KL divergence). The dual convergence rate then allows us to get an implicit bias rate which is
tight in both n and t.
Theorem 1.1. Suppose the data is linearly separable, and let u¯ denote the maximum margin solution. Let
R denote the (training) risk, and use constant step size η ≤ min
{
1, 1/R(w0)
}
. Then almost surely,∥∥∥∥ wt‖wt‖ − u¯
∥∥∥∥ ≤ O
(
ln(n)
ln(t)
)
.
Moreover, this rate is tight in both n and t.
The paper is organized as follows. The introduction continues with related work and notation. Section 2
gives a generic dual convergence result. Section 3 gives the tight rate for the implicit bias. Finally, Section 4
discusses some open problems.
1.1 Related work
Mirror descent is a classical technique in convex optimization (Bubeck, 2015). The multiplicative weights
method, a special case of mirror descent, is also well-studied (Arora et al., 2012). (Note that although a
uniform initialization is often required, it is not required in this paper.) Bach (2015) show the equivalence
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between mirror descent and generalized conditional gradient method, via convex duality. A strongly convex
regularization is considered there, which is not considered in this paper.
There is extensive recent work on the implicit bias of gradient descent. As discussed above, Soudry et al.
(2017) and Ji and Telgarsky (2018b) show that gradient descent on linearly separable data is implicitly biased
towards the maximum margin solution. The O
(
1/ ln(t)
)
rate given in (Soudry et al., 2017) is obtained
under the same “almost sure” condition as in this paper. Gunasekar et al. (2018a) study the implicit bias
of generic optimization algorithms such as steepest descent. Nacson et al. (2018) show that a normalized
gradient descent can give a faster margin maximization rate. (This normalized gradient descent is equivalent
to letting ηˆt = 1 in our notation, and also leads to a faster dual convergence; see the discussion at the end
of Section 2.) Gunasekar et al. (2018b) and Ji and Telgarsky (2018a) show that gradient descent on linear
networks also implicitly finds the maximum margin solution.
Margin maximization and implicit bias were heavily studied in the context of boosting methods (Schapire et al.,
1997; Schapire and Freund, 2012; Shalev-Shwartz and Singer, 2008). Boosting methods are themselves a
form of coordinate descent, one whose convergence is difficult to analyze (Schapire, 2010); interestingly, the
original proof of AdaBoost’s empirical risk convergence also used an analysis in the dual (Collins et al., 2002),
though without any rate. This same dual analysis, and also work by Kivinen and Warmuth (1999), point
out that AdaBoost, in the dual, performs iterative Bregman projection. In fact, using notation introduced
below, coordinate descent induces dual multiplicative weights update on the objective
∥∥A⊤q∥∥2
∞
/2.
1.2 Notation
We use ‖ · ‖ to denote the ℓ2 norm.
The dataset is denoted by {xi, yi}
n
i=1, where xi ∈ R
d and yi ∈ {−1,+1}. We assume ‖xi‖ ≤ 1 and
the data is linearly separable. Let γ := max‖u‖≤1min1≤i≤n yi〈u, xi〉 > 0 denote the maximum margin, and
u¯ := argmax‖u‖≤1min1≤i≤n yi〈u, xi〉 denote the maximum margin solution.
We consider the unbounded, unregularized empirical risk minimization problem with the exponential
loss:
min
w∈Rd
R(w) :=
1
n
n∑
i=1
exp
(
−yi〈w, xi〉
)
=
1
n
n∑
i=1
exp
(
−〈w, zi〉
)
,
where zi := yixi is used for simplicity.
Given w ∈ Rd, we consider the following dual variable q ∈ ∆n: for 1 ≤ i ≤ n,
qi =
exp
(
−〈w, zi〉
)
∑n
i=1 exp
(
−〈w, zi〉
) = exp
(
−〈w, zi〉
)
nR(w)
.
Furthermore, we consider the dual objective f : ∆n → R defined as below:
f(q) :=
1
2
∥∥∥∥∥∥
n∑
i=1
qizi
∥∥∥∥∥∥
2
=
1
2
∥∥∥A⊤q∥∥∥2 ,
where A ∈ Rn×d has z⊤i as its i-th row. f(q) is closely related to the SVM dual objective (‖A
⊤α‖2/2 − 1⊤α
over Rn+). It has minimum f(q¯) = γ
2/2, where q¯ is the normalized SVM dual optimal solution.
2 Dual convergence
We analyze gradient descent on the (primal) risk R(w). Gradient descent starts with some initialization w0,
and sets wt+1 := wt − ηt∇R(wt) for t ≥ 0. For each gradient descent iterate wt, the corresponding dual
variable is denoted by qt. By definition,
wt+1 = wt − ηt∇R(wt) = wt + ηˆtA
⊤qt,
where ηˆt := ηtR(wt) is a convenient way to write the rescaling which induces qt ∈ ∆n.
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One key observation is that primal gradient descent induces a multiplicative weights update (mirror
descent with KL divergence) on the dual objective f(q) (Bubeck, 2015, Section 4.3): by definition qt,i ∝
exp
(
−〈wt, zi〉
)
and qt+1,i ∝ exp
(
−〈wt+1, zi〉
)
, and
exp
(
−〈wt+1, zi〉
)
= exp
(
−〈wt, zi〉
)
exp
(
−
〈
ηˆtA
⊤qt, zi
〉)
= exp
(
−〈wt, zi〉
)
exp
(
−ηˆt
(
AA⊤qt
)
i
)
= exp
(
−〈wt, zi〉
)
exp
(
−ηˆt
(
∇f(qt)
)
i
)
.
This motivates us to analyze dual convergence using mirror descent techniques, which gives the following
result.
Theorem 2.1. For any t ≥ 1, any q ∈ ∆n, if ηˆj = ηjR(wj) ≤ 1 for all j < t, then
f(qt)− f(q) ≤
DKL(q, q0)−DKL(q, qt)∑
j<t ηˆj
≤
ln(n)∑
j<t ηˆj
.
In particular, if ηj = η ≤ 1/R(w0) for all j < t (thus ηˆj = ηjR(wj) ≤ R(wj)/R(w0)), then
f(qt)− min
q∈∆n
f(q) = f(qt)−
1
2
γ2 ≤ ln(n)
/
ln
(
1 +
ηR(w0)γ
2
2
t
)
.
The first step is to show that f(q) is 1-smooth w.r.t. the ℓ1 norm (cf. Lemma 2.2). The smoothness
of f and the strong convexity of negative entropy (Pinsker’s inequality) lead to a per-step bound which is
then telescoped. Smoothness also ensures a decreasing dual objective (i.e., f(qt+1) ≤ f(qt)), which is not
necessarily true for general mirror descent (cf. Lemma 2.3). Finally, the proof is finished by a lower bound
on the sum of ηˆt (cf. Lemma 2.8). Below are the proof details.
The first lemma establishes the smoothness of f(q).
Lemma 2.2. The dual objective f(q) is 1-smooth w.r.t. the ℓ1 norm.
Proof. For any p, q ∈ ∆n, using the Cauchy-Schwarz inequality and ‖zi‖ ≤ 1,
∥∥∇f(p)−∇f(q)∥∥
∞
=
∥∥∥AA⊤(p− q)∥∥∥
∞
= max
1≤i≤n
∣∣∣∣〈A⊤(p− q), zi〉
∣∣∣∣
≤ max
1≤i≤n
∥∥∥A⊤(p− q)∥∥∥‖zi‖
≤
∥∥∥A⊤(p− q)∥∥∥ .
Furthermore by the triangle inequality and ‖zi‖ ≤ 1,
∥∥∥A⊤(p− q)∥∥∥ ≤ n∑
i=1
|pi − qi| ‖zi‖ ≤
n∑
i=1
|pi − qi| =‖p− q‖1 .
Therefore by definition, f(q) is 1-strongly smooth w.r.t. the ℓ1 norm.
The next lemma gives a per-step bound, and also shows the monotonicity of f(qt).
Lemma 2.3. For any t ≥ 0, any q ∈ ∆n, if ηˆt = ηtR(wt) ≤ 1, then
ηˆt
(
f(qt+1)− f(q)
)
≤ DKL(q, qt)−DKL(q, qt+1),
and f(qt+1) ≤ f(qt).
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Proof. An alternative way to write down the mirror descent update is
qt+1 = arg min
q∈∆n
(
f(q) + 〈AA⊤qt, q − qt〉+
1
ηˆt
DKL(q, qt)
)
, (2.4)
with a standard mirror descent guarantee
ηˆt
(
f(qt)− f(q)
)
≤ ηˆt〈AA
⊤qt, qt − qt+1〉+DKL(q, qt)−DKL(q, qt+1)−DKL(qt+1, qt). (2.5)
On the other hand, Lemma 2.2 ensures that f(q) is 1-smooth w.r.t. the ℓ1 norm, while DKL(p, q) ≥
‖p− q‖21/2 by Pinsker’s inequality. As a result,
f(qt+1) ≤ f(qt) + 〈AA
⊤qt, qt+1 − qt〉+
1
2
‖qt+1 − qt‖
2
1 (smoothness of f)
≤ f(qt) + 〈AA
⊤qt, qt+1 − qt〉+DKL(qt+1, qt) (Pinsker’s inequality)
≤ f(qt) + 〈AA
⊤qt, qt+1 − qt〉+
1
ηˆt
DKL(qt+1, qt) (ηˆt ≤ 1)
≤ f(qt). (by eq. (2.4))
In other words, f(qt) is non-increasing. Moreover, by rearranging terms,
ηˆt〈AA
⊤qt, qt − qt+1〉 −DKL(qt+1, qt) ≤ ηˆt
(
f(qt)− f(qt+1)
)
. (2.6)
Combining eqs. (2.5) and (2.6), we get
ηˆt
(
f(qt)− f(q)
)
≤ ηˆt
(
f(qt)− f(qt+1)
)
+DKL(q, qt)−DKL(q, qt+1).
Rearranging terms finishes the proof.
Telescoping the per-step bound given in Lemma 2.3 gives the first result in Theorem 2.1. The other result
in Theorem 2.1 for constant ηt requires a lower bound on the sum of ηˆt. To this end, we first introduce the
following result from prior work. It is also used later to get a refined implicit bias rate.
Lemma 2.7 ((Ji and Telgarsky, 2018b) Lemma 3.5). For any t ≥ 0, if ηˆt = ηtR(wt) ≤ 1, then
R(wt+1) ≤ R(wt)− ηt
(
1−
ηtR(wt)
2
)∥∥∇R(wt)∥∥2 .
With Lemma 2.7 in hand, we give a lower bound on the sum of ηˆt.
Lemma 2.8. For any t ≥ 1, if ηj = η ≤ 1/R(w0) for all j < t, then
∑
j<t
ηˆj ≥ ln
(
1 +
ηR(w0)γ
2
2
t
)
.
To prove Lemma 2.8, a key observation is that lnR is also convex, since it is the composition of ln-sum-exp
(itself convex) and a linear mapping. Therefore the convexity of lnR gives
lnR(wj+1)− lnR(wj) ≥ 〈∇ lnR(wj), wj+1 − wj〉 = −ηˆj
∥∥∇ lnR(wj)∥∥2 = −ηˆj∥∥∥A⊤qj∥∥∥2 .
The triangle inequality gives that
∥∥A⊤qj∥∥ ≤ 1, which implies ηˆj ≥ lnR(wj)− lnR(wj+1), and∑
j<t
ηˆj ≥ lnR(w0)− lnR(wt).
As a result, we only further need an upper bound of R(wt), which is obtained using Lemma 2.7 and a
gradient lower bound. The full proof of Lemma 2.8 is given in the appendix.
Combining Lemmas 2.3 and 2.8 gives the second result in Theorem 2.1. A formal proof is given in
the appendix. Another remark is that if instead we let ηˆj be a constant, then we can get a O(1/t) dual
convergence rate. However, our main focus is on convergence induced by primal gradient descent.
Theorem 2.1 gives an intuitive explanation why the maximum margin solution is implicitly favored by
primal gradient descent. Since f(qt) minimizes the dual SVM objective, and
∑
j<t ηˆj is unbounded, the
primal gradient descent iterate wt will indeed converge in direction to the maximum margin solution. In
fact, as shown in the next section, Theorem 2.1 can give a tight rate for the convergence of wt/‖wt‖ to u¯.
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3 A refined rate for finding the implicit bias
As discussed in the introduction, prior work does not establish a rate which is tight in both n and t. We
give such a tight rate in this section, using the dual convergence result Theorem 2.1.
We first introduce some additional notation. Recall that u¯ is the maximum margin direction; given any
vector a ∈ Rd, let Π⊥[a] := a − 〈a, u¯〉u¯ denote its component orthogonal to u¯. Given a gradient descent
iterate wt, let vt := Π⊥[wt]. Given a data point zi, let zi,⊥ := Π⊥[zi].
Let S :=
{
zi : 〈u¯, zi〉 = γ
}
denote the set of support vectors, and let
Rγ(w) :=
1
n
∑
zi∈S
exp
(
−〈w, zi〉
)
denote the risk induced by support vectors, and
R>γ(w) :=
1
n
∑
zi 6∈S
exp
(
−〈w, zi〉
)
denote the risk induced by non-support vectors. In addition, let S⊥ :=
{
zi,⊥ : zi ∈ S
}
, and
R⊥(w) :=
1
n
∑
zi∈S
exp
(
−〈w, zi,⊥〉
)
=
1
n
∑
z∈S⊥
exp
(
−〈w, z〉
)
denote the risk induced by components of support vectors orthogonal to u¯. By definition, R⊥(w) =
Rγ(w) exp
(
γ〈w, u¯〉
)
.
Lastly, let γ′ := minzi 6∈S〈u¯, zi〉 − γ denote the margin between support vectors and non-support vectors.
If there are no non-support vectors, let γ′ =∞.
Below is our main result.
Theorem 3.1. If the data points zi are sampled from a density w.r.t. the Lebesgue measure, then almost
surely R⊥ has a unique minimizer v¯ over span(S⊥). If additionally ηj = η ≤ min
{
1, 1/R(w0)
}
for all j < t,
then
‖vt − v¯‖ ≤ max
{
‖v0 − v¯‖ , 2
}
+
ln(n)
γγ′
+R(w0) + 1.
The almost sure existence and uniqueness of v¯ is proved in the appendix. Quantities related to v¯ are also
analyzed in prior work (e.g., w˜ in (Soudry et al., 2017)). Below we prove the second part of Theorem 3.1.
The key potential is‖vt − v¯‖
2
. The change in this potential comes from three parts: (i) a part due to support
vectors, which does not increase this potential; (ii) a part due to non-support vectors, which is controlled by
the dual convergence result Lemma 2.3; (iii) a squared gradient term, which is controlled by the risk bound
Lemma 2.7.
Proof of second part of Theorem 3.1. For technical reasons, we consider a range of steps during which
∥∥vj − v¯∥∥ ≥
1. If ‖vt − v¯‖ ≤ 1, then the proof is done. Otherwise let t−1 denote the last step before t such that∥∥vt−1 − v¯∥∥ ≤ 1; if such a step does not exist, let t−1 = −1. Furthermore, let t0 = t−1 + 1. Since it always
holds that
∥∥η∇R(wj)∥∥ ≤ 1, we have ‖vt0 − v¯‖ ≤ max{‖v0 − v¯‖ , 2}.
Note that
∥∥vj+1 − v¯∥∥2 =∥∥∥vj − v¯ − ηΠ⊥ [∇R(wj)]∥∥∥2
≤
∥∥vj − v¯ − η∇R(wj)∥∥2
=
∥∥vj − v¯∥∥2 − 2η 〈∇R(wj), vj − v¯〉+ η2∥∥∇R(wj)∥∥2 . (3.2)
5
Furthermore, the inner product term in eq. (3.2) can be decomposed into two parts, for support vectors and
non-support vectors respectively:
−
〈
∇R(wj), vj − v¯
〉
=
〈
1
n
∑
zi∈S
exp
(
−〈wj , zi〉
)
zi, vj − v¯
〉
+
〈
1
n
∑
zi 6∈S
exp
(
−〈wj , zi〉
)
zi, vj − v¯
〉
. (3.3)
The support vector part in eq. (3.3) is non-positive, due to convexity of R⊥:〈
1
n
∑
zi∈S
exp
(
−〈wj , zi〉
)
zi, vj − v¯
〉
=
〈
1
n
∑
zi∈S
exp
(
−〈wj , zi〉
)
zi,⊥, vj − v¯
〉
= exp
(
−γ〈wj , u¯〉
)〈 1
n
∑
zi∈S
exp
(
−〈vj , zi,⊥〉
)
zi,⊥, vj − v¯
〉
= exp
(
−γ〈wj , u¯〉
) 〈
−∇R⊥(vj), vj − v¯
〉
≤ exp
(
−γ〈wj , u¯〉
) (
R⊥(v¯)−R(vj)
)
≤ 0.
The part for non-support vectors in eq. (3.3) is bounded using Cauchy-Schwarz:〈
1
n
∑
zi 6∈S
exp
(
−〈wj , zi〉
)
zi, vj − v¯
〉
≤
1
n
∑
zi 6∈S
exp
(
−〈wj , zi〉
)
‖zi‖‖vj − v¯‖
≤ R>γ(wj)‖vj − v¯‖. (3.4)
For t0 ≤ j < t, combining eqs. (3.2) and (3.4), and invoking ‖vj − v¯‖ ≥ 1,∥∥vj+1 − v¯∥∥2 ≤∥∥vj − v¯∥∥2 + 2ηR>γ(wj)‖vj − v¯‖+ η2∥∥∇R(wj)∥∥2
≤
∥∥vj − v¯∥∥2 + 2ηR>γ(wj)‖vj − v¯‖+ η2∥∥∇R(wj)∥∥2∥∥vj − v¯∥∥
≤
(∥∥vj − v¯∥∥+ ηR>γ(wj) + η2
2
∥∥∇R(wj)∥∥2
)2
,
and thus
∥∥vj+1 − v¯∥∥ ≤∥∥vj − v¯∥∥+ ηR>γ(wj) + η2
2
∥∥∇R(wj)∥∥2 . (3.5)
The sum of R>γ is bounded using Lemma 2.3. First we have
1
2
∥∥∥A⊤qj∥∥∥2 ≥ 1
2
〈
A⊤qj , u¯
〉2
=
1
2
〈Au¯, qj〉
2 ≥
1
2
(
γ + γ′
R>γ(wj)
R(wj)
)2
≥
1
2
γ2 + γγ′
R>γ(wj)
R(wj)
.
As a result, let q¯ denote an optimal dual solution of f , then Lemma 2.3 gives
DKL(q¯, qj)−DKL(q¯, qj+1) ≥ ηˆj
(
f(qj+1)−
1
2
γ2
)
≥ ηR(wj+1)γγ
′R>γ(wj+1)
R(wj+1)
= ηγγ′R>γ(wj+1).
Telescoping gives
∞∑
j=0
ηR>γ(wj) = ηR>γ(w0) +
∞∑
j=1
ηR>γ(wj) ≤ 1 +
DKL(q¯, q0)
γγ′
≤ 1 +
ln(n)
γγ′
. (3.6)
6
The squared gradient term in eq. (3.5) is bounded using Lemma 2.7. It implies
R(wj)−R(wj+1) ≥ η
(
1−
ηR(wj)
2
)∥∥∇R(wj)∥∥2 ≥ η
2
∥∥∇R(wj)∥∥2 .
Since η ≤ 1, we have
∞∑
j=0
η2
2
∥∥∇R(wj)∥∥2 ≤ ∞∑
j=0
η
2
∥∥∇R(wj)∥∥2 ≤ ∞∑
j=0
(
R(wj)−R(wj+1)
)
≤ R(w0). (3.7)
Combining eqs. (3.5) to (3.7) gives
‖vt − v¯‖ ≤‖vt0 − v¯‖+
ln(n)
γγ′
+R(w0) + 1,
which finishes the proof.
Soudry et al. (2017) also show that ‖vt − v¯‖ is bounded almost surely. However, they do not show that
‖vt − v¯‖ is O
(
ln(n)
)
. As noted in the introduction, without such a O
(
ln(n)
)
bound, the convergence could
essentially be exponential in the dataset size. Below we further show that this bound is tight: ‖vt − v¯‖ could
be Ω
(
ln(n)
)
for certain datasets.
Theorem 3.8. Consider the dataset in R2 where z1 = (0.1, 0) and z2, . . . , zn are all (0.2, 0.2). Then
v¯ = (0, 0), and starting from w0 = (0, 0), for large enough t, we have
‖vt − v¯‖ = ‖vt‖ ≥ ln(n)− ln(2).
The proof of Theorem 3.8 is given in the appendix.
With Theorems 3.1 and 3.8, we can prove Theorem 1.1.
Proof of Theorem 1.1. Theorem 3.1 implies that ‖vt‖ ≤ ‖v¯‖+ ‖v0− v¯‖+O
(
ln(n)
)
. It is also proved in prior
work (Soudry et al., 2017; Ji and Telgarsky, 2018b) that ‖wt‖ = Θ
(
ln(t)
)
. This gives
∥∥∥∥ wt‖wt‖ − u¯
∥∥∥∥ =
∥∥wt − ‖wt‖u¯∥∥
‖wt‖
≤
2‖vt‖
‖wt‖
≤ O
(
ln(n)
ln(t)
)
.
The tightness of the above rate is due to Theorem 3.8 and the fact that ‖wt‖ = Θ
(
ln(t)
)
.
4 Open problems
An interesting open problem is if any of the above results can be extended to neural networks. Although
such an exact characterization of the implicit bias might be too strong to hope for, the above results may
still give some inspiration on the generalization properties of gradient descent applied to neural networks,
which may further help us design better algorithms.
Another open problem is to get a tight rate in both n and t for all datasets (rather than merely almost
all). Applying these styles of proof to general data require a complicated iterative decomposition process
(Soudry et al., 2017). Hopefully their techniques can be combined with the techniques presented here to give
an exact rate.
Lastly, the analysis here is tied to the exponential loss, whereas the similar logistic and cross entropy
losses are more common in practice. Is there a way to adapt the present analysis to those cases?
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A Omitted proofs from Section 2
Below is the proof of the lower bound on the sum of ηˆj .
Proof of Lemma 2.8. To prove Lemma 2.8, we first need a risk upper bound. Recall that Lemma 2.7 ensures
that for any j < t, if ηˆj = ηjR(wj) ≤ 1, then
R(wj+1) ≤ R(wj)− ηj
(
1−
ηjR(wj)
2
)∥∥∇R(wj)∥∥2 . (A.1)
As a result, if we let ηj = η ≤ 1/R(w0), then R(wj) never increases, and the requirement ηˆj = ηjR(wj) ≤ 1
of eq. (A.1) always holds.
Dividing both sides of eq. (A.1) and rearranging terms gives
1
R(wj+1)
≥
1
R(wj)
+ η
(
1−
ηR(wj)
2
) ∥∥∇R(wj)∥∥2
R(wj)R(wj+1)
.
Notice that
∥∥∇R(wj)∥∥ ≥ ∣∣∇R(wj), u¯∣∣ =
∣∣∣∣∣∣
1
n
n∑
i=1
exp
(
−〈wj , zi〉
)
〈zi, u¯〉
∣∣∣∣∣∣ ≥ γR(wj),
and thus
1
R(wj+1)
≥
1
R(wj)
+ η
(
1−
ηR(wj)
2
)
γ2
R(wj)
R(wj+1)
≥
1
R(wj)
+ η
(
1−
ηR(wj)
2
)
γ2. (A.2)
Since ηR(wj) ≤ 1, eq. (A.2) implies
1
R(wj+1)
≥
1
R(wj)
+ η
(
1−
ηR(wj)
2
)
γ2 ≥
1
R(wj)
+
η
2
γ2,
and thus
R(wt) ≤ 1/
(
1
R(w0)
+
ηγ2
2
t
)
. (A.3)
Now consider the result in Lemma 2.8. Notice that lnR is also convex, since it is the composition of
ln-sum-exp and a linear mapping. Therefore the convexity of lnR gives
lnR(wj+1)− lnR(wj) ≥ 〈∇ lnR(wj), wj+1 − wj〉 = −ηˆj
∥∥∇ lnR(wj)∥∥2 = −ηˆj∥∥∥A⊤qj∥∥∥2 .
The triangle inequality ensures
∥∥A⊤qj∥∥ ≤ ∑ni=1 qj,i‖zi‖ ≤ 1, which implies lnR(wj+1) − lnR(wj) ≥ −ηˆj,
and thus ∑
j<t
ηˆj ≥ lnR(w0)− lnR(wt). (A.4)
Combining eqs. (A.3) and (A.4) gives
∑
j<t
ηˆj ≥ lnR(w0) + ln
(
1
R(w0)
+
ηγ2
2
t
)
= ln
(
1 +
ηR(w0)γ
2
2
t
)
.
Below is the proof of the main dual convergence result.
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Proof of Theorem 2.1. Lemma 2.3 gives that for any j < t,
ηˆj
(
f(qj+1)− f(q)
)
≤ DKL(q, qj)−DKL(q, qj+1).
Take the sum of the above inequality from 0 to t− 1, we get
∑
j<t
ηˆj
(
f(qj+1)− f(q)
)
≤ DKL(q, q0)−DKL(q, qt).
Lemma 2.3 also ensures that f(qj+1) ≤ f(qj) for all j < t, thus
∑
j<t
ηˆj

(f(qt)− f(q)) ≤ DKL(q, q0)−DKL(q, qt),
which proves the first part of Theorem 2.1. The second result of Theorem 2.1 follows immediately after
invoking Lemma 2.8.
B Omitted proofs from Section 3
Below is the proof of the first part of Theorem 3.1, that almost surely R⊥ has a unique minimizer v¯.
Proof of first part of Theorem 3.1. Theorem 3.1 of (Ji and Telgarsky, 2018b) ensures that S⊥ can be decom-
posed into two subsets B and C, with the following properties:
• The risk induced by B
RB(w) :=
1
n
∑
z∈B
exp
(
−〈w, z〉
)
is strongly convex over span(B).
• If C is nonempty, then there exists a vector u˜, such that 〈z, u˜〉 = 0 for all z ∈ B, and 〈z, u˜〉 ≥ γ˜ > 0
for all z ∈ C.
On the other hand, Lemma 12 of (Soudry et al., 2017) proves that, almost surely there are at most
d support vectors, and furthermore the i-th support vector zi has a positive dual variable qi, such that∑
zi∈S
qizi = γu¯. As a result,
∑
zi∈S
qizi,⊥ =
∑
zi,⊥∈S⊥
qizi,⊥ = 0.
Note that
0 =
〈 ∑
zi,⊥∈S⊥
qizi,⊥, u˜
〉
=
∑
zi,⊥∈C
qi〈zi,⊥, u˜〉 ≥ γ˜
∑
zi,⊥∈C
qi,
which implies C is empty.
Therefore RS⊥ = R⊥ is strongly convex over span(S⊥). The existence and uniqueness of the minimizer
v¯ follows from strong convexity.
Below is the proof of the lower bound on ‖vt − v¯‖.
Proof of Theorem 3.8. By construction, the only support vector is z1 = (0.1, 0), and z1,⊥ = (0, 0). Therefore
span(S⊥) = span
({
(0, 0)
})
=
{
(0, 0)
}
, and v¯ = (0, 0). Moreover,
Rγ(w) =
1
n
exp (−0.1w1) , and R>γ(w) =
n− 1
n
exp
(
−0.2(w1 + w2)
)
,
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and for any t ≥ 0,
−∇R(wt)1 = 0.1Rγ(wt) + 0.2R>γ(wt), and −∇R(wt)2 = 0.2R>γ(wt). (B.1)
Recall that w0 = 0, and thus eq. (B.1) implies that wt,1 ≥ 0 and Rγ(wt) ≤ 1/n for all t. As a result, as
long as R(wt) ≥ 2/n, it holds that R>γ(wt) ≥ Rγ(wt) and
∣∣∇R(wt)2∣∣ ≥ ∣∣∇R(wt)1∣∣ /2.
Let τ denote the first step when the risk is less than 2/n:
τ = min
{
t : R(wt) < 2/n
}
.
Since
∣∣∇R(wt)2∣∣ ≥ ∣∣∇R(wt)1∣∣ /2 for all t < τ , we have
wτ,2 ≥ wτ,1/2.
On the other hand, since ‖zi‖ ≤ 1/3, it holds that R(wτ ) ≥ exp
(
−‖wτ‖/3
)
, which implies that
‖wτ‖ ≥ 3 ln(n/2).
As a result,
wτ,2 ≥ ln(n/2).
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