Grid networks provide users with a transparent way to access computational and storage resources. The introduction of (dense) wavelength division multiplexing techniques have made optical networks the technology of choice for data-intensive grid traffic. In a grid network scenario, users are generally more interested in the successful completion of their jobs than in the location where the actual processing occurs. Job routing and scheduling in current generation grid networks are managed by resource brokers, which assign each job to a resource and route the job in a unicast way. An anycast approach using grid-aware network algorithms would bypass the need for a resource broker and increase scalability. We propose several anycast algorithms for job routing in optical grid networks, based on the concept of ant colony optimization, which draws parallels between the behavior of ants gathering food and the routing of packets inside a network. Simulation results show an increased performance of our algorithms over more classical unicast-based protocols, even though this is accompanied by a slight increase in complexity.
Introduction

1.A. Concepts
In modern times the demand for more computational and storage resources continues to grow, while at the same time, a vast amount of resources remains underused. Grid networks [1] attempt to provide an efficient way of using this excess capacity.
In 1998 Foster and Kesselman [2] defined the computational grid as "… a hardware and software infrastructure that provides dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities." In grid networks, resources are geographically dispersed and shared among all clients. One of the main advantages of grid networks is the ability to handle peak loads, since local processing would require additional infrastructure, which is often financially unfeasible. In a grid network, off-site resources with free capacity can take care of the peak loads, without additional infrastructure costs (beyond the network cost).
An essential factor in the successful realization of grid networks is the transport network. Optical networks can offer an effective solution to this problem, given the high-performance (with respect to bandwidth, delay, and signal strength) and low cost of current optical technology. For instance, (dense) wavelength division multiplexing [(D)WDM] [3] allows multiple signals to be sent over a single link by assigning a dedicated wavelength to each signal [4, 5] .
Several studies on optical network infrastructure for grid networks have been carried out [6] [7] [8] . Moreover, the emergence of optical grid projects such as the European Phosphorus project [9] (which has set up an optical grid test bed to develop multidomain, end-to-end connectivity) indicates the relevance of this research.
The scheduling of jobs in grids has been studied thoroughly [10] . Most of this research focuses on resource brokering by a central component, which allows highly optimized scheduling decisions but suffers from scalability issues. To overcome this, we intend to route the jobs without the use of such a broker. Multiple paradigms exist to route packets in a network: unicast, multicast, or anycast. In unicast routing one source communicates with a single destination. Multicast routing has one source and multiple destinations, which all receive the messages from the source. Anycast routing [11, 12] also sends the packets to multiple destinations of which at least one, and preferably only one, should receive the message sent by the source. The source typically does not know anything about the possible destinations, as this is not important, as long as the packets it sends arrive in one of the destinations. This idea can be extended to grid networks, since users are generally more interested in the successful completion of their jobs than in the location where the actual processing occurs. Indeed, as long as a job is executed successfully while adhering to its predetermined requirements (e.g., meet a given deadline), the decision of when and where to start a grid job is usually left to the grid's management functions. The routing and scheduling algorithms can consequently exploit this flexibility to realize certain global objectives, such as minimal blocking probability or maximization of the resource utilization. Since anycast routing can send a packet to multiple destinations, the load can be balanced by distributing it proportionally over the different destinations. The packets do not need to be sent to all destinations, so there is no additional network overhead.
In general, two approaches exist to deal with anycast routing: network level anycast and application level anycast [13] . The former makes use of the information available in the routing tables, while the latter sends the request to a central point that selects a destination. Application level anycasting in grid networks corresponds to the traditional approach of using a resource broker. As we intend to avoid the use of these brokers, this paper will focus on the network level anycast routing. Network level anycast routing algorithms exist [14, 15] , but in general they are not adapted to grid networks.
Anycast routing can be dealt with in several ways. In this paper, we will present a set of algorithms based on the principles of ant colony optimization (ACO) [16] [17] [18] [19] , a form of swarm intelligence that has proven its effectiveness in many business and routing problems [20] . ACO is a technique inspired by the natural behavior of ants in a colony. By leaving pheromone trails, ants are able to communicate the shortest way to a food resource. Scouting ants explore the environment, and when food is found they return to the base camp by following their own pheromone trails. As subsequent ants are attracted to these pheromone trails and the shortest path to the food will be visited most (shortest round-trip time), in the end only this shortest path will remain. This is illustrated in Fig. 1 . The idea of ACO can be translated to optical grid networks where an ant is a digital item that, while also gathering information, leaves information in the routers on its path. Using this information left by the ants, packets can be routed on the shortest path.
in grids, optical networks are the technology of choice. In this paper, our attention goes to optical grid networks.
A way to route packets in an optical grid network efficiently is presented, without the use of a resource broker. Unicast algorithms are useless in grid networks as packets have no fixed destination address since clients are not aware of the locations of the resources. Multicast algorithms can handle multiple dispersed destinations, but this is accompanied by traffic overhead since every packet is sent to all resources. As clients want their packets to be sent to one of the resources that can process the job successfully, we will focus on anycast algorithms. As it is a connectionless protocol, anycast routing eliminates the use of a resource broker. We will demonstrate that this routing protocol performs load balancing of network usage, resulting in a higher acceptance probability.
Grid networks have multiple dynamic properties such as varying resource and link availability. System efficiency is consequently dependent on the ability of algorithms to adapt to varying state parameters. This is where ACO shows its potential, since ants are traveling continuously to explore and signal changing resource and network states. As we consider an optical grid scenario, the control traffic (carrying the ants) will not harm the capacity of the links. In contrast to Xuan et al. [14] and Jia et al. [15] , the proposed ACO anycast algorithms will be grid-aware through the information dispersed by the ants over the nodes. Finally, note that ACO is heuristic; it provides no guarantees concerning the optimality of the technique, although a discussion on complexity is presented. Moreover, we will demonstrate that the ACO-based algorithms show increased performance over traditional grid routing algorithms.
The remainder of this paper is structured as follows. Section 2 presents the model used in this paper, starting with the network model. Subsequently we will discuss ants, which travel through the network to disperse the routing information. Next, several algorithms to route jobs in an optical grid network are presented. Two selection algorithms will be discussed: one for the resource selection and one for the link selection. We will also explain how state updates from the resources will be communicated to the routers in the network. Section 3 is concluded by a discussion on the complexity of the different proposed algorithms. Section 4 presents simulation results of the algorithms in an optical grid network. Finally, we present our conclusions.
Model
2.A. Network Model
In the network model a number of resources (where data can be stored, calculations can be made, etc.) and clients (that generate jobs) are dispersed over the grid network. At the core, the grid network consists of routers. All resources, clients, and routers are connected by means of optical fibers. Figure 2 shows an optical grid network with the abstractions we made. A resource has a certain amount of capacity ͑c R ͒ to execute a number of jobs simultaneously, independently of the type of jobs. A client sends tasks into the network at certain times. There are multiple distributions ͓f͑x͔͒ possible to generate these jobs, such as deterministic, bursty, Poisson,. . .. The optical links have a number of wavelengths ͑͒ available on which information can be sent. The time needed for a packet to traverse a link is dependent upon the length of that link (propagation time) and the size of the packet (transmission time). The propagation time is almost negligible compared to the transmission time, since bits are traveling at the speed of light and the links to be traversed are relatively short. For the transmission time we assumed a synchronous digital hierarchy (SDH) network in which information travels at 155 Mbytes/ s (STM-1).
Besides resources, clients, and links we can also find internal nodes in the network. These nodes act as routers. To route the packets from client to destination, information needs to be stored about the resources and the possible routes to get there. This can be seen in Fig. 3 . Every node knows the capacity of all nearby resources, together with the amount of this capacity that is already occupied by previous tasks. Since this information is dispersed by the resources themselves, it is not always up to date, but it is an indication for the attractiveness of the resources. Next to this resource information, the nodes contain information about the passing ants. For every resource a table is maintained for every outgoing link (associated with a port in the router) for the number of ants that have passed this link to reach the specific resource. The information in these tables is updated by the backward ants (see Subsection 2.B) and thus is always up to date.
2.B. Ants
In this subsection, the actual implementation of ACO, in which ants explore the network, is discussed. In optical grid networks, ants are small packets that travel from the clients to the resources and back and help to distribute the information needed in the algorithms (see Section 3). We can distinguish two types of ants: "forward ants" and "backward ants."
A forward ant travels from a client to one of the resources. In the resource the ant discovers first it will be transformed into a backward ant and return to its origin. While foraging the network, a forward ant will execute the following pseudocode in every node/router. When the node is connected to a resource, the ant will visit the resource to gather the needed information (lines 2 and 3). If the node is not connected to a resource, the router table is investigated. In line 7 a random number is compared to a threshold as a way of controlling the algorithms dynamics. A low threshold will encourage the ants to discover new roads and not to follow the path indicated by the router tables. This can be compared to the ants' likelihood of following existing pheromone tracks. The "algorithm͑ ͒" function in line 8 uses one of the algorithms described in Section 3 to route the ant, i.e., selecting which resource to choose and which path to follow using the data mentioned. Before traveling to the next link, the forward ant will gather information about the node and the next link. This information will be stored in the ant and will be carried along (line 15).
When a forward ant has reached a resource and has gathered the needed information about the resource, it has accomplished its task and will be transformed into a backward ant. A backward ant will return to the client on the same route of the forward ant, and while on its way is updating the nodes' router tables. If the ant has reached the router connected to the client, it only has to update the information in this router. If the backward ant is in an intermediary node, it also has to determine on which link its forward ant traveled (line 6), which is stored internally in the ant.
Algorithms 3.A. Selection Algorithms
In Section 2 we discussed how ants disperse information in grid networks. Here we will explain how jobs sent by clients use this information to reach one of the resources. To deal with changing network topologies, an ant travels along with each job to update the information in the network.
In every router, two problems have to be solved: which resource will the packet be sent to and which link to traverse first in order to reach the chosen resource. An overview of these selection procedures is shown in Fig. 4 . The resource selection mechanism is responsible for determining the best resource. This can be the closest resource or the resource with the highest spare capacity. Once this decision has been taken, one has to decide which link to traverse first in order to reach the resource. As we want to introduce a load balancing mechanism, not always the shortest path will be used to send the packets to a specific resource. For both resource and link selection there are multiple options (Fig. 4) .
3.A.1. Resource Selection
We propose four alternatives for resource selection: using the algorithm of Dijkstra, using the information stored by the ants in the router tables, a weighted choice with the information in the router tables and best link. The latter one is not really a resource selection procedure but determines the overall best link to reach one of the resources. When using the well-known algorithm of Dijkstra each node knows in advance which one is the closest resource, which thus will be selected. Here the calculations to determine the closest resource only have to be executed when the information in the router table is updated, more specifically when a new resource is discovered or when a resource goes offline.
A resource can also be determined by the use of the router table (Subsection 2.A), which keeps track of the free capacity of every resource and per resource and per link the number of ants that choose that link to reach the resource. According to the ACO principle the closest resource is the one that has been reached most, i.e., the resource with the highest number of ants independent of the path they followed to reach the resource. Additionally, the resource with the highest spare capacity can easily be deduced from the router table.
The previous selection procedures choose the resource unambiguously. In contrast, when using a weighted choice, a level of uncertainty is introduced. Again the information in the router table is used to select a resource, but every resource is now assigned a probability proportional to the information in the router table. To find the "closest resource" the following formula is used:
where p k is the probability that resource k is the closest resource. Ant͑i , j͒ defines the number of ants that traversed link j to reach resource i. So this probability is equal to the number of ants that reached resource i divided by the total number of ants that crossed the router. A unit interval is split according to these probabilities, and the section in which the randomly chosen number is situated determines the selected resource. An analog procedure can be used to select the "resource with the most free capacity," but instead of the number of ants the remaining free capacity is used.
The last resource selection procedure determines the best link to traverse in order to reach one of the resources, without explicitly selecting a single resource. In fact this is a link selection algorithm, but since no resource selection is needed in advance it is categorized here. The link that has been crossed the most will be chosen. If we want to introduce a level of uncertainty this selection can happen in a weighted manner, as explained previously. 
3.A.2. Link Selection
Once a resource has been selected, we have to decide on which link the job has to travel first to reach this resource. We examined two ways to perform this link selection. Internal nodes can calculate the shortest routes to the resources in advance using the algorithm of Dijkstra. For each resource the node now knows which link a job has to travel on to reach the resource as fast as possible. These links only have to be recalculated if the network topology changes.
Another way makes use of the router table. By determining how many ants crossed each link to reach the selected resource, the link that is most likely part of the shortest path can be selected. To introduce a way of load balancing we opted here for a weighted choice, according to the procedure discussed in Subsection 3.A.1.
3.B. State Updates
When a job arrives in a resource and is executed the internal state of the resource changes. The amount of free capacity diminishes (start execution) or increases (end execution). This state update is communicated by the resources itself. This can be done globally or locally. Local state updates reduce the amount of control traffic and will prove their benefit in scalability studies. Globally dispersed information induces better choice making as information about all resources is known, but this is accompanied by a traffic overhead.
When the information is spread globally the information update will be flooded to all nodes in the network. At any time, every node has the correct status of all resources. When updates are local, only the nodes that are close to the resource know about the exact status of the resource. The area that is updated is called the environment.
Local algorithms have the advantage of scalability. When the network is really big, every resource has a part of the network it has to notify. There is no message overhead to notify nodes far away that probably never will be visited anyway. A disadvantage of these local updates is a performance reduction. All nodes only have local information and no global view of the network. So the network load will not always be distributed equally. However the idea of local updates conforms more to the idea of a decentralized algorithm in the grid network.
3.C. Complexity
In this subsection, we examine the additional overhead introduced by the novel routing algorithms. We focus on two aspects: the amount of memory routers needed to store the routing table and a quantitative analysis of the processing complexity to execute the different routing algorithms.
The structure of the routing table (Fig. 3) shows memory is required to store two values for every resource that can be reached, together with a table containing a number of entries consisting of two values. The maximum number of entries in this table is the number of outgoing links (m i for resource i). Assuming N resources are in the network, the formula for the amount of memory needed in a router is
where c represents the number of bits needed to represent a single value. If we assume we are dealing with standard integers, c is 32 bits. Table 1 shows the amount of memory needed for four different network topologies: a ring network, mesh network, random network, and the simulated topology. As is In the simulations we used a software simulation model in which all information is stored centrally. To save on memory space we opted for a smaller network with only five resources and an average link connectivity of 3 (simulation network in Table 1 ). In this way, less space is needed to store the router tables of all routers.
Next we will examine the number of calculations needed for the different selection procedures. This is presented in Table 2 , where N represents the number of resources in the network, while m i denotes the number of outgoing links in a router. The first column indicates if the selection procedure concerns resources ͑R͒ or links ͑L͒. Random denotes the number of calculations needed to determine a random number and selection ͑ ͒ denotes the number of calculations to pick the maximum value (max) or the item that corresponds to the random number (rand). For more information we refer to Subsection 3.A.
We see that the ACO selection procedures are more complex than the algorithm of Dijkstra, in which, after primary calculations, only a table has to be consulted. When using the algorithm of Dijkstra the shortest paths have to be calculated once with a running time of O͉͑V͉ 2 + ͉E ͉͒ in the simplest implementation [21] . (V represents the set of vertices, E represents the set of edges). Once the closest resource is determined, and this is stored inside the router, no additional calculations are needed to route a job. Only when the network topology changes drastically, are new calculations needed. When using the ACO algorithms, calculations have to be executed every time a job enters a router. Additionally ants are foraging the network for initialization and at runtime.
Evaluation 4.A. Setup
To test the algorithms proposed in Subsection 3.C we make use of a standard European optical network topology that we transformed into a grid network by adding some clients and resources. The links are modeled as SDH links with a capacity of 155.52 Mbytes/ s. The network we used to gather most of the presented results is shown in Fig. 5 , but multiple networks were used to test the algorithms.
The network in Fig. 5 has 28 nodes and 41 links. There are five clients and five resources dispersed randomly in the network. These nodes are fixed for all tests. This network is intentionally kept small as simulations are performed on a single machine, and we want to reduce the memory needed for the simulations. To maintain a realistic distribution between the number of clients and resources and the number of internal nodes, only five clients and resources are used. All other aspects are modeled in a way that resembles a real-life network: realistic network load, realistic acceptance rates, etc.
Moreover, the presented selection procedures make no assumptions about the network properties (e.g., structure, topology, size,…). Simulation on a small network gives us the advantage that all aspects can be studied thoroughly. The results for the network, depicted in Fig. 5 , present an accurate image of changes in connectivity.
Even if the network would be large, ants forage the complete network, i.e., all possible nodes have been visited after a certain amount of time. The ACO algorithm will 
always converge if no failures exist in the network. When a local algorithm is used, the size of the neighborhood needs to be large enough so that at least one resource can be reached from all routers. This can be implemented by gradually increasing the size of the neighborhood when this condition is not satisfied. Clients generate jobs by a Poisson process. We chose a load factor so that the network was not idle most of the time as well as not overloaded. We used an interarrival time a little bigger than the time to send a job, so most of the jobs can be sent and the network is not idle most of the time. Resources have enough buffer space to execute most of the jobs arriving. Only when too many packets are sent to the same resource will they be dropped.
There are two kinds of drops: packets can be dropped because all outgoing links of a node are overloaded, or packets can be dropped because the buffer of the resource they arrive in is full. Figure 6 shows for some simulations the number of drops in a network and in the resources for varying job sizes. The job size unit is chosen in the way that if we consider only one single outgoing link it takes at least the average interarrival time until the next job can be sent, if the job sent has size one. If we denote the interarrival time by and the time to send a job by , i.e., the size of the job in bits divided by the capacity of the links ͑155.52 Mbytes/ s͒, the job unit can be represented by / . The figure shows that resources are not the restricting factor since most of the packets are dropped on the links and not in the resources.
To simulate the operation of the algorithms a discrete event simulator was used. Events are executed one after each other while incrementing the time by discrete hops. As the simulator never has to wait for events to happen (all events are stored in the event list), discrete event simulations generally take less time than real-life situations. 
4.B. Results
This subsection presents the simulation results. First we consider the resource and link selection algorithms. Next we will discuss the local versus the global algorithms. Besides that, the number of unused links and the influence of the network topology on the results are examined. In the results the job size unit is generalized so that when a job has size one and is sent on a single outgoing link, this link is free again after at least the average interarrival time by which jobs are generated ͑ / ͒.
In Fig. 7 the different resource selection procedures are compared when the link selection procedure is fixed, i.e., a weighted link selection. These algorithms are compared with the well-known algorithm of Dijkstra. We see that in general the acceptance rate of the jobs diminishes as the jobs get bigger. The algorithms that determine the closest resource perform better than those that determine the resource with the most free capacity. The best link algorithm, where no single resource is selected, performs as well as the algorithms that select the closest resource. The figure shows that a weighted resource selection has a bigger acceptance rate than a selection procedure that determines the resource unambiguously using the router table. The algorithm in which the closest resource is determined using Dijkstra (and the link selected in weighted manner) outperforms all others. We can conclude that all ACO algorithms perform better than the algorithm of Dijkstra and that the best resource selection procedure is the one in which the closest resource is determined by the algorithm of Dijkstra, when link selection happens in a weighted manner.
After selecting a resource, the best link to reach this resource is determined. Here the resource selection procedure is fixed, i.e., the closest resource making use of the router table. We will examine two ways to perform the link selection: via the algorithm of Dijkstra or in a weighted manner. Figure 8 shows a comparison of these algorithms. For comparison reasons the algorithm of Dijkstra is depicted too. The figure shows that a weighted link selection performs better than one using Dijkstra since this selection procedure is more dynamic. Just as before we see that the ACO algorithms outperform the algorithm of Dijkstra. So the best ACO algorithm with regard to the acceptance probability is the one in which the closest resource is selected making use of the algorithm of Dijkstra, and the link selection happens in a weighted manner. Figure 9 compares the update mechanisms: local versus global. Both resource and link selection happen in a weighted way as this best approaches the idea of ACO. We see that the algorithms with local update perform better than the ones with global update. The figure also shows that with local update the algorithms that select the resource with the most free capacity perform better than those looking for the nearest resource when jobs are small. This is due to the fact that algorithms with local update will always choose a resource that is in the neighborhood of the client. In this way these algorithms can be seen as a combination of the closest and the largest resource.
Besides the acceptance probabilities, we looked at the number of unused links in the different algorithms, which provides insight into the network utilization. Table 1 presents the number of unused links for some of the algorithms. The first two algorithms make use of the algorithm of Dijkstra to determine the shortest path to the closest resource or to the one with the most spare capacity. All ACO algorithms make use of weighted selection criteria. First of all we can see that the ACO algorithms use more links than the known algorithm of Dijkstra. The latter one has one predefined route to reach each resource, while in the former one multiple possible routes exist. The local algorithms use fewer links than the global ones, because jobs only travel to the resources in the neighborhood. The algorithm in which the overall best link is chosen performs best with regard to overall network usage. It will best disperse the load over the complete network. Table 3 also shows the average number of hops jobs have to travel to reach a resource. Obviously, jobs looking for the closest resource do not travel as far as jobs going to the resources with the highest free capacity. We can see that jobs routed by one of the ACO algorithms remain in the network longer than the jobs routed by the algorithm of Dijkstra. The small differences between the local and the global algorithms are due to the fact that the network is quite small.
Finally we examined the influence of the network topology by running identical experiments on similar networks with a different connectivity. The additional networks are based on the basic European network presented in Fig. 5 (average link connectivity: 3 links). One is less connected (ring network) with an average link connectivity of 2.4 links, and the other one is more connected (triangular network) with an average link connectivity of 4.4 links. Figure 10 compares these different network topologies. The algorithm selects the closest resource using the router table and has a weighted link selection. We can see that the acceptance probability increases according to an increasing level of connectivity, thanks to the fact that more routes to the resources exist. The results presented earlier in this Subsection were verified in the triangular network. The overall observations remain the same but the acceptance probabilities are shifted accordingly.
Conclusion
In this paper we proposed several ACO-based algorithms for routing and job scheduling in optical grids. A simulation analysis was used to demonstrate the efficiency and scalability of the algorithms. Improvements in network usage (by load balancing) are shown, together with an increase in job acceptance probability when compared to traditional shortest path routing. However, ACO-based algorithms exhibit slightly increased travel times and have a higher complexity. To cope with the latter problem, we introduced the notion of locality in routing, which also addresses issues of scalability. Overall, the improved performance of the ACO algorithms is due to their ability to adapt to a dynamic grid network environment.
