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Plan de la the`se
Ce travail de the`se en physique des plasmas traite, d’une part, de la physique des instabilite´s de
type Weibel, et d’autre part, du de´veloppement du code nume´rique semi-lagrangien VLEM (VLasov
ElectroMagne´tique).
Les instabilite´s de type Weibel sont de´clenche´es quand la distribution des vitesses du plasma pre´-
sente une anisotropie marque´e : la re´organisation du plasma qui en de´coule s’accompagne notamment
de la cre´ation d’un fort champ magne´tique, de longue dure´e de vie. Elles font l’objet d’un travail de
recherche intense depuis plusieurs de´cennies car elles sont suppose´es jouer un roˆle important dans de
nombreux proble`mes d’astrophysique ou de laboratoire (interaction laser-plasma) : les plasmas dans
lesquels ces instabilite´s naissent peuvent eˆtre relativistes ou non, magne´tise´s ou non, collisionnels ou
non. Ceci pose la question du choix du mode`le a` utiliser pour les de´crire.
Ce document comprend quatre chapitres :
— Le chapitre 1 est un chapitre d’introduction. On e´voque d’abord les notions de plasma cine´tique
et de plasma non-collisionnel : les mode`les que nous utilisons sont construits sur ces hypothe`ses,
ce qui a du sens pour des plasmas suffisamment chauds ou peu denses. On pre´sente ensuite les
instabilite´s de type Weibel en de´taillant leur origine et leur me´canisme. On mentionne enfin
plusieurs situations physiques concre`tes dans lesquelles ces instabilite´s peuvent apparaˆıtre et
jouer un roˆle important.
— Le chapitre 2 est une pre´sentation des niveaux de description que l’on peut mettre en oeuvre pour
de´crire un plasma non-collisionnel, du plus complet a` celui qui pre´sente le plus d’approximations :
les descriptions de type particulaire, les descriptions de type statistique et les descriptions de
type fluide. On discute leurs limites et leurs avantages. On introduit enfin la notion de mode`le
re´duit, en pre´sentant le mode`le multi-faisceaux, adapte´ a` la description des instabilite´s de type
Weibel.
— Le chapitre 3 traite de la description fluide line´aire des instabilite´s de type Weibel, via un mode`le
s’appuyant sur la dynamique de toutes les composantes du tenseur de pression. On pre´sente le
mode`le puis on l’applique a` plusieurs instabilite´s en comparant les re´sultats avec ceux de la
the´orie cine´tique : l’e´tude des instabilite´s Weibel pure (WI), de´clenche´e par une anisotropie
de tempe´rature, et celle de l’instabilite´ de filamentation de courant (CFI), de´clenche´e dans un
syste`me de faisceaux contra-propageants, sont mene´es de fac¸on se´pare´e dans un premier temps.
On combine ensuite les sources de ces instabilite´s pour e´tudier la relation de dispersion re´sultant
de cette superposition : on s’inte´resse au couplage des instabilite´s WI-CFI, puis aux modes Weibel
propagatifs, selon que la propagation est perpendiculaire ou paralle`le au syste`me de faisceaux.
— Quelque soit le mode`le retenu pour e´tudier un phe´nome`ne, le caracte`re non-line´aire des e´quations
mode´lisant l’e´volution d’un plasma rend quasiment indispensable le recours aux simulations
nume´riques. Le chapitre 4 traite du code semi-lagrangien VLEM, conc¸u au sein de l’e´quipe
durant la the`se. On commence par pre´senter les me´thodes mathe´matiques mises en oeuvre dans
le code : celui-ci est notamment construit autour d’une me´thode de de´composition de domaine
paralle´lise´e par MPI. On introduit ensuite une nouvelle me´thode de conservation de la charge,
inspire´e de la me´thode d’Esirkepov utilise´e dans les codes PIC. On pre´sente enfin plusieurs
simulations d’instabilite´s de type Weibel pour valider le code.
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CHAPITRE 1. LES INSTABILITE´S DE TYPE WEIBEL
1.1 Caracte´risation et classification des plasmas
Un plasma est un gaz constitue´ (au moins partiellement) de particules charge´es (en ge´ne´ral des ions
et des e´lectrons), souvent pre´sente´ comme le quatrie`me e´tat de la matie`re. Cette dernie`re affirmation
repose sur une image quelque peu na¨ıve mais parlante : conside´rons un mate´riau solide dont on e´le`ve
progressivement la tempe´rature. Celui-ci devient liquide alors que les liaisons reliant ses constituants
entre eux se de´litent petit a` petit. Ces liaisons finissent par disparaˆıtre comple`tement au-dela` d’une
certaine tempe´rature : le mate´riau est a` l’e´tat gazeux. En chauffant encore davantage, les e´lectrons
sont arrache´s les uns apre`s les autres aux atomes qui les contenaient jusqu’alors et on obtient un milieu
constitue´ de particules charge´es (ions et e´lectrons), en mouvement les unes par rapport aux autres
mais interagissant ensemble par interaction e´lectromagne´tique.
Une premie`re fac¸on de caracte´riser les plasmas consiste a` les classer en fonction de leur teneur en
particules charge´es : en effet, le plasma n’est pas toujours totalement ionise´. Le degre´ d’ionisation α,
de´fini comme le rapport de la densite´ e´lectronique ne sur la densite´ totale d’e´lectrons et d’espe`ces non
ionise´es
α =
ne
nn + ne
(1.1)
permet de distinguer les plasmas fortement ionise´s (α ≃ 1, souvent dits “chauds”) de ceux qui le sont
peu (α≪ 1, souvent dit “froids”).
Que le plasma soit fortement ionise´ ou non, chaque particule charge´e interagit avec toutes les
autres particules charge´es du fait de la porte´e illimite´e de l’interaction e´lectromagne´tique. Ainsi, le
mouvement d’une particule charge´e affecte celui de toutes les autres. Il faut toutefois tempe´rer cette
affirmation : l’interaction e´lectromagne´tique perd en intensite´ lorsque la distance se´parant les deux
particules en interaction augmente. De plus, une particule charge´e (disons un ion) va attirer autour
d’elle ses voisines dont la charge est de signe oppose´e (les e´lectrons) : les e´lectrons les plus proches
sont davantage attire´s que ceux qui sont plus loin et leur potentiel vient partiellement compenser celui
ge´ne´re´ par l’ion, re´duisant de fait sa porte´e effective. Au-dela` d’une certaine distance appele´e longueur
de Debye et d’expression
λD ≡
√
ǫ0kBTe
nee2
, (1.2)
ou` Te est la tempe´rature des e´lectrons, la tendance que l’ion aura a` affecter les charges de son entourage
s’e´vanouit. Ainsi, il peut exister un de´se´quilibre de charge sur les e´chelles de taille infe´rieure a` la
longueur de Debye, mais le plasma est neutre sur les e´chelles supe´rieures. On dit que le potentiel
e´lectrostatique ge´ne´re´ par l’ion est e´crante´ par les e´lectrons qu’il attire autour de lui, ce qui signifie
que l’ion n’interagit pas avec les particules trop lointaines mais seulement avec les ND particules qui
se trouvent dans un volume de taille caracte´ristique λ3D (une sphe`re ou un cube) centre´ autour de lui.
On peut donc quantifier l’e´crantage en calculant le nombre de particules ND, par exemple pour
un cube,
ND =
(
λD
n
−1/3
e
)3
= neλ
3
D. (1.3)
ND est un nombre sans dimension permettant de comparer la longueur de Debye a` la distance
moyenne se´parant deux e´lectrons n
−1/3
e . Si ce nombre tend vers l’infini, l’ion (et toute particule charge´e
du plasma en ge´ne´ral) interagira avec un grand nombre de particules et son mouvement sera de´termine´
par la re´sultante d’un grand nombre d’interactions, pre´sageant une trajectoire variant de manie`re
progressive. Ce sont donc des effets collectifs qui dominent le comportement du plasma, qui est alors
qualifie´ de plasma “cine´tique”. Si ND a une valeur faible, les particules charge´es interagiront avec un
faible nombre de voisins et on peut donc s’attendre a` ce que leur mouvement soit plus erratique, que
leurs trajectoires subissent des changements plus violents. On parle de plasma corre´le´ ou fortement
corre´le´, c’est a` dire domine´ par des effets individuels.
On obtient la` une deuxie`me fac¸on de classer les plasmas : l’inverse de ND constitue un parame`tre
fondamental permettant de caracte´riser un plasma. Il s’agˆıt du parame`tre plasma g (aussi appele´
facteur de grain), de´fini tel que
g ≡ 1
ND
=
1
neλ3D
≃ n 12e
(
e√
ǫ0kBTe
)3
∝ n
1
2
e
T
3
2
e
. (1.4)
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Il est possible d’interpre´ter le parame`tre plasma d’un point de vue e´nerge´tique. Tout d’abord,
l’e´nergie cine´tique des e´lectrons Ek est proportionnelle a` leur tempe´rature :
Ek ∝ kBTe. (1.5)
En supposant que la distance moyenne entre deux e´lectrons est donne´e par n
−1/3
e , leur e´nergie poten-
tielle d’interaction sera donc
Ep ∝ e
2
ǫ0n
−1/3
e
. (1.6)
Le rapport de ces deux quantite´s est tel que
(
Ep
Ek
) 3
2
∝
(
e2n
1/3
e
ǫ0kBTe
) 3
2
∝ n
1
2
e
T
3
2
e
∝ g. (1.7)
Cette interpre´tation e´nerge´tique permet de souligner que le plasma est un syste`me physique dans lequel
deux types de comportement sont a` l’oeuvre : le de´sordre thermique d’une part et, d’autre part, l’ordre
ge´ne´re´ par l’interaction e´lectromagne´tique entre particules charge´es. Ainsi un plasma tel que g → 0
est caracte´rise´ par une e´nergie cine´tique tre`s importante devant l’e´nergie d’interaction e´lectrostatique
entre deux particules, impliquant que les particules soient tre`s peu lie´es les unes aux autres. Ne´anmoins,
et cela peut paraˆıtre paradoxal si on n’y prend pas garde, la distance interparticulaire est faible devant
la longueur de Debye : il y a beaucoup de particules a` porte´e d’interaction. Le nombre total de ces
interactions fait que le mouvement d’une particule ne de´pend pas spe´cifiquement d’une autre particule
charge´e en particulier, mais bien de l’ensemble. Lorsque g est suffisamment faible (mais non nul), il
peut se produire des collisions, mais leur effet est peu perceptible.
Pour de´terminer l’importance des collisions dans un plasma, il nous faudrait comparer la distance
interparticulaire au libre parcours moyen 1 de chaque particule. Ce dernier de´pend de la section efficace
du processus collisionnel conside´re´. Alternativement, on peut s’inte´resser aux fre´quences de collision qui
correspondent a` l’inverse de la dure´e se´parant deux collisions de meˆme nature. Un plasma totalement
ionise´ contenant une seule espe`ce d’ions peut eˆtre caracte´rise´ par trois fre´quences de collision, νee pour
les collisions entre deux e´lectrons, νii pour les collisions entre deux ions et νei pour les collisions entre
un e´lectron et un ion :
νee ∝ ne
T
3
2
e
, νii ∝ ni
T
3
2
i
, νei ∝ ni
T
3
2
e
. (1.8)
Pour un plasma chaud, ces fre´quences sont ge´ne´ralement faibles devant les autres fre´quences caracte´-
ristiques d’un plasma que sont les fre´quences plasma et cyclotron.
La pulsation (ou fre´quence) cyclotron d’un plasma caracte´rise le mouvement de rotation des par-
ticules charge´es autour des lignes du champ magne´tique B. Elle a pour expression, respectivement
pour les e´lectrons et les ions 2,
|ωce,i| = eB
me,i
, (1.9)
ou` B = |B| . La pulsation plasma, e´lectronique ou ionique, de´finie comme
ωpe,i =
√
ne,ie2
me,iǫ0
, (1.10)
caracte´rise la dure´e que met le plasma pour restaurer la neutralite´ localement lorsqu’une densite´ de
charge d’espace apparaˆıt.
E´tant donne´ qu’il est possible d’e´crire le parame`tre g et les fre´quences de collision en fonction
de la tempe´rature et de la densite´ des espe`ces constituant le plasma, il semble pertinent de classer
les plasmas en fonction de ces deux grandeurs physiques. La figure 1.1 est un exemple d’une telle
classification. Remarquons que les plasmas repre´sente´s sur cette figure (a` l’exception des me´taux
qui peuvent conside´re´s comme des plasmas fortement corre´le´s) sont des plasmas cine´tiques, d’autant
moins collisionnels qu’ils se trouvent du coˆte´ gauche du diagramme. Leur densite´ et leur tempe´rature
peuvent varier sur plusieurs ordres de grandeur, de meˆme que leur champ magne´tique lorsqu’ils sont
magne´tise´s.
1. La distance moyenne parcourue par une particule entre deux collisions d’un type donne´.
2. La charge e´lectrique d’un atome totalement ionise´ est +Ze, ou` Z est le nume´ro atomique. On conside`rera des ions
H+, caracte´rise´s par Z = 1 dans toute la suite.
7

CHAPITRE 1. LES INSTABILITE´S DE TYPE WEIBEL
1.2 Les instabilite´s de type Weibel
Cette section a pour but d’introduire la notion d’instabilite´ de type Weibel. On y dressera un
panorama des me´canismes implique´s dans le comportement de ces instabilite´s et de ceux dans lesquels
ces instabilite´s sont implique´es. Apre`s avoir pre´sente´ la notion ge´ne´rale d’instabilite´ dans un plasma,
on distinguera deux grandes cate´gories d’instabilite´s de type Weibel puis identifiera leur cause, leur
me´canisme d’amplification, leur me´canisme de saturation et plus ge´ne´ralement leurs similitudes et
leurs diffe´rences. On discutera dans un dernier temps de leur roˆle, confirme´ ou suppose´, dans plusieurs
situations concre`tes, qu’elles soient naturelles ou expe´rimentales.
1.2.1 Comportement auto-consistant et instabilite´
Nous avons vu que la plupart des plasmas spatiaux et de fusion e´taient des plasmas cine´tiques, dans
lesquels les particules charge´es interagissaient de fac¸on collective. En pratique, les particules charge´es
forment des densite´s de charge et de courant qui vont donner naissance a` des champs e´lectromagne´-
tiques. Ces champs e´lectromagne´tiques vont en retour modifier la distribution de charge et de courant
qui leur a donne´ naissance. Le plasma a donc un comportement auto-consistant.
Si le plasma se trouve initialement dans un e´tat d’e´quilibre, il persistera dans cet e´tat du mo-
ment qu’on ne vient pas le perturber, au meˆme titre que la balle repre´sente´e en rouge dans les deux
configurations de la Figure 1.2 demeurera a` sa position si rien ne vient la faire bouger.
Lorsqu’on perturbe un e´quilibre, deux choses peuvent se produire. Dans un premier cas, le syste`me
retourne dans ce meˆme e´tat d’e´quilibre en dissipant l’e´nergie qu’on lui a fourni via la perturbation.
Dans ce cas, l’e´quilibre est stable : la balle de la situation 1 de la Figure 1.2 va revenir a` sa position
initiale avec sa vitesse initiale apre`s avoir oscille´ autour de cette position pendant un certain temps. La
dissipation d’e´nergie est lie´e au frottement de la balle contre la paroi qui lui sert de guide. Dans le cas
de la situation 2, la balle ne retournera pas a` son e´tat d’e´quilibre initial, ce qui signifie que l’e´quilibre
e´tait instable : elle se dirigera vers un autre e´tat d’e´quilibre, stable ou non, mais ge´ne´ralement d’e´nergie
plus basse. De la meˆme manie`re, exciter un mode propre de vibration d’un plasma en e´quilibre instable
pourra provoquer une re´action d’ensemble : la conse´quence de ce me´canisme e´tant une amplification
de la perturbation l’ayant de´clenche´. On parle d’instabilite´.
Lorsqu’un mode instable est excite´ par une perturbation de faible ampleur par rapport a` la valeur
des parame`tres d’e´quilibre, son amplitude augmente de fac¸on exponentielle, en exp(Γt) ou` Γ est un
taux caracte´risant cette croissance. Un me´canisme de saturation entre ensuite en action (les particules
peuvent eˆtre pie´ge´es par les champs que l’instabilite´ ge´ne`re, des processus de re´sonance permettant des
transferts d’e´nergie entre ondes et particules peuvent se mettre en place ...) et met fin a` l’instabilite´.
Des instabilite´s secondaires peuvent se de´velopper par la suite.
L’auto-amplification de la perturbation initiale est entretenue en puisant dans le stock d’e´nergie
libre que posse´dait le plasma initialement. L’instabilite´ est un moyen pour le plasma d’atteindre un
e´tat d’e´quilibre d’e´nergie plus basse, plus stable, en dissipant cette e´nergie libre.
Mais d’ou` peut-elle venir ? Les plasmas n’e´tant pas des syste`mes isole´s, ils peuvent recevoir de
la matie`re et de l’e´nergie depuis le milieu exte´rieur, ce qui peut cre´er des sources d’instabilite´. Ces
dernie`res sont donc multiples : elles peuvent par exemple prendre la forme de gradients de densite´
ou de tempe´rature au niveau macroscopique. Au niveau microscopique, la source de l’instabilite´ peut
eˆtre mate´rialise´e par une de´formation de la distribution des vitesses par rapport a` une distribution
correspondant a` un e´quilibre stable.
1.2.2 Anisotropie de tempe´rature et instabilite´ Weibel
Une anisotropie de tempe´rature non-gyrotropique 3 peut eˆtre source d’instabilite´. De telles aniso-
tropies sont souvent observe´es dans le plasma magne´tosphe´rique [1] ainsi que dans les simulations de
turbulence du vent solaire [2]. Le me´canisme de leur ge´ne´ration demeure cependant encore un pro-
ble`me ouvert, objet de de´bat dans la communaute´. Une des pistes explore´es pour tenter d’expliquer
ce me´canisme dans la turbulence re´side dans la capacite´ d’un de´chirement de vitesse a` induire une
anisotropie de pression a` partir d’un plasma initialement isotrope [3], [4] suppose´ non-collisionnel, qu’il
soit magne´tise´ ou non. Un autre me´canisme de ge´ne´ration, impliquant des instabilite´s parame´triques
de type Alve´n-cyclotron agissant sur les ions, a e´galement fait l’objet d’e´tudes [5].
3. c’est a` dire non provoque´e par l’existence d’un champ magne´tique d’ambiance B0, la tempe´rature dans le plan
perpendiculaire au champ e´tant isotrope dans ce plan et diffe´rente de la tempe´rature le long du champ
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machines de calculs suffisamment puissantes pour autoriser des simulations pre´cises. La plupart des
travaux analytiques mene´s depuis proposent une description cine´tique de ces instabilite´s, en utilisant
des fonctions de distribution Maxwelliennes. On mentionnera cependant l’article de Basu [9], une
des premie`res tentatives pour analyser l’instabilite´ Weibel de fac¸on fluide en utilisant des moments
d’ordre e´leve´ (tenseur de pression, flux de chaleur). D’autres e´tudes utilisent des descriptions re´duites
construites autour de fonctions de distributions plus simples afin de tirer parti de proprie´te´s comme le
the´ore`me de Liouville (une description de type water-bag de l’instabilite´ Weibel e´tant propose´e dans
[10]) ou l’existence d’invariants canoniques [11][12][13][14][15]. Ceci permet de simplifier les calculs et
l’interpre´tation des simulations cine´tiques plus ge´ne´rales. L’approche de re´duction fonde´e sur l’utilisa-
tion des invariants canoniques est tre`s inte´ressante, car elle permet de plonger au coeur du me´canisme
de l’instabilite´ Weibel : on peut diviser la population totale du plasma en plusieurs sous-distributions
dont on peut e´tudier l’e´volution se´pare´ment.
1.2.3 Mode´lisation re´duite et instabilite´ de filamentation de courant
La premie`re tentative d’expliquer le me´canisme de l’instabilite´ Weibel non-magne´tise´e a` travers
un mode`le simplifie´ fut conduite par B.D. Fried, en 1959 [16]. Il s’agissait de remplacer la distribution
utilise´e par Weibel, une bi-maxwellienne du type
f0 = n0
√
m
2πkBTe,⊥
(
m
2πkBTe,‖
)
exp
[
− v
2
x + v
2
z
2kBTe,‖
− v
2
y
2kBTe,⊥
]
, (1.13)
par un syste`me de deux faisceaux d’e´lectrons froids, syme´triques, paralle`les et contra-propageants le
long de la direction y :
f0 = [n1δ (vy − u1) + n2δ (vy − u2)] δ(vx)δ(vz). (1.14)
La tempe´rature Te,⊥ est ici repre´sente´e par l’e´cart entre deux pics de Dirac (Figure 1.3) situe´s en u1 et
u2 selon un axe vy, ces deux valeurs correspondant a` la vitesse des deux faisceaux. Les faisceaux e´tant
suppose´s froids longitudinalement, cela e´quivaut a` Te,‖ = 0. Les deux faisceaux e´lectroniques ont pour
densite´ n1 et n2 telles que n1 + n2 = n0, la densite´ figurant dans la distribution (1.13). Soulignons
que toutes les particules d’un faisceau donne´ partagent exactement la meˆme vitesse d’un point de vue
microscopique, e´gale a` u1 ou u2.
Perturbant cet e´quilibre selon x, soit perpendiculairement a` la direction des faisceaux (le proble`me
est donc invariant par translation selon y), Fried trouvait alors une relation de dispersion de forme simi-
laire a` celle obtenue par Weibel lorsqu’il appliquait la limite ω/ka‖ ≫ 1 a` son calcul, a‖ =
√
kBT‖/m
de´signant la vitesse thermique correspondant a` la tempe´rature T‖. Il faut toutefois souligner que la
notion de seuil e´voque´e au paragraphe pre´ce´dent disparaˆıt dans cette mode´lisation. Le syste`me phy-
sique traite´ par Fried est instable pour toute perturbation perpendiculaire a` la direction des faisceaux,
peu importe la vitesse des faisceaux. 8
Cette mode´lisation re´duite de l’instabilite´ permet surtout de comprendre qualitativement le me´ca-
nisme d’auto-amplification du champ magne´tique, et donc la phase line´aire de l’instabilite´. Il donne
e´galement les e´le´ments de base pour comprendre le de´but de la phase de saturation. Nous nous foca-
liserons pour l’instant sur l’amplification du champ magne´tique.
Le principe cle´ sur lequel repose ce me´canisme est le suivant : deux courants e´lectriques s’attirent
s’ils circulent dans le meˆme sens, mais se repoussent s’ils sont de sens oppose´s. En effet, chaque
courant ge´ne`re un champ magne´tique agissant sur l’autre courant a` travers une force de Laplace. Une
illustration de ce principe est propose´e sur la figure 1.4 : le courant e´lectrique I1 ge´ne`re le champ
magne´tique B1. Un fil parcouru par un courant e´lectrique I2 est plonge´ dans ce champ, a` une distance
R du premier fil. Ainsi, le fil I1 exerce une force de Laplace dF 1→2 sur un e´le´ment de longueur dl2
du second fil, et cette force a pour expression
dF 1→2 = I2dl2 ×B1 = −µ0
2π
I1I2
dl2
R
ex. (1.15)
Cette expression met bien en e´vidence que si les deux courants circulent dans le meˆme sens alors
I1I2 > 0 : la force de Laplace est donc attractive et tend a` rapprocher les deux courants. Si les deux
courants circulent selon des sens oppose´s, I1I2 < 0 et l’interaction est de nature re´pulsive.
8. On doit aussi souligner que cette configuration est en re´alite´ instable quelle que soit la direction du vecteur d’onde
de la perturbation. Ce point sera aborde´ plus loin.
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ceci assure l’invariance des composantes Py et Pz du moment canonique de chaque e´lectron du plasma,
puisque
P˙y = −∂H
∂y
= 0 et P˙z = −∂H
∂z
= 0, (1.16)
ou` H est le Hamiltonien d’un e´lectron. La syme´trie du proble`me se retrouve dans le Hamiltonien qui
ne de´pend spatialement que de x.
Le champ magne´tique ge´ne´re´ par les instabilite´s e´tant dirige´ selon z, seule la composante Ay du
potentiel vecteur sera non-nulle, ce qui implique
Py = mvy + qAy(x) = mvy,0 (1.17)
si vy,0 de´signe la vitesse initiale de l’e´lectron
9.
Cette dernie`re relation peut eˆtre interpre´te´e directement : la quantite´ Py initialement e´gale a` la
quantite´ de mouvement de l’e´lectron selon la direction y est conserve´e mais partiellement transfe´re´e
dans le champ magne´tique ge´ne´re´ par l’instabilite´. Le champ magne´tique oriente´ selon z impliquant
une rotation de l’e´lectron dans le plan xOy, on en de´duit imme´diatement la re´partition de l’e´nergie
cine´tique entre les deux degre´s de liberte´ de ce plan. Il en de´coule une isotropisation partielle de la
distribution des vitesses du plasma.
Du fait de la syme´trie en vy de la distribution initiale (Maxwellienne) et du fait de l’invariance
de Py, le plasma au de´marrage de l’instabilite´ Weibel pure peut eˆtre vu en premie`re approximation
comme une superposition de plusieurs syste`mes de 2 faisceaux e´lectroniques syme´triques et contra-
propageants, chaque faisceau contenant l’ensemble des e´lectrons ayant la meˆme vitesse initiale selon
y. Cette description est a` l’origine du mode`le multi-faisceaux [17], qui sera pre´sente´ de fac¸on plus
de´taille´e ulte´rieurement (Chapitre 2) et qui permet d’unifier conceptuellement les instabilite´s Weibel
pure et CFI.
Les principales similitudes observe´es entre les deux instabilite´s (Weibel pure et CFI) sont les
suivantes :
— une anisotropie de la distribution des vitesses est la cause de leur de´clenchement ;
— l’instabilite´ Weibel pure telle qu’introduite par Weibel ne se propage pas et il en va de meˆme pour
l’instabilite´ CFI si les faisceaux sont rigoureusement syme´triques. Des conside´rations portant sur
la syme´trie de l’e´quilibre sont donc importantes ;
— les deux instabilite´s impliquent la re´duction de l’anisotropie initiale de la distribution des vitesses
par la ge´ne´ration d’un champ magne´tique de longue dure´e de vie ;
— le me´canisme de saturation de l’instabilite´ repose en grande partie sur le phe´nome`ne de pie´geage
magne´tique des e´lectrons dans la structure quasi-stationnaire du champ ge´ne´re´ par l’instabilite´.
Ce pie´geage est responsable de l’apparition d’une importante activite´ e´lectrostatique re´sultant
de l’inhomoge´ne´isation du plasma. 10
1.2.4 Quelques diffe´rences cependant
On doit tout d’abord commenter le premier point de cette liste. Dans le cas de l’instabilite´ Weibel
pure, l’anisotropie est dite de tempe´rature car elle implique une fonction de distribution faite d’un
seul bloc (cf. Figure 1.6, au-dessus). Cette distribution peut eˆtre de´crite de fac¸on satisfaisante par
ses premiers moments fluides, notamment ceux d’ordre 1 (vitesse moyenne, nulle dans le re´fe´rentiel
du plasma) et d’ordre 2 (e´cart type, lie´ au tenseur de pression). Ce dernier donne une mesure de la
tempe´rature paralle`le et perpendiculaire qui a un sens physique re´el. L’instabilite´ CFI est quant a` elle
de´clenche´e par une anisotropie de quantite´ de mouvement : les deux faisceaux sont a priori deux entite´s
inde´pendantes, dont les fonctions de distribution sont se´pare´es de fac¸on plus ou moins e´vidente dans
l’espace des vitesses (cf Figure 1.6, au-dessous) : la “tempe´rature” transverse (de´finie par l’e´cart-type
en vy) de la distribution globale correspondant au syste`me de faisceaux n’en est pas vraiment une,
dans le sens ou` elle ne suffit pas pour de´crire la distribution. Il s’agˆıt plutoˆt d’une mesure de l’e´nergie
libre contenue dans l’anisotropie, l’instabilite´ e´tant d’autant plus forte que la vitesse des faisceaux
est grande. Nous verrons d’ailleurs plus loin (en de´but de Chapitre 3) que le traitement cine´tique
froid propose´ par Fried est rigoureusement e´quivalent a` un traitement fluide, froid lui aussi. Chaque
faisceau d’e´lectrons peut, par ailleurs, pre´senter une anisotropie de tempe´rature intrinse`que, distincte
de l’anisotropie globale du syste`me de faisceaux : chaque faisceau peut donc eˆtre instable par rapport
a` l’instabilite´ Weibel pure, le syste`me total e´tant lui-meˆme instable par rapport a` l’instabilite´ CFI.
9. Le champ magne´tique n’est pas ge´ne´re´ puisque l’instabilite´ n’a pas de´marre´.
10. Probablement mentionne´e pour la premie`re fois dans [18].
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centaines de keV ), dont le rapport n1/n2 est proche de 1 et dont la vitesse est suffisamment relativiste
(facteur de Lorentz supe´rieur a` 2). La limite ultrarelativiste (tempe´rature et vitesses moyennes e´leve´es)
n’est domine´e par la CFI que pour des faisceaux syme´triques en densite´.
Cette notion de concurrence entre instabilite´s est tre`s ge´ne´rale. Citons par exemple le cas d’un
plasma magne´tise´ pre´sentant une anisotropie de tempe´rature Te,⊥ > Te,‖ 15. Celui-ci n’est pas seule-
ment instable par rapport a` l’instabilite´ Whistler, analogue de l’instabilite´ Weibel pure pour un plasma
magne´tise´. Si cette premie`re instabilite´ pre´sente son taux de croissance maximal (et une fre´quence re´elle
ωr telle que ωci << ωr << ωce) pour une propagation paralle`le au champ magne´tique, une autre in-
stabilite´ peut la concurrencer : l’instabilite´ Miroir caracte´rise´e par ωr = 0 et de taux de croissance
maximal pour une “propagation” oblique par rapport aux faisceaux [22]. Les instabilite´s Whistler et
Miroir requie`rent toutes deux une anisotropie suffisamment forte pour eˆtre de´clenche´es : un seuil existe
donc. La comparaison des seuils de de´clenchement des deux instabilite´s est ne´cessaire pour de´terminer
laquelle re´gule principalement l’anisotropie Te,⊥ > Te,‖. L’e´tude de ces instabilite´s en milieu magne´tise´
est particulie`rement importante pour comprendre la physique de la magne´tosphe`re terrestre et celle
du vent solaire. Compte tenu de la structure du vent solaire, qui peut eˆtre mode´lise´ de fac¸on simplifie´e
par un syste`me de faisceaux contra-propageants aligne´s selon le champ magne´tique ambiant, d’autres
instabilite´s peuvent jouer un roˆle important et concurrencer les instabilite´s Whistler et Miroir, comme
l’instabilite´ e´lectronique de flux de chaleur [23][24][25], de´clenche´e par la de´rive de deux faisceaux
e´lectroniques par rapport aux ions du vent solaire.
1.2.5 Comportement non line´aire des instabilite´s de type Weibel
Le me´canisme de saturation des deux types d’instabilite´ Weibel, e´tudie´ a` travers des simulations
nume´riques PIC [26][27][28][29], ou eule´riennes et semi-lagrangiennes [15][30][31] 16 fait intervenir le
pie´geage des e´lectrons dans les structures du champ magne´tique [32]. Nous avons vu que le me´canisme
d’amplification du champ magne´tique impliquait l’accumulation de charges dans les re´gions ou` ce
champ est faible. Les particules dont l’e´nergie cine´tique n’est pas suffisante se retrouvent donc pie´ge´es
dans un potentiel magne´tique, en premie`re approximation.
Le comportement selon x d’un e´lectron pie´ge´ dans ce potentiel magne´tique est similaire a` celui
d’un oscillateur harmonique. Sa fre´quence d’oscillation dans le pie`ge est la fre´quence de pie´geage ωb,
de´finie comme
ωb =
√
kxu0ωc, (1.18)
pour l’instabilite´ CFI, ou` |u0| est la vitesse des faisceaux syme´triques et ωc = eB/m la fre´quence
cyclotron correspondant a` B, l’amplitude du champ magne´tique en fin de phase line´aire. La saturation
de l’instabilite´ CFI survient lorsque la fre´quence de pie´geage atteint une valeur similaire a` celle du
taux de croissance Γ.
Le me´canisme de saturation de l’instabilite´ Weibel pure repose sur le meˆme principe [33][15]. On
peut en effet de´terminer une fre´quence de pie´geage pour les e´lectrons en fonction de leur vitesse initiale
vy,0,
ωb =
√
kxvy,0ωc, (1.19)
e´gale a` une constante multiplicatrice pre`s (la masse de la particule) au moment canonique Py, pre´serve´
pour chaque particule au cours de toute l’e´volution du syste`me. Comme la fre´quence de pie´geage
de´pend du nombre d’onde, pour simplifier la discussion nous e´voquerons d’abord un cas dans lequel
un seul mode domine toute la dynamique du plasma.
L’instabilite´ de type Weibel provoque l’accumulation d’e´lectrons dans plusieurs re´gions du plasma,
et par conse´quent une de´ple´tion dans les re´gions voisines qui correspondent aux pics de |B|. Ce gradient
en x de densite´ e´lectronique est a` l’origine de la croissance d’un champ e´lectrostatique dont le nombre
d’onde et le taux de croissance, mesure´s dans les simulations PIC comme semi-lagrangiennes, sont le
double de ceux du champ magne´tique. Il est en effet possible de relier [34][35] ce champ e´lectrostatique
au gradient de “pression” magne´tique (en |B|2) exerce´e par le champ magne´tique B ge´ne´re´ lors de
l’instabilite´. Ce champ re´sulte du couplage non-line´aire entre l’instabilite´ de type Weibel et les ondes
de Langmuir pouvant se propager dans la meˆme direction [36][30], ce qui donne lieu a` un phe´nome`ne
de de´ferlement : la densite´ e´lectronique se concentre dans des re´gions de plus en plus e´troites et un fort
gradient de Ex apparait. Ce couplage, comme montre´ dans [33], semble impliquer le de´clenchement
d’une instabilite´ e´lectrostatique secondaire (possiblement par un me´canisme similaire a` celui de la
TSI).
15. Les indices ⊥ et ‖ se re´fe´rant a` la direction du champ magne´tique ambiant.
16. Le principe de base des simulations PIC est explique´ en Annexe B. Celui des simulations semi-lagrangiennes est
plus longuement de´taille´ au chapitre 4, consacre´ au code VLEM de´veloppe´ durant la the`se.
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Donnons quelques e´le´ments de compre´hension. Durant la phase non-line´aire des instabilite´s de type
Weibel, les e´lectrons sont soumis a` deux forces : la force magne´tique exerce´e du fait de la pre´sence
du champ magne´tique et la force e´lectrostatique ge´ne´re´e par le champ Ex lie´ a` l’inhomoge´ne´ite´ de
densite´ re´sultant du pie´geage. Si la premie`re tend a` confiner les e´lectrons dans un puits de potentiel,
la seconde tend a` les libe´rer en les acce´le´rant lorsqu’ils se rapprochent du bord du pie`ge.
Pour l’instabilite´ Weibel pure, il est ne´cessaire de distinguer deux grandes cate´gories de particules :
les particules “rapides”, correspondant a` la queue de la fonction de distribution et le “coeur” correspon-
dant aux vitesses vy,0 → 0. La description de type multi-faisceaux, qui permet de traiter se´pare´ment
l’e´volution de groupes de particules partageant la meˆme valeur de moment canonique transverse, est
particulie`rement adapte´e a` ce genre d’investigation.
La force magne´tique
Fx = −evyBz (1.20)
confinant les particules de´pend explicitement de vy. Cette force est d’autant plus importante que la
vitesse vy est forte. Par conse´quent, les particules les plus susceptibles d’e´chapper au pie´geage sont
celles du coeur, pour lesquelles la force magne´tique ne compense pas la force e´lectrostatique. Une fois
libe´re´s du puits de potentiel, ces e´lectrons seront acce´le´re´s par le champ e´lectrostatique, mais aussi
par la force de Lorentz, provoquant la formation de faisceaux de particules rapides oriente´s selon les
x (vitesse vx e´leve´e), qui prennent la forme de bras dans l’espace (x, px). Ces bras peuvent eˆtre vus
comme des faisceaux contra-propageants et sont instables vis a` vis d’une perturbation e´lectrostatique
en x, comme celle ge´ne´re´e par la modulation de densite´ re´sultat du pie´geage magne´tique.
Que devient la densite´ de courant Jy ge´ne´re´e durant la phase line´aire de l’instabilite´
17 ? Entre
deux filaments de densite´ Jy circulant dans le meˆme sens, attire´s l’un par l’autre du fait de la force de
Laplace, se trouve un filament se propageant dans le sens contraire qui interagira de fac¸on re´pulsive
avec ses voisins imme´diats, e´crantant ainsi l’interaction attractive. Cet e´crantage est total lorsqu’un
seul mode domine l’instabilite´ : les filaments sont donc stables, attraction et re´pulsion se compensant.
En pre´sence d’un seul mode, le champ e´lectrique induit Ey(x) a la structure spatiale du mode en
question, qui est la meˆme que celle du champ magne´tique. Il agira de la meˆme fac¸on sur les particules
d’un filament tel que Jy > 0 que sur celles du filament voisin de densite´ de courant Jy < 0. Ainsi,
deux courants A et C circulant dans le meˆme sens seront se´pare´s par un courant B circulant dans le
sens oppose´ et il n’y aura pas de fusion entre eux.
Lorsque plusieurs modes dominent la phase non-line´aire, les densite´s de courant circulant dans le
meˆme sens vont progressivement fusionner, jusqu’a` atteindre une taille critique : c’est le phe´nome`ne de
coalescence [37][38][39] sous l’effet de la composante Ey(x). En effet, dans ce cas la structure spatiale de
Ey diffe`re de celle de Bz. Pour le comprendre, supposons un champ magne´tique compose´ de plusieurs
modes, dont l’amplitude augmente exponentiellement selon un taux de croissance Γ (de´pendant du
mode se´lectionne´) durant la phase line´aire :
Bz =
∑
n
B˜z0,nsin(knx) exp (Γ(kn)t), (1.21)
ou` B˜z0,n est l’amplitude initiale du mode n, de longueur d’onde 2π/kn. Le champ e´lectrique inductif
associe´ a` ce champ s’e´crit, apre`s utilisation de l’e´quation de Maxwell-Faraday,
Ey =
∑
n
B˜z0,n
Γ(kn)
kn
cos(knx) exp (Γ(kn)t). (1.22)
L’amplitude de Ey posse`de donc une de´pendance en kn (via le facteur Γ(kn)/kn) que n’a pas celle du
champ magne´tique. Le rapport Γ(kn)/kn tendant vers 0 pour les grandes valeurs de kn, on en de´duit
que l’amplitude du champ inductif des modes de grandeur longueur d’onde (les petites valeurs de kn)
sera plus importante.
La structure de la densite´ Jy va alors eˆtre modifie´e : le champ inductif Ey va freiner les particules
circulant dans un sens oppose´ au sien, et acce´le´rer celles circulant dans le meˆme sens. La taille typique
d’une re´gion de fort champ inductif e´tant supe´rieure a` celle de la longeur d’onde de Jy (qui est la
meˆme que celle de Bz), la force d’attraction entre deux courants A et C circulant dans le meˆme sens
(proportionnelle a` la densite´ de courant comme le montre ) va surpasser la force de re´pulsion exerce´e
sur eux par le courant B circulant entre A et C dans le sens oppose´, permettant la fusion de A et
C [39]. La fusion implique un transfert de l’e´nergie des petites e´chelles vers les grandes e´chelles. Ce
me´canisme de cascade inverse a e´galement des implications sur l’instabilite´ secondaire e´lectrostatique
17. ces filaments de courant donnent d’ailleurs son nom a` l’instabilite´ CFI
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(lie´e a` Ex) agissant sur les particules e´chappant au pie´geage magne´tique : les auteurs de [33] ont montre´
que, graˆce a` ce changement d’e´chelle, les particules de moment canonique transverse fort pouvaient a`
leur tour quitter les pie`ges magne´tiques pour renforcer l’instabilite´ secondaire.
On remarquera enfin que l’ajout d’un champ magne´tique d’ambiance a tendance a` affaiblir le taux
de croissance des instabilite´s [22], le niveau de saturation du champ magne´tique et les me´canismes
non-line´aires conduisant a` la fusion des filaments [39] constate´e aux temps longs.
1.2.6 Les instabilite´s de type Weibel dans la nature et au laboratoire
On rencontre assez fre´quemment, dans la litte´rature scientifique et dans la vulgarisation, l’affirma-
tion suivante : plus de 99% de la matie`re visible 18 dans l’Univers est a` l’e´tat de plasma. Les instabilite´s
de type Weibel e´tant des phe´nome`nes “de base”de la physique des plasmas du fait de leur cause, on les
rencontre dans une grande varie´te´ de situations physiques concre`tes. Nous allons en discuter quelques
unes.
1.2.6.1 Dans l’environnement terrestre
A` l’e´chelle de la Terre, les premiers plasmas naturels se trouvent dans l’atmosphe`re. A` basse alti-
tude, la pre´sence de charge e´lectrique dans l’air est essentiellement provoque´e par effet triboe´lectrique.
Son accumulation implique la ge´ne´ration d’une diffe´rence de potentiel par rapport au sol. Lorsque
le champ e´lectrique associe´ est trop e´leve´, une de´charge se produit : c’est la foudre. Au-dela` de 60
km d’altitude, l’atmosphe`re est partiellement ionise´e par le rayonnement ultraviolet e´mis par le So-
leil. Cette re´gion de l’atmosphe`re est appele´e l’ionosphe`re et est le sie`ge de phe´nome`nes lumineux
assez spectaculaires accompagnant les orages comme les jets bleus, les sylphes rouges et les halos (on
parle aussi de “phe´nome`nes lumineux transitoires”), mais aussi des aurores polaires provoque´es par
l’entre´e de particules charge´es provenant du Soleil dans les couches supe´rieures de l’atmosphe`re. Plus
on s’e´loigne de la surface de la Terre, plus l’atmosphe`re devient fortement ionise´e. L’environnement
imme´diat de la Terre est donc un laboratoire d’observation de premier choix pour la physique des
plasmas depuis la de´couverte des ceintures de Van Allen en 1958 19.
Le syste`me physique forme´ par le champ magne´tique terrestre, le plasma magne´tosphe´rique et le
vent solaire (Figure 1.7) est le the´aˆtre de nombreux phe´nome`nes fondamentaux en physique des plas-
mas, comme la reconnexion magne´tique [43][44] ou les instabilite´s de type Weibel en milieu magne´tise´
[22][45][46].
Le vent solaire est un plasma contenant des e´lectrons, des protons ainsi que quelques ions plus lourds
(surtout des particules alpha). Tre`s chaud (Te ≃ 105− 106K) et peu dense (ne ≃ 1− 10cm−3), il peut
eˆtre de´compose´ en trois composantes : un coeur de basse e´nergie, bien mode´lise´ par une distribution
(bi-)Maxwellienne et repre´sentant 90% des particules ; un halo suprathermique dont le me´canisme
de formation est un proble`me ouvert, plutoˆt bien mode´lise´ par une distribution (bi-)Kappa ([47],
[48]) ; enfin, une troisie`me composante appele´e “strahl” (rayon ou faisceau, en allemand) et constitue´e
d’e´lectrons rapides voyage paralle`lement aux lignes de champ magne´tique du Soleil en fuyant celui-ci.
Le strahl est responsable du transport de flux de chaleur e´lectronique dans le vent solaire. On distingue
principalement deux e´tats pour le vent solaire : le vent solaire rapide (de vitesse moyenne aux environs
de 600−800 km/s, constitue´ du coeur, du halo et du strahl), et le vent solaire lent (de vitesse moyenne
comprise entre 300 et 500 km/s et constitue´ du coeur et halo seulement).
Un mode`le simplifie´ de vent solaire consiste a` le repre´senter comme une superposition de faisceaux
aligne´s avec le champ magne´tique [23][49]. Une telle mode´lisation permet notamment de de´crire l’insta-
bilite´ e´lectronique de flux de chaleur (Electron Heat Flux Instability), soupc¸onne´e d’eˆtre responsable
(au moins en partie) de la re´gulation du flux de chaleur dans le vent solaire [50].
L’existence d’anisotropies de tempe´rature dans le vent solaire est connue de longue date [51][52][53].
Ces anisotropies sont plutoˆt faibles car elles sont limite´es par des processus instables (le plasma e´tant
trop chaud et trop peu dense pour que les collisions puissent s’en charger), dans le coeur du vent
solaire [54][55] comme dans le halo. Par exemple, l’instabilite´ Firehose (pour des anisotropies telles
que Te,‖ > Te,⊥) et l’instabilite´ Whistler (Te,⊥ > Te,‖) semblent eˆtre deux des principales instabilite´s
re´gulant l’anisotropie de tempe´rature e´lectronique dans le coeur et le halo du vent solaire lent [56].
18. On exclut donc du calcul matie`re et e´nergie noires.
19. Un historique des travaux sur la magne´tosphe`re mene´s avant les de´buts de l’exploration spatiale a e´te´ e´tabli par
David P. Stern [40] en 1989.
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1.2.6.2 Les jets relativistes et les chocs non-collisionnels dans le milieu interstellaire
Entre les e´toiles se trouve par de´finition le milieu interstellaire, essentiellement constitue´ d’un gaz
tre`s dilue´ (la densite´ pouvant tomber a` 10−4 particules par cm3, correspondant a` la bordure gauche
de la figure 1.1). Sur des e´chelles de longueur bien supe´rieures a` la taille du syste`me solaire, ce milieu
comprend des re´gions plutoˆt denses et froides, constitue´es d’hydroge`ne mole´culaire et appele´es GMC
(Giant Molecular Clouds) ainsi que des re´gions de plus faible densite´ et bien plus chaudes, a` l’e´tat de
plasma, comme les re´gions H II riches en protons (un exemple est la ne´buleuse d’Orion, visible a` l’oeil
nu depuis la Terre) dans lesquelles les e´toiles naissent. Un GMC peut devenir une re´gion H II a` la suite
d’un processus d’effondrement du nuage, initie´ par l’e´nergie rec¸ue d’une onde de choc le traversant.
Cette onde de choc est ge´ne´ralement produite par une supernova. Ces dernie`res, cadavres d’e´toiles
massives, constituent en effet l’une des principales sources d’e´nergie responsables de la dynamique
du milieu interstellaire. Outre leur roˆle de moteur, elles l’enrichissent d’e´le´ments chimiques lourds 20,
produits lors de l’explosion, e´le´ments que les e´toiles de taille standard sont incapables de synthe´tiser.
Outre ces nuages de matie`re, le milieu interstellaire est sillonne´ par des rayonnements cosmiques
(des particules mate´rielles de tre`s haute e´nergie, essentiellement des protons, mais aussi des e´lec-
trons) 21 dont l’origine est varie´e : supernovae, sursauts gamma (GRB, pour Gamma-Ray Bursts) et
noyaux de galaxie actives (AGN, pour Active Galactive Nucleus).
Les galaxies dites actives sont caracte´rise´es par une e´mission de rayonnement plus importante que la
moyenne des autres galaxies, sur de larges portions du spectre e´lectromagne´tique (voire sa totalite´) et
d’intensite´ variable, dont la source est probablement lie´e au trou noir supermassif situe´ en leur centre.
Parmi les galaxies actives, on peut citer par ordre de puissance e´mise croissante les radiogalaxies (dont
la majeure partie de l’e´nergie est e´mise, comme leur nom l’indique, dans le spectre des ondes radio),
les galaxies de Seyfert (e´mettant plutoˆt des rayons X) et les quasars, dont l’intensite´ d’e´mission dans le
domaine optique fait d’eux les objets les plus visibles de l’Univers. Le trou noir au centre d’une galaxie
active attire la matie`re proche, qui gravite autour de lui et forme un disque d’accre´tion. Certains de
ces disques produisent des jets relativistes, c’est a` dire une e´jection de plasma e´lectron-positron [57]
de vitesse moyenne proche de celle de la lumie`re, perpendiculaire au disque d’accre´tion et toujours
accompagne´e d’une e´mission e´lectromagne´tique recouvrant en particulier le spectre des ondes radio.
Ce dernier point implique une classification des galaxies actives selon qu’elles sont “radio-quiet” (les
jets sont ne´gligeables) ou “radio-loud” (avec jets relativistes). Le rayonnement e´mis par les jets semble
compatible avec le spectre du rayonnement synchrotron e´mis par des particules charge´es de´vie´es par
un champ magne´tique, ce qui implique la ge´ne´ration d’un champ magne´tique dans le processus, ou
l’existence pre´alable de ce champ.
De´couverts vers la fin des anne´es 60, les sursauts gamma sont quant a` eux des e´ve`nements rares et
particulie`rement violents se traduisant par l’e´mission bre`ve d’une forte quantite´ de photons gamma en
peu de temps (quelques millisecondes, plusieurs heures au maximum). Le flash initial est suivi d’une
e´mission re´manente recouvrant la totalite´ du spectre e´lectromagne´tique qui persiste plusieurs mois,
en perdant progressivement de l’intensite´. Les sursauts gamma sont suppose´s re´sulter d’une super-
nova particulie`rement spectaculaire. Un plasma d’e´lectrons est e´jecte´ sous forme de jets relativistes,
par spasmes (l’e´nergie des particules pouvant de´passer les 1019eV) : plusieurs couches successives
voyagent ainsi a` des vitesses diffe´rentes. Parfois, une couche rapide rattrape une couche plus lente et
leur rencontre donne lieu a` un choc (dit interne) responsable de l’e´mission gamma observe´e durant le
sursaut. Cette “boule de feu” interagit e´galement avec le milieu interstellaire (choc externe) et cette
interaction produit l’e´mission re´manente. Ces chocs non-collisionnels 22 sont accompagne´s de la ge´ne´-
ration d’un champ magne´tique, responsable de l’acce´le´ration des particules par me´canisme de Fermi
[58][59][60], ainsi que d’une production de rayonnement synchrotron.
L’interaction d’un jet relativiste avec le milieu interstellaire et celle entre deux couches de matie`re
e´jecte´es par une supernovae peuvent, par exemple, eˆtre mode´lise´es par l’interaction de deux faisceaux
de particules charge´es envoye´s l’un vers l’autre [61][62]. Moyennant une perturbation e´lectromagne´tique
perpendiculaire a` la direction de de´placement des faisceaux, l’instabilite´ CFI se de´veloppe la` ou` ces
couches se recouvrent. Le champ magne´tique de la perturbation est amplifie´ jusqu’a` saturation sous
l’effet du pie´geage magne´tique. On obtient alors, a` l’intersection des deux faisceaux, une zone de
20. De nume´ro atomique supe´rieur a` celui du fer.
21. Les rayons cosmiques peuvent eˆtre divise´s en deux cate´gories, ceux d’origine solaire (SEP, pour Solar Energetic
Particles) et ceux venant de l’exte´rieur du syste`me solaire, les GCR (Galactic Cosmic Rays), et qui en de´pit de leur
nom peuvent provenir de l’exte´rieur de la Voie Lacte´e. Les SEP contribuent a` la constitution du vent solaire et sont
ge´ne´ralement e´mis lors d’e´ruptions solaires (solar flare), ou a` la suite d’une e´jection de masse coronale succe´dant elle-
meˆme a` une e´ruption.
22. L’e´nergie est dissipe´e par la diffusion de particules sous l’effet de champs e´lectromagne´tiques turbulents, et non
pas par des collisions entre particules.
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confinement magne´tique des particules charge´es et une forte augmentation de la densite´ par rapport
au reste du plasma : un important gradient de densite´ est ainsi produit, en amont et en aval de la
re´gion de recouvrement. Des particules n’e´tant pas pie´ge´es a` la saturation de l’instabilite´ car n’e´tant
pas encore arrive´es dans la zone de recouvrement sont a` leur tour pie´ge´es, augmentant encore le
gradient. Lorsqu’il est suffisamment fort, une onde de choc est e´mise.
1.2.6.3 Astrophysique de laboratoire et interaction laser-plasma
La plupart des objets astrophysiques que nous avons mentionne´s sont loin et la seule fac¸on de
les e´tudier est de collecter la lumie`re qu’ils e´mettent dans notre direction, d’interpre´ter les spectres
mesure´s et d’e´tablir des mode`les tentant de les reproduire. Entre leur point d’e´mission et l’instrument
d’observation, les photons doivent traverser un milieu avec lequel ils vont interagir et donc eˆtre mo-
difie´s, rendant l’analyse du spectre recueilli difficile. Toute mesure e´tant associe´e d’une erreur, il est
ne´cessaire de re´pe´ter a` plusieurs reprises une expe´rience dans les meˆmes conditions pour tenter de
re´duire l’importance de cette erreur. Ceci est extreˆmement difficile en astrophysique, car les condi-
tions expe´rimentales ne sont pas controˆlables et car bien que certains e´ve`nements soient fre´quents
dans l’Univers (on estime par exemple que trente supernovae sont produites a` chaque seconde dans
tout l’Univers observable), chaque objet astrophysique est unique et susceptible de pre´senter un com-
portement innatendu. Finalement, certains processus se de´roulent sur des e´chelles de temps et de
longueur conside´rables par rapport a` celles de la vie humaine : l’observation de l’e´mission re´manente
accompagnant un sursaut gamma prend plusieurs mois.
L’ensemble des proble`mes e´voque´s au paragraphe pre´ce´dent pose la question de la reproductibi-
lite´ des re´sultats observationnels. L’astrophysique de laboratoire est une approche originale visant a`
reproduire sur Terre certains phe´nome`nes astrophysiques sur des e´chelles de temps et de longueur
raisonnables pour l’observateur. La dure´e des expe´riences e´tant de l’ordre de la seconde, il est pos-
sible de s’assurer de la reproductibilite´ des re´sultats. Cette approche est inte´ressante car elle assure a`
l’expe´rimentateur un controˆle sur les parame`tres physiques caracte´risant le phe´nome`ne. L’e´tude obser-
vationnelle du phe´nome`ne n’est plus passive : l’expe´rimentateur n’est plus condamne´ a` se contenter de
recueillir et d’analyser la lumie`re e´mise par un objet lointain car il peut de´sormais sonder le syste`me
au moyen de faisceaux de particules lumineuses ou mate´rielles. Cette approche repose bien entendu
sur la ne´cessite´ de re´aliser une expe´rience e´quivalente au syste`me astrophysique, les deux syste`mes
devant e´voluer de la meˆme fac¸on mais sur des e´chelles diffe´rentes. On doit pour cela trouver des lois
d’e´chelle, c’est a` dire des transformations mathe´matiques qui, applique´es aux principales variables
d’e´tat caracte´risant un syste`me, ne modifient pas les e´quations re´gissant leur e´volution. Les e´quations
sont donc invariantes sous cet ensemble de transformations. On ne de´crit plus le syste`me par ses pro-
prie´te´s thermodynamiques mais par des nombres sans dimension caracte´risant de fac¸on bijective un
comportement donne´, pourvu que les conditions initiales du phe´nome`ne re´el et celles du phe´nome`ne
reproduit soient relie´es par la meˆme loi d’e´chelle.
Il est donc the´oriquement possible de recre´er en laboratoire des chocs non-collisionnels au moyen
de lasers intenses pour observer et e´tudier leur formation, comme repre´sente´ sur la figure 1.8. Si
l’expe´rience pre´sente´e sur cette figure n’a pas re´ussi a` re´aliser les conditions de densite´ ne´cessaires au
de´veloppement du choc, elle a permis d’observer la ge´ne´ration d’un champ magne´tique par instabilite´
de filamentation de courant. De nouvelles installations de haute puisance comme le NIF (National
Ignition Facility) ou le LMJ (Laser Me´gajoule) devraient permettre de produire les chocs.
Les lasers intenses sont aussi employe´s dans un contexte diffe´rent, celui de la fusion thermonucle´aire.
La re´action de fusion nucle´aire d’un noyau de deute´rium avec un noyau de tritium, produisant un
noyau d’he´lium et un neutron rapide, libe`re une e´nergie importante que l’on souhaite re´cupe´rer pour
alimenter un nouveau genre de centrale e´lectrique. Pour re´ussir a` fusionner ces noyaux, il est ne´cessaire
de leur founir une e´nergie thermique conside´rable, de l’ordre de 108K : sous de telles tempe´ratures, le
me´lange deute´rium-tritium est a` l’e´tat de plasma, et ce plasma a tendance a` l’expansion sous l’effet
de sa propre pression cine´tique.
Les conditions de tempe´rature extreˆmes doivent eˆtre maintenues suffisamment longtemps pour que
le proce´de´ soit e´conomique viable : il est ne´cessaire de fournir de l’e´nergie pour cre´er et chauffer le
plasma, il faut donc que les re´actions de fusion puissent produire plus que ce que l’on a consomme´
pour les de´clencher. Cela requiert de confiner le plasma pendant une dure´e minimale, appele´e temps
de confinement.
Plusieurs possibilite´s existent pour confiner un plasma de fusion. Citons d’abord le confinement
gravitationnel, re´alise´ au coeur des e´toiles : le poids conside´rable des couches supe´rieures d’une e´toile
s’exerce sur le coeur de l’astre, sie`ge des re´actions de fusion. L’e´quilibre entre ce poids et la volonte´
d’expansion du coeur sous l’effet de sa pression persiste tant qu’il y a suffisamment de matie`re pou-
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Nous avons de´fini au chapitre pre´ce´dent le plasma comme un syste`me de particules e´lectrique-
ment charge´es, mises en mouvement par l’agitation thermique et par des champs e´lectromagne´tiques.
Ces champs sont ge´ne´re´s par les particules elles-meˆmes et donnent lieu au comportement dit auto-
consistant du plasma. Peuvent e´galement s’ajouter, selon le proble`me e´tudie´, des champs (notamment
magne´tiques) impose´s par le milieu exte´rieur. Un mode`le physique destine´ a` de´crire le comporte-
ment d’un plasma doit en premier lieu restituer ce comportement auto-consistant. Il implique donc
ne´cessairement un syste`me d’e´quations fortement couple´es les unes aux autres, de´crivant d’une part
le mouvement des particules, et d’autre part l’e´volution des champs e´lectromagne´tiques. Nous avons
de plus identifie´ bon nombre des plasmas dans lesquels se produisaient les instabilite´s de type Weibel
comme des plasmas cine´tiques et non-collisionnels, ce qui nous permettra de faire plusieurs hypothe`ses
simplificatrices pour obtenir les mode`les que nous allons utiliser.
Il est possible de de´crire un plasma avec diffe´rents degre´s de pre´cision. La premie`re partie de ce
chapitre consiste a` mener un rapide tour d’horizon de ces niveaux. Nous nous concentrerons ensuite
sur les mode`les utilise´s au cours de ce travail de the`se. Le premier d’entre eux est le mode`le Vlasov-
Maxwell, une description de type cine´tique correspondant au cas limite g = 0. Le second mode`le
que nous utiliserons est le mode`le multifaisceaux : il s’agˆıt d’une description de type Vlasov-Maxwell
utilisant l’invariance canonique pour re´duire la dimension effective d’un proble`me dans l’espace des
phases. La dernie`re description est de nature macroscopique : il s’agˆıt d’un mode`le fluide e´tendu,
prenant en compte la dynamique du tenseur de pression complet et ne´gligeant la contribution du flux
de chaleur. Les conditions d’application de ces mode`les seront discute´es, ainsi que leurs faiblesses et
leurs avantages pratiques.
Par souci de pe´dagogie, on profitera de ce survol pour tenter de lever certaines ambigu¨ıte´s quant a`
l’utilisation, parfois floue dans la litte´rature, du moment canonique ou de la quantite´ de mouvement
dans les e´quations cine´tiques, ainsi que sur la nature du champ magne´tique intervenant dans ces
e´quations. Compte tenu de la complexite´ de la forme des interactions magne´tiques entre particules
charge´es, en particulier lorsque le re´gime est relativiste, il nous semblait ne´cessaire de ne pas laisser
cette proble´matique de coˆte´ et de fournir quelques e´le´ments de re´ponse a` ce sujet.
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2.1 Description particulaire : le proble`me a` N corps
Une fac¸on parmi les plus ge´ne´rales d’e´tudier les proprie´te´s d’un ensemble de particules consiste a`
de´terminer leur e´tat microscopique a` chaque instant. Ceci peut passer par la connaissance des forces
agissant sur chacune des particules (me´canique des syste`mes de points mate´riels) ou par la connaissance
d’une fonction mathe´matique de´pendant des degre´s de liberte´ du syste`me (me´canique analytique). On
choisit de retenir cette dernie`re approche pour traiter, d’abord le proble`me d’une particule relativiste
plonge´e dans un champ e´lectromagne´tique, puis le proble`me relativiste a` N corps qu’est la description
particulaire d’un plasma.
2.1.1 Particule charge´e dans un champ e´lectromagne´tique
2.1.1.1 Formalisme Hamiltonien
La me´canique Hamiltonienne permet de de´crire le mouvement d’un syste`me me´canique de dimen-
sion quelconque, a` travers la donne´e d’une fonction appele´e Hamiltonien, note´e H. La re´solution des
e´quations d’Hamilton,
r˙ =
∂H
∂P
, P˙ = −∂H
∂r
, (2.1)
conduit aux e´quations du mouvement de la particule, exprime´es dans l’espace des phases {r,P }. Le
vecteur r de´signe les coordonne´es ge´ne´ralise´es de la particule, que l’on assimilera ici a` ses coordonne´es
de position {x, y, z} dans un repe`re carte´sien. Par conse´quent, r sera le vecteur position et r˙ le
vecteur vitesse. Le vecteur P est le moment canonique de la particule (aussi appele´ impulsion ou
moment conjugue´), grandeur a` ne pas confondre avec la quantite´ de mouvement de la particule, note´e
p. Pour une particule anime´e d’un mouvement tridimensionnel, la dimension de l’espace des phases
est 6, chacun des vecteurs r et P ayant trois composantes.
Conside´rons une particule de charge e´lectrique q et de masse m baignant dans un champ e´lectro-
magne´tique (E,B). Le champ (E,B) de´rive des potentiels vecteur A(r, t) et scalaire Φ(r, t) a` travers
les relations suivantes,
B(r, t) =∇×A, E(r, t) = −∇Φ− ∂A
∂t
. (2.2)
Le Hamiltonien de la particule, en re´gime relativiste, s’e´crit :
H(r,P , t) = (γ − 1)mc2 + qΦ(r, t), (2.3)
ou` la notation γ de´signe le facteur de Lorentz de la particule, d’expression
γ =
√
1 +
(P − qA(r, t))2
m2c2
. (2.4)
La limite non-relativiste du Hamiltonien peut eˆtre obtenue en effectuant un de´veloppement limite´ a`
l’ordre 1 de ce facteur :
H = (P − qA(r, t))
2
2m
+ qΦ(r, t). (2.5)
La quantite´ H n’est de´finie qu’a` une constante pre`s. En effet, en observant les e´quations (2.1), on
voit que ce sont les de´rive´es de H par rapport aux coordonne´es de l’espace des phases qui interviennent
dans les e´quations du mouvement. Ici, nous avons fait le choix de retirer l’e´nergie de masse E0 = mc2,
constante, de l’expression de H.
De meˆme, le champ e´lectromagne´tique n’apparaˆıt dans H que par l’interme´diaire des potentiels
vecteur A(r, t) et scalaire Φ(r, t), eux-meˆmes de´finis a` une constante pre`s. On doit donner une valeur a`
cette constante : on introduit pour cela une condition de jauge. A` titre d’illustration, nous pre´sentons
la jauge de Lorenz,
∇ ·A+ 1
c2
∂Φ
∂t
= 0, (2.6)
fre´quemment employe´e en re´gime relativiste. On citera aussi une autre jauge, celle de Coulomb, pour
laquelle ∇ ·A = 0. Ce choix ne modifie pas les e´quations du mouvement mais a des conse´quences sur
l’e´criture des champs e´lectrique et magne´tique.
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2.1.1.2 Re´solution du proble`me
La premie`re e´quation d’Hamilton nous permet d’e´tablir un lien direct entre P , quantite´ peu par-
lante d’un point de vue cine´matique, et la vitesse r˙ :
r˙ =
P − qA
mγ
, (2.7)
e´quation que l’on peut re´e´crire
P = p+ qA(r, t), (2.8)
ou`
p ≡ γmr˙, (2.9)
est la quantite´ de mouvement de la particule.
Utiliser la seconde e´quation d’Hamilton nous permet d’obtenir l’e´quation du mouvement. En effet,
de´rivons par rapport au temps l’e´quation (2.8) et utilisons P˙ = −∂H
∂r
:
dP
dt
=
dp
dt
+ q
dA
dt
= −∂H
∂r
. (2.10)
D’une part,
dA
dt
=
∂A
∂t
+
(
r˙ · ∂
∂r
)
A, (2.11)
et d’autre part,
∂H
∂r
= mc2
∂γ
∂r
+ q
∂Φ
∂r
= −q
Px − qAxmγ︸ ︷︷ ︸
≡ x˙
∂Ax
∂r
+
Py − qAy
mγ︸ ︷︷ ︸
≡ y˙
∂Ay
∂r
+
Pz − qAz
mγ︸ ︷︷ ︸
≡ z˙
∂Az
∂r
+ q∂Φ∂r (2.12)
Combinons les e´quations (2.11) et (2.12) avec l’e´quation (2.10), et projetons le re´sultat selon l’axe Ox
d’un repe`re carte´sien :
dpx
dt
= q
(
−∂Φ
∂x
− ∂Ax
∂t
)
︸ ︷︷ ︸
= Ex
+qy˙
(
∂Ay
∂x
− ∂Ax
∂y
)
︸ ︷︷ ︸
≡ [∇×A]z = Bz
+qz˙
(
∂Az
∂x
− ∂Ax
∂z
)
︸ ︷︷ ︸
= −By
= q (Ex + y˙Bz − z˙By) = q (Ex + [r˙ ×B]x) . (2.13)
On retrouve alors l’expression de l’une des trois composantes de la force de Lorentz. Projeter selon les
axes Oy et Oz conduit a` des re´sultats similaires. On retrouve donc bien l’e´quation du mouvement
dp
dt
= q
(
E +
p
mγ
×B
)
, (2.14)
que l’on aurait pu obtenir en utilisant le Principe Fondamental de la Dynamique.
2.1.2 Proble`me a` N corps par la me´canique Hamiltonienne
Pour de´crire le plasma, on choisit de calculer la trajectoire exacte de chacune de ces N particules
en proce´dant comme au paragraphe pre´ce´dent : c’est une approche de type proble`me a` N corps.
2.1.2.1 Prise en compte des interactions entre particules
En formalisme Hamiltonien, l’e´tat du syste`me de N particules est donne´ par la connaissance exacte
de la position rα et du moment canonique P α de chaque particule α a` chaque instant t. Cet e´tat e´volue
conforme´ment aux e´quations de Hamilton :
P˙ α = − ∂H
∂rα
, r˙α =
∂H
∂P α
, (2.15)
32
CHAPITRE 2. MODE`LES DE PLASMAS NON-COLLISIONNELS
ou` H est ici le Hamiltonien du syste`me de N particules en interaction. Il faut donc trouver une e´criture
pour H.
Nous avons vu (Section 2.1.1) qu’en re´gime relativiste, le Hamiltonien d’une particule test α charge´e
qα, de masse mα plonge´e dans un champ e´lectromagne´tique (E,B) est de´fini comme :
Hα(rα,P α, t) = (γα − 1)mαc2 + qαΦ(rα, t), (2.16)
avec
γα =
√
1 +
(P α − qαA(rα, t))2
m2αc
2
. (2.17)
Pour un syste`me de plusieurs particules, les potentiels A(rα, t) et Φ(rα, t) agissant sur la particule α
situe´e en rα tiennent compte de deux types de contributions.
D’une part, une contribution “exte´rieure”, lie´e aux champs non-ge´ne´re´s par le plasma lui-meˆme.
On peut citer comme exemples le champ magne´tique solaire applique´ au plasma du vent solaire ou
encore le champ de confinement ge´ne´re´ par les bobines d’un tokamak.
D’autre part, une contribution “auto-consistante”, lie´e aux forces e´lectromagne´tiques internes au
plasma. Les particules charge´es ge´ne`rent des champs e´lectromagne´tiques de par leur pre´sence et de par
leur mouvement. Ces champs affectent l’ensemble des autres particules et modifient leur mouvement.
Une fac¸on e´quivalente de de´crire ces champs revient a` conside´rer que chaque particule du plasma est en
interaction e´lectrique et magne´tique avec chacune des autres particules. Ce potentiel auto-consistant
est donc la somme de tous les potentiels d’interaction “a` deux particules” du plasma.
Pour de´crire ces interactions, il nous faut utiliser les potentiels e´lectromagne´tiques ge´ne´re´s par une
particule charge´e en mouvement, donne´s par les formules de Lie´nard-Wiechert. Leur expression, peu
pratique a` l’usage, peut eˆtre de´veloppe´e comme suit [1],
Φ ≃ q
4πǫ0r
+O
(
v2
c2
)
(2.18)
cA ≃ q
8πǫ0cr3
(
r2r˙ + (r˙ · r)r)+O(v3
c3
)
(2.19)
sous re´serve de conside´rer des effets mode´re´ment relativistes. On remarquera au passage que le potentiel
vecteur est une grandeur intrinse`quement relativiste puisque le terme d’ordre le plus bas fait intervenir
le rapport v/c (a` travers r˙), ce qui n’est pas le cas du potentiel scalaire dont la partie coulombienne
est purement e´lectrostatique (le mouvement des particules n’apparaˆıt pas explicitement).
Le calcul du Hamiltonien e´lectromagne´tique a` N corps, tenant compte des corrections relativistes
de premier ordre en v/c, est de´taille´ dans [1]. Ce calcul conduit a` la forme suivante du Hamiltonien a`
N particules,
H =
N∑
α=1
[
(γα − 1)mαc2 + qαΦext
]
+
∑
α,β
ϕα,β , (2.20)
ou` α et β de´signent deux particules distinctes. Nous allons de´tailler ci-dessous la signification de chacun
des termes de cette expression.
On fait tout d’abord le choix de retirer l’e´nergie de masse pour conserver la forme en γ − 1 du
Hamiltonien, mais ce n’est pas une ne´cessite´.
La limite faiblement relativiste permet d’approximer le facteur de Lorentz en e´vacuant la contri-
bution des interactions magne´tiques du terme d’e´nergie cine´tique γαmαc
2. Le γα figurant dans (2.20)
n’est donc qu’une forme approche´e du facteur de Lorentz, et s’e´crit
γ2α = 1 +
(P α − qαAext)2
m2i c
2
. (2.21)
Seul le potentiel vecteur lie´ aux champs magne´tiques applique´s au plasma est pre´sent dans l’expression
de γα.
Le second terme de´crit l’interaction de chaque particule avec un champ e´lectrique exte´rieur, de´rive´
du potentiel Φext, calcule´ en rα.
Les interactions entre particules (interactions magne´tiques de premier ordre et interaction e´lectro-
statique) sont prises en compte dans le dernier terme, note´ ϕα,β , d’expression
ϕα,β =
1
4πǫ0
qαqβ
rαβ
− 1
8πǫ0c2
qαqβ
mαmβ
(
piα · r2αβpiβ
)
+ (piα · rαβ) (rαβ · piβ)
r3αβ
, (2.22)
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ou`
piα = P α − qαAext(rα) (2.23)
est diffe´rente de la quantite´ de mouvement pα en raison des interactions magne´tiques. Cette grandeur
intervient dans l’expression approche´e (2.21) du facteur de Lorentz. Le premier terme de l’e´quation
(2.22) correspond au potentiel e´lectrostatique d’interaction entre deux particules α et β se´pare´es de la
distance rαβ . Le second terme de´crit les interactions de nature magne´tique dans une limite faiblement
relativiste.
2.1.2.2 Limite non-relativiste
On obtient la limite non-relativiste du Hamiltonien par le biais d’un de´veloppement limite´ portant
sur le facteur de Lorentz :
H =
N∑
α=1
[
(P α − qαAext(rα, t))2
2mα
+ qαΦext
]
+
1
4πǫ0
∑
α>β
qαqβ
rαβ
(2.24)
pour le syste`me complet. Toute contribution lie´e aux interactions magne´tiques disparaˆıt comple`tement
du terme d’interaction ϕαβ . Dans cette limite, le potentiel vecteur provient du champ magne´tique ex-
terne applique´ au plasma. Le potentiel e´lectrique retient quant a` lui les deux contributions : interactions
e´lectrostatiques de forme coulombienne et champ d’origine exte´rieure.
2.1.2.3 Faisabilite´
Ce Hamiltonien total est celui qui doit eˆte inse´re´ dans les e´quations de Hamilton (2.15). Comme il
y a 6 e´quations canoniques par particule, il nous faudra re´soudre un syste`me de 6N e´quations. Si le
traitement des proble`mes a` 2 corps (voire a` 3 sous certaines limites) est analytiquement re´alisable, il
est ne´cessaire de recourir a` des me´thodes nume´riques pour des syste`mes plus grands. Si on souhaite
de´crire des syste`mes re´alistes mettant en jeu un nombre de particules voisin du nombre d’Avogadro
N ∼ NA ∼ 6× 1023 ou d’une fraction macroscopique de ce nombre, la me´moire requise pour stocker
les trois composantes de vitesse et de position de chaque particule est conside´rable, et ce malgre´
les progre`s effectue´s au cours des dernie`res de´cennies en matie`re de super calculateurs. En effet, un
volume de 1 mm3 d’air dans les conditions normales de pression et de tempe´rature contient environ
1016 particules. Il faut donc environ 1017 nombres (3 coordone´es de position, 3 de vitesse par particule)
pour de´crire comple`tement l’e´tat me´canique microscopique de ce syste`me a` un instant donne´. Soit,
comme souligne´ dans [2], de quoi remplir pre`s de 50 milliards de kilome`tres de papier. A` cette lourdeur
intrise`quement lie´e a` la taille du syste`me s’ajoute le proble`me des potentiels d’interaction, chaque
particule interagissant formellement avec toutes les autres : le calcul des potentiels est difficile et les
6N e´quations sont couple´es. Il est donc ne´cessaire de trouver une alternative qui soit re´alisable sur le
plan pratique. Ceci est un proble`me re´current en physique des plasmas.
2.1.3 Approche de Klimontovich
Il est possible de formuler d’une autre manie`re le proble`me traite´ dans la section pre´ce´dente. Plutoˆt
que de conside´rer chaque particule individuellement, on peut s’inte´resser a` l’e´volution d’une fonction
de´crivant l’ensemble des particules (i.e. l’e´tat exact du syste`me de N particules). Cette fonction est
la densite´ particulaire, que l’on exprime dans l’espace {r,p} de dimension 6, les vecteurs r et p ayant
trois composantes.
Pour N = 1, cette densite´ particulaire s’e´crit simplement :
N (r,p, t) = δ(r − r1(t))δ(p− p1(t)) (2.25)
ou` r1(t) et p1(t) sont la position et la quantite´ de mouvement de la particule a` l’instant t. La particule,
suppose´e ponctuelle, est donc repre´sente´e par un pic de Dirac.
On ge´ne´ralise facilement cette expression a` un nombre quelconque de particules N , ou` la densite´
particulaire devient un peigne de Dirac dont chaque “pic” repre´sente une particule :
N (r,p, t) =
N∑
α=1
δ(r − rα(t))δ(p− pα(t)). (2.26)
Un plasma est constitue´ d’au moins deux types de particules, des ions et des e´lectrons. Il arrive aussi
que l’on de´cide de se´parer les e´lectrons en plusieurs sous-espe`ces, lorsque leur comportement n’est pas
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statistiquement homoge`ne. Par exemple lorsque des e´lectrons venant de deux syste`mes originellement
diffe´rents (nuages de matie`re interstellaire, faisceaux de particules charge´es) viennent a` se rencontrer,
ou encore lorsqu’une fraction non-ne´gligeable de la population e´lectronique se de´place en moyenne a`
une vitesse diffe´rente de celle de l’ensemble. L’e´quation de Klimontovich est ge´ne´ralisable a` un syste`me
de plusieurs espe`ces, ce qui permet de traiter ce type de proble`mes. Si on suppose que Nesp espe`ces
de N0 particules coexistent, chaque espe`ce e´tant affecte´e d’un indice s qui lui est propre pour la
distinguer, la densite´ totale s’e´crit
N (r,p, t) =
Nesp∑
s=1
Ns, (2.27)
ou` Ns est la densite´ de l’espe`ce s, donne´e par
Ns(r,p, t) =
N0∑
α=1
δ(r − rs,α(t))δ(p− ps,α(t)). (2.28)
De´terminer l’e´volution du plasma revient a` savoir comment cette densite´ particulaire va e´voluer,
a` la fois dans le temps mais aussi dans l’espace des phases (de quelle manie`re les particules sont elles-
re´parties ?). L’e´volution temporelle de la densite´ Ns(r,p, t) s’obtient en prenant sa de´rive´e partielle
par rapport au temps,
∂Ns
∂t
=
N0∑
α=1
∂δ(r − rs,α(t))
∂t
δ(p− ps,α(t)) +
N0∑
α=1
δ(r − rs,α(t))
∂δ(p− ps,α(t))
∂t
. (2.29)
Or,
∂δ(r − rs,α(t))
∂t
δ(p− ps,α(t)) =
∂δ(r − rs,α(t))∂r · ∂r∂t︸︷︷︸
≡ 0
+
∂δ(r − rs,α(t))
∂rs,α
· ∂rs,α(t)
∂t
 δ(p− ps,α(t))
= −∂δ(r − rs,α(t))
∂r
· drs,α(t)
dt
δ(p− ps,α(t))
= − ∂
∂r
[
δ(r − rs,α(t))δ(p− ps,α(t))
] · drs,α(t)
dt
, (2.30)
ou` on a utilise´ la relation
∂f(a− b)
∂a
= −∂f(a− b)
∂b
et le fait que r, p et t sont par de´finition des
variables inde´pendantes.
En proce´dant de la meˆme manie`re avec le second terme de (2.29), on obtient
0 =
∂Ns
∂t
+
∂
∂r
[
N0∑
α=1
δ(r − rs,α(t))δ(p− ps,α(t))
]
· drs,α(t)
dt
+
∂
∂p
[
N0∑
α=1
δ(r − rs,α(t))δ(p− ps,α(t))
]
· dps,α(t)
dt
Or, nous savons que le mouvement d’une particule charge´e plonge´e dans un champ e´lectroma-
gne´tique (Em,Bm), ou` l’exposant “m” souligne le fait que les champs Em et Bm sont les champs
microscopiques exacts 1, obe´it aux e´quations
drs,α(t)
dt
=
ps,α
γs,αms
= vs,α (2.31)
et
dps,α(t)
dt
= qs
(
Em(rs,α(t), t) +
ps,α
msγs,α
×Bm(rs,α(t), t)
)
. (2.32)
Comme aδ(a− b) = bδ(a− b) au sens des distributions, on peut remplacer tous les rs,α et les ps,α
par r et p respectivement, coordonne´es d’un point quelconque de l’espace des phases (c’est a` dire non
attache´ a` une particule).
1. Ils tiennent compte des champs externes et de ceux ge´ne´re´s par les particules.
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On arrive ainsi a` l’e´quation de Klimontovich,
∂Ns
∂t
+ v · ∂Ns
∂r
+ qs (E
m(r, t) + v ×Bm(r, t)) · ∂Ns
∂p
= 0, (2.33)
de´crivant l’e´volution exacte d’une population de N0 particules dans un espace a` six dimensions. Cette
e´quation peut eˆtre e´crite sous forme Lagrangienne, le membre de gauche prenant alors la forme d’une
de´rive´e totale
dNs
dt
= 0, (2.34)
qui traduit la conservation et le transport de la densite´ particulaire a` travers le mouvement d’une
particule dans l’espace des phases, les champs d’advection e´tant la vitesse v et la force de Lorentz
qs (E
m(r, t) + v ×Bm(r, t)).
Les champs Em et Bm sont obtenus par la re´solution des e´quations de Maxwell :
∇ ·Em = 1
ǫ0
Nesp∑
s=1
qs
∫
d3pNs, (2.35)
∇ ·Bm = 0, (2.36)
∇×Em + ∂B
m
∂t
= 0, (2.37)
∇×Bm = µ0
Nesp∑
s=1
qs
∫
d3p
p
mγ
Ns + 1
c2
∂Em
∂t
. (2.38)
Il est enfin important de pre´ciser que l’e´quation de Klimontovich est exacte 2. Il s’agˆıt d’une re´e´cri-
ture du proble`me Hamiltonien conside´re´ en section 2.1.2, en proie aux meˆmes proble`mes de re´solution
(quantite´ de me´moire requise e´norme, mode´liser l’interaction de chaque particule avec toutes les autres
...).
2. Contrairement aux descriptions que nous allons introduire dans la section 2.2, la description de Klimontovich n’est
pas de nature statistique.
36
CHAPITRE 2. MODE`LES DE PLASMAS NON-COLLISIONNELS
2.2 Description statistique
Connaˆıtre l’e´tat exact du plasma a` chaque instant est donc un reˆve inaccessible pour un syste`me
de taille macroscopique. Mais il ne s’agˆıt pas non plus d’un impe´ratif. En effet, les mesures macro-
scopiques ne sont que tre`s peu sensibles au comportement individuel de chaque particule, a` plus forte
raison dans un syste`me comme un plasma cine´tique, contraint par des interactions e´lectromagne´tiques
collectives. Ce constat est l’un des principaux fondements de l’approche statistique de la physique,
de´veloppe´e a` la fin du XIXe`me sie`cle. Le fait de travailler avec des grands nombres sugge`re en effet
l’utilisation de me´thodes probabilistes. Une description fonde´e sur une approche statistique tendra
vers une description exacte : les fluctuations statistiques des grandeurs mesurables seront de l’ordre
de
√
N/N (N e´tant le nombre de particules), autrement dit inde´tectables par la mesure pour des
syste`mes de grande taille.
Nous avons vu que l’on pouvait caracte´riser l’e´tat me´canique d’une particule suppose´e ponctuelle
α a` un instant t0 par la donne´e de sa position r et de son moment conjugue´ P a` cet instant. On
de´signera cet e´tat par la notation {rα(t0),P α(t0)}, α = 1. Chaque point de l’espace des phases {r,P }
repre´sente ainsi un e´tat possible pour cette particule. L’e´volution de l’e´tat d’une particule se traduit
par le trace´ d’une trajectoire continue dans cet espace, et cette trajectoire est parame´tre´e par le temps.
L’e´tat microscopique (ou micro-e´tat) d’un syste`me de N particules a` l’instant t0 s’e´crit, de manie`re
analogue :
{r1(t0), r2(t0), ..., rN (t0),P 1(t0),P 2(t0), ...,PN (t0)}, (2.39)
Le mouvement complet du syste`me de N particules est donne´ par l’e´volution temporelle de ce micro-
e´tat : elle correspond a` un ensemble de trajectoires dans l’espace des phases {r,P } de dimension 6, ou
a` une seule trajectoire dans l’espace {r3N ,P 3N} de dimension 6N . Dans ce dernier cas, chaque point
repre´sente un micro-e´tat possible pour le syste`me de N particules. On ne cherche pas a` de´terminer avec
certitude quel micro-e´tat sera celui du syste`me a` l’instant conside´re´ (ceci est possible via l’e´quation
de Klimontovich) mais plutoˆt quelle est la probabilite´ pour qu’un micro-e´tat donne´ soit re´alise´.
En effet, toute grandeur physique G(r,P , t), une fois mesure´e, correspondra a` la valeur moyenne
G¯ =
∫
G(r,P , t) dP (2.40)
ou` dP est la probabilite´ d’observer un micro-e´tat en particulier, c’est a` dire de trouver un e´tat pour
lequel la particule α a une position rα et un moment conjugue´ P α connus respectivement a` d
3rα et
d3P α pre`s, et ce pour tout 1 ≤ α ≤ N . Il ne s’agˆıt la` que d’une moyenne sur tous les micro-e´tats
possibles, ponde´re´e par leur probabilite´ de re´alisation.
Cette probabilite´ est donc celle de trouver le syste`me dans le volume infinite´simal dτ de l’espace
des phases de dimension 6N . Elle s’e´crit donc
dP = D(r1, r2, ..., rN ,P 1,P 2, ...PN , t) dτ, (2.41)
ou` D est la densite´ de probabilite´ a` l’instant t, tenant lieu de coefficient de proportionnalite´, et ou`
dτ = d3Nrd3NP , avec :
d3Nr = d3r1d
3r2...d
3rN et d
3NP = d3P 1d
3P 2...d
3PN . (2.42)
La probabilite´ de trouver toutes les particules n’importe ou` dans l’espace des phases lorsqu’on
conside`re la totalite´ de cet espace est e´gale a` 1, d’ou` la condition de normalisation∫
D(r1, ..., rN ,P 1, ...,PN , t) dτ = 1. (2.43)
On peut aussi tenir compte de l’indiscernabilite´ des particules constitutives du plasma. En termes plus
simples, si on conside`re deux boˆıtes A et B ainsi que deux balles identiques virtuellement nume´rote´es
1 et 2, il est impossible de distinguer la situation {1 dans A et 2 dans B } de la situation {1 dans B
et 2 dans A} puisque nul n’est re´ellement capable de distinguer 1 et 2. Comme il y a N ! fac¸ons de
ranger N objets dans N boˆıtes en mettant un seul objet par boˆıte (les e´lectrons sont des fermions),
la probabilite´ d’observer un micro-e´tat donne´, quelque soit l’ordre de rangement des particules, est en
re´alite´ N ! fois plus e´leve´e.
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2.2.1 E´quation de Liouville
2.2.1.1 The´ore`me de Liouville
Conside´rons un grand nombre de plasmas de N particules dont les e´tats, voisins dans l’espace
des phases {r3N ,P 3N}, constituent un e´le´ment de volume dτ . Chacun de ces syste`mes va e´voluer au
cours du temps, impliquant un de´placement de leur point repre´sentatif, et donc un de´placement avec
de´formation du volume dτ . A` t + dt l’ensemble de ces points formera un nouvel e´le´ment de volume
note´ dτ ′, suite a` cette de´formation.
On peut de´finir la “vitesse” avec laquelle le point repre´sentatif de l’e´tat du plasma parcourt sa
trajectoire d’e´volution dans l’espace des phases par le vecteur
(
r˙, P˙
)
. Il s’agˆıt du flux Hamiltonien,
dont la divergence est nulle en vertu des e´quations d’Hamilton. Ceci implique la conservation de tout
volume de l’espace des phases {r3N ,P 3N} au cours du temps, soit
dτ = dτ ′, (2.44)
ce qui constitue le the´ore`me de Liouville.
2.2.1.2 E´quation de Liouville
On sait avec certitude que tous les syste`mes ont leur point repre´sentatif dans dτ a` l’instant t, et
dans dτ ′ en t+ dt. Le nombre de syste`mes reste le meˆme. Par conse´quent, on a :
D(r3N ,P 3N , t)dτ = D(r′3N ,P ′3N , t+ dt)dτ ′ (2.45)
avec
D(r′3N ,P ′3N , t+ dt) = D(r3N + r˙3Ndt,P 3N + P˙ 3Ndt, t+ dt). (2.46)
En vertu du the´ore`me de Liouville, il vient que :
D(r3N ,P 3N , t) = D(r3N + r˙3Ndt,P 3N + P˙ 3Ndt, t+ dt). (2.47)
On voit que la densite´ de probabilite´ est conserve´e au cours du temps. La valeur de D est advecte´e
au cours du temps le long de la trajectoire suivie par le point repre´sentatif du syste`me lorsqu’il
e´volue. On peut donc dire que le point repre´sentatif du syste`me “embarque” avec lui sa probabilite´ de
re´alisation au cours de son mouvement dans l’espace des phases {r3N ,P 3N}.
Cela ne signifie pas que la densite´ de probabilite´ sera, en un point donne´ de {r3N ,P 3N}, constante
dans le temps. Au cours du temps, la densite´ varie localement, ses valeurs se de´plac¸ant le long de
trajectoires correspondant a` ces e´volutions possibles pour le syste`me. Supposons deux syste`mes dont
les points repre´sentatifs A et B e´voluent le long de la meˆme trajectoire dans l’espace {r3N ,P 3N}, mais
pas aux meˆmes instants. A est en avance sur B. A` l’instant t1, le point A est en {rA,PA}, micro-e´tat
de probabilite´ PA alors que B est en {rB ,PB}, micro-e´tat de probabilite´ PB . Choisissons un instant
t2 pour lequel le point B atteint l’e´tat qu’occupait A en t1. La probabilite´ de re´alisation de cet e´tat
sera toujours PB et non pas PA, car le point B a “emporte´” avec lui la probabilite´ de re´alisation de
l’e´tat {rB ,PB}.
En de´veloppant l’e´quation 2.47, on obtient l’e´quation de Liouville, de´crivant l’e´volution de la densite´
de probabilite´ au cours du temps :
dD
dt
=
∂D
∂t
+
N∑
α=1
[
r˙α · ∂D
∂rα
+ P˙ α · ∂D
∂P α
]
(2.48)
=
∂D
∂t
+
N∑
α=1
[
∂H
∂P α
· ∂D
∂rα
− ∂H
∂rα
· ∂D
∂P α
]
(2.49)
=
∂D
∂t
+ {D,H} (2.50)
= 0, (2.51)
ou` on a utilise´ les e´quations canoniques (2.15) pour faire apparaˆıtre le Hamiltonien.
Re´soudre l’e´quation de Liouville conduit a` la description statistique la plus comple`te que l’on
puisse e´tablir pour un plasma (collisionnel ou non). Compte tenu de la dimension de l’espace des
phases a` conside´rer (6N), elle est nume´riquement couˆteuse a` mettre en oeuvre pour un syste`me de
taille macroscopique.
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2.2.1.3 Impulsion ou quantite´ de mouvement ?
L’impulsion P n’est pas toujours une grandeur pratique a` utiliser d’un point de vue anthropomor-
phique, notamment en pre´sence d’effets magne´tiques, puisqu’elle ne co¨ıncide plus avec la quantite´ de
mouvement et que les interactions magne´tiques entre plusieurs particules ont une forme analytique
complexe. Son sens physique n’est donc pas force´ment imme´diat. De`s lors qu’une approche Eule´rienne
est adopte´e, reposant sur la description de champs (par exemple D) e´voluant dans un espace, de
nombreux auteurs choisissent d’exprimer les e´quations de´crivant le plasma dans l’espace constitue´ des
variables r et p, la quantite´ de mouvement. Nous avons nous-meˆmes exprime´ l’e´quation de Klimon-
tovich dans l’espace {r,p} et non dans le “ve´ritable” espace des phases {r,P }. Les variables r et
p ne sont pas canoniquement conjugue´es, contrairement a` r et P : elles ne sont donc pas, a priori,
inde´pendantes l’une de l’autre du point de vue du formalisme Hamiltonien. Le the´ore`me de Liouville
existe-t-il toujours, et si oui, conserve-t-il sa forme, si on choisit de travailler dans un espace des phases
construit avec p plutoˆt qu’avec P ?
Rappelons le lien entre impulsion et quantite´ de mouvement pour une particule charge´e note´e α :
P α = pα + qA (rα, t) , (2.52)
ou` le potentiel vecteur A (rα, t), agissant sur la particule situe´e en rα, est the´oriquement fonction de
la position de toutes les particules du fait de leurs interactions. On a donc le droit d’e´crire que toute
fonction D e´voluant dans l’espace {r,P } est fonction de r et P (r,p).
En utilisant (2.52), on montre imme´diatement que
∂D
∂p
=
∂D
∂Pk
· ∂Pk
∂p
=
∂D
∂P
, (2.53)
ce qui signifie que ces de´rive´es sont interchangeables dans l’e´quation de Liouville, et de manie`re
e´quivalente pour toute e´quation d’e´volution portant sur une grandeur de´pendant du meˆme type de
variables que D.
Conside´rons un e´le´ment de volume de l’espace des phases a` une particule drdP et cherchons a`
l’exprimer en fonction de drdp, e´le´ment de volume de l’espace {r,p} en utilisant l’e´quation (2.52).
Matriciellement, ce changement de variable s’e´crit

dx
dy
dz
dPx
dPy
dPz
 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
q∂Ax
∂x
q∂Ax
∂y
q∂Ax
∂z
1 0 0
q
∂Ay
∂y
q
∂Ay
∂z
q
∂Ay
∂x
0 1 0
q∂Az
∂x
q∂Az
∂y
q∂Az
∂z
0 0 1


dx
dy
dz
dpx
dpy
dpz
, (2.54)
matrice de structure en blocs : les deux blocs diagonaux correspondant a` une matrice identite´ de
dimension 3× 3. Le Jacobien de la transformation correspond au de´terminant de la matrice 6× 6 et
vaut 1, de sorte que
d3rd3p = d3rd3P . (2.55)
Ce re´sultat se ge´ne´ralise facilement dans l’espace des phases de dimension 6N puisque la matrice
conservera la meˆme structure, et ce en de´pit du fait que le potentiel vecteur de´pendra de tous les ri.
Les proprie´te´s de la densite´ de probabilite´ D, et en particulier le the´ore`me de Liouville, sont donc
ve´rifie´es dans l’espace {r,p}. Il est par conse´quent possible de travailler directement avec p, grandeur
certes moins fondamentale que le moment canonique, mais plus proche de notre vision “classique”
du mouvement, reposant sur les notions de position et de vitesse. Quelque soit l’espace conside´re´
cependant, les e´quations canoniques feront toujours intervenir la de´rive´e de H par rapport a` P .
2.2.2 De l’e´quation de Liouville vers la the´orie cine´tique
Au lieu de re´soudre l’e´quation de Liouville, il est possible de construire un syste`me d’e´quations
strictement e´quivalent a` celle-ci. Pour cela, on doit de´finir des fonctions de distribution a` 1, 2 ... N
particules, en inte´grant sur les degre´s de liberte´ que l’on souhaite e´liminer.
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2.2.2.1 Fonction de distribution simple
Se´lectionnons une particule du plasma et donnons lui le label “1”. La probabilite´ d’observer cette
particule dans le volume d3r1d
3p1, peu importe l’e´tat des autres, est e´gale a` :
d3r1d
3p1
∫
Dd3r2...d3rNd3p2...d3pN . (2.56)
En re´alite´, les particules sont indiscernables. Par conse´quent, donner un label a` l’une d’entre elles n’a
pas de sens. La probabilite´ d’observer une particule en d3r1d
3p1, quelque soit l’e´tat des autres, est
donc N fois plus grande. On de´finit une nouvelle densite´ de probabilite´, note´e f1 et appele´e fonction
de distribution (“simple”, ou “a` 1 particule”) :
f1(r,p, t) = N
∫
D d3r2...d3rNd3p2...d3pN , (2.57)
Cette fonction de distribution e´volue dans un espace non plus de dimension 6N mais de dimension
6, que l’on notera {r,p}. En utilisant l’e´quation 2.43, on en de´duit une normalisation cohe´rente pour
f1 : ∫
f1 d
3rd3p = N. (2.58)
Le nombre probable de particules contenues dans l’e´le´ment de volume d3r est quant a` lui :
d3r
∫
f1 d
3p = n1(r, t) d
3r, (2.59)
ou` n1 est de´finie comme e´tant la densite´ volumique (ou densite´ simple).
2.2.2.2 Fonctions de distributions a` plusieurs particules
La probabilite´ de trouver une particule quelconque dans un e´le´ment d3r1d
3p1 et une autre particule
dans d3r2d
3p2 est e´gale a`
d3r1d
3p1 d
3r2d
3p2 N(N − 1)
∫
D d3r3...d3rNd3p3...d3pN . (2.60)
On de´finit donc la fonction de distribution double f12 comme
f12(r1,p1, r2,p2, t) = N(N − 1)
∫
D d3r3...d3rNd3p3...d3pN , (2.61)
En ge´ne´ralisant ce processus, on peut de´finir une fonction de distribution a` n particules (n < N)
telle que :
f12...n = N(N − n+ 1)
∫
D d3rn+1...d3rNd3pn+1...d3pN , (2.62)
2.2.2.3 Syste`me d’e´quations BBGKY
Multiplier l’e´quation de Liouville par N , puis l’inte´grer sur 6(N − 1) variables conduit a` l’e´quation
d’e´volution de f1 :
∂f1
∂t
+ r˙i · ∂f1
∂ri
+Xi · ∂f1
∂pi
+
∫
X12 · ∂f12
∂pi
d3r2d
3p2︸ ︷︷ ︸
B(f12)
= 0 (2.63)
Le second terme de cette e´quation de´crit la re´action du plasma face a` une inhomoge´ne´ite´ spatiale
de f1, et donc notamment les phe´nome`nes de diffusion, alors que le troisie`me terme, proportionnel au
gradient ∂f1/∂p, de´crit l’effet des forces exte´rieures X1 applique´es a` la particule. Le dernier terme
de cette e´quation, note´ B(f12), de´crit l’influence des interactions entre particules et fait intervenir
la fonction de distribution double, dont il faut alors calculer l’e´quation d’e´volution. Cette e´quation,
calcule´e de la meˆme manie`re mais avec une inte´gration de moins, de´pend de f123.
On obtient donc un syste`me inde´termine´ d’e´quations couple´es de proche en proche, dit de BBGKY
(pour Bogoliougov, Born, Green, Kirkwood et Yvon) et qu’il faut couper a` un ordre plus ou moins
e´leve´ si on veut pouvoir le re´soudre. Cette troncature implique le recours a` une hypothe`se physique
simplificatrice de nature phe´nome´nologique.
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Nous sommes donc confronte´s a` un proble`me de fermeture, pour lequel il existe plusieurs me´thodes
de re´solution, conduisant chacune a` une e´quation d’e´volution de la fonction de distribution conside´re´e.
Ge´ne´ralement, ces e´quations d’e´volution ne concernent que la distribution simple f1, que l’on notera f
dans toute la suite de ce travail. Dans ce cas, l’hypothe`se simplificatrice concerne la manie`re dont sont
traite´es les interactions entre particules : elle est phe´nome´nologique. La fac¸on la plus brutale de fermer
ce syste`me est de poser B(f12) = 0, ne´gligeant ainsi toute forme d’interaction entre particules. Cette
approche conduit a` l’e´quation de Boltzmann sans collisions 3, e´galement appele´e e´quation de Liouville
a` une particule. D’autres e´quations d’e´volution plus complexes, traitant chacune a` sa manie`re les
interactions entre particules, existent. On citera notamment les e´quations de Boltzmann, de Fokker-
Planck, de Balescu-Le´nard et de Vlasov (voir [3] ainsi que les re´fe´rences contenues a` l’inte´rieur pour
plus de de´tails), conside´re´e plus en de´tail au paragraphe suivant.
2.2.3 Le mode`le cine´tique Vlasov-Maxwell
Une e´quation d’e´volution fre´quemment utilise´e en physique des plasmas cine´tiques est l’e´quation
de Vlasov. Dans un plasma cine´tique, les interactions dominantes sont des interactions collectives de
longue porte´e. Lorsque les particules interagissant entre elles sont suffisamment e´loigne´es, il devient
possible de ne´gliger les corre´lations entre ces particules. La densite´ D s’e´crit alors comme un produit
de densite´s identiques (particules indiscernables) a` une particule :
D = D0(r1,p1, t)D0(r2,p2, t)...D0(rN ,pN , t). (2.64)
Dans ce cas, on peut montrer que la fonction de distribution double ve´rifie
f12 = f(r1,p1, t)f(r2,p2, t) + g12(r1, r2,p1,p2, t) ≃ f(r1,p1, t)f(r2,p2, t), (2.65)
la dernie`re e´galite´ e´tant vraie pour un tre`s grand nombre de particules, les corre´lations se neutralisant
en moyenne.
L’hypothe`se de fermeture de Vlasov consiste a` imposer
f12 = f(r1,p1, t)f(r2,p2, t) (2.66)
dans 2.63, ce qui revient a` ne´gliger toute forme d’interactions binaires pour ne conside´rer que les
interactions collectives de longue porte´e (a` l’e´chelle d’une sphe`re de Debye). On obtient alors l’e´quation
de Vlasov,
∂f
∂t
+
p
γm
· ∂f
∂r
+ q
(
E +
p
γm
×B
)
· ∂f
∂p
= 0. (2.67)
Les champs e´lectrique E et magne´tique B intervenant dans cette e´quation ne sont pas que des
champs d’origine exte´rieure mais contiennent aussi les champs moyens (macroscopiques) ge´ne´re´s non
pas par les particules elles-meˆmes, mais par les deux premiers moments de la fonction de distribution,
que sont les densite´s de charge ρ et de courant J , de´finies comme
ρ = q
∫
fd3p (2.68)
et
J = q
∫
f
p
mγ(p)
d3p. (2.69)
Les champs de´pendent donc formellement de la fonction de distribution : ainsi, malgre´ les appa-
rences, l’e´quation de Vlasov n’est pas une e´quation line´aire mais une e´quation inte´gro-diffe´rentielle.
L’e´quation de Vlasov est par conse´quent fortement couple´e aux e´quations de Maxwell :
∇ ·E = ρ
ǫ0
, ∇ ·B = 0, (2.70)
∇×E + ∂B
∂t
= 0, ∇×B = µ0
(
J +
1
c2
∂E
∂t
)
. (2.71)
3. a` ne pas confondre avec l’e´quation de Vlasov
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2.2.3.1 Le syste`me Vlasov-Maxwell non-relativiste
Dans sa formulation non-relativiste, l’e´quation de Vlasov s’e´crit de manie`re similaire :
∂f
∂t
+ v · ∂f
∂r
+ q (E + v ×B) · ∂f
∂p
= 0. (2.72)
avec la quantite´ de mouvement p = mv. Le facteur de Lorentz est pris e´gal a` 1. Notons qu’il est
possible de remplacer la de´rive´e par rapport a` p par une de´rivation relative a` v.
Cette e´quation fait intervenir un champ magne´tique auto-consistant : or, la limite non-relativiste
a` N particules fait disparaˆıtre du Hamiltonien tout potentiel vecteur autre que celui lie´ a` un e´ventuel
champ magne´tique applique´ depuis l’exte´rieur. La cle´ de cet apparent paradoxe re´side dans le fait
que le champ magne´tique auto-consistant est un champ moyen ge´ne´re´ par la densite´ de courant. Sa
ge´ne´ration est donc vue comme le produit de mouvements “globaux” du plasma.
2.2.3.2 L’e´quation de Vlasov en variables canoniques
Compte tenu de ce que nous avons dit en section 2.2.1.3, l’e´quation de Vlasov peut s’exprimer
dans l’espace {r,P } en fonction du Hamiltonien et des variables canoniques,
∂f
∂t
+
∂H
∂P
· ∂f
∂r
− ∂H
∂r
· ∂f
∂P
= 0, (2.73)
ou` H est le Hamiltonien a` une particule, relativiste ou non, donne´ en section 2.1.1. Les champs
correspondent aux champs moyens auto-consistants.
2.2.4 L’e´quation de Vlasov a` partir de l’e´quation de Klimontovich
Pour conclure cette partie sur la description cine´tique d’un plasma, nous allons montrer que l’e´qua-
tion de Klimontovich (de´montre´e en Section 2.1.3),
∂Ns
∂t
+ v · ∂Ns
∂r
+ qs (E
m(r, t) + v ×Bm(r, t)) · ∂Ns
∂p
= 0, (2.74)
ou` p = γmv et de´crivant l’e´volution de la densite´ particulaire d’un syste`me de N particules du type
s,
Ns(r,p, t) =
N∑
α=1
δ(r − rα(t))δ(p− pα(t)), (2.75)
permet elle aussi de retrouver l’e´quation de Vlasov.
2.2.4.1 La fonction de distribution comme une moyenne d’ensemble
De par sa nature exacte, la solution de l’e´quation (2.74) correspond a` la re´alisation effective d’un
micro-e´tat par le plasma. Ce micro-e´tat va e´voluer au cours du temps : on suivra point par point
une trajectoire de´crivant cette e´volution dans l’espace des phases a` 6N dimensions. Cette trajectoire
correspondra a` la succession de micro-e´tats par laquelle le plasma va passer durant son e´volution. La
notion de probabilite´ n’entre pas en jeu dans ce raisonnement puisqu’on sait avec certitude que le
syste`me aura suivi cette trajectoire.
Conside´rons un nombre tre`s grand de plasmas “pre´pare´s” de manie`re identique et qu’on laisse
e´voluer au cours du temps. A` un instant t quelconque, chaque plasma re´alisera un micro-e´tat
λ = {r1(t), r2(t), ..., rN (t),p1(t),p2(t), ...,pN (t)}. (2.76)
Cet e´tat lui sera propre : il sera diffe´rent de l’e´tat des autres plasmas.
Une moyenne de la densite´ particulaire Ns sur l’ensemble de ces re´alisations (et donc de ces
e´tats) devrait restituer la valeur qu’aurait la fonction de distribution fs a` cet instant (aux fluctuations
statistiques δNs pre`s, les dites fluctuations e´tant ne´gligeables en conside´rant une infinite´ de re´alisations,
c’est a` dire l’ensemble des e´tats possibles).
Symboliquement cette moyenne se traduit mathe´matiquement par une somme ponde´re´e sur tous
les micro-e´tats,
〈Ns〉 =
∑
λ
Ns(λ)Pλ =
∫
NsdP, (2.77)
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ou` dP est la probabilite´ de re´alisation du micro-e´tat Ω, telle que de´finie dans l’e´quation (2.41). On a
donc
〈Ns〉 =
N∑
α=1
∫
δ(r − rα(t))δ(p− pα(t))D(r1, r2, ..., rN ,p1,p2, ...pN , t)d3Nrd3Np, (2.78)
ou` l’inte´gration porte sur les variables rα et pα de l’espace de dimension 6N , et non sur r et p.
Du fait de l’indiscernabilite´ des particules, leur nume´rotation n’a gue`re de sens et n’est la` que pour
des raisons pratiques. La densite´ D doit rester invariante par permutation de deux particules. Ainsi,
ces N inte´grales (car on somme sur α) sont identiques. En de´taillant, l’e´tape d’inte´gration sur rα et
pα, α e´tant fixe´ pour chaque terme de la somme, conduit a` :
〈Ns〉 =
N∑
α=1
∫
D(r,p, rj︸︷︷︸
N−1
, pj︸︷︷︸
N−1
, t)d3N−1rd3N−1p, (2.79)
On utilise ensuite l’indiscernabilite´, qui implique que l’on additionne N fois la meˆme chose :
〈Ns〉(r,p, t) = N
∫
D d3N−1rd3N−1p, (2.80)
faisant disparaˆıtre le symbole de somme. On retrouve bien la de´finition de fs introduite par l’e´quation
(2.57). Ceci nous autorise a` e´crire l’e´galite´ suivante :
Ns = 〈Ns〉+ δNs = fs + δNs, (2.81)
ou` 〈δNs〉 ≡ 0 4.
2.2.4.2 Application de la moyenne d’ensemble au syste`me Klimontovich-Maxwell
Calculons donc une moyenne d’ensemble de l’e´quation de Klimontovich (2.74)〈
∂Ns
∂t
+ v · ∂Ns
∂r
+ qs (E
m(r, t) + v ×Bm(r, t)) · ∂Ns
∂p
= 0
〉
, (2.82)
la moyenne pouvant eˆtre applique´e a` chacun des trois termes de l’e´quation.
La de´finition de la moyenne n’impliquant pas d’inte´gration sur le temps, le calcul du premier terme
est imme´diat 〈
∂Ns
∂t
〉
=
∂fs
∂t
. (2.83)
Pour le deuxie`me terme, on utilise (2.81) et on trouve imme´diatement〈
p
mγ
· ∂Ns
∂r
〉
=
p
mγ
· ∂fs
∂r
+
p
mγ
· ∂ 〈δNs〉
∂r︸ ︷︷ ︸
= 0
, (2.84)
puisque l’inte´grale de moyenne (2.80) ne porte pas sur p et r.
Traiter le troisie`me terme est plus de´licat, du fait de la pre´sence des champs exacts, calcule´s a`
partir de la position exacte des particules, donc pour un micro-e´tat donne´. De la meˆme fac¸on que pour
Ns, il est possible de de´composer ces champs en une valeur moyenne d’ensemble a` laquelle s’ajoutent
des fluctuations statistiques, de valeur moyenne nulle :
Bm ≡ B(r, t) + δB, (2.85)
Em ≡ E(r, t) + δE. (2.86)
Les champs moyens B et E obe´issent aux e´quations de Maxwell, dans lesquelles figurent les densite´s
de charge et de courant calcule´es a` partir de fs. On peut illuster ce point en prenant la moyenne
d’ensemble de l’e´quation de Maxwell-Ampe`re (2.38) :〈
∇×Bm = µ0
∑
s
∫
d3p
p
mγ
Ns + 1
c2
∂Em
∂t
〉
, (2.87)
4. La moyenne des fluctuations est nulle, mais pas les fluctuations proprement dites. En effet, δNs n’est exactement
nulle que si on dispose d’une infinite´ de re´alisations, i.e. d’une infinite´ de plasmas e´voluant inde´pendamment et dont on
mesure la densite´ particulaire. Dans ce cas, la quantite´ de syste`mes suivis est telle que tout micro-e´tat possible est re´alise´
par un syste`me a` chaque instant : tout point de l’espace de dimension 6N de´crit un syste`me dont on suit l’e´volution.
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dans laquelle les fluctuations statistiques des champs disparaissent imme´diatement, en accord avec
(2.86). Il est possible de permuter l’inte´grale sur p avec l’inte´grale de moyenne dans le terme µ0J afin
de faire apparaˆıtre la fonction de distribution et le courant moyen
J =
∑
s
∫
d3p
p
mγ
fs. (2.88)
On obtient
∇×B(r, t) = µ0J + 1
c2
∂E(r, t)
∂t
, (2.89)
La proce´dure est exactement la meˆme avec les trois autres e´quations de Maxwell.
La moyenne d’ensemble du troisie`me terme conduit donc a`〈
qs (E
m(r, t) + v ×Bm(r, t)) · ∂Ns
∂p
= 0
〉
=
qs
(
E +
p
mγ
×B
)
· ∂fs
∂p
+ qs
〈(
δE +
p
mγ
× δB
)
· ∂δNs
∂p
〉
. (2.90)
D’ou`, finalement :
∂fs
∂t
+
p
mγ
· ∂fs
∂r
+ qs
(
E +
p
mγ
×B
)
· ∂fs
∂p
= −qs
〈(
δE +
p
mγ
× δB
)
· ∂δNs
∂p
〉
︸ ︷︷ ︸
=
(
∂fs
∂t
)
c
. (2.91)
Ne´gliger le terme de droite, directement lie´ a` l’importance des fluctuations, nous conduit a` l’e´qua-
tion de Vlasov.
2.2.4.3 Validite´ de l’e´quation de Vlasov
Pour discuter de la validite´ de l’e´quation de Vlasov, on se basera sur l’e´quation (2.91). Dans cette
e´quation, le terme de gauche ne fait intervenir que des grandeurs lisse´es par la moyenne d’ensemble, va-
riant de manie`re relativement douce dans l’espace des phases. Il de´crit donc le comportement “moyen”
ou encore “collectif” du plasma, c’est a` dire l’e´volution des trajectoires possibles pour une particule
sous l’effet de champs e´lectromagne´tiques moyens, dont l’expression est calcule´e a` partir des moments
de f . Malgre´ les apparences, l’e´quation de Vlasov n’est donc pas line´aire.
Le terme de droite, que l’on ne´glige, contient quant a` lui toute l’information fluctuante, un bruit
statistique relatif a` la multiplicite´ des possibilite´s d’e´volution de la particule, ces e´volutions e´tant
de nature brutale. On comprend bien que ces changements soudains ne peuvent eˆtre que le fruit
d’interactions entre un faible nombre de particules. A contrario, des variations progressives et continues
de la trajectoire ne peuvent eˆtre statistiquement que la re´sultante d’un grand nombre d’interactions,
dont le caracte`re ale´atoire est neutralise´ par la force du nombre. Utiliser l’e´quation de Vlasov revient
finalement a` supposer que les particules ont des trajectoires dont l’e´volution est douce, guide´e par les
seules interactions de la particule avec l’ensemble des autres particules pouvant exercer une influence
sur elle.
Il reste a` de´terminer quelles sont ces particules, et c’est ici que la notion de “parame`tre plasma”
intervient. Nous avons vu au Chapitre 1 que le champ e´lectrique ge´ne´re´ par une particule, qualifie´e
de particule test, est e´crante´ par les autres au-dela` d’une re´gion dont la taille caracte´ristique est la
longueur de Debye
λD ≃ ǫ0kBTe
nee2
, (2.92)
ou` Te est la tempe´rature e´lectronique, ne la densite´ e´lectronique et kB la constante de Boltzmann. La
particule test n’est donc affecte´e que par les champs ge´ne´re´s par les particules se trouvant dans une
sphe`re de rayon λD autour d’elle. L’importance des fluctuations statistiques de ces champs d’interac-
tion sera donc d’autant plus faible que le nombre de particules interagissant avec la particule test sera
grand. Ce nombre, souvent identifie´ au parame`tre plasma (ou` a` l’inverse du facteur de grain g), s’e´crit
ND =
4
3
πneλ
3
D ≡ g−1 ∝
T
3
2
e
n
1
2
e
, (2.93)
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et si ND ≫ 1 (g ≪ 1), alors le caracte`re collectif du plasma est dominant. L’e´quation de Vlasov,
dans laquelle on supprime le terme de collisions, peut donc eˆtre vue comme une limite de l’e´quation
(2.91) lorsque ND tend vers l’infini. On peut alors conside´rer qu’un plasma peu dense ou tre`s chaud
est non-collisionnel tout en conservant une description de qualite´ de ce plasma. On peut naturellement
e´tablir un lien avec le formalisme adopte´ en section 2.2.3, et notamment avec l’e´quation (2.65) :
lim
ND→+∞
g12(r1, r2,p1,p2, t) = 0 (2.94)
Cela ne signifie pas pour autant que les collisions ne jouent aucun roˆle, car l’e´quation de Vlasov
de´crit un plasma ide´al, cas limite jamais rencontre´ en pratique. Il peut alors eˆtre ne´cessaire d’inclure
un ope´rateur de collisions a` l’e´quation, sous une forme plus ou moins simple, pour traiter certains
proble`mes. Ceci revient a` re´soudre le proble`me de la fermeture du syste`me d’e´quations BBGKY
e´voque´ en section 2.2.2.3.
2.3 Descriptions cine´tiques re´duites
Comme nous venons de le voir, la the´orie cine´tique consiste a` e´tudier la dynamique d’une ou
plusieurs fonctions de distribution fs, chacune relative a` une espe`ce de particules et prenant la forme
d’un champ scalaire e´voluant dans un espace a` six dimensions : trois directions en position, trois autres
en vitesse. Cette description est donc incontestablement plus abordable que celles de Klimontovich ou
de Liouville, mais elle n’en demeure pas moins redoutable pour plusieurs raisons.
Une approche analytique peut eˆtre mise en oeuvre en se restreignant – pour la plupart des cas –
a` la phase d’e´volution line´aire des ondes. Il faut alors supposer que l’amplitude de celles-ci demeure
faible au cours du temps et que les couplages entre modes soient ne´gligeables. On doit aussi de´finir
une configuration d’e´quilibre. Toute tentative d’approche analytique se heurtera tre`s vite a` la pre´sence
d’inte´grales re´sonantes, dont le traitement devient tre`s vite cauchemardesque lorsqu’on multiplie les
sources d’instabilite´ (faisceaux, anisotropies), que l’on complexifie la ge´ome´trie d’un proble`me (champ
magne´tique d’e´quilibre, ge´ome´trie non-carte´sienne) ou que l’on souhaite e´tudier des effets relativistes.
L’extraction de l’information utile, comme le me´canisme d’une instabilite´, une cartographie des princi-
paux modes pouvant se de´velopper ou une expression analytique pour son taux de croissance, ne´cessite
au final de faire des approximations supple´mentaires. Finalement, l’approche analytique line´aire at-
teint tre`s vite ses limites, en particulier lorsqu’on parle d’instabilite´s, puisque ces modes croissent de
fac¸on importante au fil du temps. La prise en compte des effets non-line´aires devient indispensable
alors que de´bute la phase de saturation des instabilite´s. On doit au final recourir aux simulations
nume´riques pour obtenir des re´sultats.
Ces simulations sont d’autant plus couˆteuses que la dimension du proble`me est e´leve´e. Il est donc
le´gitime et souhaitable d’essayer de re´duire cette dimension en utilisant certaines proprie´te´s du plasma
que l’on souhaite e´tudier, comme l’existence d’invariants (exacts ou approche´s) ou encore le the´ore`me
de Liouville : on peut alors construire des mode`les dits “re´duits”. En outre, du fait de leur plus
grande simplicite´, ces mode`les re´duits sont de bons outils permettant une compre´hension un peu plus
imme´diate d’un proble`me : ils permettent d’e´vacuer les e´le´ments juge´s non-essentiels pour de´crire un
phe´nome`ne ou de se´lectionner des classes de particules pre´sentant un comportement spe´cifique pour
tenter de comprendre quelle est leur contribution dans la dynamique globale.
Cette section sera majoritairement de´die´e au mode`le multi-faisceaux, dont la mise en oeuvre re-
quiert l’existence d’invariants canoniques. On pre´sentera brie`vement en fin de partie un autre type de
mode`le re´duit, le mode`le water-bag, parfois utilise´ pour e´tudier les instabilite´s de type Weibel.
2.3.1 Le mode`le multi-faisceaux
Le mode`le que nous allons pre´senter dans cette section [4] est un mode`le cine´tique base´ sur l’utili-
sation d’invariants canoniques.
2.3.1.1 Principe
En effet, lorsqu’au moins une coordonne´e ge´ne´ralise´e n’intervient pas explicitement dans l’ex-
pression du Hamiltonien (on parle de variables cycliques), le moment canonique conjugue´ a` cette
coordonne´e est conserve´, en vertu des e´quations d’Hamilton :
P˙i = −∂H
∂ri
= 0 (2.95)
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si H ne de´pend pas de la variable ri.
Supposons un plasma homoge`ne a` l’e´quilibre, que l’on perturbe selon une direction donne´e. Il est
possible de choisir un repe`re carte´sien dont l’un des trois axes co¨ıncide avec la direction du vecteur
d’onde de la perturbation. On choisira l’axe x par commodite´. Le proble`me a une dimension spatiale
et est donc invariant par translation en y et en z. On souhaite tenir compte des trois degre´s de liberte´
en vitesse, de sorte que la dimension totale du proble`me est 4 : on parlera de proble`me 1D3V.
En choisissant comme coordonne´es ge´ne´ralise´es les coordonne´es carte´siennes et en utilisant les
e´quations d’Hamilton, on montre imme´diatement que
Py = Cte ; Pz = Cte’. (2.96)
Conforme´ment a` ce qui est pratique´ en me´canique analytique, on peut travailler dans l’espace
{r,P }, ou` les e´quations (2.96) deviennent des contraintes sur le mouvement. Le syste`me est immobile
selon deux des quatre directions de l’espace des phases : on re´duit donc le proble`me 1D3V de dimension
4 a` un proble`me de dimension 2. A` ces deux dimensions s’ajoutent les deux parame`tres que sont les
valeurs constantes de Py et Pz, invariants exacts durant toute l’e´volution du syste`me.
Ceci pre´sente un avantage notable en terme de couˆt des simulations, puisque la ne´cessite´ de dis-
cre´tiser convenablement quatre directions de l’espace des phases disparaˆıt : seules deux suffisent. Il est
e´galement possible de paralle´liser les calculs pour chaque couple de parame`tres (Py, Pz). Enfin, il y a
un avantage analytique inde´niable puisque l’e´quation de Vlasov pour chaque espe`ce est grandement
simplifie´e :
0 =
∂f
∂t
+ r˙ · ∂f
∂r
+ P˙ · ∂f
∂P
=
∂f
∂t
+
px
mγ
∂f
∂x
+ P˙x
∂f
∂Px
=
∂f
∂t
+
px
mγ
∂f
∂x
−
[
q
∂Φ
∂x
+
1
2mγ
∂
∂x
(
(Py − qAy)2 + (Pz − qAz)2
)] ∂f
∂px
, (2.97)
avec P˙x = −∂H
∂x
, et en utilisant le Hamiltonien relativiste a` une particule (2.16)
H(r,P , t) = (γ − 1)mc2 + qΦ(r, t), (2.98)
en jauge de Coulomb,
∂Ax
∂x
= 0 conduisant a` Px = px et a` Ex = −∂Φ
∂x
. (2.99)
La jauge de Coulomb permet dans notre cas de se´parer les contributions e´lectrostatique (k · E) et
e´lectromagne´tique (k ×E), c’est a` dire :
Ex = −∇Φ · ex = −∂Φ
∂x
(2.100)
et
A = Ayey +Azez = A⊥ (2.101)
Ainsi, le potentiel scalaire sera lie´ au champ e´lectrostatique et le potentiel vecteur a` la partie inductive
de E.
2.3.1.2 Choix d’une classe particulie`re de fonctions de distribution
L’invariance de certaines composantes du moment canonique nous incite a` construire une fonction
de distribution en forme de “peigne” de Dirac, chaque pic correspondant a` une valeur vectorielle du
moment canonique transverse P⊥ = (0, Py, Pz) :
f (x, px, Py, Pz, t) =
N∑
j=1
fj(x, px, t)δ (Py − Cjy) δ (Pz − Cjz) , (2.102)
Cjy et Cjz e´tant la valeur des composantes du moment canonique transverse d’une ensemble de
particules que l’on appellera “multi-faisceau”, pour e´viter toute confusion avec d’e´ventuels faisceaux
physiques de particules charge´es, comme ceux implique´s dans l’instabilite´ CFI. Ces valeurs seront
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constantes, aussi bien durant la phase line´aire d’une instabilite´ que lors de la phase non-line´aire, aussi
longtemps que l’invariance du Hamiltonien vis a` vis de y et z sera conserve´e.
En injectant la distribution (2.102) dans (2.97) et en inte´grant sur les variables Py et Pz, ce
qui revient a` projeter l’e´quation de Vlasov sur la base forme´e par les multi-faisceaux, on obtient un
ensemble d’e´quations d’e´volution (une par multi-faisceau) portant chacune sur la partie longitudinale
fj de la fonction de distribution :
∂fj
∂t
+
px
mγj
∂fj
∂x
+ qEx
∂fj
∂px
− 1
2mγj
∂
∂x
[
(Cjy − qAy)2 + (Cjz − qAz)2
] ∂fj
∂px
, (2.103)
avec
γj =
√
1 +
p2x + (Cjy − qAy)2 + (Cjz − qAz)2
m2c2
, (2.104)
facteur de Lorentz d’une particule appartenant au multi-faisceau j.
On peut conside´rer ce mode`le sous deux points de vue. On peut tout d’abord l’introduire comme
un mode`le cine´tique exact, sans approximation, adapte´ au traitement de certaines classes de fonctions
de distribution, dont la forme correspond a` celle indique´e dans (2.102). Ainsi, une instabilite´ CFI
froide de´clenche´e par deux faisceaux contra-propageants (repre´sente´s par des pics de Dirac) peut-eˆtre
de´crite exactement par le mode`le multi-faisceaux.
On peut aussi conside´rer le mode`le multi-faisceau comme un mode`le approche´ par lequel on discre´-
tise une fonction de distribution de forme quelconque par un ensemble de multi-faisceaux avec lesquels
on espe`re reproduire un maximum de caracte´ristiques du phe´nome`ne e´tudie´. Si on y parvient, on dis-
pose dans ce cas d’un outil puissant permettant de diagnostiquer le comportement dans l’espace des
phases d’une population de particules partageant une meˆme valeur de moment canonique transverse.
On soulignera que l’utilisation de ce mode`le permet d’introduire une anisotropie de tempe´rature entre
la direction paralle`le et le plan transverse dans un contexte relativiste, sans pour autant avoir a` donner
une expression ge´ne´rale de la fonction de distribution.
2.3.1.3 Positionnement des multi-faisceaux et e´quivalence au sens des moments
Les valeurs Cjy et Cjz sont des invariants, correspondant a` la position des multi-faisceaux dans
l’espace des P . Il est possible de positionner ces multi-faisceaux, i.e. de de´finir leur valeur de Cj et
leur poids statistique, de sorte qu’ils puissent ve´rifier initialement les proprie´te´s moyennes (vitesse
moyenne, tempe´rature, flux de chaleur ...) d’une distribution quelconque. On doit pour cela comparer
les moments des deux fonctions de distribution, et cette comparaison fournit un ensemble de relations
de contraintes sur la valeur du poids et de la position des multi-faisceaux.
Pour illustrer ceci, restreignons-nous a` un mode`le 1D2V (on travaille dans l’espace des phases
{x, Px = px, Py}) et supposons que la partie longitudinale fj de la fonction de distribution a la meˆme
forme pour chaque multi-faisceau, mais correspond a` un poids statistique (note´ αj) diffe´rent. On e´crit
alors fj = αjf0, ou` f0 est la meˆme quelque soit j.
On travaille donc a` partir de la fonction de distribution suivante :
f =
N∑
j=1
f0(px, t)αjδ (Py − Cj) , (2.105)
dont on souhaite de´finir les αj et les Cj de sorte qu’ils miment initialement un certain nombre de
moments fluides d’une double maxwellienne du type
ftest =
n0√
2πmkBTx
√
2πmkBTy
exp
(
− p
2
x
2mkBTx
− p
2
y
2mkBTy
)
. (2.106)
ou` Tx et Ty correspondent aux tempe´ratures du plasma, relatives a` la dispersion en vitesse selon x et
y respectivement. On peut de´ja` choisir
f0(px, t) =
n0√
2πmkBTx
exp
(
− p
2
x
2mkBTx
)
, (2.107)
assurant l’e´galite´ des moments par rapport a` px. Rappelons ensuite qu’en l’absence de champ magne´-
tique initial, Py = py a` t = 0 : on peut donc interchanger les deux variables pour la normalisation.
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2.3.1.4 Couplage avec les e´quations de Maxwell
Les e´quations de Vlasov re´duites (2.103) sont couple´es de manie`re auto-consistante aux e´quations
de Maxwell. En jauge de Coulomb et en faisant apparaˆıtre le potentiel vecteur via B =∇×A, elles
s’e´crivent :
∂Ex
∂x
=
1
ǫ0
∑
s
qsns(x, t) (2.113)
et
∂2A⊥
∂t2
− c2 ∂
2A⊥
∂x2
=
1
ǫ0
∑
s
Js,⊥. (2.114)
L’indice s de´signe l’espe`ce de particules conside´re´e. Les densite´s de particules et de courant intervenant
dans ces e´quations s’e´crivent :
ns =
∫ N∑
j=1
fj(x, px, t)δ (Py − Cjy) δ (Pz − Cjz) dpxdPydPz
=
N∑
j=1
∫
fj(x, px, t)dpx︸ ︷︷ ︸
≡ nsj
=
N∑
j=1
nsj (2.115)
et
Js,⊥ =
qs
ms
∫ N∑
j=1
fj(x, px, t)δ (Py − Cjy) δ (Pz − Cjz) p⊥
γ
dpxdPydPz
=
N∑
j=1
qs
ms
∫
fj(x, px, t)
P⊥ − qsA⊥
γj
dpx︸ ︷︷ ︸
≡ Jsj,⊥
=
N∑
j=1
Jsj,⊥ (2.116)
ou` nsj est la densite´ d’un faisceau et Jsj,⊥ est sa densite´ de courant transverse.
2.3.2 Une autre technique de re´duction, le mode`le water-bag
Introduit dans les anne´es soixante [8],[9], le mode`le water-bag repose sur le the´ore`me de Liouville :
au cours du temps, tout volume dτ de l’espace des phases sera conserve´, bien que probablement de´forme´
au meˆme titre qu’un ballon gonflable rempli d’eau. La connaissance du mouvement de l’enveloppe
permet de caracte´riser l’e´volution des particules occupant initialement les e´tats contenus dans ce
volume.
Pour illustrer le principe de ce mode`le, on imaginera un proble`me unidimensionnel purement
e´lectrostatique. Les ions sont suppose´s fixes et forment un fond de densite´ n0, seuls les e´lectrons ont
une dynamique. Les particules e´voluent dans un espace des phases (x, vx). Supposons que la fonction
de distribution soit constante dans le “bag”, c’est a` dire que f(x, vx, t) = A, ou` A est une constante
dans une zone de l’espace des phases comprise entre deux courbes v+(x, t) et v−(x, t). Hors de cette
zone, f(x, vx, t) = 0.
Chaque M point du contour correspondant a` un e´tat possible pour une particule, le mouvement
de cette particule sous l’effet de la force e´lectrique est aussi celui du point M. Ceci est vrai en tout
point du contour et en chaque instant, d’ou`
dv±
dt
= − e
me
Ex(x, t) =
∂v±
∂t
+ v±
∂v±
∂x
. (2.117)
Cette e´quation est couple´e a` celle de Gauss :
∂Ex
∂x
= − e
ǫ0
[A(v+ − v−)− n0] . (2.118)
Le changement de variable
n(x, t) = A(v+ − v−); u(x, t) = v+ + v−
2
(2.119)
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conduit a` [10]
∂n
∂t
+
∂
∂x
(nu) = 0;
∂u
∂t
+ u
∂u
∂x
= − e
m
Ex − 1
mn
∂Π
∂x
(2.120)
∂Ex
∂x
= − e
ǫ0
[n− n0] (2.121)
avec
Π =
mn3
12A2
→ Πn−3 = m
12A2
. (2.122)
Ce mode`le restitue la relation de dispersion de Bo¨hm-Gross et a par conse´quent e´te´ utilise´ pour
e´tudier les oscillations plasma [10]. Les e´quations qui le constituent ont pour particularite´ d’eˆtre
formellement identiques aux e´quations d’e´volution d’un fluide de densite´ n, anime´ d’une vitesse u et
de pression Π. Cette similitude n’est que formelle : le mode`le est cine´tique et les variables n et u ne
de´signent pas les grandeurs macroscopiques fluides de´finies a` partir des moments de la fonction de
distribution. Remarquons en outre que l’e´quation Πn−3 = m/(12A2) est vraie au sens Eule´rien dans
le mode`le water-bag 5 alors que la relation de fermeture adiabatique d/dt(Πn−3) = 0 utilise´e parfois
dans les mode`les fluides (cf. Section 2.4.6) est a` prendre au sens Lagrangien 6, sa forme Eule´rienne
e´tant
∂Π
∂t
+ u
∂Π
∂x
+ 3Π
∂u
∂x
= 0. (2.123)
Le mode`le water-bag permet de traiter un proble`me dans le cadre cine´tique avec un formalisme
mathe´matique similaire a` celui d’un mode`le fluide. Comme le mode`le multi-faisceaux, il peut-eˆtre vu
comme un mode`le cine´tique exact applique´ a` une cate´gorie particulie`re de fonction de distribution.
Remarquons aussi que ce mode`le implique la disparition de la vitesse comme variable et donc une
re´duction de la dimension du proble`me.
Il est possible de complexifier la description en imaginant une fonction de distribution constitue´e
de plusieurs “bags”. L’introduction de deux bags permet par exemple d’e´tudier l’instabilite´ double-
faisceaux [11]. Utiliser davantage de bags (on parle de multi water-bag) permet de reproduire l’amor-
tissement Landau [12], perdu avec le mode`le simplifie´ a` un bag.
Depuis leur apparition, les mode`les ou les distributions de type water-bag ont e´te´ utilise´s pour
traiter des proble`mes varie´s, et notamment les instabilite´s de type Weibel. Ainsi, une distribution de
type water-bag est utilise´e dans un mode`le cine´tique complet pour e´tudier l’instabilite´ Weibel pure en
re´gime non-relativiste [13]. Yoon et Davidson [14] utilisent quant a` eux une distribution water-bag en
faisant l’hypothe`se supple´mentaire que la quantite´ de mouvement transverse a` la direction de propa-
gation des ondes reste constante. Cette hypothe`se pre´figure en quelque sorte le mode`le multifaisceaux,
bien que la quantite´ invariante soit en re´alite´ le moment canonique transverse. La construction d’un
mode`le re´duit mixte reposant sur l’e´volution des contours de multiples water-bag et de la position
de multi-faisceaux dans l’espace des phases est faite dans [15] : la partie transverse de la fonction de
distribution est de´crite par des faisceaux de moment canonique transverse invariant, la partie longitu-
dinale est repre´sente´e par un ou plusieurs water-bags. Ainsi, pour chaque faisceau j, un ou plusieurs
bags peuvent-eˆtre utilise´s.
Dans un contexte assez diffe´rent, celui des plasmas de fusion par confinement magne´tique, on peut
mentionner le mode`le gyro-water-bag [16], combinant l’approche water-bag au mode`le gyrocine´tique
et applique´ a` la turbulence ge´ne´re´e par les instabilite´s de gradient de tempe´rature ionique (ITG).
5. en tout point de l’espace et a` chaque instant
6. i.e. vraie pour une particule fluide au cours de son mouvement
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2.4 Description macroscopique
2.4.1 Motivation
Jusqu’ici nous avons e´voque´ des mode`les cine´tiques, complets comme le mode`le Vlasov-Maxwell,
ou re´duits, comme le mode`le multi-faisceaux. Tous font intervenir une fonction de distribution f , de
forme quelconque ou spe´cifique (pour les mode`les re´duits pre´sente´s dans la section pre´ce´dente).
S’il est vrai que des mode`les re´duits de type multi-faisceaux ou waterbag fournissent des solu-
tions exactes pour les fonctions de distribution qu’ils utilisent, ils peuvent aussi eˆtre employe´s pour
approximer des situations plus re´alistes afin d’en extraire les proprie´te´s essentielles a` moindre couˆt
(analytique ou nume´rique). La pertinence de l’utilisation de mode`les cine´tiques re´duits repose donc
souvent sur l’hypothe`se que toute l’information contenue dans la fonction de distribution n’est pas
ne´cessaire pour comprendre et interpre´ter un grand nombre de phe´nome`nes majeurs intervenant dans
un plasma : moyenner le mouvement cyclotronique dans un tokamak lorsqu’on s’inte´resse a` la turbu-
lence des particules pie´ge´es en est une illustration. Dans l’esprit, il s’agˆıt de la meˆme de´marche que
celle applique´e pour re´duire l’e´quation de Liouville.
Il est donc possible d’imaginer une description physique n’impliquant que les comportements
moyens du plasma, a` l’image de ce que fait la me´canique des fluides pour les milieux non-charge´s
e´lectriquement. Une telle description fluide fait intervenir des grandeurs physiques plus facilement
interpre´tables (voire mesurables) que f , comme la densite´, le champ des vitesses, la pression, le flux
de chaleur... Cette description fluide implique e´videmment une perte substantielle d’information (no-
tamment les phe´nome`nes de re´sonances onde-particule) mais elle permet aussi d’e´liminer l’information
juge´e a priori superflue pour l’e´tude d’un phe´nome`ne donne´ et de favoriser la mise en oeuvre d’une
re´solution analytique du proble`me.
Il n’y a plus besoin de conside´rer un espace a` quatre, cinq, voire six dimensions pour traiter les
proble`mes les plus ge´ne´raux. La description fluide se restreint a` l’espace des configurations et donc a`
un maximum de trois dimensions par espe`ce de particules, quel que soit le proble`me a` mode´liser. Bien
que la quantite´ de champs a` calculer soit plus importante (densite´, vitesse et e´ventuellement moments
d’ordre supe´rieur, en lieu et place de la seule fonction de distribution), il en de´coule une re´duction
majeure du couˆt des simulations nume´riques, du point de vue de leur dure´e comme de celui de la
me´moire requise pour stocker et traiter les grandeurs physiques, puisque ces champs ont une dimension
moins grande. On remarquera aussi que l’approche fluide peut aussi s’ave´rer utile lorsqu’il s’agˆıt
d’interpre´ter des re´sultats expe´rimentaux, puisqu’elle fait intervenir des grandeurs macroscopiques
que l’on peut mesurer.
Nous de´taillerons la proce´dure d’obtention d’un mode`le fluide pour un plasma non-relativiste. Ceci
passe par plusieurs e´tapes :
— de´finir les grandeurs fluides dont on veut suivre l’e´volution,
— calculer un certain nombre de moments en v de l’e´quation de Vlasov,
— fermer le syste`me d’e´quations ainsi obtenu.
Nous abordons tour a` tour ces trois points dans la discussion qui suit.
2.4.2 Moments de la fonction de distribution
Commenc¸ons tout d’abord par de´finir les moments de la fonction de distribution. On de´finitMn,s,
le moment d’ordre n relatif a` l’espe`ce s, comme e´tant le champ suivant :
Mn,s(r, t) =
∫
d3v vnfs. (2.124)
Ce moment est un tenseur de rang n, la notation vn de´signant le produit tensoriel
vn = v ⊗ v ⊗ ...⊗ v︸ ︷︷ ︸
N fois
(2.125)
Ainsi, le moment d’ordre ze´ro correspond a` la densite´ de particules
M0,s(r, t) ≡ ns(r, t) =
∫
d3v fs (2.126)
alors que le moment d’ordre un correspond a` la densite´ de flux de matie`re
M1,s(r, t) ≡ nsus =
∫
d3v vfs. (2.127)
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lie´e au champ des vitesses us(r, t) de l’espe`ce s.
Introduisons enfin le moment d’ordre deux, connu sous le nom de tenseur des contraintes (ou“stress
tensor” en anglais),
M2,s(r, t) =
∫
d3v v ⊗ vfs. (2.128)
On peut construire un syste`me d’e´quations fluides a` partir des e´quations d’e´volution des moments
Mn,s. L’utilisation de grandeurs de´rive´es des moments, comme le champ des vitesses us ou le tenseur
de pression, note´ Πs(r, t) et de´fini comme
Πs(r, t) = ms
∫
d3v (v − us(r, t))⊗ (v − us(r, t)) fs, (2.129)
est cependant souvent privile´gie´e.
On peut e´tendre cette proce´dure a` un nombre arbitraire de moments, atteignant une finesse de
description de plus en plus importante au fur et a` mesure que n augmente. Construisons maintenant
le syste`me d’e´quations de´crivant la dynamique de ces grandeurs macroscopiques.
2.4.3 Construction des e´quations fluides
Partons de l’e´quation de Vlasov non-relativiste pour l’espe`ce s,
∂fs
∂t
+ v ·∇fs + qs
ms
(E + v ×B) · ∂fs
∂v
= 0. (2.130)
On multiplie cette e´quation par la fonction Ψ(v) qui ne de´pend que de la vitesse vectorielle de la
particule, puis, pour re´duire la dimension du proble`me au seul espace des coordonne´es, on inte`gre sur
la totalite´ de l’espace des vitesses :∫
d3v
[
∂fs
∂t
+ v ·∇fs + qs
ms
(E + v ×B) · ∂fs
∂v
]
Ψ(v) = 0. (2.131)
Les deux premiers termes de la somme s’inte`grent aise´ment, l’inte´gration ne portant ni sur t, ni sur
r. Une inte´gration par parties est ne´cessaire pour simplifier le troisie`me terme :∫
d3v
qs
ms
Ei(r, t)
∂f
∂vi
Ψ(v) = − qs
ms
Ei
∫
d3vf
∂Ψ
∂vi
≡ − qs
ms
Ei
〈
∂Ψ
∂vi
〉
v
(2.132)
∫
d3v
qs
ms
ǫijkvjBk
∂f
∂vi
Ψ(v) ≡ − qs
ms
ǫijkBk
〈
∂vjΨ
∂vi
〉
v
, (2.133)
ou` on utilise le fait que f tend plus vite vers 0 que vni ne croˆıt, lorsque vi tend vers l’infini.
On obtient alors une e´quation d’e´volution ge´ne´rale, d’esprit similaire a` celle que l’on pouvait construire
pour la fonction de distribution a` n particules (n = {1, ..., N}) a` partir de l’e´quation de Liouville :
∂
∂t
〈Ψ〉v +∇ · 〈vΨ〉v −
qs
ms
[
Ei
〈
∂Ψ
∂vi
〉
v
+ ǫijkBk
〈
∂vjΨ
∂vi
〉
v
]
= 0, (2.134)
ou` l’on a de´fini
〈Ψ〉v =
∫
d3vfΨ. (2.135)
2.4.3.1 Continuite´
Ainsi, le cas Ψ = 1 conduit imme´diatement a` l’e´quation de conservation de la matie`re,
∂ns
∂t
+∇ · (nsus) = ∂ns
∂t
+∇ · (M2,s) = 0. (2.136)
Multiplie´e par la masse ms des particules, cette e´quation devient l’e´quation de conservation de la
masse. Multiplie´e par la charge qs, on obtient l’e´quation de conservation de la charge.
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2.4.3.2 E´quation du mouvement fluide
Prendre Ψ = v conduit d’abord au bilan de flux de matie`re,
∂M1,s
∂t
+∇ ·M2,s = qs
ms
(nsE +M1,s ×B) . (2.137)
On pre´fe`rera souvent utiliser les grandeurs fluides us et Πs plus abordables en termes de repre´-
sentation que les moments Mn. On peut donc re´e´crire cette dernie`re e´quation en remplac¸ant M2,s
par le tenseur de pression en utilisant
M2,s = nsus ⊗ us + Πs
m
, (2.138)
conduisant a`
∂nsus
∂t
+∇ · (nus ⊗ us) = qsns
ms
(E + us ×B)− 1
ms
∇ ·Πs (2.139)
laquelle, apre`s injection de l’e´quation (2.136) devient l’e´quation d’e´volution du champ des vitesses :
∂us
∂t
+ (us ·∇)us = qs
ms
(E + us ×B)− ∇ ·Πs
msns
. (2.140)
2.4.3.3 E´volution du tenseur de pression
Dans l’e´quation (2.134), on injecte Ψ = v ⊗ v pour trouver une e´quation tensorielle de rang 2,
s’e´crivant pour la composante ij :
∂
∂t
(
nuiuj +
Πij
m
)
+
∂
∂xk
(
nuiujuk +
Qijk
m
+ ui
Πjk
m
+
Πij
m
uk + uj
Πik
m
)
− nq
m
[
Eiuj + Ejui + ǫilm
(
Πlj
mn
+ uluj
)
Bm + ǫjlm
(
Πli
mn
+ ului
)
Bn
]
,= 0. (2.141)
ou` on a volontairement omis l’indice s relatif a` l’espe`ce pour alle´ger la notation. Le tenseur de flux de
chaleur (rang 3), de´fini comme
Qs = msns〈(v − us(r, t))⊗ (v − us(r, t))⊗ (v − us(r, t))〉v, (2.142)
et de composante Qijk = mn〈(vi − ui) (vj − uj) (vk − uk)〉v apparaˆıt dans cette e´quation.
On combine (2.141) avec l’e´quation d’e´volution de u (2.140) pour obtenir l’e´quation d’e´volution
de Πs, exprime´e ici pour un e´le´ment Πij quelconque du tenseur :
∂Πij,s
∂t
+ uk,s
∂Πij,s
∂xk︸ ︷︷ ︸
convection
+Πij,s
∂uk,s
∂xk︸ ︷︷ ︸
compression
+
∂ui,s
∂xk
Πjk,s +
∂uj,s
∂xk
Πik,s︸ ︷︷ ︸
cisaillement
+
∂Qijk,s
∂xk
=
qs
ms
(ǫilmΠlj,sBm + ǫjlmΠli,sBm)︸ ︷︷ ︸
couplage pression-champ magne´tique
. (2.143)
Notons enfin l’invariance de (2.143) par permutation des indices i et j, vraie quelque soit l’instant
conside´re´. Ainsi, toute syme´trie initiale du tenseur de pression sera pre´serve´e au cours de son e´volution.
2.4.3.4 E´volution du flux de chaleur
Enfin, conside´rant Ψ = v ⊗ v ⊗ v, on obtient l’e´quation d’e´volution du tenseur de flux de chaleur
Qs :
∂Qijk,s
∂t
+ ul,s
∂Qijk,s
∂xl
+Qijk,s
∂ul,s
∂xl
+Qjkl,s
∂ui,s
∂xl
+Qikl,s
∂uj,s
∂xl
+Qijl,s
∂uk,s
∂xl
+
Nijkl,s
∂xl
− 1
msns
(
Πjk,s
∂Πil,s
∂xk
+Πik,s
∂Πjl,s
∂xl
+Πij,s
∂Πkl,s
∂xl
)
=
qs
ms
(ǫimnQjkm,s + ǫjmnQikm,s + ǫkmnQijm,s)Bn (2.144)
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Cette e´quation fait intervenir le moment d’ordre 4, que nous noterons Ns.
On de´finira enfin le vecteur flux de chaleur qs, plus fre´quemment employe´ :
qi,s =
∑
j,k
Qijk,s, (2.145)
comme la trace sur deux indices du tenseur Qs.
2.4.3.5 Le proble`me de la fermeture
On pourrait continuer ainsi jusqu’a` l’infini, pour obtenir une description sans doute e´quivalente au
mode`le cine´tique, mais comple`tement inutilisable en pratique.
L’inte´reˆt d’une description fluide re´side dans sa grande facilite´ de mise en oeuvre (analytique et
nume´rique) et d’interpre´tation. Il est donc souhaitable de traiter un nombre restreint d’e´quations, et
donc de tronquer cette hie´rarchie d’e´quations fluides. Ceci pose un proble`me de fermeture similaire
a` celui e´voque´ dans le contexte de l’e´quation de Liouville, puisque l’e´quation d’e´volution du moment
d’ordre n fait intervenir le moment d’ordre n+ 1.
Du choix de la relation de fermeture de´coulera la capacite´ du mode`le fluide a` traiter correctement
ou non un proble`me. Ce choix est donc une e´tape de´licate dans la construction du mode`le. A titre
d’exemple, on citera Braginskii [17], qui en 1957 a e´tabli un ensemble de relations de fermeture pour les
plasmas collisionnels et/ou magne´tise´s, en donnant des expressions pour les coefficients de transport
(conductivite´s e´lectrique et thermique, viscosite´s dans la direction paralle`le et perpendiculaire au
champ magne´tique d’e´quilibre).
Sans vouloir utiliser un mode`le aussi complexe, on pourrait eˆtre tente´ d’introduire une e´quation
d’e´tat pour fermer le syste`me. Ceci suppose l’existence d’un e´quilibre thermodynamique local claire-
ment de´fini, et donc une distribution des vitesses Maxwellienne, isotrope, au moins localement. Les
collisions, en introduisant une part d’ale´atoire dans l’e´volution du plasma, ont tendance a` favoriser
la re´alisation d’une telle isotropie, affaiblissant l’importance des moments d’ordre impair, directement
lie´s aux asyme´tries de la distribution.
Dans un plasma chaud (ou tre`s dilue´), le libre parcours moyen des particules devient important
devant la taille caracte´ristique du plasma, a` tel point que les collisions se font rares. Le parame`tre
d’impact des principaux phe´nome`nes collisionnels est grand devant la longueur de Debye et le com-
portement collectif du plasma domine. Les collisions ne peuvent donc pas servir de me´canisme de
relaxation dans un tel contexte et il est difficile d’envisager une e´quation d’e´tat au sens de la thermo-
dynamique.
La pre´sence d’un fort champ magne´tique B0 pourrait remplacer partiellement les collisions. Par-
tiellement, car le champ magne´tique a tendance a` isotropiser la distribution des vitesses dans le plan
orthogonal a` sa direction seulement, la force magne´tique e´tant nulle dans la direction paralle`le au
champ. Dans ce cas, le plasma devient anisotrope et il faut distinguer la direction paralle`le au champ
du plan perpendiculaire a` celui-ci. Il faut donc conside´rer, a minima, une pression diffe´rente pour
chaque direction. On peut utiliser cette proprie´te´ pour fermer le syste`me d’e´quations. Par exemple,
on citera le mode`le CGL (pour Chew, Goldberger et Low, [18]) construit en 1956 dans le cadre de la
magne´tohydrodynamique ide´ale et introduisant une fermeture “double-adiabatique” supposant l’ab-
sence de flux de chaleur, en particulier le long de B0. Dans ce mode`le, la pression est anisotrope mais
demeure une quantite´ scalaire, dont l’e´volution est re´gie par ces deux e´quations
d
dt
(
P‖B2
n3
)
= 0, (2.146)
pour la pression paralle`le au champ, et
d
dt
(
P⊥
nB
)
= 0 (2.147)
pour la pression dans le plan perpendiculaire. Ces e´quations sont valables pour la magne´tohydrodyna-
mique ide´ale, ou` le plasma est assimile´ a` un fluide barycentrique non-re´sistif, de´crivant simultane´ment
les ions et les e´lectrons. Les relations de fermeture CGL sont modifie´es [19] pour des mode`les multi-
fluides dans lequels les ions et les e´lectrons sont de´crits par des fluides distincts. On citera enfin un
mode`le plus re´cent, celui de Ramos [20], extension du mode`le CGL incluant le flux de chaleur paralle`le
au champ magne´tique et faisant appel a` une hypothe`se heuristique sur le moment d’ordre 4. Enfin,
une discussion tre`s de´taille´e du proble`me de la fermeture dans le contexte des plasmas magne´tise´s
non-collisionnels est donne´e dans [21].
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Dans un plasma non collisionnel et non magne´tise´, le proble`me de fermeture n’a pas de solution
e´vidente. Le plasma se trouve en effet la plupart du temps hors e´quilibre. La relation de fermeture
choisie est alors re´ve´latrice d’un ensemble d’hypothe`ses formule´es en fonction du phe´nome`ne que
l’on souhaite e´tudier. On ne doit pas chercher un mode`le absolu capable de de´crire n’importe quel
phe´nome`ne mais plutoˆt de´terminer ce que l’on peut ne´gliger et ce que l’on doit conserver pour obtenir
une description satisfaisante d’un proble`me donne´. Le cas des instabilite´s Weibel est particulie`rement
inte´ressant de ce point de vue dans le sens ou`, partant d’un plasma non-magne´tise´, l’instabilite´ ge´ne`re
un fort champ magne´tique perpendiculaire au plan contenant l’anisotropie. On se trouve, d’une certaine
manie`re, dans un cas interme´diaire situe´ entre le plasma magne´tise´ et le plasma non-magne´tise´.
De´crire de fac¸on fluide un proble`me revient donc a` prendre le parti de ne´gliger certains effets pour
ne conserver, dans la mesure ou` la fermeture est judicieusement choisie, que les parame`tres jouant
re´ellement un roˆle dans ce proble`me. Cette fermeture n’est pas une e´quation d’e´tat au sens thermo-
dynamique. Le choix d’une fermeture peut aussi de´couler d’une volonte´ de savoir ce qu’entraˆınera du
point de vue du mode`le la suppression de l’un des moments.
En thermodynamique classique, seuls interviennent les trois, voire quatre premiers moments de la
fonction de distribution : densite´, vitesse moyenne, pression (souvent scalaire) et parfois flux de chaleur,
introduit sous forme vectorielle via une relation phe´nome´nologique comme la loi de Fourier. Du coˆte´ de
l’e´lectromagne´tisme, l’observation des relations champ-sources des e´quations de Maxwell montre que
seules les densite´s de charge et de courant interviennent dans le calcul des champs. Or, ces densite´s sont
directement relie´es aux moments d’ordre 0 et 1. Ils semblent donc eˆtre le minimum requis pour e´tablir
une description fluide fonctionnelle d’un plasma. Se limiter a` ces deux moments constitue l’approche
fluide froide et permet d’obtenir, au prix d’un couˆt calculatoire faible, des re´sultats inte´ressants dans
le contexte des instabilite´s faisceau-plasma. C’est par un mode`le fluide froid que Fried [22] fournit en
1959 son interpre´tation de l’instabilite´ Weibel en terme de faisceaux contra-propageants.
2.4.4 Le mode`le relativiste froid
On construit le mode`le relativiste froid a` partir des e´quations suivantes,
∂ns
∂t
+∇ · (nsus) = 0, (2.148)
∂ps
∂t
+ (us ·∇)ps =
qs
ms
(
E +
ps
msγs
×B
)
, (2.149)
couple´es a` celles de Maxwell. La quantite´ de mouvement fluide ps est de´finie comme
ps = γsmsus, (2.150)
ou` γs =
√
1 +
p2s
m2sc
2
.
Ici, les e´quations fluides ont e´te´ e´crites pour eˆtre valables en re´gime relativiste. Les moments d’ordre
0 et 1 sont obtenus respectivement a` partir des relations ci-dessous,
ns =
∫
d3pfs, (2.151)
et
nsus =
∫
d3p
p
mγ
fs. (2.152)
L’utilisation du moment d’ordre 1 permet d’introduire une anisotropie dans le champ des vitesses.
Ce mode`le a donc de´ja` e´te´ utilise´ avec succe`s pour e´tudier les instabilite´s CFI, en milieu homoge`ne
[23],[24] comme inhomoge`ne [24], [25],[25],[26], TSI ainsi que leur couplage.
2.4.5 Le mode`le fluide e´tendu avec tenseur de pression
L’e´tape qui suit consiste a` ajouter des effets de pression au syste`me d’e´quations. On espe`re ainsi
mode´liser une anisotropie de tempe´rature et les instabilite´s qu’elle peut entraˆıner. En re´gime relativiste,
la de´finition du tenseur de pression est de´licate. Les mode`les relativistes incluent donc, en ge´ne´ral,
un terme de pression scalaire, a priori inapte a` de´crire l’instabilite´ Weibel pure (cause´e par une
anisotropie de tempe´rature). La mode´lisation fluide incluant la dynamique du tenseur de pression sera
donc exclusivement traite´e en re´gime non-relativiste.
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Ce mode`le a` 13 variables fluides scalaires est constitue´ des e´quations suivantes,
∂ns
∂t
+∇ · (nsus) = 0, (2.153)
∂us
∂t
+ (us ·∇)us = qs
ms
(E + us ×B)− ∇ ·Πs
msns
, (2.154)
∂Πij,s
∂t
+ uk
∂Πij,s
∂xk
+Πij,s
∂uk
∂xk
+
∂ui
∂xk
Πjk,s +
∂uj
∂xk
Πik,s
=
qs
ms
(ǫilmΠlj,sBm + ǫjlmΠli,sBm) , (2.155)
couple´es aux e´quations de Maxwell de´crivant le comportement de champs moyenne´s a` l’e´chelle d’une
particule fluide, un volume suffisamment important pour eˆtre statistiquement significatif (fluctuations
faibles) mais suffisamment petit pour pouvoir eˆtre approxime´ par un point a` l’e´chelle du plasma.
Ce mode`le est ferme´ en imposant la condition suivante,
∇ ·Qs = 0, (2.156)
d’ou` la disparition du flux de chaleur dans l’e´quation. Plusieurs raisons motivent ce choix : commodite´
calculatoire, volonte´ d’e´tudier l’apport du tenseur de pression complet (et notamment des termes non-
diagonaux) au mode`le et de trouver un re´gime pour lequel les moments d’ordre supe´rieur deviennent
importants. Nous examinerons donc en de´tail les conse´quences de ce choix au chapˆıtre suivant, en
l’appliquant directement au cas des instabilite´s de type Weibel.
2.4.6 Mode`le non-relativiste avec tenseur de pression diagonal
Afin de souligner l’apport des termes hors-diagonaux du tenseur de pression au mode`le complet,
il peut eˆtre inte´ressant de construire un mode`le plus simple, correspondant a` une pression scalaire
anisotrope. On force le tenseur de pression a` conserver la forme suivante quelque soit l’instant t,
Π
(0)
s =

ΠDxx,s 0 0
0 ΠDyy,s 0
0 0 ΠDzz,s
 , (2.157)
ou` la lettre D sert a` souligner qu’on force le tenseur a` demeurer diagonal durant son e´volution. Dans
ce mode`le, chaque composante de Πs e´volue inde´pendamment des autres via une relation de type
polytropique. Par exemple, pour la composante ΠDxx,s,
d
dt
(
ΠDxx,sn
−Γ
s
)
=
dΠDxx,s
dt
+ ΓΠDxx,s∇ · us = 0 (2.158)
ou` Γ est un indice a` de´terminer. Il s’agˆıt d’une approche qui est parfois retenue pour introduire des
effets lie´s a` l’anisotropie de pression, notamment dans un contexte relativiste fluide ou` l’e´criture du
tenseur de pression peut poser proble`me. L’e´quation (2.158) ferme le syste`me constitue´ des e´quations
de Maxwell, de l’e´quation de continuite´
∂ns
∂t
+∇ · (nsus) = 0 (2.159)
et de l’e´quation du mouvement fluide,
∂us
∂t
+ (us ·∇)us = qs
ms
(E + us ×B)− ∇ ·Πs
msns
, (2.160)
Pour chacune des trois composantes de l’e´quation (2.160), le terme de pression s’e´crira respectivement
[∇ ·Πs]x =
∂Πxx,s
∂x
, (2.161)
[∇ ·Πs]y =
∂Πyy,s
∂y
, (2.162)
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ou
[∇ ·Πs]z =
∂Πzz,s
∂z
. (2.163)
Lorsqu’on souhaite simplement introduire des effets de tempe´rature, il est possible de choisir initia-
lementΠs isotrope, et une loi d’e´volution polytropique identique pour chacune des trois composantes.
Ceci revient a` conside´rer une pression scalaire.
Conclusion
Nous avons pre´sente´ tour a` tour les diffe´rents de niveaux de description d’un plasma : particulaire,
statistique et macroscopique. Puisque nous choisissons de ne´gliger les collisions et de ne conside´rer que
des plasmas cine´tiques, la description la plus comple`te dont nous avons besoin est le mode`le cine´tique
Vlasov-Maxwell. De par sa complexite´ analytique (rendant ine´vitable le recours aux simulations nume´-
riques), il peut-eˆtre inte´ressant de recourir a` une approche comple´mentaire : l’utilisation de mode`les
re´duits ou macroscopiques. En effet, du fait de leur plus grande simplicite´ analytique, ces mode`les
peuvent faciliter la compre´hension des phe´nome`nes mis en jeu dans le plasma, en particulier dans le
contexte des instabilite´s de type Weibel.
Nous avons pre´sente´ le mode`le multifaisceaux, reposant sur l’utilisation d’invariants canoniques
pour re´duire la dimension dans l’espace des phases d’un proble`me. Outre l’avantage que cette ap-
proche confe`re d’un point de vue strictement nume´rique (discre´tisation d’un espace de dimension plus
faible, donc gains de me´moire et de temps de calcul), elle permet d’e´tudier le comportement des par-
ticules en fonction de leur moment canonique. Ceci est particulie`rement important dans le contexte
de l’instabilite´ Weibel pure, ou` il est possible de de´terminer la contribution d’une classe de particules
donne´e dans le me´canisme de saturation de l’instabilite´, mais aussi durant la phase non-line´aire. Une
analyse de l’instabilite´ Weibel pure, a` la lumie`re du mode`le multi-faisceaux, est notamment propose´e
dans [27].
Le mode`le fluide e´tendu, incluant la dynamique du tenseur de pression complet, est essentiellement
un outil analytique permettant d’interpre´ter en termes macroscopiques des re´sultats de´ja` connus au
sujet des instabilite´s de type Weibel, mais pas toujours tre`s bien compris. Ce sujet est l’objet du
Chapitre 3.
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Chapitre 3
Apports du tenseur de pression
dans l’analyse line´aire des
instabilite´s de type Weibel
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CHAPITRE 3. APPORTS DU TENSEUR DE PRESSION DANS
L’ANALYSE LINE´AIRE DES INSTABILITE´S DE TYPE WEIBEL
Nous ferons tout d’abord le point sur quelques re´sultats bien connus : d’abord l’analyse line´aire
cine´tique de l’instabilite´ Weibel pure (WI), ensuite celle de l’instabilite´ de filamentation de courant
(CFI) en re´gime froid, puis avec tempe´rature. Nous soulignerons l’incapacite´ d’une description fluide
avec pression scalaire a` reproduire certaines caracte´ristiques importantes de ces instabilite´s.
Nous pre´senterons ensuite le mode`le avec tenseur de pression et discuterons de l’e´quilibre autour du-
quel nous line´ariserons les e´quations fluides. Cet e´quilibre, forme´ de deux faisceaux contra-propageants
pre´sentant potentiellement chacun une anisotropie de tempe´rature, sera instable par rapport a` la WI
et aux instabilite´s de type faisceau-plasma, en particulier les instabilite´s TSI et CFI. Nous aborde-
rons alors le cas de la propagation perpendiculaire aux faisceaux, e´tendant une analyse pre´liminaire
effectue´e par Basu [1] sur la WI. On e´tudiera notamment le couplage entre les instabilite´s WI et
CFI. Enfin, nous e´tudierons la propagation paralle`le aux faisceaux, et plus particulie`rement les modes
Weibel propagatifs (appele´s “Resonant Weibel modes” ou “Time-Resonant Weibel Instability” dans la
litte´rature [2][3]).
Une comparaison avec la the´orie cine´tique sera syste´matiquement effectue´e. Nous verrons que le
mode`le fluide e´tendu parvient a` reproduire un nombre important de caracte´ristiques des instabilite´s
de type Weibel e´tudie´es ici tout en facilitant quelque peu leur analyse.
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3.1 Pourquoi introduire le tenseur de pression ?
Nous introduisons dans cette section la the´orie cine´tique line´aire des instabilite´s WI et CFI, et mon-
trons pourquoi la prise en compte du tenseur de pression semble ne´cessaire pour les de´crire proprement
dans un contexte fluide.
3.1.1 Premier exemple a` travers l’instabilite´ Weibel pure
Le premier mode`le cine´tique de l’instabilite´ Weibel pure fut introduit en 1959 [4], dans un article
fondateur de E.S. Weibel de´montrant qu’une anisotropie de la fonction de distribution dans l’espace
des vitesses pouvait conduire a` l’excitation d’ondes e´lectromagne´tiques instables, de basse fre´quence
(|ω| ≪ ωpe) et dont l’existence est par conse´quent impossible dans un mode`le de plasma froid. On
rappellera ici brie`vement les principaux points de l’analyse cine´tique de cette instabilite´.
Supposant les ions au repos, on ne s’inte´ressera qu’a` la dynamique e´lectronique. La neutralite´ du
plasma e´tant respecte´e a` l’e´quilibre, le champ e´lectrique d’e´quilibre est nul. On suppose qu’il n’y a pas
non plus de champ applique´ depuis l’exte´rieur. Les e´lectrons sont caracte´rise´s par une distribution de
type Maxwellienne, a` trois tempe´ratures,
f0 = n0
(
me
2πkBTx
) 1
2
(
me
2πkBTy
) 1
2
(
me
2πkBTz
) 1
2
exp
(
− mev
2
x
2kBTx
− mev
2
y
2kBTy
− mev
2
z
2kBTz
)
. (3.1)
Le plasma e´tant suppose´ non-collisionnel et non-magne´tise´ il n’y a aucune raison pour supposer une
tempe´rature isotrope, d’ou` ce choix tre`s ge´ne´ral pour une Maxwellienne. On de´finit les vitesses sui-
vantes,
ax ≡
√
kBTx
m
, ay ≡
√
kBTy
m
, az ≡
√
kBTz
m
. (3.2)
lie´es a` la tempe´rature dans chacune des trois directions.
On perturbe les e´quations de Vlasov-Maxwell par une superposition d’ondes planes de polarisation
line´aire et de forme
G = G(0) +G(1)exp [−i(ωt− kxx)] , (3.3)
G de´signant la fonction de distribution ou l’une des composantes du champ e´lectromagne´tique, kx
e´tant le vecteur d’onde et ω = ωr + iγ e´tant la pulsation complexe de l’onde plane conside´re´e. On
de´signe par γ le taux de croissance (ou d’amortissement) de l’onde et par ωr sa fre´quence re´elle. Les
exposants (0) et (1) de´signent respectivement l’e´quilibre et la perturbation.
Les e´quations de Maxwell line´arise´es apre`s transformation de Fourier en t et en x prennent la forme
suivante,
ik ×E(1) − iωB(1) = 0, ik ×B(1) = µ0J (1) − iω
c2
E(1), (3.4)
ik ·B(1) = 0, ik ·E(1) = ρ
(1)
ǫ0
, (3.5)
et, une fois combine´es, conduisent a` une e´quation de dispersion qu’il est possible de pre´senter sous
forme matricielle,
Dij ≡
(
ω2
c2
ǫij − k2xδij + kikj
)
E
(1)
j = 0, (3.6)
ou` ǫij de´signe la permittivite´ die´lectrique line´aire du plasma. Cette permittivite´ die´lectrique de´crit le
lien entre le mouvement des particules et le champ e´lectrique et s’obtient a` partir de la loi d’Ohm :
J
(1)
i = −e
∫
f (1)vid
3v = −iǫ0ω (ǫij − δij)E(1)j . (3.7)
ou` la perturbation de la fonction de distribution, f (1) est donne´e par l’e´quation de Vlasov line´arise´e,
f (1) =
ie
me
−vx
a2x
E(1)x −
vy
a2y
E(1)y −
vz
a2z
E(1)z
ω − kxvx f0
+
ie
me
kx
ω
(
1
a2y
− 1
a2x
)
vxvy
ω − kxvx f0E
(1)
y +
ie
me
kx
ω
(
1
a2z
− 1
a2x
)
vxvz
ω − kxvx f0E
(1)
z . (3.8)
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Figure 3.1 – Instabilite´ Weibel pure − Taux de croissance du mode instable non-propagatif, obtenu a` partir
de la re´solution de Dyy = 0 (Dyy donne´ par (3.11)) pour plusieurs valeurs de Tx et Ty. On notera que les
courbes bleue et noire ont la meˆme coupure, comme attendu, puisque le rapport de tempe´ratures Ty/Tx est le
meˆme dans ces deux cas.
L’anisotropie de tempe´rature entre les directions transverses a` k et la direction paralle`le apparaˆıt
clairement dans les deux derniers termes de (3.8). Ces deux termes n’interviennent que dans le calcul
des courants J
(1)
y et J
(1)
z respectivement, impliquant un roˆle cle´ de leur part dans le me´canisme de
l’instabilite´.
La matrice de dispersion (3.6) s’e´crit
D =
Dxx 0 00 Dyy 0
0 0 Dzz
 (3.9)
avec,
Dxx =
ω2
c2
[
1 + ω2pe
1 + ξZ
k2xa
2
x
]
, (3.10)
Dyy =
ω2
c2
− k2x +
ω2pe
c2
[
(1 + ξZ)
(
a2y
a2x
− 1
)
+ ξZ
]
, (3.11)
et
Dzz =
ω2
c2
− k2x +
ω2pe
c2
[
(1 + ξZ)
(
a2z
a2x
− 1
)
+ ξZ
]
. (3.12)
La fonction Z = Z(ξ) de´signe la fonction de dispersion plasma, de´finie dans [5] telle que
Z(ξ) =
1√
π
∫ +∞
−∞
du
e−u
2
u− ξ , (3.13)
pour ℑ(ξ) > 0 avec ξ = ω√
2kxax
.
L’e´quation de dispersion se de´compose en trois relations de dispersion parfaitement de´couple´es dans
la phase line´aire. La premie`re (Dxx = 0) de´crit les ondes e´lectrostatiques de Langmuir. Les relations
Dyy = 0 et Dzz = 0 de´crivent l’instabilite´ Weibel ge´ne´rant respectivement un champ magne´tique le
long de z et le long de y. La dynamique du champ Ez est donc en tout point similaire a` celle du champ
Ey.
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La figure 3.1 repre´sente les solutions instables de la relation de dispersion Dyy = 0 pour plusieurs
valeurs de l’anisotropie A ≡ a2y/a2x. Chacune de ces courbes pre´sente une coupure kc dont l’expression
kc =
ωpe
c
√
a2y
a2x
− 1 (3.14)
peut eˆtre obtenue analytiquement en posant ω = 0 dans la relation de dispersion. Les modes instables
sont non-propagatifs (ωr = 0). Deux points doivent eˆtre commente´s a` la lumie`re de ces courbes. Tout
d’abord, le taux de croissance maximal est d’autant plus important que l’agitation thermique dans
la direction transverse a` la longueur d’onde est forte. La tempe´rature transverse est donc la source
d’e´nergie de l’instabilite´, puisqu’a` anisotropie de tempe´rature e´gale, c’est a` la valeur la plus e´leve´e de
Ty que correspond le taux de croissance le plus grand. Cette comparaison est pertinente car pour une
anisotropie Ty/Tx identique (mais des tempe´ratures diffe´rentes) le spectre de modes de´stabilise´s est
rigoureusement le meˆme. La coupure kc (et donc la plage de modes autorise´s) ne de´pend en effet que
de la valeur de l’anisotropie de tempe´rature et non de Ty ou Tx prises seules.
En conclusion, si l’anisotropie rend possible l’existence d’ondes e´lectromagne´tiques au-dela` d’une
certaine longueur d’onde (ces ondes n’existant pas dans un plasma isotrope), c’est la tempe´rature
transverse et non l’anisotropie qui de´termine la force de l’instabilite´. La tempe´rature longitudinale,
implique´e dans les phe´nome`nes de re´sonance onde-particules puisque lie´e a` la vitesse de de´placement
des particules paralle`lement a` la vitesse de propagation de l’onde, semble jouer un roˆle assez mineur
dans le comportement line´aire de l’instabilite´ Weibel, ce qui est encourageant pour envisager une
mode´lisation fluide de ce proble`me.
Un traitement fluide de cette instabilite´ par un mode`le froid ou un mode`le a` pression scalaire
isotrope est bien entendu impossible, puisque nous avons besoin d’une anisotropie de tempe´rature.
L’e´tape suivante, dans une logique visant a` complexifier progressivement le mode`le, ingre´dient par
ingre´dient, pourrait consister a` supposer un tenseur de pression dont les trois composantes diago-
nales e´voluent se´pare´ment selon une loi d’e´volution de type polytropique, le tenseur restant lui-meˆme
diagonal au cours du temps : c’est le cas du mode`le pre´sente´ en section 2.4.6.
Focalisons notre attention sur les trois composantes de l’e´quation du mouvement fluide (2.160),
qui s’e´crivent
mn
(
∂ux
∂t
+ ux
∂ux
∂x
)
= −en (Ex + [u×B]x)−
∂Πxx
∂x
, (3.15)
mn
(
∂uy
∂t
+ ux
∂uy
∂x
)
= −en
(
Ey + [u×B]y
)
(3.16)
et
mn
(
∂uz
∂t
+ ux
∂uz
∂x
)
= −en (Ez + [u×B]z) (3.17)
du fait de l’invariance par translation en y et en z.
Il n’y a aucune contribution de la pression dans les e´quations d’e´volution de uy et de uz, vitesses
directement relie´es aux courants Jy et Jz intervenant dans le me´canisme de l’instabilite´ Weibel. Seule
la composante de pression Πxx, relative a` des effets compressifs dans la direction x, apparait dans ces
e´quations, ce qui rend impossible la description de la WI par ce mode`le.
Rappelons l’e´quation d’e´volution de Π, e´tablie au chapitre 2 :
∂Πij,s
∂t
+ uk
∂Πij,s
∂xk
+Πij,s
∂uk
∂xk
+
∂ui
∂xk
Πjk,s +
∂uj
∂xk
Πik,s
=
qs
ms
(ǫilmΠlj,sBm + ǫjlmΠli,sBm) . (3.18)
Le second membre de cette e´quation est celui qui nous inte´resse dans la pre´sente discussion : il
introduit un couplage entre une composante Bm du champ magne´tique et les composantes du tenseur
de pression orthogonales a` Bm. Il est le´gitime de penser que ce terme va jouer un roˆle important dans
la dynamique de l’instabilite´ Weibel pure. Or, cette interaction entre pression et champ magne´tique
disparaˆıt si i = j, c’est a` dire pour les composantes diagonales du tenseur. Le roˆle des composantes
hors diagonale de Π semble donc primordial.
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3.1.2 Instabilite´ CFI
3.1.2.1 E´tude en re´gime froid
Rappelons que l’instabilite´ de filamentation de courant (CFI) a d’abord e´te´ introduite dans le
contexte non-relativiste par Fried (cf. Chapitre 1) afin d’illustrer le me´canisme de l’instabilite´ de´cou-
verte par Weibel. On rappellera les principaux re´sultats du traitement froid de l’instabilite´ CFI, avec
un mode`le cine´tique et avec un mode`le fluide. Dans les deux cas, on supposera que les ions demeurent
au repos avec une densite´ n0, supposant des phe´nome`nes trop rapides pour qu’ils puissent re´agir.
3.1.2.1.a Traitement cine´tique de l’instabilite´
La fonction de distribution
f0 = [n1δ (vy − u1) + n2δ (vy − u2)] δ(vx)δ(vz). (3.19)
ve´rifie la condition de courant total nul a` l’e´quilibre
n
(0)
1 u
(0)
1 + n
(0)
2 u
(0)
2 = 0, (3.20)
a` laquelle nous ajoutons la contrainte de neutralite´ du syste`me a` l’e´quilibre,
n
(0)
1 + n
(0)
2 = n0, (3.21)
n0 de´signant la densite´ e´lectronique totale.
Le comportement de la perturbation f (1) est donne´ par l’e´quation de Vlasov line´arise´e,
f (1) =
ie
me
E(1) + v ×B(1)
ω − kxvx ·
∂f (0)
∂v
. (3.22)
Conforme´ment a` la me´thode pre´sente´e dans la section pre´ce´dente, on calcule la perturbation de la
densite´ de courant e´lectrique que l’on injecte ensuite dans la relation de dispersion ge´ne´rale (3.6) 1.
On obtient la matrice de dispersion suivante
D =

ω2
c2
− ω
2
pe
c2
0 0
0
ω2
c2
− k2x −
ω2pe
c2
(
1 +
k2x
ω2
n1u
2
1 + n2u
2
2
n0
)
0
0 0
ω2
c2
− k2x −
ω2pe
c2
 . (3.23)
Les termes hors diagonale Dxy et Dyx e´tant proportionnels a` J
(0), ils disparaissent y compris pour
des faisceaux non-syme´triques.
3.1.2.1.b Traitement fluide de l’instabilite´
On se restreint aux deux premiers moments fluides pour de´crire le plasma (densite´, vitesse moyenne),
dont les e´quations d’e´volution
∂ns
∂t
+∇ · (nsus) = 0, (3.24)
∂us
∂t
+ (us ·∇)us = qs
ms
(E + us ×B)− ∇ ·Πs
msns
, (3.25)
sont ferme´es par la relationΠs = 0. Ces e´quations sont couple´es aux e´quations de Maxwell. L’e´quilibre
est constitue´ de deux faisceaux, de densite´ n
(0)
1 (resp. n
(0)
2 ) et vitesse moyenne u
(0)
1 (resp. u
(0)
2 ),
satisfaisant les conditions de neutralite´ e´lectrique et de courant d’e´quilibre nul. La line´arisation de ce
syste`me d’e´quations conduit elle aussi a` l’e´quation de dispersion (3.23). Il y a donc une e´quivalence
stricte entre les descriptions fluide et cine´tique en re´gime froid puisque la vitesse u du mode`le fluide,
en l’absence de tempe´rature, repre´sente aussi la vitesse exacte des particules.
1. Le calcul de J(1) fait intervenir la relation xnδ(n)(x) = (−1)nn!δ(x), vraie au sens des distributions, ou` δ(n)(x)
de´signe la de´rive´e n−ie`me de la distribution de Dirac.
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3.1.2.1.c Analyse de la relation de dispersion
Le de´terminant de D constitue la relation de dispersion du plasma pour des ondes de polarisation
line´aire :
DxxDyyDzz = 0. (3.26)
Elle se compose de trois branches de´couple´es : une e´lectrostatique (Dxx), deux e´lectromagne´tiques. La
relation Dxx = 0 correspond aux oscillations plasma de pulsation ωpe, stables et non-propagatives. La
relation Dzz = 0 est celle d’une onde e´lectromagne´tique, stable et propagative, de pulsation au moins
e´gale a` ωpe. La relation de dispersion Dyy correspond a` celle d’une onde e´lectromagne´tique a` laquelle
on a ajoute´ un terme de´pendant de la vitesse des faisceaux et de´crit l’instabilite´ CFI. Cette dernie`re
relation peut s’e´crire sous forme polynomiale 2,
ω4 − ω2 (ω2pe + k2xc2)+ ω2pek2xu2u1 = 0, (3.28)
polynoˆme dont le discriminant est toujours positif (u2u1 < 0), impliquant que ω
2 soit un nombre re´el.
Par conse´quent, ω ne peut eˆtre que re´el (mode stable propagatif) ou imaginaire pur (mode instable
non-propagatif). Les solutions ont donc pour expression
ω2± =
ω2pe + k
2
xc
2
2
1±
√√√√1− 4 ω2pek2xu1u2[
ω2pe + k
2
xc
2
]2
 , (3.29)
ou` le mode instable correspond a` ω− = iγ, γ > 0 e´tant le taux de croissance de l’instabilite´. La
re´solution mathe´matique du proble`me implique aussi l’existence d’une seconde solution purement
instable, de taux d’amortissement −|γ|. Ce mode amorti est vraisemblablement une solution sans
signification physique. Les deux autres modes sont des ondes e´lectromagne´tiques stables se propageant
dans des sens oppose´s et de fre´quence supe´rieure a` la fre´quence plasma. Le caracte`re non-relativiste
du mode`le nous autorise a` faire un de´veloppement de Taylor du terme sous la racine, de sorte que l’on
trouve
γ2 ≃ k
2
x|u2u1|
1 + k2xd
2
e
, (3.30)
de e´tant l’e´paisseur de peau.
Conside´rons kxde ≫ 1, dans ce cas le taux de croissance γ ∼
√|u2u1|/de est constant : l’instabilite´
CFI en re´gime froid n’a donc pas de coupure aux petites longueurs d’onde. Pour kxde ≪ 1, on trouve
γ ∼ kx
√|u2u1|, une relation de proportionnalite´ entre le taux de croissance et la vitesse des faisceaux.
La Figure 3.2 repre´sente l’ensemble des solutions de l’e´quation (3.28) pour n1 = 0.35n0 et u1 = 0.1c.
Pour clore cette partie sur l’instabilite´ CFI en re´gime froid, on remarquera que pour des faisceaux
syme´triques la relation de dispersion devient
ω4 − (ω2pe + k2xc2)− ω2pek2xu20 = 0 (3.31)
et conduit a` une instabilite´ de taux de croissance
γ =
√
k2xu
2
0
1 + k2xd
2
e
. (3.32)
3.1.2.2 E´tude avec tempe´rature non-nulle
Un syste`me rigoureusement froid n’existe pas. De plus, initialiser une fonction de distribution sous
forme d’un pic de Dirac est impossible dans un code semi-lagrangien ou` une tempe´rature, pouvant
eˆtre faible, mais rigoureusement non nulle est ne´cessaire. La prise en compte des effets de tempe´rature
est donc une ne´cessite´.
2. On doit faire disparaˆıtre les densite´s n1 et n2 de l’e´quation pour obtenir la forme donne´e en (3.28). On donne ici
le de´tail de ce calcul. Combiner (3.20) avec (3.21) conduit a` u2 =
n2 − n0
n2
u1. On remplace n1u1 par −n2u2 dans le
terme Dyy et on utilise l’expression de u2 obtenue ci-dessus :
n1u21 + n2u
2
2
n0
= −
n2u2
n0
u1 + u2u1
(
n2
n0
− 1
)
= −u2u1. (3.27)
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Figure 3.2 – Instabilite´ CFI en re´gime froid − Taux de croissance (gauche) et fre´quence (droite) des quatre
modes solutions de la relation de dispersion (3.28) pour n1 = 0.35 et u1 = 0.1.
3.1.2.2.a Mode`le cine´tique
On choisit de perturber un e´quilibre constitue´ de deux faisceaux indique´s par s = {1, 2} et aligne´s
le long de l’axe y. Chaque faisceau a une densite´ n
(0)
s , une vitesse u
(0)
s , une tempe´rature Ts et est
de´crit par une fonction de distribution du type
f (0)s = n
(0)
s
(
m
2πkBTs
) 3
2
exp
(
−v
2
x + (vy − u(0)s )2 + v2z
2a2s
)
, (3.33)
ou` as ≡
√
kBTs/m. Les deux faisceaux peuvent avoir une tempe´rature diffe´rente (T1 6= T2).
La perturbation se propage le long de x, perpendiculaire aux faisceaux. Par conse´quent, l’expression
ge´ne´rale de l’e´quation de dispersion est la meˆme que pour l’instabilite´ Weibel pure,
DijE
(1)
j ≡
(
ω2
c2
ǫij − k2xδij + kikj
)
E
(1)
j = 0. (3.34)
L’e´quation de Vlasov line´arise´e a la forme suivante,
f (1) = − ie
me
me
kBTs
vxE
(1)
x + (vy − u(0)s )E(1)y + vzE(1)z
ω − kxvx f
(0)
s
− ie
me
me
kBTs
kx
ω
vxu
(0)
s
ω − kxvx f
(0)
s E
(1)
y , (3.35)
et nous conduit a` la matrice de dispersion
D =
Dxx Dxy 0Dyx Dyy 0
0 0 Dzz
 (3.36)
avec
Dxx =
ω2
c2
+
ω2
c2
∑
s
ω2ps
1 + ξsZs
k2xa
2
s
, (3.37)
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Figure 3.3 – Instabilite´ CFI en re´gime cine´tique − Branche instable non-propagative de Dyy = 0 (3.38) pour
n1 = 0.35, u1 = 0.1 et T1 = T2 = 6 keV . La coupure est conforme a` l’expression (3.42) avec une valeur
kc ∼ 0.677.
Dyy =
ω2
c2
+
∑
s
ω2ps
c2
ξsZs − k2x +
∑
s
ω2ps
c2
(
u
(0)
s
as
)2
(1 + ξsZs) , (3.38)
Dzz =
ω2
c2
+
∑
s
ω2ps
c2
ξsZs − k2x, (3.39)
Dxy =
∑
s
ω2psu
(0)
s
ω
c2
1 + ξsZs
kxa2s
= Dyx, (3.40)
ou` Zs ≡ Z(ξs) et ξs ≡ ω/(
√
2kxas). Cette fois-ci, la relation de dispersion
Dzz
[
DxxDyy −D2xy
]
= 0 (3.41)
se de´couple en deux branches. La premie`re branche, Dzz = 0, de´crit la propagation d’une onde
e´lectromagne´tique stable de polarisation line´aire. La seconde branche est plus complexe. En effet, les
e´le´ments non diagonaux Dxy ne sont pas nuls, sauf si Ts est la meˆme pour les deux faisceaux. Il y a
donc, en ge´ne´ral, un couplage entre les ondes de Langmuir de´crites par Dxx et l’instabilite´ CFI de´crite
par Dyy
3.
Par conse´quent, la CFI n’est plus a` strictement parler une instabilite´ e´lectromagne´tique : elle peut
eˆtre partiellement e´lectrostatique [6][7] lorsque les tempe´ratures sont diffe´rentes, mais aussi en re´gime
relativiste [8] lorsque les faisceaux ne sont plus syme´triques en densite´. Du fait de la condition de
courant nul a` l’e´quilibre, la syme´trie sur la vitesse des faisceaux est brise´e. Or, le facteur de Lorentz
de´pendant de u
(0)
s intervient dans l’expression de Dxy, ce qui implique le couplage entre Dxx et Dyy.
Plac¸ons nous dans le cas ou` ce couplage disparaˆıt (on choisit Ts = 6keV ) et re´solvons la relation
de dispersion de la CFI “pure” Dyy = 0 pour les parame`tres utilise´s dans le cas froid (n1 = 0.35 et
u1 = 0.1) (Figure 3.3).
3. On peut remarquer que, comme en re´gime froid, le terme Dyy correspond a` Dzz auquel on ajoute un terme
de´pendant de la vitesse des faisceaux.
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La principale diffe´rence avec le cas froid, outre un taux de croissance plus faible (lie´ a` la dispersion
en vitesse des e´lectrons paralle`lement a` la direction de propagation de l’onde, re´duisant le nombre
de particules pleinement en phase avec l’onde et donc re´duisant la “force” de l’instabilite´), consiste
en l’apparition d’une coupure aux petites longueurs d’onde, note´e kx = kc. L’instabilite´ restant non-
propagative, on impose ω = 0 dans l’expression de Dxx pour trouver l’expression de kc :
kc =
√√√√∑
s
ω2ps
c2
(
u
(0)
s
as
)2
, (3.42)
devenant kc =
ωpe
c
u0
as
avec u0 > 0 si les faisceaux sont syme´triques. On notera que, contrairement a`
l’instabilite´ Weibel, la CFI pure ne pre´sente pas de seuil de de´clenchement, l’existence meˆme des deux
faisceaux e´tant de´ja` une anisotropie. Rappelons enfin que cette configuration est instable pour des
perturbations dont le vecteur d’onde k forme un angle quelconque avec la direction des faisceaux : ce
dernier point constitue une diffe´rence majeure par rapport a` l’instabilite´ Weibel pure.
3.1.2.2.b Mode´lisation fluide avec une pression diagonale
Une mode´lisation fluide satisfaisante doit a minima reproduire les comportements e´voque´s ci-
dessus, comme le couplage avec les ondes de Langmuir en pre´sence de deux faisceaux de tempe´rature
diffe´rente, la pre´sence de la coupure kc ou l’absence de seuil de de´clenchement. L’anisotropie source de
l’instabilite´ e´tant lie´e a` la vitesse moyenne des deux faisceaux, on pourrait se contenter d’introduire
une pression scalaire dans les e´quations froides plutoˆt que le tenseur de pression complet. Les e´quations
sont
∂ns
∂t
+∇ · (nsus) = 0, (3.43)
mnα
(
∂us
∂t
+ (us ·∇)us
)
= −ens (E + us ×B)−∇ps, (3.44)
et
dps
dt
+ Γps∇ · us = 0, (3.45)
ou` Γ est un indice a` de´terminer (correspondant a` une transformation polytropique du type d(psn
−Γ
s )/dt =
0). Le proble`me e´tant 1D, le gradient de pression n’aura qu’une seule composante, oriente´e le long de
l’axe x.
Les e´quations fluides line´arise´es dans l’espace de Fourier ont la forme suivante,
n(1)s = n
(0)
s
kx
ω
u(1)s,x (3.46)
u(1)s,x
[
1− Γp
(0)
s
men
(0)
s
k2x
ω2
]
= − ie
meω
E(1)x −
ie
meω
kxu
(0)
s,y
ω
E(1)y (3.47)
u(1)s,y = −
ie
meω
E(1)y (3.48)
u(1)s,z = −
ie
meω
E(1)z (3.49)
p(1)s = p
(0)
s Γ
kx
ω
u(1)s,x. (3.50)
En combinant ceci aux e´quations de Maxwell, la matrice de dispersion (3.6) s’e´crit
D =

ω2
c2
[
1−
∑
s
ω2ps
ω2 − k2xΓa2s
]
−ω
2
c2
∑
s
ω2ps
ω2 − k2xΓa2s
kxu
(0)
s,y
ω
0
−ω
2
c2
∑
s
ω2ps
ω2 − k2xΓa2s
kxu
(0)
s,y
ω
ω2
c2
− ω
2
pe
c2
− k2x −
∑
s
ω2ps
c2
k2xu
(0)2
s,y
ω2 − k2xΓa2s
0
0 0
ω2
c2
− ω
2
pe
c2
− k2x

(3.51)
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ou` on a de´fini
as =
√
p
(0)
s
men
(0)
s
. (3.52)
Un lien avec la vitesse as introduite dans le cadre cine´tique peut eˆtre e´tabli en conside´rant p
(0)
s ≡
n
(0)
s kBTs, ce qui est garanti pour l’e´quilibre Maxwellien isotrope en tempe´rature de´fini par (3.33).
Comme dans le cas cine´tique, les e´le´ments hors diagonale Dxy sont nuls de`s que les faisceaux ont
la meˆme tempe´rature. La relation de dispersion de la CFI e´lectromagne´tique, pour des faisceaux dont
la densite´, la vitesse et la tempe´rature (as = a,∀s) sont syme´triques, s’e´crit :
0 = ω4 − ω2 [ω2pe + k2xc2 + k2xΓa2]+ k4xc2Γa2 − ω2pek2x (u20 − Γa2) . (3.53)
Poser ω = 0 nous permet de trouver une expression pour la coupure de l’instabilite´,
kc =
√
u20
Γa2
− 1. (3.54)
On se heurte alors a` deux proble`mes avec ce type de description. Le premier, a` notre connaissance
non re´fe´rence´ dans la litte´rature jusqu’a` pre´sent, est que le mode`le pre´dit un seuil (|u0| >
√
Γa) pour
l’instabilite´ CFI, caracte´ristique absente de l’analyse cine´tique. Ce seuil a par ailleurs une expression
analytique similaire a` celle de l’instabilite´ Weibel pure. Nous sommes donc en pre´sence d’un artefact
inde´sirable cre´e´ par l’introduction d’une pression scalaire dans le mode`le.
Le deuxie`me proble`me re´side dans le choix d’une valeur pour l’indice polytropique Γ. Pour illustrer
ce proble`me, conside´rons par exemple le rapport kxas/ω petit, impliquant que ξ (l’argument de la
fonction de dispersion plasma (3.13)) soit grand, nous autorisant a` de´velopper la fonction Z comme
suit :
Z(ξs) ∼ − 1
ξs
[
1 +
1
2ξ2s
+
3
4ξ4s
]
(3.55)
Le coefficient Dxx de la relation de dispersion cine´tique devient donc
Dxx ≃ ω
2
c2
[
1−
∑
s
ω2ps
ω2
(
1 +
3k2xa
2
x
ω2
)]
. (3.56)
Appliquant la meˆme condition a` l’e´le´ment Dxx de la mode´lisation fluide, nous trouvons,
Dxx ≃ ω
2
c2
[
1−
∑
s
ω2ps
ω2
(
1 +
Γk2xa
2
x
ω2
)]
, (3.57)
ce qui plaide pour choisir Γ = 3 de sorte que les deux expressions soient e´gales. Profitons-en pour
souligner que dans cette description fluide la vitesse thermique as est toujours accompagne´e du facteur
Γ.
Re´ite´rons maintenant le meˆme raisonnement avec la composante Dyy. Un de´veloppement sur le
coefficient cine´tique donne :
Dyy =
ω2
c2
− ω
2
pe
c2
− k2x −
∑
s
ω2ps
c2
(
k2xa
2
s
ω2
+
3k4xa
4
s
ω4
)(
1 +
u
(0)2
s,y
a2s
)
(3.58)
=
ω2
c2
− ω
2
pe
c2
− k2x −
∑
s
ω2ps
c2
k2xu
(0)2
s,y
ω2︸ ︷︷ ︸
Partie froide
−
∑
s
ω2ps
c2
k2xa
2
s
ω2
−
✟✟
✟✟
✟✟∑
s
ω2ps
c2
3k4xa
4
s
ω4︸ ︷︷ ︸
ordre 4 en ξ−1
−
∑
s
ω2ps
c2
3k4xa
2
su
(0)2
s,y
ω4
.
Le premier terme de ce de´veloppement est qualifie´ de “partie froide” car il correspond a` la relation
de dispersion (3.23). Le terme suivant est le premier terme “chaud” ge´ne´re´ par le de´veloppement de
Z. On voit que le facteur 3 n’apparaˆıt pas devant la vitesse thermique as, laissant envisager un Γ
polytropique de 1. En revanche, il apparaˆıt pour le dernier terme retenu dans le de´veloppement.
Le de´veloppement du coefficient fluide nous conduit a`
Dyy =
ω2
c2
− ω
2
pe
c2
− k2x −
∑
s
ω2ps
c2
k2xu
(0)2
s,y
ω2
(
1 +
k2xΓa
2
s
ω2
+
k4xΓ
2a4s
ω4
)
(3.59)
=
ω2
c2
− ω
2
pe
c2
− k2x −
∑
s
ω2ps
c2
k2xu
(0)2
s,y
ω2︸ ︷︷ ︸
Partie froide
−
∑
s
ω2ps
c2
Γk4xa
2
su
(0)2
s,y
ω4
−
✘✘✘
✘✘✘
✘✘✘
✘∑
s
ω2ps
c2
k2xu
(0)2
s,y
ω2
k4xΓ
2a4s
ω4︸ ︷︷ ︸
ordre 4 en ξ−1
,
71
CHAPITRE 3. APPORTS DU TENSEUR DE PRESSION DANS
L’ANALYSE LINE´AIRE DES INSTABILITE´S DE TYPE WEIBEL
expression dans laquelle le premier terme cine´tique ”chaud”, correspondant a` Γ = 1 est absent. On
retrouve par contre le dernier terme avec Γ = 3. La relation de dispersion cine´tique sugge`re l’existence
de deux indices Γ diffe´rents, et donc une anisotropisation progressive du tenseur de pression, laquelle
pourrait ne´cessiter l’introduction des e´le´ments hors diagonale dans les calculs.
En conclusion, l’introduction d’un terme de pression scalaire introduit des anomalies dans la des-
cription de l’instabilite´ CFI. Nous allons donc ajouter un degre´ de complexite´ supple´mentaire au
mode`le, en introduisant la dynamique comple`te du tenseur de pression, et en particulier celle des
termes non diagonaux.
3.2 Mode´lisation fluide des instabilite´s Weibel
On introduira dans cette section la dynamique du tenseur de pression complet dans le mode`le fluide.
On se limitera au re´gime non-relativiste afin de pouvoir traiter le cas de l’anisotropie de tempe´rature,
responsable du de´clenchement de la WI.
3.2.1 E´quations du mode`le
Les e´quations fluides utilise´es sont celles pre´sente´es au Chapitre 2, section 2.4.5,
∂ns
∂t
+∇ · (nsus) = 0, (3.60)
∂us
∂t
+ (us ·∇)us = qs
ms
(E + us ×B)− ∇ ·Πs
msns
, (3.61)
et
∂Πij,s
∂t
+ uk,s
∂Πij,s
∂xk
+Πij,s
∂uk,s
∂xk
+
∂ui,s
∂xk
Πjk,s +
∂uj,s
∂xk
Πik,s
=
qs
ms
(ǫilmΠlj,sBm + ǫjlmΠli,sBm) . (3.62)
Le syste`me d’e´quations fluides relatives est ferme´ par la relation ∇ · Qs = 0. Ce choix et ses
conse´quences seront discute´s un peu plus loin dans ce chapitre.
Les e´quations de Maxwell constituent le deuxie`me ensemble d’e´quations que nous utiliserons pour
cette description fluide :
∇×E + ∂B
∂t
= 0, ∇×B = µ0
∑
s
Js +
1
c2
∂E
∂t
, (3.63)
∇ ·E = 1
ǫ0
∑
s
qsns, ∇ ·B = 0, (3.64)
ou` la densite´ volumique de courant relative a` l’espe`ce s est relie´e aux moments fluides par l’expression :
Js = qsnsus. (3.65)
3.2.2 Description de l’e´quilibre
On conside`re un syste`me compose´ de deux faisceaux d’e´lectrons indice´s s et e´voluant dans un
fond ionique (de charge e´lectrique +e) homoge`ne et stationnaire. Toutes les grandeurs d’e´quilibre
relatives aux e´lectrons sont elles aussi suppose´es homoge`nes et stationnaires. La densite´ d’un faisceau
a` l’e´quilibre, note´e n
(0)
s , satisfait l’e´quation de neutralite´ :
n0 =
∑
s
n(0)s = n
(0)
1 + n
(0)
2 , (3.66)
ou` n0 de´signe la densite´ totale d’e´lectrons (et aussi la densite´ du fond ionique). Ceci nous permet
d’exclure l’existence d’un champ e´lectrique d’ambiance, par conse´quent E(0) = 0. Profitons-en pour
de´finir la pulsation plasma e´lectronique totale ωpe ve´rifiant :
ω2pe =
e2n0
meǫ0
= ω2pe1 + ω
2
pe2. (3.67)
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Les pulsations ωp1 et ωp2 sont propres a` chacun des deux faisceaux.
La vitesse d’ensemble d’un faisceau, note´e u
(0)
s , satisfait la condition de courant nul a` l’e´quilibre,∑
s
n(0)s u
(0)
s = 0 = n
(0)
1 u
(0)
1 + n
(0)
2 u
(0)
2 , (3.68)
de sorte que nous puissions exclure l’existence d’un champ magne´tique d’e´quilibre lie´ a` un courant
global. Il n’y a pas non plus de champ magne´tique “exte´rieur”, d’ou` B(0) = 0. On choisit d’orienter
les faisceaux le long de l’axe y, ainsi, u
(0)
s = u
(0)
s,yey.
Enfin, chaque faisceau dispose de son propre tenseur de pression, suppose´ diagonal a` l’e´quilibre,
mais dont toutes les composantes peuvent e´voluer au fil du temps selon l’e´quation (3.62) :
Π
(0)
s =

Π(0)xx,s 0 0
0 Π(0)yy,s 0
0 0 Π(0)zz,s
 . (3.69)
Dans la continuite´ des notations utilise´es dans les sections pre´ce´dentes de ce chapitre, on de´finit les
vitesses caracte´ristiques
a2x,s ≡
Π(0)xx,s
men
(0)
s
, a2y,s ≡
Π(0)yy,s
men
(0)
s
, a2z,s ≡
Π(0)zz,s
men
(0)
s
. (3.70)
Le choix de cette forme pour l’e´quilibre de pression doit eˆtre justifie´. D’une part, le plasma n’e´tant
ni collisionnel ni magne´tise´, il n’y a pas lieu de supposer que les composantes du tenseur puissent eˆtre
e´gales, meˆme initialement. D’autre part, les faisceaux sont aligne´s le long de l’un des axes principaux
d’anisotropie du tenseur de pression, d’ou` la forme diagonale de celui-ci. Ce choix est motive´ par
plusieurs raisons, physiques comme pratiques.
Tout d’abord, bien que particulie`re, cette configuration est repre´sentative de l’anisotropisation
observe´e dans certains proble`mes de diffusion Raman stimule´e en re´gime non-relativiste [9][10][11][12]
ou de transparence auto-induite [13][14] en re´gime relativiste. Dans ce contexte, la syme´trie de la
fonction de distribution dans l’espace des phases est alors essentiellement de´termine´e par la direction de
propagation de l’onde laser incidente, ce qui a tendance a` de´terminer l’orientation des axes principaux
du tenseur de pression. En effet, les processus de chauffage sont diffe´rents selon que l’on regarde la
direction paralle`le ou la direction transverse a` l’onde, d’ou` l’anisotropisation. Une fraction significative
de l’e´nergie incidente chauffe les e´lectrons longitudinalement durant la phase de pe´ne´tration et ge´ne`re
un faisceau d’e´lectrons chauds. Un courant de retour plus froid apparaˆıt pour le compenser. Cette
configuration peut alors eˆtre mode´lise´e comme deux faisceaux contra-propageants, dont la direction
est paralle`le a` l’un des axes principaux du tenseur de pression.
Ce mode`le peut eˆtre vu comme une premie`re e´tape de compre´hension avant inclusion d’un champ
magne´tique d’ambiance paralle`le aux faisceaux, pour e´tudier notamment les instabilite´s de type Weibel
pre´sentes dans le vent solaire (ou` le tenseur de pression a tendance a` adopter une syme´trie gyrotro-
pique) et avant inclusion d’effets relativistes.
Dans ce chapitre, on souhaite s’inte´resser essentiellement a` deux types de proble`mes : la propagation
perpendiculaire ou paralle`le a` la direction des faisceaux. Or, l’instabilite´ Weibel pure, induite par une
anisotropie de tempe´rature, ne´cessite ge´ne´ralement une tempe´rature transverse a` k supe´rieure a` la
tempe´rature longitudinale. Un tenseur de pression dont l’un des axes principaux est aligne´ le long
des faisceaux nous permet de relier directement ses composantes aux tempe´ratures cine´tiques d’une
distribution Maxwellienne triple du type (3.1) par la relation
Π(0)xx,s
men
(0)
s
=
kBTx
me
, (3.71)
ce qui permet une comparaison directe avec les nombreuses e´tudes [15][16][17][18] [19][3][2] cine´tiques
traitant cette configuration.
Enfin, ce choix simplifie de fac¸on significative le proble`me en alle´geant l’expression des relations de
dispersion obtenues. L’un des arguments plaidant en faveur de l’utilisation d’un mode`le fluide consiste
en sa plus grande facilite´ de mise en oeuvre par rapport a` la the´orie cine´tique. On souhaite e´tablir
analytiquement un maximum de re´sultats pertinents.
L’e´quilibre e´tant de´fini, nous pouvons le perturber et analyser le comportement du plasma en
identifiant les modes propres, en particulier ceux de type Weibel.
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3.3 Propagation perpendiculaire : WI, CFI et couplage
On commence par analyser la propagation perpendiculaire a` la direction des faisceaux 4. Le vecteur
d’onde est donc dirige´ selon l’axe Ox (k = kxex).
3.3.1 E´quation de dispersion
La line´arisation des e´quations fluides (3.60)-(3.64) conduit a` deux syste`mes d’e´quations inde´pen-
dants. Le premier de´crit la dynamique du plasma dans le plan (xOy), quant au second il de´crit celle
le long de l’axe Oz. Cette syme´trie se retrouve naturellement dans la structure de la matrice de
dispersion,
[D] =
 Dxx Dxy 0Dxy Dyy 0
0 0 Dzz
 , (3.72)
pour laquelle det[D] = 0 conduit a` la relation de dispersion DxxDyy − D2xy = 0. Les coefficients de
[D] s’e´crivent :
Dxx =
ω2
c2
− ω
2
c2
∑
s
ω2pe,s
ω2 − 3k2xa2x,s
, (3.73)
Dxy = −ω
2
c2
∑
s
kxu
(0)
y,s
ω
(
ω2pe,s
ω2 − 3k2xa2x,s
)
, (3.74)
Dyy =
ω2
c2
− k2x −
∑
s
ω2pe,s
c2
(
ω2 + k2x(a
2
y,s − a2x,s)
ω2 − k2xa2x,s
+
(kxu
(0)
y,s)2
ω2 − 3k2xa2x,s
)
, (3.75)
Dzz =
ω2
c2
− k2x −
∑
s
ω2pe,s
c2
(
ω2 + k2x(a
2
z,s − a2x,s)
ω2 − k2xa2x,s
)
. (3.76)
La brancheDzz = 0 de´crit l’instabilite´ Weibel pure, c’est a` dire une onde e´lectromagne´tique relative
au champ (Ez, By) de´nature´e par l’existence d’une anisotropie de tempe´rature. Nous de´taillerons
son analyse en section 3.3.4. Cette instabilite´ s’e´vanouit si on choisit Π(0)yy,s = Π
(0)
zz,s a` l’e´quilibre,
conforme´ment au comportement pre´dit par la the´orie cine´tique. Les modes issus de cette branche sont
de´couple´s de ceux de la seconde car la WI va ge´ne´rer un champ magne´tique en By coline´aire aux
faisceaux, annulant la force de Lorentz u(0) ×B.
La branche DxxDyy −D2xy = 0 de´crit entre autres modes l’instabilite´ re´sultant du couplage entre
les ondes e´lectrostatiques (k ×E = 0) de Langmuir/Bo¨hm-Gross (de´crits par Dxx = 0), et les modes
WI-CFI purement e´lectromagne´tiques (k · E = 0) de´crits par Dyy = 0. L’angle θ entre le vecteur
d’onde et le champ e´lectrique, de´fini par ∇ ·E = kE cos(θ) [8] satisfait la relation
tan(θ) ≡ E
(1)
y
E
(1)
x
=
|Dxx|
|Dxy| . (3.77)
A` Dxy = 0 correspond θ = π/2 et k ·u(0) = 0. Sans couplage, les modes WI-CFI sont donc purement
e´lectromagne´tiques. En cela, nous retrouvons encore le comportement cine´tique espe´re´ puisqu’il suffit
d’avoir des faisceaux de “tempe´ratures” e´gales pour que Dxy = 0 et que ce couplage disparaisse. Cette
condition sur la syme´trie des tempe´ratures peut eˆtre re´e´crite en fonction des grandeurs fluides :
Π
(0)
xx,1
n
(0)
1
=
Π
(0)
xx,2
n
(0)
2
. (3.78)
Combine´e a` la condition de courant nul a` l’e´quilibre (3.68), on obtient
Π
(0)
xx,1u
(0)
1,y +Π
(0)
xx,2u
(0)
2,y = 0. (3.79)
Pour assurer un de´couplage des branches e´lectrostatique et e´lectromagne´tique, le transport global de
la composante Πxx le long des faisceaux doit eˆtre nul.
4. Les travaux pre´sente´s dans cette section ont fait l’objet d’une publication dans la revue EuroPhysics Letters (EPL)
[7]
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3.3.2 Couplage des modes WI-CFI
On s’inte´resse maintenant a` une configuration parfaitement syme´trique, pour laquelle n
(0)
2 = n
(0)
1 =
n0/2, u
(0)
2,y = −u(0)1,y ≡ −u0 et Π(0)2 =Π(0)1 impliquant as,x = ax, ∀s et as,y = ay, ∀s.
La branche Dyy = 0 est maintenant de´couple´e de la partie e´lectrostatique et cette relation de
dispersion peut-eˆtre re´e´crite sous une forme polynoˆmiale de degre´ 6 5,
0 = ω6 − ω4 [ω2pe + k2x (c2 + a2x)+ 3k2xa2x]
+ ω2
[
3k4xa
4
x + 4k
4
xc
2a2x + ω
2
pek
2
x
(
4a2x − u20 − a2y
)]
+ ω2pek
4
x
[
u20a
2
x + 3a
2
x
(
a2y − a2x
)]− 3k6xc2a4x. (3.80)
Cette relation de dispersion posse`de une coupure telle que ω ≡= ωr + iγ = 0 pour kx = kc avec
kcde =
√√√√√ u203a2x︸︷︷︸
CFI
+
a2y − a2x
a2x︸ ︷︷ ︸
WI
. (3.81)
On peut mettre en e´vidence la contribution des instabilite´s CFI et Weibel dans l’expression (3.81) :
la coupure de l’instabilite´ couple´e est une somme pythagoricienne de la coupure de chaque insta-
bilite´ conside´re´e se´pare´ment. Cette coupure implique l’existence d’un seuil de de´clenchement pour
l’instabilite´, tel que
u20
3a2x
+
a2y
a2x
> 1⇔ a2x < a2y +
u20
3
(3.82)
condition pouvant aussi eˆtre re´e´crite comme
1
3
meu
2
0 + kBTy > kBTx. (3.83)
Lorsque l’anisotropie de tempe´rature disparaˆıt, le seuil en fait de meˆme.
La figure 3.5 repre´sente les solutions de l’e´quation (3.80) pour u0 = 0.2, ax ≃ 0.0442 et ay ≃ 0.1399.
Le panneau de gauche repre´sente le taux de croissance γ des six modes existants en fonction de kx,
le panneau de droite repre´sente leur fre´quence re´elle ωr. Quatre modes sont stables et propagatifs
(donc confondus sur l’axe γ = 0 sur la figure de gauche) quelle que soit la valeur de kx. Les deux
modes instables, un croissant et un amorti (a priori sans signification physique), pre´sentent un taux
de croissance maximal |γ| ≃ 0.177 pour kx ≃ 1.67 ainsi qu’une coupure a` kc ≃ 3.98 au-dela` de laquelle
ils deviennent stables et propagatifs. Cette coupure apparaˆıt comme une bifurcation sur le spectre
de droite. Au-dela`, les deux modes se propagent dans des directions oppose´es mais avec la meˆme
fre´quence.
On pourrait calculer le discriminant du polynoˆme de degre´ 3 pour mettre en e´vidence les diffe´rents
re´gimes de cette relation de dispersion : l’expression analytique serait inutilisable compte tenu de sa
lourdeur. Remarquons cependant que deux modes stables ont une fre´quence telle que |ω| = |ωr| >
1, ∀kx. Les modes WI-CFI instables, non-propagatifs, ont un taux de croissance beaucoup plus faible.
Pour analyser ces modes plus en de´tail, on peut choisir de simplifier la relation de dispersion (3.80)
en appliquant l’approximation ω ≪ ωpe (cf. termes barre´s ci-dessous),
0 =✚ω6 − ω4
[
ω2pe + k
2
x
(
c2 + ✓✓a
2
x
)
+✟✟
✟3k2xa
2
x
]
+ ω2
[
✟✟
✟3k4xa
4
x + 4k
4
xc
2a2x + ω
2
pek
2
x
(
4a2x − u20 − a2y
)]
+ ω2pek
4
x
[
u20a
2
x + 3a
2
x
(
a2y − a2x
)]− 3k6xc2a4x, (3.84)
conduisant a`
0 ≃ ω4 − ω2
(
4k2xa
2
x −
ω2pek
2
x
(
u20 + a
2
y
)
ω2pe + k
2
xc
2
)
+ 3k4xa
4
x −
ω2pek
4
xa
2
x
ω2pe + k
2
xc
2
[
u20 + 3a
2
y
]
. (3.85)
Cette approximation n’alte`re pas la coupure de l’instabilite´, e´limine les branches e´lectromagne´tiques
stables a` |ωr| > 1 et nous permet d’obtenir analytiquement des solutions, ce polynoˆme e´tant de degre´
2 en ω2. Le discriminant de (3.85) s’e´crit :
∆ =
(
4k2xa
2
x −
ω2pek
2
x
(
u20 + a
2
y
)
ω2pe + k
2
xc
2
)2
+ 4k4xa
2
x
ω2pe
(
u20 + 3(a
2
y − a2x)
)− 3k2xc2a2x
ω2pe + k
2
xc
2
. (3.86)
5. Poser ay = ax = 0 conduit bien a` la relation de dispersion froide (3.31).
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Figure 3.6 – Comparaison entre les solutions analytiques (3.89), (3.90) (trait plein) et celles obtenues par
re´solution nume´rique du polynoˆme (3.80) (pointille´s), avec les parame`tres de la figure 3.5 : u0 = 0.2c, cx ≃
0.0442c et cy ≃ 0.1399c. La figure de droite est en e´chelle semi-logarithmique. La branche ω− correspond aux
courbes bleues, la branche ω+ aux courbes rouges.
On montre que, pour un nombre d’onde k < kc, condition de seuil de l’instabilite´, ∆ > 0 impliquant
ω2 re´el. Par conse´quent, les solutions
ω2± =
1
2
[(
4k2xa
2
x −
ω2pek
2
x
(
u20 + a
2
y
)
ω2pe + k
2
xc
2
)
±
√
∆
]
(3.87)
correspondant a` k < kc sont soit stables et propagatives (ω = ωr re´el), soit instables et non-
propagatives (ω = iγ imaginaire pur) comme observe´ sur la Figure 3.5.
On peut donner une expression analytique beaucoup plus simplifie´e pour le taux de croissance des
modes WI-CFI couple´s. Plac¸ons nous dans une situation de forte anisotropie du tenseur de pression,
pour laquelle a2y ≫ a2x et pour kx ≃ ωpe/c ou infe´rieur. Compte tenu du fait que kc est d’autant plus
grand que l’anisotropie de pression est forte, cette approximation n’est valable que pour des longueurs
d’onde relativement grandes (kx ≪ kc), ce qui pourrait paraˆıtre proble´matique. Il faut cependant
garder a` l’esprit que les effets cine´tiques prendront de toute manie`re de l’importance a` proximite´ de
la coupure, pour de faibles longueurs d’onde, rendant l’approximation fluide peu fiable. Dans cette
situation,
∆ ≃ ω4pe
k4x
(
u20 + a
2
y
)2(
ω2pe + k
2
xc
2
)2 , (3.88)
toujours positif. On injecte ceci dans l’e´quation (3.87) et on trouve
ω2+ = 2k
2
xa
2
x ⇒ ω+ = ±
√
2kxax (3.89)
ω2− = 2k
2
xa
2
x − ω2pe
k2x
(
a2y + u
2
0
)
ω2pe + k
2
xc
2
≃ −ω2pe
k2x
(
a2y + u
2
0
)
ω2pe + k
2
xc
2
⇒ γ = ωpe
√
k2x
(
a2y + u
2
0
)
ω2pe + k
2
xc
2
. (3.90)
Une comparaison entre les expressions analytiques (3.90) et (3.89) et les solutions correspondantes
calcule´es nume´riquement a` partir de la relation (3.80) est montre´e en figure 3.6. L’accord est tre`s
satisfaisant pour la branche stable, ainsi que pour la branche instable tant que kx est suffisamment
e´loigne´ de kc.
Il est possible d’interpre´ter l’expression (3.90) du taux de croissance d’une manie`re assez simple,
notamment en conside´rant les cas extreˆmes ay ≫ u0 et ay ≪ u0. En effet, on peut e´crire le taux de
croissance (3.90) comme
γ =
√
γ2CFI + γ
2
WI , (3.91)
avec
γWI = ωpe
√
k2xa
2
y
ω2pe + k
2
xc
2
; γCFI = ωpe
√
k2xu
2
0
ω2pe + k
2
xc
2
, (3.92)
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Rappelons que Zs = Z(ξs), ou` ξs = ω/(
√
2kxax,s) =
√
2ǫ−1, si on de´finit ǫ = kxax,s/ω. Supposons ǫ≪
1 et donc ξ ≫ 1 : on peut de´velopper en puissances de ǫ les relations de dispersion fluide et cine´tique.
Commenc¸ons par la partie e´lectrostatique, et remplac¸ons Zs par Zs = −ξ−1s
(
1 + ξ−2s /2 + 3ξ
−4
s /4
)
.
On obtient
DKINxx ≃
ω2
c2
[
1−
∑
s
ω2p,s
ω2
(
1 + 3
k2xa
2
x,s
ω2
)]
. (3.99)
On de´veloppe aussi le de´nominateur de (3.74) comme
(
1− 3k2xa2x,s/ω2
)−1 ≃ 1 + 3k2xa2x,s/ω2, ce qui
conduit a`
DFxx = D
KIN
xx . (3.100)
Effectuons le meˆme type de de´veloppement pour Dxy, composante pour laquelle les deux mode`les
convergent sans simplification supple´mentaire vers
Dxy ≃ −
ω2ps
c2
kxu
(0)
s,y
ω
(
1 + 3
k2xa
2
x,s
ω2
)
. (3.101)
Re´ite´rant le processus pour Dzz, qui de´crit l’instabilite´ Weibel pure :
DKINzz ≃
ω2
c2
− k2x −
∑
s
ω2ps
c2
[
1 +
k2xa
2
x,s
ω2
a2z,s
a2x,s
(
1 + 3
k2xa
2
x,s
ω2
)]
(3.102)
sans simplification supple´mentaire pour le mode`le cine´tique et
DFzz ≃
ω2
c2
− k2x −
∑
s
ω2ps
c2
[
1 +
k2xa
2
x,s
ω2
(
a2z,s
a2x,s
− 1
)][
1 +
k2xa
2
x,s
ω2
]
(3.103)
≃ ω
2
c2
− k2x −
∑
s
ω2ps
c2
[
1 +
k2xa
2
x,s
ω2
a2z,s
a2x,s
(
1 +
k2xa
2
x,s
ω2
)
−
✚
✚
✚k4xa
4
x,s
ω4
]
(3.104)
pour le mode`le fluide. Ici, on voit clairement apparaˆıtre des divergences entre les mode´lisations fluide
et cine´tique. Elles sont de deux types : des coefficients nume´riques diffe´rents devant le parame`tre
d’expansion (comparaison des termes colore´s en bleu dans l’e´quation (3.104)) et des termes additifs
supple´mentaires, artefacts introduits par la description fluide mais ne´gligeables si on s’en tient a` l’ordre
2 en ǫ.
Le meˆme constat peut eˆtre fait pour la branche responsable des instabilite´s WI et CFI. En de´ve-
loppant Zs jusqu’a` l’ordre 2 en k
2
xa
2
x/ω
2, l’e´le´ment Dyy cine´tique devient, en gardant tous les termes :
DKINyy ≃
ω2
c2
− k2x −
∑
s
ω2ps
c2
[
1 +
k2xa
2
x,s
ω2
(
u
(0)2
s,y + a2s,y
a2s,x
)(
1 + 3
k2xa
2
x,s
ω2
)]
. (3.105)
En de´veloppant le de´nominateur du coefficient Dyy fluide (3.75) a` l’ordre 1 en k
2
xa
2
x/ω
2, on trouve
DFyy ≃
ω2
c2
− k2x −
∑
s
ω2ps
c2
[
1 +
k2xa
2
x,s
ω2
(
u
(0)2
s,y + a2s,y
a2s,x
)
+
k4xa
4
x,s
ω4
(
3u
(0)2
s,y + a2s,y
a2s,x
)
−
✚
✚
✚k4xa
4
x,s
ω4
]
. (3.106)
Lorsque k2xa
2
x/ω
2 ≪ 1 (en gardant les termes d’ordre ǫ2), les termes colore´s en bleu sont ne´gli-
geables, et le terme en k4xa
4
x/ω
4 pre´sent dans DDzz l’est aussi. Dans ce cas, les diffe´rences deviennent
ne´gligeables et on peut dire que DFzz = D
KIN
zz , ce qui explique entre autres l’excellent accord constate´
sur la figure 3.7. Le choix de la fermeture ∇ ·Qs = 0 est donc justifie´ dans ce re´gime particulier, que
l’on appelera limite hydrodynamique dans la suite de ce manuscript.
Lorsque le crite`re k2xa
2
x/ω
2 ≪ 1 n’est plus satisfait, c’est a` dire lorsque ξs ≪ 1, le de´veloppement
de Zs prend une autre forme :
Zs ≃ i
√
π − 2ξs, (3.107)
dont il est impossible de faire apparaˆıtre le terme imaginaire (dominant) en de´veloppant l’expression
fluide.
Le parame`tre |ǫ| peut eˆtre interpre´te´ comme e´tant le rapport de deux dure´es caracte´ristiques,
kxax
|ω| ≡
τω
τth
, (3.108)
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ou` τω = 2πω
−1 = 2π
√
ω2r + γ
2
−1
correspond a` la dure´e typique de la perturbation, et ou` τth corres-
pond a` la dure´e mise par une particule anime´e d’une vitesse ax pour parcourir une longueur d’onde
2πk−1x . Lorsque ce rapport est petit devant un, la particule ne bouge que tre`s peu lors du passage de
l’onde si elle est propagative, ou lors de sa croissance si elle est instable. Dans le cas ou` |ǫ| ≫ 1, ce
n’est plus le cas.
Ce rapport peut e´galement eˆtre vu comme un rapport de vitesses dans le cas d’une onde propagative
(stable ou faiblement instable),
kxax
|ω| ≡
ax
vϕ
, (3.109)
ou` vϕ est la vitesse de phase si l’onde est strictement stable propagative. Dans ce dernier cas, lorsque
ǫ tend vers 1, la vitesse de phase de l’onde est voisine de la vitesse caracte´ristique d’un tre`s grand
nombre de particules qui vont alors pouvoir re´sonner avec elle, mettant en jeu d’importants effets
cine´tiques impossibles a` de´crire avec le mode`le fluide. Ce meˆme raisonnement tient toujours lorsque
ǫ ≫ 1, ou` la vitesse de phase devient me´caniquement proche de la vitesse du coeur de la fonction de
distribution, impliquant de nombreuses re´sonances.
L’approche fluide telle que nous l’introduisons dans ce chapitre revient en quelque sorte a` supposer
que toutes les particules d’un e´le´ment de fluide ont une vitesse microscopique de l’ordre de ax selon
la direction x perturbe´e. Cette description peut avoir du sens si la fonction de distribution a une
forme suffisamment simple pour eˆtre identifiable graˆce a` ses premiers moments : moyenne (vitesse
moyenne u), e´cart-type (pression). De`s lors que ce n’est plus le cas, par exemple lorsque une proportion
importante de particules ont une vitesse nettement supe´rieure a` la vitesse moyenne de l’ensemble, ces
caracte´ristiques statistiques ne suffisent plus pour de´crire correctement le plasma et il faut tenir compte
des moments d’ordre supe´rieur. Ceci introduit de la complexite´ : nouvelles inconnues a` de´terminer (7
des 27 composantes du tenseur de flux de chaleur, les autres pouvant eˆtre obtenues graˆce aux syme´tries
de Q) et e´quations supple´mentaires (composantes de l’e´quation (2.144)).
3.3.3.2 Contribution du flux de chaleur
Conside´rons les e´quations fluides line´arise´es pour Πs et Qs apre`s transformation de Fourier en x
et en t,
Π(1)xx,s = 3
kx
ω
Π(0)xx,su
(1)
s,x +
kx
ω
Q(1)xxx,s, (3.110)
Π(1)xy,s =
kx
ω
Π(0)xx,su
(1)
s,y +
kx
ω
Q(1)xxy,s −
ie
mω
kx
ω
E(1)y
(
Π(0)yy,s −Π(0)xx,s
)
, (3.111)
kx
ω
Q(1)xxx,s =
k2x
ω2
N (1)xxxx,s − 3
k2xa
2
x,s
ω2︸ ︷︷ ︸
≡ ǫ2
Π(1)xx,s (3.112)
et
kx
ω
Q(1)xxy,s =
k2x
ω2
N (1)xxxy,s −
k2xa
2
x,s
ω2
Π(1)xy,s. (3.113)
On laisse de coˆte´ la dynamique selon l’axe z qui, line´airement, est totalement de´couple´e de celle du
plan xOy. En combinant les e´quations, on obtient :
Π(1)xx,s
(
1 + 3
k2xa
2
x,s
ω2
)
= 3
kx
ω
Π(0)xx,su
(1)
x,s +
k2x
ω2
N (1)xxxx,s (3.114)
et
Π(1)xy,s
(
1 +
k2xa
2
x,s
ω2
)
=
kx
ω
Π(0)xx,su
(1)
y,s −
ie
mω
kx
ω
(
Π(0)yy,s −Π(0)xx,s
)
E(1)y +
k2x
ω2
N (1)xxxy,s (3.115)
qui de´pendent du moment d’ordre 4, note´ N . Outre l’introduction de N dans les e´quations, la dy-
namique du flux de chaleur ajoute un terme (colore´ en bleu) de l’ordre de ǫ2, correction faible voire
ne´gligeable dans la limite hydrodynamique, mais pre´dominante par rapport a` ∂Π/∂t en dehors de
cette limite.
Ceci dit, l’introduction de la dynamique de Qs dans le mode`le ne re`gle pas tous les proble`mes.
Dans le cas de l’instabilite´ Weibel pure (traite´e dans la section suivante), l’ajout de Qs entraˆıne la
disparition de la coupure et une variation ne´gligeable du taux de croissance obtenu avec le tenseur de
pression pour le re´gime correspondant a` la limite hydrodynamique : dans le cas de l’instabilite´ CFI,
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l’introduction des corrections lie´es au flux de chaleur de´truit exactement la contribution de l’e´le´ment
hors diagonal de Π et entraˆıne la disparition de la coupure de l’instabilite´ fluide. Il est donc plus
que probable qu’il faille e´tendre le mode`le au moment d’ordre 4 si on souhaite faire mieux qu’une
description reposant sur le seul tenseur de pression.
Ce dernier point est a` rapprocher de l’analyse multi-faisceaux de la WI de´veloppe´e notamment
dans [20]. Les simulations nume´riques utilisant cette description cine´tique re´duite ont montre´ que trois
multifaisceaux semmblaient suffire a` la description correcte de la WI, du moins dans sa phase line´aire.
L’initialisation du mode`le multi-faisceaux repose, comme explique´ en section ?? de ce document, sur
la comparaison entre les moments en vitesse de la distribution multifaisceaux (un peigne de Dirac) et
ceux de la fonction de distribution que l’on souhaite repre´senter par les multifaisceaux (une double
Maxwellienne, en ge´ome´trie 1D2V (x, vx, vy)). Le nombre de relations ne´cessaires pour initialiser un
syste`me de trois faisceaux est de 6, impliquant de calculer les moments d’ordre 0 a` 5. Du fait de la
syme´trie de la distribution Maxwellienne, le dernier moment initial non nul est celui d’ordre 4, ce qui
implique potentiellement qu’il faille e´tendre la description fluide jusqu’au moment d’ordre 4.
3.3.4 Instabilite´ Weibel (WI)
Dans le cas pre´ce´dent, nous avions simultane´ment deux sources d’instabilite´ : l’anisotropie de
pression (anisotropie du moment d’ordre 2) et la pre´sence de faisceaux (anisotropie du moment d’ordre
1). E´liminons les faisceaux : si on ne conside`re plus qu’une seule espe`ce e´lectronique et que l’on se
place dans un re´fe´rentiel ou` le plasma (homoge`ne) n’a pas de vitesse moyenne a` l’e´quilibre, seule la
WI peut croˆıtre.
3.3.4.1 Line´arisation et e´quation de dispersion
Line´arisons en de´tail les e´quations fluides, en commenc¸ant par l’e´quation de continuite´,
∂n(1)
∂t
+ n(0)
∂u
(1)
x
∂x
= 0. (3.116)
Sans surprise, la densite´ n’e´volue que par compression en l’absence de convection lie´e a` la pre´sence
des faisceaux. En effet, l’e´volution de la composante u
(1)
x de la vitesse ne de´pend que du champ
e´lectrostatique E
(1)
x et du terme de pression Π
(1)
xx de´crivant la force de pression exerce´e sur les surfaces
perpendiculaires a` l’axe (Ox) et dirige´e selon ce meˆme axe :
∂u
(1)
x
∂t
= − e
m
E(1)x −
1
men(0)
∂Π(1)xx
∂x
. (3.117)
Le terme Π(1)xx e´volue line´airement selon la relation
∂Π(1)xx
∂t
+ 3Π(0)xx
∂u
(1)
x
∂x
= 0, (3.118)
e´quivalente a` l’expression line´arise´e de l’e´quation polytropique
d
dt
(Πxxn
−3) = 0, (3.119)
traduisant une e´volution adiabatique paralle`lement a` la direction de propagation de la perturbation.
Les deux autres composantes de la vitesse e´voluent selon
∂u
(1)
y
∂t
= − e
m
E(1)y −
1
men(0)
∂Π(1)xy
∂x
(3.120)
et
∂u
(1)
z
∂t
= − e
m
E(1)z −
1
men(0)
∂Π(1)xz
∂x
. (3.121)
Le roˆle des termes non-diagonaux Πxy et Πxz, dont la pre´sence permet le transfert de l’e´nergie ther-
mique d’une composante diagonale vers une autre, est essentiel dans cette e´volution. Ces deux termes
e´voluent selon
∂Π(1)xy
∂t
+Π(0)xx
∂u
(1)
y
∂x
= − e
me
[
Π(0)yy −Π(0)xx
]
B(1)z (3.122)
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et
∂Π(1)xz
∂t
+Π(0)xx
∂u
(1)
z
∂x
= − e
me
[
Π(0)xx −Π(0)zz
]
B(1)y (3.123)
et traduisent une interaction directe entre l’anisotropie d’e´quilibre et la perturbation de champ ma-
gne´tique. Le terme Πyz, quant a` lui, reste nul au cours du temps tant que l’hypothe`se de line´arite´
reste valable.
Remarquons enfin que les e´le´ments de pression Πyy et Πzz n’e´voluent que par le biais de u
(1)
x
et n’interviennent pas ve´ritablement dans la dynamique du plasma, y compris non-line´airement, le
proble`me e´tant rigoureusement uni-dimensionnel :
Π(1)yy = Π
(0)
yy
kx
ω
u(1)x , (3.124)
Π(1)zz = Π
(0)
zz
kx
ω
u(1)x . (3.125)
Ces e´quations co¨ıncident avec les expressions line´arise´es des fermetures suivantes, de type polytropique,
d
dt
(Πyyn
−1) = 0, (3.126)
d
dt
(Πzzn
−1) = 0 (3.127)
correspondant a` une e´volution isotherme.
Au final, on peut de´composer le proble`me en trois ensembles de variables macroscopiques e´voluant
se´pare´ment les uns des autres :
— les grandeurs n(1), u
(1)
x et Π
(1)
xx de´crivent le comportement e´lectrostatique du plasma et donc
pilotent la dynamique du champ E
(1)
x ,
— le champ e´lectromagne´tique (E
(1)
y , B
(1)
z ) est quant a` lui couple´ a` u
(1)
y et Π
(1)
xy ,
— alors que le champ (E
(1)
z , B
(1)
y ) est couple´ a` u
(1)
z et Π
(1)
xz .
Ces proprie´te´s de syme´trie se retrouvent naturellement dans l’e´quation de dispersion, comme l’at-
teste la matrice
[D] =
 Dxx 0 00 Dyy 0
0 0 Dzz
 , (3.128)
obtenue en combinant les e´quations fluides line´arise´es avec celles de Maxwell : trois branches line´aire-
ment de´couple´es sont a` caracte´riser. Ici,
Dxx = ω
2 − (ω2pe + 3k2xa2x) = 0, (3.129)
Dyy = ω
2 − k2xc2 − ω2pe
1 +
k2x
ω2
(a2y − a2x)
1− k
2
x
ω2
a2x
= 0, (3.130)
et
Dzz = ω
2 − k2xc2 − ω2pe
1 +
k2x
ω2
(a2z − a2x)
1− k
2
x
ω2
a2x
= 0. (3.131)
La relation Dxx = 0 de´crit les ondes de Langmuir, de´ja` e´voque´es dans la section pre´ce´dente.
Les relations Dyy = 0 et Dzz = 0 sont de meˆme forme et de´crivent respectivement les phe´nome`nes
e´lectromagne´tiques lie´s aux champs Bz et By, et en particulier les instabilite´s Weibel de´clenche´es par
des anisotropies dans les plans (vx, vy) et (vx, vz) respectivement. On retrouve bien le comportement
cine´tique attendu que nous avons expose´ en section 3.1.1. L’indice de re´fraction du plasma relatif a` la
branche e´lectromagne´tique Dyy = 0 s’e´crit
Nxx ≡ kxc
ω
=
√√√√1− ω2pe
ω2
(
ω2 + k2x
(
c2y − c2x
)
ω2 − k2xc2x
)
. (3.132)
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On voit que l’anisotropie a2y − a2x rend possible l’existence de solutions correspondant a` ω < ωpe,
ce qui est exclu dans la the´orie fluide froide. Le mode`le avec tenseur de pression permet de mettre
en e´vidence assez simplement ce que Weibel avait montre´ dans le contexte cine´tique il y a plusieurs
de´cennies : Π autorise l’existence d’ondes e´lectromagne´tiques transverses de basse fre´quence dans un
plasma anisotrope en vitesse.
3.3.4.2 Analyse de la relation de dispersion de la WI
Nous portons notre attention sur la relation Dyy = 0, que l’on e´crit sous forme polynomiale
6 :
ω4 − ω2 [ω2pe + k2x(c2 + a2x)]+ k2x [k2xc2a2x − ω2pe(a2y − a2x)] = 0. (3.134)
On peut re´soudre de manie`re exacte cette e´quation, dont le discriminant est
∆ =
[
ω2pe + k
2
x
(
c2 + a2x
)]2−4k2xc2
(
k2xa
2
x − ω2pe
a2y − a2x
c2
)
=
[
ω2pe + k
2
x(c
2 − a2x)
]2
+4ω2pek
2
xa
2
y, (3.135)
toujours strictement positif et conduisant aux solutions
ω2± =
1
2
[
ω2pe + k
2
x
(
c2 + a2x
)±√∆] , (3.136)
re´elles. Les solutions ω seront donc propagatives et stables ou instables et non-propagatives, comme
on peut le voir en Figure 3.9, ou` la relation (3.134) a e´te´ re´solue nume´riquement pour ay = 0.1713c
et ax = 0.0313c.
Les solutions stables (γ = 0 sur le panneau de gauche) donne´es par ±ω+ correspondent a` des ondes
e´lectromagne´tiques de pulsation ωr > ωpe. Les modes obtenus a` partir de ω
2
− pre´sentent un taux de
croissance
γ =
√√
∆
2
− ω
2
pe + k
2
x(c
2 + a2x)
2
(3.137)
pour des nombres d’onde infe´rieurs a` une valeur kc (instabilite´ Weibel pure) et deviennent stables pour
kx > kc, ce qui implique un changement de signe de ω
2
− lorsque kx = kc. On trouve donc l’expression
de kc en re´solvant ω
2
− = 0 :
kc =
√
a2y
a2x
− 1 =
√
Ty
Tx
− 1. (3.138)
Cette expression co¨ıncide exactement avec (3.14), calcule´e a` partir la relation de dispersion cine´tique
Dyy = 0 (avec Dyy donne´ par (3.11)) construite pour l’e´quilibre maxwellien (3.1) compatible avec
l’e´quilibre choisi pour le mode`le fluide. On retrouve bien la condition cine´tique portant sur le seuil de
de´clenchement de l’instabilite´ : Ty > Tx.
Les figures 3.10 et 3.11 repre´sentent le spectre de l’instabilite´ obtenu par le mode`le fluide et
par le mode`le cine´tique pour diverses valeurs de tempe´rature, dans un cas ou` l’anisotropie est forte
(A = 100) et dans un cas ou` elle est faible (A = 2). On retrouve qualitativement le comportement
cine´tique : a` anisotropie constante, plus la tempe´rature est e´leve´e plus l’instabilite´ est forte. On
remarque que l’accord entre les deux mode`les est meilleur lorsque l’anisotropie est forte. Peut-on
pour autant conside´rer que le mode`le fluide avec tenseur de pression ne fonctionne que dans le cas
d’une forte anisotropie ?
La figure 3.13 repre´sente la valeur du rapport k2xa
2
x/|ω2|, calcule´ avec les valeurs cine´tiques de
ω et mesurant la validite´ du mode`le avec tenseur de pression, en fonction de kx mais surtout de
la valeur prise par l’anisotropie A. La tempe´rature longitudinale a e´te´ choisie volontairement faible
(Tx = 0.01keV ). Quelle que soit la valeur prise par A, il existe toujours une partie du spectre pour
laquelle l’approche fluide ne donnera pas une bonne ide´e du taux de croissance de l’instabilite´ :
k2xa
2
x/|ω2| ≫ 1 pour kx . kc. Cependant, de`s lors que l’anisotropie est faible (par exemple pour
A = 2), le parame`tre k2xa
2
x/|ω2| est grand et le mode`le fluide n’est pas applicable. On peut donc
dire que bien que la “forte” anisotropie n’assure pas la validite´ du mode`le pour des longueurs d’ondes
voisines de 2πk−1c , elle est une ne´cessite´ pour le reste des e´chelles spatiales.
6. En l’absence de faisceaux (u0 = 0), l’e´quation (3.80) se met sous la forme factorise´e suivante :[
ω2 − 3k2xa
2
x
] [
ω4 − ω2
[
ω2pe + k
2
x(c
2 + a2x)
]
+ k2x
[
k2xc
2a2x − ω
2
pe(a
2
y − a
2
x)
]]
= 0 (3.133)
ou` le second facteur correspond a` la relation de dispersion de la WI (3.134).
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Figure 3.9 – Solutions de l’e´quation (3.134) pour ay = 0.1713c et ax = 0.0313c, correspondant a` une aniso-
tropie A = a2y/a
2
x = 30. On de´nombre deux solutions instables non-propagatives (une croissante, une amortie)
et deux solutions stables propagatives correspondant a` une pulsation ω > ωpe. La coupure de l’instabilite´
survient pour kcde ∼ 5.39.
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Figure 3.10 – Taux de croissance de la WI en fonction de kx pour une forte anisotropie A = Ty/Tx = 100.
Les courbes en pointille´s correspondent aux valeurs fluides, les lignes pleines aux valeurs cine´tiques.
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ou`
Dxx =
ω2
c2
− ω
2
c2
∑
s
ωps2
ω2 − 3k2xa2s
, (3.143)
Dzz =
ω2
c2
1−∑
s
ω2ps
ω2
1
1− k
2
xa
2
s
ω2
− k2x = 0, (3.144)
Dyy =
ω2
c2
− ω
2
c2
∑
s
ω2ps
 1ω2 − k2xa2s +
k2xu
(0)2
s,y
ω2
ω2 − 3k2xa2s
− k2x (3.145)
= Dzz −
∑
s
ω2ps
c2
k2xu
(0)2
s,y
ω2 − 3k2xa2s
(3.146)
et
Dxy = −ω
2
c2
∑
s
u
(0)
s,ykx
ω
ω2ps
ω2 − 3k2xa2s
, (3.147)
La relation de dispersion Dzz = 0 peut se mettre sous forme polynoˆmiale,
ω4 − ω2 [ω2pe + k2x (a2s + c2)]+ k4xa2sc2 = 0, (3.148)
dont le discriminant ∆ =
[
ω2pe + k
2
x
(
a2s + c
2
)]2 − 4k4xa2sc2 est strictement positif. Les ondes solutions
de cette e´quation ont donc une amplitude stable.
Dxy, le terme de couplage avec les ondes e´lectrostatiques (branche Dxx = 0), disparaˆıt si les
faisceaux ont le meˆme tenseur de pression, la CFI devenant purement e´lectromagne´tique.
3.3.5.2 Relation de dispersion de la CFI syme´trique
La pre´sence des faisceaux ne s’inse`re pas dans l’expression des ondes e´lectromagne´tiques stables (le
Dzz dans l’e´quation (3.146)) mais apparaˆıt a` travers l’ajout d’un terme supple´mentaire. Ce “compor-
tement” est diffe´rent de celui constate´ pour la WI pure, l’anisotropie de tempe´rature venant modifier
directement le terme relatif aux ondes stables.
Pour des faisceaux syme´triques en terme de moments fluides, la relation de dispersion Dyy = 0 se
re´e´crit
ω6 − ω4(ω2pe + k2xc2 + 4k2xa2)
+ ω2(3k4xa
4 + 4k4xc
2a2 + ω2pek
2
x(3a
2 − u20))
+ ω2pek
4
xu
2
0a
2 − 3k6xc2a4 = 0, (3.149)
ou` on a de´fini as = a ∀s. Ce polynoˆme de degre´ 6 prend une forme factorise´e plus suggestive,[
ω4 − ω2(ω2pe + k2xc2 + k2xa2) + k4xc2a2
] [
ω2 − 3k2xa2
]
= ω2peu
2
0k
2
x(ω
2 − k2xa2). (3.150)
Le premier terme de l’e´quation (3.150) correspond aux ondes e´lectromagne´tiques (3.148) stables,
le second terme quant a` lui correspond a` des ondes sonores e´lectroniques. Les deux sont couple´es par
la vitesse des faisceaux a` travers le dernier terme.
Cette relation de dispersion admet une coupure dont l’expression,
kcde =
ωpe
c
u0√
3a
(3.151)
diffe`re de la the´orie cine´tique de par la pre´sence d’un facteur
√
3. Ce comportement est nettement
visible sur la figure 3.14. Le taux de croissance de l’instabilite´, conforme´ment a` la description cine´tique,
de´croˆıt lorsque la tempe´rature augmente
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Figure 3.14 – Instabilite´ de filamentation de courant - Taux de croissance fluide (pointille´s) et cine´tique (trait
plein) en fonction de kx et de la tempe´rature. On rappelle que a
2 = kBTs/me = P
(0)
s /(men
(0)
s ).
3.4 Propagation paralle`le : modes Weibel propagatifs
On s’inte´resse maintenant a` la propagation d’ondes le long de la direction des faisceaux. L’e´quilibre
est toujours celui de´fini en section 3.2.2. Le vecteur d’onde est dirige´ selon l’axe Oy (k = kyey). Les
travaux pre´sente´s dans cette section ont fait l’objet d’une publication dans la revue Journal of Plasma
Physics (JPP) [21].
3.4.1 E´quation de dispersion
Commenc¸ons par line´ariser les e´quations fluides pour obtenir et discuter l’e´quation de dispersion
du syste`me, sans approximation puis dans la limite hydrodynamique.
3.4.1.1 Line´arisation et e´quation de dispersion
Les e´quations fluides line´arise´es dans l’espace de Fourier sont :
— e´quation de continuite´ :
n(1)s = n
(0)
s
kyu
(1)
y,s
ws
, (3.152)
ou` on de´finit
ws ≡ ω − k · u(0)s = ω − kyu(0)y,s. (3.153)
— e´quation du mouvement :
u(1)x,s = −
ie
mws
(
E(1)x + u
(0)
y,sB
(1)
z
)
+
ky
ws
Π(1)xy,s
mn
(0)
s
, (3.154)
u(1)y,s = −
ie
mws
E(1)y +
ky
ws
Π(1)yy,s
mn
(0)
s
, (3.155)
u(1)z,s = −
ie
mws
(
E(1)z − u(0)y,sB(1)x
)
+
ky
ws
Π(1)yz,s
mn
(0)
s
(3.156)
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— e´volution des composantes diagonales de Π :
Π(1)xx,s =
ky
ws
Π(0)xx,su
(1)
y,s, Π
(1)
zz,s =
ky
ws
Π(0)zz,su
(1)
y,s, (3.157)
Π(1)yy,s = 3
ky
ws
Π(0)yy,su
(1)
y,s (3.158)
— e´volution des composantes non-diagonales de Π :
Π(1)xz,s = 0, (3.159)
Π(1)xy,s =
ky
ws
Π(0)yy,su
(1)
x,s −
ie
m
Π(0)yy,s −Π(0)xx,s
ws
B(1)z , (3.160)
Π(1)yz,s =
ky
ws
Π(0)yy,su
(1)
z,s −
ie
m
Π(0)zz,s −Π(0)yy,s
ws
B(1)x . (3.161)
L’e´quation de Maxwell-Faraday nous permet d’e´liminer le champ magne´tique via B
(1)
x = kyE
(1)
z /ω
et B
(1)
z = −kyE(1)x /ω.
Remarquons d’abord que la pulsation ω est, dans toutes les e´quations fluides, modifie´e par un effet
Doppler lie´ a` la vitesse des faisceaux et ge´ne´re´ par le terme convectif (u ·∇)u.
L’e´volution de u
(1)
y,s de´termine comple`tement celle des e´le´ments diagonaux du tenseur de pression
a` travers des effets de compressibilite´. Cependant, deux de ces composantes, Π(1)xx,s and Π
(1)
zz,s, n’in-
terviennent pas line´airement dans l’e´volution du champ des vitesses et n’entrent donc pas dans la
dynamique line´aire du plasma et des ondes. La composante Πxz,s demeure quant a` elle nulle.
On soulignera que les e´quations (3.157)-(3.158) correspondent a` des e´volutions de type polytro-
pique d’indices 1 (3.157) et 3 (3.158). Remplacer la dynamique deΠ par trois fermetures polytropiques
correspondant a` celles e´voque´es ci-dessus donnerait une description rigoureusement identique de l’in-
stabilite´ double faisceaux (TSI), car meˆme cine´tiquement, son comportement n’est pas affecte´ - au
moins line´airement - par l’anisotropie de tempe´rature. Cependant, la pre´sence des composantes hors
diagonale du tenseur de pression est indispensable a` la description de l’instabilite´ Weibel : comme de´ja`
remarque´ auparavant, le couplage entre l’anisotropie d’e´quilibre et la perturbation de champ magne´-
tique apparaˆıt dans le second terme des e´quations (3.160) et (3.161). Remarquons enfin que, meˆme
en l’absence d’anisotropie, ces composantes pourront e´voluer sous l’effet du champ des vitesses, via le
premier terme des e´quations (3.160) et (3.161).
Combiner ces e´quations a` celles de Maxwell conduit a` l’e´quation de dispersion det[D] = 0, ou`
D =
 Dxx 0 00 Dyy 0
0 0 Dzz
 , (3.162)
et dont les e´le´ments Dij sont donne´s par
Dxx =
ω2
c2
− k2y −
∑
s
ω2ps
c2
w2s + k
2
y(a
2
x,s − a2y,s)
w2s − k2ya2y,s
, (3.163)
Dyy =
ω2
c2
− ω
2
c2
∑
s
ω2ps
w2s − 3k2ya2y,s
, (3.164)
et
Dzz =
ω2
c2
− k2y −
∑
s
ω2ps
c2
w2s + k
2
y(a
2
z,s − a2y,s)
w2s − k2ya2y,s
. (3.165)
Comme avec un mode`le cine´tique [3], on obtient trois relations de dispersion line´airement de´cou-
ple´es. Ce de´couplage est notamment lie´ au choix de la configuration d’e´quilibre, avec des faisceaux
aligne´s le long de l’un des axes principaux d’anisotropie du tenseur de pression. L’existence de compo-
santes hors-diagonale deΠ a` l’e´quilibre introduit en effet un couplage entre la branche e´lectrostatique
(Dyy) et les branches e´lectromagne´tiques (Dxx et Dzz).
La relation Dyy = 0 correspond aux oscillations plasma de´stabilise´es par l’existence des faisceaux
et amorties par des effets de tempe´rature : il s’agˆıt de l’instabilite´ double-faisceaux (TSI) fluide, de
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nature e´lectrostatique. Ces modes ne de´pendent pas de l’anisotropie de pression mais uniquement de
la tempe´rature dans la direction paralle`le a` celle des faisceaux, comme dans le mode`le cine´tique.
Les relations de dispersion Dxx = 0 et Dzz = 0 sont de meˆme nature et de´pendent de l’anisotropie
de pression. Elles de´crivent des modes e´lectromagne´tiques, notamment les modes Weibel re´sonants
(time-resonant Weibel instability ou TRWI en abre´ge´) dont l’e´tude fait l’objet de cette section. Il est
bon de noter qu’en l’absence de faisceaux, l’e´quation Dxx = 0 devient e´quivalente a` l’e´quation (3.130)
de´crivant l’instabilite´ Weibel pure (en intervertissant le roˆle des tempe´ratures puisque dans ce dernier
cas le vecteur d’onde e´tait dirige´ selon Ox).
On supposera des faisceaux syme´triques du point de vue des moments fluides retenus dans le
mode`le, de sorte que n
(0)
1 = n
(0)
2 = n
(0)/2, u
(0)
y,2 = −u(0)y,1 = −u0, az,s = az, ay,s = ay, ax,s = ax ∀s et
ay 6= ax 6= az. Les e´quations (3.163) et (3.164) deviennent respectivement
ω2
c2
− k2y −
ω2pe
2c2
∑
s
1 +
k2y(a
2
x − a2y)
w2s
1− k
2
ya
2
y
w2s
= 0 (3.166)
et
1− ω
2
pe
2
∑
s
1
w2s
1
1− 3k
2
ya
2
y
w2s
= 0. (3.167)
Contrairement au cas de la propagation perpendiculaire aux faisceaux, ici, les relations de dis-
persion de´pendent du label s du faisceau y compris pour un syste`me syme´trique, en raison de l’effet
Doppler.
3.4.1.2 Limite hydrodynamique
Introduisons le parame`tre
ǫs ≡ kyay,s
ws
, (3.168)
et de´finissons la limite hydrodynamique comme
|ǫs| ≪ 1. (3.169)
Il s’agˆıt d’une ge´ne´ralisation du crite`re pre´ce´demment introduit pour la propagation perpendiculaire.
Dans le cas de faisceaux syme´triques du point de vue des moments fluides, ce crite`re devient
ǫ± ≡ kyay√
(ωr ∓ kyu0)2 + γ2
≪ 1. (3.170)
Compte tenu de l’asyme´trie introduite par l’effet Doppler, la valeur du parame`tre de´pend du faisceau
conside´re´. Une description fluide quantitativement satisfaisante requiert que le crite`re |ǫs ≪ 1| soit
satisfait pour tous les faisceaux simultane´ment.
3.4.1.2.a Branche e´lectrostatique
Pour des faisceaux syme´triques, la relation de dispersion Dyy = 0 s’e´crit [3]
0 = 1 +
ω2pe
2
(
1 + ξ+Z+
k2ya
2
y
+
1 + ξ−Z−
k2ya
2
y
)
, (3.171)
ou` Z± = Z(ξ±) est la fonction de dispersion plasma d’argument ξ+ ≡ w+/(
√
2kyay) = (ω −
kyu0)/(
√
2kyay) ou ξ− ≡ w−/(
√
2kyay) = (ω + kyu0)/(
√
2kyay) respectivement.
L’instabilite´ TSI syme´trique e´tant non-propagative (ωr = 0 dans l’e´quation (3.170)), ǫ+ = ǫ− :
les deux faisceaux peuvent satisfaire le crite`re hydrodynamique simultane´ment. En faisant l’hypothe`se
que ξ± ≫ 1, on peut de´velopper la fonction Z,
Z(ξ) ∼ −1
ξ
(
1 +
1
2ξ2
+
3
4ξ4
)
, (3.172)
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et, par injection dans (3.171), trouver
0 ∼ 1− ω
2
pe
2
[
1
w2+
(
1 +
3k2ya
2
y
w2+
)
+
1
w2−
(
1 +
3k2ya
2
y
w2−
)]
. (3.173)
Il est ne´cessaire de conserver le terme d’ordre 4 en ξ dans le de´veloppement de Z pour preserver
des effets thermiques dans la relation de dispersion. La contribution finale de ce terme est seulement
d’ordre ξ−2.
Un de´veloppement de Taylor en ǫα ≪ 1 de la relation de dispersion fluide (3.167) conduit lui aussi
a` l’e´quation (3.173), impliquant l’e´quivalence des deux descriptions lorsque ǫα ≪ 1 simultane´ment
pour les deux faisceaux.
3.4.1.2.b Branche e´lectromagne´tique
La relation de dispersion cine´tique Dxx = 0 (ou Dzz = 0) pour des faisceaux syme´triques s’e´crit
[3]
k2yc
2
ω2
= 1 +
ω2pe
ω2
(
A+
A
2
(ξ+Z+ + ξ−Z−)− 1
)
, (3.174)
ou` on introduit le parame`tre d’anisotropie A ≡ a2x/a2y.
Supposant a` nouveau ξ± ≫ 1, on obtient la relation de dispersion dans la limite hydrodynamique :
k2yc
2
ω2
≃ 1− ω
2
pe
ω2
[
1 +
A
2
(
k2ya
2
y
w2+
+
k2ya
2
y
w2−
)]
. (3.175)
Tous les termes d’ordre supe´rieur a` ǫ2± ont e´te´ ne´glige´s. Cette relation de dispersion coincide avec celle
que l’on obtient en prenant la meˆme limite a` partir de la relation fluide (3.166).
3.4.2 L’instabilite´ Weibel re´sonante
Focalisons nous sur la relation de dispersion des modes e´lectromagne´tiques,Dxx = 0, parmi lesquels
figurent les modes Weibel. L’analyse nume´rique de la relation de dispersion cine´tique [2] a permis de
montrer l’existence d’un nombre d’onde critique k
SB
(ou` SB signifie “slope breaking”) pour lequel
survient une brisure de la pente du taux de croissance et au-dela` duquel l’instabilite´ Weibel devient
propagative (Figure 3.15).
L’approche fluide e´tendue pre´sente´e dans ce chapitre permet une description relativement pre´cise
de cette transition. De plus, elle permet de mettre en e´vidence les autres racines de l’e´quation de
dispersion Dxx = 0 (3.16) et plus particulie`rement l’existence d’une seconde branche instable pour
ky < kSB . La cassure du taux de croissance correspond a` une fusion des deux branches instables et
apparaˆıt donc comme une bifurcation dans l’espace (ω, ky).
3.4.2.1 Mise en e´vidence de la transition WI-TRWI
Commenc¸ons par essayer de reproduire le re´sultat cine´tique connu, et utilisons pour cela les para-
me`tres suivants : u0 = 1/30, ax = u0 + 0.1 and ay = u0/10, que l’on peut raisonnablement conside´rer
comme non-relativistes. Le panneau de gauche de la Figure 3.15 repre´sente une comparaison entre
les taux de croissance maximaux, en fonction de ky, obtenus en re´solvant le mode`le fluide, le mode`le
cine´tique et la limite hydrodynamique (identique pour les deux mode`les). La fre´quence re´elle corres-
pondant a` ces modes est repre´sente´e sur le panneau de droite. Les solutions cine´tique (rouge) et fluide
(noir) sont obtenues a` partir des relations de dispersion (3.174) et (3.166), sans approximation.
La premie`re chose a` souligner est que l’accord entre les descriptions fluide et cine´tique est tre`s bon
pour la fre´quence re´elle ωr. La diffe´rence entre les deux mode`les est ne´gligeable, y compris lorsque
le parame`tre ǫ± est comparable ou supe´rieur a` 1. Il est impossible d’en dire autant concernant le
taux de croissance γ, ou` un e´cart apparaˆıt, de plus en plus fort a` mesure que l’on se rapproche de la
coupure kc de l’instabilite´. Le mode`le fluide restitue cependant la valeur cine´tique de kc, tout comme
il le fait dans le cas de l’instabilite´ Weibel pure traite´e dans la section pre´ce´dente. Prendre la limite
hydrodynamique du mode`le (courbe en pointille´s) entraine, comme attendu, la destruction de cette
coupure.
93
CHAPITRE 3. APPORTS DU TENSEUR DE PRESSION DANS
L’ANALYSE LINE´AIRE DES INSTABILITE´S DE TYPE WEIBEL
Figure 3.15 – Comparaison entre les taux de croissance cine´tique (trait plein rouge) et fluide (trait plein noir)
des modes les plus instables (panneau de gauche) et des fre´quences correspondantes (panneau de droite). En
pointille´s, la solution de l’e´quation obtenue a` partir de l’e´quation (3.175), correspondant a` la limite hydrody-
namique, encore une fois responsable de la disparition de la coupure. La valeur du parame`tre ǫ±, calcule´e avec
la valeur cine´tique de ω pour les deux faisceaux, est repre´sente´e par les lignes bleues (ǫ+) et vertes (ǫ−). Les
parame`tres physiques utilise´s sont u0 = 1/30, ax = u0 + 0.1 et ay = u0/10
La brisure de pente du taux de croissance en ky = kSB est bien reproduite par le mode`le fluide :
on observe une augmentation progressive de la fre´quence re´elle des modes instables pour des nombres
d’onde compris entre k
SB
de ∼ 1 and kcde ∼ 30 avec les deux descriptions. Pour des nombres d’onde
infe´rieurs a` k
SB
, l’instabilite´ ne se propage pas. Le nombre d’onde k
SB
correspond donc a` une transition
entre deux re´gimes de l’instabilite´ : un re´gime non-propagatif, similaire a` celui de l’instabilite´ Weibel
pure, et un re´gime propagatif. Ce comportement est caracte´ristique de l’instabilite´ Weibel re´sonante
(TRWI), et la transition a` k
SB
survient dans le re´gime hydrodynamique (les deux faisceaux ve´rifient
|ǫ±| ≪ 1 autour de la brisure) pour les parame`tres conside´re´s. Le mode`le fluide e´tendu reposant sur
la dynamique comple`te du tenseur de pression est donc capable de donner une description pre´cise de
cette transition.
Si quantitativement l’accord est plus que satisfaisant de`s lors que la limite hydrodynamique est
ve´rifie´e par les deux faisceaux, l’analyse line´aire du mode`le fluide s’ave`re en outre qualitativement
digne de confiance en dehors de ce re´gime. Il est donc possible d’analyser la relation de dispersion
(3.166) pour e´tudier le comportement des solutions de (3.174), ce qui sera analytiquement plus aise´.
3.4.2.2 Analyse de la relation de dispersion fluide
On peut re´e´crire ’e´quation (3.166) sous une forme polynoˆmiale, dont le degre´ est 3 en ω2 :
0 = ω6 − ω4[ω2pe + k2yc2 + 2k2y(u20 + a2y)]
+ ω2
[
k4y(u
2
0 − a2y)2 + 2k2y(u20 + a2y)(ω2pe + k2yc2)− ω2pek2ya2x
]
− k4y
(
a2y − u20
)[
k2yc
2(a2y − u20)− ω2pe(u20 + a2x − a2y)
]
. (3.176)
Ceci implique l’existence de trois couples de solutions complexes, comme montre´ sur la figure 3.16
ou` les parame`tres de la figure 3.15 (u0 = 1/30, ax = u0 + 0.1 et ay = u0/10) ont e´te´ utilise´s pour
re´soudre (3.176).
Bien qu’il soit en principe possible d’e´crire la forme explicite des solutions d’un polynoˆme de degre´
3, il suffit de discuter l’existence de la partie imaginaire de ω2 pour identifier le caracte`re propagatif
et/ou instable des modes dans les intervalles ky ≤ kSB , kSB ≤ ky ≤ kc et ky > kc. Re´e´crivons (3.176)
sous une forme plus compacte,
W 3 + d2W
2 + d1W + d0 = 0, (3.177)
ou` W ≡ ω2. Le discriminant de ce polynoˆme s’e´crit [22]
∆ ≡ q3 + r2, (3.178)
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Figure 3.16 – Racines de l’e´quation (3.176) : taux de croissance γ (panneau de gauche), fre´quence (panneau de
droite). Les deux panneaux de´crivent le comportement d’un total de six modes en fonction de ky. La brisure de
pente observe´e sur le taux de croissance en Figure 3.15 correspond a` une fusion de deux modes instables. Deux
autres modes, caracte´rise´s par ωr ≥ ωpe, sont stables quelque soit ky. Re´sultats obtenus pour les parame`tres
suivants : u0 = 1/30, ax = u0 + 0.1 et ay = u0/10.
avec
q =
1
3
d1 − 1
9
d22, r =
1
6
(d1d2 − 3d0)− 1
27
d32. (3.179)
Lorsque ∆ > 0, une racine sur trois est re´elle, les deux autres e´tant complexes conjugue´es. Dans le cas
ou` ∆ < 0, on de´nombre trois solutions re´elles distinctes, alors que si ∆ = 0 toutes les solutions sont
re´elles mais au moins d’eux d’entre elles coincident.
Les expressions les plus ge´ne´rales pour les trois solutions ω2 sont
ω20 = [r +∆
1
2 ]
1
3︸ ︷︷ ︸
s+
+ [r −∆ 12 ] 13︸ ︷︷ ︸
s−
−d2
3
(3.180)
et
ω2± = −
1
2
(s+ + s−)− d2
3
± i
√
3
2
(s+ − s−), (3.181)
s+ et s− e´tant a priori des nombres complexes.
Comme W = ω2 = ω2r − γ2 + i2ωrγ, il n’y a que deux possibilite´s pour que ω2 soit strictement
re´el : soit ωr = 0, soit γ = 0, signifiant que les modes sont soit purement instables, soit purement
propagatifs. Un mode a` la fois instable et propagatif correspond a` une valeur complexe de ω2.
On peut alors caracte´riser trois re´gions dans le plan (ω, ky) en fonction du signe de ∆. Ces trois
re´gions sont celles mises en e´vidence dans l’exemple de la figure 3.16. De plus, le discriminant ∆ e´tant
une fonction continue de ky, la brisure de pente en kSB et la coupure en kc correspondent a` la condition
∆ = 0. (3.182)
Nous avons donc un crite`re pour de´terminer si l’instabilite´ Weibel est re´sonante, non-re´sonante ou
stabilise´e. Discutons les trois re´gions de la figure 3.16 a` la lumie`re de ce nouveau de´veloppement.
— Pour ky < kSB , le discriminant ∆ est ne´gatif, assurant trois valeurs re´elles strictement diffe´rentes
pour ω2, et donc des modes soit purement propagatifs, soit purement instables. Les deux modes
stables, se propageant dans des directions oppose´es et caracte´rise´s par |ωr| ≥ ωpe, correspondent
a` des ondes e´lectromagne´tiques polarise´es line´airement. Les quatre modes restants sont deux
modes instables non propagatifs, de type Weibel et e´voluant sur des e´chelles de temps longues
devant l’inverse de la pulsation plasma e´lectronique γ ≪ ωpe, ainsi que leurs e´quivalents amortis.
Pour les parame`tres retenus sur la figure 3.16, un maximum local du taux de croissance peut
eˆtre identifie´ aux alentours de kyde ∼ 0.8.
— Le point ky = kSB ∼ d−1e repre´sente une double bifurcation dans l’espace (ky, ω), solution de
∆(ky) = 0. Les deux modes purement instables observe´s dans la re´gion ky < kSB ont le meˆme
taux de croissance et deviennent propagatifs, dans des directions oppose´es.
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Figure 3.17 – Forme ge´ne´rale et comportement des quatre modes instables en fonction du nombre d’onde
ky. Les fle`ches noires indiquent une fusion ou une leve´e de de´ge´ne´rescence de deux modes en un point de
bifurcation. Ces dernie`res, en ky = kSB et ky = kc, sont indique´es par les lignes verticales en pointille´s. Les
indices α = 1, 2 sont des labels arbitraires pour distinguer deux valeurs diffe´rentes de γ et/ou ωr.
— Pour k
SB
< ky < kc, l’instabilite´ Weibel devient re´sonante (time-resonant Weibel instability).
Ceci correspond a` ∆ > 0. Les modes TRWI se propagent selon des sens oppose´s (meˆme taux
de croissance γ mais ωr oppose´es) et sont de´crits par les racines ω
2
+ and ω
2
− (3.181). Les modes
amortis et croissants sont complexe conjugue´s deux a` deux. Enfin, les deux modes e´lectroma-
gne´tiques stables rencontre´s pour ky < kSB correspondent a` l’unique racine re´elle W = ω
2
0
(3.180).
— Lorsque ky = kc, la partie instable des solutions disparaˆıt. Ce point correspond lui aussi a` une
double bifurcation dans l’espace (ky, ω), solution de ∆(kc) = 0.
— Enfin, quand ky > kc (ou`∆ < 0 a` nouveau) tous les modes maintiennent leur caracte`re propagatif
et deux valeurs de |ωr| apparaissent. Les six modes observe´s sont stables et polarise´s line´airement.
La nature des six modes fluides dans les trois re´gions de l’espace (ω, ky) est re´sume´e sur le sche´ma
pre´sente´ en Figure 3.17.
3.4.2.2.a Limite basse-fre´quence
Pour aller plus loin dans l’e´tude des modes instables, on peut se restreindre aux basses fre´quences
telles que |ω| ≪ ωpe et ainsi simplifier l’e´quation (3.176) :
0 = ω4
[
ω2pe + k
2
yc
2
]− ω2 [2k2y(u20 + a2y)(ω2pe + k2yc2)− ω2pek2ya2x]
+ k4y
(
a2y − u20
) [
k2yc
2(a2y − u20)− ω2pe(u20 + a2x − a2y)
]
. (3.183)
Cette approximation permet d’e´liminer les deux branches e´lectromagne´tiques de haute-fre´quence pour
lesquelles |ω| > ωpe,∀ ky.
Sous cette approximation, le taux de croissance et la fre´quence re´elle des quatre modes restants
changent peu : pour les parame`tres teste´s en figure 3.15 la variation relative du taux de croissance
maximal dans les re´gimes re´sonant et non-re´sonant est de l’ordre de 0.1% et celles de kc et kSB sont
encore infe´rieures.
Ayant re´duit le degre´ de la relation de dispersion, il est possible de trouver une expression analytique
pour les nombres d’onde k
SB
et kc. On cherche pour cela les racines de l’e´quation ∆∗(ky) = 0, ou`
∆∗ = k4y
{[
16u20a
2
yc
4
]
k4y + 8ω
2
peu
2
0c
2
[
4a2y − a2x
]
k2y + ω
4
pe
[
a4x + 8u
2
0(2a
2
y − a2x)
]}
. (3.184)
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est le discriminant de l’e´quation (3.183).
Les racines k2y de ce polynoˆme ne sont re´elles que si ay < u0. Dans ce cas, on obtient
k2
SB
d2e =
1
4
[
a2x
a2y
(
1−
√
1− a
2
y
u20
)
− 4
]
, k2cd
2
e =
1
4
[
a2x
a2y
(
1 +
√
1− a
2
y
u20
)
− 4
]
. (3.185)
Les parame`tres utilise´s pour obtenir la figure 3.16 satisfont la condition ay < u0. Pour cet exemple
en particulier, les expressions (3.185) conduisent a` k
SB
= 1.0025 et kc = 28.2311, en bon accord
avec la solution nume´rique de l’e´quation (3.176). L’estimation analytique de k
SB
obtenue par [2] en
re´gime hydrodynamique est retrouve´e en supposant ay ≪ u0, pour laquelle les expressions (3.185)
deviennent :
k
SB
de ≃
√
a2x
8u20
− 1 ; k
c
de ≃ ax√
2ay
. (3.186)
Le cas limite u0 = ay est relativement inte´ressant car il implique la superposition des deux nombres
d’onde
k
SB
de = kcde =
√
a2x
4a2y
− 1 (3.187)
et la disparition du re´gime re´sonant de l’instabilite´ Weibel.
Remarquons la forte ressemblance entre (3.187) et l’expression de la coupure de l’instabilite´ Weibel
pure kWIc =
√
a2x/a
2
y − 1 (3.138) e´tudie´e dans la section pre´ce´dente. En effet, pour ay = u0 la relation
de dispersion fluide sans approximation (3.176) (un polynoˆme de degre´ 6) devient
0 = ω4 − ω2 [ω2pe + k2y(c2 + 4a2y)]+ k2y [k2yc24a2y − ω2pe(a2x − 4a2y)] . (3.188)
Cette e´quation a exactement la meˆme forme que la relation de dispersion de la WI (3.134) avec
une vitesse thermique a˜y effective telle que a˜
2
y = 4a
2
y. Ceci peut eˆtre compris si on suppose que chaque
faisceau est repre´sente´ par une fonction de distribution de type Maxwellienne dont l’e´cart type dans
l’espace des vitesses est σi = ai, avec i = x, y : quand ay = u0, les deux distributions sont si proches
qu’elles semblent n’en former qu’une seule, dont l’e´cart type est σ˜i = 2σi.
3.4.2.2.b Limite basse-fre´quence et grandes longueurs d’onde
On peut trouver une expression asymptotique pour le taux de croissance des modes Weibel non-
re´sonants existants pour ky < kSB si on prend la limite kyde ≪ 1 de l’e´quation (3.183) :
ω4 − ω2 [2k2y(u20 + a2y)− k2ya2x]+ k4y(a2y − u20)(a2y − u20 − a2x) = 0. (3.189)
Le discriminant de ce nouveau polynoˆme s’e´crit
∆∗∗ = k4ya
4
x
[
1 +
8u20
a2x
(
2a2y
a2x
− 1
)]
= k4y
[
a4x + 8u
2
0(2a
2
y − a2x)
]
. (3.190)
Comme le signe de (3.190) ne de´pend pas de la valeur de ky, les bifurcations en kSB et kc disparaissent
du mode`le sous cette limite.
Prenons ensuite la limite de forte anisotropie exprime´e telle que ay ≪ u0 ≪ ax, satisfaite sur
les figures 3.15 et 3.16 (correspondant a` ∆∗∗ ∼ 10−4k4y). Dans ce cas, ∆∗∗ > 0 et on trouve deux
expressions approche´es pour ω2 de´crivant les deux branches instables et a` partir desquelles il est
possible d’avoir une estimation du taux de croissance
ω2 ≃ −k2y(u20 − a2y), γ ≃ ±kyu0
√
1− a
2
y
u20
(mode le moins instable), (3.191)
ω2 ≃ −k2y(a2x − 3u20), γ ≃ ±kyax
√
1− 3u
2
0
a2x
(mode le plus instable). (3.192)
Comme attendu, ces deux modes sont non-propagatifs. A` titre d’exemple, une comparaison entre les
expressions (3.191), (3.192) et les solutions de (3.176) est montre´e en Figure 3.18.
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Figure 3.18 – Les deux expressions asymptotiques (en bleu et en rouge) du taux de croissance pour les deux
modes purement instables dans la limite kyde ≪ 1. Les parame`tres utilise´s sont ceux des figures 3.15 et 3.16.
3.4.2.2.c D’une instabilite´ a` deux re´gimes vers une TRWI exclusive
Le discriminant ∆∗∗ n’est pas ne´cesserairement positif, mais son signe ne de´pend pas de ky. Il est
donc possible d’avoir une instabilite´ Weibel re´sonante quelque soit kyde ≪ 1 pourvu que ∆∗∗ < 0. Il
faut pour cela un e´quilibre ve´rifiant a2x− < a
2
x < a
2
x+
7, avec
a2x,± = 4u
2
0
(
1±
√
1− a
2
y
u20
)
. (3.193)
Sans restreindre la ge´ne´ralite´ de notre discussion, on peut supposer ay ≪ u0 de sorte que
ax,− ≃
√
2ay ; ax,+ ≃
√
2(4u20 − a2y) ≃ 2
√
2u0. (3.194)
Si on regarde de plus pre`s l’expression de k
SB
donne´e en 3.186, e´tablie pour ay ≪ u0, on remarque
que k
SB
ne peut pas exister si ax < ax,+
8. On constate la disparition du re´gime non-re´sonant de
l’instabilite´ Weibel dans le cas ou` ax < ax,+ si ay ≪ u0.
Pour illustrer ce re´gime exclusivement caracte´rise´ par la TRWI, prenons un exemple pour lequel
ax est proche de la borne supe´rieure ax,+ de l’intervalle ∆∗∗ < 0 : on choisit u0 = 1/30 et ay = u0/10
pour satisfaire la condition ay ≪ u0 et ax =
√
2u0 . ax,+, de sorte que ∆∗∗ ≃ −1, 5.10−5k4y. Les
solutions de la relation de dispersion fluide comple`te (3.176) sont repre´sente´es sur la figure 3.19. Un
controˆle du signe de ∆, le discriminant de la relation de dispersion sans approximation (3.176) permet
de confirmer que le spectre repre´sente´ correspond bien a` une instabilite´ re´sonante quelque soit ky < kc,
ou` kc correspond a` l’estimation (3.186) : ∆ est positif pour ky < kc ∼ 10d−1e , nul si ky = kc et ne´gatif
pour ky > kc.
On peut conduire le meˆme raisonnement au niveau de la borne infe´rieure de l’intervalle ∆∗∗ < 0,
en choisissant u0 = 1/30, ay = u0/10 et ax = 2ay de telle sorte que ∆∗∗ ≃ −2.10−7k4y (Figure 3.20).
Comme attendu a` cause de la faible anisotropie de tempe´rature, le taux de croissance est plus faible
que celui repre´sente´ en Figure 3.19, mais le comportement des modes est qualitativement le meˆme.
3.4.2.3 Mise en e´vidence des proprie´te´s fluides de la TRWI dans le re´gime cine´tique
Bien que quantitativement l’estimation des taux de croissance et des nombres d’onde critiques
puisse diffe´rer, l’existence et le comportement des racines de l’e´quation (3.176) sur les trois intervalles
ky < kSB , kSB < ky < kc et kc < ky sont ve´rifie´s dans une description cine´tique, meˆme si la limite
7. On traite l’e´quation (3.190) comme un polynoˆme de degre´ 4 en a2x, dont le discriminant est 64u
2
0(u
2
0−a
2
y). Notons
que lorsque ax . ax,−, le discriminant ∆∗∗ est positif mais il n’y a plus d’instabilite´, l’e´nergie thermique transverse
n’e´tant plus suffisamment e´leve´e pour exciter les modes Weibel.
8. Les nombres d’onde sont suppose´s re´els dans la line´arisation des e´quations fluides et cine´tiques utilise´e dans ce
travail.
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Figure 3.19 – Solution nume´rique de la relation de dispersion fluide (3.176) pour u0 = 1/30, ay = u0/10 et
ax =
√
2u0 (dans ce cas, ∆∗∗ ≃ −1, 5.10−5k4y). Un zoom est re´alise´ pour les faibles nombres d’onde, la` ou` le
taux de croissance et la fre´quence re´elle sont petits, mais non nuls.
Figure 3.20 – Solution nume´rique de la relation de dispersion fluide (3.176) pour u0 = 1/30, ay = u0/10 et
ax = 2ay (dans ce cas, ∆∗∗ ≃ −2.10−7k4y). Un zoom est re´alise´ pour les faibles nombres d’onde, la` ou` le taux
de croissance et la fre´quence re´elle sont petits, mais non nuls.
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Figure 3.21 – Mise en e´vidence des deux modes instables non-propagatifs. Comparaison entre les taux de
croissance fluide (pointille´s) et cine´tique (trait plein) correspondant aux deux modes purement instables de
l’instabilite´ Weibel : le plus instable est repre´sente´ sur le panneau de gauche et le moins instable sur celui de
droite. Les courbes bleues sont obtenues a` partir de u0 = 1/30, ay = u0/
√
2 et ax = 10ay. Les courbes rouges
correspondent aux parame`tres u0 = 1/30, ay = u0/
√
2 et ax = 5ay. Une comparaison directe avec la figure 1
de [2] peut eˆtre faite.
hydrodynamique n’est pas atteinte. On citera en particulier la branche infe´rieure des modes instables
non-propagatifs mise en e´vidence sur la figure 3.16 pour ky < kSB : sur la figure 3.21, panneau de
droite, cette branche apparaˆıt pour des parame`tres ne satisfaisant pas le crite`re hydrodynamique. Le
mode`le fluide surestime la valeur cine´tique du taux de croissance mais la transition entre les re´gimes
non-re´sonant et re´sonant a lieu pour des valeurs de k
SB
a` peu pre`s identiques. On notera que la valeur
de |ω| plus faible pour la branche infe´rieure, celle-ci a plus de mal a` satisfaire le crite`re hydrodynamique
que la branche supe´rieure.
Le roˆle de la tempe´rature transverse Tx sur la transition d’une instabilite´ a` deux re´gimes (non-
re´sonant pour ky < kSB puis re´sonant pour kSB < ky < kc) vers une instabilite´ propagative quelque
soit le nombre d’onde (cf. Section 3.4.2.2.c), est lui aussi retrouve´ dans l’analyse cine´tique. Les figures
3.22 et 3.23 montrent une comparaison fluide/cine´tique entre les taux de croissance et la fre´quence
des modes analyse´s pre´ce´demment sur les figures 3.19 et 3.20 respectivement.
La disparition du caracte`re non-re´sonant de l’instabilite´ en faveur d’une TRWI exclusive, lorsque
la condition a2x− < a
2
x < a
2
x+ est satisfaite, est observe´e pour le cas repre´sente´ en figure 3.22, avec en
prime un accord excellent entre les re´sultats fluide et cine´tique, cohe´rent avec la valeur du parame`tre
hydrodynamique ǫ±, petite devant 1 pour chacun des deux faisceaux sur la quasi-totalite´ du spectre.
Le comportement observe´ pour kyde ∼ 10−6 est le meˆme que celui que l’on observerait pour des
nombres d’onde plus faibles : les termes ∼ k8y et ∼ k6y dans l’e´quation (3.184) sont domine´s par ceux
proportionnels a` k4y.
La figure 3.23 repre´sente un cas largement en dehors de la limite hydrodynamique et ne´anmoins,
l’accord fluide/cine´tique reste excellent d’un point de vue qualitatif. Bien que l’erreur commise par
le mode`le fluide sur la valeur du taux de croissance soit e´norme, le comportement de l’instabilite´ est
bien la` : la TRWI est exclusive comme attendu (les valeurs fluide et cine´tique de ωr sont quasiment
identiques), l’estimation de la coupure kc est bonne et le taux de croissance maximal fluide augmente
avec l’anisotropie (ax/ay = 10
√
2 sur la figure 3.22 et ax/ay = 2 sur la figure 3.23).
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Figure 3.22 – TRWI exclusive. Panneau de gauche : comparaison entre les taux de croissance cine´tique
(rouge) et fluide (noir) des modes les plus instables. Panneau de droite : meˆme chose avec la fre´quence
des modes repre´sente´s sur le panneau de gauche. Les courbes bleue et verte correspondent a` la valeur du
parame`tre hydrodynamique ǫs = kyay/ws pour chacun des deux faisceaux, calcule´e avec la valeur cine´tique
de ω. L’e´quilibre perturbe´ e´tudie´ est le meˆme que celui utilise´ en figure 3.19 : u0 = 1/30, ax =
√
2u0 et
ay = u0/10. Les diffe´rences entre les mode`les fluide et cine´tique n’apparaissent qu’a` proximite´ de la coupure.
Figure 3.23 – TRWI exclusive. Panneau de gauche : comparaison entre les taux de croissance cine´tique
(rouge) et fluide (noir) des modes les plus instables. Panneau de droite : meˆme chose avec la fre´quence
des modes repre´sente´s sur le panneau de gauche. Les courbes bleue et verte correspondent a` la valeur du
parame`tre hydrodynamique ǫs = kyay/ws pour chacun des deux faisceaux, calcule´e avec la valeur cine´tique
de ω. Les parame`tres sont les meˆmes que sur la figure 3.20 : u0 = 1/30, ay = u0/10 and ax = 2ay. La limite
hydrodynamique n’est jamais atteinte, mais les deux mode`les pre´disent un re´gime TRWI pour tout ky < kc.
Si les diffe´rences quantitatives au niveau du taux de croissance sont tre`s importantes, l’accord entre les deux
mode`les est excellent pour la fre´quence ωr.
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Conclusion
Nous avons discute´ des instabilite´s de type Weibel a` travers une description fluide e´tendue a` la
dynamique du tenseur de pression. Ce mode`le s’est montre´ capable de restituer des proprie´te´s impor-
tantes de ces phe´nome`nes, a` la condition de re´aliser la limite hydrodynamique. Lorsque cette limite
n’est pas satisfaite, nous avons mis en e´vidence la capacite´ du mode`le a` pre´dire correctement, quanti-
tativement (coupure de l’instabilite´ Weibel pure) ou qualitativement (branche secondaire instable et
transition entre re´gimes non-re´sonant et re´sonant dans le cas de l’instabilite´ Weibel applique´e a` un
syste`me de faisceaux contra-propageants) le comportement des instabilite´s.
L’analyse fluide reposant sur l’e´volution d’un nombre limite´ de grandeurs macroscopiques est ce-
pendant fondamentalement incomple`te (proble`me de la fermeture) et n’est pas capable de pre´dire
quantitativement le taux de croissance dans toutes les situations. En outre, elle peut introduire des
erreurs comme pour la coupure de l’instabilite´ CFI en pre´sence d’une tempe´rature. Hors limite hy-
drodynamique, une description cine´tique impliquant la re´solution du syste`me Vlasov-Maxwell est
indispensable. On abordera cette proble´matique dans le chapitre suivant.
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La re´solution du syste`me d’e´quations de Vlasov-Maxwell est un exercice complexe, en raison no-
tamment de sa non-line´arite´. La volonte´ d’obtenir analytiquement des lois claires et facilement in-
terpre´tables se heurte a` la complexite´ mathe´matique des e´quations. Cette difficulte´ est grandement
accrue lorsqu’on souhaite introduire des effets relativistes dans le mode`le ou encore lorsqu’on s’inte´-
resse aux effets non-line´aires. Le recours aux me´thodes nume´riques est donc indispensable et il existe
de nos jours de nombreux codes nume´riques dont la principale fonction est de simuler l’e´volution d’un
plasma re´gi par les e´quations de Vlasov-Maxwell.
Le chapitre qui vient est l’occasion de pre´senter le code semi-lagrangien VLEM (VLasov Electro-
Magne´tique), re´cemment mis au point pour re´soudre le syste`me Vlasov-Maxwell dans un espace des
phases a` 4 puis 5 dimensions. On pre´sentera dans un premier temps le principe de la me´thode semi-
lagrangienne, la structure globale du code et sa paralle´lisation. On de´taillera ensuite les principales
me´thodes mathe´matiques utilise´es pour re´soudre d’une part l’e´quation de Vlasov et d’autre part les
e´quations de Maxwell. On abordera enfin le proble`me de la conservation de la charge, proble`me cause´
en partie par la ne´cessite´ de coupler le solveur de Vlasov au solveur de Maxwell pour mode´liser le
comportement auto-consistant du plasma et des champs.
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4.1 Introduction
Le plasma, traite´ de fac¸on cine´tique, peut-eˆtre vu comme un milieu continu e´voluant dans un
espace des phases forme´ par les degre´s de liberte´ spatiaux et de vitesse, soit six dimensions au maxi-
mum. Comme tout milieu continu, il est possible de l’e´tudier selon deux points de vue : l’approche
Lagrangienne et l’approche Eule´rienne.
L’approche Lagrangienne consiste a` e´tudier le milieu continu comme une juxtaposition de parti-
cules, pouvant repre´senter des particules re´elles ou un ensemble suffisant de particules proches (de sorte
que les grandeurs thermodynamiques soient de´finies de fac¸on locale) et dont on suit le mouvement en
calculant leur trajectoire, de´termine´e par les forces agissant sur elles a` chaque instant.
L’approche Eule´rienne met de coˆte´ la notion de particule pour regarder l’e´volution spatiale et
temporelle des grandeurs physiques, repre´sente´es sous forme de champs scalaires (densite´, pression)
ou vectoriels (champ des vitesses, champs e´lectromagne´tiques) en un ensemble de points fixes de
l’espace des phases.
Dans le meˆme esprit, on pourrait classer les me´thodes de re´solution du syste`me Vlasov-Maxwell
utilise´es dans les codes en deux grandes cate´gories :
— Les me´thodes Lagrangiennes repre´sentent la fonction de distribution comme une somme de
macro-particules affecte´es d’un certain poids statistique (conforme a` la fonction de distribu-
tion re´elle initiale). Ces macro-particules se de´placent et forment des trajectoires, solutions des
e´quations du mouvement
dr
dt
=
p
mγ
(4.1)
et
dp
dt
= q (E + v ×B) . (4.2)
La re´solution des e´quations de Maxwell se fait par diffe´rences finies sur un maillage spatial dont
la taille caracte´ristique ∆x est voisine de la longueur de Debye. Les densite´s de charge et de
courant ne´cessaires au calcul des champs sont interpole´es sur cette grille. On calcule ensuite par
interpolation la valeur des champs aux points occupe´s par les macro-particules.
Parmi les me´thodes Lagrangiennes, on peut citer les me´thodes de type Particle-in-Cell 1, tre`s
populaires en physique des plasmas en raison de leur couˆt nume´rique relativement faible : il n’y
a pas besoin de discre´tiser l’espace des vitesses. Ce point implique par ailleurs l’absence d’une
borne supe´rieure pour p puisqu’il n’y a pas a` proprement parler d’espace des vitesses dans le
code. On peut alors de´crire de fortes variations de vitesse sans crainte de voir certaines particules
quitter le volume simule´ par le code.
L’introduction d’un nombre fini de macro-particules implique cependant l’apparition d’un bruit
statistique sur toute grandeur physique G calcule´e a` partir de la fonction de distribution. L’im-
portance de ces fluctuations inde´sirables δG par rapport a` la valeur de G est telle que
δG
G
≃ 1√
N
, (4.3)
ou` N est le nombre de macro-particules. Les me´thodes PIC sont donc re´pute´es peu adapte´es a`
la description de re´gions de l’espace des phases ou` la densite´ de particules est faible.
— Les me´thodes Eule´riennes traitent la fonction de distribution comme un champ scalaire e´voluant
dans l’espace des phases (soit potentiellement six dimensions). Les e´quations de Vlasov et de
Maxwell sont re´solues par les me´thodes “classiques” employe´es pour re´soudre des e´quations
aux de´rive´es partielles : diffe´rences finies, volumes finis ... Les me´thodes Eule´riennes sont donc
sujettes aux conditions CFL [2], tant pour la re´solution de l’e´quation de Vlasov que pour celle
des e´quations de Maxwell et contraignent fortement la valeur maximale du pas de temps pouvant
eˆtre utilise´e dans les codes.
Puisque ces me´thodes impliquent des calculs sur la fonction de distribution elle-meˆme, elles
peuvent s’affranchir du bruit statistique introduit par les me´thodes Lagrangiennes. Il reste cela
dit le bruit nume´rique lie´ a` l’erreur machine. Les me´thodes Eule´riennes permettent de de´crire
correctement le plasma dans les re´gions de l’espace des phases ou` la fonction de distribution a
une faible amplitude, mais sont plus couˆteuses en ressources informatiques. Il est ne´cessaire de
discre´tiser l’espace des phases avec un maillage suffisamment e´troit en raison du phe´nome`ne de
filamentation subi par la fonction de distribution. Ce phe´nome`ne conduit en effet a` la formation
1. Une revue de´taille´e de ces me´thodes est disponible ici [1].
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de structures de petite taille, qu’il est par conse´quent difficile de re´soudre si on se contente d’un
maillage peu dense. Les me´thodes eule´riennes impliquent donc la manipulation et le stockage
de grandes quantite´s d’information, ce qui peut expliquer la pre´fe´rence donne´e a` l’utilisation de
codes PIC, moins lourds, dans de nombreux travaux. Les re´cents progre`s en terme de mate´riel
informatique de haute performance et en mathe´matiques applique´es aux me´thodes Eule´riennes
provoquent cependant un regain d’inte´reˆt pour celles-ci, y compris pour traiter des proble`mes
de dimension e´leve´e.
En re´alite´, cette classification est un peu superficielle puisqu’il existe des me´thodes utilisant a` la
fois des concepts Eule´riens et des concepts Lagrangiens. On s’inte´ressera dans ce travail de the`se a`
une me´thode hybride, dite me´thode “semi-Lagrangienne”, de´veloppe´e d’abord dans le contexte de la
me´te´orologie [3] puis importe´e dans celui de la physique des plasmas. Cette approche combine les deux
points de vues expose´s plus haut d’une manie`re que nous de´taillerons dans la section suivante et a
pour avantage d’affranchir la re´solution de l’e´quation de Vlasov des conditions de type CFL tout en
gardant la pre´cision - et les couˆts calculatoires - des sche´mas Eule´riens.
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4.2 Pre´sentation ge´ne´rale du code VLEM
Le code VLEM est un code semi-lagrangien de re´solution du syste`me Vlasov-Maxwell relativiste
pour de´crire l’e´volution de la fonction de distribution e´lectronique f dans le temps et dans l’espace des
phases. On de´taillera ici le principe de la me´thode semi-lagrangienne puis on pre´sentera la structure
ge´ne´rale du code.
4.2.1 La me´thode semi-lagrangienne
E´crivons l’e´quation de Vlasov dans le cadre de la relativite´ restreinte,
∂f
∂t
+
p
γm
·∇rf + q
(
E +
p
γm
×B
)
·∇pf = 0. (4.4)
Cette e´quation est pre´sente´e sous une forme dite “advective” en raison de la pre´sence des termes du
type V ·∇, ou` V de´signe le champ d’advection (la vitesse pour le terme en ∇r = ∂/∂r de´crivant
l’advection spatiale de la fonction de distribution, et la force de Lorentz pour le terme en ∂/∂p de´crivant
l’advection dans l’espace des p) :
V (r,p, t) =
(
V r
V p
)
=

p
γm
q
(
E +
p
γm
×B
)
 . (4.5)
Le vecteur V r de´signe le champ d’advection dans l’espace des r et le vecteur V p celui dans l’espace
des p. L’e´quation de Vlasov peut donc se re´sumer a` une forme symbolique tre`s ge´ne´rale
∂f
∂t
+ V ·∇r,pf = 0, (4.6)
ou` l’ope´rateur ∇ de´signe un gradient spatial ou un gradient en p en fonction de la composante de V
conside´re´e. Ceci est une formulation Eule´rienne de l’e´quation de Vlasov.
Il est possible de trouver une formulation Lagrangienne de cette e´quation. Le syste`me, lors de son
e´volution dans l’espace des phases, conserve la probabilite´ de re´alisation de l’e´tat dans lequel il se
trouvait initialement, en vertu de l’e´quation de Liouville (cf. Chapitre 2). La valeur de la fonction
de distribution est donc conserve´e le long de la trajectoire suivie par le syste`me, succession des e´tats
X(t) occupe´s par celui-ci lors de son e´volution dans l’espace des phases. On adopte ici un point de
vue Lagrangien qui nous conduit a` e´crire,
d
dt
f(X(t), t) = 0 (4.7)
c’est a` dire que la valeur de f le long de la trajectoire d’e´volution du syste`me de´crit par l’e´tat X
est transporte´e. Concre`tement, supposons qu’a` l’instant s une particule se trouve dans l’e´tat x, e´tat
dont la probabilite´ de re´alisation est fd3rd3p. La particule va subir des forces qui, a` l’instant t vont
la conduire dans un e´tat X, dont la probabilite´ de re´alisation sera f ′d3r′d3p′. Le volume e´le´mentaire
e´tant conserve´ conforme´ment au the´ore`me de Liouville, il s’ensuit d3r′d3p′ = d3rd3p et donc f ′ = f .
La fonction f a la meˆme valeur en X a` l’instant t qu’en x a` l’instant s, ce qui mathe´matiquement
s’e´crit
f(X, t) = f(x, s) (4.8)
et que l’on peut re´sumer par
f(X(t;x, s)) = cte (4.9)
puisque cette e´galite´ est vraie pour tout point appartenant a` la trajectoire d’e´volution du syste`me.
La notation X(t;x, s) de´signe cette trajectoire, e´galement appele´e caracte´ristique de l’e´quation de
Vlasov. Plus pre´cise´ment, cette caracte´ristique est la trajectoire effectivement suivie par une particule
qui a` l’instant s se trouvait en (a` l’e´tat) x et qui a` l’instant t se trouve en (a` l’e´tat) X. Remarquons
enfin que si on de´veloppe la de´rive´e dans l’e´quation (4.7), on retombe naturellement sur (4.4) puisque
les deux descriptions sont e´quivalentes.
La me´thode semi-Lagrangienne est une me´thode hybride combinant les aspects Eule´riens et les
aspects Lagrangiens e´voque´s ci-dessus. On ne conside`re pas de particules au sens strict du terme,
mais la fonction de distribution qui est un champ scalaire (point de vue Eule´rien) dont l’e´volution est
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Temps 
Grille fixe 
Caractéris2que 
t
t+∆t
Interpola2on 
Espace des phases 
Espace des phases 
xα
Xα
Figure 4.1 – Sche´ma de principe de la me´thode semi-lagrangienne vers l’arrie`re. On recherche le pied en Xα a`
l’instant t de la caracte´ristique aboutissant au point de grille xα a` l’instant t+∆t. La valeur de f est obtenue
par interpolation des valeurs connues aux points {xα} a` l’instant t.
de´termine´e en calculant les caracte´ristiques de l’e´quation de Vlasov a` chaque pas de temps (point de
vue Lagrangien).
A` l’instant t, la fonction de distribution f est connue aux points {xα} constituant le maillage de
l’espace des phases, fixe 2. A` l’instant t + ∆t, ou` ∆t est le pas de temps, on veut connaˆıtre f sur le
meˆme ensemble de points. A` partir de la`, il existe deux fac¸ons de proce´der :
— on de´termine les caracte´ristiques dont les points de de´part sont les {xα} a` l’instant t. Elles
aboutissent a` t + ∆t en des points {Xα} ne co¨ıncidant pas ne´cessairement avec les {xα}. La
valeur de f(xα) se retrouve advecte´e en Xα en suivant la caracte´ristique Xα(t+∆t;xi, s). Une
interpolation est ne´cessaire pour calculer les valeurs de f sur le maillage en t+∆t. Cette me´thode
est dite “vers l’avant”.
— on peut au contraire chercher les points de de´part {Xα} en t des caracte´ristiques aboutissant
aux points {xα} a` l’instant t+∆t. Cette fois-ci, il faut conside´rer le champ f(x, t), connu aux
points {xα} et l’interpoler sur les points {Xα}. Cette me´thode dite “vers l’arrie`re” (cf. Figure
4.1) est celle retenue pour construire le code VLEM.
Remarquons enfin que l’e´quation de Vlasov implique formellement l’absence de collisions : le terme
de corre´lation g dans l’expression de la fonction de distribution a` deux particules est impose´ comme
nul (cf. Chapitre 2). Deux particules ne peuvent donc pas avoir le meˆme e´tat et les caracte´ristiques
ne peuvent pas se couper. Ceci combine´ au the´ore`me de Liouville implique qu’il est possible de voir
l’e´volution du plasma dans l’espace (X, t) comme un ensemble de “tubes”dirige´s vers les temps futurs,
chaque tube e´tant forme´ d’un ensemble de trajectoires ne pouvant le quitter. 3
Cette me´thode pre´sente plusieurs avantages : premie`rement, elle s’affranchit du bruit statistique
introduit dans les codes Lagrangiens et est donc capable de re´soudre correctement la fonction de
distribution dans des re´gions ou` elle est plutoˆt faible. Deuxie`mement, elle permet de s’affranchir des
conditions CFL sur le pas de temps.
2. Il existe des codes semi-Lagrangiens de´veloppe´s pour des maillages adaptatifs, dont la densite´ s’ajuste localement
en suivant les de´tails de la fonction de distribution [4][5][6]
3. On peut alors e´tablir une analogie de principe entre ce comportement et celui des lignes de champ magne´tique
dans la limite ide´ale de la MHD : en l’absence de re´sistivite´, elles ne peuvent pas se connecter. Dans cette analogie, les
collisions seraient a` la reconnexion ce que sont les caracte´ristiques aux lignes de champ magne´tique.
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Elle est cependant couˆteuse d’un point de vue informatique (taille des tableaux, multiples interpo-
lations de la fonction de distribution), inconve´nient que le de´veloppement technique de ces dernie`res
anne´es permet de nuancer, moyennant une optimisation de l’algorithme et une paralle´lisation massive
des calculs. Un autre inconve´nient est la filamentation de la fonction de distribution dans l’espace
des vitesses : lorsque la taille caracte´ristique des filaments devient comparable puis infe´rieure a` celle
du maillage, il n’est plus possible de suivre exactement l’e´volution de f . De l’information est alors
perdue, au meˆme titre qu’un tamis ne retient pas les grains de sable les plus fins. Ceci se traduit par
des proble`mes de conservation du nombre de particules, de l’e´nergie et par une augmentation d’ori-
gine nume´rique de l’entropie. Ce proble`me peut-eˆtre retarde´ et amoindri en augmentant la densite´ du
maillage (et donc la me´moire requise pour les calculs).
4.2.2 Structure du code VLEM
Le code VLEM est e´crit en ge´ome´trie carte´sienne et est de´cline´ a` l’heure actuelle sous deux versions :
deux versions a` quatre dimensions VLEM1D3V (x, px, py, pz) et VLEM2D2V (x, y, px, py) ainsi qu’une
version a` cinq dimensions VLEM2D3V (x, y, px, py, pz). Il fera prochainement l’objet d’une extension
a` six dimensions.
Dans la version 2D3V, la fonction de distribution est repre´sente´e dans l’hypervolume
[xmin, xmax]× [ymin, ymax]× [px,min, px,max]× [py,min, py,max]× [pz,min, pz,max], (4.10)
ou` xmin, xmax, ymin et ymax de´signent respectivement les bornes des domaines en x et en y et ou`
px,min, px,max, py,min, py,max, pz,min et pz,max sont celles du domaine en p. On applique des conditions
de bord pe´riodiques en x et y, alors que le code est ouvert en px, py et pz.
Le code VLEM utilise un solveur semi-lagrangien de Vlasov“vers l’arrie`re”et un solveur de Maxwell
de type FTDT (pour“Finite Difference Time Domain”). Ce dernier est construit en utilisant la me´thode
de Yee. Nous pre´senterons ces solveurs de fac¸on de´taille´e un peu plus loin (cf sections 4.3.1 et 4.3.2).
Pour l’instant, nous allons conside´rer le code dans son ensemble en e´voquant la manie`re dont les
solveurs interagissent entre eux et les techniques de paralle´lisation mises en oeuvre pour ame´liorer les
performances du code.
4.2.2.1 Paralle´lisation
Deux techniques de paralle´lisation sont mises en oeuvre dans le code VLEM, faisant de lui un code
hybride MPI-OpenMP : une de´composition de domaine dans l’espace des positions (ge´re´e par MPI)
et une distribution des calculs par Open-MP sur plusieurs taˆches dans les boucles du code.
L’espace des positions (x, y), de surface [xmin, xmax]× [ymin, ymax], est de´coupe´ en plusieurs sous-
domaines. Chacun de ces sous-domaines est attribue´ a` un processus MPI diffe´rent : on parle de
de´composition de domaine. Ceci permet une paralle´lisation directe du solveur de Maxwell et un trai-
tement “local” de l’information contenue dans le plan (x, y). L’espace des p est quant a` lui traite´ de
fac¸on “globale” par chaque processus (voir Figure 4.2).
Ainsi, chaque processeur traite le morceau de la fonction de distribution contenu dans l’hypervo-
lume (ou “patch”)
[x0, xN ]× [y0, yN ]× [px,min, px,max]× [py,min, py,max]× [pz,min, pz,max], (4.11)
ou` les valeurs de x0, xN , y0 et yN de´pendent du processeur conside´re´. Chaque patch a la meˆme taille
(meˆme nombre de points de grille).
Ce type de de´composition a des conse´quences sur la manie`re de re´soudre l’e´quation de Vlasov :
on doit s’efforcer de pre´server la continuite´ des de´rive´es premie`res de f entre deux sous-domaines
conse´cutifs. Celle de la de´rive´e seconde n’est a priori pas garantie, du fait de l’interpolation “locale”
mise en oeuvre pour reconstruire la fonction de distribution dans le plan (x, y). La de´composition
en sous-domaines a e´galement des conse´quences sur la technique d’interpolation utilise´e lors de la
proce´dure d’advection semi-lagrangienne.
Une couche supple´mentaire de paralle´lisation est introduite en utilisant OpenMP. OpenMP est
applique´ ponctuellement a` un ensemble d’instructions contenues dans des“re´gions paralle`les”et permet
d’acce´le´rer la vitesse de traitement de ces instructions en re´partissant la charge de travail sur un
ensemble de taˆches (ou “threads”, en anglais) travaillant simultane´ment.
Remarquons enfin qu’a` l’heure actuelle, le code VLEM simule l’e´volution de la fonction de distri-
bution d’une seule espe`ce de particules. Il faudrait ajouter une couche de paralle´lisation MPI supple´-
mentaire pour pouvoir traiter plusieurs espe`ces.
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4.3.1 Solveur de Vlasov
L’e´quation de Vlasov est re´solue en appliquant trois grandes techniques nume´riques et mathe´ma-
tiques : le time-splitting, la me´thode semi-lagrangienne, ainsi que des techniques d’interpolation sur
splines cubiques pour reconstituer la fonction de distribution.
4.3.1.1 Time-splitting
Utiliser la me´thode semi-Lagrangienne revient a` de´terminer la trajectoire de particules re´elles
dans l’espace des phases, espace dont la dimension est quatre (VLEM1D3V) ou cinq (dans la version
VLEM2D3V). Manipuler des tableaux de dimension e´leve´e est nume´riquement couˆteux en ressources.
La technique du time-splitting [7][8] permet de se´parer l’e´quation de Vlasov en e´quations “re´duites”,
re´solues de fac¸on alterne´e dans des espaces de plus faible dimension. On de´compose une advection a` 5
dimensions en plusieurs advections de dimension plus faible, moins lourdes a` traiter nume´riquement.
On obtient ainsi une approximation de la caracte´ristique correspondant a` l’advection a` cinq dimensions.
Rappelons l’e´quation de Vlasov
∂f
∂t
+
p
γm
·∇rf + q
(
E +
p
γm
×B
)
·∇pf = 0. (4.12)
Les variables r = (x, y) et p = (px, py, pz) e´tant suppose´es inde´pendantes par construction de
l’espace des phases et les champs e´lectromagne´tiques ne de´pendant que de r (ce sont des champs
moyens, cf. Chapitre 2), il en de´coule que
∇r ·
(
p
mγ
)
= 0 (4.13)
et que
∇p ·
(
E +
p
γm
×B
)
= 0. (4.14)
Il est alors possible de re´e´crire (4.4) sous une forme conservative en utilisant la relation ∇ · (fV ) =
f∇ · V + V ·∇f :
∂f
∂t
+∇r ·
(
f
p
γm
)
+∇p ·
(
fq
[
E +
p
γm
×B
])
= 0. (4.15)
La me´thode du time-splitting nous permet de remplacer l’e´quation de Vlasov par les deux e´quations
suivantes,
∂f
∂t
+∇r ·
(
f
p
γm
)
= 0 (4.16)
et
∂f
∂t
+∇p ·
(
fq
[
E +
p
γm
×B
])
= 0, (4.17)
que l’on peut remettre sous forme advective et que l’on doit re´soudre en alternance pour conserver
une erreur d’ordre 2 en ∆t :
∂f
∂t
+
p
γm
·∇rf = 0, (4.18)
∂f
∂t
+ q
[
E +
p
γm
×B
]
·∇pf = 0. (4.19)
Il est possible de reproduire cette proce´dure dans l’espace des positions r pour chacune des com-
posantes du champ d’advection p/(mγ). On passe d’une advection 2D (4.18) a` deux advections 1D :
∂f
∂t
+
px
γm
∂f
∂x
= 0 ;
∂f
∂t
+
py
γm
∂f
∂y
= 0. (4.20)
L’advection 3D en p n’est pas se´parable, du fait de la pre´sence du facteur de Lorentz : les trois
composantes de p apparaissent dans les trois composantes du champ d’advection. La partie e´lectrique
en qE est cependant se´parable de la partie magne´tique en qp/(mγ) × B. On peut donc se´parer
l’e´quation (4.19) en deux :
∂f
∂t
+ qE · ∂f
∂p
= 0. (4.21)
∂f
∂t
+ q
(
p
γm
×B
)
· ∂f
∂p
= 0. (4.22)
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4.3.1.2 Re´solution de l’e´quation de Vlasov dans VLEM
Ce splitting de l’e´quation de Vlasov a des conse´quences : on se´pare en effet les phases de “de´pla-
cement” (advection dans r sous l’effet de la vitesse p/(γm)) de la phase d’“acce´le´ration” (advection
dans l’espace des p sous l’effet de la force de Lorentz induite par les champs moyens). Si on admet
que la trajectoire d’un e´lectron est de´crite par une caracte´ristique de l’e´quation de Vlasov, le sche´ma
propose´ ci-dessus revient a` approximer la trajectoire re´elle par une somme vectorielle de trajectoires
rectilignes ou circulaires (rotation lie´e au champ magne´tique) parcourues a` vitesse ou a` acce´le´ration
constantes selon l’e´quation re´duite conside´re´e. Le mouvement dans l’espace des r se fera a` vitesse
constante (la quantite´ de mouvement p est fige´e). Le mouvement dans l’espace des p se fera quant a`
lui a` force constante (la position r, et donc la valeur des champs, est constante).
Voici comment l’e´quation de Vlasov est re´solue, de fac¸on ge´ne´rale, dans VLEM :
— E´tape 1 : Advection 3D en p
On part de fn(rα,pα), connue aux noeuds du maillage {xα = (rα,pα)} (ou` rα = (xα, yα) et
ou` pα = (px,α, py,α, pz,α)), a` l’instant tn = n∆t. On effectue en premier l’advection en p. Il nous
faut donc re´soudre l’e´quation (4.19), se´pare´e en
∂f
∂t
+ qE · ∂f
∂p
= 0 et
∂f
∂t
+ q
(
p
γm
×B
)
· ∂f
∂p
= 0. (4.23)
On obtient de nouvelles valeurs de f sur le maillage, note´es fP , telles que :
fP (rα,pα) = f
n(rα,P (tn;pα, tn+1)), (4.24)
ou` P de´signe l’extre´mite´ en tn de la caracte´ristique passant en tn+1 par le point pi note´e
P (tn;pα, tn+1). Composante par composante, P a pour expression
Px = −q∆tEx
2
+ P ∗xRxx + P ∗yRxy + P ∗zRxz, (4.25)
Py = −q∆tEy
2
+ P ∗xRyx + P ∗yRyy + P ∗zRyz (4.26)
Pz = −q∆tEz
2
+ P ∗xRzx + P ∗yRzy + P ∗zRzz, (4.27)
ou` R est la matrice de rotation d’une particule autour de l’axe b = B/B du champ magne´tique,
donne´e par
R =
 b2x + (1− b2x) cosϕ bxby (1− cosϕ)− bz sinϕ bxbz (1− cosϕ) + by sinϕbxby (1− cosϕ) + bz sinϕ b2y + (1− b2y) cosϕ bybz (1− cosϕ)− bx sinϕ
bxbz (1− cosϕ)− by sinϕ bybz (1− cosϕ) + bx sinϕ b2z +
(
1− b2z
)
cosϕ
 (4.28)
pour une rotation d’angle ϕ = qB/(mγ)∆t. Un champ magne´tique seul ne pouvant pas accroˆıtre
l’e´nergie cine´tique d’une particule, on en de´duit que γ = γ(|p|2) est constant durant la rotation.
La quantite´ de mouvement apre`s la rotation est note´e P ∗ et s’e´crit
P ∗ = pα −
q∆t
2
E, (4.29)
nous permettant de calculer P a` partir de la seule connaissance de ∆t, E, B et pi. Dans ce
sche´ma, l’advection sous l’effet de la force e´lectrique a e´te´ syme´trise´e (en deux demi-advections
durant ∆t/2) par rapport a` la rotation lie´e au champ magne´tique.
Les valeurs de fn(rα,P ) sont obtenues par interpolation des valeurs connues en tn aux {xα}.
Cette advection (calcul de P et interpolation) est faite sur la totalite´ de l’espace des p par
chaque processus MPI (chaque processus ge´rant un ensemble de rα distinct des autres du fait
de la de´composition de domaine).
Il est ne´cessaire de connaˆıtre les champs E et B a` l’instant tn pour re´aliser cette advection. Un
premier couplage avec le solveur de Maxwell a donc lieu durant cette e´tape.
— E´tape 2 : Demi-advection 1D en x
On syme´trise ensuite les advections spatiales autour de l’advection en y (les deux directions e´tant
e´quivalentes, ce choix est purement arbitraire). On commence donc par re´soudre l’e´quation
∂f
∂t
+
px
γm
∂f
∂x
= 0 (4.30)
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pour un demi pas de temps ∆t/2. Les nouvelles valeurs de la fonction de distribution sont note´es
f∗ et sont telles que
f∗ (xα, yα,pα) = f
P
(
xα − px,α
mγ
∆t
2
, yα,pα
)
. (4.31)
L’interpolation est re´alise´e de fac¸on locale, chaque processus MPI ne ge´rant qu’un sous-domaine
de l’espace des positions : elle implique tous les points {rα} contenus dans le patch ge´re´ par le
processus.
— E´tape 3 : Advection 1D en y
On re´sout l’e´quation
∂f
∂t
+
py
γm
∂f
∂y
= 0 (4.32)
sur un pas de temps complet, conduisant aux nouvelles valeurs f∗∗ de la fonction distribution :
f∗∗ (xα, yα,pα) = f
∗
(
xα, yα − py,α
mγ
∆t,pα
)
. (4.33)
L’interpolation de f est ge´re´e de la meˆme manie`re qu’a` l’e´tape pre´ce´dente.
— E´tape 4 : Demi-advection 1D en x
On reproduit l’e´tape 2, conduisant a` la valeur de f a` l’instant tn+1 = tn +∆t
fn+1 (xα, yα,pα) = f
∗∗
(
xα − px,α
mγ
∆t
2
, yα,pα
)
. (4.34)
L’interpolation de f est ge´re´e de la meˆme manie`re qu’a` l’e´tape pre´ce´dente. Cette ultime valeur
est conside´re´e comme la solution du syste`me Vlasov-Maxwell.
4.3.1.3 Me´thodes d’interpolation
Nous avons vu que la me´thode semi-Lagrangienne impliquait la ne´cessite´ d’interpoler les valeurs de
la fonction de distribution sur le maillage de l’espace des phases a` un moment donne´. Deux techniques
diffe´rentes ont e´te´ imple´mente´es dans le code VLEM : une me´thode locale pour les advections semi-
lagrangiennes spatiales, une me´thode globale pour l’advection en p. Les adjectifs “locale” et “globale”
se re´fe`rent a` la de´composition de domaine pre´sente´e en Section 4.2.2.1.
4.3.1.3.a Me´thode globale : interpolation par B-splines
Commenc¸ons par de´crire la me´thode d’interpolation dans l’espace des p, auparavant utilise´e dans
plusieurs codes semi-lagrangiens a` 2V ([9] par exemple), ou a` 3V (dans une version OpenMP d’un
code 3D3V, sans utilisation de MPI [10]).
Cette me´thode fait appel au produit tensoriel de B-splines cubiques, la fonction reconstitue´e S
e´tant de´finie comme
S(px, py, pz) =
Npx−1∑
ν=−2
Npy−1∑
κ=−2
Npz−1∑
µ=−2
ηνκµB3ν(px)B3κ(py)B3µ(pz), (4.35)
ou` les B-splines sont donne´es par 4
Bν(px) =
1
6∆p3x

(px − pν)
3 si pν ≤ px < pν−+1,
∆p3x + 3∆p
2
x (px − pν+1) + 3∆px (px − pν+1)
2 − 3 (px − pν+1)
3 si pν+1 ≤ px < pν+2,
∆p3x + 3∆p
2
x (pν+3 − px) + 3∆px (pν+3 − px)
2 − 3 (pν+3 − px)
3 si pν+2 ≤ px < pν+3,
(pν+4 − px)
3 si pν+3 ≤ px < pν+4,
0 sinon.
(4.36)
La fonction S doit ve´rifier les conditions d’interpolation
S(px,i, py,j , Pz,k) = f
n(px,i, py,j , Pz,k), (4.37)
pour tout i = {1, ..., Npx}, j = {1, ..., Npy} et k = {1, ..., Npz}, ainsi que les conditions naturelles aux
bords (f = 0). Cette me´thode assure que la fonction de distribution reconstitue´e soit de classe C2 dans
le volume (px, py, pz). L’erreur commise par la reconstruction est de l’ordre de (∆px)
4.
La proce´dure d’interpolation consiste en deux grandes e´tapes :
4. Les B-splines sont e´crites pour l’indice ν et la variable px mais la meˆme base est utilise´e pour les indices κ (variable
py) et µ (variable pz).
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— de´terminer les coefficients ηνκµ
— de´terminer la valeur de fn, approxime´e par S a` l’extre´mite´ P en tn des caracte´ristiques abou-
tissant aux points {px,i, py,j , pz,k} apre`s l’advection 3D. On soulignera que les caracte´ristiques
n’e´voluent pas dans le plan (x, y) pendant cette e´tape : x et y sont donc des parame`tres fixes.
De´taillons d’abord le calcul des coefficients ην,κ,µ. Dans ce but, re´e´crivons l’e´quation (4.35), de
sorte a` exprimer ce proble`me 3D de fac¸on plus simple :
S(px, py,j , pz,k) =
Npx−1∑
ν=−2
γjkν B3ν(px), (4.38)
ou`
γjkν =
Npy−1∑
κ=−2
ΘkνκB3κ(py,j) (4.39)
avec
Θkνκ =
Npz−1∑
µ=−2
ηνκµB3µ(pz,k). (4.40)
Injecter (4.40) dans (4.39), puis (4.39) dans (4.38) conduit bien a` l’expression (4.35). On doit
d’abord utiliser l’e´quation (4.38) pour de´terminer les coefficients γjkν , soit un total de NpyNpz syste`mes
line´aires (un par couple (py,j , Pz,k)) a` Npx + 2 e´quations chacun. Ces Npx + 2 e´quations sont les
Npx conditions d’interpolation S(px,i, py, pz) = f
n(px,i, py, Pz (pour tout i ; py et pz devenant des
parame`tres fixes pour un syste`me donne´) auxquelles s’ajoutent les deux conditions de bord. Chaque
syste`me est bien de´termine´ puisqu’il y aNpx+2 coefficients γ
jk
ν a` de´terminer par syste`me. On de´nombre
au total NpyNpz (Npx + 2) coefficients γ
jk
ν .
De´terminons ensuite les coefficients Θkνκ. Ils sont au nombre de (Npx + 2)(Npy + 2) pour chaque
valeur de k, soit un total de (Npx + 2)(Npy + 2)Npz coefficients au total. On doit re´soudre Npy + 2
e´quations (soit Npy conditions d’interpolation 1D en py et deux conditions de bord) du type (4.39),
et ce pour les Npx + 2 valeurs de ν. On a donc, a` k fixe´, (Npx + 2)(Npy + 2) e´quations (4.39) pour
(Npx + 2)(Npy + 2) inconnues. Le syste`me est, la` encore, bien de´termine´.
De fac¸on similaire, on trouve les (Npx+2)(Npy+2)(Npz+2) coefficients ην,κ,µ en utilisant l’e´quation
(4.40), ce qui s’apparente a` re´soudre Npz +2 e´quations (Npz conditions d’interpolation 1D en pz plus
deux conditions de bord) pour chaque couple d’indices ν, κ.
Ceci fait, on peut calculer la valeur de fn aux points P en utilisant directement les expressions
(4.35).
Chaque processeur controˆle la totalite´ de l’espace des p pour l’ensemble des couples (x, y) du sous-
domaine qu’il traite. Il n’y a pas de de´composition de domaine en p et donc absence de ne´cessite´ de
communiquer avec d’autres processeurs. Ceci permet de ge´rer plus facilement de fortes acce´le´rations,
dans la mesure ou` il n’y a pas besoin de pre´voir des e´changes entre re´gions e´loigne´es de l’espace des
p, pouvant eˆtre controˆle´es par des processeurs potentiellement “e´loigne´s” (i.e. n’e´tant pas des voisins
imme´diats comme pour le cas de la me´thode locale) les uns des autres. La proce´dure d’interpolation
est tout de meˆme paralle´lise´e en utilisant OpenMP : chaque taˆche traite un ensemble d’indices (i, j, k),
c’est a` dire un ensemble de caracte´ristiques. Il est important de remarquer que si une caracte´ristique
vient a` “sortir” de l’espace des p suite a` une trop importante acce´le´ration, l’information associe´e a`
celle-ci est de´finitivement perdue, entraˆınant naturellement des proble`mes de conservation.
4.3.1.3.b Me´thode locale pour les advections 1D
Cette me´thode, propose´e par [11] est utilise´e dans les e´tapes 2, 3 et 4 (les advections 1D) du sche´ma
propose´ au paragraphe pre´ce´dent. L’interpolation de la fonction de distribution se fait par projection
sur une base de B-splines cubiques.
Les advections “locales” e´tant 1D, conside´rons le domaine [xmin, xmax] de´coupe´ en plusieurs sous-
domaines [x0, xN ]. Chaque sous-domaine est associe´ a` un processus MPI et est discre´tise´ en N + 1
points. Le pas de la grille est ∆x = (xN − x0)/(N + 1) (voir Figure 4.4). Un point de grille xi est
de´fini par xi = x0 + i∆x.
Notons S la projection de la fonction de distribution sur la base de splines cubiques, c’est a` dire
la fonction de distribution apre`s interpolation. S a pour expression :
f(x) ≃ S(x) =
N+1∑
ν=−1
ηνBν(x), (4.41)
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∆x
xmin xmaxxNx0
Patch [x0, xN ]
Figure 4.4 – De´composition de domaine pour la variable d’espace x dans le cas d’un maillage a` 8 points (choix
arbitraire pour les besoins de la figure) par processus MPI. Les graduations marque´es en bleu repre´sentent les
bornes du domaine global, celles en rouge repre´sentent les bornes du domaine local, ou patch. Le point xN+1,
non repre´sente´ sur ce sche´ma, n’appartient pas au sous-domaine. On rappelle que les conditions de bord sont
pe´riodiques en bord de domaine, f(xmin) = f(xmax).
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ou` la base de B-splines cubiques est de´finie par
Bν(x) =
1
6∆x3

(x− xν−2)
3 si xν−2 ≤ x ≤ xν−1,
∆x3 + 3∆x2 (x− xν−1) + 3∆x (x− xν−1)
2 − 3 (x− xν−1)
3 si xν−1 ≤ x ≤ xν ,
∆x3 + 3∆x2 (xν+1 − x) + 3∆x (xν+1 − x)
2 − 3 (xν+1 − x)
3 si xν ≤ x ≤ xν+1,
(xν+2 − x)
3 si xν+1 ≤ x ≤ xν+2,
0 sinon
(4.42)
Les ην sont des coefficients a` de´terminer afin que la fonction reconstitue´e S colle au plus pre`s de la fonc-
tion de distribution f aux points du maillage. En effet, une interpolation re´ussie doit impe´rativement
ve´rifier les conditions
f(xi) = S(xi), ∀ i = {0, ..., N}, (4.43)
au nombre de N + 1, ainsi que les conditions d’Hermite au bord du sous-domaine [x0, xN ],
f ′(x0) = S′(x0) et f ′(xN ) = S′(xN ), (4.44)
assurant la continuite´ de la de´rive´e premie`re entre deux patchs conse´cutifs, soit un total de N + 3
e´quations. La fonction reconstitue´e est donc de classe C1, la continuite´ de la de´rive´e seconde entre
chaque sous-domaine n’e´tant pas assure´e.
En projetant ces e´quations sur la base de splines cubiques, on trouve
f(xi) =
1
6
(ηi−1 + 4ηi + ηi+1) , ∀ i = {0, N} (4.45)
f ′(x0) ≃ 1
2∆x
(−η−1 + η1) (4.46)
et
f ′(xN ) ≃ 1
2∆x
(−ηN−1 + ηN+1) , (4.47)
syste`me line´aire de N +3 e´quations dont les N +3 inconnues sont les coefficients η (en supposant que
la valeur de f ′ est connue en bord de sous-domaine).
Pre´sentons ce syste`me d’e´quations sous forme matricielle, [A]η = F , ou` la matrice [A] a pour
expression
[A] =
1
6

−3/∆x 0 3/∆x 0 · · · 0
1 4 1 0
. . .
...
0 1 4 1
. . .
...
...
. . .
. . .
. . .
. . . 0
... · · · 0 1 4 1
0 · · · 0 −3/∆x 0 3/∆x

(4.48)
et ou`
η =

η−1
η0
...
ηN
ηN+1
 et F =

f ′(x0)
f(x0)
...
f(xN )
f ′(xN )
 . (4.49)
Les coefficients de la matrice [A] sont constants tout au long d’une simulation. On peut alors
calculer une bonne fois pour toute une de´composition LU de cette matrice, c’est a` dire trouver les
matrices [L] et [U ] telles que [A] = [L] [U ], [L] e´tant une matrice triangulaire infe´rieure et [U ] une
matrice triangulaire supe´rieure. A` chaque pas de temps, l’interpolation locale de f ne´cessite donc deux
e´tapes. On re´sout d’abord le syste`me [L]ϕ = F , puis le syste`me [U ]η = ϕ.
Re´soudre ce proble`me d’interpolation ne requiert donc que deux conditions, d’un point de vue
mathe´matique :
— la connaissance de f en tout point du sous-domaine, trivialement satisfaite
— la connaissance de f ′ aux bords du sous-domaine.
De´veloppons notre discussion autour de ce second point. La me´thode est tre`s sensible a` la pre´cision
avec laquelle la de´rive´e premie`re de f est approxime´e en bord de sous-domaine. Si une mauvaise 5 ap-
proximation de f ′ est re´alise´e, d’importantes erreurs peuvent apparaˆıtre dans les premie`res et dernie`res
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j ω˜−j
−10 0.22143× 10−5
−9 −1.77144× 10−5
−8 7.9715× 10−5
−7 −3.01146× 10−4
−6 1.11379× 10−3
−5 −4.1452× 10−3
−4 0.01546474
−3 −0.05771377
−2 0.21539034
−1 −0.80384758
Tableau 4.1 – Valeur des coefficients ω˜j
lignes de [A] et se propager petit a` petit dans tout le reste du syste`me, conduisant a` des re´sultats
errone´s.
Les auteurs de [11] ont montre´ qu’approximer la de´rive´e via les splines cubiques utilise´es pour
projeter f conduit a` une me´thode fiable dans le sens ou` les re´sultats obtenus par la me´thode locale
paralle´lise´e sont e´quivalents a` ceux obtenus via la me´thode globale (sans de´composition de domaine),
ou` l’interpolation est re´alise´e a` partir de la totalite´ des points du domaine [xmin, xmax]. L’expression
retenue pour approcher la de´rive´e de f au point xi est
S′ (xi) ≃
+10∑
j=−10
ω˜jfi+j =
−1∑
j=−10
ω˜−j fi+j +
+10∑
j=1
ω˜+j fi+j , (4.50)
ou` ω˜0 = 0 et ω˜
+
j = −ω˜−j . La valeur des coefficients ω˜j est donne´e dans le tableau ?? et est calcule´e
une bonne fois pour toutes. Utiliser vingt points pour calculer la de´rive´e permet d’assurer une recons-
truction au moins aussi fiable que ce que la me´thode globale permettrait, soit une erreur de l’ordre de
∆x4.
De´terminer la de´rive´e au point xi ne´cessite donc de connaˆıtre la valeur de f en vingt points, dix de
chaque coˆte´ du point xi. Dans la mesure ou` nous avons besoin de la de´rive´e au bord d’un sous-domaine,
ceci implique donc deux contraintes du point de vue nume´rique :
— transfe´rer dix valeurs de f depuis le processus MPI controˆlant le sous-domaine voisin
— chaque sous-domaine [x0, xN ] doit comporter au minimum 11 points pour limiter les communi-
cations aux processus MPI voisins.
Les communications entre sous-domaines s’ave`rent ne´cessaires pour re´soudre un autre proble`me :
rien ne garantit que l’extre´mite´ en tn d’une caracte´ristique aboutissant dans le sous-domaine [x0, xN ]
en tN+1 se trouve dans ce meˆme sous-domaine. Il est donc ne´cessaire de transfe´rer des valeurs de f
d’un sous-domaine a` l’autre. Imme´diatement se pose une question : avec combien de processus MPI
distincts un processus donne´ aura-t-il besoin de communiquer ?
Pour des raisons pratiques, on souhaite limiter les e´changes entre domaines imme´diatement voisins.
Le de´placement δx de la projection d’une caracte´ristique sur l’axe x pendant l’intervalle de temps ∆t
doit donc eˆtre infe´rieur ou e´gal a` ∆x, largeur de maille, ou encore
δx
∆x
≤ 1 (4.51)
Or, le de´placement s’e´crit
δx =
px
γm
∆t, (4.52)
ou` px/(γm) est une constante durant le de´placement du fait du splitting. Ce de´placement a pour
valeur maximale c∆t, la vitesse d’une particule ne pouvant pas de´passer la ce´le´rite´ de la lumie`re dans
le vide. On a par conse´quent l’ine´galite´ suivante(
δx
∆x
)
max
=
c∆t
∆x
≤ 1, (4.53)
5. Par mauvaise approximation, on entend une approximation de pre´cision infe´rieure a` celle du reste de l’algorithme.
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qui se rame`ne a` c∆t ≤ ∆x, condition CFL impose´e par le solveur de Maxwell dans le cas 1D.
Dans le cas 2D, cette condition CFL se re´e´crit :
c2∆t2 ≤ 1
∆x−2 +∆y−2
=
∆x2∆y2
∆x2 +∆y2
< ∆x2. (4.54)
Si la condition CFL impose´e par le solveur de Maxwell est satisfaite, et ce quelle que soit la dimension
de l’espace des coordonne´es, seules des communications entre processus MPI voisins seront requises
par la me´thode locale d’interpolation.
4.3.2 Solveur de Maxwell
Le solveur de Maxwell imple´mente´ dans le code VLEM repose sur les e´quations de Maxwell-Faraday
et Maxwell-Ampe`re, re´solues a` chaque pas de temps :
∂B
∂t
= −∇×E ; ∂E
∂t
= c2∇×B − J
ǫ0
, (4.55)
la densite´ de courant J e´tant calcule´e directement a` partir de la fonction de distribution.
La ge´ome´trie a` deux dimensions spatiales permet de de´coupler les six composantes des champs en
deux sous-ensembles inde´pendants de trois composantes : Ex, Ey et Bz d’une part et Bx ,By et Ez
d’autre part.
On utilise la me´thode de Yee [12] pour calculer les champs e´lectromagne´tiques. Les de´rive´es spa-
tiales sont calcule´es par diffe´rences finies entre deux points. Le champ magne´tique et le champ e´lec-
trique sont calcule´s sur des grilles de´cale´es d’une demi largeur de maille. Pour le calcul des de´rive´es
temporelles, la me´thode de Yee utilise un sche´ma de type “leapfrog” : le champ magne´tique est calcule´
a` l’instant tn +∆t/2 = tn+1/2 a` partir de la valeur connue en tn −∆t/2 = tn−1/2 alors que le champ
e´lectrique est calcule´ a` t+∆t = tn+1 a` partir de la valeur connue en tn. Le sche´ma est d’ordre 2 a` la
fois en espace et en temps et les conditions de bord sont pe´riodiques.
Discre´tise´es selon la me´thode de Yee, les e´quations ont la forme qui suit :
En+1
x i+ 1
2
,j
= Enx i+ 1
2
,j +
c2∆t
∆y
(
B
n+ 1
2
z i+ 1
2
,j+ 1
2
−Bn+ 12
z i+ 1
2
,j− 1
2
)
− ∆t
ǫ0
J
n+ 1
2
x i+ 1
2
,j
(4.56)
En+1
y i,j+ 1
2
= Eny i,j+ 1
2
− c
2∆t
∆x
(
B
n+ 1
2
z i+ 1
2
,j+ 1
2
−Bn+ 12
z i− 1
2
,j+ 1
2
)
− ∆t
ǫ0
J
n+ 1
2
y i,j+ 1
2
(4.57)
En+1z i,j = E
n
z i,j + c
2∆t
Bn+ 12y i+ 12 ,j −Bn+ 12y i+ 12 ,j
∆x
−
B
n+ 1
2
x i,j+ 1
2
−Bn+ 12
x i,j+ 1
2
∆y
− ∆t
ǫ0
J
n+ 1
2
z i,j (4.58)
B
n+ 1
2
x i,j+ 1
2
= B
n− 1
2
x i,j+ 1
2
− ∆t
∆y
(
Enz i,j+1 − Enz i,j
)
(4.59)
B
n+ 1
2
y i+ 1
2
,j
= B
n− 1
2
y i+ 1
2
,j
+
∆t
∆x
(
Enz i+1,j − Enz i,j
)
(4.60)
B
n+ 1
2
z i+ 1
2
,j+ 1
2
= B
n− 1
2
z i+ 1
2
,j+ 1
2
=
∆t
∆y
(
Enx i+ 1
2
,j+1 − Enx i+ 1
2
,j
)
− ∆t
∆x
(
Eny i+1,j+ 1
2
− Eny i,j+ 1
2
)
(4.61)
Dans le cas a` une dimension spatiale (on choisira x), ces e´quations conservent leur forme a` ceci
pre`s que les de´rive´es par rapport a` y sont nulles. On remarquera enfin qu’en raison de l’utilisation
des diffe´rences finies, ce sche´ma re´introduit une condition CFL dans le code, qui a` deux dimensions
s’e´crit :
c2∆t2 ≤ 1
∆x−2 +∆y−2
. (4.62)
Soulignons la pre´sence du courant e´lectrique Jn+
1
2 , e´value´ a` l’instant t + ∆t/2 dans trois des
six e´quations. Il faut connaˆıtre la fonction de distribution exacte a` cet instant pour pouvoir calculer
correctement ce courant.
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4.4 Le proble`me de la conservation de la charge
Dans un code Vlasov-Maxwell, les solveurs de Vlasov et de Maxwell sont couple´s : d’une part, les
densite´s de charge et de courant utilise´es dans les e´quations de Maxwell sont calcule´es a` partir de
l’inte´gration de la fonction de distribution ; d’autre part, l’advection semi-lagrangienne de f ne´cessite
la connaissance des champs e´lectromagne´tiques en tout point de l’espace des positions.
Ce couplage n’est pas trivial : on doit connaˆıtre la valeur des champs E et B aux noeuds du
maillage, mais ces champs sont calcule´s par le solveur de Maxwell en des points interme´diaires (cf
e´quations (4.56)-(4.58)). De meˆme, la fonction de distribution est calcule´e aux noeuds du maillage, alors
que le solveur de Maxwell requiert la valeur de la densite´ de courant J en des points interme´diaires.
De plus, comment calculer correctement le courant a` l’instant tn+∆t/2 alors que l’e´quation de Vlasov
est re´solue en appliquant une proce´dure de time-splitting, approximant un mouvement 5D par une
se´quence de mouvements de dimension re´duite, effectue´s les uns a` la suite des autres ?
La densite´ de courant J est requise pour de´terminer le champ e´lectrique : qu’il s’agisse de sa
composante e´lectromagne´tique ou de sa composante e´lectrostatique dans le cas de proble`mes 2D ou
3D. Cette dernie`re est physiquement corre´le´e au comportement de la densite´ de charge par l’e´quation
de Maxwell-Gauss, absente de la me´thode de Yee. Un calcul trop approximatif de J peut donc entraˆıner
une violation de la conservation de la charge (violation inde´pendante du phe´nome`ne de filamentation,
lui aussi responsable d’une erreur sur la conservation de la charge) et un e´chec de la simulation.
Nous allons de´tailler ce proble`me dans le paragraphe suivant, puis nous proposerons une me´thode
pour le re´soudre.
4.4.1 Conservation de la charge pour le solveur de Maxwell
On utilisera des abre´viations pour nommer les e´quations de Maxwell : les e´quations de Maxwell-
Faraday et Maxwell-Ampe`re (4.55) seront de´signe´es par MF et MA, les e´quations de Maxwell-Gauss
et Maxwell-Thomson (4.64) par MG et MT.
Les champs E et B sont calcule´s a` partir de
∂B
∂t
= −∇×E et ∂E
∂t
= c2∇×B − J
ǫ0
. (4.63)
dans le code VLEM. Les relations champ-source
∇ ·E = ρ
ǫ0
et ∇ ·B = 0, (4.64)
ne sont pas re´solues explicitement dans le solveur de Maxwell.
Rappelons que les densite´s de charge ρ et de courant J intervenant dans les e´quations de Maxwell
sont calcule´es a` partir de la fonction de distribution :
ρ = q
∫
d3p f et J = q
∫
d3p f
p
mγ
. (4.65)
Ces densite´s sont donc connues au moment du calcul des champs.
Les champs e´lectromagne´tiques e´tant solutions des e´quations de Maxwell, ils doivent ve´rifier les
quatre simultane´ment. Or, le solveur n’utilise que MF et MA, ce qui ne suffit pas pour de´finir correc-
tement les champs.
Pour le montrer, prenons d’une part la divergence de MA :
0 =
∂
∂t
∇ ·E + ∇ · J
ǫ0
, (4.66)
ou` l’on a utilise´ ∇ · (∇×) = 0.
Supposons maintenant que
∇ ·E − ρ
ǫ0
= ρ˜(x, y), (4.67)
ou` ρ˜(x, y) de´signe une fonction quelconque ne de´pendant pas du temps et qui n’est pas relie´e a` la
fonction de distribution. La densite´ ρ est quant a` elle connue et de´finie a` partir de (4.65), de sorte que
ρ˜(x, y) peut eˆtre vue comme une erreur ou une ambigu¨ıte´ sur le calcul du champ e´lectrostatique, ou
sur celui de la densite´ de charge.
Si nous combinons (4.66) et (4.67), nous obtenons bien
∂ρ
∂t
+∇ · J = ∂
∂t
ρ˜(x) = 0, (4.68)
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l’e´quation de conservation de la charge, mais en utilisant l’e´quation (4.67) qui n’est MG qu’a` la
fonction ρ˜(x) pre`s. On peut inverser le raisonnement et partir de l’e´quation de MA dans laquelle on
force l’e´quation de conservation de la charge, ce qui conduit a` (4.67).
Le meˆme type de raisonnement peut-eˆtre e´tabli avec les e´quations de Maxwell-Faraday (MF) et
Maxwell-Thomson (MT). En prenant la divergence de MF, on trouve :
∇ ·B = µ˜(x, y), (4.69)
ou` µ˜(x, y) est une fonction quelconque ne de´pendant pas du temps. Les champs e´lectrostatique et B
ne sont donc de´finis qu’a` une fonction des coordonne´es spatiales pre`s, pourvu que la conservation de
la charge soit assure´e, si on ne re´sout que deux des quatre e´quations de Maxwell.
Si on veut reme´dier a` ce proble`me, il faut
— 1/ que les e´quations (4.64) soient satisfaites initialement, i.e. ρ˜(x, y) = 0 et µ˜(x, y) = 0,
— 2/ que l’e´quation de conservation de la charge
∂ρ
∂t
+∇ · J = 0 (4.70)
soit ve´rifie´e a` chaque instant.
Dans ce cas, les e´quations de MG et MT sont satisfaites a` chaque instant, et ce meˆme si elles ne sont
pas re´solues explicitement dans le solveur.
Le proble`me est simple dans le cas de MT, puisqu’il suffit de ve´rifier MT initialement. Il est beau-
coup plus de´licat pour MG : on peut certes utiliser un solveur de Poisson pour ve´rifier MG initialement,
mais l’e´quation de conservation de la charge requiert les valeurs de ρ et J , calcule´es directement a`
partir du solveur de Vlasov et ce a` chaque pas de temps. Les me´thodes nume´riques utilise´es dans ce
solveur (time-splitting, me´thode semi-Lagrangienne, interpolations) ont donc un impact sur la conser-
vation de la charge dans le code. Le fait que la densite´ de courant doive eˆtre calcule´e en des points
interme´diaires du maillage sur lequel f est connue ajoute aussi une source d’erreur.
Soulignons enfin que ce raisonnement a e´te´ formule´ a` partir des e´quations de Maxwell non-
discre´tise´es. Rien ne garantit a priori que la discre´tisation par la me´thode de Yee conserve les proprie´te´s
que nous venons d’e´voquer. Fort heureusement, c’est bien le cas, comme nous allons le voir dans la
section suivante.
4.4.2 Conservation de la charge en appliquant la me´thode de Yee
Ve´rifions que le sche´ma nume´rique de Yee se comporte de la meˆme fac¸on que les e´quations de
Maxwell the´oriques concernant la conservation de la charge.
Prenons les e´quations (4.56) et (4.57) en i−1/2 et j−1/2 respectivement. Soustrayons-les chacune
a` (4.56) et (4.57) calcule´es en i+ 1/2 et j + 1/2. On divise le re´sultat par ∆x et ∆y respectivement,
avant d’additionner les deux e´quations. Ceci revient a` prendre la divergence selon Yee de E dans le
plan (x, y). Les termes faisant intervenir le champ magne´tique se compensent mutuellement lors de
l’addition, assurant que la proprie´te´∇ · (∇×) = 0 soit satisfaite par le solveur de Yee. On trouve alors
En+1
x i+ 1
2
,j
− En+1
x i− 1
2
,j
∆x
+
En+1
y i,j+ 1
2
− En+1
y i,j− 1
2
∆y
=
En
x i+ 1
2
,j
− En
x i− 1
2
,j
∆x
+
En
y i,j+ 1
2
− En
y i,j− 1
2
∆y
− ∆t
ǫ0∆x
[
J
n+ 1
2
x i+ 1
2
,j
− Jn+ 12
x i− 1
2
,j
]
− ∆t
ǫ0∆y
[
J
n+ 1
2
y i,j+ 1
2
− Jn+ 12
y i,j− 1
2
]
, (4.71)
qui n’est autre que la version discre´tise´e de (4.66). On de´finit alors
ρni,j
ǫ0
+ ρ˜(x) ≡
En
x i+ 1
2
,j
− En
x i− 1
2
,j
∆x
+
En
y i,j+ 1
2
− En
y i,j− 1
2
∆y
(4.72)
que l’on injecte dans (4.71) pour trouver l’e´quation
ρn+1i,j − ρni,j
∆t
+
J
n+ 1
2
x i+ 1
2
,j
− Jn+ 12
x i− 1
2
,j
∆x
+
J
n+ 1
2
y i,j+ 1
2
− Jn+ 12
y i,j− 1
2
∆y
= 0, (4.73)
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qui n’est autre que la version discre´tise´e de l’e´quation de conservation de la charge. Le solveur de Yee
se comporte donc de la meˆme manie`re que le mode`le non discre´tise´ a` deux e´quations 6 (MA et MF).
De´finissons alors l’e´quation de Maxwell-Gauss selon Yee :
ρni,j
ǫ0
=
En
x i+ 1
2
,j
− En
x i− 1
2
,j
∆x
+
En
y i,j+ 1
2
− En
y i,j− 1
2
∆y
. (4.74)
Si l’e´quation (4.74) est ve´rifie´e initialement et que l’e´quation (4.73) est satisfaite a` chaque pas de
temps, alors (4.74) est satisfaite a` chaque pas de temps.
On doit donc re´soudre initialement l’e´quation MG pour de´terminer correctement tout champ e´lec-
trostatique lie´ a` l’inhomoge´ne´ite´ de la fonction de distribution initiale et ainsi forcer ρ˜(x) = 0. Dit
autrement, le champ e´lectrostatique et la fonction de distribution doivent eˆtre autocohe´rents.
Il faut ensuite de´terminer correctement la densite´ de courant Jn+
1
2 a` injecter dans l’e´quation
d’Ampe`re, ce qui n’est a priori pas e´vident compte tenu du splitting de l’e´quation de Vlasov. A` ce
stade, nous devons donc examiner la fac¸on dont sont couple´s les solveurs de Vlasov et de Maxwell
dans le code VLEM.
4.4.3 Correction dans VLEM1D3V
On pre´sentera pour cela l’algorithme du code VLEM1D3V, travaillant dans l’espace des phases
(x, px, py, pz). Le syste`me est invariant par translation selon les directions y et z. L’e´quation de conser-
vation de la charge selon Yee s’e´crit alors
ρn+1i − ρni
∆t
+
J
n+ 1
2
x i+ 1
2
− Jn+ 12
x i− 1
2
∆x
= 0, (4.75)
et seule la composante Jx(tn + ∆t/2) de la densite´ de courant joue un roˆle dans la conservation de
la charge. Le champ e´lectrostatique, lie´ aux variations spatiales de la densite´ de charge ρ, est dirige´
selon x.
On a alors deux fac¸ons de de´terminer le champ e´lectrostatique Ex. La premie`re consiste a` re´soudre
MA, re´duite a`
En+1
x i+ 1
2
= Enx i+ 1
2
− ∆t
ǫ0
J
n+ 1
2
x i+ 1
2
. (4.76)
Il faut dans ce cas que l’e´quation de Poisson soit initialement satisfaite et que l’e´quation (4.75) soit
ve´rifie´e a` chaque pas de temps. C’est la me´thode retenue dans VLEM1D3V, et elle ne´cessite de calculer
la densite´ de courant de la bonne fac¸on. En effet, rien ne garantit que la densite´ de courant J calcule´e
a` partir d’une fonction de distribution reconstruite par interpolation, elle meˆme obtenue en re´solvant
l’e´quation de Vlasov par time-splitting (les advections spatiales e´tant traite´es a` vitesse constante
alors que les champs e´lectromagne´tiques peuvent varier le long de la caracte´ristique), soit capable de
satisfaire l’e´quation (4.75). On utilise pour cela une me´thode inspire´e de celle introduite par Esirkepov
dans le contexte des codes PIC (cf. Annexe B pour une pre´sentation succinte de cette technique, et
[13] ou [14] pour plus de de´tails).
La seconde me´thode consiste a` calculer le champ e´lectrostatique directement a` partir de la fonction
de distribution lorsqu’on en a besoin en utilisant l’e´quation de Poisson,
ρni
ǫ0
=
En
x i+ 1
2
− En
x i− 1
2
∆x
. (4.77)
Cette me´thode est exacte mais ne peut eˆtre re´alise´e que pour des proble`mes 1D en espace. C’est
l’approche retenue dans une version du code dite “Full Poisson”, ou` seules les composantes Ey, Ez,
By et Bz (e´lectromagne´tiques au sens k ·E = 0) sont calcule´es a` partir de MF et MA. Les e´quations
(4.76) et (4.77) sont physiquement e´quivalentes, mais la volonte´ d’utiliser l’une ou l’autre influe sur
la structure du code, c’est a` dire sur la se´quence d’e´tapes a` re´aliser pour re´soudre le syste`me Vlasov-
Maxwell.
La comparaison des deux techniques nous permettra de valider le correcteur semi-lagrangien d’Esir-
kepov introduit dans VLEM.
6. On peut faire un calcul similaire pour montrer que si MT est satisfaite initialement, elle le sera quelque soit tn.
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4.4.3.1 Correcteur semi-lagrangien d’Esirkepov
On adapte ici au code VLEM la me´thode pre´sente´e en Annexe B. Le raisonnement consiste a`
supposer que les extre´mite´s d’une caracte´ristique repre´sentent une particule, avant et apre`s son mou-
vement, la caracte´ristique e´tant une trajectoire physique possible. L’interpolation de la fonction de
distribution sur le maillage peut alors eˆtre interpre´te´e comme l’attribution d’un facteur de forme a`
cette particule.
On relie ainsi, comme Esirkepov, la quantite´ Wx a` la variation de f (f de´signant la fonction de
distribution discre´tise´e sur le maillage, reconstitue´e par interpolation) au point i entre tn et tn+1 en
utilisant la relation
Wx = f
n+1(xi,p)− fn(xi,p). (4.78)
Cette variation de densite´ ne peut eˆtre lie´e qu’a` l’advection par rapport a` la variable d’espace x, car
l’e´quation d’advection en p,
∂f
∂t
+ q
[
E +
p
γm
×B
]
·∇pf = 0, (4.79)
pre´serve la densite´ de particules au point i, et empeˆche par conse´quent la ge´ne´ration d’un courant si
l’e´quation de conservation de la charge est respecte´e.
On e´crira donc
Wx = f
n+1(xi)− fn(xi) = fn(xi − δx)− fn(xi) (4.80)
en utilisant le sche´ma d’advection semi-lagrangien vers l’arrie`re. La valeur de f en tn+1 au point xi
correspond a` la valeur de f qui se trouvait en xi − δx a` l’instant tn, avec δx = vx∆t.
Multiplions (4.80) par vx et par la charge e´lectrique −e (e > 0) puis inte´grons sur l’espace des p
pour obtenir la densite´ de courant induite par l’advection δx :
− e 〈Wxvx〉 ≡ −e
∫
d3pWxvx = −e
∫
d3pfn(xi − δx)vx − (−e)
∫
d3pfn(xi)vx. (4.81)
En utilisant la de´finition de la densite´ de courant, l’e´quation (4.81) peut s’e´crire
− e 〈Wxvx〉 = Jn+1x i − Jnx i, (4.82)
ou` les courants Jnx i et J
n+1
x i sont calcule´s respectivement avant et apre`s l’advection en x.
Cette densite´ de courant est une approximation du courant ayant transite´ par le point i durant
l’intervalle de temps ∆t. Elle doit donc correspondre au terme −∇ · J de l’e´quation de conservation.
On a donc, par identification avec (4.75),
J
n+ 1
2
x i+ 1
2
− Jn+ 12
x i− 1
2
= e 〈Wxvx〉 ⇒ Jn+
1
2
x i+ 1
2
= J
n+ 1
2
x i− 1
2
+ e 〈Wxvx〉 . (4.83)
Ainsi,
J
n+ 1
2
x i+ 1
2
= J
n+ 1
2
x i− 1
2
− (Jn+1x i − Jnx i) . (4.84)
On approxime alors J
n+ 1
2
x i− 1
2
par
J
n+ 1
2
x i− 1
2
=
1
4
(
Jnx i + J
n
x i−1,j + J
n+1
x i + J
n+1
x i−1
)
, (4.85)
d’ou` l’e´criture du courant a` injecter directement dans l’e´quation MA, conservant la charge :
J
n+ 1
2
x i+ 1
2
=
1
4
(
Jnx i + J
n
x i−1 + J
n+1
x i + J
n+1
x i−1
)− (Jn+1x i − Jnx i) . (4.86)
4.4.3.2 Re´solution de Vlasov-Maxwell dans VLEM1D3V
Le syste`me Vlasov-Maxwell est re´solu dans VLEM1D3V en suivant le sche´ma de principe repre´sente´
sur la figure (4.5).
On de´taillera les diffe´rentes e´tapes ci-dessous 7.
7. Les grandeurs marque´es d’une e´toile ∗ correspondent a` des champs calcule´s aux noeuds du maillage {xi}
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— Initialisation : le champ E∗x est initialise´ a` partir de l’e´quation de Poisson, par transformation
de Fourier, en utilisant la fonction de distribution initiale. Le solveur de Yee reque´rant les valeurs
de Ex en (x+∆x/2), on calcule la quantite´
Enx i+ 1
2
=
1
2
(
E∗x i + E
∗
x i+1
)
. (4.87)
Les champs Ey et Ez sont initialise´s directement aux positions requises par la me´thode de Yee,
en t0. De la meˆme manie`re, les champs By et Bz sont initialise´s en t0−∆t/2. En vertu de MT, le
champ Bx est initialise´ a` 0, assurant de fait que MT soit satisfaite aux pas de temps ulte´rieurs.
— Boucle principale - E´tape 1 : calcul du champ magne´tique. En vue de pre´parer l’advection en
p, on doit connaˆıtre les champs aux noeuds du maillage a` l’instant tn. Il nous faut donc re´soudre
MF ((4.59), (4.60),(4.61)) pour trouver le champ en tn +∆t/2 : on de´termine B
n+ 1
2
z i+ 1
2
, B
n+ 1
2
x i et
B
n+ 1
2
y i+ 1
2
.
Les champs B∗ et E∗ sont calcule´s par moyenne spatiale des valeurs encadrant le noeud de grille
{xi}. La valeur de B∗ en tn est obtenue par moyenne des valeurs connues en tn−1/2 et en tn+1/2.
Par exemple, pour la composante Bz, nous avons
B∗z i =
(
B
n− 1
2
z i +B
n+ 1
2
z i
)
/2 (4.88)
avec
B
n+ 1
2
z i =
1
2
(
B
n+ 1
2
z i+ 1
2
+B
n+ 1
2
z i− 1
2
)
. (4.89)
Les composantes Ex et Ey sont calcule´es comme
E∗x i =
1
2
(
Enx i+ 1
2
+ Enx i− 1
2
)
(4.90)
et
E∗y i =
1
2
(
Eny i + E
n
y i
)
. (4.91)
On calcule enfin la densite´ de courant Jni a` partir de f
n, par inte´gration sur l’espace des p. Par
exemple, pour la composante Jx :
Jx =
Npx∑
l
Npy∑
m
Npz∑
n
fnijlmn
px,l
γlmn
∆px∆py∆pz, avec γlmn =
√
1 +
p2x,l + p
2
y,m + p
2
z,n
m2c2
. (4.92)
— Boucle principale - E´tape 2 : advection en p sur un pas de temps complet ∆t, en suivant la
me´thode pre´sente´e en Section 4.3.1.3.
— Boucle principale - E´tape 3 : advection en x sur un pas de temps complet ∆t, en suivant
la me´thode pre´sente´e en Section 4.3.1.3. On calcule alors les trois composantes de la nouvelle
densite´ de courant aux noeuds du maillage par inte´gration de la fonction de distribution.
On calcule ensuite la densite´ de courant J
n+ 1
2
x i+ 1
2
, a` partir de l’e´quation (4.86). La densite´ J
n+ 1
2
y i+ 1
2
est quant a` elle donne´e par
J
n+ 1
2
y i =
Jny i + J
n+1
y i
2
(4.93)
— Boucle principale - E´tape 4 : calcul du champ e´lectrique en tn+1. On utilise la densite´ de
courant J
n+ 1
2
x i+ 1
2
dans (4.76) pour de´terminer le champ e´lectrostatique Ex. On utilise les e´quations
En+1y i = E
n
y i −
c2∆t
∆x
(
B
n+ 1
2
z i+ 1
2
−Bn+ 12
z i− 1
2
)
− ∆t
ǫ0
J
n+ 1
2
y i (4.94)
En+1z i,j = E
n
z i + c
2 ∆t
∆x
(
B
n+ 1
2
y i+ 1
2
−Bn+ 12
y i+ 1
2
)
− ∆t
ǫ0
J
n+ 1
2
z i (4.95)
pour les composantes Ey et Ez.
126


CHAPITRE 4. LE CODE SEMI-LAGRANGIEN VLEM
4.4.4 Ge´ne´ralisation a` VLEM2D3V
4.4.4.1 Correcteur de courant 2D
Soit l’e´quation de conservation de la charge pour la ge´ome´trie 2D (x, y) :
ρn+1i,j − ρni,j
∆t
+
J
n+ 1
2
x i+ 1
2
,j
− Jn+ 12
x i− 1
2
,j
∆x
+
J
n+ 1
2
y i,j+ 1
2
− Jn+ 12
y i,j− 1
2
∆y
= 0, (4.96)
Dans le meˆme esprit que pour la ge´ome´trie 1D, on introduit les quantite´s Wx et Wy telles que
Wx +Wy = f
n+1(xi, yj)− fn(xi, yj) (4.97)
= fn(X,Y )− fn(xi, yj) (4.98)
= fn(xi − δx, yj − δy)− fn(xi, yj), (4.99)
ou` (X,Y ) de´signe l’extre´mite´ a` tn de la caracte´ristique aboutissant en (xi, yj) a` tn+1. Les quantite´s
δx = px/(mγ)∆t et δy = py/(mγ)∆t repre´sentent la longueur de la projection de la caracte´ristique
sur les axes x et y.
La proce´dure de time-splitting de l’e´quation de Vlasov pour un proble`me 2D (pre´sente´e en Section
4.3.1.3) consiste en deux “demi” advections (i.e. sur une dure´e ∆t/2) selon x avant et apre`s une
advection selon y (celle-ci sur ∆t). On peut faire apparaˆıtre ces e´tapes dans l’e´quation (4.99) :
Wx +Wy = f
n(xi − δx, yj − δy)− fn(xi − δx/2, yj − δy)︸ ︷︷ ︸
demi adv. en x
+ fn(xi − δx/2, yj − δy)− fn(xi − δx/2, yj)︸ ︷︷ ︸
adv. en y
+ fn(xi − δx/2, yj)− fn(xi, yj)︸ ︷︷ ︸
demi adv. en x
. (4.100)
On e´crira donc
Wx = f
n(xi − δx, yj − δy)− fn(xi − δx/2, yj − δy) + fn(xi − δx/2, yj)− fn(xi, yj) (4.101)
et
Wy = f
n(xi − δx/2, yj − δy)− fn(xi − δx/2, yj), (4.102)
ou, en utilisant les notations de la fonction de distribution introduites en Section 4.3.1.3,
Wx = f
n+1(xi, yj)− f∗∗(xi, yj) + f∗(xi, yj)− fn(xi, yj) (4.103)
et
Wy = f
∗∗(xi, yj)− f∗(xi, yj). (4.104)
On peut alors e´valuer les densite´s de courant satisfaisant l’e´quation de conservation de la charge :
J
n+ 1
2
x i+ 1
2
,j
− Jn+ 12
x i− 1
2
,j
= e 〈Wxvx〉 ⇒ Jn+
1
2
x i+ 1
2
,j
= J
n+ 1
2
x i− 1
2
,j
+ e 〈Wxvx〉 . (4.105)
J
n+ 1
2
y i,j+ 1
2
− Jn+ 12
y i,j− 1
2
= e 〈Wyvy〉 ⇒ Jn+
1
2
y i,j+ 1
2
= J
n+ 1
2
y i,j− 1
2
+ e 〈Wyvy〉 . (4.106)
On obtient l’expression des densite´s de courant a` utiliser dans MA, en injectant respectivement
(4.103) et (4.104) dans (4.105) et (4.106),
J
n+ 1
2
x i+ 1
2
,j
=
1
4
(
Jnx i,j + J
n
x i−1,j + J
n+1
x i,j + J
n+1
x i−1,j
)− 1
2
(
J∗x i,j − Jnx i,j + Jn+1x i,j − J∗∗x i,j
)
(4.107)
et
J
n+ 1
2
y i,j+ 1
2
=
1
4
(
Jny i,j + J
n
y i,j−1 + J
n+1
y i,j + J
n+1
y i,j−1
)− (J∗∗y i,j − J∗y i,j) , (4.108)
ou` J∗ et J∗∗ sont les densite´s de courant calcule´es respectivement avant et apre`s l’advection en y,
comme indique´ sur la figure 4.7.
Cette technique peut eˆtre ge´ne´ralise´e a` la ge´ome´trie 3D de manie`re directe, en introduisant la
quantite´ Wz et en calculant les densite´s de courant apre`s chaque advection selon z.
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— Boucle principale - E´tape 1 : calcul du champ magne´tique en tn + ∆t/2, puis en tn. On
re´sout MF ((4.59), (4.60),(4.61)) pour trouver les champs B
n+ 1
2
z i+ 1
2
,j+ 1
2
, B
n+ 1
2
x i,j+ 1
2
et B
n+ 1
2
y i+ 1
2
,j
.
Les champs B∗ et E∗ sont calcule´s par moyenne spatiale des valeurs encadrant le noeud de grille
{xi}. La valeur de B∗ en tn est obtenue par moyenne des valeurs connues en tn−1/2 et en tn+1/2.
Par exemple, pour la composante Bz, nous avons
B∗z i,j =
1
2
(
B
n− 1
2
z i,j +B
n+ 1
2
z i,j
)
(4.112)
avec
B
n+ 1
2
z i,j =
1
4
(
B
n+ 1
2
z i+ 1
2
,j+ 1
2
+B
n+ 1
2
z i− 1
2
,j+ 1
2
+B
n+ 1
2
z i+ 1
2
,j− 1
2
+B
n+ 1
2
z i− 1
2
,j− 1
2
)
, (4.113)
et les composantes Ex et Ey sont calcule´es comme
E∗x i,j =
1
2
(
Enx i+ 1
2
,j + E
n
x i− 1
2
,j
)
(4.114)
et
E∗y i,j =
1
2
(
Eny i,j+ 1
2
+ Eny i,j− 1
2
)
. (4.115)
La densite´ de courant Jni,j est calcule´e a` partir de f
n par inte´gration sur l’espace des p.
— Boucle principale - E´tape 2 : advection en p sur un pas de temps complet ∆t, selon la
me´thode pre´sente´e en Section 4.3.1.3. On utilise les champs E∗ et B∗.
— Boucle principale - E´tape 3 : premie`re advection en x sur un demi pas de temps (∆t/2). On
calcule alors la densite´ de courant interme´diaire J∗i,j par inte´gration de f
∗.
— Boucle principale - E´tape 4 : advection en y sur un pas de temps complet (∆t). On calcule
ensuite la densite´ de courant interme´diaire J∗∗i,j par inte´gration de f
∗∗.
— Boucle principale - E´tape 5 : seconde advection en x sur un demi pas de temps (∆t/2). On
calcule alors la densite´ de courant Jn+1i,j par inte´gration de f
n+1.
— Boucle principale - E´tape 6 : calcul de la densite´ Jn+
1
2 cense´e ve´rifier l’e´quation de conser-
vation de la charge, en utilisant les formules (4.107) et (4.107).
— Boucle principale - E´tape 7 : calcul du champ e´lectrique en tn+1. Dans ce but, on utilise les
composantes de la densite´ de courant calcule´es a` l’e´tape 6.
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4.5 Validation du code VLEM
On pre´sentera dans cette section plusieurs simulations visant a` tester la capacite´ du code a` repro-
duire des re´sultats physiques connus en s’appuyant notamment sur l’exemple des instabilite´s de type
Weibel : retrouve-t-on des structures connues dans l’espace des phases ? Les bons taux de croissance
sont-ils mesure´s ? Les quantite´s invariantes de l’e´quation de Vlasov sont elles conserve´es par le code
VLEM et si oui, sous quelles conditions ? La me´thode semi-lagrangienne “locale” employe´e dans l’es-
pace des coordonne´es donne-t-elle des re´sultats e´quivalents a` ceux que l’on obtiendrait en utilisant une
me´thode globale pour chaque direction de l’espace des phases ? Les re´sultats seront compare´s avec ceux
issus d’autres codes (VLEM1D3V-Full Poisson, advection spatiale globale, mode`le multi-faisceaux ou
multi-anneaux). On insistera aussi sur les avantages que peuvent procurer un code semi-lagrangien.
4.5.1 VLEM1D
On pre´sente d’abord des re´sultats obtenus avec la version 1D (2V (x, px, py) ou 3V (x, px, py, pz))
de VLEM. On discutera d’abord, a` travers une premie`re simulation, de la possible influence de la
de´composition de domaine sur la structure de f dans l’espace des phases et on s’attachera a` montrer
que le code VLEM restitue des re´sultats cohe´rents avec l’analyse line´aire d’une part, et avec un
autre code semi-lagrangien utilisant une me´thode globale d’interpolation d’autre part. Une deuxie`me
simulation nous permettra de discuter de l’efficacite´ de la correction de courant propose´e dans la
section pre´ce´dente et de valider la se´quence d’e´tapes imple´mente´e dans VLEM pour re´soudre le syste`me
Vlasov-Maxwell : une comparaison sera re´alise´e entre VLEM1D3V et sa version “Full Poisson”.
4.5.1.1 Validation de la de´composition de domaine
Le but de la simulation pre´sente´e dans cette section est de montrer que la reconstruction de la
fonction de distribution par la me´thode des splines locaux fonctionne en fournissant des re´sultats
e´quivalents a` la me´thode classique de reconstruction par splines globaux. Rappelons que la me´thode
“locale” ne garantit que la continuite´ de la de´rive´e premie`re de f , la` ou` la me´thode “globale” assure
jusqu’a` la continuite´ de la de´rive´e seconde sur tout le domaine.
On de´cide de perturber un syste`me de deux faisceaux contra-propageants de sorte a` exciter une
instabilite´ CFI. Les faisceaux sont aligne´s selon la direction y, direction dans laquelle le syste`me est
par conse´quent invariant par translation. La fonction de distribution, initialement donne´e par
f (x,p) =
n1
(2πmkBT1)
3/2
exp
(
−p
2
x + (py − p1)2 + p2z
2mkBT1
)
+
n2
(2πmkBT2)
3/2
exp
(
−p
2
x + (py − p2)2 + p2z
2mkBT2
)
, (4.116)
e´volue dans l’espace (x, px, py). On choisit un syste`me syme´trique (n1 = n2 = 0.5n0) et plutoˆt froid
(T1 = T2 = 1 keV), pour des vitesses de faisceaux assez fortement relativistes
8 telles que p1 = −p2 =
3mc (correspondant a` une vitesse u0 ≃ 0.95c).
Ce syste`me est perturbe´ perpendiculairement aux faisceaux en introduisant initialement un champ
magne´tique
Bz (x) = δB cos (k0x) (4.117)
pour un vecteur d’onde k0c/ωpe = 2π/Lx = 1, Lx = 2π e´tant la longueur du domaine de simulation
en x.
On choisit un pas de temps suffisamment faible, ∆t = 0.003 pour respecter la condition CFL du
solveur de Maxwell et pour de´crire correctement l’instabilite´. Les grandeurs physiques utilise´es pour
la simulation sont regroupe´es dans le tableau 4.2.
On souhaite comparer les re´sultats obtenus par VLEM avec ceux publie´s dans [15], ou` la meˆme
simulation (avec une perturbation d’amplitude 10−4 et de´phase´e de π/2 par rapport a` (4.117) 9.) a
e´te´ lance´e avec deux autres codes, un code semi-lagrangien 1D2V et un code multi-faisceaux, utilisant
tous les deux une me´thode d’interpolation par splines globaux.
8. Une distribution de Maxwell-Ju¨ttner aurait e´te´ plus juste d’un point de vue physique, compte tenu de la forte
vitesse des faisceaux.
9. La diffe´rence dans l’amplitude de la perturbation implique que les deux simulations n’atteignent pas la saturation
en meˆme temps. Le de´calage spatial de Π/2 peut quant a` lui eˆtre vu en comparant les figures 4.10 et 4.11, prises a` des
instants ou` la physique est similaire dans les deux simulations
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n1 n2 p1 p2 kBT1 kBT2 δB Nx Npx Npy ∆t k0
0.5 0.5 3 −3 2 2 10−5 256 256 256 0.003 1.000
Tableau 4.2 – Valeur des diffe´rents parame`tres physiques (normalise´s) utilise´s pour initialiser la simulation
de l’instabilite´ CFI pre´sente´e dans la section 4.5.1.1. Les faisceaux sont choisis syme´triques en densite´, vitesse
et tempe´rature. On normalise toutes les grandeurs par rapport a` la pulsation plasma e´lectronique totale ωpe,
la masse e´lectronique me, la charge e´le´mentaire e et la vitesse de la lumie`re c.
Figure 4.8 – E´volution temporelle des e´nergies e´lectrostatique εe,x, e´lectrique εe,y et magne´tique εb,z pour le
code VLEM1D2V. Panneau du haut : e´chelle semi-logarithmique pour mieux mettre en e´vidence la croissance
exponentielle des e´nergies Les taux de croissance obtenus avec SLV2D sont identiques. Panneau du bas :
e´volution temporelle en e´chelle line´aire des e´nergies e´lectrique εe = εe,x +εe,y, magne´tique εm,z, cine´tique εkin
et totale εtotal. Les e´changes entre la composante cine´tique et la composante magne´tique, caracte´ristiques des
instabilite´s de type Weibel, sont bien mis en e´vidence.
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Figure 4.9 – E´volution temporelle du champ magne´tique Bz pour la simulation VLEM (trait noir) et pour
la simulation de re´fe´rence (trait rouge) publie´e dans [15]. Le de´phasage est lie´ a` une initialisation le´ge`rement
diffe´rence du champ magne´tique entre les deux simulations. Le taux de croissance est le meˆme dans les deux
simulations et la phase de saturation est pratiquement identique dans les deux cas (il y a une tre`s le´ge`re
diffe´rence au niveau de l’amplitude de certains pics).
Commenc¸ons par nous inte´resser a` la phase line´aire de la simulation VLEM. L’analyse line´aire
pre´dit un taux de croissance ΓCFI/ωpe = 0.47 [15], valeur qui est retrouve´e nume´riquement par VLEM
d’apre`s le panneau supe´rieur de la Figure 4.8, repre´sentant l’e´volution en e´chelle semi-logarithmique
des quantite´s
εe,x =
1
Lx
∫
ǫ0
2
E2xdx, (4.118)
εe,y =
1
Lx
∫
ǫ0
2
E2ydx (4.119)
et
εm,z =
1
Lx
∫
1
2µ0
B2zdx, (4.120)
en fonction du temps. Ces quantite´s correspondent respectivement aux e´nergies associe´es aux champs
Ex, Ey et Bz. Notons que les e´nergies e´voluent avec un taux de croissance double 2ΓCFI par rapport
aux champs puisqu’elles font intervenir leur carre´. Le panneau infe´rieur de la figure 4.8 montre, en
e´chelle line´aire, l’e´volution de ces e´nergies auxquelles on a ajoute´ celles de l’e´nergie cine´tique εkin
εkin =
∫
dxd3p (γ − 1) fmc2 (4.121)
et de l’e´nergie totale εtot,
εtotal = εkin + εe,x + εe,y + εm,z. (4.122)
Les fluctuations de l’e´nergie cine´tique et de l’e´nergie magne´tique sont fortement corre´le´es : on voit
qu’un certain volume d’e´nergie circule pe´riodiquement des particules au champ magne´tique et vice-
versa, comme attendu, puisque le me´canisme de l’instabilite´ tire sa source de l’anisotropie lie´e a` la
vitesse moyenne des faisceaux et ge´ne`re un champ magne´tique important. C’est un comportement
caracte´ristique des instabilite´s de type Weibel.
La composante magne´tique Bz e´volue de fac¸on identique dans les deux simulations, comme l’atteste
la Figure 4.9.
Remarquons que le champ e´lectrostatique Ex augmente avec un taux double, Γ(Ex)/ωpe = 0.94,
par rapport a` Bz et au champ induit Ey. La composante Ex de´marre depuis le ze´ro machine (elle
apparaˆıt donc plus tard sur la figure 4.8), le plasma e´tant initialement neutre. Ce champ devient donc
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significatif lorsque le champ magne´tique a augmente´ de plusieurs ordres de grandeur. Ce comportement
n’est clairement pas pre´vu par l’analyse line´aire, qu’elle soit cine´tique ou fluide, cette analyse supposant
que toutes les grandeurs e´voluent avec le meˆme taux de croissance.
Il s’agˆıt ne´anmoins d’un comportement connu [16] : le champ magne´tique d’amplitude croissante
pie`ge de plus en plus de particules dans sa structure, non-propagative. L’accumulation de charges
dans certaines re´gions de l’espace entraˆıne la formation d’une charge d’espace et donc d’un champ
e´lectrostatique de longeur d’onde deux fois plus petite que celle du champ magne´tique. Ce champ
e´lectrostatique agit comme une perturbation venant de´stabiliser les ondes de Langmuir paralle`lement
a` l’axe x et celles-ci viennent se coupler a` l’instabilite´ CFI. Le champ e´lectrostatique “apparaˆıt” plus
tard sur les courbes car il requiert qu’une fraction significative de particules soit pie´ge´e, et donc que
le champ magne´tique ait eu suffisamment de temps pour se de´velopper. On peut montrer que le taux
de croissance du champ e´lectrostatique est double [17], [18] car Ex est proportionnel au gradient de
pression magne´tique dB2z/dx durant sa phase de croissance line´aire.
Le comportement temporel de l’instabilite´ semble eˆtre identique dans les deux simulations. Re-
gardons maintenant de plus pre`s son comportement dans l’espace des phases. Les figures 4.10 et 4.11
montrent une coupe de la fonction de distribution dans l’espace (x, px), la premie`re correspondant a`
la simulation Vlasov de l’article [15] et la seconde au code VLEM. En raison du de´phasage et de la
diffe´rence d’amplitude de la perturbation initiale entre les deux simulations, les structures d’une figure
sont de´cale´es dans le temps (le de´calage est d’environ 3ωpet) et l’espace (de´calage de π/2) par rapport
a` celles de l’autre figure.
A` l’exception d’oscillations de Gibbs peut-eˆtre un peu plus pre´sentes dans la simulation VLEM,
la structure de f est la meˆme dans les deux simulations. Initialement homoge`ne selon x, la fonction
de distribution se structure autour des maxima du champ magne´tique (situe´s en π/2 et en 3π/2 sur
la figure 4.10 et en 0, π et 2π sur la figure 4.11). Les zones de pie´geage (de forte valeur de f) sont
positionne´es entre ces maxima et seuls des filaments constitue´s de particules rapides les relient. Au
fur et a` mesure que l’on avance dans la phase de saturation, des vortex se forment dans les zones de
pie´geage. Les filaments sont re´solus de fac¸on similaire par les deux codes, les diffe´rences entre les deux
codes e´tant minimales. La me´thode d’interpolation utilisant des splines locaux est donc capable de
donner une description de´taille´e et correcte de la structure de la fonction de distribution, y compris
en re´gime non-line´aire.
Abordons enfin la question de la conservation des invariants que sont le nombre de particules N ,
l’e´nergie totale εtot, la norme L2 et l’entropie S. La simulation VLEM1D2V a e´te´ effectue´e sans utiliser
le correcteur de courant pre´sente´ dans la section pre´ce´dente : la charge n’est donc conserve´e a` qu’a`
10−4 pre`s, en de´pit d’un maillage dense dans l’espace des vitesses (2562 points). L’e´nergie totale est
quant a` elle conserve´e a` 0.13% pre`s. L’entropie et la norme L2 ne sont conserve´es “qu’a`” 20%, mais
ceci doit eˆtre distingue´ du proble`me de conservation de la charge.
La non-conservation de l’entropie (et des normes de degre´ plus e´leve´ comme la norme L2) s’explique
essentiellement par le phe´nome`ne de filamentation de la fonction de distribution, ine´vitable, et qui
consiste en la formation progressive de structures de taille de plus en plus fine par rapport a` celle
du maillage. Un maillage de taille donne´e est incapable de de´crire correctement des structures dont
la taille est comparable ou infe´rieure a` cette taille. Cette mauvaise discre´tisation des structures fines
de f se traduit alors par une perte massive d’information, mate´rialise´e par un lissage de la f et par
une augmentation importante de l’entropie (et dans une moindre mesure de la norme L2 puis de
l’e´nergie totale). Augmenter le nombre de points dans l’espace des p, en gardant a` l’esprit la quantite´
de me´moire supple´mentaire requise par cet effort, permet de re´duire quelque peu cette augmentation
de l’entropie, de la retarder, mais pas de l’empeˆcher.
4.5.1.2 Validation du correcteur de courant et du splitting
Utilisons maintenant le code VLEM dans sa version 1D3V et montrons l’efficacite´ de la correction
de courant introduite en section 4.4.3.1. Dans ce but, on lancera paralle`lement une simulation te´moin
avec la version “Full Poisson” pre´sente´e en section (4.4.3.3) et dans laquelle le champ Ex est calcule´
via un solveur de Poisson entre deux demi advections en x de la fonction de distribution.
On choisit de simuler le cas test de l’instabilite´ CFI d’un syste`me de faisceaux syme´triques (en
densite´, vitesse et tempe´rature), oriente´s selon l’axe y, contra-propagatifs et faiblement relativistes.
La vitesse moyenne des faisceaux est e´gale a` u1,2 ± 0.6c et l’e´nergie thermique est de kBT1,2 = 6 keV.
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Figure 4.10 – Coupes (x, px) de l’espace des phases obtenues avec le code utilisant la me´thode de reconstruction
globale et trace´es aux instants ωpet = 30, 31.5 et 45 respectivement.
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Figure 4.11 – Coupes (x, px) de l’espace des phases obtenues avec le code VLEM et trace´es aux instants
ωpet = 27, 28.5 et 42 respectivement. Ces images correspondent a` celles de la figure 4.10 prises aux instants
30, 31.5 et 45, en raison du de´phasage initialement introduit entre les deux simulations dans la perturbation
de Bz.
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n1 n2 u1 u2 kBT1 kBT2 δB Nx Npx Npy Npz ∆t k0
0.5 0.5 0.6 −0.6 6 6 10−5 512 80 80 80 0.005 2.017
Tableau 4.3 – Valeur des diffe´rents parame`tres physiques (normalise´s) utilise´s pour initialiser la simulation
de l’instabilite´ CFI pre´sente´e dans la section 4.5.1.2. Les faisceaux sont choisis syme´triques en densite´, vitesse
et tempe´rature. On normalise toutes les grandeurs par rapport a` la pulsation plasma e´lectronique totale ωpe,
la masse e´lectronique me, la charge e´le´mentaire e et la vitesse de la lumie`re c.
Dans les deux solveurs, la fonction de distribution initiale est donne´e par :
f (x,p) =
n1
(2πmkBT1)
3/2
exp
(
−p
2
x + (py − p1)2 + p2z
2mkBT1
)
+
n2
(2πmkBT2)
3/2
exp
(
−p
2
x + (py − p2)2 + p2z
2mkBT2
)
. (4.123)
Le syste`me Vlasov-Maxwell est perturbe´ perpendiculairement a` la direction des faisceaux, en in-
troduisant le champ magne´tique Bz tel que
Bz (x) = δB sin (k0x) , (4.124)
ou` k0 = 2π/Lx est de´termine´ a` partir de la longueur du domaine en x, note´e Lx. La longueur Lx est
choisie de sorte que le mode excite´ (kx = 2.017) corresponde a` celui dont le taux de croissance line´aire
est le plus fort. Le taux de croissance est obtenu en re´solvant l’e´quation (3.36).
On choisit δB = 10−5 10. Il n’y a pas de perturbation sur la fonction de distribution : le champ
e´lectrostatique initial est donc nul (ou de l’ordre de grandeur du ze´ro machine).
La valeur du pas de temps est∆t = 0.005ω−1pe et on choisit un e´chantillonnage de l’espace des phases
{Nx = 512, Npx = Npy = Npz = 80} tel que la taille d’une maille selon x soit ∆xωpe/c =≃ 0.0061.
La condition CFL lie´e au solveur de Maxwell est donc satisfaite. Le domaine en p est donne´ par
px,y,z ≤ 2mec. Les parame`tres physiques et nume´riques utilise´s pour la simulation pre´sente´e dans
cette section sont re´capitule´s dans le tableau 4.3.
On commence par repre´senter en e´chelle semi-logarithmique l’e´volution temporelle des e´nergies
e´lectromagne´tiques associe´es aux composantes Ex (Figure 4.12), Ey (Figure 4.13) et Bz (Figure 4.14).
Celles-ci sont calcule´es a` partir des expressions suivantes,
εe,x =
1
Lx
∫
ǫ0
2
E2xdx, (4.125)
εe,y =
1
Lx
∫
ǫ0
2
E2ydx (4.126)
et
εm,z =
1
Lx
∫
1
2µ0
B2zdx. (4.127)
On observe dans les deux simulations trois phases distinctes : une phase transitoire de dure´e in-
fe´rieure a` 10ωpe (durant laquelle l’instabilite´ commence a` se mettre en place), puis la phase line´aire
de croissance de l’instabilite´ (la perturbation injecte´e dans le code e´tant faible devant l’amplitude
de saturation des champs) jusqu’a` t ≃ 40ωpe et au-dela`, la phase de saturation de l’instabilite´ CFI.
Remarquons le niveau initial extreˆmement bas du champ e´lectrostatique Ex, qui est ne´anmoins de´-
stabilise´ et augmente, comme dans la simulation pre´ce´dente, avec un taux de croissance double de
celui du champ magne´tique ΓCFI/ωpe = 0.33. Cette valeur est compatible avec l’analyse line´aire. Ce
comportement est identique a` celui constate´ dans la simulation de CFI pre´ce´dente.
Inte´ressons-nous a` l’e´volution des invariants : le nombre de particules N (Figure 4.15), l’e´nergie
totale (Figure 4.16) Etot, la norme L2 〈f2〉(Figure 4.17) et l’entropie S (Figure 4.18). Les grandeurs
N , 〈f2〉 et S sont calcule´es comme
N =
∫
dxd3pf, (4.128)
10. L’amplitude de la perturbation introduite dans la version “Full Poisson” est le´ge`rement diffe´rente de celle utilise´e
dans VLEM1D3V pour que les re´sultats ne se superposent pas exactement sur les diffe´rentes figures pre´sente´es dans
cette section.
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Full Poisson (laquelle est construite autour d’un splitting diffe´rent de l’e´quation de Vlasov) on peut
attribuer les e´carts vis a` vis des lois de conservation a` la faible densite´ du maillage en p, et ce pour
les deux versions du code.
4.5.1.3 Influence du maillage sur la conservation des invariants
On s’inte´resse ici a` une simulation d’instabilite´ Weibel pure, de´clenche´e par anisotropie de tempe´ra-
ture, dans une version non-relativiste de VLEM1D3V (le facteur de Lorentz est force´ a` 1). L’e´quilibre
est mode´lise´ par une distribution Maxwellienne de la forme
f (p) =
n0
(2π)
3/2
mkBT‖
√
mkbT⊥
exp
(
− p
2
x + p
2
z
2mkBT‖
− p
2
y
2mkBT⊥
)
, (4.132)
pour laquelle les indices ‖ et ⊥ se re´fe`rent a` la direction du vecteur d’onde, aligne´ selon l’axe des
x. L’instabilite´ Weibel est de´clenche´e si T⊥ > T‖, pour tout kx <
√
T⊥/T‖ − 1. On choisit comme
tempe´rature T⊥ = 20 keV et T‖ = 1 keV, correspondant a` une forte anisotropie A = T⊥/T‖ = 20.
On excite le mode le plus instable, kx = 1.462 que l’on de´finit comme e´tant le mode fondamental de
la boˆıte de simulation, kx = 2π/Lx, ou` Lx ≃ 4.298 est la longueur de boˆıte en x. Le pas de temps
retenu pour la simulation est ∆t = 0.005, satisfaisant la condition CFL pour un e´chantillonnage en x
de Nx = 512 points.
Ce proble`me est plus facile a` discre´tiser proprement dans l’espace des p que le pre´ce´dent, dans la
mesure ou` la fonction de distribution forme un volume unique centre´ dans la boˆıte de simulation. De
plus, en imposant Tx = Tz, on force l’instabilite´ Weibel a` se de´velopper dans le plan (px, py).
Deux types de maillages en p ont e´te´ teste´s pour mettre en e´vidence les effets du maillage sur
la conservation des invariants. Le premier maillage est Npx = Npy = Npz = 96 (cas 1). Le second
maillage est Npx = Npy = Npz = 80 (cas 2).
On constate premie`rement une le´ge`re ame´lioration de la conservation du nombre de particules
(Figure 4.19) lorsque le nombre de points est plus important dans l’espace des p. On notera aussi la
disparition des oscillations constate´es dans le dernier tiers de la simulation du cas 2. Ces ame´liorations
s’accompagnent d’une ame´lioration sensible sur la conservation de l’entropie (voir figure 4.22 ou` l’on
passe en dessous de la barre des 100% de variation), qui demeure cependant assez mauvaise. Les
changements concernant la conservation de l’e´nergie totale (Figure 4.20) et la norme L2 (Figure 4.21)
sont minimes.
L’analyse line´aire pre´voit un taux de croissance de l’ordre de Γ = 0.129 : on mesure un taux
Γ = 0.127 dans la simulation (Figure 4.23). Le champ e´lectrostatique croˆıt avec un taux double,
comme attendu, et ce de`s l’augmentation du champ magne´tique.
4.5.2 VLEM2D2V
Les re´sultats pre´sente´s dans cette section ont e´te´ obtenus en utilisant la version 2D2V (oeuvrant
dans l’espace (x, y, px, py)) du code VLEM.
4.5.2.1 Plasma 2D2V en re´gime faiblement relativiste
Le test pre´sente´ dans cette section a pour objectif de tester la capacite´ du code VLEM a` reproduire
des re´sultats obtenus en configuration 2D2V par le code semi-lagrangien “global” (de´ja` introduit en
section 4.5.1.1) servant de re´fe´rence. La correction de courant n’est pas imple´mente´e dans VLEM pour
cette simulation. On commentera ensuite ces re´sultats.
Conside´rons deux faisceaux e´lectroniques dirige´s selon l’axe y, l’ensemble e´tant repre´sente´ par la
distribution d’e´quilibre
f (x,p) =
n1
(2πmkBT1)
3/2
exp
(
−p
2
x + (py − p1)2
2mkBT1
)
+
n2
(2πmkBT2)
3/2
exp
(
−p
2
x + (py − p2)2
2mkBT2
)
. (4.133)
On choisit des faisceaux parfaitement syme´triques, tels que n1 = n2 = 0.5, p1 = 0.9mc = −p2
(correspondant a` un facteur de Lorentz γ ≃ 1.345 et a` une vitesse moyenne |u1,2| ≃ 0.668) et kBT1 =
kBT2 = 6 keV.
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Figure 4.19 – E´volution temporelle du nombre total de particules N en e´chelle semi-logarithmique. En bleu,
les re´sultats obtenus avec le premier maillage, Npx = Npy = Npz = 96. En rouge, les re´sultats obtenus avec le
second maillage Npx = Npy = Npz = 80, moins dense que le premier.
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Figure 4.20 – E´volution temporelle de l’e´nergie totale Etot en e´chelle semi-logarithmique. En bleu, les re´sultats
obtenus avec le premier maillage, Npx = Npy = Npz = 96. En rouge, les re´sultats obtenus avec le second
maillage Npx = Npy = Npz = 80, moins dense que le premier.
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Figure 4.21 – E´volution temporelle de la norme L2, 〈f2〉,en e´chelle semi-logarithmique. En bleu, les re´sultats
obtenus avec le premier maillage, Npx = Npy = Npz = 96. En rouge, les re´sultats obtenus avec le second
maillage Npx = Npy = Npz = 80, moins dense que le premier.
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Figure 4.22 – E´volution temporelle de l’entropie S en e´chelle semi-logarithmique. En bleu, les re´sultats obtenus
avec le premier maillage, Npx = Npy = Npz = 96. En rouge, les re´sultats obtenus avec le second maillage
Npx = Npy = Npz = 80, moins dense que le premier.
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Figure 4.23 – E´volution temporelle des e´nergies e´lectrostatique εe,x = 〈E2x/2〉x, e´lectrique εe,y = 〈E2y〉x et ma-
gne´tique εb,z = 〈B2z/2〉 en e´chelle semi-logarithmique, calcule´es comme 4.125, 4.126 et 4.127. Les composantes
Ey et Bz, de´stabilise´es line´airement par l’instabilite´ Weibel, se de´veloppent avec le meˆme taux de croissance
a` partir d’un niveau assez haut, de´termine´ par l’amplitude de la perturbation initiale introduite dans le code.
La croissance du champ e´lectrostatique de´marre avec un taux de croissance double depuis le ze´ro machine et
a` peu pre`s en meˆme temps que le champ magne´tique. Les trois composantes saturent approximativement en
meme temps, aux alentours de ωpet ≃ 75.
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Figure 4.24 – Taux de croissance Γ/ωpe en fonction de kx et ky, obtenu en re´solvant la relation de dispersion
cine´tique non-relativiste pre´sente´e en Annexe C. La croix repe`re le point de coordonne´es (kx = 1.667, ky = 0.5).
Ces valeurs de kx et de ky dominent la simulation pre´sente´e dans cette section.
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n1 n2 p1 p2 kBT1 kBT2 δB δf Nx Ny Npx Npy ∆t Lx Ly
0.5 0.5 0.9 −0.9 6 6 10−5 10−3 256 256 128 128 0.008 12π 12π
Tableau 4.4 – Valeur des diffe´rents parame`tres physiques (normalise´s) utilise´s pour initialiser la simulation
2D2V pre´sente´e dans la section 4.5.2.1. Les faisceaux sont choisis syme´triques en densite´, vitesse et tempe´ra-
ture. On normalise toutes les grandeurs par rapport a` la pulsation plasma e´lectronique totale ωpe, la masse
e´lectronique m, la charge e´le´mentaire e et la vitesse de la lumie`re c.
Cette configuration est instable quelle que soit l’orientation du vecteur d’onde de la perturbation
par rapport aux faisceaux (cf. Chapitre 1) et peut conduire aux instabilite´s TSI, CFI et oblique, comme
le montre la figure 4.24 repre´sentant le taux de croissance maximal Γ dans l’espace (kx, ky) (re´sultat
obtenu a` partir de la relation de dispersion non-relativiste donne´e en Annexe C). Rappelons que les
modes TSI correspondent a` une propagation paralle`le aux faisceaux (kx = 0) alors que les modes
CFI correspondent a` une perturbation rigoureusement perpendiculaire (ky = 0). Dans le re´gime non-
relativiste que nous conside´rons, l’instabilite´ TSI est e´lectrostatique alors que l’instabilite´ CFI est
purement e´lectromagne´tique du fait de la syme´trie des faisceaux. La figure 4.24 montre l’existence
de trois lobes instables. Deux de ces lobes, correspondant respectivement a` des valeurs de kx ou
ky plutoˆt faibles mais non-nulles, se pre´sentent comme un prolongement a` 2D des instabilite´s TSI
(ΓTSI,max ≃ 0.35) et CFI (ΓCFI,max ≃ 0.5) et sont relie´s par un continuum de modes instables
de taux de croissance moindre (Γ ≃ 0.25). Le troisie`me lobe correspond a` des modes pour lesquels
ky ≃ kx et semble appartenir a` une branche de solutions diffe´rente des deux autres lobes. Ce cas
test est par conse´quent nettement plus complexe que ceux pre´sente´s auparavant, plusieurs instabilite´s
(TSI, CFI, instabilite´ oblique) au comportement e´lectrostatique et/ou e´lectromagne´tique se trouvant
en concurrence. Il est de plus impossible d’associer, comme auparavant, le champ Ex a` un champ
purement e´lectrostatique et le champ Ey a` un champ purement inductif.
On de´cide d’exciter simultane´ment l’instabilite´ CFI et l’instabilite´ TSI. Pour cela, on introduit une
perturbation en kx sur le champ magne´tique,
δB(1)z (x) =
10∑
nx=1
δBsin
(
2π
nx
Lx
)
(4.134)
avec eδB0mωp ≃ 10−5, ainsi qu’une perturbation en ky sur la fonction de distribution
δf (1)(y) =
10∑
ny=1
δfcos
(
2π
ny
Ly
)
(4.135)
avec δf/(n1 + n2) = 10
−3. On perturbe ainsi les dix premiers modes dans chaque direction.
Le plasma simule´ va e´voluer dans le volume d’espace des phases [0;Lx]× [0;Ly]× [px,min; px,max]×
[py,min; py,max] avec Lx = 12πc/ωp = Ly et px,max = py,max = −px,min = −py,min = 6mc). Le mode
fondamental est donc (kx,0, ky,0) ≃ (0.167, 0.167). Le maillage e´chantillonnant ce volume est constitue´
de NxNyNpxNpy = 256
2 × 1282 points et on choisit un pas de temps ∆tωp = 0.008. Les parame`tres
de la simulation sont re´sume´s dans le tableau 4.4.
Commenc¸ons par observer quelques repre´sentations de l’espace des phases a` diffe´rents instants,
provenant des deux codes. Les figures 4.25, 4.27 et 4.29 (pour le code global) et 4.26, 4.28 et 4.30 (pour
VLEM) repre´sentent la fonction de distribution dans le plan (x, px), (x, py) et (y, py) respectivement,
moyenne´e sur les autres dimensions.
Constatons tout d’abord que les deux codes affichent des re´sultats fortement similaires, les meˆmes
structures apparaissant dans les deux simulations aux meˆmes instants. Il y a tout de meˆme de le´ge`res
diffe´rences, sans doute lie´es a` la me´thode locale de reconstruction de la fonction de distribution.
Essayons maintenant d’identifier les structures repre´sente´es sur ces figures. La forme initiale de la
fonction de distribution commence a` varier aux alentours de ωpet ≃ 20, signe que les effets non-line´aires
commencent a` jouer un roˆle important. A` partir de ωpet = 20, la fonction de distribution pre´sente des
structures de pie´geage magne´tique dans les plans (x, px) et (x, py), similaires a` celles observe´es dans la
simulation de CFI pre´sente´e en section 4.5.1.1. Ces structures ne se propagent pas, comme attendu de
la part d’une instabilite´ CFI de faisceaux syme´triques. On remarquera, en ωpet ≃ 50, un chauffage dans
le plan (y, py) des particules pie´ge´es dans le champ magne´tique, conjugue´e a` un brouillage partiel des
structures dans le plan (x, px). Comme nous le verrons un peu plus loin, ces e´ve`nements surviennent
alors que le champ Ey atteint sa valeur maximale. Le champ Ey est la somme de deux contributions : la
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Figure 4.25 – Vues en coupe (x, px) de l’espace des phases a` divers instants de l’instabilite´, obtenue avec le
code global (sans de´composition de domaine).
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Figure 4.26 – Vues en coupe (x, py) de l’espace des phases a` divers instants de l’instabilite´, obtenue avec le
code VLEM.Les structures apparaissant sur ces figures sont similaires a` celles observe´es sur la figure 4.25.
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Figure 4.27 – Vues en coupe (x, py) de l’espace des phases a` divers instants de l’instabilite´, obtenue avec le
code global (sans de´composition de domaine). Les structures de pie´geage magne´tique, re´sultant de l’instabilite´
CFI et correspondant au mode kx = 10 apparaissent clairement.
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Figure 4.28 – Vues en coupe (x, py) de l’espace des phases a` divers instants de l’instabilite´, obtenue avec le
code VLEM.Les structures apparaissant sur ces figures sont similaires a` celles observe´es sur la figure 4.27.
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Figure 4.29 – Vues en coupe (y, py) de l’espace des phases a` divers instants de l’instabilite´, obtenue avec
le code global (sans de´composition de domaine). Le phe´nome`ne de coalescence des structures de pie´geage
e´lectrostatique re´sultant de la TSI apparaˆıt a` partir de ωpet ≃ 50.
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Figure 4.30 – Vues en coupe ()y, py de l’espace des phases a` divers instants de l’instabilite´, obtenue avec le
code VLEM. Les structures apparaissant sur ces figures sont similaires a` celles observe´es sur la figure 4.29.
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partie inductive accompagnant la croissance du champ magne´tique Bz et associe´e a` une modulation en
x d’une part, et d’autre part la contribution e´lectrostatique lie´e a` l’instabilite´ en y. On voit apparaˆıtre
en ωpet ≃ 40, dans le plan (y, py), des vortex caracte´ristiques de l’instabilite´ TSI. La saturation de
la TSI co¨ıncide en effet avec l’apparition de structures de pie´geage e´lectrostatique (modes BGK non-
line´aires) prenant la forme de“trous”dans l’espace des phases [19][20][18]. Les particules dont l’e´nergie
cine´tique n’est pas suffisamment grande devant le potentiel e´lectrique responsable du champ Ey, ge´ne´re´
durant la phase line´aire de l’instabilite´, sont pie´ge´es dans la structure de ce potentiel et oscillent dans
un volume donne´ de l’espace des phases. Les trous sont capables de fusionner au fil du temps via
une instabilite´ secondaire de coalescence jusqu’a` ce qu’il n’en reste plus qu’un, comportement observe´
dans la simulation a` partir de ωpet ≃ 50. Un fort chauffage en px est constate´ alors que l’instabilite´
de filamentation se de´veloppe, et ce chauffage prend encore plus d’ampleur a` partir de ωpet ≃ 50. Le
chauffage en py est connecte´ au de´veloppement de l’instabilite´ TSI.
Les meˆmes modes dominants apparaissent dans les deux simulations : kx = 10kx,0 ≃ 1.667 et
ky = 3ky,0 ≃ 0.5. La croix sur la figure 4.24 repe`re le point de coordonne´es (kx = 1.667, ky = 0.5) : le
taux de croissance du mode oblique correspondant est proche de 0.2ωpe, infe´rieur a` celui du mode TSI
(kx = 0, ky = 0.5) voisin de 0.3ωpe et nettement infe´rieur a` celui du mode CFI (kx = 1.667, ky = 0)
e´gal a` 0.5ωpe, comme attendu du fait de la syme´trie des faisceaux et de leur vitesse, assez e´leve´e. Ceci
explique pourquoi les structures caracte´ristiques de la CFI se forment en premier. Ces valeurs de taux
de croissance ont e´te´ obtenues pour une relation de dispersion non-relativiste cine´tique et doivent donc
eˆtre conside´re´es avec prudence. La re´solution de la relation dispersion relativiste froide (cf Annexe D)
conduit a` deux instabilite´s de taux de croissance Γ1 ≃ 0.414 et Γ2 ≃ 0.201.
Les panneaux supe´rieurs des figures 4.31 et 4.32 repre´sentent l’e´volution temporelle des e´nergies
e´lectriques ǫe,x, ǫe,y et magne´tique ǫm,z en e´chelle semi-logarithmique jusqu’a` ωpet ≃ 40 et ωpet ≃ 100
respectivement. Les panneaux infe´rieurs repre´sentent l’e´volution temporelle des e´nergies e´lectrique
totale ǫe = ǫe,x + ǫe,y, magne´tique, cine´tique ǫkin et totale ǫtotal = ǫe + ǫm,z + ǫkin.
L’e´nergie magne´tique, apre`s un bref re´gime transitoire, augmente exponentiellement avec le temps
pour 5 ≤ ωpet ≤ 20 avec un taux de croissance Γnum/ωpe≃0.41, proche de la valeur donne´e par le
mode`le froid. Le champ Ey croit initialement avec un taux Γnum/ωpe ≃ 0.21, proche de la seconde
valeur donne´e par le mode`le froid. Une cassure dans la pente survient entre ωpet = 10 et ωpet = 15 :
le champ Ey croit plus vite qu’au de´marrage. Le champ Ex augmente quant a` lui avec un taux de
croissance double de celui du champ magne´tique : il s’agˆıt du comportement de´ja` e´voque´ en section
4.5.1.1. Le champ Ex ne pouvant pas naˆıtre de l’instabilite´ TSI et de´marrant apre`s la croissance du
champ magne´tique, il doit eˆtre associe´ a` l’instabilite´ CFI initiale.
On observe une conversion importante d’e´nergie cine´tique en e´nergie e´lectromagne´tique jusqu’a`
ωpet ≃ 25, en pleine phase de saturation de l’instabilite´ de filamentation. L’e´nergie magne´tique oscille
autour d’une valeur approximativement stable jusqu’a` ωpet ≃ 40, ou` l’e´nergie e´lectrique atteint sa
valeur maximale. Ce pic co¨ıncide avec la formation des “trous e´lectroniques” dans le plan (y, py)
et donc correspond a` la saturation de l’instabilite´ CFI. Un transfert d’e´nergie progressif, depuis les
champs vers les particules, de´marre alors, entraˆınant le chauffage des e´lectrons constate´ en observant
les sections moyenne´es de f pour les temps supe´rieurs a` ωpet ≃ 50.
On insistera bien sur le fait que les deux codes semi-lagrangiens conduisent aux meˆmes re´sultats,
bien que la technique de reconstruction de f ne soit pas la meˆme dans les deux cas. La me´thode
d’interpolation locale utilisant les conditions de Hermite n’assure pas, a` priori, la continuite´ de la
de´rive´e seconde de f alors que la me´thode globale le fait.
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Figure 4.31 – E`volution temporelle des e´nergies e´lectrique, magne´tique, cine´tique et totale du plasma pour
la simulation pre´sente´e dans la section 4.5.2.1.
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Figure 4.32 – E`volution temporelle des e´nergies e´lectrique, magne´tique, cine´tique et totale du plasma sur une
dure´e plus longue par rapport a` la figure 4.31.
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Les instabilite´s de type Weibel de´clenche´es par l’existence d’une anisotropie de la distribution
des vitesses et connues pour ge´ne´rer un champ magne´tique ont fait l’objet de nombreux travaux de
recherche, analytiques et nume´riques, au cours des dernie`res de´cennies. Ceci s’explique par la pre´sence
de ces instabilite´s dans de nombreux plasmas, naturels (vent solaire, milieu interstellaire) comme
artificiels (plasmas ge´ne´re´s par interaction laser-matie`re).
5.1 Conclusions
La premie`re partie de cette the`se est consacre´e a` la comparaison de plusieurs mode`les de description
des instabilite´s de type Weibel. Nous avons notamment introduit un mode`le fluide e´tendu, prenant en
compte la dynamique des neuf composantes du tenseur de pression. Ce mode`le s’est montre´ capable de
restituer des proprie´te´s importantes des instabilite´s de type Weibel. Dans le contexte de l’instabilite´
Weibel pure, ce mode`le permet de mettre en e´vidence le roˆle de la composante hors-diagonale du ten-
seur de pression dans le me´canisme de ge´ne´ration du champ magne´tique et d’isotropisation du plasma.
Il permet aussi de souligner le roˆle de la syme´trie des faisceaux dans le comportement e´lectrostatique
de l’instabilite´ de filamentation de courant. Le mode`le fluide e´tendu est rigoureusement e´quivalent au
mode`le cine´tique de`s lors que la limite hydrodynamique est satisfaite. Meˆme lorsque ce n’est pas le
cas, le mode`le est capable de restituer quantitativement (la coupure et le seuil de de´clenchement de
l’instabilite´ Weibel pure) ou qualitativement certains proprie´te´s des instabilite´s de type Weibel (l’exis-
tence d’un re´gime re´sonant pour la WI, dans le cas ou` la perturbation se propage paralle`lement a` un
syste`me de faisceaux). Hors limite hydrodynamique, une description cine´tique impliquant la re´solution
du syste`me Vlasov-Maxwell reste indispensable, le mode`le fluide e´tendu ne pouvant apporter qu’une
aide a` l’interpre´tation des re´sultats.
Ce travail de the`se comporte e´galement une participation au de´veloppement du code semi-lagrangien
VLEM, conc¸u pour re´soudre le syste`me Vlasov-Maxwell en ge´ome´trie carte´sienne pour des proble`mes
2D3V ou de dimension infe´rieure. Dans ce code, le solveur de Vlasov est construit sur le principe d’une
de´composition de domaine : l’espace (x, y) est de´compose´ en sous-domaines, chacun e´tant attribue´ a`
un processeur. L’interpolation de la fonction de distribution en x et y est re´alise´e de fac¸on locale, c’est a`
dire a` partir des valeurs de f connues dans ce sous-domaine, par le processeur ge´rant le sous-domaine.
Les conditions d’Hermite impose´es au bord des sous-domaines assurent la continuite´ de la fonction de
distribution ainsi que celle de sa de´rive´e premie`re. Les communications entre sous-domaines, limite´es
aux voisins imme´diats, sont ge´re´es par MPI. Les ope´rations ne ne´cessitant pas de communications
entre processeurs sont paralle´lise´es par OpenMP, pour re´partir la charge de travail. L’espace des p
est traite´ de fac¸on globale : ce dernier point implique un avantage (de fortes acce´le´rations e´tant at-
tendues en re´gime relativiste, chaque processeur devrait pouvoir communiquer avec tous les autres,
et pas seulement avec ses voisins imme´diats) mais aussi un inconve´nient (la densite´ du maillage dans
l’espace des p est fortement contrainte par la me´moire maximale disponible pour chaque processeur).
La gestion des advections en p be´ne´ficie cependant de la paralle´lisation OpenMP, distribuant la charge
de travail sur plusieurs taˆches travaillant simultane´ment. Le solveur de Maxwell est construit autour
de la me´thode de Yee. Une technique permettant de ve´rifier l’e´quation de conservation de la charge
a e´te´ imple´mente´e : elle s’inspire de la me´thode d’Esirkepov utilise´e dans les codes PIC. Enfin, le
code VLEM a e´te´ valide´ sur plusieurs simulations test d’instabilite´s de type Weibel, notamment par
comparaison avec l’analyse line´aire et avec d’autres codes semi-lagrangiens construits diffe´remment.
5.2 Perspectives
Il reste encore beaucoup a` faire au sujet de l’analyse fluide des instabilite´s de type Weibel :
— a` propos de la phase non-line´aire : le de´veloppement d’un code fluide construit autour des
trois premiers moments de l’e´quation de Vlasov permettrait d’e´tudier le re´gime non-line´aire
des instabilite´s de type Weibel et pourrait faire l’objet de comparaisons avec les simulations
cine´tiques issues de VLEM, notamment pour fournir une interpre´tation fluide du me´canisme
responsable de l’activite´ e´lectrostatique constate´e durant la phase line´aire et non-line´aire de ces
instabilite´s ;
— l’analyse des modes obliques pour comple´ter l’e´tude mene´e au chapitre 3 : le mode`le fluide
pourrait aider a` de´terminer les diffe´rentes branches de solutions correspondant a` ces modes ;
— inclure un champ magne´tique et e´tudier l’instabilite´ Whistler, phe´nome`ne d’inte´reˆt par exemple
dans le contexte de la physique du vent solaire ;
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— inclure la relativite´ dans le mode`le tout en conservant les neuf composantes du tenseur de pression
(beaucoup de plasmas spatiaux e´tant relativistes), puis, par exemple, comparer les re´sultats avec
les mode`les relativistes utilisant une pression scalaire ou un tenseur diagonal.
Ensuite, plusieurs ame´liorations peuvent aussi eˆtre apporte´es au code VLEM :
— il est ne´cessaire de paralle´liser le solveur de Maxwell en accord avec la de´composition de do-
maine ope´re´e dans l’espace (x, y) pour la re´solution de l’e´quation de Vlasov. Cela permettrait
une ame´lioration significative des performances du code. Chaque processeur devra cependant
communiquer avec ses 8 voisins imme´diats (voire 26, dans le cas d’une extension du code a` la
ge´ome´trie 3D).
— il faudra, a` terme, ajouter la dynamique des ions au code. Ceci permettrait des simulations plus
re´alistes aux temps longs : une nouvelle couche de paralle´lisation MPI peut eˆtre introduite pour
cela. La moitie´ des processeurs s’occuperait de re´soudre l’e´quation de Vlasov pour les e´lectrons,
et l’autre moitie´ pour les ions. Les deux moitie´s devraient communiquer pour calculer la densite´
de courant, utilise´e dans l’e´quation de Maxwell-Ampe`re
∇×B = µ0
∑
s
qs
∫
d3pfs
p
msγ
. (5.1)
Enfin, plusieurs proble`mes physiques d’inte´reˆt, ouverts et relatifs aux instabilite´s de type Weibel,
peuvent donner lieu a` une coope´ration entre les deux approches :
— la batterie de Biermann est un me´canisme de ge´ne´ration de champ magne´tique a` partir d’un gra-
dient de densite´ et d’un gradient de tempe´rature qui ne sont pas paralle`les. Des simulations PIC
[1] ont montre´ que l’instabilite´ Weibel pure pouvait apparaˆıtre apre`s le de´marrage du me´canisme
de batterie pour des gradients de tempe´rature ayant une longueur caracte´ristique importante
devant l’e´paisseur de peau e´lectronique. Il serait inte´ressant de voir ce qu’une simulation semi-
lagrangienne montrerait et ce que le mode`le fluide e´tendu pourrait apporter en e´le´ments de
compre´hension (analytiquement et nume´riquement) ;
— le calcul du taux de croissance non-relativiste et cine´tique des modes obliques dans l’espace
(kx, ky) (cf Annexe C pour la relation de dispersion) nous a conduit a` observer deux types de
solutions caracte´rise´es par une propagation oblique vis a` vis des faisceaux 5.1, des modes pro-
pagatifs et des modes non-propagatifs de taux de croissance voisins. Ceci motive la ne´cessite´
d’e´tudier en de´tail la relation de dispersion de ces modes, taˆche pour laquelle l’analyse fluide
peut se montrer efficace. La question du nombre de moments ne´cessaires (et notamment celle de
l’inclusion du flux de chaleur au mode`le fluide e´tendu) est ouverte. Celle de savoir si ces modes
existent toujours en re´gime relativiste l’est aussi. Des simulations de type semi-lagrangiennes
pourraient se montrer pre´cieuses pour e´tudier le couplage de ces deux types de modes ;
— l’introduction d’un profil de densite´ et/ou de vitesse dans le syste`me de faisceaux contre-
propageants a e´te´ mene´e dans le contexte fluide froid il y a plusieurs anne´es [2],[3]. Les si-
mulations fluides ont montre´ la formation de re´sonances la` ou` les gradients e´taient les plus forts.
L’introduction des effets de tempe´rature et des effets cine´tiques au mode`le est aussi un proble`me
ouvert pour lequel le mode`le fluide e´tendu et le code VLEM peuvent fournir des re´ponses : quelles
sont les modifications en terme de taux de croissance, et celles, e´ventuelles, sur le me´canisme de
saturation des instabilite´s, sur la structure du champ magne´tique et du champ e´lectrostatique
ge´ne´re´s.
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Figure 5.1 – Cartographie et taux de croissance des modes instables dans le plan (kx, ky), a` partir de la
relation de dispersion pre´sente´e dans C, pour les parame`tres suivants : n1 = n2 = 0.5, u1 = −u2 = 0.668965
et kBT1 = kBT2 = 6 keV. Les contours colore´s de la figure du haut correspondent au mode instable non-
propagatif, repre´sente´ se´pare´ment sur la figure du milieu. La branche instable propagative est quant a` elle
repre´sente´e sur la figure du bas.
166
CHAPITRE 5. CONCLUSION ET PERSPECTIVES
Bibliographie
[1] K. M. Schoeffler, N. F. Loureiro, R. A. Fonseca, and L. O. Silva. The generation of magnetic
fields by the biermann battery and the interplay with the weibel instability. Physics of Plasmas,
23(5) :056304, 2016. :10.1063/1.4946017
[2] F. Califano, R. Prandi, F. Pegoraro, and S. V. Bulanov. Nonlinear filamentation instability driven
by an inhomogeneous current in a collisionless plasma. Phys. Rev. E, 58 :7837–7845, 1998. 165
[3] F. Califano, F. Pegoraro, and D. Del Sarto. Resonant evolution of the current filamentation
(weibel) instability in the relativistic regime. AIP Conference Proceedings, 827(1) :44–49, 2006.
:10.1063/1.2195196
167
CHAPITRE 5. CONCLUSION ET PERSPECTIVES
168
Annexe A
Relation de dispersion cine´tique
pour les modes WI-CFI
Chaque faisceau est de´crit a` l’e´quilibre par la distribution
f (0)s = n
(0)
s a
−1
x,sa
−1
y,sa
−1
z,sexp
(
− v
2
x
2a2x,s
− (vy − u
(0)
y,s)2
2a2y,s
− v
2
z
2a2z,s
)
, (A.1)
ve´rifiant la quasi-neutralite´ ∑
s
n(0)s = n0 (A.2)
et la condition de courant nul a` l’e´quilibre∑
s
n(0)s u
(0)
y,s = 0. (A.3)
Pour une perturbation perpendiculaire aux faisceaux, de vecteur d’onde kx, l’e´quation de Vlasov
line´arise´e (non-relativiste) s’e´crit :
− ef (1)s v =
ie2
me
vx/a
2
x,s
ω − kxvx f
(0)
s vE
(1)
x
+
ie2
me
vyv
ω − kxvx
[
1
a2y,s
− kxvx
ω
(
1
a2y,s
− 1
a2x,s
)]
f (0)s E
(1)
y −
ie2
me
u
(0)
y,sv
ω
1
a2y,s
f (0)s E
(1)
y
+
ie2
me
vzv
ω − kxvx
[
1
a2z,s
− kxvx
ω
(
1
a2z,s
− 1
a2x,s
)]
f (0)s E
(1)
z . (A.4)
On peut ainsi calculer la densite´ de courant J (1) = −e ∫ f (1)s vd3v et en de´duire la matrice de
dispersion [D] telle que [D] ·E = 0,
[D] =
 Dxx Dxy 0Dxy Dyy 0
0 0 Dzz
 , (A.5)
dont les composantes s’e´crivent
Dxx =
ω2
c2
[
1 +
∑
s
ω2ps
k2xa
2
x,s
(1 + ξsZs)
]
, (A.6)
Dyy =
ω2
c2
− k2x +
∑
s
ω2ps
c2
[
ξsZs +
(
u
(0)2
y,s
a2x,s
+
a2y,s
a2x,s
− 1
)
(1 + ξsZs)
]
, (A.7)
Dxy =
ω2
c2
∑
s
ω2ps
k2xa
2
x,s
kxu
(0)
x,s
ω
(1 + ξsZs) , (A.8)
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et
Dzz =
ω2
c2
− k2x −
∑
s
ω2ps
c2
[
1− a
2
z,s
a2x,s
(1 + ξsZs)
]
. (A.9)
Dans le cas ou` les faisceaux sont syme´triques en tempe´rature, Dxy = 0 et la relation Dyy = 0
de´crit les modes couple´s WI-CFI.
II
Annexe B
La me´thode d’Esirkepov dans les
codes PIC
La me´thode d’Esirkepov [1] permet de calculer la densite´ de courant e´lectrique ve´rifiant l’e´quation
de conservation de la charge dans un code PIC. Avant de pre´senter cette me´thode, il nous faut pre´ciser
quelques notions de base concernant les codes PIC.
B.1 Principe de la me´thode PIC
La me´thode PIC (pour Particle-In-Cell) consiste a` repre´senter la fonction de distribution f comme
la somme de N macro-particules (aussi appele´es quasi-particules ou super-particules selon les auteurs).
L’e´quation de Vlasov est re´solue en calculant la trajectoire de ces macro-particules. Les e´quations de
Maxwell sont re´solues sur une grille fixe, en utilisant par exemple un solveur de Yee similaire a` celui
utilise´ dans VLEM. L’espace contenu entre deux points du maillage est appele´ “cellule” (ou “cell”, en
anglais) et a ge´ne´ralement la taille d’une longueur de Debye.
Initialement, N macro-particules sont de´pose´es dans chaque cellule, chacune d’entre elles e´tant
repe´re´es par sa position xα et sa quantite´ de mouvement pα. Ainsi, f s’e´crit :
f(t,x,p) =
N∑
α=1
wαS (x− xα(t)) δ (p− pα(t)) , (B.1)
et le mouvement d’une macro-particule obe´it aux e´quations du mouvement :
dxα
dt
=
pα
mγα
(B.2)
et
dpα
dt
=
q
m
(
Eα +
pα
mγα
×Bα
)
. (B.3)
La quantite´ wα repre´sente le poids statistique de la macro-particule α, de´termine´ a` partir de la
densite´ fluide a` l’e´quilibre dans la cellule ou` se trouve initialement α. La quantite´ de mouvement initiale
de chaque macro-particule est attribue´e de fac¸on a` ce que la fonction de distribution approxime´e f
soit conforme (au moins du point de vue des premiers moments fluides que sont la vitesse moyenne,
la pression ou la tempe´rature) a` une fonction de distribution analytique choisie, qui peut eˆtre une
distribution de Maxwell par exemple. La grandeur γα =
√
1 + p2α/(m
2c2) de´signe le facteur de Lorentz
de la macro-particule.
Les notations Eα et Bα signifient que ces champs doivent eˆtre calcule´s au point ou` se trouve
le centre de la macro-particule. On a donc besoin d’interpoler les champs e´lectromagne´tiques aux
points ou` se trouvent les macro-particules. On utilise ensuite ces champs pour faire bouger les macro-
particules et de´terminer leur nouvelle position xα et leur nouvelle vitesse pα. On calcule les densite´s
de charge et de courant correspondant au nouvel e´tat microscopique du plasma, que l’on interpole sur
la grille pour calculer les nouvelles valeurs des champs e´lectromagne´tiques.
La notation S de´signe le facteur de forme (aussi appele´ fonction de forme) des macro-particules.
Ce facteur de forme est introduit pour obtenir des champs e´lectromagne´tiques dont la forme est
suffisamment re´gulie`re dans l’espace des coordonne´es : sans S, les macro-particules sont repre´sente´es
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par des points et les densite´s de charge et de courant ne sont pas des champs continus, rendant
complexe le calcul des champs. Plusieurs types de facteurs de forme sont utilise´s en pratique, mais ce
sont ge´ne´ralement des splines.
Appliquer un facteur de forme a` une macro-particule, the´oriquement ponctuelle, revient donc
a` lui confe´rer un volume fini dans l’espace des coordonne´es, volume qui va de´pendre de la spline
utilise´e (me´thode Nearest-Grid-Point pour des splines d’ordre 0, me´thode Cloud-In-Cell pour les ordres
supe´rieurs). Ainsi, une macro-particule est un nuage de charge, qui pourra “de´poser” une fraction de
sa charge sur un ou plusieurs noeuds du maillage. On assure ainsi la re´gularite´ des champs, mais
les densite´s de courant et de charge ne ve´rifient plus ne´cessairement l’e´quation de conservation de la
charge
ρn+1i,j − ρni,j
∆t
+
J
n+ 1
2
x i+ 1
2
,j
− Jn+ 12
x i− 1
2
,j
∆x
+
J
n+ 1
2
y i,j+ 1
2
− Jn+ 12
y i,j− 1
2
∆y
= 0. (B.4)
Du fait de la line´arite´ de (B.4) et de (B.1), on peut e´crire une e´quation de conservation de la charge
pour chaque macro-particule :
ρn+1α;i,j − ρnα;i,j
∆t
+
J
n+ 1
2
x α;i+ 1
2
,j
− Jn+ 12
x α;i− 1
2
,j
∆x
+
J
n+ 1
2
y α;i,j+ 1
2
− Jn+ 12
y α;i,j− 1
2
∆y
= 0. (B.5)
Ici, ∆x et ∆y correspondent a` la taille des cellules selon x et y et ∆t est le pas de temps. Les densite´s
de charge et de courant totales sont la somme des contributions de chaque macro-particule.
Dans un syste`me 2D3V, la densite´ de charge e´lectrique de´pose´e par une macro-particule en un
point de grille x(i, j) a` l’instant tn est calcule´e comme :
ρnα;i,j = qwαS(xi,j − xnα), (B.6)
ou` xnα est la position du centre de la macro-particule α.
Pour calculer correctement la densite´ de courant ge´ne´re´e par α, plusieurs techniques ont e´te´ de´ve-
loppe´es : on citera notamment les me´thodes de Villasenor-Buneman [2] et d’Esirkepov [1] qui supposent
que les particules bougent en ligne droite durant un pas de temps, ainsi que la me´thode de´veloppe´e
par Umeda [3], appele´e “me´thode zigzag”, qui permet aux particules d’avoir pour trajectoire une ligne
brise´e.
B.2 Principe de la me´thode d’Esirkepov
Esirkepov propose dans [1] une me´thode pour calculer la densite´ de courant en n+1/2 de sorte que
l’e´quation de conservation de la charge soit automatiquement satisfaite pour chaque macro-particule.
Cette me´thode est valable pour tout facteur de forme S mais est limite´e a` une ge´ome´trie carte´sienne.
La densite´ de courant ge´ne´re´e par α dans le plan (x, y) est calcule´e comme suit : 1
J
n+ 1
2
x α;i+ 1
2
,j
= J
n+ 1
2
x α;i− 1
2
,j
+ qwα
∆x
∆t
W
n+ 1
2
x i,j , (B.8)
J
n+ 1
2
y α;i,j+ 1
2
= J
n+ 1
2
y α;i,j− 1
2
+ qwα
∆y
∆t
W
n+ 1
2
y i,j , (B.9)
ou` le vecteur W , appele´ de´composition de densite´, est de´fini comme :
− qwα∆x
∆t
W
n+ 1
2
x i,j ≡ Jn+
1
2
x α;i+ 1
2
,j
− Jn+ 12
x α;i− 1
2
,j
(B.10)
et
− qwα∆y
∆t
W
n+ 1
2
y i,j ≡ Jn+
1
2
y α;i,j+ 1
2
− Jn+ 12
y α;i,j− 1
2
(B.11)
La conservation de la charge (B.5) est donc satisfaite si et seulement si
ρn+1α;i,j − ρnα;i,j
qwα
= W
n+ 1
2
x i,j +W
n+ 1
2
y i,j
= S(xi,j − xn+1α )− S(xi,j − xnα)
≡ S(xn+1α )− S(xnα)
= S(xα + δx)− S(xα), (B.12)
1. La composante Jz est de´termine´e par simple projection puisqu’elle n’intervient pas dans l’e´quation de conserva-
tion :
J
n+ 1
2
z i,j
= qwα
pα
mγα
S(xi,j − xα). (B.7)
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en posant S(xi,j − xα) ≡ S(xα) pour simplifier la notation. Le vecteur δx = (δx, δy) de´signe le
de´placement de la macro-particule dans le plan (x, y) pendant ∆t.
On peut de´composer le de´placement 2D d’une macro-particule en une se´quence de de´placements
1D, faisant intervenir les modifications suivantes du facteur de forme :
S(xα + δx, yα + δy), S(xα + δx, yα), S(xα, y + δyα), S(xα, yα). (B.13)
Il existe deux se´quences de de´placements 1D possibles :
S(xα, yα) −→ S(xα, yα + δy) −→ S(xα + δx, yα + δy), (B.14)
ou
S(xα, yα) −→ S(xα + δx, yα) −→ S(xα + δx, yα + δy). (B.15)
On peut donc e´crire, soit
S(xα + δx)− S(xα) = S(x+ δx, y)− S(x, y)︸ ︷︷ ︸
shift selon x en premier
+S(x+ δx, y + δy)− S(x+ δx, y)︸ ︷︷ ︸
shift selon y en second
(B.16)
soit
S(xα + δx)− S(xα) = S(x, y + δy)− S(x, y)︸ ︷︷ ︸
shift selon y en premier
+S(x+ δx, y + δy)− S(x, y + δy)︸ ︷︷ ︸
shift selon x en second
. (B.17)
Pour tenir compte de ces deux options, on suppose que le vecteur W correspond a` la combinai-
son line´aire de tous les de´placements possibles, chaque shift e´tant ponde´re´ d’un coefficient lie´ a` sa
probabilite´ de re´alisation. Ainsi,
Wx i,j = α1 (S(x+ δx, y + δy)− S(x, y + δy)) + α2 (S(x+ δx, y)− S(x, y)) (B.18)
et
Wy i,j = α3 (S(x+ δx, y + δy)− S(x+ δx, y)) + α4 (S(x, y + δy)− S(x, y)) . (B.19)
On a regroupe´ dans Wx i,j toutes les variations de S correspondant a` un shift selon x, et dans Wy i,j
toutes les variations de S lie´es a` un shift selon y. Les coefficients α1, α2, α3 et α4 sont alors e´gaux a`
1/2 puisqu’il y a que deux possibilite´s pour effectuer un shift donne´. Par exemple, on peut effectuer
le de´placement en y en premier (B.14) ou en second (B.15).
Ainsi de´fini, le vecteur W est tel que la somme de ses composantes soit e´gale a` la variation totale
du facteur de forme. Toute composante Wi (i = x, y, z) de ce vecteur est nulle s’il n’y a pas de
de´placement de la macro-particule selon la dimension i. Les diffe´rentes se´quences de de´placement
sont conside´re´es comme e´quiprobables car on suppose que la macro-particule bouge en ligne droite
durant un pas de temps (a` noter que les particules doivent effectivement bouger en ligne droite dans
l’algorithme de re´solution des e´quations du mouvement). Ce raisonnement suppose enfin que le facteur
de forme repre´sente la densite´ de charge de la macro-particule, ce qui est bien le cas.
Une de´monstration mathe´matiquement rigoureuse et une ge´ne´ralisation de cette me´thode a` un cas
3D sont disponibles dans [1] et [4].
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Annexe C
Relation de dispersion cine´tique 2D
non-relativiste pour un syste`me de
faisceaux
On suppose un e´quilibre constitue´ d’ions fixes et de deux faisceaux e´lectroniques, isotropes en
tempe´rature et dirige´s le long de l’axe y. Cet e´quilibre, suppose´ non-relativiste, est de´crit par la
fonction de distribution suivante : La vitesse des faisceaux s est v0s.
La relation de dispersion de´crivant la dynamique line´aire dans le plan (xOy) et correspondant a`
une perturbation de vecteur d’onde k = kxex + kyey s’e´crit
DxxDyy −D2xy = 0 (C.1)
ou` la matrice de dispersion
D =
(
Dxx Dxy
Dxy Dyy
)
, (C.2)
, telle que detD = 0, a pour e´le´ments
Dxx =
ω2
c2
εxx − k2 sin2 θ, (C.3)
Dyy =
ω2
c2
εyy − k2 cos2 θ (C.4)
et
Dxy =
ω2
c2
εxy + k
2 sin θ cos θ. (C.5)
Ici, θ est l’angle forme´ par le vecteur d’onde k et l’axe (Ox). La grandeur ε est le tenseur die´lectrique
du plasma, dont les coefficients sont
εxx = 1 +
∑
s=1,2
ω2ps
ω2
(
Ω2s
k2v2th,s
(1 + ξsZ (ξs)) cos
2 θ + ξsZ (ξs) sin
2 θ
)
(C.6)
εyy = 1 +
∑
s=1,2
ω2ps
ω
Ωs
k2v2th,s
(1 + ξsZ (ξs)) sin
2 θ +
∑
s=1,2
ω2ps
ω
v0s sin θ
kv2th,s
(1 + ξsZ (ξs))
+
∑
s=1,2
ω2ps
ω
kv0s
ω
sin θ cos2 θ
Ωs
k2v2th,s
(1 + ξsZ (ξs))−
∑
s=1,2
ω2ps
ω
kv0s
ω
sin θ cos2 θ
Z (ξs)√
2kvth,s
+
∑
s=1,2
ω2ps
ω
cos2 θ
Z (ξs)√
2kvth,s
+
∑
s=1,2
ω2ps
ω2
v20s cos
2 θ
1 + ξsZ (ξs)
v2th,s
(C.7)
εxy =
∑
s=1,2
ω2ps
ω
Ωs
k2v2th,s
(1 + ξsZ (ξs))
(
sin θ cos θ +
kv0s
ω
cos3 θ
)
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+
∑
s=1,2
ω2ps
ω
Z (ξs)√
2kvth,s
(
kv0s sin θ
ω
− 1
)
sin θ cos θ (C.8)
La notation Z (ξs) de´signe la fonction de dispersion plasma d’argument ξs =
Ωs√
2kvth,s
, ou` la vitesse
thermique du faisceau s s’e´crit vth,s =
√
kBTs
m . On de´finit enfin Ωs ≡ ω − kyv0s = ω − k sin θvth,s.
Cette relation de dispersion de´crit les instabilite´s CFI (cas 1D avec ky = 0, θ = 0), TSI (cas 1D
avec kx = 0, θ = π/2) et oblique (cas 2D ge´ne´ral).
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Annexe D
Relation de dispersion cine´tique 2D
relativiste pour un syste`me de
faisceaux froids
Conside´rons un syste`me de deux faisceaux s contre-propageants aligne´s selon l’axe y, de densite´
n1 et n2 et de vitesse u1 et u2 a` l’e´quilibre, de sorte que n1u1 +n2u2 = 0. Ces faisceaux sont froids et
relativistes. On note γ1 et γ2 les facteurs de Lorentz calcule´s a` partir des vitesses d’e´quilibre u1 et u2.
On de´signe par ωp1 et ωp2 les pulsations plasmas obtenues a` partir des densite´s a` l’e´quilibre n1 et n2.
Leur comportement est re´gi par les e´quations fluides ci-dessous :
∂ns
∂t
+∇ · (nsus) = 0 (D.1)
et
∂ps
∂t
+ (us ·∇)ps = −e (E + us ×B) , (D.2)
couple´es aux e´quations de Maxwell. La notation s de´signe de fac¸on ge´ne´rique l’un des deux faisceaux.
On perturbe ce syste`me de faisceaux a` la fois longitudinalement (ky 6= 0) mais aussi transversa-
lement (kx 6= 0). L’analyse line´aire conduit a` la relation de dispersion suivante, pre´sente´e sous forme
polynomiale :
ω6 +Bω5 + (C −A)ω4 + (D −AB)ω3 + (E −AC)ω2 −ADω + (F −AE) = 0, (D.3)
ou` les coefficients A, B, C, D, E et F ont pour expression :
A = k2xc
2 + k2yc
2 +
ω2p1
γ1
+
ω2p2
γ2
, (D.4)
B = −2ky (u1 + u2) , (D.5)
C = k2y
[
(u1 + u2)
2 + 2u1u2
]− k2yc2
ω2pe
(
ω2p1 + ω
2
pe
)
, (D.6)
D = −2k3y
(
u1u
2
2 + u
2
1u2
)
+ 2kyc
(
u1
ω2p1
γ32
+ u2
ω2p2
γ31
)
, (D.7)
E = k4yu
2
1u
2
2 − k2y
(
u21
ω2p2
γ32
+ u22
ω2p1
γ31
)
(D.8)
et
F = k2x
ω2p1ω
2
p2
γ1γ2
(u1 − u2)2 . (D.9)
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