+ it.
1 π arg ζ 1 2 + it be the argument of the Riemann zeta-function at the point 1 2 + it.
For n ≥ 1 and t > 0 define its iterates
where δn is a specific constant depending on n and S 0 (t) := S(t). In 1924, J. E. Littlewood proved, under the Riemann hypothesis (RH), that Sn(t) = O(log t/(log log t) n+1 ). The order of magnitude of this estimate was never improved up to this date. The best bounds for S(t) and S 1 (t) are currently due to Carneiro, Chandee and Milinovich. In this paper we establish, under RH, an explicit form of this estimate
log t (log log t) n+1 ≤ Sn(t) ≤ C + n + o (1) log t (log log t) n+1 , for all n ≥ 2, with the constants C ± n decaying exponentially fast as n → ∞. This improves (for all n ≥ 2) a result of Wakasa, who had previously obtained such bounds with constants tending to a stationary value when n → ∞. Our method uses special extremal functions of exponential type derived from the Gaussian subordination framework of Carneiro, Littmann and Vaaler for the cases when n is odd, and an optimized interpolation argument for the cases when n is even. In the final section we extend these results to a general class of L-functions.
Introduction
This work is inserted in the fields of analytic number theory, harmonic analysis and approximation theory.
Our main goal here is to improve, under the Riemann hypothesis, the known upper and lower bounds for the moments {S n (t)} n≥2 of the argument of the Riemann zeta-function on the critical line, extending the work of Carneiro, Chandee and Milinovich [3] for S(t) and S 1 (t). Our argument relies on the use of certain extremal majorants and minorants of exponential type derived from the Gaussian subordination framework of Carneiro, Littmann and Vaaler [9] .
Let us start by recalling the main objects of our study and some of the previous works on the topic.
Background. Let ζ(s) denote the Riemann zeta-function. If t is not the ordinate of a zero of ζ(s) we define
where the argument is obtained by a continuous variation along straight line segments joining the points 2, 2 + it and 1 2 + it, with the convention that arg ζ(2) = 0. If t is the ordinate of a zero of ζ(s) we define
The function S(t) has an intrinsic oscillating character and is naturally connected to the distribution of the non-trivial zeros of ζ(s) via the relation
where N (t) counts (with multiplicity) the number of zeros ρ = β + iγ of ζ(s) such that 0 < γ ≤ t (zeros with ordinate γ = t are counted with weight 1 2 ).
Useful information on the qualitative and quantitative behavior of S(t) is encoded in its moments S n (t).
Setting S 0 (t) = S(t) we define, for n ≥ 1 and t > 0, S n (t) = t 0 S n−1 (τ ) dτ + δ n , (1.1) where δ n is a specific constant depending on n. These are given by (see for instance [13, p. 2 
])
δ 2k−1 = (−1)
. . . for n = 2k, with k ≥ 1.
A classical result of Littlewood [22, Theorem 11] states that, under the Riemann hypothesis (RH), S n (t) = O log t (log log t) n+1 (1.2)
for n ≥ 0. The order of magnitude of (1.2) has not been improved over the last ninety years, and the efforts have hence been concentrated in optimizing the values of the implicit constants. In the case n = 0, the best bound under RH is due to Carneiro, Chandee and Milinovich [3] (see also [4] ), who established that
This improved upon earlier works of Goldston and Gonek [17] , Fujii [14] and Ramachandra and Sankaranarayanan [23] , who had obtained (1.3) with constants C = 1/2, C = 0.67 and C = 1.12, respectively, replacing the constant C = 1/4.
For n = 1 the current best bound under RH is also due to Carneiro, Chandee and Milinovich [3] , who showed that
This improved upon earlier works of Fujii [15] , and Karatsuba and Korolëv [21] , who had obtained (1.4) with the pairs of constants (C + , C − ) = (0.32, 0.51) and (C + , C − ) = (40, 40), respectively, replacing the pair
For n ≥ 2, under RH, it was recently established by Wakasa [25] that
with the constant W n given by
if n is odd, and
Unconditionally, it is known that S(t) = O(log t), S 1 (t) = O(log t) and S n (t) = O t n−1 / log t for n ≥ 2 (see, for instance, [13] for the latter). In fact, the Riemann hypothesis is equivalent to the statement that S n (t) = o(t n−2 ) as t → ∞, for any n ≥ 3 (see [13, Theorem 4] ).
Main result.
Here we extend the methods of [3] to significantly improve the bound (1.5). Our main result is the following.
Theorem 1.
Assume the Riemann hypothesis. For n ≥ 0 and t sufficiently large we have
where C ± n are positive constants given by: • For n = 0,
• For n = 4k + 1, with k ∈ Z + ,
• For n = 4k + 3, with k ∈ Z + ,
• For n ≥ 2 even,
The terms o(1) in (1.6) are O(log log log t/ log log t).
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We remark that the implicit constants in the O−notation in our estimates (as well as in (1.2)) are allowed to depend on n. For n = 0 and n = 1 this is a restatement of the result of Carneiro, Chandee and Milinovich [3] . The novelty here are the cases n ≥ 2. Observe that C ± n ∼ 1 π·2 n+1 when n is odd and large and C
when n is even and large. We highlight the contrast between these exponentially decaying bounds and the previously known bounds (1.5) of Wakasa [25] Table 1 puts in perspective the new bounds of our Theorem 1 and the previously known bounds (1.5) in the small cases 2 ≤ n ≤ 10. The last column reports the improvement factor.
1.3. Strategy outline. Our approach is partly motivated (in the case of n odd) by the ideas of Goldston and Gonek [17] , Chandee and Soundararajan [11] , and Carneiro, Chandee and Milinovich [3] , on the use of the Guinand-Weil explicit formula on special functions with compactly supported Fourier transforms (drawn from [24] , [10] and [6, 9] respectively) to bound objects related to the Riemann zeta-function.
The first step is to identify certain particular functions of a real variable naturally connected to the moments S n (t). For each n ≥ 0 define a normalized function f n : R → R as follows:
. (1.8)
We show in Lemma 3 below that, under RH, S n (t) can be expressed in terms of the sum of a translate of f n over the ordinates of the non-trivial zeros of ζ(s). From the power series representation (around the origin)
This rather innocent piece of information is absolutely crucial in our argument.
Since f n is of class C n−1 but not higher (the n-th derivative of f n is discontinuous at x = 0) it will be convenient to replace f n by one-sided entire approximations of exponential type in a way that minimizes the L 1 (R)−error. This is the so called Beurling-Selberg extremal problem in approximation theory. These special functions have been useful in several classical applications in number theory (see for instance the excellent survey [24] by J. D. Vaaler and some of the references therein) and have recently been used in connection to the theory of the Riemann zeta-function in [1, 2, 3, 4, 5, 11, 16, 17] .
We shall see that the even functions f 2m+1 , for m ∈ Z + , fall under the scope of the Gaussian subordination framework of [9] . This yields the desired existence and qualitative description of the Beurling-Selberg extremal functions in these cases (Lemma 5 below) and ultimately leads to the bounds of Theorem 1 for n odd.
When n is even, our argument is subtler since the functions f 2m are odd. The Gaussian subordination framework for odd functions [6] only allows us to solve the Beurling-Selberg problem for a class of functions with a discontinuity at the origin. This is the case, for example, with the function
and this was explored in [3] to show (1.3). For m ≥ 1, the functions f 2m are all odd and continuous, and the solution of the Beurling-Selberg problem for these functions is quite a delicate issue and currently unknown. We are then forced to take a very different path in this case. Having obtained (1.6) for all odd n's, we proceed with an interpolation argument to obtain the estimate for the even n's in between, exploring the smoothness of S n (t) via the mean value theorem and solving two optimization problems to arrive at the bound (1.7).
1.4. Extension to L−functions. In Section 6 we briefly present the extension of Theorem 1 to a general class of L−functions. In particular, this includes the Dirichlet L-functions L(·, χ) for primitive characters χ.
Representation lemma
Our starting point is the following result contained in the work of Fujii [13] .
Lemma 2. Assume the Riemann hypothesis. For n ≥ 0 and t > 0 (t not coinciding with the ordinate of a zero of ζ(s) when n = 0) we have
Proof. This is [13, Lemmas 1 and 2]. We provide here a brief sketch of the proof. Let R n (t) be the expression on the right-hand side of (2.1). The validity of the formula for n = 0 is clear. Proceeding by induction, let us assume that the result holds for n = 0, 1, 2, . . . , m − 1. Differentiating under the integral sign and using integration by parts one can check that R ′ m (t) = R m−1 (t) = S m−1 (t) (for m = 1 we may restrict ourselves to the case when t does not coincide with the ordinate of a zero of ζ(s)). From (1.1) it remains to show that lim t→0 + R m (t) = δ m for m ≥ 1. This follows by integrating by parts m times and then taking the limit as t → 0 + .
The next result establishes the connection between S n and the functions f n defined in (1.8) -(1.9). In the proof of Theorem 1 we shall only use the case of n odd, but we state here the representation for n even as well, as a result of independent interest.
Lemma 3 (Representation lemma).
For each n ≥ 0 let f n : R → R be defined as in (1.8) -(1.9). Assume the Riemann hypothesis. For t ≥ 2 (and t not coinciding with an ordinate of a zero of ζ(s) in the case n = 0) we have:
The sums in (2.2) and (2.3) run over the ordinates of the non-trivial zeros ρ =
Proof. We split the proof into two cases: n odd and n even.
Case 1. n odd: Write n = 2m + 1. It follows from Lemma 2 and integration by parts that
The idea is to replace the integrand by an absolutely convergent sum over the zeros of ζ(s) and then integrate term-by-term. We consider Riemann's ξ−function, defined by
The function ξ(s) is entire of order 1 and the zeros of ξ(s) correspond to the non-trivial zeros of ζ(s). By Hadamard's factorization formula (cf. [12, Chapter 12]), we have
where ρ = β + iγ runs over the non-trivial zeros of ζ(s), A is a constant and B = − ρ Re (1/ρ). Note that Re (1/ρ) is positive and that ρ Re (1/ρ) converges absolutely.
Assuming the Riemann hypothesis, it follows that
6 By Stirling's formula for Γ(s) (cf. [12, Chapter 10]) we obtain
uniformly for 1/2 ≤ σ ≤ 3/2 and t ≥ 2. Inserting (2.7) into (2.4) yields
where the function f 2m+1 is (momentarily) defined by 9) and the interchange between the sum and integral in (2.8) is justified by monotone convergence since all the terms involved are nonnegative. Starting from (2.9), a change of variables and the use of formula [18, 2.731]
This shows that the two definitions (1.9) and (2.9) agree, which completes the proof in this case.
Case 2. n even: Write n = 2m. From Lemma 2 it follows that
(2.10)
We again replace the integrand by an absolutely convergent sum over the non-trivial zeros of ζ(s). Let 
and t ≥ 2, where the sum runs over the non-trivial zeros ρ of ζ(s). Assume that t is not the ordinate of a zero of ζ(s). Then, from (2.10), (2.11) and the Riemann hypothesis, it follows that 12) where the interchange between the sum and the integral is justified by dominated convergence since f 2m (x) ≪ m |x| −3 as |x| → ∞. Finally, if m ≥ 1, both sides can be extended continuously when t is the ordinate of a zero of ζ(s).
Remark: Observe the introduction of a test point 3 2 + it in a couple of passages in the proof above. This seemingly innocent object is actually quite important in dealing with the convergence issues.
3. Proof of Theorem 1 in the case of n odd 3.1. Preliminaries. The sum of f 2m+1 (t − γ) over the non-trivial zeros in (2.3) is too complicated to be evaluated directly, mainly due to the fact that f 2m+1 is only of class C 2m . The key idea to prove Theorem 1 in this case is to replace the function f 2m+1 in (2.3) by an appropriate majorant or minorant of exponential type (thus with a compactly supported Fourier transform by the Paley-Wiener theorem). We then apply the following version of the Guinand-Weil explicit formula which connects the zeros of the zeta-function and the prime powers. 
where ρ = β + iγ are the non-trivial zeros of ζ(s), Γ ′ /Γ is the logarithmic derivative of the Gamma function, and Λ(n) is the Von-Mangoldt function defined to be log p if n = p m with p a prime number and m ≥ 1 an integer, and zero otherwise.
Proof. The proof of this lemma follows from [20, Theorem 5.12] .
The existence and qualitative description of the appropriate majorants and minorants of exponential type for f 2m+1 will come from the general machinery developed by Carneiro, Littmann and Vaaler [9] to solve the Beurling-Selberg extremal problem for a class of even functions subordinated to the Gaussian. We collect the relevant properties for our purposes in the next lemma, that shall be proved in Section 5. This lemma is the generalization of [3, Lemma 4] that considers the case m = 0.
Lemma 5 (Extremal functions)
. Let m ≥ 0 be an integer and let ∆ ≥ 1 be a real parameter. Let f 2m+1 be the real valued function defined in (1.9), i.e.
Then there are unique real entire functions g − 2m+1,∆ : C → C and g + 2m+1,∆ : C → C satisfying the following properties:
for some positive constant K 2m+1 independent of ∆. Moreover, for any complex number z = x + iy we have
(ii) The Fourier transforms of g ± 2m+1,∆ , namely
are continuous functions supported on the interval [−∆, ∆] and satisfy
for all ξ ∈ [−∆, ∆], where the implied constant is independent of ∆. 
log n 2π e −it log n + g ± ∆ log n 2π e it log n . We now analyze each term on the right-hand side of (3.6) separately.
1. First term: From (3.2) we get
2. Second term: From (3.3) we get we start by observing that
. 
2m log 1 ∓ e −2π(σ−1/2)∆ dσ + O e −π∆ log t + O(1).
(3.11)
We evaluate this last integral expanding log(1 ∓ x) into a power series:
The interchange between integral and sum above is guaranteed by the monotone convergence theorem since all terms involved have the same sign. We have thus arrived at the following two expressions:
and 1 2π
(3.13) 3.2.2. Conclusion of the proof. Recall that n = 2m + 1. We now consider two cases:
In this case, by (2.3) we have
Using (3.1) we arrive at
From (3.6), (3.7), (3.8), (3.9), (3.12) and (3.13) we find
+ O e −π∆ log t + O e π∆ + 1
+ O e −π∆ log t + O e π∆ + 1 .
(3.14)
Choosing π∆ = log log t − (2m + 3) log log log t in (3.14) we obtain
where the terms o(1) above are O(log log log t/ log log t).
Case 2: m odd.
Using (2.3) we get
and we only need to interchange the roles of g 
where the terms o(1) above are O(log log log t/ log log t) and
. This completes the proof of Theorem 1 for n odd.
4. An interpolation argument: proof of Theorem 1 in the case of n even In order to further simplify the notation let us write ℓ n (t) := log t (log log t) n and r n (t) := log t log log log t (log log t) n .
Let n ≥ 2 be an even integer (the case n = 0 was established in [3] ). We have already shown that
Our goal now is to obtain a similar estimate for S n (t) that interpolates between (4.1) and (4.2). We view this as a pure analysis problem and our argument below explores the fact that the function S n (t), for n ≥ 2, is continuously differentiable.
By the mean value theorem and (4.1) we obtain, for
where t * h is a suitable point in the segment connecting t − h and t, and χ h>0 and χ h<0 are the indicator functions of the sets {h ∈ R; h > 0} and {h ∈ R; h < 0}, respectively.
Let a and b be positive real numbers that shall be properly chosen later (in particular, we will be able to choose them in a way that a + b = 1, for instance). Let ν be a real parameter such that 0 < ν ≤ √ t. We integrate (4.3) with respect to the variable h to get
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We now use (4.2) to get
(4.4)
Choosing ν = α log log t in (4.4), where α > 0 is a constant to be determined, we find
We now choose α > 0 to minimize the expression in brackets, which corresponds to the choice
This leads to the bound
We now seek to minimize the right-hand side of (4.5) in the variables a and b. It is easy to see that it only depends on the ratio a/b (and hence we can normalize to have a + b = 1). If we consider a = bx we must minimize the function
Note that C 
The argument for the lower bound of S n (t) is entirely symmetric. This completes the proof of Theorem 1.
Extremal functions via Gaussian subordination
In this section we give a complete proof of Lemma 5.
5.1.
Preliminaries. The problem of finding one-sided approximations of real-valued functions by entire functions of prescribed exponential type, seeking to minimize the L 1 (R)−error, is a classical problem in approximation theory. This problem has its origins in the works of A. Beurling and A. Selberg, who constructed majorants and minorants of exponential type for the signum function and characteristic functions of intervals, respectively. The survey [24] by J. D. Vaaler is the classical reference on the subject, describing some of the historical milestones of the problem and presenting a number of interesting applications of such special functions to analysis and number theory. Over the last years there has been considerable progress on the constructive side of such special functions (see for instance [6, 9, 10] , and the references therein, for 14 the one-dimensional theory and [7, 8, 19] for multidimensional analogues), unveiling new applications to number theory, in particular to the theory of the Riemann zeta-function [1, 2, 3, 4, 5, 11, 16, 17] , as already mentioned in the introduction.
The appropriate machinery for our purposes is the Gaussian subordination framework of [9] , a method that allows one to solve the Beurling-Selberg extremal problem for a wide class of even functions. In particular, functions g : R → R of the form
where ν is a finite nonnegative Borel measure on (0, ∞), fall under the scope of [9] . It turns out that our functions f 2m+1 defined in (1.9) are included in this class.
In fact, for ∆ ≥ 1, we consider the nonnegative Borel measure ν ∆ = ν 2m+1,∆ on (0, ∞) given by
and let F ∆ = F 2m+1,∆ be the function
Recall that 1 2 log
Multiplying both sides by (σ − 1/2) 2m and integrating from σ = 1/2 to σ = 3/2 yields 1 2
where the interchange of the integrals is justified since the terms involved are all nonnegative. It follows from (2.9) that
In particular, this shows that the measure ν ∆ is finite on (0, ∞) since 
Hence, the functions g
are the unique extremal functions of exponential type 2π∆ for f 2m+1 . We claim that these functions verify the conditions of Lemma 5.
5.2.
Proof of Lemma 5.
Part (i).
We start by observing that
.
This follows from the fact that f 2m+1 and f ′ 2m+1 are bounded functions with power series representations
for |x| > 1. It then follows from (5.1) that 
It follows from (5.5), (5.6), (5.7) and (5.8) that
and from (5.4) this implies (3.2).
2 Recall that an entire function G : C → C is said to have exponential type τ if lim sup |z|→∞ log |G(z)| |z| ≤ τ .
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To bound G ± ∆ on the real line, we explore the fact that F ∆ is an even function (and hence F ′ ∆ is odd) to group the terms conveniently. For the majorant we group the terms n and −n in (5.8) to get 9) and it follows from (5.5) and (5.6) that
It may be useful to split the sum in (5.9) into the ranges {n ≤ |x|/2}, {|x|/2 < n ≤ 2|x|} and {2|x| < n} to verify this last claim. The bound
follows in an analogous way, grouping the terms n and 1 − n (for n ≥ 1) in (5.7). From (5.4), (5.10) and (5.11) we arrive at (3.1).
Part (ii)
. From the inequalities (3.1) and (3.2), it follows that the functions g 
where the interchange of integrals is justified since the integrand is nonnegative. In a similar way, we have
This concludes the proof of Lemma 5.
6. Extension to general L-functions 6.1. Statement. In this section we briefly discuss how to extend our results to a general family of L-functions in the framework of [20, Chapter 5] . Below we adopt the notation
where Γ is the usual Gamma function. We consider a meromorphic function L(·, π) on C which meets the following requirements (for some positive integer d and some ϑ ∈ [0, 1]). The examples include the Dirichlet L-functions L(·, χ) for primitive characters χ.
(i) There exists a sequence {λ π (n)} n≥1 of complex numbers (λ π (1) = 1) such that the series
converges absolutely to L(s, π) on {s ∈ C ; Re s > 1}.
(ii) For each prime number p, there exist
with absolute convergence on the half plane {s ∈ C; Re s > 1}.
(iii) For some positive integer N and some complex numbers µ 1 , µ 2 , . . . , µ d whose real parts are greater than
is a meromorphic function of order 1 that has no poles other than 0 and 1. The points 0 and 1 are poles with the same order r(π) ∈ {0, 1, . . . , d}. Furthermore, the function Λ(s,π) := Λ(s, π) satisfies the functional equation
for some unitary complex number κ.
We define the analytic conductor of L(·, π) as the function
In what follows we assume the generalized Riemann hypothesis, which asserts that Λ(s, π) = 0 if Re s = 1 2 . For t > 0, we define here the moments of the argument function as the sequence, for n ≥ 0,
Differentiating under the integral sign and using integration by parts, one can see that S ′ n (t, π) = S n−1 (t, π) for t > 0 (in the case n = 1 we may restrict ourselves to the case when t is not the ordinate of a zero of L).
The main result of this section is the following.
Theorem 6. For n ≥ 0, let C ± n be the constants defined in Theorem 1. Let L(·, π) satisfy the generalized Riemann hypothesis. Then, for all t > 0 we have
The terms o(1) above are O(log log log C(t, π)
, where the constant implicit by the Onotation may depend on n but does not depend on d or N .
The case n = 0 of this theorem was established in [4] and the case n = 1 was established in [5] .
6.2. Outline of the proof. The proof of Theorem 6 follows the same circle of ideas used to prove Theorem 1. We only give here a brief account of the proof, indicating the changes that need to be made. Notice that we only need to prove Theorem 6 for the case n odd, since the case of n ≥ 2 even follows by reproducing the interpolation argument of Section 4.
By the product expansion of L(·, π) and the inequality |α j,π (p)| ≤ p,
for any s with Re s ≥
where the right-hand side converges absolutely if Re s > 1. This shows that the logarithmic derivative of
where Λ π (n) = 0 if n is not a power of prime and
k log p if p is prime and k is a positive integer. If follows that
Let f n be defined by (1.8) -(1.9) and consider here the dilated functions
The following result is the analogue of Lemma 3.
Lemma 7. Let L(s, π) satisfy the generalized Riemann hypothesis. For each n ≥ 0 and t > 0 (and t not coinciding with an ordinate of a zero of L(s, π) in the case n = 0) we have: The sums in (6.5) and (6.6) run over all values γ such that Λ( We now replace f 2m+1 in (6.6) and evaluate using the explicit formula. Let us consider, for instance, the upper bound in the case where m is odd. Letting h(z) := g (6.10) where the last equality follows by the Prime Number Theorem and summation by parts.
From the computations in (3.11) and (3.12), together with (6.7), (6.8), (6.9) and (6.10) we get
(π∆) 2m+2 log C(t, π) + O e −2π∆ log C(t, π) + O d ∆ 2 e (1+2ϑ)π∆ .
for any t > 0 and any ∆ ≥ 1. Choosing π∆ = max log log C(t, π) 3/d − (2m + 5) log log log C(t, π)
(1 + 2ϑ) , π yields the desired result.
The lower bound for m odd is analogous, using the minorant g We refer the interested reader to [5] , where full details are given for the case n = 1. 
