The stepwise mutation model, which was at one time chiefly of interest in studying the evolution of protein charge-states, has recently undergone a resurgence of interest with the new popularity of microsatellites as phylogenetic markers. In this paper we describe a method which makes it possible to transfer many population genetics results from the standard infinite sites model to the stepwise mutation model. We study in detail the properties of pairwise differences in microsatellite repeat number between randomly chosen alleles. We show that the problem of finding the expected squared distance between two individuals and finding the variance of the squared distance can be reduced for a wide range of population models to finding the mean and mean square coalescence times. In many cases the distributions of coalescence times have already been studied for infinite site problems. In this study we show how to calculate these quantities for several population models. We also calculate the variance in mean squared pairwise distance (an estimator of mutation rate _ population size) for samples of arbitrary size and show that this variance does not approach zero as the sample size increases. We can also use our method to study alleles at linked microsatellite loci. We suggest a metric which quantifies the level of association between loci effectively a measure of linkage disequilibrium. It is shown that there can be linkage disequilibrium between partially linked loci at mutation drift equilibrium.
INTRODUCTION
In recent years, microsatellites have become prominent among the types of genetic markers used for studying phylogenetic relationships among closely related individuals or populations. The principal reason for this popularity is that there are often large numbers of alleles at a single locus, even within a population. Microsatellites, also know as VNTRs (variable numbers of tandem repeats), are a class of tandem repeat, in which a short DNA segment (usually from two to five bases) is repeated up to about 100 times (Tautz, 1993) . The character which is scored experimentally is the number of repeats. The typically high levels of diversity stem from an exceedingly high mutation rate (recently estimated to be 5.6_10
&4 for a series of 15 microsatellite loci in humans by Weber and Wong, 1993) . The mutational process in microsatellites seems to involve slippage of the DNA strands during replication, usually by a single repeat (Schlo tterer and Tautz, 1992) . This suggests that the mutation process might be modelled by a stepwise model that was originally proposed (Ohta and Kimura, 1973) for electrophoretic variants, although generally regarded as inappropriate for that purpose (Nei, 1987) . The stepwise mutation property has the consequence that much of standard population genetics theory is not immediately applicable to microsatellite data.
Formal analysis of the mathematics and statistics of the stepwise model, begun by Ohta and Kimura (1973) and Moran (1975) has recently been applied to data on microsatellite polymorphisms in human populations reported by Valdes et al. (1993) and Shriver et al. (1993) . Two approaches have been taken. The first uses coalescent theory and might be called à`b ackward approach'' since it focuses on the history of lineages within and between populations (Valdes et al., 1993; Di Rienzo et al., 1994; Garza et al., 1995; Slatkin, 1995) , while the second, a``forward approach,'' uses recursions based on the dynamics of the multinomial sampling process (Goldstein et al. 1995a,b; Zhivotovsky and Feldman, 1995) . This paper extends the theory based on the coalescent approach.
Coalescent modeling (see reviews in Hudson, 1990; Hudson, 1993; Tajima, 1993) takes advantage of the property that when homologous DNA sequences from different individuals are sampled, they must share a common ancestor. The time elapsed since the most recent common ancestor of a pair of homologous sequences can be viewed as a random variable. The exact distribution of this random variable depends on the precise nature of the biological model in question. It is also possible to study the genealogy for a sample of m randomly chosen sequences; here both the topology of the tree and the times of each of the nodes are random. Significantly, the genealogy only reflects ancestry, and variation among the sequences can be thought of as being superimposed onto a given genealogical tree. The variation among the sequences results from mutations which are considered to be``sprinkled'' onto a genealogy according to a Poisson process. The number of mutations which occur on each branch of the tree is Poisson distributed, with the mean number proportional to the branch length. Given a particular genealogy, it is straightforward to obtain expected values for many of the useful measures of variation. Roughly speaking, these expected values must be averaged over all possible genealogies, weighted by the likelihood of each genealogy.
An important characteristic of the coalescent approach is that it is generally based on the idea of studying the properties of a limited sample, rather than the whole population. This means that coalescent models are often useful for the analysis of experimental data. The coalescent approach is also valuable as a framework for conducting extremely rapid Monte Carlo simulations (cf. Hudson, 1990) of neutral evolution at the within-or between-populations level.
In the past, coalescent modeling has mainly been applied to infinite sites or infinite allele models (but see also Valdes et al., 1993; Di Rienzo et al., 1994; Garza et al., 1995; Slatkin, 1995) . The goal of this paper is to extend the coalescent analysis in the framework of the stepwise mutation model to the analysis of higher order and mixed moments that may be useful for the statistical analysis of experimental data.
One possible area of application is in the analysis of the distance measures used for comparisons between populations. Goldstein et al. (1995a, b) have used a pair of related distance measures. The first measure computes for a locus the average over all pairs of individuals of the squared difference in repeat score between them. This distance is labelled D 0 when all alleles come from a single population, and D 1 when the comparisons are between alleles drawn from two distinct populations. The second distance (called ($+) 2 ) is for a comparison of samples from two populations. In this case the distance is the square of the difference between the mean repeat number in each population. While the results of Zhivotovsky and Feldman (1995) are of greatest utility in the analysis of ($+) 2 , the results in the present study apply to D 0 and D 1 , with ($+) 2 =D 1 &D 0 .
Coalescent Model for Comparison of two Sequences
In this paper, we consider a random-mating population composed of N haploid (or equivalently NÂ2 diploid) individuals. Unless otherwise stated, there is no gene flow from outside populations. Throughout this paper, we will also adopt a strict stepwise mutation model, with symmetric mutation probabilities, in which an allele with i repeats can mutate only to i&1 or i+1 repeats, each with probability +Â2. Furthermore, it is assumed that the repeat number can range over all the integers. As pointed out by Moran (1975) , in a stepwise mutation model the distribution of repeat scores does not converge, but the variance in repeat number within a population does. Consequently we will be interested in the differences between individuals, rather than the actual repeat numbers per se.
In our model, the difference in repeat number between two individuals depends on three random processes which will be denoted s, n, and t, each of which represent random variables. The three variables are defined as follows:
The time since the most recent common ancestor of the two microsatellite sequences. This time is usually taken to have an exponential probability distribution, with a mean of N generations (1ÂN is the probability of two individuals having a common ancestor in the previous generation in a random mating population (see Tajima, 1983 , for further discussion)).
2. n: the total number of mutations which have occurred on the two lineages in the time t since the common ancestor. We assume that mutations occur according to a Poisson process, at the rate + per lineage per generation. Then, conditional on t, n will be Poisson distributed, with mean 2+t.
3. s: the difference in repeat number between the two individuals. This difference s can be thought of as the distance travelled from the origin in a symmetric random walk of n steps, with equal probability of moving up or down at each step.
In fact, the distribution of s depends on n, which in turn depends on t; consequently we write s as s(n(t)). Using s(n(t)), it is fairly straightforward to calculate the moments of the distribution of distances between a randomly chosen pair of individuals. It will then be possible to extend this to more complex population structures, to samples of more than two individuals, and to pairs of linked microsatellite loci.
MOMENTS OF s(n(t)) IN A SINGLE UNSTRUCTURED POPULATION
The moment generating function for the distance s travelled in a symmetric random walk of n steps is given in Re ve sz (1990, p. 13 2 ). Then it is possible to calculate the expected values of s 2 (n(t)) and s 4 (n(t)) by conditioning s on n and n on t: 
Note that the expected squared distance (2) is twice the expectation of the equilibrium variance of the frequency distribution which was first obtained by Moran (1975) . Slatkin (1995) used coalescent modeling to derive (2), while Goldstein et al. (1995) calculated the expectation of their D 0 (which is the same as E[s 2 ]) as 2+(N&1), based on a forward recursive model. Zhivotovsky and Feldman (1995) derived results using the forward recursive approach from which (6) can be obtained after making appropriate approximations. Both Slatkin (1995) and Goldstein et al. (1995) noted that the expected squared distance E[s 2 ] grows linearly in time and, therefore, proposed that the observed average squared difference is the natural distance metric for use in phylogenetic reconstruction based on microsatellite data. Consequently, this study will focus on the expectation and variance of s 2 . Observe that Eqs. (1), (3), and (5) were derived without reference to the distribution of coalescence times. This means that for any model of population structure in which E[t] and E[t 2 ] is known, the moments of s can be quickly calculated by substitution into (1) and (3), and the variance of s 2 by substitution into (5). For each of the population models which follow, we will calculate the expectation and variance of s 2 . Note that in the terminology of Goldstein et al. (1995a) , we have just calculated the expected value of D 0 , and also the variance of D 0 for a sample of two alleles. In the next section we do the same for D 1 (the distance between alleles in separate populations.) Later in this paper we also calculate the variance of D 0 for an arbitrary sample size.
MOMENTS OF s(n(t)) IN DIVIDED POPULATIONS
Here we calculate the second moment of s(n(t)) (i.e., D 1 ) and the variances of D 1 for two different models of divided populations. The first model involves a radiation of two populations from a single ancestral population with no subsequent migration. The second model examines two populations at migration-mutation-drift equilibrium.
Branching Populations; No Migration
In the first model, we consider two populations of haploid size N which branched from a single ancestral population (also of size N) at a time { generations before the present. There is no migration between the populations following the split.
Under this model, the patterns of ancestry within a subpopulation are exactly as for the single population above. This is because each subpopulation is of size N following the split, and the ancestral population is also of size N. Therefore, the moments for comparisons within a subpopulation are given by (2) and (4), and the variance by (6).
The coalescence between subpopulations takes place entirely before the split, { generations ago. Thus, the coalescence time t for comparisons between subpopulations is distributed as (Exp [1ÂN] . Substituting in (1) and (5), we have
Separate Populations at Migration-Drift Equilibrium
The second model is for two populations, each of size N, with a probability & (&{0) per generation of each individual migrating from one population to the other. Here it is supposed that the populations have been separated for a great length of time, so that they are at migration mutation drift equilibrium (i.e., the rate of divergence due to drift and mutation is exactly balanced by the rate of convergence due to migration). The ancestors of the sampled genes can move from one population to the other and only have the opportunity to coalesce when they are in the same population. Slatkin (1991) provided an analysis of expected coalescence times under such a model of population subdivision. Hey (1991) (1) and (5), we derive the expectation of s 2 and its variance for comparisons between alleles chosen from the same subpopulation:
For comparisons of two individuals, one from each population, the results are
Analogous results have been derived by M. W. Feldman et al.
(unpublished) using the recursion approach.
Change in Population Size
We can also use this framework to compute the moments of s(n(t)) in a population whose size changes over time. This kind of problem has previously been examined for infinite sites models by several workers, including Tajima (1989) . In addition, Chakraborty and Nei (1977) studied the effect of bottlenecks on average heterozygosity and genetic distance between populations under the stepwise mutation model.
Suppose that the haploid population size has been N 1 for the last { generations, and before that it was N 2 . Then we can find the expected values of t and t 2 by observing that the probability density function of t is exponentially distributed with parameter N &1 1 for 0 t<{ and exponentially distributed with parameter N &1 2 for t {. Then the expected values of t and t 2 can be calculated using the fact that the probability of t>{ is e &{ÂN1 . Since the exponential distribution is memoryless, it follows that
Computing the integrals and substituting the values into (1) and (5), the expectation of s 2 and its variance are calculated as
It is interesting to observe that in the limit, as N 1 goes to infinity, this model converges to the case of the branching populations with no migration.
Population Heterozygosity
An additional quantity of interest is the probability ? that two chromosomes sampled at random from a population do not share the same microsatellite repeat number at some locus. This quantity is analogous to the heterozygosity of a gene, or nucleotide diversity at the DNA sequence level (e.g., see Nei, 1987) . In terms of the theoretical framework described above, we clearly have ?=Pr[s(n(t)){0]. Observe that we can only have s=0 when n, the number of mutations, is even, so that there are an equal number of steps (i, say) up and down. The probability of having both i steps up and down, given that n=2i mutations have occurred is simply
The probability of having exactly 2i mutations is the Poisson probability
Thus, for a given value of t, the probability that s(n(t))=0 is
Then the total probability that s(n(t))=0 is found by summing over all i and, integrating over all t, weighted by the probability density function for t. So the heterozygosity ? is given by
The sum on the right side of (15) is the Laplace transform of the modified Bessel function (Abramowitz and Stegun, 1965 , p. 1027 (1970 ). Thus the heterozygosity reduces to 1&(1+4N+) &1Â2 , which is the result originally obtained by Ohta and Kimura (1973 for some microsatellite locus in a particular population, a natural approach would be to collect a sample of m chromosomes from the population, find the repeat number for each, and take the mean value of s 2 over the ( m 2 ) pairwise comparisons. Here we show how to find the variance of this estimate of 2+N for an arbitrary sample size. An interesting result is that the variance of the estimate does not approach zero as m becomes arbitrarily large. This property has also been noted by Tajima (1983) for a similar problem using the infinite sites model. The first steps of the argument used here will follow arguments used by Tajima in that study. In these calculations we assume the simplest population model: a single random mating population of haploid size N.
Let k ij represent the actual value of the squared distance between the i th and jth chromosomes in the sample (k i, j =s 2 i, j (n i, j (t i, j ))). Then the estimate of the mean square distance based on the sample is defined by
Following the framework of Tajima (1983) we have
for i< j, so that k is an unbiased estimator. The variance of k is given by
Observe 
where i{j{r{s, and i< j and r<s and
In order to estimate Var[k ] we need U 2 , U 3 , and U 4 . These correspond to studying genealogies with 2, 3, and 4 individuals, respectively. We have already studied the properties of trees with two individuals in detail; in fact, the value of U 2 is given by (4):
The calculations for U 3 and U 4 (see Appendix 2) turn out to be more involved, but they give final values of
Substituting these values of U 2 , U 3 , and U 4 into (19) it follows that
So from (18), we have the variance of k as
Notice that as the sample size m becomes large, the variance approaches
which is just U 4 &E[k] 2 and agrees with the value recently obtained by Zhivotovsky and Feldman (1995) . Some results concerning higher order moments of variances in stepwise mutation models have been obtained previously by Roe (1992) , who also used methods from coalescent theory.
COVARIANCE OF SQUARED DISTANCES AT LINKED LOCI
In this section we suggest a measure of the linkage disequilibrium between microsatellite loci which takes advantage of the stepwise mutation process. Instead of merely considering alleles as being the same or different, as is done when studying disequilibrium between point mutations, we can use the property that alleles which are similar in repeat number tend to be more closely related than alleles which are far apart. Suppose that two loci are completely linked and, therefore, share a common coalescence time. If this coalescence time is very long, then the squared distance is expected to be large at both loci; if it is short, then the squared distance is expected to be small at both loci. It therefore seems intuitively reasonable that the covariance or correlation in squared distance between two loci can be used as a metric of linkage disequilibrium. Here we show analytically for the covariance that this is in fact the case. This analysis is related to work by Weir (1992) and Chakraborty, Srinivasan, and Andrade (1993) , who were interested in VNTR loci in connection with DNA fingerprinting. Those authors discuss tests of correlation in size between different loci, but do not consider the underlying mutation process or population genetics giving rise to the correlations.
Let s 2 1 (n 1 (t 1 )) and s 2 2 (n 2 (t 2 )) be the squared differences in repeat number between two chromosomes at microsatellite loci 1 and 2, respectively. Then the covariance of s 
In the case of partial linkage, Hudson (1990) gives the following formula (based on theory developed by Griffiths (1981) and Hudson (1983) ) for the correlation of t 1 and t 2 in a population: 
This shows that there is nonzero linkage disequilibrium between microsatellite loci at mutation drift equilibrium. The strength of the association falls off roughly as the inverse of 2Nc. As a practical application, one may wish to know whether two microsatellite loci are in linkage disequilibrium in a population. In the light of these theoretical results, it would be reasonable to use the estimated covariance of squared distances at the two loci as a test statistic. Thus, with the haplotypes of a sample of m chromosomes drawn from the population, the estimated covariance would be calculated by finding the mean values of s 2 , over all ( m 2 ) pairwise comparisons. Since we do not know the distribution of the covariance at this time, a nonparametric test of significance is appropriate. The null hypothesis is that the level of association (i.e., covariance) between alleles at the two loci is not greater than would be expected by chance alone. We can estimate the properties of a distribution in which the two loci are independent of one another using some sort of permutation test. One such test would be to generate new data sets by randomly pairing alleles from the original data set (one allele from each locus, sampling without replacement), until a new set of m haplotypes was generated. The covariance would be calculated for each new data set, and one would conclude that there is significant disequilibrium if the observed covariance is greater than the covariance in 950, say, of the random data sets. This is similar to a test described by Chakraborty, Srinivasan, and Andrade (1993) , who were interested in correlations of absolute allele size between VNTR loci, rather than of squared distances, as here.
One difficulty with this approach, pointed out by Zhivotovsky and Feldman (1995) , is that the variance of estimators of distances using s 2 is likely to be very large, reducing the utility of confidence intervals for distances (and times) based on s 2 .
DISCUSSION
The theoretical framework which has been established in this study is intended to accomplish a couple of different goals related to the analysis of microsatellite data. The first is to make it easier to compute the moments of microsatellite distances under a wide range of population models. The types of population models discussed here are partly intended as illustrations of the utility of the method and can easily be extended to other cases of special interest. Second the coalescent viewpoint combined with our s(n(t)) model immediately suggests the possibility of highly efficient computer simulations of microsatellite evolution. These can be used both for checking theoretical results and for studying cases which are analytically intractable. In the latter case, the results developed here may prove to be useful as special cases in which the simulation results can be checked. Furthermore, this work provides the foundation for the development of a number of statistical tests. There are, for instance, applications in which it is useful to place confidence intervals on k (e.g., Goldstein et al. 1996) , or confidence intervals on the level of genetic exchange between populations (e.g., see discussion of R ST and F ST in Slatkin, 1995) .
It must be remembered that the results presented here are predicated on a symmetric model of mutation. There is some evidence that this assumption is too restrictive for application to some bodies of data. Rubinsztein et al. (1995) suggest a tendency for mutation to higher copy number, while other workers have proposed a model in which mutation tends to be biased toward some focal value (Garza, Slatkin, and Freimer, 1995) . Of course, such departures from symmetry would alter our results.
One possible use of microsatellite data is as an estimator of effective population size. The results obtained here concerning the variance of k for a sample taken from a population are instructive. It is apparent that the variance is quite considerable: if N+r1, the coefficient of variation of the estimate of N+ based on a large sample at a single locus is roughly (4Â3) 1Â2 r1150. It is clearly necessary to use many loci to achieve a satisfactory confidence interval on N+. The good news is that the sample sizes at each locus need not be large. Again, for large N+, the variance on k when ten chromosomes are typed is just 1.28 times greater than the variance achieved with an infinite sample.
APPENDIX 1: THE EXPECTATION OF PRODUCTS OF s(n(t))
Here we show how to calculate the expected value of a product of the form
where the subscripts of s refer to realizations of the evolution of a microsatellite on different branches of a genealogical tree, or on different trees (e.g., for different loci or for comparisons of different pairs of individuals). The superscripts are exponents. This result is used for two different applications in this paper. One of these is to calculate the covariance of s 2 at two linked loci. For that calculation we need to find E[s 2 1 (n 1 (t 1 ))_s 2 2 (n 2 (t 2 ))]. In such a situation, the natural assumption is that the coalescent times t 1 and t 2 are not necessarily independent of one another, but that mutations at one locus, or at one point in time do not affect the probability of mutation elsewhere. Formally, by independence of mutations we mean that once the values of the t i are specified, the values of the s i do not covary:
In the following calculation, uppercase letters S and T refer to particular realizations of the random processes s and t. Furthermore, for simplicity of notation, let us take s(t) as a shorthand for s(n(t)). (Then we consider the probability of some specific distance S(T) as being the probability of S(n(T )) summed over all n. This is justified by the assumption of independence of mutations in (A2).) So from the definition of a joint expectation we have
By (A2) we can simplify this to
from which we can write
So this reduces to
One important consequence of (A3) is that if any of the s i in the original product (A1) is raised to an odd power, the expectation of the entire product is zero. Furthermore, it is particularly easy to calculate the expectation of s 2 1 (n 1 (t 1 ))_s 2 2 (n 2 (t 2 )), whose value is needed for the covariance calculation described above:
APPENDIX 2: CALCULATIONS OF U 3 AND U 4
In order to compute the variance of s 2 for a sample, we need to calculate the quantities U 3 and U 4 , defined in (20b) and (20c), respectively. We can calculate the value of U 3 by calculating the expected values of k ij _k ir separately for each possible branching pattern in a tree for three individuals. The possible patterns are shown in Fig. 1 . Only one basic topology exists for a tree with three endpoints, but the way in which the branches are labelled produces different expected values of k ij _k ir . One third of the six possible labellings have individual i as the outgroup (Fig. 1A) , and two thirds have j or r as the outgroup (Fig. 1B) . The values of k ij _k ir will be designated U 3a and U 3b respectively for these two different cases. Then the value of U 3 is a weighted average of these:
We designate by t 2 the elapsed time between the present (at which time there are three lineages) and the internal node (point at which two of the three lineages coalesce). The time between the internal node and the root of the tree (at which time the two remaining lineages coalesce) is t 1 (see Fig. 1 Tajima, 1983 , for some of the assumptions which go into a model of this kind.)
We will use lower case letters to designate values of s(n(t)) on the branches of a tree (see Fig. 1 ). For U 3 , x represents the value of s on the branch which leads exclusively to individual i (i.e., for U 3a , x is the difference in microsatellite repeat number between individual i and the Fig. 1 . Two possible branching patterns which must be considered in calculating U 3 . Sampled individuals are represented by i, j, and r. The differences in microsatellite repeat number between the putative individual at the internal node and individuals i, j, and r are x, y, and z, respectively. The elapsed time between sampling and the internal node is t 2 ; the time between the internal node and the root of the tree is t 1 .
putative ancestor at the node connecting j and r), y is the value on the branch leading to j, and z is the value on the branch leading to r. Note that when i is the outgroup, x is the distance on the branch which goes up through the root and down the other side to the internal node. For U 3a , the elapsed time on the branch for x is 2t 1 +t 2 , and the times on the branches for y and z are both t 2 .
Then we can rewrite U 3a as
But when we expand the product (x+ y) 2 (x+z) 2 , we can make use of (A3), which allows us to neglect any terms with odd powers of x, y, or z. So we have
We can calculate the value of (A7) using (3), which provides the expected value of s 4 and (A4) which provides the expected value of s 2 1 s 2 2 . Recall that in the derivations of (3) and (A4) the mutation rate was taken to be 2+t, reflecting that there are two branches of length t. Now it will be more convenient to do the accounting for each branch separately, so in what follows, we will modify (3) and (A4) by removing a factor of 2 from the mutation rate, and taking t tot as the total branch length: 
Similarly, the value of U 3b can be shown to be
Then combining these in the right proportions (see (A5)), the value of U 3 is
Calculation of U 4
The calculation of U 4 is performed in much the same way as for U 3 . There are now two different tree topologies. The first topology ( Fig. 2A ) occurs with probability 2 3 , and the second topology occurs with probability 1 3 (Tajima, 1983) . There are three distinct ways of picking pairs for the first topology (a, b, c) and two ways for the second topology (d and e). Counting the possible arrangements of i, j, r, and s it turns out that arrangements corresponding to d are twice as frequent as e). So a, b, c, and d each occur with frequency 
As before, the times between the nodes are labelled: t 1 is the time in which there are just two distinct lineages, t 2 is the time when there are three lineages, and t 3 is the time when there are four lineages (see Fig. 2 ). The moments of t 1 and t 2 are as given in the discussion for U 3 ; and t 3 is exponentially distributed with a mean of NÂ( 4 2 )=NÂ6, and E[t 2 ]=N 2 Â18. The branches are labelled as shown in Fig. 2 ; the times for each branch in Fig. 2A are v : 2t 1 +t 2 +t 3 ; w: t 2 ; x: t 2 +t 3 ; y and z : t 3 . The times for the branches in Fig. 2B are v: 2t 1 +t 2 ; w and x : t 2 +t 3 ; y and z : t 3 . (A and B) , there are five distinct arrangements (designated (a) through (e)) of i, j, r, and s. The pairwise comparisons (e.g., k ij ) are between``+'' 's or between``&'' 's. Differences in microsatellite repeat number between nodes, or between nodes and tips of the tree are designated by v, w, x, y, and z as indicated. The elapsed times between coalescent events are given by t 1 , t 2 , and t 3 for the periods in which there are two, three, and four extant lineages, respectively. Now the expected values of k ij _k rs can be calculated for each of these five cases in the same way as for U 3 . For instance, for U 4a we have U 4a =(w+x+ y) 2 (v+w+z)
