By SHIQIAN MA AND NECDET SERHAT AYBAT ABSTRACT | Robust principal component analysis (RPCA) has drawn significant attention in the last decade due to its success in numerous application domains, ranging from bioinformatics, statistics, and machine learning to image and video processing in computer vision. RPCA and its variants such as sparse PCA and stable PCA can be formulated as optimization problems with exploitable special structures. Many specialized efficient optimization methods have been proposed to solve robust PCA and related problems. In this paper, we review existing optimization methods for solving convex and nonconvex relaxations/variants of RPCA, discuss their advantages and disadvantages, and elaborate on their convergence behaviors.
I. I N T R O D U C T I O N
Principal component analysis (PCA) is a fundamental tool in statistics and data science. It obtains a low-dimensional expression for high-dimensional data in an 2 sense. However, it is known that the classical PCA is sensitive to gross errors. Robust PCA (RPCA) has been proposed to remove the effect of sparse gross errors. For a given data matrix M ∈ R m×n , RPCA seeks to decompose it into two does not only provide a low-dimensional approximation which is robust to outliers, but it also finds vast applications in a variety of real applications such as computer vision [1] , image alignment [2] , subspace recovery [3] , clustering [4] , and so on. Mathematically, the conditions on the low-rank and sparse components (L o , S o ) have been investigated in [1] and [5] - [7] , so that the inverse problem of recovering unknown (L o , S o ) given M is well defined. One particular formulation of RPCA can be stated as follows:
where S 0 is called the 0-norm 1 of S and counts the number of nonzero entries of S, and ρ > 0 is a trade-off parameter. It is known that (1) is NP-hard and thus numerically intractable. Later, it was shown in [1] , [5] , and [6] that under certain conditions, (1) is equivalent to the following convex program with high probability:
where L * is called the nuclear norm of L and equal to the sum of the singular values of L, and S 1 := È ij |Sij | is called the 1-norm of S. The optimization problem in (2) is called robust principal component pursuit (RPCP), and it can be reformulated as a semidefinite program (SDP) [8] and solved by an interior point method for SDPs. However, RPCA problems arising in practice are usually of very large scale, and interior point methods do not scale well for these problems. More efficient algorithms that solve (2) and its variants by exploiting the structure in these problems were studied extensively in the literature. One variant of (2) 
It is proved in [9] that, under certain conditions on M , solving (3) gives a stable estimate of L o and S o with high probability in the sense that L − L o 2 2 ) where (L,Ŝ) denotes the optimal solution to (3).
Since (3) satisfies the Slater's condition, it is equivalent to the following unconstrained problem for an appropriately chosen parameter μ > 0 depending on σ:
Note that if M is only partially observed, that is, if we only have observations on Mij for some indices (i, j) from a subset Ω, then (2)-(4) can be, respectively, reformulated as
where the operator PΩ : R m×n → R m×n is defined as [PΩ(M )]ij = Mij , if (i, j) ∈ Ω, and [PΩ(M )]ij = 0 otherwise. Most algorithms we discuss in this paper for solving (2)-(4) can be used to solve (5)-(7) directly or with very little modification. For brevity, we will only describe algorithms for solving (2)-(4) in this paper.
For the sake of completeness, we here briefly describe the results in [1] and [9] . Assume that given data matrix 
(independent of m, n, and σ) with high probability; note when N = 0, the recovery is exact with high probability. Recently, there have been works that further study statistical guarantees of different RPCA models. Zhang et al. [10] provide a refined analysis of RPCA which allows the support of the sparse error matrix to be generated with nonuniform sampling, i.e., entries of the low-rank matrix are corrupted with different probabilities, hence, one can model the scenario where some entries are more prone to corruption than the others. A nonconvex model of RPCA is studied in [11] and a gradient descent (GD) method with proper initialization is shown to be able to reduce the computational complexity comparing with existing methods. Zhang and Yang [12] consider a nonconvex optimization formulation with manifold constraint for RPCA. Two algorithms for [12] , and it is shown that they can reduce the dependence on the condition number of the underlying low-rank matrix theoretically. Netrapalli et al. [13] consider another nonconvex formulation of RPCA and analyze the iteration complexity of the proposed alternating projection method.
There are also recent survey papers [14] , [15] that discuss algorithms for solving RPCA, but these papers mainly focus on its convex relaxations. In this paper, we aim to review existing algorithms for both convex and nonconvex relaxations/variants of RPCA models and point out a few possible future directions.
II. A L G O R I T H M S F O R C O N V E X R E L A X A T I O N S / V A R I A N T S O F R P C A
The earliest first-order methods for solving the convex RPCP problem are given in [16] and [17] . In [16] , Lin et al. proposed an accelerated proximal gradient method (APGM) [33] - [35] for solving (4) in which each iteration involves computing the proximal mappings of the nuclear norm L * and the 1-norm S 1 . In particular, the nonaccelerated proximal gradient method (PGM) for solving (4) simply updates L and S as
Note that G k is the gradient of the quadratic penalty function in (4) and τ > 0 denotes a step size. The two subproblems in (9) both admit easy closed-form optimal solutions. Specifically, the solution of the L-subproblem corresponds to the proximal mapping of the nuclear norm, which is given by
where the matrix shrinkage operation is defined as
where Z = U diag(σ)V is the SVD of Z, and z+ := max(0, z). The solution of the S-subproblem corresponds to the proximal mapping of the 1-norm, which is given by
where the vector shrinkage operation is defined as 
Results in [33] - [35] show that the proximal gradient method (9) and the accelerated proximal gradient method (12) find an -optimal solution to (4) iterations, respectively. When there is no noise, i.e., σ = 0, the problem of interest is (2) . The drawback of the above approach for solving the unconstrained version in (4) is that (4) is equivalent to (2) only when μ → +∞. Therefore, for any fixed μ > 0, there is always a residual term which does not go to zero. To remedy this, the same group of authors [17] considered the augmented Lagrangian method (ALM) for solving (2) . By associating a Lagrange multiplier Λ to the linear equality constraint, the augmented Lagrangian function of (2) can be written as
where β > 0 is a penalty parameter. A typical iteration of ALM iterates as follows:
Note that the first step in (13) requires to minimize the augmented Lagrangian function with respect to L and S simultaneously, which usually is computationally very expensive and almost as hard as solving the original problem in (2) . In [17] , Lin et al. proposed both exact and inexact versions of ALM, where the former one solves the subproblems (almost) exactly and the latter one solves the subproblems inexactly according to a particular subproblem termination criterion. Both the exact ALM and inexact ALM (IALM) employ some iterative algorithm for minimizing the augmented Lagrangian function until certain overall stopping criterion is met, which may require many iterations and is thus time consuming. Around the same time when [16] , [17] appeared, the alternating direction method of multipliers (ADMM) was revisited and found very successful in solving signal processing and image processing problems [36] - [39] . It was then found that RPCP in (2) can be nicely solved by ADMM due to its special separable structure [18] , [19] . The ADMM iterations for solving (2) take the following form:
Comparing to ALM in (13) , it is noted that ADMM splits the subproblem in (13a) into two smaller subproblems that correspond to computing proximal mappings of L * and S 1 , respectively. The ADMM (14) is known as twoblock ADMM as there are two block variables L and S, and hence two subproblems are solved in each iteration of the algorithm. It is now widely known that the two-block ADMM is a special case of the so-called Douglas-Rachford operator splitting method [40] - [43] applied to the dual problem, and the two-block ADMM for solving convex problems globally converges for any penalty parameter β > 0 [44] and converges with a sublinear rate O(1/k) (see, e.g., [45] - [47] ). The alternating linearization method (ALM) proposed by Goldfarb et al. [19] is shown to be equivalent to a symmetric version of ADMM (14) with either L * or S 1 replaced with some suitable smooth approximation. For instance, given ν > 0, define gν :
and let g(S) = ρ S 1. Clearly, gν → g uniformly as ν 0. Moreover, gν is a differentiable convex function such that ∇gν is Lipschitz continuous. Indeed, given S ∈ R m×n , let
Zν (S) be the maximizer for (15) , which in closed form can be written as Zν (S) = sign(S)• max{ 1 ν |S|, ρ1m×n}, and ∇gν (S) = Zν (S) is Lipschitz continuous with constant
where · denotes the spectral norm, and let The alternating linearization method in [19] can be applied to solve the following problem, which is a smoothed version of (2):
Denote the augmented Lagrangian function of (17) as L β (L, S; Λ), then the alternating linearization method in [19] iterates as follows:
Goldfarb et al. [19] proved that this method has a sublinear convergence rate O(1/k). They also proposed an accelerated version of (18) Based on the success of two-block ADMM for solving (2), it is then very natural to apply ADMM to solve SPCP in (3). To do so, one has to introduce a new variable N , and rewrite (3) equivalently as
The ADMM for solving (19) iterates as follows updating three block variables:
where the augmented Lagrangian function for (19) is defined as In particular, the L-subproblem corresponds to the proximal mapping of L * , the S-subproblem corresponds to proximal mapping of S 1 , and the N -subproblem corresponds to projection onto the set {N | N F ≤ σ}. Similar idea was used in [2] for robust image alignments. In practice, this threeblock ADMM usually works very well. However, it was later discovered that the ADMM with more than two block variables is not necessarily convergent in general [48] . Note that although (19) contains three block variables, it can be viewed as a two-block problem, if we group S and N as one (larger) block variable. One of the earliest methods for solving SPCP in (3) and (19) is a three-block ADMM algorithm, ASALM, proposed by Tao and Yuan [20] , and although it does not have any convergence guarantees, it works well in practice; and slightly changing the update rule in ASALM leads to VASALM, of which iterate sequence converges to an optimal solution; but this comes at the cost of degradation in practical convergence speed when compared to ASALM. Indeed, VASALM [20] can be seen as a linearized version of two-block ADMM to solve (3) with a convergence guarantee without any convergence rate result. To remedy the shortcoming associated with the theoretical convergence of three-block ADMM, several other alternatives based on two-block ADMM were proposed [21] , [22] , [49] .
Aybat et al. [21] proposed an accelerated proximal gradient method, PSPG, for solving SPCP in (3). First, (3) is reformulated with a partially smooth objective. In particular, the nuclear norm is smoothed according to (16) 
where μ > 0 is a given smoothing parameter. An accelerated proximal gradient method such as [33] and [34] can be applied to solve (21) , because it was shown in [21] that the following subproblem is easy to solve:
where ξ > 0 denotes a step size of the proximal gradient step andL denotes some known matrix. This operation requires one sorting which has O(mn log(mn)) complexity. For any > 0, setting μ = Ω( ), PSPG proposed in [21] can compute an -optimal solution to (3) within O(1/ ) iterations, and its computational complexity per iteration is comparable to the work per iteration required by ASALM and VASALM, which is mainly determined by an SVD computation. On the other hand, it is also important to emphasize that PSPG iterate sequences do not converge to an optimal solution to the SPCP problem in (3). In particular, since within PSPG the smoothing parameter μ is fixed, depending on the approximation parameter for solving (21) , further iterations after reaching an -optimal solution in O(1/ ) iterations do not necessarily improve the solution quality.
In [22] and [49] , the variable penalty ADMM algorithm titled alternating direction method with increasing penalty (ADMIP) is proposed to solve the following equivalent formulation for (3) using the variable splitting trick:
The augmented Lagrangian function of (24) can be written as
Given a nondecreasing penalty parameter sequence {β k } k∈Z + , ADMIP updates the variables as follows:
The step in (25a) requires computing a soft thresholding on the singular values of an m × n matrix and the step in (25b) requires an operation given in (23) . Under mild conditions on the penalty parameter sequence, Aybat and Iyengar show that the primaldual ADMIP iterate sequence converges to an optimal primal-dual solution to the SPCP problem in (24); hence,
and when constant penalty parameter is used as a special case, it can compute an -optimal solution within O(1/ ) iterations, of which complexity is determined by an SVD. In particular, one needs the penalty parameter sequence {β k } k∈Z + to be nondecreasing and to satisfy
The main advantages of adopting an increasing sequence of penalties are as follows.
1) The algorithm is robust in the sense that there is no need to search for problem data-dependent β * that works well in practice.
2) The algorithm is likely to achieve primal feasibility faster.
3) The complexity of initial (transient) iterations can be controlled through controlling {β k }. The main computational bottleneck in ADMIP is the SVD computation in (25a). Since the optimal L * is of low-rank, and L k → L * , eventually the SVD computations are likely to be very efficient. However, since the initial iterates in the transient phase of the algorithm may have large rank, the complexity of the SVD in the initial iterations can be quite large. To compute the solution to the subproblem in (25a), one does not need to compute singular values smaller than 1/β k ;
hence, initializing ADMIP with a small β 0 > 0 will significantly decrease the complexity of initial iterations through employing partial SVD computations, e.g., Lanczos-based methods such as PROPACK [50] .
In [22] , Aybat and Iyengar compared ADMIP against ASALM on both randomly generated synthetic problems and surveillance video foreground extraction problems. According to numerical results reported in [22] , on the synthetic problems ASALM requires about twice as many iterations for convergence, while the total runtime for ASALM is considerably larger.
Aravkin et al. [23] proposed solving
where A : R m×n × R m×n → R m×n is a linear operator, φ : R m×n → R is a smooth convex loss function, and ψ can be set to either one of the following functions:
ρ, ρmax > 0 are some given function parameters. Note that setting ψ = ψsum, φ(.) = .
2 F , and A(L, S) = PΩL + S in (26), one obtains the SPCP problem in (6) . This approach offers advantages over the original SPCP formulation in terms of practical parameter selection. The authors make a case that although setting ρ = 1/ Ô max{m, n} in (3) has theoretical justification as briefly discussed in the Introduction, many practical problems may violate the underlying assumptions in (8) ; in those cases, one needs to tune ρ via cross validation, and selecting ρmax in ψmax might be easier than selecting ρ in ψsum. Instead of solving (26) directly, a convex variational framework, accelerated with a "quasi-Newton" method, is proposed. In particular, Newton's method is used to find a root of the value function
i.e., given σ > 0 compute τ * = τ (σ) such that υ(τ * ) = 0. According to results in [51] , if the constraint in (26) is tight at an optimal solution, then there exists τ * = τ (σ) such that υ(τ * ) = 0 and the corresponding optimal solution to (27) is also optimal to (26) . Within Newton's method for root finding, to compute the next iterate τ k+1 , one can compute the derivative of the value function at the current iterate τ k as follows:
the polar gauge to ψ and (L k , S k ) denotes the optimal solution to (27) at τ = τ k . Aravkin et al. proposed a projected "Quasi-Newton" method to solve (27) . According to numerical tests reported in [51] , QN-max, the quasiNewton method running on (26) with ψ = ψmax and φ(.) = .
2 F , is competitive with the state-of-the-art codes: ASALM [20] , PSPG [21] , and ADMIP [22] .
In a recent work [24] , Lin et al. considered the penalty formulation of the SPCP problem, which is equivalent to solving (3) for certain noise level σ > 0
where ρ > 0 is the sparsity tradeoff parameter and μ > 0 is a suitable penalty parameter depending on the noise level σ > 0. The authors showed that the following three-block ADMM for solving (28) globally converges for any penalty parameter β > 0:
where the augmented Lagrangian function is
Note that the three subproblems in (29) are all easy to solve. Specifically, the L-subproblem corresponds to the proximal mapping of nuclear norm L * , the S-subproblem corresponds to the proximal mapping of 1 norm, and the N -subproblem admits a very easy analytical solution. The Frank-Wolfe method (also known as the conditional gradient method) [52] was revisited recently for solving large-scale machine learning problems [53] , [54] . RPCA is a representative example that is suitable for the Frank-Wolfe method. Note that algorithms discussed above usually involve computing the proximal mapping of the nuclear norm, which is given by an SVD in (10). Computing full SVD for a large matrix in every iteration can be very time consuming. In contrast, the Frank-Wolfe method deals with nuclear norm in a much simpler manner, which only computes the largest singular value of a matrix in each iteration. The Frank-Wolfe method for solving RPCA was proposed by Mu et al. [25] , who considered the penalized variant of RPCA (4). However, this problem cannot be directly solved by the Frank-Wolfe method, because the Frank-Wolfe method requires a bounded constraint set. Therefore, the authors further reformulated (4) to the following problem for properly chosen constants λL, λS, UL, and US:
The Frank-Wolfe method iterates as follows:
It was shown in [25] As a special case of RPCA, one can consider that all columns of the low-rank matrix L are identical. That is, the given matrix M is a superposition of a special rank-one matrix L and a sparse matrix S. This special RPCA finds many interesting applications in practice such as video processing [55] , [56] and bioinformatics [57] . For instance, in the background extraction of surveillance video, if the background is static, then the low-rank matrix L that corresponds to the background should have identical columns. As a result, the background and foreground can be separated by solving the following convex program:
where [x, x, . . . , x] denotes the m × n matrix with all columns being x, and E denotes the m × n matrix with all ones. Note that the optimal x of (32) corresponds to the static background for all frames and S corresponds to the moving foreground. The advantage of (32) is that it does not involve nuclear norm. As a result, SVD can be avoided when designing algorithms for solving it which makes the resulting algorithms very efficient. Yang et al. [58] adopted the similar idea and designed variants of the ADMM algorithm for solving a more general model where the sparsity function of S is allowed to be a nonconvex function. Convergence of the proposed ADMM was proved under the assumption of KL property [59] , [60] being satisfied. We will discuss these topics in more details in the next section.
III. A L G O R I T H M S F O R N O N C O N V E X R E L A X A T I O N S / V A R I A N T S O F R P C A
In this section, we discuss nonconvex relaxations and variants of RPCA given in (1) and algorithms for solving them. Some researchers aim to (approximately) solve RPCA in (1) directly without convexifying the rank function and/or the 0-norm. In [26] , Zhou and Tao considered a variant of (1)
where τr and τs are given parameters to control the rank of L and sparsity of S. The authors proposed the GoDec algorithm which alternatingly minimizes the objective function in one variable while fixing the other, which is a special case of alternating projection method analyzed in [61] . In particular, a naive version of GoDec algorithm iterates as follows:
The two subproblems correspond to two projections. Although the projection for S is easy, the projection for L requires computing a partial SVD, which may be time consuming when the matrix size is large. The authors proposed to use a low-rank approximation based on bilateral random projections to approximate this projection operation which can significantly speed up the computation. The authors showed that the iterate sequence converges to a local minimum provided that the initial point is close to some point in the intersection of the two manifolds {L | rank(L) ≤ τr} and {S | S 0 ≤ τs}. The convergence of GoDec follows from the results in [61] . In [28] , Hintermüller and Wu considered a regularized version of (33)
where τr, τs > 0 are given model parameters as in (33) , and 0 ≤ ρ 1 is a given regularization parameter. An inexact alternating minimization method (R2PCP) on matrix manifolds is proposed to solve (35) . The iterates L k+1 and S k+1 are computed as "inexact" solutions to sub-
Provided that a limit point of the iterate sequence exists, under some further restrictive technical assumptions, it is shown that first-order necessary optimality conditions are satisfied.
Note that the convex relaxation in (2) involves the nuclear norm · * in the objective. Algorithms dealing with the nuclear norm (like the ones discussed in Section II) usually require to compute its proximal mapping, which then require an SVD. This can be very time consuming when the problem size is large, even when min{m, n} is in the order of thousands. This has motivated researchers to consider nonconvex relaxations of RPCA that avoid SVD calculations. One way to achieve SVD-free methods is to factorize the low-rank matrix L ∈ R m×n as a product of two low-rank matrices, i.e., factorize L = UV , where U ∈ R m×r , V ∈ R n×r , and r min{m, n} such that r is an upper bound on rank(L o ).
This leads to many different nonconvex relaxations of RPCA.
In [27] , Zhou and Tao considered a regularized version of (33)
where ρ1 > 0 and τr ∈ Z+ such that τr ≥ rank(L o ).
The authors propose a three-block alternating minimization algorithm, GreBsmo, for solving (36) . The proposed algorithm lacks theoretical convergence guarantees; but, on the other hand, according to numerical results reported in [27] , GreBsmo performs considerably better than both GoDec [26] and the inexact ALM method [17] (around 30-100 times faster than both) when applied to foreground extraction problems. A nonconvex model of RPCA, similar to the one in [27] , is studied in [11] and a GD method with proper initialization is proposed to solve it. The algorithm proposed in [11] has two phases and in both phases the objective is to reduce the function Q(U, V, S) := UV + S − M 2 F . In the first phase, a sorting-based sparse estimator is used to generate a rough initial estimate S0 to the unknown sparse target matrix S o , and then U0 and V0 are generated via an SVD of M − S0 such that U0V 0 forms a rough initial estimate to the unknown low-rank target matrix L o .
In the second phase, the algorithm alternatingly performs two operations: taking gradient steps for U and V , and computing a sparse estimator to adjust S. The sparse estimator is to guarantee that the fraction of nonzero entries in each column and row of S is bounded above so that the nonzero entries are spread out in S. The authors showed that the proposed two-phase algorithm recovers the target decomposition and linear convergence is achieved with proper initialization and step size, under the incoherence assumptions similar to (8) . For a more detailed description of the assumptions and the results, see [11] . In [29] , assuming that the data matrix M is observed indirectly through compressive measurements, Gu et al. considered the following variant of RPCA:
where A is a sensing matrix. The alternating minimization algorithm proposed in [29] iterates as follows:
It is noted that the U and V subproblems in (38) correspond to solving linear systems and the S-subproblem admits an easily computable closed-form solution. The authors showed that under incoherence assumption on L o and A satisfying the restricted isometry property (RIP), (38) converges globally. However, note that A = I does not satisfy the RIP condition, and therefore the convergence is not guaranteed for the RPCA problem in (1) for which A = I. A similar idea was also investigated in [62] , assuming the RIP condition on the sensing matrix A, and it thus does not apply to the RPCA problem either.
In [30] , Feng et al. considered the scenario such that the columns of the data matrix M are observed in an online fashion. This is suitable for many real applications, e.g., in surveillance video background separation. To handle this problem, the authors proposed a stochastic algorithm, which solves a nonconvex variant of RPCA
where ρ1 and ρ2 are some weight parameters. The formulation in (39) exploits the representation of the nuclear norm established in [8] . In particular, for any given L ∈ R m×n such that rank(L) ≤ r, L * can be computed as follows:
From (40), we know that (4) is equivalent to
As a result, (39) 
where (Mi, U) is defined as
The empirical risk minimization (42) favors stochastic GD algorithm. Of course, every time to compute the gradient of (Mi, U), another minimization problem in (43) needs to be solved. Therefore, the algorithm proposed in [30] is an alternating minimization method with a subproblem for U being solved using stochastic GD. The authors showed that the proposed method converges to the correct low-dimensional subspace asymptotically under certain assumptions.
The following nonconvex variant of RPCA was proposed by Shen et al. in [31] :
This simple reformulation can be viewed as a nonconvex reformulation of (2) but without any regularization terms on U and V . In particular, (44) can be rewritten as
Shen et al. [31] proposed an ADMM algorithm (named LMafit) for solving (45) . By associating a Lagrange multiplier Λ to the constraint, the augmented Lagrangian function for (45) can be written as
where β > 0 is a penalty parameter. The nonconvex ADMM for solving (45) iterates the updates as follows:
Note that all three subproblems in (46) are easy to solve. In particular, the U and V -subproblems correspond to solving linear systems, and the S-subproblem corresponds to the soft-shrinkage operation of the 1-norm (11). However, this nonconvex ADMM lacks convergence guarantees. In [32] , Jiang et al. studied some variants of the conditional gradient method and ADMM for solving nonconvex and nonsmooth optimization problems. Consider a general nonconvex optimization problem
where f is smooth and possibly nonconvex, r(x) is convex and nonsmooth, and X is a convex compact set. Moreover, f satisfies the so-called Hölder condition
where p > 1 and γ > 0. The definition of the -stationary solution given in [32] is as follows.
Definition 1:
x ∈ X is called an -stationary solution ( ≥ 0) for (47) if the following holds:
The authors commented that this definition is stronger than the one used by Ghadimi et al. in [63] . Now we briefly discuss how to apply the algorithms analyzed in [32] to solve nonconvex RPCA variants. Consider the nonconvex RPCA variant given in (39) , then the generalized conditional gradient method proposed in [32] can be customized to solve (39) . Since the generalized conditional gradient method requires a compact constraint set, one can equivalently reformulate (39) in the following form:
where At the kth iteration of the generalized conditional gradient method [32] , implemented on (48), one needs to solve the following subproblem:
denotes the solution of (49), then a typical iteration of the generalized conditional gradient method is given as follows:
Note that the generalized conditional gradient method in [32] involves a line search step for computing α k as shown in (50), which can be efficiently computed. It is shown in [32] that the generalized conditional gradient method in (50) can compute an -stationary solution of (48) 
Jiang et al. [32] also proposed some ADMM variants that can solve various nonconvex RPCA formulations, and the authors provided a convergence rate analysis to compute an -stationary solution. The definition of -stationarity employed to analyze the ADMM algorithm is given in Definition 2. We here discuss the ADMM-g algorithm in [32] which can solve the following RPCA variant:
This is a nonsmooth and nonconvex problem with five block variables L, S, N , U , and V , and it can be viewed as a variant of (39) with linear constraints. Treating N as the last block variable, a typical iteration of ADMM-g for solving (51) iterates as follows:
where η > 0 is a step size and the augmented Lagrangian function L is defined as
where H denotes a prespecified positive-definite matrix which needs to satisfy certain conditions to guarantee the convergence of the method as stated in (52) . It is noted that the last block variable N is treated specially. It is not updated by minimizing the augmented Lagrangian function, but by taking a gradient step on it. The results in [32] indicate that ADMM-g (52) finds an -stationary solution for (51) in no more than O(1/ 2 ) iterations. Since (51) is a constrained problem, the definition of its -stationary solution is different from the one in Definition 1. Here we briefly discuss how it is defined for constrained problems in [32] . We consider the following constrained nonsmooth and nonconvex problem:
where xi ∈ R n i , f is differentiable and possibly nonconvex, each ri is possibly nonsmooth and nonconvex, and each Xi is a convex set. Note again that the last block variable xp is treated differently, which is needed in the analysis of convergence rate. The -stationary solution to (53) is defined as follows.
called an -stationary solution to (53) , if there exists λ * such that the following holds for any
where g * i is a general subgradient of ri at point x * i . This set of inequalities can be viewed as a perturbed KKT system.
It is also interesting to note that (51) is equivalent to the following unconstrained problem, and thus can be solved by block coordinate descent method (BCD):
Most existing BCD-type algorithms for solving nonconvex problems lack convergence rate analysis. (54) as F (U, V, S, N ), the proximal BCD given in [32] for solving (54) updates the variables as follows:
where H denotes a prespecified positive-definite matrix.
IV. P R E L I M I N A R Y N U M E R I C A L E X P E R I M E N T S
In this section, we provide some elementary numerical results of different algorithms for solving RPCA. We selected eight different solvers, five for solving convex problems: IALM [17] , ADM [18] , ADMIP [22] , fastRPCAmax [23] , and fastRPCA-sum [23] , and three for solving nonconvex problems: LMafit [31] , R2PCP [28] , and GD [11] . We tested their performance on some standard synthetic data used in many RPCA papers. The synthetic data were generated in the following manner. 
for all i, j are independent Gaussian variables, where for a given signal-to-noise ratio (SNR) of M , is computed from
= 10 log 10 crn + cs 8r 3π 2 and SNR(M ) ∈ {50 dB, 100 dB}.
Note that the nonzero entries of the sparse component and the entries of the low-rank component have approximately the same magnitude in expectation. Indeed, for
We created ten random problems of size n ∈ {500, 1500}, i.e., M ∈ R n×n , for each of the two choices of SNR(M ), cr and cp, using the procedure described above. We plot the figures showing the averaged relative errors of the iterates over ten runs versus CPU times (in seconds) in Fig. 1 , where the relative error of (L, S) is defined as
For all the eight algorithms, we used their default stopping criteria and default parameters setting if the output is of good quality; otherwise, we tuned some parameters so that the algorithm becomes competitive for our experimental setting. It is worth emphasizing that fastRPCAsum and fastRPCA-max solve (27) with ψ = ψsum and ψ = ψmax, respectively; and ρmax, the tradeoff parameter
e., this model needs an oracle that provides an ideal separation to tune the parameter. 
Remark 4.1
We remark that comparing different algorithms for solving RPCA is not an easy task for the following reasons. i) The algorithms are designed for solving related but different formulations. For example, IALM solves (2) and LMafit solves (45) , so it is difficult to compare which algorithm is better. ii) The performance of all the algorithms depends on the parameter settings, initial points, and data structures. For example, from Fig. 1 we see that LMafit consistently outperforms fastRPCA-sum. However, this is only based on the data and parameters we tested. For other data sets, initial points, and parameter settings, fastRPCA-sum may be better than LMafit.
V. F U T U R E D I R E C T I O N S
Although (2) is a convex problem with nice statistical properties, · * causes problem for large-scale instances as standard algorithms for (2) cannot easily exploit multicore or multiserver computing environments as (2) is not amenable to distributed optimization. Some future work in this direction is related to the nonconvex formulation which uses an equivalent representation of · * by Recht et al. [8] as given in (40) . For instance, given some ν > 0, consider gν : R m×n → R defined in (15) . Given a data matrix M ∈ R m×n , using gν, we can formulate a smooth nonconvex optimization problem
where ρ > 0 and Z+ r ≥ rank(L • ) are given parameters. Here, one can use the PALM algorithm [64] to generate a sequence that converges to a critical point of Ψν , which is a KL function; also see [32] and [65] for some other related work on nonconvex optimization. Note that instead of solving the smooth approximation given in (56) , it is preferable to solve the following nonconvex formulation, which is equivalent to (2):
To the best of authors' knowledge, there do not exist efficient methods with strong convergence guarantees to solve (57) .
Note that the third term in (57) is a composite function of the form g(h(·)) where g is a nonsmooth convex function such that g is Lipschitz continuous, and h is a differentiable function such that its Jacobian h is Lipschitz. Thus, one possible direction is to design the trust region algorithm for (57) ; see [66, Sec. 7.7] . As an alternative to the trust region algorithm, one might also consider the augmented Lagrangian (AL) method. It is known that for constrained nonconvex problems, provided that the second-order KKT conditions hold, the AL will have a saddle point for the penalty parameter chosen sufficiently large; therefore, the duality gap encountered in Lagrangian formulations does not pose a problem for augmented Lagrangian-based methods, thus, AL methods might prove useful to establish convergence to local minima when initialized sufficiently close to the local minimum [66] , [67] .
Due to the close relationship between low-rank matrix completion and RPCA, some algorithms for solving lowrank matrix completion problems can possibly be extended to solve variants of RPCA. New methods based on manifold optimization have been recently studied for solving lowrank matrix completion problems; see, e.g., [68] - [72] . It is noted that all these works consider a matrix completion variant/reformulation which is a manifold optimization problem with a smooth objective function. For example, assume that the matrix M is observed partially, i.e., only entries that in a subset Ω are observed, the low-rank matrix completion model considered in [70] is
where G(m, r) denotes Grassmann manifold, Cij denotes some weighting parameter, and μ > 0 is a penalty parameter. It is noted that (58) is a manifold optimization problem with a smooth objective function. Many existing algorithms can be used to solve a manifold optimization problem with a smooth objective, for example, the Riemannian gradient method [73] , the Riemannian trust region method [70] , the Riemannian conjugate gradient method [72] , and so on. However, it is more challenging to design algorithms for manifold optimization reformulations of RPCA variants. The reason is that RPCA variants always involve nonsmooth terms in the objective. In fact, all RPCA variants we discussed so far involve S 1 in the objective. As a result, any manifold optimization reformulation of RPCA variants will involve the nonsmooth 1 term S 1 as well, unless one can bear with smoothing it, which can potentially degrade the sparsity of S. Algorithms for solving the manifold optimization problem with a nonsmooth objective function have been very limited, and most of them lack convergence guarantees. Nonetheless, some of these algorithms can still be adopted to solve manifold optimization reformulations of RPCA variants, although their efficiency in practice needs further investigations. For instance, Hintermüller and Wu [28] and Podosinnikova et al. [74] propose optimization methods on matrix manifolds. In particular, in [74] , Podosinnikova et al. proposed a new RPCA model by minimizing the trimmed reconstruction error, which reduces to minimizing a nonsmooth function over the Stiefel manifold. The method lacks theoretical convergence guarantees such as convergence to a critical point. That said, Podosinnikova et al. [74] numerically demonstrate that their method exhibits good empirical recovery and it is competitive against other nonconvex formulations and convex optimization-based methods. One simple manifold optimization reformulation of RPCA is given as follows:
where St(m, r) denotes Stiefel manifold. The advantages of (59) are as follows: i) it does not involve the nuclear norm and thus avoids SVD; and ii) the sizes of U and V are m × r and n × r, respectively, which are much smaller than the size of M when r min(m, n). One may also note that (59) differs from (44) only with the Stiefel manifold constraint. The drawback of (44) is also optimal for any invertible matrix W ∈ R r×r . This drawback is fixed nicely in (59) . There are several ways to solve (59) . For example, one can reformulate (59) as the following one and then apply ADMM to solve it: 
The ADMM iterates the updates as follows:
where the augmented Lagrangian function is defined as The U -subproblem in (61) is a smooth manifold optimization problem and can be solved by existing methods [73] . This method should be very efficient, but the main issue is under what kind of conditions it is guaranteed to converge. Zhang et al. studied some ADMM variants for Riemannian manifold optimization in [75] , which can be used to solve manifold optimization reformulations of some RPCA variants. We here briefly discuss this work. We consider the following RPCA variant, which minimizes a nonsmooth function over Stiefel manifold:
where ρ > 0 and μ > 0 are tradeoff parameters. One of the ADMM variants for solving (62) proposed in [75] iterates the updates as follows:
s.t., U ∈ St(m, r)
where η > 0 is a step size, the augmented Lagrangian function L is defined as
where H denotes a prespecified positive-definite matrix which needs to satisfy certain conditions to guarantee the convergence of (63). Zhang et al. showed in [75] that the algorithm described in (63) finds an -stationary solution to (62) One thing that we need to note is that the term (μ/2) N 2 F in (62) is very crucial here. Without this squared term, the convergence results in [75] (64) then the ADMM variants proposed in [75] are not guaranteed to converge if they are applied to solve (64) . How to extend and generalize the results in [75] so that they can be used to solve other manifold optimization reformulations of RPCA variants definitely deserves more investigations. It is known that the nuclear norm minimization problem can be equivalently written as an SDP; see [8] . Though the problem size of the SDP is larger than the original nuclear norm minimization problem, it is recently found that the facial reduction technique [76] can reduce the size of the SDP significantly. This idea has been explored in low-rank matrix completion [77] and RPCA [78] . In particular, in [78] is equivalent to another optimization problem with semidefinite constraint. By applying the facial reduction technique to the semidefinite cone, the size of this reformulation can be significantly reduced, and then it can be solved very efficiently to high accuracy. Extending the facial reduction technique to other RPCA variants is an interesting topic for future research.
VI. C O N C L U S I O N
In this paper, we gave a comprehensive review of algorithms for solving relaxations and variants of robust PCA. Algorithms for solving convex and nonconvex models were discussed. We elaborated in details on the applicability of the algorithms and their convergence behaviors. We also proposed several new directions in the hope that they may shed some light for future research in this area.
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