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SUMMARY
In this thesis, we have advanced a set of distinct bioinformatic and computa-
tional tools to address the structure and function of proteins. Using data mining of
the protein data bank (PDB), we have collected statistics connecting the propensity
between the protein sequence and the secondary structure. This new tool has enabled
us to evaluate new structures as well as a family of structures. A comparison of the
wild type staphylococcal nuclease to various mutants using the proposed tool has indi-
cated long-range conformational deviations spatially distant from the mutation point.
The energetics of protein unfolding has been studied in terms of the forces observed
in molecular dynamics simulations. An adaptive integration of the steered molecu-
lar dynamics is proposed to reduce ground state dominance by the rare low energy
trajectories on the estimated free energy profile. The proposed adaptive algorithm
is utilized to reproduce the potential of mean force of the stretching of decaalanine
in vacuum at lower computational cost It is then used to construct the potential of
mean force of this transition in solvent for the first time and to observe the hydration
effect on the helix-coil transformation. Adaptive steered molecular dynamics is also
implemented to obtain the free energy change during the unfolding of neuropeptide
Y and to confirm that the monomeric form of neuropeptide Y adopts halical-hairpin
like pancreatic-polypeptide fold.
The structure propensity of predicted or experimentally determined protein struc-
tures as well as family of structures is examined via a comparative modeling approach.
The evaluation tool developed within the framework of this thesis utilizes a novel com-
plementary checking function, D2Check, recently developed by our group. We have
extended the D2Check analysis from the protein scale to that of the amino acids so to
xii
identify typical and atypical values of dihedral angles about a single residue (φ−ψ) or
those about two adjacent residues (ψi-φi+1). At the residue level, a compact graphical
representation is introduced to project dihedral angle compatibility of every amino
acid (residual D2 score) of a given structure onto a color-coded strip. The color strip
can be used to visually identify the typicality or atypicality of a given structure. This
is possible since a particular structure is observed to be atypical only when most of its
residues have atypicalD2 values (i.e. adopt unlikely dihedral angles). One can visually
observe the likelihood of residue dihedral angles through a representation using color
intensity to assess the propensities of the overall protein structure at a glance. The
color strip difference strip, on the other hand, can be used to analyze structural sim-
ilarities/differences among protein families and structural effects of mutations. The
color strip difference analysis of wild-type Staphylococcal nuclease (STN) for various
LYS116 mutants has provided visual identification of the mutation site as well as other
key sites that had been claimed as STN’s biologically active regions. The D2Check
methodology has been integrated into a web server (http://www.d2check.gatech.edu)
to make the D2 code available to the scientific community. The server includes both
protein level and residue level analysis and provides users with raw data as well as
consequent graphs such as color strips, Ramachandran plots, position of the overall
D2 score in the D2 distribution.
All-atom molecular dynamics (MD) has been extensively used to study motion
of biomolecules (e.g. protein folding). However, conformational sampling of protein
folding and unfolding events at the atomic scale requires substantial amount of com-
putation and, this, is usually limited to shorter timescales compared to the real life
events. Many methodologies, such as steered molecular dynamics (SMD), have been
developed within the framework of molecular dynamics, to accelerate these events.
SMD works by applying a series of time-dependent external forces on the system,
for example on a model protein along a preselected unfolding pathway. When the
xiii
system is driven through a path via external forces, it moves away from equilibrium.
Jarzynski’s inequality relates the applied force (i.e. work) to the potential of mean
force (i.e. equilibrium free energy). For small systems with low energetic barriers,
SMD in combination with the Jarzynski’s nonequilibirum work relation yields accu-
rate estimate of the potential of mean force (PMF) using a computationally accessible
number of trajectories. For larger systems with higher energy barriers driven along
extended paths, on the other hand, the applied force (thus required work) fluctuates
dramatically across a very large range. Only the lowest energy trajectories dominate
the PMF, and convergence would be achieved only through the determination of a
prohibitively large number of trajectories. This can be surmounted by (i) increasing
the sample size (as many as millions of realizations), (ii) decreasing the pulling veloc-
ity (as low as reversible velocity), or (iii) equilibrating the system at short intervals.
All of these plausible solutions will, however, increase the amount of computation
dramatically. This thesis presents a staged integration of the SMD methodology —
adaptive steered molecular dynamics— that can be used to obtain a converged PMF
efficiently. Each stage (or step) is designed to be short enough so that the work dis-
tribution exhibits good statistics and thus the corresponding PMF represents most of
the generated trajectories. Adaptive SMD has been used to investigate the helix-coil
transition of decaalanine in vacuum and in solvent and unfolding of several neu-
rotransmitters (i.e. neuropeptide Y—NPY, peptide YY—PYY— and several PYY
mutants) in solvent. The PMF along the stretching of decaalanine in vacuum was
reproduced using adaptive SMD at much lower computational cost compared to con-
ventional SMD. In solvent stretching of decaalanine using adaptive SMD has yielded
an overall lowering of the PMF due to the stabilizing effect of the neighboring water
molecules. The hydration effect is also confirmed analyzing the intra-peptide and
peptide-water hydrogen bond counts. Adaptive SMD has also been used to calculate
the PMF along the unfolding pathway of neuropeptide Y (NPY). Using this PMF
xiv
and the activation energy barrier observed on it, the transition state rate of the un-
folding of NPY has been calculated. The results show that monomeric NPY adopts




One of the grand challenges of bioinformatic research is to create complete computer
representation of a cell in silico. In 2003, the human genome project successfully
sequenced a particular human’s genome by encoding 20,500 protein sequences from
over three billion DNA base pairs in the human genome [1] and this can now be
done routinely in a few weeks. Towards understanding the cellular life beyond the
genome data there exist many sub-challenges including but not limited to addressing
how the obtained genetic information is transferred to RNA and to ribosome where
ultimately the protein will be synthesized, examining the cell membrane, microtubules
and actin filaments that form the cytoskeleton, research of organelles, studying the
protein-protein interfaces etc. Within the same context, another widely investigated
phenomenon is the question of how protein structure and function are connected.
1.1 The complexity of protein structure and dynamics
Scientific reports dealing with protein folding mechanisms often begin with a reference
to Levinthal’s thought experiment on protein folding [2]. A standard illustration of
this experiment involves an imaginary protein consisting of 101 amino acids. Assum-
ing that there are only three torsional degrees of freedom defining the bond between
each amino acid, the protein could exist in 3100 configurations. Even if the protein
can sample one trillion configurations per second (i.e. 1020 configurations per year),
it will take more than 1027 years to sample the whole configuration space. The fact
that proteins in vivo fold reliably and quickly to their native conformation despite
the astronomical number of possible states has been known as Levinthal’s Paradox
or the protein folding phenomenon. The main conclusion of Levinthal’s paradigm
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is that proteins do not scan all possible configurations in order to land on to their
native state [3]. The thought experiment, however, remains to describe the difficulty
to produce a generalized solution to the protein folding problem.
The three dimensional shape (tertiary structure) of a protein is defined by its
amino acid sequence (primary structure) [4]. In addition to the amino acid sequence,
the structure information of proteins depends on other external factors such as local
environment [5], solvent interaction [6, 7, 8], and structural elements (i.e. α-helix,
β-sheet etc) [9]. Therefore, accurate prediction of protein tertiary structure given its
primary sequence can be improved by addition of such external parameters including
but not limited to structural element information [10], solvent accessibility [11, 8, 12,
13], and contact number of residues [14].
The protein folding phenomenon can be divided into three major problems [15]:
(i) protein structure prediction — how to predict the specific fold of a particular
protein given only its primary sequence, (ii) folding speed — the kinetic question
of how naturally occurring proteins fold so fast, and (iii) dynamic pathway — the
thermodynamic question of how atomic interactions lead to the native fold. Although
the ultimate goal is to generate an algorithm that will optimize solutions to all three
problems, the vast majority of the current efforts in the area aim to solve one at a
time, with much of the attention devoted to structure prediction.
The research of protein structure and folding dynamics is based on three main ap-
proaches. The comparative approach uses the information obtained from the known
structures to find motifs and patterns among either similar proteins (homology mod-
eling) or among the whole dataset ignoring any homology (protein threading). The
reduced dimensionality approach includes low resolution models (e.g. as lattice pro-
teins) and intermediate resolution models (e.g. coarse-grained bead models) to study
long timescales of protein motion. Finally, the all-atom approach (e.g. molecular dy-
namics) provides the atomic level detail of the protein dynamics at a higher feasible
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resolution. This thesis aims to contribute to the discussion of the assessment of the
predicted or experimentally determined structures using a comparative data mining
methodology at the residue level and to the investigation of protein unfolding motion
using all-atom molecular dynamics simulations.
1.2 Structure validation by comparative modeling
1.2.1 Quality assessment and scoring functions
There is a huge gap between the number of protein sequences available and protein
structures produced. Considerable effort has been put towards determining protein
structures by means of both experimental (e.g. NMR, X-ray crystallography, cryo-
EM) and computational techniques (e.g. comparative modeling, reduced dimensional
methods (lattice models, coarse-grained bead models), all-atom analysis) Without
the knowledge of the true structure of a protein, the question of how one can as-
sess the fidelity of such determined structure to the true structure is as vexing as it
is important [16, 17, 18]. A critical question facing producers of protein structures
—whether it is experimentally measured or computationally predicted— is the assess-
ment and verification of the quality of their output. All-atom ab initio calculations,
theoretically, should be able to provide accurate prediction in silico; however, cur-
rent computer resources are far from achieving such goal for a standard size peptide
within reasonable timescales. Therefore, protein structures predicted using empirical
methodologies such as comparative modeling or molecula The procedure to evaluate a
produced structure is often referred to “quality assessment” or “structure validation.”
As will be discussed in detail throughout this chapter, a large number of assessment
and validation algorithms have been proposed over the past two decades. These algo-
rithms can be categorized by two major titles: (i) ab initio methods where all-atom
or coarse grained energy minimization and equilibrium energy calculations are imple-
mented, and (ii) comparative modeling which is based on the comparison to known
3
structures.
Homology-based comparative modeling and fold recognition is especially useful
as it appears that although the number of solved structures is vast, there is only a
limited set of structural motifs that most proteins adopt [19, 20, 21]. Not only is
there a finite number of protein folds in nature [22, 23, 24, 25, 26] but also certain
kinds of folds seem to be remarkably widespread among clearly unrelated sequences
[27, 28, 29, 30, 31]. These homology based protocols often utilize previously solved
structures as templates and evaluate usual and unusual patterns among them based
on different metrics. The given structure is then scored by favoring usual patterns
while penalizing the unusual ones. Scores produced by such algorithms are widely
used to characterize the experimentally determined structures [32, 33, 34, 35, 36] as
well as computationally predicted ones [37, 38]. They have also become a prerequisite
for the deposition of new structures into databases such as the PDB [39].
The protocols that are developed as assessment tools mainly utilize two method-
ologies known as homology modeling and structure threading. For the homology
modeling evaluation to produce good results, it is expected that the target protein
would have a similar sequence or tertiary structure in the databank. Evaluation with
structure threading, however, scans through the whole database and produces a struc-
ture based statistical score that is useful even when no close relative is detected in
the template set.
Most of the threading protocols developed require initial alignment of structures
generated by an alignment tool such as BLAST [40] (a simple alignment algorithm to
compare primary biological information such as amino acid sequences of proteins or
DNA sequences); PSI-BLAST [41] (an iterative BLAST algorithm that is used when
distant evolutionary relatives are desired); CD-HIT [42, 43, 44] (an algorithm to re-
move redundant sequences); and HHpred/HHsearch [45] (a profile-profile comparison
tool based on hidden Markov model to identify remotely related protein families).
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Once the alignment and pruning process is completed, then statistical analysis is em-
ployed on the remaining data as to discover structural patterns. Over the past two
decades many comparative methodologies have been developed for protein structure
validation measuring different metrics within the generated template set. For ex-
ample, ERRAT works by analyzing non-bonded interactions between different atom
types [46], and PROVE is based on evaluating amino acid volumes [47]. The reader is
referred to several excellent reviews that describe the methodologies to larger extent
[48, 49, 50, 51, 52, 53, 54]. Aside from the evaluation metrics used by ERRAT and
PROVE, also of particular importance to characterize secondary structures of pro-
teins is dihedral angle analysis. The following subsection discusses the significance of
dihedral angle analysis as an assessment tool.
1.2.2 Use of dihedral angles as an assessment tool
The two dihedral angles (Ramachandran angles), φ and ψ, describe the rotation of
an amino acid around the two bonds on both sides of an α-Carbon atom (Figure 1).
The collection of the two dihedral angles within a polypeptide fully defines the spatial
arrangement of its backbone excluding the side chain positioning. Considerable effort
has been put towards analysis of dihedral angles since Ramachandran and coworkers
have proposed that there exist pairwise values that are allowed or forbidden for each
amino acid [55, 56]. The favored and forbidden values are then revisited as the number
of available data increased [57, 58, 59, 60, 61].
Dihedral angle analysis is widely used in protein structure validation research
[62, 63, 64, 35, 36, 65, 66, 67, 68, 69]. Resulting from the high throughput investigation
of protein dihedral angles, many validation tools —also called checking functions—
have been proposed. Among these WHATCHECK [70] (which was developed over
WHATIF [71] by Vriend and coworkers) and PROCHECK [72, 73, 32, 33, 34] (devel-
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Figure 1: Schematic representation of the backbone dihedral angles in a ALA-ALA-
ALA tripeptide. (Blue, Nitrogen; Black, Carbon; Red, Oxygen)
utilizes correlations in the backbone torsional angles, φ-ψ, in their scoring functions.
However, the use of the φ-ψ distribution about a residue is not necessarily suffi-
cient to describe all of the nontrivial correlations between the dihedral angles along
a protein. Several groups have found that such nontrivial correlations indeed exist
[74, 75, 76, 77, 78, 79, 69, 80, 81, 82, 83]. Recently, Hernandez and coworkers have in-
troduced a novel checking function, D2Check, which complements current assessment
tools by taking ψi-φi+1 angles about two adjacent residues into account in addition to
φi-ψi angles about a single residue. The additional information assessed by D2Check
[84] is the relative correlation in the dihedral angles between two adjacent sites and
their respective residue identities. In particular, an information-theory entropy [85]
has been developed to gauge the degree to which these angles are statistically related
to those in the training set of structures. The details and current efforts on improving
the use of D2Check is discussed in Chapter II.
1.3 Protein dynamics and folding events
Protein folding and unfolding events are fundamental events that have been quite
difficult to observe in vivo, in vitro, and in silico. Through comparative analysis
of the known structures, a common view has emerged that proteins fold mainly by
the collapse of the hydrophobic core. However, hydrophobic interactions are not the
6
sole force that drives the folding reaction; instead, the folding pathway is driven by
the sum of many different small interactions (hydrogen bonds, electrostatics, van
der Waals interactions, hydrophobic interactions). As new methodologies and tools
(both experimental and computational) become available, it may be possible to ex-
perimentally observe folding mechanisms to a limited extend. For example, the fast
laser temperature-jump method is shown to identify transition states of fast fold-
ing proteins [86], mutational methods output φ and ψ values to determine amino
acids that control the folding mechanism [87, 88], FRET (Förster resonance energy
transfer) methods can follow closely the formation of particular contacts [89, 90], and
hydrogen exchange methods are used to observe structure specific folding events [91].
The folding pathway is often considered to proceed through a series of intermedi-
ates in which structural element formations accrue [92, 93]. Multiple-state folding
mechanisms are observed in folding studies of cytochrome C [94, 95], T4 lysozyme
[96], staphylococcal nuclease [97], folding protein in 8m urea [98], and barnase [87].
In smaller proteins it is possible to observe two-state folding mechanisms such as in
chymotrypsin inhibitor 2 (CI2) [99, 100].
Quantitative interpretation of the thermodynamics and kinetics of protein folding
and unfolding events in terms of a statistical energy landscape approach has been
introduced by Bryngelson and Wolynes in the late 1980s [101, 102, 103, 104, 105].
Statistical characterization of these events in terms of energy distribution and other
measurables has then been studied extensively on many systems such as minimalist
lattice models [106, 107, 108, 109, 110, 111, 112, 113], coarse grained models [114, 115],
and finally all-atom models [116, 117, 118, 118]. Figure 2 displays an illustrative
example of a representative folding energy landscape with a stable intermediate and
multiple transition states (the main graph) and no intermediate —two-state folding—
and a single transition state (the inset). The complete funnel of most protein folding
















Figure 2: Schematic representation of the free energy profile along the folding path-
way, λ, (i) with possible low energy intermediates (main graph), and (ii) with no
intermediate present (inset). (U, unfolded state; I, intermediate states; F, native
fold)
[105]). Real proteins, as proposed by Levinthal, do not visit all possible energy con-
figurations to find the native fold. Instead, they follow a folding pathway driven by
a reasonable energy bias (such as hydrophobic interactions or electrostatics) against
locally unfavorable configurations [119]. Such bias towards the lowest energy con-
figuration over the remainder of the effective energy surface will decrease the search
space significantly by reducing the number of pathways that need to be postulated
[120]. There have been many biased methodologies developed to achieve fast sam-
pling of the folding energy landscapes in silico. Next, several of those methodologies
are discussed within the framework of all-atom molecular dynamics simulations.
1.3.1 Protein unfolding dynamics at elevated temperatures
Applying Newton’s laws of motion (MD) [121, 122, 123, 124] to every atom in a
solvated system, even when using empirical force-fields, requires a massive amount of
computational time. Efforts to simulate protein folding in the folding direction are
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restricted by current resources, since such simulations should be very long (generally
from microseconds to milliseconds) to be able to observe a single folding event. At
this point, simulating unfolding events instead of folding events has found strong
interest for several reasons. First, sampling limitations are greatly reduced because
the unfolding simulation has to start from the best-defined state (the native state)
compared to folding simulation which has to start from the least characterized state
(the denaturated state). Secondly, the chance to observe unfolding events increases
at elevated temperatures. Most proteins unfold in less than 1 ns at temperatures
higher than 498 K.
The unfolding pathway observed at elevated temperature is claimed to be identi-
cal to the path that should be observed at standard temperatures. For proteins that
have two-state energy landscape, the transition state (top of the plateau in the inset
of Figure 2) is likely to be the same. Itzhaki et al. explained that with the prin-
ciple of microscopic reversibility in their study comparing the folding and unfolding
kinetic behavior displayed by the 64-residue protein, chymotrypsin inhibitor 2 [125].
Temperature independence of protein folding pathways are also proposed in a recent
β-heptapeptide study by van Gunsteren and co-workers [126]. They have observed
common intermediates in the MD trajectories they gathered at four different tem-
peratures (i.e. 298/340/350/360 K). Similar findings have been reported on lattice
model simulations by Dinner and Karplus [112]. Finally, Daggett and coworkers have
recently showed that this reversibility is also valid along multistate unfolding routes
of large-scale proteins and confirmed that increasing temperature accelerates protein
unfolding without changing the pathway of unfolding [127]. 498 K is well above
any natural biological temperature, and is also above the protein melting tempera-
ture, Tm. So an experimental system under these conditions would exhibit different
dynamics than the biological case. The water system in the computer model, how-
ever, remains as a metastable and superheated liquid because neither chemical bond
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breaking-and-making or evaporation pathways are available to it. The key assump-
tion is that the dynamical pathways also remain in the same universality class, and
thus to confirm the predictions of correlation functions using temperature acceler-
ation additional tests are required. One way to confirm the pathway observed via
high temperature molecular dynamics simulations is to apply biasing forces, along
the proposed pathway, that will eventually compensate for the free energy gradient.
The next section discusses several of the biasing methodologies.
1.3.2 Biased molecular dynamics
Besides temperature acceleration, the efficiency of searching the energy landscape of
protein folding/unfolding events can also be increased by the addition of different
external biases.
Replica exchange molecular dynamics or parallel tempering [128] overcomes the
barriers confronted along the energy landscape by exchanging non-interacting replicas
that are obtained at several temperatures. The method allows the calculation of
thermodynamic observables as a function of temperature by generating the canonical
ensemble probability distribution. The probability distribution is created by using
weighted-histogram analysis techniques. Sugita and Okamoto has demonstrated the
efficacy of the method on the folding study of penta-peptide Met-enkephalin [128].
Replicas do not necessarily have to be exchanged according to temperature sampling.
Recently, the same group has shown that besides temperature other parameters of the
potential energy can be used as the exchange parameter [129]. Okur et al showed that
energy convergence is enhanced when the system is coupled to a high temperature
structure reservoir [130]
Adaptive biasing force molecular dynamics [131] calculates the mean force, along
the selected reaction coordinate, which is later canceled out by an equal and opposing
biasing force. The biasing force is computed from the derivation of the free energy
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— hence the name adaptive. The applied force pushes the system to escape from
local minima and thus sample the whole conformation space even when the surface
is rough. The net force applied along the reaction coordinate is the fluctuating part
of the instantaneous force. Therefore, the process is almost the same as a random
walk with zero mean force. Adaptive biasing force MD has shown to produce good
results when the reaction coordinate is not coupled to any other degrees of freedom.
When the said decoupling is not satisfied, the energy landscape may be disturbed by
strong initial fluctuations which, in fact, can be solved by accumulating large number
of force samples before starting to estimate the biasing force. The computation of
the biasing force can be done by deriving the free energy with respect to cartesian
coordinates only [131] or with respect to cartesian coordinates and time [132]. The
latter was tested in a study of N-acetylalanyl-N’-methylamide to construct free energy
as a function of the backbone dihedral angles, φ and ψ. They have demonstrated the
use of the new derivation on the N-acetylalanyl-N’-methylamide and estimated free
energy as a function on the ψ and φ dihedral angles.
One other way that reduces the cost to sample the energy landscape is steered
molecular dynamics. Steered molecular dynamics (SMD) is often utilized in conjunc-
tion with Jarzynski’s nonequilibrium work relation. Next, a brief introduction on the
basic theory and current applications of steered molecular dynamics and Jarzynski’s
relation is provided. More information including a proof on classical Hamiltonian
systems is discussed in Chapter III.
1.3.3 Steered molecular dynamics and Jarzynski’s inequality
The domain of the energy landscape of most proteins, even for small peptides, has a
high dimensionality. The identification of an unfolding pathway is therefore useful be-
cause it greatly reduces this dimensionality. Once identified, the energetics along this
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pathway is determined by the so-called potential of mean force (PMF). [See e.g. ref-
erence [133].] The importance of the PMF as well as the difficulty in calculating it has
led to the development of far too many approaches to list here. Instead, we focus on
those approaches which rely on sampling the states directly from trajectories. Unfor-
tunately, the use of unconstrained trajectories is cost prohibitive when the processes
of interest are very slow and dominated by deep minima. Instead, SMD can accelerate
such processes by applying steering forces along the chosen unfolding pathway. Such
a non-equilibrium process would not seem to provide the unconstrained structures
required to obtain the equilibrium PMF. This problem was resolved by Jarzynski
when he showed that an appropriately weighted average of the non-equilibrium work
over many such SMD trajectories leads to the PMF [134, 135]. Jarzynski’s relation
(also referred as “Jarzyinski’s inequality” or “Jarzynski’s equality”) connects non-
equilbirium processes to equilibrium properties (i.e. the free energy). The free energy
difference ∆Gξ′←ξ to take a system from the state ξ to a new state ξ










where Wξ′←ξ is the work along a nonequilibrium trajectory from ξ to ξ
′, and the








−βWξ′←ξP (Wξ′←ξ) where P (W ) is the work distribution.
Over the past decade since Jarzynski first introduced his eponymous inequal-
ity, significant amount of work has been published discussing various aspects of the
original theorem including but not limited to derivations for specific systems. Jarzyn-
ski’s equality has been validated numerically on several systems such as deca-alanine
stretching by Park and Schulten [136], Ace-Alanine8-NMe unfolding and ligand diffu-
sion in globins by Xiong et al [137], and Angeli’s salt decomposition by Torras et al
[138]. It has been compared to existing biased MD techniques, such as to umbrella
sampling [139] and to targeted MD [140] yielding comparable results. It has also been
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verified in the context of experimental results such as RNA unfolding by Liphardt et
al [141] and a mechanical oscillator [142].
In a typical SMD study, the system is first driven away from equilibrium by
superimposing time-dependent harmonic constraints along the reaction coordinate
(ξ) in a series of simulations so that the hamiltonian is biased with the addition of





The work done on the system is calculated for each simulation to acquire the work










to calculate the PMF along the reaction coordinate.
Although SMD, compared to unconstrained MD, effectively reduces the processing
cost in modeling large conformational changes of biomolecular systems, the amount
of force applied (ranging typically from 500 pN to several thousands pN) is far larger
than that applied in AFM experiments (up to a couple hundred pN) from which SMD
aims to reproduce the results. As the applied force (thus work) reads larger values, the
distribution of work gets distorted from Gaussian behavior which ultimately causes
the calculated PMF to be dominated by the lowest energy trajectories. In order to
overcome this shortcoming, three solutions may be proposed: creating a large enough
ensemble (as large as millions), lowering the pulling velocity (as low as the reversible
speed), or equilibrating the system at short intervals. All of these solutions will again
increase the computational cost dramatically. Recently, adaptive SMD methodology
[143] has been introduced to restrain the ensemble work distribution within a Gaussian
nature at all points along the reaction coordinate (e.g. the unfolding of neuropeptide
Y). The adaptive SMD methodology is discussed along with a heuristic proof of the
applicability of Jarzynski’s equality on adaptive integrations in Chapter III.
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1.4 Organization of Thesis
Aside from Chapter I —introduction and background— and Chapter VII —concluding
remarks and scientific significance— the thesis contains five chapters that are adapted
from previously published or recently submitted articles.
Chapter II describes the framework of a novel checking function, D2, which has
been recently developed by our group [84]. D2 is basically a measure of dihedral-angle
information entropy that compares the φ−ψ angles about a single residue and ψ−φ
angle pairs about two adjacent residues to the library of the corresponding angles
obtained from the structures in the protein data bank. Taking ψ − φ pairwise angles
into account provides 400 possible distributions in addition to 20 possible Ramachan-
dran angle distributions. The additional data obtained from the ψ − φ angle pairs
about two adjacent residues introduces complementary stereochemical information to
standard Ramachandran analysis and increases the awareness of the effect of nearest-
neighbor frequency on the pairwise dihedral angle distributions. The work published
in 2004 has demonstrated that the D2 distribution of the structures in the protein
data bank is a Gaussian centered about 0 with 99.4% of all structures covered in
the range of |D2| < 3. The produced distribution means that D2 can successfully
identify protein structures whose angles are mostly atypical with respect to the 420
correlated angle distributions. The D2 methodology can also be reduced to residue
level analysis to identify those atypical angles within a given structure. Residue level
analysis has shown that only if a significant number of residues of a given protein
structure reads atypical angles then the absolute value of the overall D2 value be-
comes greater than 3. Residue level D2 compatibility of a given protein structure is
displayed in a compact form using a color strip. The color strips visualize the struc-
ture of a given protein as to observe the intensity of atypical structures within the
protein of interest. The work is further extended towards analyzing structural similar-
ities/differences amongst protein families and also investigating structural effects of
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mutations. Graphical representation of the color strip difference has been found to be
quite effective in characterizing a family of tested mutants (staphylococcal nuclease).
Chapter III addresses the adaptive steered molecular dynamics methodology in
detail. A review and a direct proof of Jarzynski’s equality is followed by a discussion of
its implementation in molecular dynamics simulations — steered molecular dynamics.
Steered molecular dynamics is reported to yield good results in a number of previous
studies [136, 137, 138, 139, 140, 141, 142]. However, as will be discussed in Chapter III,
there are some major drawbacks that one can observe when using steered molecular
dynamics. One such drawback occurs in simulating large systems which require large
amount of work to steer the system along a preselected path. In such cases, one must
either apply smaller forces at the expense of increasing the overall simulation time or
create a massive number of ensemble for an accurate estimate of the free energy. At
this point, adaptive steered molecular dynamics [143] does a good job restraining the
applied force within a narrow range so that the work distribution is always Gaussian.
In Chapter IV the use of adaptive steered molecular dynamics simulations to study
the helix coil transition of deca-alanine is presented. In vacuum the free energy land-
scape for the stretching of deca-alanine was previously calculated by Schulten and
coworkers [136]. Adaptive steered molecular dynamics [143] are utilized to reproduce
the free energy profile along a trivial single dimension stretching pathway. The adap-
tive SMD methodology requires significantly less computing resources to estimate the
PMF compared to the standard SMD technique. In addition to the analysis in vac-
uum, the helix coil transition of deca-alanine has been investigated in explicit water
solvent. The PMF of the solvated system exhibits a narrower energy landscape with
a rather flat plateau towards the coil formation. This behavior is explained by the
stabilizing effect of water molecules on the peptide. Water molecules are observed to
rush in to replace broken intra-peptide hydrogen bonds to stabilize the energetically
unstable intermediates formed as the peptide starts to lose hydrogen bonds.
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Finally, Chapter V and Chapter VI discuss the use of steered molecular dynamics
on a rather large system, i.e. the unfolding dynamics of a 36 residue neuropeptide Y
and various mutants of peptide YY. Neuropeptide Y (NPY) and porcine peptide YY
(PYY) adopt a common stable pp-fold which consists of an α helix and a poly-proline
tail that interacts via side chains. The unfolding pathway of these neurotransmit-
ters is not as trivial as the stretching of deca-alanine due to these hydrophobic side
chain interactions. At the biologic body temperature, 310 K, NPY did not unfold
in unconstrained MD simulations. Temperature acceleration has been employed to
characterize the unfolding mechanism. At 500 K, which is well above the melting
temperature of proteins, NPY is observed to lose the stabilizing contacts within the
first couple hundred ps window. As described in Section 5.2.1, the unfolding mecha-
nism observed at a temperature this high, sometimes leads to experimental errors so
that it projects an inaccurate mechanism compared to low temperature unfolding. In
order to eliminate possible skepticism, the proposed unfolding pathway is tested using
both standard SMD and adaptive SMD methodologies. Results obtained from the
standard SMD simulations produced a PMF that fails to represent the whole sample
space in the sense that it is always dominated by the lowest energy trajectories. This
is much expected in the case of NPY unfolding since the energy required to break
strong side chain interactions quickly lead to values of 10 kBT . When dealing with
these high values, the Gaussian nature of the energy distribution tends to get distorted
unless a massive number of events are sampled. Results obtained from the adaptive
SMD simulations showed that the work distribution is Gaussian at all points along
the unfolding pathway. Therefore, the PMF always represents a sufficient amount of
the trajectories and thus is more accurate. Within the same context, porcine pep-
tide YY (PYY), which is in the same family as NPY and share the common pp-fold,
and several of its single residue mutants are also investigated through adaptive SMD
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calculations. Recently, Waegele and Gai reported a temperature-jump infrared spec-
troscopy study to acquire quantitative values of folding and folding rates of PYY and
the mutants. Adaptive SMD simulations of the unfolding of PYY and the mutants
are implemented along the same unfolding pathway as NPY. Since, PYY adopts the
same pp-fold as NPY adaptive SMD is applied along the same unfolding mechanism
that was observed for the neuropeptide Y. The preliminary results, however, do not
produce well characterized PMFs as observed in the study of NPY unfolding. Pos-
sible explanations to this behavior and plausible solutions within the framework of
adaptive SMD methodology are discussed as a future direction.
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CHAPTER II
SECONDARY STRUCTURE PROPENSITY OF
PROTEINS IN TERMS OF RESIDUAL D2 SCORE
ANALYSIS
2.1 Overview
Recently, a new and practical checking function of dihedral angle correlation has been
developed by our group to to assess secondary structure propensity in proteins [84].
The checking functionD2 assesses not just the Ramachandran angle pairs, but also the
ψi-φi+1 angle pairs between adjacent residues that had heretofore been largely ignored
by other checking functions. This new checking function is not directly correlated to
structural fidelity, but it does signal deviations of a protein from the most probable
experimentally derived structures in the PDB at the protein scale. In some cases,
such deviations are markers of incorrect structures, but in others they signal unusual
propensities due to other factors.
This chapter discusses the theory, use and several examples of the D2 checking
function at both protein level and residue level. First a review of the D2Check is
discussed in terms of a short proof. At this point, the ∆S and D2 distributions have
been reproduced from a larger data set compare to the data set used in the 2004
paper. Then, D2Check at the residue level is introduced and how it can be used to
identify atypical structures by means of a graphical representation is addressed. After
that, the potential application of the residue level D2 methodology on the structural
comparison of mutants is described (e.g. staphylococcal nuclease is compared to five
of its mutants in terms of conformational analysis). And finally, the D2Check web
server is presented.
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2.2 D2Check as a complementary validation tool
In previous work [84] an information entropy, S(~q), was developed based on the
information to be found in the correlation in the dihedral angles about each residue
and between adjoining residue pairs given some specified structure ~q. It relies on a
knowledge of the probability distributions for the sets of all φi-ψi [55, 56] and ψi-φi+1
pairs of a protein that had earlier been calculated by several others [144, 145, 146, 147]
and was updated using the October 2004 release of the PDB [84]. The entropy
difference, ∆S, between the standard information entropy S◦(~q) —in which each φ-
ψ and ψ-φ angles assumes the most probable angles— and the information entropy
∆S(~q) was calculated across the 2, 762 nonredundant experimentally derived protein
structures in the PDB at the 90% level of sequence identity. These values were used
to construct a probability distribution for a given protein to have a value of ∆S.
The distribution is updated as of February 2011 to include the structures that were
released since October 2004. Figure 3 evaluates both 2004 and 2011 PDB entries and
shows that as the number of structures analyzed increase the distribution maintains
the same width but shifts towards lower values.
The symmetric behavior of the ∆S distribution suggested the use of a checking
function, D2, which can be used to assess the propensity for secondary-structure
correlation contained within a given protein in comparison with those in the reference
set of structures. The analytic forms for all of these quantities are reviewed below.
The extension of these quantities to an information entropy and associated meastures
at the residue level subsetuently forms the bulk of this section and is the central result
of this work.
2.3 D2Check at the protein level
The domain of the information entropy function for a given protein structure, can be
defined in terms of the the dihedral angle pairs grouped within a single sequence of
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Figure 3: The distribution of ∆S values of the structures in the protein data bank as
of February 2011 (red) is compared to the distribution of ∆S values of the structures
in the protein data bank as of October 2004 (black).
length (2n− 3) as
Υ2i−1 ≡ (ψi, φi+1) for 1 ≤ i ≤ n− 1 (4a)
Υ2i ≡ (φi+1, ψi+1) for 1 ≤ i ≤ n− 2 , (4b)
in which the k label alternates between the dihedral angles refering to a single residue
and those refering to an adjoining residue pair. The labels of the residues correspond-
ing to this sequence can be grouped in a similar fasion as
ξ2i−1 ≡ (Ri, Ri+1) for 1 ≤ i ≤ n− 1 (5a)
ξ2i ≡ Ri+1 for 1 ≤ i ≤ n− 2 . (5b)





Pξk(Υk(~q)) lnPξk(Υk(~q)) . (6)





P̄ξk ln P̄ξk (7)
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The difference between Equations (7) and (6), normalized by the number of entries,
gave rise to an entropy difference:
∆S(~q) = (S◦(~q)− S(~q))/(2n− 3) . (9)
The values of ∆S across a given database can subsequently be collected and its
statistics can be summarized by a protein-level distribution function, Pprot(∆S).
The D2 checking function was subsequently defined as a gauge of the likelihood
of the particular value of ∆S(~q) such that a value of 0 corresponds to the most likely










2erf−1(2I − 1) if ∆S < ∆S
√
2erf−1(1− 2I) if ∆S ≥ ∆S
. (10a)
















′) d∆′ if ∆S(~q) ≥ ∆S
. (10b)
Although these expressions are quite formal, they are easy to compute numerically.
The use of Equation (10b) effectively uniformizes the distribution so that D2 displays
Gaussian statistics across the reference set of structures.
D2 values appear to summarize the degree of secondary structure propensity with
respect to the positions of the dihedral angles in a given protein structure. Figure 4
displays the Gaussian behavior ofD2 distribution based on PDB entries as of February
2011. For comparison purposes, the distribution based on older data set (2004) is also
depicted on the same graph.
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Figure 4: The distribution of D2 scores of the structures in the protein data bank as
of February 2011 (red) is compared to the distribution of D2 scores of the structures
in the protein data bank as of October 2004 (black).
2.4 D2Check at the residue level
The additive structure in Equations (8) and (6) also suggests that ∆S can be ex-
tended to a partial information entropy for each dihderal angle pair, k. That is, the
information entropy at the residue level can be written as
S(Υk(~q)) = −Pξk(Υk) lnPξk(Υk) , (11)
with a corresponding standard entropy,
S◦(Υk(~q)) = −P̄ξk ln P̄ξk . (12)
The entropy difference at the residue level follows readily from the difference between
these last two equations:
∆S(Υk(~q)) = S
◦(Υk(~q))− S(Υk(~q)) . (13)
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It should be apparent that these definitions allow one to rewrite the entropy difference







or even more compactly as an average of the residue values,
∆S(~q) = 〈∆S(Υk(~q))〉k , (15)
in which the subscript k on the angle brackets is used to indicate that it is the index
of the domain for the average.
The probability distribution, Pprot(∆S) of ∆S across the entire database was ob-
tained in the previous section. In principle, corresponding residue-level distributions
of the entropy differences can be obtained: PR(∆S) labeled by a single residue type
in the case of the dihedral angles around a particular residue R, and PR,R′(∆S) la-
beld by a residue pair in the case of the dihedral angles between a given pair of
adjoining residues R and R′. These 420 distributions could then be used to obtain
the D2 checking function at the residue level in direct analogy to prior work. Such
an approach, however, has two severe disadvantages: (i) it involves substantial data
gathering that may or may not reveal significantly distinct distributions while possibly
suffering from a lack of data for particular sets, and (ii) such residue-level checking
functions would not necessarily connect directly to the values of the protein-level
checking functions. However the protein-level distribution, Pprot(∆S), was seen to be
nearly Gaussian, and this is certainly suggestive that the residue-level distributions,
PR(∆S) and PR,R′(∆S), are Gaussian (or nearly so). That is, if the latter were true,
then certainly the former would also be true because of the properties of Gaussians.
The converse does not necessarily follow, and the component Gaussian distributions
may also not necessarily share the same width —viz σ— as the combined distribution.
But if one replaces the residue-level distributions with the protein level distribution
in surmising the probability of a given ∆S(Υk(~q)), then all of these converse relations
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Figure 5: The distribution of ∆S values at the residue level for the most populated
residue pairs: SER-GLY (12,074), SER-SER (10,224), GLY-SER (9,604) ALA-ALA
(9,210), ALA-LEU (8,494) and LEU-LEU (8,276). The number of observations of the
corresponding pairs are given in parentheses.
do follow. That is, the collective statistics of the components at the residue level will
be in agreement with that of the sum. Figure 5 shows the residue level ∆S distribu-
tions of SER-GLY (12,074), SER-SER (10,224), GLY-SER (9,604) ALA-ALA (9,210),
ALA-LEU (8,494) and LEU-LEU (8,276). These residue pairs are the most populated
(counts are in parantheses) pairs among the 400 possible amino acid pairs within the
NR90 database. It should be clear that even so, there is considerable noise in the
∆S distributions at the residue level compared to the protein level ∆S distribution
displayed in Figure 3 and that they are quite sensitive to the pair identity. This is
generally in keeping with the foreshadowed statement (i) above, and confirms that
there isn’t yet enough data to construct residue-level ∆S distributions.
Qualitatively, the graphs do suggest that there are peaks in these distributions and
that they are not far from those of the protein-level ∆S distribution. Thus, we use the
protein-level distribution Pprot(∆S) to construct the residue level D2 checking func-
tion, with the added advantage that it must therefore necessarily satisfy statement
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(ii) above. Specifically, D2(Υk(~q)) is obtained by direct substitution of ∆S(Υk(~q)) in
Equation (10).
2.4.1 Color strip and color strip difference
With the definition of D2(Υk(~q)), there are now 2n − 3 values for any given protein
structure in addition to the protein-level D2 value. Although there are many ways in
which this can be visualized, such as in the scatter plots of Figure 4, it is helpful to
have a compact form that can readily be compared between different proteins. For
this purpose, a color strip has been developed in which the values of the residue-level
D2 scores are represented using a specified color range. Specifically, red, green and
blue colors correspond to −3, 0 and +3 of the D2 values, respectively, with other
values consisting of a sum of these colors. Color strip difference
2.5 Results and discussion
2.5.1 D2Check at the protein level
As of February 2011, there are 167,907 chains in 71,264 entries in the protein data
bank. Instead of using the complete data set, a sub-library is created at 90% re-
dundancy level. The resulting library consists of 32,016 non-redundant structures.
From this library, the structures with missing residues or atoms are also removed for
obvious accuracy purposes. Structures that contain 19 or less number of residues are
also eliminated. The final library (called NR90) had 7,699 structures compared to
4,013 used in 2004. Figures 3 and 4 show the ∆S and D2, respectively. As seen in
Figure 4, a near Gaussian distribution about 0 is observed for the D2 values. Most of
the 7,699 structures fall in the D2 range of ±3. Only 17 out of the 7,699 structures
fall outside of this range which indicates a good characterization of the protein data
bank in terms of φi-ψi and ψi-φi+1 analysis. As far as the deposited theoretical mod-
els considered, only 3 out of 1,032 structures have 2 values smaller than -3 or greater
than +3. Table 1 lists these 20 structures and corresponding chain identifiers, D2 and
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Table 1: There are 17 experimental (top section) and 3 theoretical (bottom section)
structures with absolute D2 greater than 0
PDB ID D2 D
′
2 # of ∆S = 0 (# of residues)
1t6fB -3.19 -2.65 8 (36)
1h2sB -3.12 -2.06 20 (59)
1piqA -4.41 -3.06 9 (30)
1n7sA -3.06 -2.69 13 (62)
1n7sB -3.09 -2.74 14 (67)
3ahaB -4.41 -2.93 9 (32)
1n7sC -3.32 -3.12 16 (78)
2k9jB -3.32 -2.51 18 (42)
1aikC -3.04 -2.34 8 (33)
3ahaA -3.16 -2.16 11 (34)
1l2pA -3.29 -2.59 18 (60)
2guvD -3.32 -2.91 13 (55)
1jekA -3.01 -2.82 4 (39)
1psmA 4.41 4.41 0 (37)
1jekB -3.24 -2.69 9 (33)
2akfC -3.32 -2.81 9 (31)
2jo4D 4.41 4.41 0 (19)
1llkA -3.06 -2.71 49 (260)
1z2hA -3.19 -2.56 43 (152)
1sewF -4.41 -4.41 6 (23)
D′2 values, number of residues with ∆S = 0 and number of residues in the structure.
D′2 is a dummy measurable introduced to explore the effect of residual D2 scores
on the overall D2 score of a given structure. It is simply calculated by excluding the
ψ-φ and φ-ψ pairs whose ∆S is close to zero. For example, for the first entry listed
on Table 1 —1t6fB— the overall D2 is -3.2. If we removed the ψ-φ and φ-ψ pairs
that have ∆S = 0 (i.e. 8 of the 35 pairs), then the new overall D2 (i.e. D
′
2) is -2.65.
It was noticed that the absolute D′2 value for some atypical structures whose absolute
D2 value is greater than 3 is now smaller than 3. Among the structures listed in
Table 1, this behavior is observed for 11 of the 17 experimental structures and 2 of
the 3 theoretical models. This observation indicates that the origin of atypicality for
most of the structures is that considerable number of residues and residue pairs have
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Figure 6: The residual D2 scores of 1h2sB (red) and 1sewF are displayed on the left
(red) and on the right (black), respectively. Many residue pairs, of both 1h2sB and
1sewF, appear to have D2 scores greater than 3 or lower that -3.
the most probable dihedral angles of the corresponding dihedral angle distributions.
2.5.2 D2Check at the residue level
For a given structure, individual residue level D2 scores can be illustrated in several
ways. For example, Figure 6 displays them as a scatter graph for two of the atypical
structures: 1h2sB and 1sewF. This however is not a good representation since the
quantitative comparison of the number of typical and atypical residues require a closer
look and usually counting the data points. To provide a simpler illustration, which
allows the user to qualitatively measure the number of atypical residues at a glance,
a linear, color coded representation —color strip— has been developed. A color strip
is defined by a specified three-color scheme in which the values of the residue-level
D2 scores −3, 0 and +3 of the residual D2 values correspond to red, green, and blue,
respectively. If the color strip generated for a given protein is rich in color red or blue,
it means that the structure is composed of many residues that have atypical dihedral






















Figure 7: Examples of color strip representations: Top four —2kyyA, 1tmqA, 1sxdA
and 3ms0V— are experimentally determined structures all having protein level D2
scores close to 0; middle three —1h2sB, 1n7sB and 1n7sC— are experimentally de-
termined structures and bottom two —1llkA and 1z2hA— are theoretical models all
having protein level D2 scores smaller than -3. In parentheses number of amino acids
belonging to corresponding chain is given. Color coding is given on the top right as
blue, D2 score close to 3; red, D2 score close to -3; green, D2 score close to 0.
not commonly seen within the protein data bank.
Figure 7 demonstrates how effective color strips are to characterize typical and
atypical structures at a glance. 2kyyA, 1tmqA, 1sxdA and 3ms0V appear to be rich
in green color meaning that most of their residues have absolute D2 values smaller
than 3. On the other hand, 1h2sB, 1n7sB, 1n7sC, 1llkA and 1z2hA appear to be rich
in red and blue colors meaning that most residues in those chains have absolute D2
values larger than 3.
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2.5.3 Color strip difference analysis of staphylococcal nuclease mutants
The difference between the color strips of two structures of the same length can be
represented in a similar scheme called color strip difference. Since it measures the
difference between two color strips, the color coding should range from +6 to -6. In
order to differentiate between color strip and color strip difference, different colors
are assigned to +6, blue; -6, red; 0, white.
By definition, the color strip difference is only applicable to structures of the
same length. This makes the color strip difference analysis a good candidate for the
investigation of structural implications of mutations, or characterization of decoys. As
an example study, the analysis is applied to study the structural differences between
the wild type staphylococcal nuclease and five of its mutants.
Color strip difference analysis successfully identifies the structural changes around
the mutation site with respect to the native staphylococcal nuclease. This is expected
since due to the cis and trans conformations of the LYS116-PRO117 neighbors, the
peptide bond between the two result in different conformations of the 112-117 loop.
The conformational changes of the 112-117 loop upon mutation of LYS116 has been
studied extensively [148, 149]. Since the changes is due to the torsional deforma-
tions, the identification of these deformations by the D2 scoring scheme is already
expected. Color strip difference comparison of the staphylococcal nuclease to its mu-
tants, has identified two more key regions that undergo significant conformational
changes. These regions interestingly point towards two of the three α-helices of the
staphylococcal nuclease as shown in the cartoon in Figure 9. Residues 49-55 and 91-95
(marked as a and b, respectively in both Figures 8 and 9) are reported to be poten-
tial candidates for binding interfaces as it is the case for the 112-117 loop. Although,
α-helices are mostly resistive to torsional deformation, the single point mutation in
the active site of staphylococcal nuclease appears to cause unexpected conformational
changes at both helices.
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Figure 8: The color strip representation of the wild type staphylococcal nuclease is
shown at the top. Single point mutation is applied on the lysine 116. 1KAA is K116A
mutant; 1KAB is K116G mutant; 1KDA is K116D mutant; 1KDB is K116N mutant;
and finally 1KDC is K116E mutant. Color coding for color strip is: blue, D2 score
close to 3; red, D2 score close to -3; green, D2 score close to 0. Color coding for color
strip difference is: blue, D2 difference value close to 6; red, D2 difference value close
to -6; green, D2 difference value close to 0.
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Figure 9: The tertiary structure of the staphylococcal nuclease is represented in
cartoon form. Red star locates the mutation site; a is the location of 49-55 region; b
is the location of 91-95 region as marked in Figure 8
2.5.4 D2Check web server
The D2Check function has recently been incorporated into a web-based server so as
to readily allow its use in the analysis of existing PDB structures or new structures
at the residue and protein scales. The server also provides related information such
as the Ramachandran plot and ψi-φi+1 plot of a protein structure. The values of
D2Check at the residue scale can easily be summarized using a novel color strip [84]
that is also generated by the server.
All of the server-side interface and file handling software has been written in Perl,
PHP and/or HTML. The user provides structural information either through a direct
upload of a file that follows the PDB file protocol, or by inputing the PDB ID of
the protein of interest. The default output includes the protein’s Ramachandran
Plot, its ψi-φi+1 plot, the D2 check value for the whole protein, and a color strip
summarizing the D2 check values at the residue scale in a compact form. Several
options are available to the user: one can request analysis of a particular chain within
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the structure, elect to receive the source files for the φi-ψi distribution, and/or elect
to receive the source file for the D2Check values at the residue scale. Some, or most,
of this data is provided (once available) by way an e-mail alert message containing an
HTML link to a page with a randomized address. (The results are deleted within 7
days on the server and are unlikely to be found by a webbot. Nevertheless, in future
versions, these pages will use security protocols to further ensure the protection of
user data from other users.)
The underlying server-side engines driven by D2Check were developed in the Her-
nandez group. These codes, written in FORTRAN, perform various calculations
using the structural information available in the PDB file. It is by the use of these
engines that D2Check obtains the ψi-φi+1 and φi-ψi distributions for a given struc-
ture, references the library of distributions precomputed from the PDB, calculates a
structure entropy of a given protein chain, obtains the information-theory entropies,
and produces the D1 and D2 scores.
The D2Check server can be used to obtain the D2Check values at the residue
scale —when analyzing the dihedral angles between and about residues— and at the
protein scale —when averaging over the entire structure. In the former case, it is
convenient to provide a simple and compact visualization of the 2n − 3 values. To
this end, a color strip is produced by the server that uses a succession of colors to
represent the values along the protein chain, starting with the N-terminus.
The server also allows the user to make requests for multiple file (or multiple
chain) processing and the systematic detailed comparison of two different sequences,
including a difference strip of the corresponding D2Check values at the residue scale.
2.6 Conclusion
D2 is a recently proposed checking function by Hernandez and coworkers [84] Al-
though, it is not a direct scoring function for assessing structural fidelity, it does
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provide insight on correlations within a chain as it combines the information from
ψi-φi+1 angle pairs with the information from φi-ψi pairs. The origin of unusual devi-
ations signaled by the D2 checking function [84] has been explained using the residue
level analysis. The residue level analysis is complemented with the introduction of a
unique colored diagram called color strip. Color strip essentially converts the values
of the residual D2 scores to visually appealing graphical representation. Although
it presents individual residual D2 scores, it provides fast and accurate interpretation
to the typicality/atypicality of the overall protein structure. Because, it has been
observed that a protein structure has absolute D2 value greater than 3 only if most
of the residues in its structure has absolute D2 value greater than 3. Therefore, if
color strip displays an image quite rich in red and blue (i.e. -3 and +3, respectively),
it means that it is signaling for an atypical structure. Figure 7 gives several exam-
ples to typical and atypical structures in terms of color strip appearance. Color strip
difference analysis, on the other hand, can only be used when comparing two struc-
tures of the same length. Exemplary tests may include characterization of native
structure compare to mutants of the corresponding structure, or structure verifica-
tion of computationally or experimentally generated decoys. Characterization of the
relation between native structure to mutant structures, has been addressed in this
section using staphylococcal nuclease and single point mutants of it at LYS116.
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CHAPTER III
ADAPTIVE STEERED MOLECULAR DYNAMICS
3.1 Overview
The domain of the energy landscape of even a small peptide such as neuropeptide
Y or even decaalanine has a high dimensionality. The identification of an unfold-
ing pathway is therefore useful because it greatly reduces this dimensionality. Once
identified, the energetics along this pathway is determined by the so-called potential
of mean force (PMF) [133]. The importance of the PMF as well as the difficulty in
calculating it has led to the development of far too many approaches to list here.
Instead, we focus on those approaches which rely on sampling the states directly
from trajectories. Unfortunately, the use of unconstrained trajectories is cost pro-
hibitive when the processes of interest are very slow and dominated by deep minima.
Instead, SMD can accelerate such processes by applying steering forces along the cho-
sen unfolding pathway. Such a non-equilibrium process would not seem to provide the
unconstrained structures required to obtain the equilibrium PMF. This problem was
resolved by Jarzynski when he showed that an appropriately weighted average of the
non-equilibrium work over many such SMD trajectories leads to the PMF [134, 135].
Jarzynski’s equality has been validated numerically on several systems such as
deca-alanine stretching by Park and Schulten [136], Ace-Alanine8-NMe unfolding and
ligand diffusion in globins by Xiong et al [137] and Angeli’s salt decomposition by
Torras et al [138]. It has been compared to existing biased MD techniques, such as
to umbrella sampling [139] and to targeted MD [140] yielding comparable results. It
has also been verified in the context of experimental results such as RNA unfolding
by Liphardt et al [141] and a mechanical oscillator [142]. This chapter provides (i)
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a review of Jarzynski’s equality, (ii) the theory and a heuristic proof to the adaptive
integration of Jarzynski’s equality, (iii) implementation of the adaptive scheme on
non-equilibrium molecular dynamics simulations.
3.2 Review of Jarzynski’s equality
Jarzynski’s equality was originally expressed in terms of classical Hamiltonian systems
[134, 135]. It was extended to thermostated stochastic systems by Crooks [150].
Having the system in contact with a large enough heat bath such that the temperature
deviation can be assumed to be nearly zero is crucial because the system will not be
in equilibrium at the end of a force driven change. Crooks’ introduction of a heat
bath ensures that after sufficient time upon reaching a given nonequilibrium state,
the system will reach an equilibrium with the environment at no additional cost of
work. Jarzynski’s equality for dissipated Hamiltonian systems can be stated as follows.
Suppose a classical mechanical system consists of N particles, denoted by the phase
space variables z, that are surrounded by a large enough heat bath. A constraint on
the configuration space zx is imposed through the projection ξx = ξx(zx) acting in
configuration space alone. The constrained Hamiltonian may be written as:
HSEBξ (Γ,Θ) = H
SE(z; Θx) +H
B(Θ) (16a)
= T S(ξ) +HEξx(Γ;Θx) +H
B(Θ) (16b)
where S, E and B denote the constrained system, environment and bath, respectively,
the subscript x (p) refers to the position (momentum) components, and T S is the
kinetic energy for the constrained system variables. The system variables not con-
strained by ξ —viz. the environment— comprise a space of dimension lower than 6N ,
and its phase space variables are represented through Γ. The phase space variables
Θ comprise the positions Θx and momenta Θp of the bath, and their dynamics are
weakly coupled to Γ in the HEξx term. The constraint ξx is typically one-dimensional
and serves as an order parameter or reaction path that defines a state of the system.
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The space defined by Γx is orthogonal to ξx and denotes the environment exclusive
of the bath Θ. The non-equilibrium process between two points in the constrained
space is driven by the addition of a time-dependent Hamiltonian
H ′ = H ′(ξx, t) (17)
that acts only on ξx. That is, the total time-dependent Hamiltonian is H
T = HSEBξ +
H ′. In what follows, we will not generally distinguish between the phase space ξ and
configuration space ξx variables, for simplicity.
The change in the energy as the system is carried from an initial state ξ0 to a final
state ξt corresponds to the work done by H
′(ξ, t) through this ξt ← ξ0 process,
W ξt←ξ0(Γt,Θt,Γ0,Θ0) = H
E
ξt
(Γt; Θt)−HEξ0(Γ0; Θ0) (18a)
= H ′(ξt, t)−H ′(ξ0, 0) , (18b)
where Γt and Θt are connected to Γ0 and Θ0 through the propagator during the
ξt ← ξ0 process for a time t. Note that the difference in T S and HB vanish because
of the thermalization conditions.
The equilibrium partition functions associated with the initial and final points
associated with the ξ ← 0 process can be rewritten in terms of the original system




SE(z)δ (ξ(z)− ξ) (19)
=
∫
dzdΘe−β{HSEBξ (Γ,Θ)+H′(ξx,t)}δ (ξ(z)− ξ) , (20)
which is related to the potential of mean force, G(ξ), through the reversible work
theorem, lnZSξ = −βG(ξ).
Assuming that S and B forms a canonical ensemble, the partition function of the
overall system can be calculated using Z ≡ ZS =
∫
e−βE . One can, therefore, relate









which can be further reduced to free energy representation using G = − 1
β
lnZ











where the ensemble average is taken over the initial variables (z,Θ) satisfying the
constraint, ξ(zx) = ξ0. Note that, similar to the ground-state dominance in the calcu-
lation of a partition function, the Jarzynski average is dominated by the trajectories
with the lowest work change.































which is surprisingly accurate for small non-equilibrium processes or environments
with Gaussian response [153, 154, 136].
3.3 Adaptive scheme for the integration of Jarzynski’s equal-
ity
As will be seen in Chapter IV and V, the application of the Jarzynski Equality for
the extended motion of a finite number of unfolding trajectories provides a very weak
upper bound to the PMF. In fact, it is so weak that the cumulant expansion of
Equation (22) presents a dramatically large deviation between the second order cu-
mulant and the exponential average as demonstrated in Figure 24. The PMF can be
converged by several plausible but highly expensive ways including significantly in-
creasing the sample size, decreasing the pulling velocity, and equilibrating the system
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at short intervals. Instead, in order to treat such extended systems without increasing
the computation cost, we have developed anadaptive version of Schultens’ algorithm
[136] in which the Jarzynski equality is applied through a series of shorter steps. It
is adaptive in the sense that the initial configuration for a given step is obtained (or
adapted) from the trajectories of the previous step.
The overall unfolding path is initially partitioned into N steps marked by its end-
points, ξ0, ξ1, ..., ξN . The i
th iteration is initiated at ξi−1 and Γi−1 while the bath Θi−1
is sampled from the appropriate canonical ensemble. Each such bath, Θ
ξi←ξi−1
α (ti−1),
leads to M trajectories labeled by α for the ξi ← ξi−1 process. This in turn, leads to
a distribution of values in the work W
ξi←ξi−1
α (t), environment Γ
ξi←ξi−1
α (t), and bath
Θ
ξi←ξi−1
α (t) for times t within the ith step. At the end of the iteration, the average
work W ξi←ξi−1(ti) is computed according to the Jarzynski equality (Equation (22)).
There then exists a trajectory α′ for which its work W
ξi←ξi−1
α′ (ti) is closest to the
average work W ξi←ξi−1(ti). The initial value of the environment Γi for the (i + i)
th
iteration is then taken to be the corresponding Γ
ξi←ξi−1
α′ (ti). Meanwhile the algorithm
is initiated with values (ξ0,Γ0) matching the initial structure of the system and en-
vironment. This amounts to the structure of the entire protein while ξ refers only to
the constrained angle spanned by the helix and tail.
A proof of this algorithm begins by considering the application of the adaptive
procedure to divide a single step into two substeps as illustrated in Figure 10 along
a specific unfolding path λ for the corresponding system variables ξ. For simplicity,
but without loss of generality, we suppose that the the system is carried along by a
nonequilibrium process from state ξ = 0 at initial time 0 to a final state ξ = 1 at a final
time t. For each ofM realizations labeled by α of the 1← 0 process, the trajectories of
the environment Γ1←0α (t) and the bath Θ
1←0
α (t) can be formally constructed. The work










specified by Equation (18). The PMF of this process is










where the average is taken over the M realizations starting with the same initial ξ0
and Γ0 and various initial bath configurations Θα(0
1←0).
The single step can now be partitioned into two steps in which the system is
stopped at an intermediate time t′ and the corresponding position ξ′. For each of



















α (t)]−HSBξ′ [Γ1←0α (t′),Θ1←0α (t′)] (26b)













For the second substep, however, each trajectory specified by Equation (26b) starts
at a different value of the environment, Γ1←0α (t
′). We now introduce a ξ′ ← ξ′ process
during which ξ′ is held fixed and the environment Θτα(t
′) relaxes in time τ from 0
to τα for some arbitrary final time τα which is likely different for each trajectory α.
The work to move the system from the state at the end of the process described in

























α (t)]−HSBξ′ [Γταα (t′),Θταα (t′)] . (29)
The ξ′ ← ξ′ process can be allowed to propagate for as long as it takes for Γταα (t′)
to be equal to some Γ1←ξ
′
(t′) which is independent of α. The existence of such a
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common endpoint is assured if the process is ergodic and the system is found in a
single local basin of attraction. The requirement of ergodicity is a weak constraint
given that the environment is coupled to a bath. The requirement for a single basin
is also weak because the environment must access all possible such basins with zero-
work paths. This motivates a new path for a restricted 1← ξ′ process starting at the
fixed endpoint Γ1←ξ
′















where the stochastic Θ1←ξ
′
α (t
′) has replaced the formally propagated Θτα(t
′). That is,
the bath decoherence time is sufficiently fast that the detailed propagation can be
ignored while the initial bath Θ1←ξ
′
α (t
′) in the 1 ← ξ′ process is Gaussian random.






































where it should be noted that the sum in the exponent in the RHS is not equal to
W 1←0α (t) nor is the trajectory the same after t
′. However, the averages are equal
because they are both non-equilibrium 1← 0 processes between the same initial and
final points satisfying Jarzynski’s equality. Meanwhile the work in the ξ′ ← ξ′ process






































The second equality follows from the fact that the trajectories in the 1← ξ′ and ξ′ ← 0
processes are uncoupled and independently sampled. Combining Equations (25),
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where the initial value of the environment Γ1←ξ
′
(t′) at the beginning of the 1 ← ξ′
process, in principle, can be chosen to be any arbitrary (but the same) state that is
accessible to a ξ′ ← ξ′ process. However, the choice of that intermediate state will
affect the accuracy and convergence of the approach in so far as better choices would
be more easily accessible and thus require less numerical relaxation in the evolution of
the 1← ξ′ process. The best such choice is one that corresponds to a typical structure
(not the minimum energy state) associated with the non-equilibrium process. To this
end, we choose Γ1←ξ
′
(t′) according to the Γ1←ξ
′
α (t
′) corresponding to the trajectory α
which minimizes the work difference,
∣
∣∆Gξ
′←0 −W ξ′←0α (t′)
∣
∣.
Repeated application of Equation (34) and the associated proscription for the
choice of intermediate environment variables Γ for N steps gives rise to the desired






where i labels the corresponding steps. In the limit that the “environment variables”
are empty—i.e., that the dimensionality of the Γ space is zero— the adaptive proce-
dure reduces to the use of the Jarzynski equality with the additivity trivially arising
from the fact that the free energy is a state function.
In so far as the bath has been assumed to be Gaussian, the adaptive procedure
should fail if the second-order cumulants in the work of a given set of trajectories

























Figure 10: Illustration of the adaptive scheme applied to a system where the unfold-
ing path is divided into two steps (with 10 trajectories α each): Black solid curves are
the work for each of the 10 trajectories at each step. The PMF along a given substep
is shown with a thick-red highlighted black-dashed cure. The right y-axis tick marks
are labeled for the second-step work trajectories with the 0 position located at the
final average work value of the first substep. The left y-axis tick marks are labeled
for both the first step work trajectories and the overall PMF. (This figure is drawn
for illustration purpose only and is not based on real physical data.)
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3.4 Adaptive steered molecular dynamics
The external forces that carry the system along a particular reaction coordinate,
ξ(zx), are imposed by way of a predefined potential H
′(ξ(zx);λ). With the addition
of this new potential, the extended time-dependent Hamiltonian, Hext, becomes:






k[ξx(zx)− λ]2 , (37)
for a specified time-dependent process λ(t). In a typical steered molecular dynamics
simulation pulling is achieved by harmonically (Equation (37)) attaching a specific
atom or group of atoms to an auxiliary particle and steering this imaginary particle
along the desired path. In the adaptive scheme, the pulling process is staged in N
linear steps so as to approximate the complete the whole reaction coordinate. Thus




k [~r(t)− (~ri + vi~nit)]2 , (38)
where ~ri is the position of the center of mass of the steered atom(s) at the beginning
of the interval, vi is the velocity to move the particle to the end in the fixed time step,
and ~ni is the direction between the initial and final positions of the steered atom(s).
The position λi ≡ (~ri + vi~nit) can be associated with the pseudo particle (or dummy
atom) that follows smoothly the prescribed unfolding path. As it does so, it exerts a




~Fi · ~nivdt , (39)
where the force ~Fi = −∇Ui(ξx(zx)) is related to the corresponding potential of Equa-
tion (38). The corresponding free energy change, ∆Gt←0, at time t within the ith
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where the subscript on the angle brackets denotes the averaging over the trajectories
in the corresponding interval.
Formally, the initial configuration for each subsequent iteration i can be obtained
by holding the perturbation fixed—that is λ held at ξi—long enough that the envi-
ronment relaxes to equilibrium. During this waiting period, no work is done on the
system, and hence there is no contribution to Equation (39). Thus Equation (40) is
a formally exact way of restating Jarzynski’s equality in a series of steps. In such
an implementation it offers little computational advantage in so far as the relaxation
stages could be quite expensive. It does, however, offer an advantage in the con-
vergence as the trajectories are less likely—because they are shorter—to wander off
to distant parts of the landscape. The statistics of the work distribution is conse-
quently more nearly Gaussian, and the convergence of the sum is faster. Echevarria
and Amzel [155] essentially followed this procedure in obtaining the helix propensi-
ties of dodecaalanine in solvent using a small number (15) of trajectories allong a
15Å stretch.
The computational advantage is potentially greater, however, if a more computa-
tionally efficient criteria can be applied to the choice of the starting configuration at
each step. Possible choices are the configuration that requires the minimum amount
of work, that is nearest to the reaction coordinate at the end of the iteration, or that
requires the amount of work that is closest to the Jarzynski’s average. The last of
these was the choice that was used in Ref. [143] and it is confirmed as the best choice
among these in the case of the stretching of decaalanine as displayed in Section 4.3.1.
Intuitively, it makes the most sense because it amounts to selecting a structure that is
fully relaxed—taking advantage of the results from the trajectories that have already
44
been calculated—without requiring an additional relaxation period before initiating
the next batch of trajectories.
3.5 Conclusion
Calculating the free energy profile of biophysical experiments has been a major chal-
lenge since it requires the sampling of the whole configuration space, which is ex-
tremely costly in both numerical and experimental studies. One way to reduce the
cost is to superimpose a time-dependent force such as in umbrella sampling, free
energy perturbation theory, weighted histogram analysis method (numerical), opti-
cal tweezers, atomic force microscopy (experimental). After Jarzynski introduced
the non-equilibrium work relation (i.e. Jarzynskis equality) in 1997 [134], steered
molecular dynamics (SMD) has been shown to efficiently calculate the free energy of
processes along the steering path [136]. Adaptive steered molecular dynamics [143]
is a staged algorithm, which works by simply dividing the reaction coordinate of in-
terest in multiple steps and —at each step— sampling the configuration space over a
selected final configuration that is obtained at the end of the preceding step. As will
be seen in Chapters IV and V, the adaptive scheme is found not only to improve the




THE ENERGETICS OF DECA-ALANINE STRETCHING
IN WATER OBTAINED BY ADAPTIVE STEERED
MOLECULAR DYNAMICS SIMULATIONS
4.1 Overview
Investigating biological reactions in silico is a major scientific challenge since such
processes generally involve large conformational changes in biomolecules (proteins,
nucleic acids etc.) and occur in time scales of milliseconds to tens of seconds. Un-
fortunately, current simulation methods and hardware capacities allow modeling of
such processes for up to hundreds of nanoseconds. Although lacking in the same con-
text, molecular dynamics (MD) is generally accepted to yield accurate results. Thus,
many research is dedicated towards developing strategies within MD to improve the
efficiency of simulations including but not limited to replica exchange MD [128], adap-
tive biasing force MD [131], free energy perturbation MD [157, 158]. Amongst the
biased integration methods, steered molecular dynamics (SMD) in corporation with
the Jarzynski’s non-equilibrium work relation [134, 135] has been shown to accurately
predict free energy profile of bioprocesses along a predefined steering path (i.e. the
reaction coordinate).
Providing an exact relation between the free energy difference and the work done
through a directed non-equilibrium process, Jarzynski’s equality has been validated
in the context of both experimental studies [141, 142] and computational reports
[150, 159, 160, 161, 162, 163]. The aim of the study presented herein is twofold: (i)
reproduce the free energy profile of deca-alanine stretching in vacuum [136] using
adaptive steered molecular dynamics [143] with significantly less CPU time utilized
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(ii) extend the investigation to in solvent stretching of deca-alanine to explore the
energetics of the hydration effect.
4.2 Model and methods
Studies [164, 165, 166, 167, 168, 169] of small molecules—e.g., peptides—continue to
play a key role as benchmarks of new methods and to test fundamental hypotheses
in the context of protein dynamics and folding. While necessarily small, the deca-
alanine peptide contains several internal hydrogen bonds that must be broken in order
to fully stretch it. As such, it is a simple target for demonstration and verification
of methods that probe the energetics of unraveling a peptide. It is for this reason
that the seminal work on the unraveling of deca-alanine in vacuum [136, 170] was so
instructive, and why doing so in a water solvent provides a large test to emerging
methods.
Molecular dynamics simulations have been carried out using NAMD [171] with the
CHARMM force field [172]. Decaalanine is fully specified in terms of an 104-atom
model with the hydrogens included explicitly. Water molecules have been treated
using the TIP3P [173] potential model within NAMD. The use of more sophisticated
water models may affect the results but they would also require more computational
resources. Simulations of the peptide in solvent were carried out at 300 K in a box
of dimensions 52Å × 52Å × 65Å filled with 5,138 water molecules. The peptide is
stretched along the longest of these lengths, and thereby ensures that it does not see
itself or water layers affected by its motion. Temperature is controlled using Langevin
dynamics as implemented in the built-in NAMD integrator.
The simulation box is initially thermally equilibrated by first heating the bath from
0 K to 300 K in 5 ps. The appropriate density at the given simulation conditions
is subsequently obtained using a constant pressure (NPT) propagation for 5 ps. An
additional equilibration at constant volume and temperature is then performed for
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10 ps.
4.2.1 Adaptive steered molecular dynamics of the deca-alanine stretching
The unraveling of deca-alanine is investigated using the adaptive SMD algorithm as
the peptide is pulled apart from the ends at different velocities (i) in vacuum so as to
compare the standard SMD simulations of Schulten et al, and (ii) in solvent so as to
observe the effect of hydration on helix-coil transition.
The reaction coordinate is defined as the end-to-end distance between the nitrogen
atom of the N-terminus (NN) and the nitrogen atom of the cap at the C-terminus
(NC). The pulling of the peptide is imposed using the steering module within NAMD
by holding the NN end fixed and directing the NC end relative to the NN end. The
overall unraveling coordinate covers the NN-NC distance from 13Å to 33Å (Figure 11).
Adaptive steered molecular dynamics for the stretching of deca-alanine is designed
to cover this coordinate in 10 steps. In order to accurately measure the PMFs ob-
tained from adaptive SMD simulations, standard SMD simulations in vacuum are
also implemented.
The system is simulated at various pulling velocities in vacuum and in solvent.
Trajectories are analyzed both numerically and empirically. The latter is facilitated
by the NAMD/VMD package. PMF’s along the deca-alanine stretching pathway are
calculated for each set of simulations. The effect of the solvent is also investigated
by the hydrogen bond count within the α-helix and between the α-helix and water
molecules around it. These are identified according to a simplified criteria: Hydrogen
bonds are identified when one of two nonbonded pair of atoms at ~r1 and ~r3 is bonded
to a hydrogen atom at ~r2, the distance |~r3−~r1| is less than 4.2Å and the angle spanned
by the rays from ~r2 to the nonbonded atoms is less than 40
◦.
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Figure 11: Ribbon and atomically detailed snapshots of deca-alanine as it is pulled
in vacuum along its ends. The top image is a representative equilibrium compact
structure; the NN-NC distance is 13Å. The bottom image shows the coil structure at
the end of one of the pulled trajectories an end-to-end distance of 33Å. The second
image from the top is the minimum energy conformation —an α-helix with an end-to-
end distance of 15.2Å. The third from the top shows a representative structure and
the end-to-end distance —circa 26Å–of the kink seen in the PMF shown in Figure 14.
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4.3 Results and discussion
4.3.1 On the criteria for selecting the initial adaptive SMD configuration
at each iteration
When choosing the configuration as the input for each stage of an adaptive steered
molecular dynamics simulation one could in principle define several criteria for com-
paring the final configurations obtained at each step. In principle, any such structure
will relax to match the correct trajectories during the nonequilibrium stretch. The
average of these structures will lead to a converged result given sufficient averaging,
and assuming that the initial configurations are not biased in some way. One way
to generate the structure is thus to simply allow all the trajectories to relax for a
finite time during which no work is done on the system. However this is poten-
tially cost-prohibitive. Thus the determination of a suitable criteria for choosing a
structure—assuming that it is not biased—provides a significant possible savings in
computational effort.
The three most promising criteria that have been explored are:
(i) The configuration that requires the amount of work closest to Jarzynski’s aver-
age (JA).
(ii) The configuration that requires the lowest amount of work (MW).
(ii) The configuration that is the nearest to the reaction coordinate (RC).
The PMFs in Figures 12 and 13 are calculated using a pulling velocity of 100Å/ns and
10Å/ns, respectively. In both figures, the top, middle, and bottom panels correspond
to the JA, MS and RC criteria, respectively.
The choice of MW tends to distort the average towards lower values as the num-
ber of trajectories increases for a fixed pulling velocity. This is evident in Figures 12
and 13 with the increasing number of tps leading to a worse result rather than con-
vergence to the correct result. In principle, a slower pulling velocity would narrow
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Figure 12: The comparison of the PMFs obtained from the adaptive SMD method
pulling at 100 Å/ns when different selection criteria are used to choose the config-
uration from the structures at the end of each step. The configuration is chosen
according to one of the following criteria: (i) the one that requires the amount of
work closest to Jarzynski’s average (JA) (bottom panel), (ii) the one that requires
the lowest amount of work (MW) (middle panel), and (iii) the one that is nearest
to the reaction coordinate (RC) (top panel). The legend defines the labeling of the
curves according to the number of trajectories per step (tps). The solid black curve
is the exact PMF obtained from averaging 10,000 standard SMD simulations.
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the trajectories such that the minimum trajectory would remain within a fluctuation
of the reversible ensemble. Consequently, this should formally lead to a reasonable
result given sufficiently slow pulling. However, the numerical results clearly indicate
that this would be cost prohibitive.
The choice of the RC leads to averages that oscillate unpredictably around the
averaged work. This choice is tantamount to moving the ensemble positions back
to pulling path. As such, it is effectively doing work to move the position but the
work associated with this move is not accounted for. As this work can be positive or
negative, it leads to the seemingly random increases and decreases in the PMF. The
accuracy should improve, however, with increasing TPS and slower velocity. As the
particle is forcibly stretched at slower velocities, the swarm of trajectories will track
the path better, and the magnitude of the unaccounted work will decrease. However,
like the MW choice, this convergence will be slow and cost prohibitive.
Finally, the choice of JA leads to averages that clearly converge well to the SMD
results for a given pulling velocity, and in particular to the exact reversible work when
the SMD is slow enough. In these cases, it occurs with as little as 400-800 trajectories
per step which is substantially less than the 10,000 trajectories that are required to
converge the standard SMD. Thus the adaptive SMD using the JA criterion appears
to be both accurate and efficient in terms of CPU requirements. The adaptive SMD
simulations that are presented through the remainder of this thesis are realized by
utilizing the choice of JA.
4.3.2 Helix-coil transition of the deca-alanine in vacuum
The forced unraveling of deca-alanine is first investigated in vacuum at two pulling
velocities (10Å/ns and 100Å/ns). The adaptive SMD simulations are performed in 10
incremental steps as this was found to be sufficient to obtain convergence. This covers
a change in the overall stretching coordinate of 20Å—that is, the NN-NC distance
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Figure 13: The comparison of the PMFs obtained from the adaptive SMD method
pulling at 10 Å/ns when different selection criteria are used to choose the configuration
from the structures at the end of each step. The configuration is chosen according
to one of the following criteria: (i) the one that requires the amount of work closest
to Jarzynski’s average (JA) (bottom panel), (ii) the one that requires the lowest
amount of work (MW) (middle panel), and (iii) the one that is nearest to the reaction
coordinate (RC) (top panel). The legend defines the labeling of the curves according
to the number of trajectories per step (tps). The solid black curve is the exact
PMF obtained from averaging eight reversible (i.e. pulling velocity is 0.1 Å/ns) SMD
simulations.)
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goes from 13Å → 33Å). For each of pulling velocity, sets of 50, 100, 200, 400 and
800 trajectories have been simulated at each step to establish convergence with the
number of trajectories. (Results using 100 and 400 trajectories per step are not shown
in Figure 14 but consistent with the trends—cf. Figures 12 and 13) Note that the
increase of the number of trajectories requires a nearly complete recalculation of the
entire adaptive SMD. This is necessary because the configuration chosen at the end
of a given iteration segment and utilized to initialize the next iteration segment is
invariably different given the introduction of more trajectories. For exact comparison
we have also reproduced the PMF obtained by Park and Schulten [136]. The black
curve in Figure 14 has been obtained using 10,000 standard SMD trajectories at
a forced velocity that is slow enough to be nearly reversible. It is is the same as
that reported earlier within the standard error of the calculations. By definition of
the Jarzynski’s inequality, as the number of the irreversible trajectories increases the
estimated PMF should converge towards the exact PMF obtained from reversible
simulations. The catch is that the standard implementation requires many more such
trajectories as the end-to-end distance is pulled farther from the original structure.
As illustrated in Figure 14 the adaptive SMD algorithm, however, a relatively small
number of trajectories—800–is sufficient to reproduced the PMF for the stretching of
deca-alanine from a helix to a coil in vacuum.
4.3.3 Helix-coil transition of the deca-alanine in solvent
The forced unraveling of deca-alanine in solvent has also been investigated at three
pulling velocities (10Å/ns, 33Å/ns and 100Å/ns). For each pulling velocity, 50, 100,
200 and 400 trajectories have been simulated at each step. The addition of 4,078
water molecules into the system box, dramatically increases the CPU time per tra-
jectory from 200 minutes to 65 hours (when pulling at the slowest velocity, 10Å/ns).
Assuming constant access to 48 standard cores, it would take over 564 days to acquire
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Figure 14: The comparison of the PMF’s obtained from the adaptive SMD method
to the PMF obtained from the standard SMD method is displayed for both pulling
velocities, 100Å/ns (top panel) and 10Å/ns (bottom panel). The reversible PMF is
shown as a black curve. The series of PMFs obtained using the adaptive SMD method
with an increasing number of trajectories per step (tps) is labeled according to the
legend.
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10,000 trajectories in solvent. For the adaptive SMD calculations, it took less than
40 days to simulate all four sets of simulations (50, 100, 200 and 400 trajectories per
step) at the slowest pulling velocity (i.e. 10Å/ns) using 96 cores.
The calculated PMFs for the solvated deca-alanine stretch are shown in Figure 15.
The best calculated value—shown as the blue dot-dashed curve in the bottom panel—
is somewhat lower in energy than the the vacuum result—shown as a solid black curve.
Such a lowering is to be expected because of the stabilization provided by the water
molecules as the peptide is unraveled. Meanwhile, the energetics remain structured
in the sense that there is an initial fast rise—possibly two—and a subsequent slower
rise after 25Å. The near agreement between the PMFs found in the initial stages of
the pulling should not be surprising because they are near the original configuration
and hence the underlying Gaussian behavior in the work distribution is followed well.
At longer pulling distances, however, the calculated PMFs do not converge well with
increasing number of trajectories per steps at the fast pulling velocities—100Å/ns
in the top panel and 33Å/ns middle panel. At the lowest pulling velocity—10Å/ns
in the bottom panel—the structural elements of the PMFs are independent of the
sampling size and show little deviation in the free energies.
The converged PMF shown in the bottom panel of Figure 15 reveals important
structural properties of the helix-coil transition of deca-alanine in water. The initial
structure is evidently not the minimum energy structure as the energy minimum
appears at around 14.9Å in nearly all the simulations roughly independent of pulling
velocity. A small shift in the slope of the rise in the PMF appears near 20Å which is
not seen in the vacuum limit. A more pronounced flattening in the PMF is seen near
25Å both in vacuum and in solvent. It is notable that the forced stretch does not
exhibit these features for the high velocity cases. We hypothesize that this is due to
insufficient relaxation of the water molecules around the non-equilibrium deca-alanine
structure in the fast forced stretching cases. This hypothesis is corroborated by the
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Figure 15: The PMFs obtained for the forced stretching of deca-alanine in solvent
using the adaptive SMD method are displayed for different pulling velocities: 100Å/ns
(top panel), 33Å/ns (middle panel) and 10Å/ns (bottom panel). The series of PMFs
obtained using the adaptive SMD method with an increasing number of trajectories
per step (tps) is labeled according to the legend. The solid black curve in the bottom
panel reproduces the PMF obtained from the 10Å/ns adaptive SMD simulations in
vacuum as shown in Figure 14.
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hydrogen bond counts displayed in Figure 16. The average number of intrapeptide
hydrogen bonds in vacuum and solvent are shown in the top and middle panels,
respectively. The average number of interpeptide hydrogen bonds to the solvent are
shown in the bottom panel. When deca-alanine unravels into a solvated coil (with no
intrapeptide hydrogen bonds), the total number of hydrogen bonds between it and
water is 27. This is the same as the number of initial hydrogen bonds: 15 hydrogen
bonds between deca-alanine and water molecules and 12 degenerate hydrogen bonds
within deca-alanine. The degeneracy arises because each hydrogen bonded pair within
deca-alanine breaks into two hydrogen-bonding sites that are accessible to the water
solvent upon the stretching of the peptide. Hence there are only 6 nondegenerate intra
peptide hydrogen bonds in the initial helical structures in agreement with the initial
averaged values shown in the top and middle panels of Figure 16. As the peptide
is stretched, there is a marked difference in the loss of hydrogen bonds between the
vacuum and water solvated cases. In vacuum, deca-alanine maintains most of the
intrapeptide hydrogen bonds even when it is stretched by as much as 12Å, whereas in
solvent, it nearly loses them all by this point. As indicated in the bottom panel, this
is is due to the establishment of hydrogen bonds in the solvent which are evidently
not available in the vacuum.
In the solvent, the inter-peptide hydrogen bonds appears to exhibit four regimes.
The first of these, during the first few Å’s of the forced stretch, exhibits a relatively
constant number of hydrogen bonds. This is consistent with the energetics in Fig-
ure 15 which display a relaxation of the structure from its initial to a minimum energy
value during which the structure undergoes intramolecular reorganization without
breaking the hydrogen bonds. The second and third regimes correspond to the lost
of the first three and last three intrapeptide hydrogen bonds, respectively. The slope
of the loss of hydrogen bonds appears to be slower in the second regime than in the
third regime and corresponds to the small change in the slopes in the PMF. Finally,
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Figure 16: The average number of internal hydrogen bonds in deca-alanine in vac-
uum and solvent as a function of its end-to-end distance is shown in the top and
middle panels, respectively. The average number of hydrogen bonds between deca-
alanine and the water molecules is displayed as a function of the reaction coordinate
in the bottom panel In all panels, the results are obtained for three different pulling
velocities: 100Å/ns (black), 33Å/ns (red) and 10Å/ns (green). The only exception is
found in the top panel in which the red curve was not computed, and hence is not
shown, as there is clear convergence between the displayed curves.
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Figure 17: The structure of decaalanine (with the water solvent hidden) is shown
at 11 points along a single steered MD unfolding pathway at 300K. The first of
these 11 snapshots (top left) is the initial configuration, the remaining 10 snapshots
are the final configurations picked at the end of each step according to JA criteria
described in this supplementary document. The decaalanine backbone is illustrated
using a brown ribbon. Also embedded on the ribbon is the atoms of each alanine
residue (blue, nitrogen; cyan, carbon; red, oxygen; white, hydrogen). The reaction
coordinate begins from top left and goes towards bottom right by walking along each
row.
the fourth regime exhibits little change in hydrogen bonding, and corresponds to the
relatively flat energetics in the PMF. These observations are thus consistent with the
hypothesis that the energetics of the stretching of NPY are primarily correlated with
the making and breaking of hydrogen bonds within the peptide and to the solvent.
4.3.4 The initial configurations in the adaptive SMD stretching of de-
caalanine in solvent
The structures at the beginning of each step of the adaptive SMD stretching of de-
caalanine in vacuum are displayed in Figure 17. These structures are selected ac-
cording to the criteria which selects the structure whose energy best matches the
Jarzynski average at the end of the previous step.
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4.4 Conclusion
Steered molecular dynamics (SMD) is a non-equilibrium MD method in which a
series of external force is applied on a particular atom or group of atoms so that the
system proceeds along a desired direction. The nonreversible work required to move
the system throughout the simulation is then averaged using the non-equilibrium
work relation (Jarzynski’s inequality) to calculate the potentials of the mean force
(PMF). We have recently introduced an adaptive implementation of this technique
where the reaction coordinate is staged into multiple steps [Ozer et al., J. Chem.
Theory Comput., 6, 3026-3038 (2010)]. Therein, we have demonstrated that for cases,
where the work distribution fluctuates over a large energy range (i. e. unfolding of
the neuropeptide Y) and thus large number of trajectories are needed converge the
average work, adaptive SMD will restrain the work across each step so that the PMF
converges with fewer trajectories.
This chapter demonstrates that adaptive SMD methodology can reproduce the
free energy profile of deca-alanine stretching obtained earlier in vacuum [136] using
significantly less CPU time. It can also be used to obtain the PMF for the stretching
of deca-alanine in solvent. In so doing, we also track the number hydrogen bonds
within the peptide and between the peptide and solvent. The results provides new
insight into the unraveling of a helical peptide and the role of hydrogen bonding
therein. Solvent molecules stabilize the stretched deca-alanine by quickly replacing
the broken intrapeptide hydrogen bonds. Not surprisingly, the hydrogen bonds that
stabilizes the helix of deca-alanine resist the pulling when in vacuum much longer
than when the peptide was exposed to solvent.
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CHAPTER V
ADAPTIVE STEERED MOLECULAR DYNAMICS OF
THE LONG-DISTANCE UNFOLDING OF
NEUROPEPTIDE Y
5.1 Overview
The neuropeptide Y (NPY) ligand has been a primary target of many recent phar-
macological studies because of its implicated function in the brain [174, 175, 176, 177,
178]. Consisting of 36 amino acids, NPY is the most abundant neuropeptide in the
mammalian central nervous system [174] and widely expressed in the peripheral ner-
vous system [175]. Several important physiological activities such as induction and
control of food intake, inhibition of anxiety, increase in memory retention, presynap-
tic inhibition of neurotransmitter release, vasoconstriction and regulation of ethanol
consumption have been attributed to NPY [176]. The multifunctionality of NPY is
the result of its affinity to bind to at least six receptor subtypes—enumerated as
Y1 through Y6—belonging to the rhodopsin-like superfamily of G protein-coupled
receptors. It has been shown that receptors Y1, Y4 and Y6 are closely related to
each other [177]. A recent study on the evolution of neuropeptide Y receptors (Y3
was not investigated) has lead to a partitioning into three subfamilies of receptors:
Y1/Y4/Y6, Y2 and Y5 [178].
NPY is a member of the pancreatic polypeptide (PP) hormone family that includes
also pancreatic polypeptide (PP) and peptide YY (PYY) [179]. All three ligands
share a common hairpin-like structure in tertiary form called the PP-fold. Therein,
the the N-terminal residues (1-8) adopt a polyproline type II helical conformation
(tail), residues 9-13 form a loop that allows the tail to fold onto an α-helix (residues
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14-31), and the C-terminal residues (32-36) are so flexible that they do not participate
in the α-helical conformation (14-31) [180, 181, 182]. NMR studies have shown that
NPY adopts a different conformation in dimeric form [183, 184, 185] or when bound
to membrane mimetic, dodecylphosphocholine (DPC) micelles [186, 187]. In this
particular state, the NPY tail is observed to be destabilized and positioned away
from the α-helix. Recently, Bettio et al reported, in contrast to earlier reports [180,
181, 182], that at low concentrations monomeric NPY favors a less ordered structure
in which the β-turn of NPY is more destabilized [188].
The numerical study described herein aims to provide a dynamical explanation
for the mechanism performed by an NPY molecule during its structural transition
between the reported open (PDB [39] ID: 1PPT [189]) and closed (PDB ID: 1RON
[185]) conformations as shown in Figure 18. Knowledge of the pathway may be of use
in the design of ligands to stimulate NPY towards the desired fold in vivo, regulators
for the binding of NPY to lipid membranes, and alternative receptors. The present
work, in particular, provides some insight on the likely form—PP-fold or free tail—
adopted by NPY as it binds to a receptor.
5.2 Model and methods
The work described in this chapter is structured as follows: High temperature MD
simulations are used to accelerate the unfolding process and to observe a possible
unfolding pathway for said process. The proposed unfolding pathway is investigated
using steered molecular dynamics (SMD) simulations. The free energy along this
path is generally obtained from the SMD trajectories through the use of Jarzyn-
ski’s nonequilibrium work relation. Unfortunately, the standard application of this
approach did not converge within available computational resources. An auxiliary
central result of this work is the development of a stepwise adaptive SMD scheme
for the calculation of the free energy along a nonlinear and large-distance pathway,
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reviewed in Section 3.4.
5.2.1 Determining unfolding pathway of neuropeptide Y via molecular
dynamics at elevated temperatures
The relative dynamics of the α-helix and tail in NPY immersed in a periodic box
of water molecules have been simulated using several computational protocols to
overcome the long times needed to follow simulations of the folding process. The
focus of the simulations is the unfolding of NPY as it is faster than the folding
process while still revealing the folding pathway(s). The initial state of the unfolding
process —namely, the protein’s crystal structure— is also more clearly defined than
the structures of the unfolded protein basin, and this offers additional numerical
advantages in attempts to map out the pathway [190].
Molecular dynamics simulations have been carried out using the NAMD [171]
molecular dynamics integrator with the forces in NPY specified through the CHARMM
force field [172]. The water molecules are treated using the TIP3P model, and 13,178
water molecules are included in the cube. A time step of 1 fs has been employed in
all simulations. Electrostatic interactions have been calculated through the particle
mesh Ewald (PME) method [191]. Solvated structures are initialized by inserting
NPY into an appropriately-sized cavity created within an equilibrated neat water
box. These are equilibrated at 50K for 5 ps and subsequently heated gradually to the
temperature of interest. An NPT equilibration run (at the desired final temperature)
is then performed to ensure that the cubic box has a density consistent with 1.0 atm
of pressure. Temperature control is realized within the NAMD program by integrat-
ing the Langevin equation with the Brunger-Brooks-Karplus (BBK) method which is
a natural extension of Verlet integration. This results in an ensemble of structures in
which NPY is constrained to its folded state within an equilibrated solvent inside of
a cubic box with sides roughly between 70-75Å.
Each member of the ensemble of solvated folded-NPY structures is allowed to
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Figure 18: The structure of NPY (with the water solvent hidden) is shown at 5
points along a single steered MD unfolding pathway at 500K. The NPY backbone
is illustrated using a brown ribbon. The three residues most clearly marking the
unhinging of the tail are shown in atomistic detail: LEU24 (in black on the helix),
ALA12 (in black on the turn), and PRO5 (in red on the tail)
freely propagate for 5ps under constant (N, V, E) conditions. It is common practice to
run such simulations under constant (N, V, T ) conditions using thermostats on all the
atoms in the system. However, this has a possible negative side effect of suppressing
fluctuations in energy that lead to correlated energy flows between molecules, and
more significantly between the unfolding mode and any other mode in the system.
The alternative is to run the simulation under constant (N, V, E) conditions at an
energy that is thermodynamically consistent with the temperature. This has the
disadvantage that the total energy of the box is constant, but with a sufficiently
large water box the effective dynamics of the NPY protein will still be that of an
open system at constant temperature. The results from a small number of (N, V, T )
and (N, V, E) MD simulations are described later, but the conclusion is that all the
remaining simulations could be performed using constant (N, V, E) conditions without
losing the notion of temperature along the unfolding path.
Although we are primarily interested in the unfolding dynamics of NPY at 310K,
the duration of such trajectories is so long that it would entail simulations that are
cost-prohibitive. Among several accelerated dynamics approaches now available in
the literature, we chose to overcome this obstacle using temperature acceleration [192,
130] as it has been previously reported to accelerate the unfolding process without
altering the pathway [127]. Preliminary runs were tested at T=300K, 367K, 433K,
and 500K in a cubic box of sides 75Å solvated with equilibrated water (TIP3P)
molecules. As will be shown below, NPY unfolded only at 500K within 100 ps, and
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hence it became the temperature of choice for the accelerated MD simulations in this
work. 500K is well above any natural biological temperature, and is also above the
protein melting temperature, Tm. So an experimental system under these conditions
may exhibit different dynamics than the biological case [192]. The water system in the
computer model, however, remains as a metastable and superheated liquid because
neither chemical bond breaking-and-making or evaporation pathways are available
to it. The key assumption is that the dynamical pathways also remain in the same
universality class, and thus we require additional tests to confirm the predictions of
correlation functions using temperature acceleration. As will be discussed below, the
model system exhibits the appropriate chemical structures (in the same universality
class) as those of the lower temperature.
5.2.2 Steered molecular dynamics of the unfolding of neuropeptide Y
As will be explained in detail during the discussion of the results (i.e. Section 5.3.1),
the reaction coordinate of the unfolding of neuropeptide Y is estimated as an unhing-
ing of the polyproline tail away from the α-helix. Steered MD simulation is, therefore,
performed by pulling PRO5 at a constant velocity relative to the alpha helix on NPY.
The choice of PRO5 is motivated both by experiment and computation. It has been
previously reported that 1-4 amino acids of NPY (TYR1 to LYS4) form salt bridges
with corresponding receptors [193]. Recent studies have indicated that binding hot
spots at protein-protein interfaces exhibit high frequency fluctuation [194]. This sug-
gests that the four residues from TYR1 to LYS4 of the NPY tail fluctuate faster than
the other tail residues. Therefore, the choice of PRO5, rather than one of these other
residues, allows us to drive the unfolding of the semi-rigid tail (including residues
PRO5 to ASP11) while allowing the residues from TYR1 to LYS4 to fluctuate freely.
Meanwhile the alpha helix must be represented by at least two fixed points so as to
define the requisite hinging motion. These residues are LEU24 on the α-helix and
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ALA12 on the hinge connecting the helix to the polyproline tail. The constrained
system can therefore be designated through two variables: the LEU24-ALA12-PRO5
angle and the ALA12-PRO5 distance.
5.2.3 Adaptive steered molecular dynamics of the unfolding of neuropep-
tide Y
As will be seen in Section 5.3.2, the estimated free energy of the extended motion of
a finite number of NPY unfolding trajectories is dominated by very few lowest energy
trajectories once the applied work gets much greater than a few kBT s. This results in a
weak upper bound to the PMF, which is also observed as the non-vanishing third order
term in the cumulant expansion. As discussed in Chapter III thoroughly, adaptive
integration of the steered MD methodology overcomes this problem by restraining the
generated work distribution within Gaussian range at all points along the reaction
coordinate. This is achieved by staging the reaction coordinate into multiple steps.
Any given step, i, is sampled over an initial configuration that had been obtained at
the end of the previous step, i − 1. In the case of the unfolding of neuropeptide Y,
the unfolding pathway (Section 5.2.2) was divided into 20 steps.
5.2.4 Transition state theory and rates
The experimental results, unfortunately do not provide a potential of mean force
that can be used to compare directly to the computational work. Instead, we use
the relative stability of the folded and unfolded states (as suggested by the calculated
∆Gu←f) to compare to the experimentally known stable structures. In addition, the
rates of the unfolding and folding processes can be determined using transition state
theory for the PMF determined along the unfolding path. These will be compared to
the findings from both the molecular dynamics trajectories and experiment.








where ∆G‡ is the free energy barrier of the transition. Although much work has been
done to go beyond this simple estimate [195, 196, 197], it is reasonably accurate for
the order of magnitude of the rate.
5.3 Results and discussion
Analysis of the trajectories was carried out by several methods. Both pepstat, which
is our own code, and the NAMD/VMD package were used for trajectory analysis,
with the latter focusing on the graphical representations of the trajectories.
5.3.1 Neuropeptide Y unfolds by the unhinging of its polyproline tail
away from the α helix
Although the tail section exhibits the most dramatic dynamical changes, structural
metrics were collected throughout the protein simulations. Within the polyproline








(rk − rmean)2 , (42)
are measured. The time-dependence in the tail-to-helix distance is inferred by way of
the pairwise distances between residue pairs, 1-31, 4-27, 5-24, 7-20, and 8-16.
The results shown below [cf. Figure 19(b)] suggest that the unfolding pathway
involves the unhinging of the tail away from the α-helix instead of sliding. This un-
hinging occurs about the pivot represented by the ALA12 residue, and is measurable
through a so-called tail-turn-helix angle. While the α-helix is relatively stiff through
this unfolding, the N-terminal of the polyproline tail—and particularly TYR1 to
LYS4—is much floppier. The remaining residues (PRO5 to ASP11) on the tail follow
a smoother unhinging and can be used to define the tail-turn-helix angle.
Unfolding of NPY was first investigated through unconstrained MD simulations.
MD trajectories were propagated using NAMD with the CHARMM forcefield in an

















Figure 19: (a) A backbone ribbon diagram of NPY is shown in brown with the
helix emphasized by the thick ribbons as usual. The residue, ALA12, at the turn is
shown in magenta and acts as the hinge Pairs of residues that are in contact in the
folded NPY and whose relative distances and angles are tracked in the following are
color coded as in the following scheme; black for TYR1 and ALA31, red for LYS4
and TYR27, green for PRO5 and LEU24, blue for ASN7 and TYR20, and yellow for
PRO8 and ASP16. Note that residue positions 14-31 correspond to the helix. (b)
The unfolding path is illustrated on the right, wherein the helix and hinge regions
are held fixed while 5 images of the tail are overlayed. The PRO5 residue, which is
explicitly used for steering relative to the fixed residues LEU24 and ALA12 (shown
in black), is shown in five different colors along the unfolding path: red → magenta
→ yellow → green → blue.
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performed for this analysis of NPY unfolding at each of several temperatures, 300K,
367K, 433K and 500K. At low temperatures, no unfolding was observed in 1ns simu-
lations, (not shown). At 500K, all of the 50 generated trajectories unfolded within a
1ns observation window.
Detailed analysis of the time-dependence of the helix-tail separation in the 500K
unfolding trajectories reveals a hinge-like motion. The distance between the five pairs
of residues initially in contact within the folded NPY are shown in the bottom panel
of Figure 20. Pairs of residues farther from the turn (ALA12) move to a more distant
positions as the protein unfolds. All but the farthest residue pairs sweep a similar
angle relative to the turn (ALA12) as shown in the top panel of Figure 20. This
suggests that tail hinges away from the helix about the turn during the unfolding
process. It does not, however, follow this path linearly. The farthest residue pairs
violate the quantitative agreement because the residues at the end of the tail are
much more mobile and exhibit large fluctuations in position.
Both experimental [198, 199] and computational [193] studies have suggested that
residues 1-4 of the NPY tail form a pharmacophore that plays an active role during
NPY binding to receptors. As postulated by Ertekin et al [194], interface residues
that are in close contact with binding protein residues have a higher packing density
and exhibit high frequency fluctuation [194]. The dynamics of the tail shown in
Figure 21 is in good agreement with these previous reports. The part of the tail
that is proximal to the hinge (including all the residues up to PRO5) have nearly
similar geometric properties (in terms of the length and radius of gyration) through
the entire unfolding process. The rest of the tail, however, exhibits a significant
geometric change through the unfolding process. It appears to be relaxation of the
tail end toward a more compact structure in the vicinity of the proximal part of the
tail.
The unfolding path thus appears to be primarily following the unhinging of the
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Figure 20: The bottom panel displays the average time-dependent displacement
between the tail-helix residue pairs identified in Figure 19 labeled by the same colors
as NPY unfolds at 500K. The top panel displays the corresponding time-dependent
angles spanned by a given pair of residues with respect to ALA12.
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Figure 21: The top and bottom panels display the radius of gyration and end-to-end
displacement as a function of simulation time of two different segments of the NPY
tail: ALA12 to TYR1 (black) and ALA12 to PRO5 (green). [cf. Figure 19(b) for the
identification of the residues.]
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proximal part of the tail about the ALA12 hinge. Through this process, the tail
appears to be nearly rigid up to PRO5, while it the more distant residues are much
more mobile. Hence PRO5 is associated in the remainder of this work with the
unfolding (reaction) path illustrated in Figure 20. Following Daggett and coworkers
[200], we therefore suppose that this unfolding path is followed not just at the elevated
temperature of 500K, but also at experimentally accessible temperatures.
5.3.2 Potentials of mean force obtained using steered molecular dynamics
is dominated by the rare low energy configurations
Our objective is to learn about the dynamics of NPY at temperatures relevant to
the experimental systems. The accelerated MD simulations provided us rates only
at the locally stable temperature of 500K. They also suggested an unfolding path
along which we can calculate the PMF at lower temperatures for the purpose of
obtaining relative rate information as will be done in the next subsection. The PMF
must be calculated at 500K for comparison with the MD simulations. For the lower
temperature, we choose 310K as is the so-called body or in vivo temperature and
is the temperature at which several experimental studies have explored the NPY
dynamics [181, 182, 186]. The determination of the PMF at these two temperatures
is nontrivial because the models are quite large (consisting of 40,123 atoms) for which
a single nanosecond trajectory takes approximately 100 hours on one computer core.
Nevertheless, the non-equilibrium SMD approaches described in Chapter III were used
to obtain the PMFs. The non-equilibrium simulations were realized using NAMD with
the CHARMM forcefield for NPY in an explicit water solvent (TIP3P). All standard
configuration parameters were the same as in the unconstrained MD simulations. The
PMFs determined by either SMD approach required 110 hours running on forty-eight
2.33GHz Intel 64 CPUS for 144 1ns trajectories at a cost of 5280 CPU hours.
Steered MD trajectories have been obtained at high temperature (500K) as well
as at body temperature (310K). The unhinging of the tail was steered by pulling
73











































Figure 22: The average displacements in the system are shown along the parameter-
ized path λ for the adaptive SMD at 310K and 500K. The displacements ξx = (r, θ)
fixed by the non-equilibrium process correspond to the radial distance r of PRO5 from
the hinge (ALA12) and the angle θ spanned by the PRO5-ALA12 and LEU24-ALA12
vectors.
PRO5 (coupled to a dummy atom through a spring constant as per Equation (37))
relative to the virtually fixed residues ALA12 at the turn of the loop and LEU24 on
the α-helix. The unfolding path, which the dummy atom follows, is a discretization of
the pseudocircular path shown in Figure 19(b) with each of the N finite steps taken
to be linear. Specifically, the external force was applied on PRO5 to steer it from
an initial configuration of the PRO5-ALA12-LEU24 angle θinitial and radius rinitial
to the final values, θfinal and rfinal. At 500K, θinitial = 24.36
◦ and rinitial = 16.09Å.
At 310K, θinitial = 24.41
◦ and rinitial = 15.49Å. At both temperatures, the final
configuration is θfinal = 144.4
◦ and rfinal = 14.3Å. The initial configurations for
the two temperatures differ because each were prepared from equilibration runs at
the respective temperatures. All control parameters, such as pulling velocity (v =
33Å/ns) and spring constant (k = 7.2kcal/mol), were kept identical to each other so
as to render comparable results. The degree to which the PRO5 residue followed the
unfolding path through the SMD simulations is shown in Figure 22. On average, both
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θ and r follow the linear displacement well as expected for a constant velocity pulling
SMD simulation. The fluctuations around the average are small and also consistent
with this conclusion.
At each temperature, 144 independent SMD trajectories were generated. (The
number is 144, not 100, because of technical reasons related to the architecture of
the particular computer cluster and the number of simultaneous trajectories—three—
that could be run per core without increasing the wall clock time.) This number was
sufficient to converge the adaptive SMD trajectories and therefore serves as a good
foil for the comparison of the two methods utilizing a similar amount of computa-
tional resources. Figure 23 shows the work and the averaged PMF using Jarzynski’s
relation at both 500K (top) and 310K (bottom). There are only a limited number of
trajectories contributing to the PMF of the system at each temperature. This sug-
gests a need for many more trajectories in order to converge the Jarzynski average.
Indeed, the original deca-alanine in vacuum SMD PMFs calculated by the Schulten
group [153, 136] required over 10,000 trajectories on this much smaller system.
The lack of convergence of this approach (using a limited number of trajectories)
is also illustrated by the comparison of the PMF between Jarzynski’s average and
the second order cumulant expression shown in Figure 24. The two expressions are
equal In the limit that the work distribution is Gaussian because of the well-known
Marcinkiewicz’s theorem [201]. The lack of agreement between the two expressions
is due both to the use of too few trajectories and also the fact that the observed
trajectories were able to stray far from the relevant configurations. The consequence
of the latter is that the statistics of the work contributions are far from Gaussian
and hence the second order cumulant expression deviates greatly from Jarzynski’s
average. As mentioned in Section 3.4, this problem can be overcome by decreasing
the pulling velocity. The problem with this approach is that in order to acquire a
converged PMF one may need to decrease the pulling velocity as low as the reversible
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Figure 23: The work for 144 individual trajectories α (in black) and the PMF (in
thick-red highlighting of a black-dashed curve) obtained using the Jarzynski equality
are displayed as a function of the parameterized unfolding path at 500K (top panel)
and 310K (bottom panel).
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Figure 24: The PMF obtained using Jarzynski’s equality (red, cf. Equation (22))
and second order cumulant expression (black, cf. Equation (24)) obtained from a
standard SMD calculation with 144 trajectories are displayed as a function of the
parameterized unfolding path at 500K (top panel) and 310K (bottom panel).
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Figure 25: The work for 144 individual trajectories α (in black) and the PMF (in
thick-red highlighting of a black-dashed curve) obtained using the Jarzynski equality
are displayed as a function of the parameterized unfolding path at 310K. The pulling
velocity in this experiment is decreased by 50% compared to the experiment that led
to Figure 23.
velocity which is computationally not feasible for a large system such as neuropeptide
Y. Figure 25 demonstrates the indifference between the 33Å/ns pulling (Figure 23)
and the 17Å/ns pulling (Figure 25). The PMF in the latter is also dominated by
the lowest energy trajectory. Although not shown, the second order cumulant of this
slower pulling experiment did not converge onto the Jarzynski’s average, neither.
5.3.3 Potentials of mean force obtained using adaptive steered molecular
dynamics converge with significantly fewer trajectories
The adaptive SMD method described in Chapter III preempts the work distribution
of high barrier PMFs from losing their Gaussian nature by partitioning the unfolding
path into several steps over which the PMF undergoes smaller changes. For the curved
unfolding path illustrated in Figure 19(b), we found convergence when we used 20
steps and a mere 144 trajectories per step. As noted earlier, the total computational
cost is almost the same excluding the negligible cost required for trajectory compar-
ison at the end of each step. As before, 144 independent adaptive SMD trajectories
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Figure 26: The work for 144 individual trajectories α (in black) and the PMF (in
thick-red highlighting of a black-dashed curve) obtained using adaptive SMD are
displayed as a function of the parameterized unfolding path at 500K.
were generated for each of the two temperatures, 310K and 500K.
The work and the averaged PMF using adaptive SMD (Equation (35)) are shown
in Figure 26 (500K) and Figure 27 (310K). Unlike in the results for the standard
SMD simulations shown above, the PMFs are not dominated by the lowest energy
trajectories. On the contrary, the PMF for each step has contributions from several
trajectories. The results obtained for the PMF using the adaptive SMD method
(cf. Equation (35)) with Jarzynski’s equality (cf. Equation (22)) shown in Figures 26
and 27 are reproduced in Figure 28. Therein, the PMFs obtained with the second
order cumulant expression (cf. Equation (24)) are also shown. The agreement is
remarkable as the differences are not visible at this level of resolution. Though not
shown, the number of sampled trajectories was doubled leading to no significant
change in the converged PMFs. Thus the adaptive non-equilibrium process appears
to result in a better estimate of the PMF with a limited number of trajectories, i.e.,
computational resources.
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Figure 27: The work for 144 individual trajectories α (in black) and the PMF (in
thick-red highlighting of a black-dashed curve) obtained using adaptive SMD are
displayed as a function of the parameterized unfolding path at 310K.
The PMFs in Figure 28 also provide information about the energetics of the un-
folding process of NPY at the two temperatures, 310K and 500K. The barrier height
to unfolding is approximately 15 times the elevated temperature whereas that ratio is
40. As NPY had exhibited only partial unfolding at the high temperature, it is there-
fore not surprising that the low temperature MD simulations did not unfold within
the 1 nanosecond observation window. In addition, the folded state has a lower PMF
and is therefore predicted to be the more stable form for monomeric NPY at 310K.
5.3.4 The folding and unfolding rates of NPY
The barrier height for the transition from the folded to unfolded conformations of
NPY has been found to be 24 kcal/mol and 17 kcal/mol for 310K and 500K, re-
spectively. From these activation energy values, the rates have been calculated as
5.1 × 10−5s−1 and 5.5 × 105s−1 again for 310K and 500K, respectively. The inverse
of these rates corresponds to a lifetime for the NPY unfolding transition. At the
accelerated temperature (500K), this lifetime is 1.8 µs and is consistent with the fact
that the NPY trajectories would explore the unfolded space within 1ns as seen in
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Figure 28: The PMF obtained using Jarzynski’s equality (red, cf. Equation (22))
and second order cumulant expression (black, cf. Equation (24)) obtained from an
adaptive SMD calculation with 144 trajectories are displayed as a function of the
parameterized unfolding path at 500K (top panel) and 310K (bottom panel). Note
that the black curves are nearly entirely covered by the red curves and hence not very
visible.
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the MD simulations. At the body temperature (310K), this would suggest a lifetime
over 5 hours which is consistent with the fact that none of the low temperature NPY
proteins unfolded during the MD simulations.
5.4 Conclusion
The unfolding path of NPY has been suggested by accelerated MD simulations to be
the unhinging of the polyproline tail away from the alpha helix about the turn (near
ALA12.) The NPY tail maintains its overall shape between PRO5 and ASP11 while
unhinging away from NPY helix. As the NPY unfolds along the path, the first four
N-terminal residues (TYR1 to LYS4) fluctuate freely when no biasing force is applied
on them. This observation is consistent with earlier reports which hypothesized that
these fours residues on the polyproline tail of NPY form a pharmacophore at the
NPY-receptor interface during NPY bioactivity [193]. This has been justified by the
fact that protein-protein interfaces have been seen to be enriched in the presence of
high frequency fluctuating residues [194].
The potentials of mean force along the folding path provide a more detailed view
of the dynamics. This was possible because of a generalization of SMD (also known
as force-biased simulations) using the adaptive scheme introduced in this work. The
barrier heights and associated rates of the NPY unfolding transition at an accelerated
temperature (500K) and the in vivo temperature (310K) agree well with the numer-
ical MD simulations (reported here) and those authors [180, 181, 182] which have
proposed the stability of PP-fold based on their experimental findings. At the in vivo
temperature, we have determined an unfolding rate for NPY on a time scale longer
than 5 hours. The typical single-domain protein folding/unfolding time scale is a few
µs at the fastest and a couple hundred µs at the slowest [202]. We thus conclude that
at 310 K monomeric NPY does not unfold. This conclusion is consistent with our
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preliminary unconstrained MD simulations in which NPY did not unfold at temper-
atures up to 433K. The fact that the unfolded NPY state has a higher free energy
than the folded structure also suggests that NPY monomer in solution is folded in
the pancreatic-polypeptide (PP) fold. This result is also consistent with the experi-
mental hypothesis that the NPY dimer is biologically inactive in solution because the
tail moves away from the PP-fold [182]. This indirectly suggests that the biological
activity of the NPY monomer results from the stability of the folded structure in
agreement with the energetic stability found in this work. Recently, Bader et al [186]
reported that micelle-bound form of NPY demonstrates a less ordered conformation
than the PP-fold. In this less-ordered conformation, the NPY tail is observed to be
fluctuating (Figure 3 in Bader et al) while the α-helix remains stable. Our results
suggest that this is due to the specific contacts, formed between micelle and side
chains of NPY α-helix, replacing the favorable polyproline tail and α-helix contacts
observed in the PP-fold.
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CHAPTER VI
ADAPTIVE STEERED MOLECULAR DYNAMICS OF
THE LONG-DISTANCE UNFOLDING OF PORCINE YY
AND VARIOUS MUTANTS OF PORCINE YY
6.1 Overview
Adopting the same pp-fold as neuropeptide Y (NPY), porcine peptide YY (PYY) is
another widely studied naturally occurring helical hairpin. PYY assumes the native
pp-fold in which a type II polyproline (PPII) helix (at the N terminus) is folded onto
an α-helix (at the C-terminus). The stability of the pp-fold is characterized by a well
defined hydrophobic cluster emerging from the side chain interactions between the
PPII helix and the α-helix [203, 204, 187]. Although the folding mechanism and un-
folding thermodynamics of helical hairpins are investigated extensively, most of these
studies are based on the kinetic research of the helical hairpins which are stabilized by
the disulfide bridges formed between the α-helix and PPII helix [205, 206, 207, 208].
For example, the folding mechanism of Z34C, an example to cystine stabilized helical
hairpin, has been proposed recently by Du and Gai [209]. The existence of a very
strong disulfide bond between the two helices of a helical hairpin artificially reduces
its accessible conformational space. As a result, thermodynamic and kinetic results
obtained from studying such hairpins may not reflect their complete folded and un-
folded ensemble. It is, therefore, of great significance to elucidate thermodynamics
and kinetic information regarding the folding/unfolding mechanism of PYY, which
assumes the helical hairpin like pp-fold without any disulfide bridge.
Recently, Waegele and Gai have reported on the kinetic behavior of the unfold-
ing of PYY and several mutant of PYY [210]. Their report has provided important
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insight on the kinetic roles of the structural elements of the pp-fold such as (i) the
hydrophobic cluster between the two helices and (ii) the stable turn. Their experi-
mental study is based on the comparison of the infrared response displayed by the
native PYY and several of the mutants. They have measured the relaxation rate,
folding rate and unfolding rate at several temperatures ranging from 293K to 343K
using temperature-jump infrared spectroscopy [211] in conjunction with site-directed
mutagenesis [212]. Mutations are designed as to (i) identify the effect of hydrophobic
interactions between the side chains of the two helices of PYY on the stability of the
pp-fold (i.e. A7Y, Y21A, Y27A) and (ii) elucidate the structural significance of the
turn region (S13A, P14A). An illustration of the positions of the mutated residues is
displayed in Figure 29.
Their findings suggest that, at 303K, mutations that weaken the hydrophobic
cluster (Y21A and Y27A) reduce the folding rate while the mutation that strengthen
the hydrophobic cluster (A7Y) increase the folding rate. On the other hand, at the
same temperature, mutations at the turn region result in a decrease in the folding
rate. When the temperature is elevated to 323K, the effect of the hydrophobic dele-
tion mutations reverse in the sense that the mutants —S13A and P14A— become
fast folders whereas the folding rate of A7Y structure slightly decreases. The high
temperature kinetics may suggest that the unfolded state conformation at high tem-
perature is more compact. This is in fact a plausible explanation since hydrophobic
interaction strengthens as temperature increases. The numerical study described in
this chapter aims to provide a dynamical explanation to the kinetic interpretation
that Waegele and Gai reported at both temperatures.
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Figure 29: A backbone ribbon diagram of PYY is shown in brown with the helix
emphasized by the thick transparent ribbon. Residues that are atomically detailed
represent the mutations and they are color coded as in the following scheme; magenta
for A7Y, green for S13A, red for P14A, blue for Y21A, and cyan for Y27A. Note that
residue positions 14-31 correspond to the helix. The large black dot represents PRO5
which is pulled along a circular unfolding pathway. The large silver dots represent
LEU24 on the helix and ALA12 on the turn, respectively. LEU24 is harmonically
fixed at the initial position whereas ALA12 is allowed to move freely.
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6.2 Model and methods
6.2.1 Adaptive steered molecular dynamics of the unfolding of porcine
YY and its mutants
The unfolding pathway of the PYY is assumed to be similar to NPY since they
share the same pp-fold in monomeric form. Therefore, the simulation parameters
that have been employed to investigate the unfolding of PYY and its five mutants
are set to be identical as the parameters employed for the NPY study. The details of
the simulation parameters are discussed in Section 5.2.1 of Chapter V. The unfolding
pathway of PYY is also assumed to be similar to that of NPY. The only difference
is, in the line of the findings of Waegele and Gai, that the turn region is allowed to
move freely while in the case of NPY it was constrained with ALA12 fixed. PRO5 has
been steered along a circular path to unhinge with respect to the fixed LEU24 and
the initial coordinates of ALA12 (not fixed). Adaptive steered molecular dynamics
simulations have been implemented along this unfolding coordinate for PYY and its
five mutants. PRO5, LEU24 and ALA12 have been marked as dots in Figure 29 for
visualization.
6.3 Results and discussion
6.3.1 Potentials of mean force obtained using steered molecular dynamics
of porcine peptide YY are not as structured as of neuropeptide Y
Waegele and Gai have reported quantitative rates —at 303K and 323K— for folding
and unfolding of PYY and its five mutants. Our objective, is to estimate the activa-
tion energy, ∆G‡, from the potentials of mean force calculated via adaptive steered
molecular dynamics simulations. The simulations are implemented for each of the
six structures at both temperatures. The top panel in Figure 30 displays the PMFs
for the unfolding of each structure at 303 K. Although the PMFs do not identify the
two state unfolding that had been observed for the case of NPY, except for the A7Y
mutant a plateau at fully unhinged state is observed for all of the structures. This,
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Table 2: Comparison of experimentally and computationally determined unfolding
times at 303 K. Data for the experimental values are reported by Waegele and Gai
[210] whereas data for computational values are calculated as the inverse of the TST
rates obtained from adaptive steered molecular dynamics simulations.









however, is not a long-lived state as the barrier from this unhinged state back towards
the folded state is very little. The simulations are also implemented at 323 K. The
bottom panel in Figure 30 displays the PMFs for the unfolding of each structure at
this temperature. The PMFs again do not show a two state unfolding for the PYY
and its mutants.
One can calculate the transition state rates using the difference between the max-
imum and minimum values of the PMF in order to compare the quantitative fold-
ing/unfolding times produced by Waegele and Gai [210]. Table 2 shows the unfolding
times obtained from adaptive SMD simulations of the PYY and mutants compared
to those reported by their temperature-jump infrared investigation. Since, we have
overestimated the potentials of mean force for all structures. Therefore, the activation
energies, ∆G‡, inserted in Equation (41) become too high. The resulting rates, thus,
are negligibly small to yield almost zero population at the unfolded state.
Same as the results observed at 303 K, the activation energies, ∆G‡, are overesti-
mated. No long-lived unfolded state is observed for all of the six structures analyzed.
Table 3 displays the quantitative comparison between the unfolding times observed
in our adaptive SMD simulations and those produced by Waegele and Gai. The ob-
servation, that the resulting rates are negligibly small at 303 K, is also valid at 323
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Figure 30: The PMFs —as a function of the parameterized unfolding path— of
the unfolding of PYY and its five mutants are generated over an ensemble of 144
trajectories at 303K (top panel) and 323K (bottom panel). Black, the native PYY;
red, A7Y; green, S13A; blue, P14A; yellow Y21A; brown, Y27A.
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Table 3: Comparison of experimentally and computationally determined unfolding
times at 323 K. Data for the experimental values are reported by Waegele and Gai
[210] whereas data for computational values are calculated as the inverse of the TST
rates obtained from adaptive steered molecular dynamics simulations.









K. This is again due to the overestimated potentials of mean force which result in
relatively higher values of the transition state activation energy.
One may recall that the unfolding pathway applied on PYY is slightly different
than that applied on NPY and argue that different result is simply an artifact of
altering the reaction coordinate observed for NPY. Since the unfolding pathway of
NPY was not only observed in temperature accelerated MD simulations but also
confirmed in adaptive SMD simulations, this is actually a legitimate suspicion. In
order to eliminate such suspicion, the adaptive SMD simulations are also implemented
on native PYY only along the original unfolding pathway observed for NPY. The
results are summarized in Figure 31. The PMFs for the unfolding process where
ALA12 was actually fixed display higher values than those for the unfolding process
where ALA12 was allowed to move freely. In fact, the estimated activation energies
are far too larger than those calculated for the NPY even at 310K (See Fig 27. This
indicates that fixing the turn region does not necessarily yield better estimation of
the PMFs.
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Figure 31: The PMFs —as a function of the parameterized unfolding path— of the
unfolding of PYY are generated over an ensemble of 144 trajectories at 303 K and
323K. These PMFs are generated along two slightly different unfolding pathways; (i)
PRO5 is pulled along the circular path with ALA12 is not constrained (black straight,
at 303 K; black dashed at 323 K) (i) PRO5 is pulled along the circular path with
ALA12 is fixed at its coordinate (red straight, at 303 K; red dashed at 323 K)
6.4 Conclusion
The thermodynamics and kinetics of the pp-fold —adopted by the porcine peptide
Y (PYY) and several of its mutants— have been investigated using adaptive steered
molecular dynamics. Understanding the energetics and kinetics of the pancreatic-
polypeptide (pp) fold is of great significance because it is a naturally occurring helical-
hairpin in the absence of a dominant disulfide bond. Not being stabilized by the strong
disulfide attraction, the stability of the pp-fold can be elucidated by investigating
different interactions between the helices and turn region of the hairpin. One way to
investigate the roles of specific interactions on the stability is to mutate amino acids
and compare the energetics of the mutated peptide to that of the native peptide. In
order to understand the effect of hydrophobic interactions between the α-helix and the
polyproline helix three single point mutants of the porcine peptide YY (PYY) were
created, A7Y, Y21A and Y27A. Similarly, to understand the formation and stability
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of the turn region, two single point PYY mutants were created, S13A and P14A. This
set of mutations is set to be identical to the experimental design by Waegele and Gai
[210] to compare the numerical results obtained from the adaptive SMD simulations
of the unfolding of PYY and the above-mentioned mutants to the quantitative rates
obtained by Waegele and Gai.
Adaptive SMD simulations have been designed according to the assumption that
—since PYY is a member of the same pancreatic polypeptide family adopting the
same pp-fold— both should assume the same unfolding pathway. The potentials
of mean force obtained from the preliminary simulations do not seem to identify
the pp-fold and free tail form of the peptide accurately in the sense that they are
not as structured as the PMFs of the unfolding of NPY. It has been observed that
slight change in the unfolding pathway defined may lead to dramatic changes in
the structure and energetic if the PMFs (Figure 31). This observation shows that
we have not yet precisely describe the unfolding pathway of the porcine YY and
thus always estimating inaccurate potentials of mean force. Therefore, altering the
reaction coordinate applied through adaptive SMD simulations towards the correct




CONCLUDING REMARKS AND OUTLOOK
7.1 Comparative modeling point of view
D2Check utilizes the ψi-φi+1 dihedral angle distributions in addition to traditional φi-
ψi (Ramachandran) distributions of a reference set of structures —typically taken to
be a well-defined subset of the PDB— to obtain indirect information about the relative
propensity for secondary structure of a given protein or residue in comparison with
the reference set. The checking function is defined through the relative probability
that a given structure in the reference set will have a particular value of the structure
entropy of its dihedral angles. The latter, in turn, is defined using a Shannon entropy
based on the joint probability distributions for the angle pairs, ψi-φi+1 and φi-ψi,
along the entire structure. D2Check has previously been shown to provide explicit
information about pair residue interactions as well as an indirect picture of long
range correlations in a given protein structure by Hernandez and coworkers [84]. It
provides different structural information about a protein than that obtainable using
other checking functions such as PROCHECK [72, 73] and WhatCHeck [17] and is
therefore appropriate as a complementary tool.
Within the framework of this thesis, D2 analysis has been extended from the
protein level to the residue level. Residue level D2 compatibility of a given protein
structure is based on identifying typical and atypical values of amino acids in a given
structure. Extensive data mining on the 7,699 distinct structures in the protein
data bank showed that the D2 distribution forms a near perfect gaussian distribution
about 0 with a range from -3 t o+3. The distribution leaves only a small fraction (i.e.
0.22%) of the experimentally determined structures outside of this range—atypical
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structures. A given protein is among the 17 observed atypical structures only if most
of its amino acids have unusual dihedral angles (i.e. absolute value of the residual
D2 score greater than 3). This observation is used to develop a compact graphical
representation, color strip, by projecting the calculated residue level D2 scores on a
color coded scheme. In this scheme, red, green, blue corresponds to residual D2 scores
−3, 0 and +3, respectively. As hypothesized, the color strip is shown to differentiate
the atypical structures (red or blue rich strips) from the typical structures (green
rich strips). Color strips, thus, can be used for visual assessment of predicted or
experimentally determined structures at a glance.
The work is further extended towards analyzing structural similarities/differences
amongst protein families and structural effects of mutations using the difference of two
color strips. Graphical representation of color strip difference has been found to be
effective in identifying the conformational deviations observed in a family of mutants
(several LYS116 mutants of staphylococcal nuclease) with respect to the wild type
staphylococcal nuclease. Residue level D2 analysis has successfully identified the
mutation region as well as other active sites of staphylococcal nuclease [148, 149]. D2
does not claim to spot active sites in a given protein or to grade structural fidelity of a
given structure. It does however, provide additional long range information obtained
from ψi-φi+1 angle pairs. In doing so, it might claim a complementary role to the
assessment tools that only uses φi-ψi angle pairs.
The D2Check server enables users to easily and quickly obtain the D2Check values
for a structure that has already been deposited into the PDB or for a new structure,
uploaded by the user, at the residue and protein scales. As discussed in previous work
[84], these values indicate the degree to which the propensity for secondary structure
along a chain is or is not in agreement with the training set from the PDB. This
in turn can sometimes identify possible errors in the structure. More importantly,
it can also identify regions of the protein that are highly sensitive to tertiary (or
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higher) structural elements. Thus it is hoped that this new tool will be useful to the
community as it stands.
7.2 Dynamical perspectives
The stability and function of proteins hinge on the relative free energies of contacts
within a chain and contacts between its residues and the solvent. Several computa-
tional schemes are being developed in order to better characterize both of these types
of contact free energies for systems described at the molecular scale—viz. so-called
physics-based models. This includes, but is not limited to, replica exchange MD [128],
adaptive biasing force MD [131], and free energy perturbation MD [157, 158]. Among
the biased integration methods, steered molecular dynamics (SMD) in combination
with the Jarzynski’s nonequilibrium work relation [134, 135] has been shown to accu-
rately predict free energy profile of bioprocesses along a predefined steering path such
as an unfolding coordinate. The computational costs of these approaches, however,
is sufficiently large that only a few proteins have been analyzed in vacuum let alone
in solvent.
Although SMD, compared to unconstrained MD, effectively reduces the processing
cost in modeling large conformational changes of biomolecular systems, the amount
of force applied (ranging typically from 500 pN to several thousands pN) is far larger
than that applied in AFM experiments (up to a couple hundred pN) from which SMD
aims to reproduce the results. As the applied force (thus work) reads larger values, the
distribution of work gets distorted from Gaussian behavior which ultimately causes
the calculated PMF to be dominated by the lowest energy trajectories. These short-
comings can be surmounted but at significant computation cost by increasing the size
of the ensemble—requiring on the order of millions of realizations, by lowering the
pulling velocity or by equilibrating the system often and long. Instead, an adaptive
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algorithm [143] has been developed extending the Schulten-Jarzynski steered molec-
ular dynamics method for the calculation of PMFs when the subsystem is dragged
across long nonlinear paths. In such cases, the PMF can span many kBT ’s leading
to the sampling of non-equilibrium trajectories with work functions that fluctuate
over a very large energy range. Consequently, only a small fraction of the trajectories
generated from the SMD contribute nontrivially to the Jarzynski average. In order to
numerically converge this average one then needs to generate a large number of trajec-
tories which can be cost prohibitive. The adaptive algorithm allows one to break up
the SMD calculation in a series of steps. The free energy difference across each such
step is much smaller, and thereby allows convergence of the Jarzynski average with
significantly fewer trajectories. In this sense, the adaptive algorithm is not formally
better than the standard approach, but it is significantly more numerically efficient.
The conventional SMD methodology using the Jarzynski’s equality has previously
been implemented experimentally in molecular force pulling experiments by several
groups such as RNA unfolding via atomic force microscopy [213], mechanical unfold-
ing and refolding of proteins and nucleic acids via force-measuring optical tweezer
experiments [141, 214, 215, 216], and macroscopic mechanical oscillator in contact
with a heat reservoir [142] with the underlying theory having been recently clarified
by Zimanyi and Silbey [152]. Adaptive SMD could also be extended to such molecular
force pulling experiments. Instead of using single constant velocity force pulling, the
adaptive procedure would suggest the use of staged (or stepped) force pulling events.
The pauses between the stages need only be held long enough so that the environ-
ment to the constrained system can relax (while applying zero work). The numerical
success of the adaptive technique developed here may find numerous computational
applications (i.e. any SMD design can be converted to the adaptive SMD algorithm).
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7.2.1 Helix-coil transformation of decaalanine
Adaptive SMD has been implemented to investigate the helix-coil transition of deca-
alanine in vacuum. Park and Schulten’s data [136] of the potentials of mean force of
the deca-alanine stretching has been reproduced utilizing much lower computational
cost. The use of as few as 800 trajectories per step has been found to be enough
for the calculated PMF to reproduce the PMF obtained using 10,000 standard SMD
trajectories. The helix coil transition of deca-alaine in solvent (TIP3P) has also
been studied using the adaptive SMD methodology. As expected, water molecules
are observed to stabilize the unfolding process by immediately replacing the broken
intra-peptide hydrogen bond. This behavior is confirmed using a hydrogen bond count
analysis. In vacuum, intra-peptide hydrogen bonds tend to resist forced stretching In
solvent, however, intra-peptide hydrogen bonds are broken rather easily as the donor
and acceptor favorably interact with water molecules in their vicinity.
Within the context of decaalanine stretching, different selection criteria at each
step have also been investigated. These include choosing (i) the trajectory that is
closest to the Jarzynski’s average (JA), (ii) the minimum energy trajectory (MW),
(iii) the configuration that is nearest to the target steering path (RC). It has been
shown that RC causes strong energetic fluctuations and does not yield converged
PMF. MW underestimates the PMF even lower than the exact PMF obtained from
reversible pulling simulations. JA, on the other hand, results in the most robust and
converged PMF.
Another important observation from the study of the helix coil transformation
of decaalanine is the different energetics of the transition in vacuum with respect to
the transition in solvent. The comparison between the PMFs of the stretching of
decaalanine obtained in the two media provides substantial insight on the role of the
solvent in the helix-coil transformation of decaalanine. The free energy cost to un-
raveling the chain drops from circa 23 kcal/mole do circa 14 kcal/mole. The first half
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of the forced stretch in vacuum leads primarily to deformation of the intramolecular
contacts. Alternatively, this stretch in solvent leads to the breaking of intrapeptide
hydrogen bonds. The latter are replaced by hydrogen bonds to the solvent which
accounts for the energy stabilization described above. This suggests that the unrav-
eling of decaalanine—whether stretched by an AFM or optical tweezers—should be
sensitive to the hydrogen-bonding character of a solvent to a measurable degree.
7.2.2 Unfolding of pp-fold neuropeptides
The adaptive SMD algorithm has been applied to the unfolding of neuropeptide Y
(NPY). By definition, SMD needs a “reaction coordinate” along which the system
will be steered. The unfolding pathway of NPY has been characterized through
high temperature accelerated MD simulations (at lower temperature NPY did not
unfold within the 1ns simulation window). Unconstrained MD simulations at 500K
have resulted in rapid unfolding of NPY via a unhinging like mechanism. Although
controversial [192], the temperature jump is claimed to speed up the unfolding of
proteins without altering the pathway. Adaptive steered molecular dynamics has fit
in at this point to confirm the proposed unfolding pathway at lower temperature (i.e.
body temperature). The two state unfolding mechanism of this pp-fold peptide has
been observed at the end of adaptive steered molecular dynamics simulations. Finally,
the time scale of structural stability of NPY is obtained by way of a determination of
the transition state theory rates on the computed surfaces. Through transition state
rate calculations, monomeric NPY is shown to be much more stable when the tail is
interacting with the helix via side chains (i.e. pp-fold) So, the pp-fold is favored in
monomeric form of NPY, which was previously proposed by Nordmann et al [180,
181, 182]. Elucidating an accurate folding/unfolding mechanism for neuropeptide Y
is essential as the knowledge of the mechanism may lead to voluntary inhibition or
stimulation. The contribution towards understanding the structural events during
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NPY folding in monomeric form is thus essential as well.
Another test of the adaptive SMD methodology has been implemented to study
the unfolding of porcine YY (PYY) and several of its mutants. The significance
of studying this system is twofold: (i) PYY is a naturally occurring helical hairpin
with no disulfide bridge stabilizing the pp-fold. Accurate and complete sampling of
the energy landscape of the unfolding of PYY is therefore very important since any
artificial artifact due to the disulfide bridge is avoided. (ii) Recently Waegele and Gai
reported an extensive characterization of the folding/unfolding/relaxation kinetics of
PYY and five of its mutants at various temperatures. The single point mutations
they have described target both the hydrophobic cluster —A7Y, Y21A, Y27A— and
the turn region —S13A and P14A— of the porcine YY. The kinetic data they have
presented can be used to interpret the role of the hydrophobic interactions between
the α-helix and the polyproline helix as well as the formation and stability of the turn
region on PYY’s folding behavior. They have quantitatively calculated the rates of
folding, unfolding and relaxation of porcine YY and the above-mentioned mutants.
This means that experimental data is available to compare the computational data
obtained via adaptive steered molecular dynamics methodology. Preliminary results
do not accurately predict a two state kinetic model for the unfolding of PYY that
was observed for the unfolding of neuropeptide Y. However, altering the unfolding
pathway even slightly (such as fixing the ALA12 on the turn region) appears to alter
the potential of mean force.
Understanding the folding dynamics of the neuropeptide Y is extremely impor-
tant due to its biological significance. NPY is reported to induce and control food
intake, inhibit anxiety, enhance memory retention, regulate neurotransmitter release
and ethanol consumption [174, 175, 176, 177, 178]. In a study on the obese (fa/fa)
Zucker rats, NPY was shown to have increased secretion in their hypothalamic par-
aventricular nuclei [217]. Recently, Toretsky and coworkers indicated the key role of
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the neuropeptide Y in Ewings sarcoma growth [218], and growth and vascularization
of neural crest-derived tumors [219]. Therefore, an increased understanding of how
NPY changes conformation between the biologically active and inactive states may
contribute to design of ligands to stimulate NPY towards the desired fold and thus
regulate its function so as to treat obesity or the growth of cancer cells.
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