A new algorithm is developed for sampling transition paths and computing reaction rates. To illustrate the use of this method, we study a two-dimensional system that has two reaction pathways: one pathway is straight with a relatively high barrier and the other is roundabout with a lower barrier. The transition rate and the ratio between the numbers of the straight and roundabout transition paths are computed for a wide range of temperatures. Our study shows that the harmonic approximation for fluctuations about the steepest-descent paths is not valid even at relatively low temperatures and, furthermore, that factors related to entropy have to be determined by the global geometry of the potential-energy surface ͑rather than just the local curvatures alone͒ for complex reaction systems. It is reasonable to expect that this algorithm is also applicable to higher dimensional systems.
I. INTRODUCTION
The determination of reaction pathways is one of the most fundamental challenges in chemistry and molecular biology.
1 Particular cases range in complexity from singleparticle Brownian motion 2 to conformational changes of proteins, such as protein folding. 3, 4 The concept of a reaction path originated in studies of simple chemical reactions, where a reaction is viewed in terms of a transition from one potential-energy minimum ͑reactant state͒ to another ͑prod-uct state͒. Such a reaction is usually understood to involve the traversal across a saddle point that has the lowest potential-energy barrier between the reactant and product states, and the reaction path is determined by locating the saddle point and then following the steepest descents of the potential-energy surface from the saddle point. However, for more complex reactions, the validity and utility of the steepest-descent path is being called into question. In reality, reactions take place at finite temperatures and therefore are stochastic. Every reaction event follows a different path and takes a different amount of time. In this regard, the steepestdescent path has the important drawback of failing to account for the effects of temperature. Since reactions are driven by thermal fluctuations, it is important to incorporate the role of temperature dependence in reaction paths. [5] [6] [7] To illustrate this point, we consider a system that has a direct pathway between the reactant and product states with a relatively high energy barrier and a roundabout pathway with a lower energy barrier. The steepest-descent path is along the roundabout pathway regardless of temperature while, at high temperatures, reaction events most likely occur along the direct pathway. 5 In analyses of this saddle-point-avoidance phenomenon and the effects of temperature, there have been two distinct approaches going beyond the harmonic approximation of fluctuations around the steepest-descent paths. One approach has been to find a single "effective" or "average" pathway to represent the many actual reaction events ͑tran-sition paths͒ that are distributed with temperature-dependent probabilities. Such studies include the maximum-flux path, 5 the most probable path, 6 and the minimal mean first passage time path. 7, 8 The other approach has been to sample many transition paths and compute the reaction rates as statistical averages over all possible paths. [9] [10] [11] In Ref. 11 the concept of negative friction Langevin dynamics ͑NFLD͒was exploited for transition path sampling ͑TPS͒, in a spirit similar to that of the dynamical importance sampling schemes of Ref. 10 . Starting from a reactant state, the full negative friction Langevin equation is integrated to generate the activation part of the transition path from the reactant to an intermediate state for a chosen period of time; and then, from the intermediate state, the regular ͑positive friction͒ Langevin equation is integrated to generate the deactivation part of the transition path down to the product state. Along a path so generated, the system generally gains energy along the activation part and loses energy along the deactivation part. Therefore, these transition paths with known statistical weights should accurately represent the actual reactions. However, the NFLD approach has a serious drawback in that it generates many transition paths having large kinetic energies and, thus, negligible statistical weights. In this paper, we develop a new algorithm that is similar in spirit, but which eliminates spurious large kinetic energies. It is applied to a two-dimensional system having both straight and roundabout pathways between the reactant and product states. Rates are computed for a wide range of temperatures. The temperature dependence of the rates demonstrates significant deviation from the steepest-descent-path results.
The rest of this paper is organized as follows. In Sec. II, we present the theoretical formulation. In Sec. III, the numerical results are exhibited. A summary and discussion are given in Sec. IV.
II. THEORETICAL FORMULATION
We start with the Langevin equation in its dimensionless form,
Here and in the rest of this paper, every quantity is properly scaled to be dimensionless. r is the state coordinate vector ͑position vector of the particle in the case of Brownian motion͒. r = ͑x , y͒ for two dimensions ͑2D͒. ͑t͒ is the whitenoise random force having a zero mean and Gaussian correlations. For 2D, ͑t͒ = ͑ 1 ͑t͒ , 2 ͑t͒͒ and ͗ i ͑t͒͘ = 0, with ͗ i ͑t͒ j ͑tЈ͒͘ =2͑␥ / ␤͒␦ ij ␦͑t − tЈ͒ ͑i , j =1,2 corresponding to the x , y directions, respectively͒. Here, ␤ =1/k B T is the dimensionless inverse temperature and ␥, the dimensionless frictional ͑damping͒ coefficient. Noting that the theoretical formulation and the algorithm developed below are applicable to higher dimensions, our present study will be focused on the Brownian motion of one particle in the following 2D potential: .
͑2͒
This toy model is similar to the well-known three-hole potential 5 but without the metastable state in the middle of the roundabout pathway. The contours of the potentialenergy surface are plotted in Fig. 1 . It has two potential wells with minima located at ͑±0.99, 0.12͒, respectively. We will take the left well as the reactant state and the right well as the product state. There are two passages connecting the reactant and product states. One is straight, passing through the saddle point at ͑0, 0.12͒ with a barrier height E b,straight = 0.948, and the other is roundabout, passing through the saddle point at ͑0, 1.0͒ with a barrier height E b,round = 0.705. This particular potential is interesting because the steepestdescent-path approach prefers the roundabout passage with a lower energy barrier. Our study shows that factors, related to entropy and finite temperature jointly give rise to a significant deviation from the harmonic approximation of fluctuations around the steepest-descent path. The global anharmonicity contribution to the entropy factor and finite temperature actually make the straight pathway preferable for a wide range of temperatures.
In terms of paths ͑trajectories͒ governed by the Langevin equation ͑1͒, the transition probability for the particle, being in state r 1 at t = t 1 , to be in state r 2 at t = t 2 ͑t 2 Ͼ t 1 ͒ is 12 P͑r 1 ,t 1 ͉r 2 ,t 2 ͒ = ͵ ͓D͔P͓͑t͔͒␦͑r + ͑t 2 ͒ − r 2 ͒. ͑3͒
Here, r + ͑t͒ is a solution to the Langevin equation ͑1͒ for one sample of the random force ͑t͒, with the initial condition r + ͑t 1 ͒ = r 1 . The random force ͑t͒ is generated with its statistical weight functional
͑4͒
In the path-͑functional-͒ integral formalism, 12,13 the transition probability can be expressed, in equivalence with Eq. ͑3͒, as
with the boundary conditions r͑t 1 ͒ = r 1 and r͑t 2 ͒ = r 2 . The constant
is an infinite determinant that relates the noise functionalintegration measure ͓D͔ to the path-integration measure ͓Dr͔. The action functional is
Even though the action functional is positive definite, the path integral of Eq. ͑5͒ is extremely difficult to numerically implement for transitions over an energy barrier from the reactant to the product state if the energy barrier is much higher than the thermal energy 1 / ␤. The positive friction ␥ in Eq. ͑7͒ makes the paths along which energy decreases to around 1 / ␤ above the bottom of the potential well predominantly favorable. Employing this fact, we used negative friction −␥ in place of the positive friction +␥ in Eq. ͑7͒ ͑Ref. 11͒ and were able to easily generate activation paths along which energy increases. The path integral for the transition probability was expressed as
where the factor e −␤͑E 2 −E 1 ͒ arises from the difference between the action functional of Eq. ͑7͒ and the following effective action with negative friction, 
It can be easily verified that I͓r͑t͔͒ − I − ͓r͑t͔͒ = ␤͑E 2 − E 1 ͒ where E 1 and E 2 are the energy at times t 1 and t 2 , respectively. Contrary to the paths preferred in Eq. ͑5͒ ͑paths with decreasing energies͒, Eq. ͑8͒ favors paths along which the energy increases. This helps generate activation paths but has an undesirable side effect: Many paths sampled using the negative friction approach involve spuriously large kinetic energies and, therefore, are statistically insignificant. It should be pointed out that Eq. ͑8͒ with the effective action I − in Eq. ͑9͒ is a form of dynamical importance sampling approach. 10 In general, for any chosen effective action I eff , Eq. ͑5͒ for the transition probability can be written as
This reduces back to Eq. ͑8͒ once I eff = I − is substituted. In order to efficiently sample activation paths without spuriously large kinetic energies, we will not use I − of Eq. ͑9͒ but instead the following effective action:
with which we express the transition probability as
In this case, the factor arising from the difference between the effective action of Eq. ͑11͒ and the original action of Eq. ͑7͒ cannot be worked out analytically, but its numerical evaluation
is simply a statistical average along the transition paths sampled with the effective action of Eq. ͑11͒. The extra force field F͑r͒, to be defined in the Sec. III, functions as a bias toward the saddle points. Without this additional term of Eq. ͑11͒, the paths sampled according to Eq. ͑12͒ generally tend toward maxima instead of saddle points.
III. NUMERICAL RESULTS
In order to implement the numerical evaluation of the path integral in Eq. ͑12͒, we recast the path integral of Eq. ͑12͒ back into a noise functional-integral form parallel to that of Eq. ͑3͒,
Here, we sample the random force ͑t͒ in accordance with
P͓͓t͔͒ of Eq. ͑4͒ and, for each sample of ͑t͒, we obtain a path r − ͑t͒ by integrating the following stochastic differential equation:
with the initial condition r − ͑t 1 ͒ = r 1 . Following Ito, we discretize Eq. ͑15͒ in the following manner:
Here, ⌬t is the time step and ⌬r R is the stochastic part of the displacement from time t to t + ⌬t having a zero mean and a Gaussian distribution. For 2D, ⌬r R = ͑⌬x R , ⌬y R ͒ and
The "extra" force is introduced as
with an adjustable parameter ␣ to control the strength of the extra force field. We have implemented this algorithm to study the transition rate from the reactant state A ͑left well͒ to the product state B ͑right well͒ in the 2D potential of Eq. ͑2͒. In Fig. 2 we plot some typical transition paths for inverse temperature ␤ = 10 and damping ␥ = 1. It should be noted that this algorithm is a one-point boundary scheme for sampling transition paths. Each path is generated as follows: starting from the reactant state, Eq. ͑16͒ is ran until a saddle point is reached or a cutoff value of the potential energy is exceeded and then the positive friction Langevin equation ͑1͒ is ran for the system to relax down to a potential well. Naturally, some of the paths so generated settle down to the product state and others go back to the reactant state. If we define the sampling efficiency as the ratio between the number of the paths that 
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Efficient transition path sampling J. Chem. Phys. 123, 094104 ͑2005͒ actually go from the reactant state to the product state and the total number of the paths sampled, the efficiency of this algorithm can be as high as 50% when ␣ is adjusted to its optimal value. For a wide range of ␣, the efficiency was found to be generally above 10%. The transition probability is given by
͑20͒
Here, the reactant state is defined as being in the region x Ͻ −0.7 and the product state in x Ͼ 0.7. The choice of 0.7 instead of 0.6 or 0.8 is somehow arbitrary. Defining a reactant or product state boundary has to take into account the temperature of course. At low enough temperatures, the boundaries do not have much significance. For the results presented below, moving the state boundaries within a reasonable amount ͑by 0.1 in our numerical studies͒ does not have significant consequences. Figures 3 and 4 show two typical P AB ͑t͒ curves. The transition probability is found to depend upon time linearly after a transient period. During the transient, local equilibrium is being established after the system is started in the bottom of the left well. The transient time is related to the damping and the instanton time is determined by the potential-energy surface. 13 Once local equilibrium is established, the system will be in a nonequilibrium steady state of constant flux in which the transition probability increases linearly with time.
The transition rate is computed as the slope of the P AB ͑t͒ curve in the linear region, 9, 10 
The reaction rate K AB is plotted in Fig. 5 for a range of temperatures. The k AB vs ␤ curve does not conform to the following transition state theory formula based on the harmonic approximation for fluctuations around the steepestdescent paths:
In Eq. ͑22͒, the two temperature-independent entropy factors straight and round are determined by the curvatures of the potential-energy surface at the two saddle points. To examine the reason for the rate-temperature dependence in Fig. 5 , we computed the ratio between the number of transition paths through the straight and roundabout pathways. As shown in Fig. 6 , this ratio is actually temperature dependent, indicating that the entropy factors are not determined solely by the local curvatures at the saddle points. The anharmonicity of the potential-energy surface plays a significant role. In the 2D system of our study, the straight passage is always preferred even at low temperatures.
IV. SUMMARY
In summary, we have presented a transition path sampling algorithm that is based on a negative friction Langevin equation modified by an "extra" force field. The negative friction induces paths that climb up the potential-energy surface. The additional force field is introduced to guide the system away from potential maxima to saddle points. Adjusting the strength of the modifying force field, this algorithm can be very efficient in generating transition paths from the reactant state to the product state at all temperatures. For the Brownian motion in a 2D potential with a straight passage and a roundabout passage, our study shows that the harmonic approximation for fluctuations about the steepest-descent paths is not valid even at low temperatures and, furthermore, that the entropy factors have to be determined by the global geometry of the potential-energy surface ͑rather than just the local curvatures alone͒ for complex reaction systems. Even though our numerical results are obtained for unit damping ␥ = 1, the qualitative features should hold for the intermediate damping regime and the algorithm is certainly applicable for all damping regimes. Finally, effort is currently under way applying this algorithm to higher dimensional systems.
