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Pupil diameter (PD) has been suggested as a reliable parameter for identifying an
individual’s emotional state. In this paper, we introduce a learning machine technique
to detect and differentiate between positive and negative emotions. We presented 30
participants with positive and negative sound stimuli and recorded pupillary responses.
The results showed a significant increase in pupil dilation during the processing of
negative and positive sound stimuli with greater increase for negative stimuli. We also
found a more sustained dilation for negative compared to positive stimuli at the end
of the trial, which was utilized to differentiate between positive and negative emotions
using a machine learning approach which gave an accuracy of 96.5% with sensitivity
of 97.93% and specificity of 98%. The obtained results were validated using another
dataset designed for a different study and which was recorded while 30 participants
processed word pairs with positive and negative emotions.
Keywords: pupillometry, emotion recognition, classification, k-nearest neighbor algorithm, sensitivity analysis
INTRODUCTION
Emotions have a signiﬁcant impact on perception, decision making, action generation, as well as
action execution and control (e.g., Surakka and Sams, 1999; Zhu and Thagard, 2002). Processes
such as learning, attention, perception, and memory are aﬀected by emotions. Recognizing
emotional expressions is important for the development of Human computer interaction (HCI)
systems. Because of the manifoldness and complexity of emotional expressions, much research has
been conducted to understand and explain the mechanisms involved in emotion recognition. This
is driven by the huge amount of promising usages and beneﬁts such systemsmight have. In the ﬁeld
of social and clinical psychology, emotion detection systems could help to diagnose psychological
disorders including fatig, stress, and depression at their very early stages (Kulkarni et al., 2009).
In entertainment and video game industry, artiﬁcial characters who interact with the player have
been developed (Maes, 1995). Moreover, in applications where computers play a social role such
as companion or instructor, the functionality of the system could be improved dramatically if
the system could automatically recognize a user’s emotions and take appropriate action. Emotion
detection has been further applied to learning process through feedback which increases student’s
motivation and interaction with the learning environment and thus maximizes learning outcomes
(Pampouchidou, 2011, Unpublished,). Automatic face tracking expression analysis has already
been integrated in automatic animated tutoring systems (Bartlett et al., 2003). Other possible
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applications such as stress classiﬁcation have also gained intensive
attention (Pedrotti et al., 2014). This paper is an attempt to
diﬀerentiate positive and negative emotions.
Emotions are recognized in diﬀerent ways: (1) visually (frosm
facial expressions displayed on pictures and in videos), (2) by
changes in signals of the autonomic nervous system (ANS),
and (3) acoustically (from the human voice; Lisetti, 2002). This
paper addresses emotion detection based on ANS signals, and
speciﬁcally, using Pupil Diameter (PD). The pupil is the black
hole in the middle of the iris that regulates light entrance to
the retina. It is regulated by the ANS that consists of three
divisions: the sympathetic, the parasympathetic, and the enteric
system (Partala and Surakka, 2003; Ren et al., 2011). The
parasympathetic and sympathetic divisions of the ANS govern
two sets of muscles in the iris called the sphincter and the
dilator, which are both responsible for changes in PD. However,
Bradley et al. (2008) supported the hypothesis that pupillary
changes are mainly associated with sympathetic activity. Changes
in PD have been proven to be optimal in measuring human
emotion although diﬀerences in luminance between stimuli
may have some inﬂuence in an uncontrolled environment (e.g.,
Geangu et al., 2011). Moreover, measurement of the pupil
size has important advantages over other physiological signals,
such as heart rate and skin conductance, because it is less
aﬀected by body gestures. Besides this, it depends solely on
the ANS that is largely unconscious and diﬃcult to control
voluntarily. Changes of the PD occur with a short latency
and can be recorded by a camera without attaching any
sensors which makes data acquisition more convenient than
the recording of skin conductance or heart rate (see Partala
and Surakka, 2003; Adolphs, 2006; Wang, 2010; Lanata et al.,
2011). The eye tracking system or the technology necessary for
accurate measurement is relatively cheaper and simpler to use
compared to the technologies for measuring other signals (e.g.,
EEG).
Previous ﬁndings and research showed that pupil dilation
indicates cognitive load as well as emotions and arousal (e.g.,
Hess, 1972; Bradley et al., 2008; Wang, 2010). A study conducted
by Hess and Polt (1960), was the beginning of pupillary
responses research. It showed that PD is related to “feeling
tone” or emotions caused by picture viewing and was followed
by several studies conﬁrming pupillary dilation in response to
emotions (Woodmansee, 1967; Janisse, 1974; Andreassi, 2000;
Lisetti and Nasoz, 2004; Valverde et al., 2010). Majority of
recent studies have provided evidence for greater dilation in PD
during the processing of both positive and negative compared
to neutral stimuli (Partala and Surakka, 2003; Bradley et al.,
2008).
Subjectively experienced emotional states can be characterized
by the dimensions valence and arousal (Wundt, 1924; for
a review, see Feldman Barrett and Russell, 1999). Valence
represents the hedonic tone of an emotion (i.e., pleasure –
displeasure), whereas emotional arousal refers to the energy level
of the emotion (i.e., the psycho-physiological level of activation).
In addition to this dimensional approach, a set of diﬀerent
qualitative emotional states has been suggested comprising
happiness, surprise, fear, anger, and disgust (often referred to as
basic emotions; Ekman and Friesen, 2003, for critical discussion
see also Barrett, 1998).
Measurement of emotion is aﬀected by one’s emotional status,
e.g., subjective experience, physiology, culture, and behavior.
Here, we applied self-report measurement that is represented in
Positive andNegative Aﬀect Schedule – Expanded form (PANAS-
X) model (Watson and Clark, 1999).
Machine learning techniques are consisted of a group of
eﬀective statistical methods in the ﬁeld of pattern recognition,
in particular, with high-dimensional problems (Trabelsi and
Frasson, 2010; Kragel and Labar, 2013; Chang et al., 2015).
One of the simplest techniques of these groups are the nearest
neighbor. Their rule identiﬁes the class of unknown data point
based on its nearest neighbor whose class is already known
(Bhatia and Vandana, 2010). kNN has been used extensively in
emotion recognition researches either individually or combined
with other machine learning techniques (Murugappan et al.,
2010; Meftah et al., 2012; Hatamikia et al., 2014). It has several
advantages over other traditional approaches such as simple
implementation, wide range of parameter’s choice, and model
freeness. In kNN, the data is divided into a training set (labeled
examples) and a testing set (unlabeled examples). A new instant
(unlabeled example) is classiﬁed based on its similarity with the
examples in the training set.
In the present study, we investigated whether pupillary
responses during the processing of positive and negative stimuli
diﬀer in behavior and whether this diﬀerence can be used to
classify emotions into positive and negative ones using a machine
learning approach. Two datasets were used in this study. The ﬁrst
dataset, used 20 sound stimuli that were divided into 10 negative
sounds and 10 positive sounds (IADS; Bradley and Lang, 1999).
The second dataset was collected by Prehn et al. (2011), and
used to validate the model. The authors presented participants
with word pairs with emotional content and participants decided
whether word pairs corresponded in both their emotional and
conceptual relations.
MATERIALS AND METHODS
To investigate whether there is signiﬁcant diﬀerence in pupil
dilation while processing positive and negative stimuli that can be
applied to classify pupillary responses using a machine learning
approach, we conducted an experiment in which participants
heard emotional sounds while their PD was measured. The
experimental procedures were approved by Universiti Teknologi
PETRONAS Ethical Committee.
Participants
Thirty healthy subjects (17 males) with normal and corrected-to-
normal vision participated in the study. The participants were
university students, with mean age of 24.56 years (SD = 2.87).
The participants were not aﬀected by any medication that could
inﬂuence pupillary response. A brieﬁng about the experiment was
given and a consent form was signed by each participant.
Another dataset (Prehn et al., 2011) was used to validate and
conﬁrm the result obtained from the ﬁrst dataset. In the second
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study 30 healthy subjects (11 males) participated with mean age
of 23.93 years (SD = 4.34). Participants were native German
speakers and did not take any medication that could inﬂuence
pupillary response. They also gave written consent and received
either course credit or payment (20 Euro) for their participation.
Throughout the present study, datasets will be referred to as ﬁrst
dataset and second dataset, respectively.
Stimuli
Stimulations that are used to trigger emotions are of three
types: visual, audio, and audio–visual. In this experiment, audio
stimulation was used. To ensure the spontaneity and occurrence
of desired emotional states, a strong eﬀective stimulation was
used. The twenty sound stimuli were divided into 10 negative
sounds and 10 positive sounds and diﬀered signiﬁcantly in
valence [M = 4.5, SD = 1.78, t(9) = −9.32, p < 0.001], and
in arousal [M = 5.9, SD = 1.99, t(9) = −3.36, p = 0.008]1
(IADS; Bradley and Lang, 1999). Audio stimulation was chosen
to help controlling the environment of the experiment and
thus eliminate the possible eﬀect of luminance on pupil size.
Sounds have also high potential to trigger emotions. All sounds
were about 6 s long and were presented in randomized
order.
In the second dataset, Prehn et al. (2011) developed an
analogical reasoning task to describe the processing of cognitive
and aﬀective aspects during simultaneous presentation of word
pairs. Each word pair could be described by an emotional and
a conceptual relation and the subjects decided whether both
emotional and conceptual relations corresponded or not, see
Table 1.
Participants had to press one of two buttons that are
labeled with “yes” or “no” as quickly and correctly as possible
in a response device. There were four diﬀerent conditions:
Con = Emo=: conceptual and emotional relations between pairs
of words corresponding, n= 108 trials; Con= Emo=: conceptual
corresponding but emotional not corresponding, n = 36
trials; Con=Emo=: conceptual relation not corresponding but
emotional corresponding, n = 36 trials; Con=Emo=: conceptual
and emotional relations not corresponding, n = 36 trials (see
Prehn et al., 2011).
Here, we only analyzed the data from condition Con= Emo=
and condition Con=Emo=. In both conditions emotional
valence of the two word pairs were identical and only one
emotional state (either positive or negative) was detected in
1The library numbers for the IADS stimuli used in the present study are:102, 110,
170, 224, 225, 261, 275, 278, 365, 378, 380, 400, 420, 626, 627, 712, 728, 730, 812,
817.
each trial. In the other two conditions (Con = Emo= and
Con=Emo=) emotional valence did not correspond, which
allows the occurrence of two opposite emotional states (positive
and negative) at the same time.
Task
In the ﬁrst dataset, subjects were seated comfortably in
luminance-controlled room with approximately 65 cm from the
eye-tracking system. A ﬁve-point calibration was executed before
starting the experiment to locate participants’ pupils. Stimuli
were directly delivered through headphones to participant’s ear
at constant and comfortable level. They were given brief written
instructions that were also shown in the system screen prior to
the beginning of experiment.
Sounds were played after a preparation period of 3 s for each
trial. This preparation period was to get subjects ready and also
to allow the PD to return to its normal size. Each trial included:
• Preparation phase (3 s).
• Sound stimulus (6 s).
• Rating interval (21 s).
Figure 1 summarizes the experimental procedure.
To assess the subjective feelings of an individual, the PANAS-
X model was used as a self-report approach with 60 items
that comprises a set of rating scales. These scales are: two
general dimensions (positive aﬀect and negative aﬀect), basic
positive emotion, basic negative emotion and other aﬀective
states (consist of eleven speciﬁc aﬀects). Four of these eleven
aﬀects were considered by Ekman and Friesen (2003) as basic
emotions. The reason for using this model is basically its discrete
nature which is easily interpreted and understood by participants
and which is easy to construct. Two scales (positive and negative)
that are most relevant to the research were assessed and selected.
The assessment was performed for four basic negative aﬀects:
fear, sadness, guilt, and hostility, and three basic positive aﬀects:
joviality, self-assurance, and attentiveness as classiﬁed by the
PANAS-X model at the end of each 6-s-played-sound (Watson
and Clark, 1999). The average of each scale was calculated: basic
positive aﬀect = (joviality + self-assurance + attentiveness)/3,
basic negative aﬀect = (fear + sadness + guilt + hostility)/4. The
choice of neutral was made available in case the stimuli failed to
trigger any of the participant’s emotions.
Participants were asked to rate honestly the sound heard in
terms of how it made them feel, considering there is no wrong
or right answer. They rated the 20 sounds using ﬁve rating scales
ranging from very slightly to extremely felt emotions. In order
to ensure participants comfort in giving the ratings, they were
TABLE 1 | Examples for word material used in second dataset.
Emotional relations = Emotional relations =
Conceptual relations = TUMOR – BRAIN/RAT – CELLAR n = 108 CANCER – BREAST/SHELL – BEACH n = 36
Conceptual relations = COCKROACH – KITCHEN/BODY – DECAY n = 36 MURDERER – PARK/BIRD – CHIRP n = 36
Emotional relation =, emotional relations corresponding; Emotional relations =, emotional relations non-corresponding; Conceptual relations =, conceptual relations
corresponding; Conceptual relations =, conceptual relations non-corresponding.
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FIGURE 1 | Schematic illustration of an experimental trial for the first
dataset. First, a preparation sound for 3 s with instruction for participants to
get ready for the next sound was displayed (=baseline phase). Then, the
sound was presented for 6 s (=stimulus presentation phase). After stimulus
presentation, rating period starts and lasts 21 s. Then, a relaxation phase for
3 s starts to allow participants to blink and provide sufficient time for pupil
diameter (PD) to get back to normal diameter (=relaxation phase).
exposed to three trials (door bell, buzzer, and baby sound) at
the beginning of the experiment to familiarize them with task
and experimental set-up. All participants completed all the played
sounds in the speciﬁed time.
In the second dataset, the experiment took place in a quiet,
moderately illuminated room (about 500 lux). The participants
were seated comfortably in front of a computer screen with
a distance of approximately 70 cm. Participants had to press
one of two buttons that are labeled with “yes” or “no” as
quickly and correctly as possible in a response device to
rate the aforementioned four condition. Immediately after the
experiment, the rating was done in two stages for single word
pairs: ﬁrst all word pairs were rated regarding arousal, then they
all were rated regarding emotional valence on seven-point rating
scale starting with zero (very unpleasant or low arousal) to six
(very pleasant or high arousal). Each trial consisted of four phases
as shown in Figure 2.
• Baseline phase which is a ﬁxation cross that appeared for 1 s.
• Stimulus presentation phase by the presentation of the item
that consists of the two word pairs.
• Response of the subject by pressing“yes” or “no”.
• Pupil relaxation phase with ﬁxation cross for 5 s.
• Blinking phase indicated by a smiley face appeared on the
screen.
• Next trial starts when subjects press any response button to
end blinking phase.
The experiment contained 216 trials presented in randomized
order and consisted of two blocks with a break inbetween.
FIGURE 2 | Schematic illustration of an experimental trial for the
second dataset. First, a fixation cross appeared for 1 s (=baseline phase).
Then, the item was presented (=stimulus presentation phase). As soon as a
response button was pressed by the participant, the item disappeared from
the screen, followed by another fixation cross for 5 s (=relaxation phase). After
relaxation phase, a smiley appeared on the screen indicating that participants
were now allowed to blink and could start the next trial by pressing one of the
response buttons (=blinking phase).
Data Acquisition
For the ﬁrst dataset, a computer system was utilized to control
timing, stimulation, and instructions presentation with total
experiment time of approximately 12 min. Data of PD was
recorded using the Tobii TX300 eye-tracking system that
measures eye movement such as eye gaze: ﬁxation and saccades.
The system allows large head movement while maintaining the
accuracy and precision. Pupillary response was sampled at 300 Hz
(recording pupil size every 3.3 ms).
In the second dataset, the PD of the right eye was
recorded using an iView system (SensoMotoric Instruments,
Teltow, Germany) at 50 Hz sampling rate (i.e., every 20 ms).
Stimulations were presented using the experimental control
software presentation (Neurobehavioral System Inc, Albany,
CA, USA) running on a Microsoft Windows XP operating
system. The computer used for stimulus presentation collected
the behavioral data (response times and error rates) and was
connected with another computer for registration and storage of
the pupil data for oﬄine analyses. The iView system samples PD
in terms of pixels. Thus, to convert PD from pixels to millimeters
for each participant, a black dot of 5 mm was placed on the
closed lid of participant’s right eye before the experiment. PD was
measured with accuracy of 0.05 mm. For more details, see (Prehn
et al., 2011).
Data Analyses
The data obtained from Tobii TX300 eye-tracking system (ﬁrst
dataset) were PD, ﬁxation, stimulus onset and oﬀset and a
validation code that determines the validity of PD data. The data
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contained values of both right and left pupils. Both pupils showed
the same behavior in all subjects (p = 0.001) and the average of
these values was taken to ease data processing. The baseline for
each participant’s PD for each trial was determined by an average
of 3 s before stimulus onset.
All corrupted pupil size data associated with eye blink regions
or caused by subject’s head or pupil movement were removed and
trials with over 50% of missing data were eliminated. The rest of
the trials that had over 20% of missing data were ﬁlled in using
linear interpolation (Schlomer et al., 2010). A moving-average
ﬁlter with span of 7 was then applied to clean the data, improve
signal to noise ratio and remove outliers.
The second dataset was preprocessed in almost the same way.
However, in this dataset the baseline was calculated diﬀerently.
To compute the baseline for each trial, an average of PD of
200 ms before presentation of the item was subtracted from
the respective trial (baseline correction). Moreover, a calibration
procedure was used to account for PD diﬀerences between
subjects. This calibration was performed by placing a black dot
of 5 mm on the closed lid of participant’s right eye before the
experiment. As also done in the ﬁrst dataset, trials with over 50%
of missing data were eliminated and a moving-average ﬁlter with
span of 7 was applied to clean the data and remove outliers.
The determination of the peak dilation was based on average
pupillary responses for all participants rather than individual
trials for each participant and each condition because the
response of PD is prone to spontaneous ﬂuctuations.
RESULTS
This part is divided into two main sections. The ﬁrst section,
analyzes subjective rating data of the two datasets (subjective
data). The second section investigates the possibility of using
a part of the signal (last second) to distinguish between
positive and negative stimuli on the basis of pupillary responses
(objective data). It also introduces an optimum classiﬁcation
system to diﬀerentiate between two classes: positive and negative
emotions.
Subjective Data
In the ﬁrst dataset, rating of auditory stimuli was performed
during the experiment. There were some diﬀerences between
IADS ratings and participant’s ratings. Based on the self-
assessment report, some sounds were rated by some subjects
as neutral though their ratings in IADS were highly pleasant.
Participant’s ratings also diﬀered from one to another. For
example, a sound was rated by the majority of subjects as negative
while two subjects rated it positively. There was also a diﬀerence
between males and females in ratings as described earlier in
(Babiker et al., 2013). Females reported more intense subjective
experiences thanmales, particularly when rating negative stimuli.
In the second dataset, the rating of word pairs was performed
after the experiment. Single word pairs with a neutral valence
were rated as neutral (M = 3.05, SD = 0.20) and low-arousing
(M = 1.18, SD = 1.28) on the seven point rating scale from
0 (very unpleasant, low arousal) to 6 (very pleasant, high
arousal). Word pairs with a positive valence were rated as more
pleasant (M = 4.35, SD = 0.60) and more arousing (M = 3.02,
SD = 1.25); word pairs with a negative valence were rated as
unpleasant (M = 0.85, SD= 0.51) and highly arousing (M = 3.97,
SD = 1.01).
Objective Data
In the ﬁrst dataset, there was no initial decrease in PD as shown in
Figure 3. This is because luminance of the room was controlled
and the stimuli used were sounds that do not aﬀect the amount
of light entering the pupil the way pictures do (Bradley et al.,
2008). Figure 3 shows 6 s of the diﬀerence between positive and
negative emotional signals that depended on PANAS-X model
ratings. These 6 s show a change in PD right after stimulus onset.
From Figure 3 one can notice the slower, higher and more
sustained pupillary response to negative sound stimuli compared
to positive ones. Dilation in both cases started almost 0.25 s after
stimulus onset and reached the peak almost in 2.2 s after stimulus
onset. The highest point in dilation of negative emotions was
4.76 mm while in positive ones it was 4.66 mm.
In the second dataset, we had two conditions. In condition
1 (Con = Emo=) emotional and conceptual relations
corresponded whereas in condition 2 (Con=Emo=) only
the emotional relations corresponded. Figures 4 and 5 below
show the smoothed averaged response for both conditions.
A notable feature in these two ﬁgures is the initial decrease
in PD in the 1st and 2nd second. This is because luminance
increment leads to initial decrease in PD. Figures 4 and 5 show 5 s
of the diﬀerence between positive and negative emotional signals.
Dilation in both cases started almost 2.2 s after stimulus
onset and reached the peak almost in 4.1 s after stimulus onset.
The highest point in dilation of negative emotions reached
3.88 mm while in positive ones it was 3.8 mm in condition 1
(Con = Emo=) while in condition 2 (Con=Emo=) the highest
point of negative emotion was 3.82 mm and 3.74 s mm in positive
emotion.
FIGURE 3 | Averaged pupillary responses for the first dataset (sound
stimulation) with positive and negative evaluation.
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FIGURE 4 | Averaged pupillary responses for condition 1
(Con = Emo=) of the second dataset (word pairs stimulation) with
positive and negative evaluation.
FIGURE 5 | Averaged pupillary responses for condition 2 (Con =Emo=)
of second dataset (word pairs stimulation) with positive and negative
evaluation.
Results Using Last Second of Emotional
Signal
It can be noticed from Figures 3–5 that the diﬀerence between
positive and negative signals increases with time. Consequently,
the last portions of emotional signals of normal subjects were
investigated for carrying the signiﬁcant diﬀerences.
Repeated measures ANOVA was applied to check the
diﬀerence between positive and negative signals. In the ﬁrst
dataset, the diﬀerence was signiﬁcant at 5% signiﬁcant level
[F(1,179) = 34.066, p < 0.001]. In the second dataset, the
ﬁrst second in both conditions were removed due to the
eﬀect of luminance increment that led to initial decrease in
PD as mentioned earlier. In condition 1 (Con = Emo=)
the diﬀerence was found signiﬁcant between the two signals
[F(1,119) = 23.78, p < 0.001] and also in condition 2
(Con=Emo=) [F(1,119) = 4.199, p = 0.043].
k-Nearest Neighbor (kNN)
To classify positive and negative emotions, k-nearest neighbor
(kNN) was applied. It uses non-parametric density estimation,
which means no functional form is assumed and the density
estimates is driven only by the training data. Non-parametric
density estimation is preferred because it ﬁts better the actual
densities encountered in practice. In addition, k-nearest neighbor
is analytically tractable and simple to implement (Kozma, 2008).
Using kNN, the data were divided into training set (labeled
samples) and testing set (unlabeled samples) that is used to
test the trained classiﬁer. The training set contained 70% of
randomly selected samples from each dataset and the other 30%
was assigned to the testing set. The label of new instant (unlabeled
sample) from the testing set is decided based on the k closest
training samples in the feature space that contained the training
set. This gives a better opportunity for the new instant to be
correctly classiﬁed. The value k = 2 was empirically used in this
work. The Euclidean distance is used to measure the proximity of
instances as it follows √√√√ n∑
i=1
(xi − yi)2 (1.1)
where x = unlabeled sample, y = labeled sample and n = the
number of features.
Six mathematical features were extracted from the PD. These
features were discussed in previous studies (e.g., Qian et al.,
2009) and were chosen experimentally. Last seconds in both
datasets were used to obtain these six features. Dilation of pupil
in response to emotional stimuli is suggested to start 400 ms
after stimulus onset while the peak dilation is suggested to be
reached at 2–3 s later (Partala and Surakka, 2003; Bradley et al.,
2008). Hess (1972) reported that pupil dilation in response to
emotional stimuli occurs 2–7 s after stimulus onset. Pupil also
responds to mental workload and cognition eﬀect about 1–2 s
after onset demand (Beatty, 1982a). The dilation of pupil persists
if the demand is sustained (Beatty, 1982b).
We begin by deﬁning a time series for the pupil dilation
duration as following: time period of −1 s < t < 0 s is deﬁned
as the before-stimulus period Tbefore, time period of 0 s < t < 6
or 5 s (6 s in the ﬁrst dataset and 5 s in the second dataset) is
deﬁned as the after-stimulus period Tafter , a smaller time interval,
i.e., last second after stimulus onset (6th s in ﬁrst dataset and 5th s
in second dataset), regarded as the period in which the pupillary
response is most salient in terms of peak acceleration and peak
velocity is called Tcritical.
The ﬁrst feature is pupil dilation, which represents maximum
pupil dilation after stimulus onset. It is denoted as
max(D(ta)) (1.2)
where a∈Tafter period. The maximum accumulated velocity
change between the time before stimulus onset and the time after
stimulus onset is denoted as
max
( i=a∑
i=0
V(ti)
)
− max
⎛
⎝ j=b∑
j=0
V(tj)
⎞
⎠ (1.3)
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where a∈Tafter and b∈Tbefore.
The third feature is the maximum pupil velocity in time after
the stimulus onset is subtracted from the mean velocity before
stimulus onset. It is denoted as
max(V(ta)) − mean (V(tb)) (1.4)
where a∈Tafter and b∈Tbefore.
The maximum points of positive and negative signals reached
after stimulus onset for both positive and negative signals is
denoted as.
max(D(tc)) (1.5)
where c∈Tcritical period.
The ﬁfth feature is the maximum pupil area after 0.2 s
following stimulus onset subtracted from the mean pupil area
before 0.2 s following stimulus onset. It is denoted as
max(AR(ta)) − mean (AR(tb)) (1.6)
where a∈Tafter and b∈Tbefore.
Finally, the gradient in time after stimulus onset subtracted
from the mean gradient before stimulus onset. The gradient of
a function of two variables, F(x,y) is deﬁned as:
∇F = ∂F
∂x
iˆ + ∂F
∂y
jˆ (1.7)
Average signals were obtained for every participant’s positive and
negative responses. Thus, 30 positive signals and 30 negative
signals were used to construct a matrix of 60 × 6 where 60
represents positive and negative emotional signals (30 signals
each) and six is the number of features described above.
The accuracy of the classiﬁcation system is shown in Table 2.
From the results displayed in the table, this method has
achieved high accuracy in classifying positive and negative
emotions based on mathematical features. The last second (6th s
in the ﬁrst dataset and 5th s in the second dataset) were
used to obtain these features. To further validate and analyze
the performance of the proposed method, the sensitivity and
speciﬁcity were calculated. The sensitivity is deﬁned in this
context as the probability for a detected positive emotion to be
positive while speciﬁcity is the probability for a detected negative
emotion to be negative. The following equations (Eq.1.8), (Eq.1.9)
deﬁne sensitivity and speciﬁcity:
Sensitivity = TP
(TP + FN) (1.8)
Speciﬁcity = TN
(TN + FN) (1.9)
where TP (True Positives) is the number of Positive emotions that
are correctly detected as positives emotions, TN (True Negatives)
TABLE 2 | Classification accuracy using kNN algorithm.
Signal Accuracy
First dataset Condition_0 Condition_2
Features of Table 2 96.5% 97% 96%
TABLE 3 | Confusion matrix of the first dataset.
True positives
95
False positives
5
False negatives
2
True negatives
98
TABLE 4 | Confusion matrix of condition 1 (Con = Emo=).
True positives
97
False positives
3
False negatives
3
True negatives
97
TABLE 5 | Confusion matrix of condition 2 (Con =Emo=).
True positives
94
False positives
6
False negatives
2
True negatives
98
TABLE 6 | Sensitivity and specificity of the two datasets.
Dataset Sensitivity Specificity
First dataset 97.93% 98%
Condition 1 (Con = Emo=) 97% 97%
condition 2 (Con=Emo=) 97.9% 98%
is the number of Negative emotions that are correctly detected as
negatives emotions.
FP (False Positives) is the number of Positive emotions that
are incorrectly detected as negative emotions.
FN (False Negatives) is the number of Negative emotions that
incorrectly detected as positive emotions.
Tables 3–5 list TP, TN, FP, and FN for each dataset and
Table 6 summarizes the sensitivity and speciﬁcity of the
algorithm performances. Note that the role of positive
and negative emotions could be interchanged in these
deﬁnitions. It would just result in interchanging speciﬁcity
and sensitivity.
DISCUSSION
There is a well-recognized need to improve interaction between
humans and computers through emotion recognition. In this
study, PD was used to discriminate between positive and
negative emotions. Using PD has important advantages over
other physiological signals as described earlier. Furthermore,
the technology necessary for accurate measurement is relatively
simple to use with improved accuracy and enhanced sampling
rate.
Subjective data of the ﬁrst dataset contained sound’s ratings.
Some ratings of the subjects tested in the present study diﬀered
from normative IADS ratings. For instance, rain sound (pleasure
M = 4.83, arousal M = 4.65; IADS; Bradley and Lang, 1999)
Frontiers in Psychology | www.frontiersin.org 7 December 2015 | Volume 6 | Article 1921
Babiker et al. Machine Learning to Differentiate Emotions
should be negative while some participants rated it positively.
This is ﬁrstly, caused by participant’s diﬀerent experiences and
backgrounds (Gross and John, 2003). The second possible cause
is the high arousal of the stimuli used (M = 5.9, SD = 1.99).
It is suggested that emotional arousal plays an important role
for an event’s memorability (Christianson, 1992; Libkuman et al.,
1999) and some of these sounds, if not all, were experienced
by subjects some time in their life. Emotional arousal was also
found to enhance memory performance (Brown and Kulik,
1977), that is, emotionally arousing events are better remembered
than non-emotional ones. When an arousing event occurs, an
individual –in some cases- tend to link this old event with
the newly evoked emotion, i.e., the emotion evoked during the
experiment, which explains to some extent the diﬀerence between
subjects in rating the same sound. A third important factor is that
emotion consisted of inﬁnite number of overlapping behaviors
and cognition (Olsson, 2003) and that each individual has a
unique behavior and mental processing, e.g., thinking, problem
solving, knowing, etc. So the stimuli presented to participants in
this experiment, were subjected to the diﬀerent mental processing
of each participant which might have contributed to diﬀerences
in ratings.
The paper introduced an algorithm to classify positive
and negative emotions using only the last portions of pupil
dilation signal. The technique is used to diﬀerentiate between
positive and negative experience in subjects when exposed
to sound or word stimuli or at least between diﬀerent
evaluations of these stimuli (Scherer, 2009). At the beginning
of the signal, some time was needed for the emotional aﬀect
to be reﬂected in PD. Then, a clear dilation of PD was
detected while processing both positive and negative stimuli.
Interestingly, average of negative emotional signals had higher
pupil dilation than positive ones. After that, negative emotional
signal maintained its dilation with slight changes while positive
emotional signal decayed with more irregularity. Results showed
that positive and negative emotional signals normally follow
the same trend but starting with the third and/or fourth
second, diﬀerence between the two signals increases. The
main advantage of utilizing the last portions of a signal is
to decrease classiﬁcation time and reduce system complexity
while keeping system performance. Another advantage is that
eﬀect on PD at earlier seconds might be biased by luminance
or stimulus presentation while at last seconds this eﬀect
becomes more sustained and can be related solely to individual’s
emotion.
The k-nearest neighbor algorithm was applied to each
dataset separately to detect changes and classify positive and
negative emotional signals. The algorithm achieved high accuracy
within a short time yielding a reliable emotion recognition
system. In the second dataset, condition 1 (Con = Emo=)
achieved slightly higher accuracy – insigniﬁcant (≤1%) –
than the ﬁrst dataset. This might be caused by the type of
stimuli. Speciﬁcally, in the second dataset, the word pairs
used had both conceptual and emotional correspondence
or only emotional correspondence that required some
levels of mental work load which aﬀect pupil dilation as
mentioned earlier. This was not the case in the ﬁrst dataset.
Nevertheless, the diﬀerence in accuracy remained insigniﬁcant
between the two datasets regardless of the diﬀerence in
experimental tasks, because we, however, only analyzed
data from two conditions in which a decision whether an
analogy was given or not could be reached by identifying
emotional relations. Since emotional relations can be retrieved
automatically from long-term memory, the cognitive demand
should be comparable (Van der Meer, 1989; Sachs et al.,
2008a,b).
In Table 6, it is noted that in both datasets sensitivity
and speciﬁcity values were above 97%. This indicates that
the proposed method performed very well in distinguishing
positive emotions (True Positive) and negative emotions (True
Negatives). Speciﬁcity analysis showed a high rate in both datasets
due to the low number of false negatives detected. This is
probably explained by the high arousal in both datasets since
arousal aﬀects PD (Partala and Surakka, 2003; Bradley et al.,
2008).
The obtained results thus far indicate that the proposed
method is capable of diﬀerentiating between positive and
negative emotions by utilizing the last second of a stimulation
period. The results support the claim that the last portions
of emotional signal are responsible for a bulk of signiﬁcant
diﬀerences between positive and negative responses and show
the feasibility of applying machine learning algorithms to
pupillary responses to classify emotions with high accuracy.
However, the proposed method has some limitations. It
distinguishes accurately between averaged positive and negative
emotions but it is not tested in distinguishing singular or
speciﬁc emotions. It also applies kNN classiﬁer that depends
on sample size. Sample size should be chosen carefully
because very large sample size slows down the performance
whereas small sample size reduces the accuracy (Bhatia and
Vandana, 2010). Hence, the results of using this method
should be replicated using data from other experiments
with bigger sample sizes. Although the classiﬁer worked
comparably using data acquired during a passive listening
task and higher cognitive analogical reasoning, further research
is needed to validate the classiﬁer with diﬀerent stimulus
material and tasks involving a diﬀerent amount of cognitive
demand. In particular, it is necessary to demonstrate that the
proposed method can successfully identify emotional valence
in diﬀerent datasets that are both similar and diﬀerent in
terms of the cognitive demand, both using emotionally charged
stimuli.
The results also support the claim that pupil dilation is a
good index of individuals’ emotional states and that it dilates
with respect to emotional states regardless of whether emotions
have positive or negative valence. There is signiﬁcant diﬀerence
between negative and positive emotions in terms of sustainability
and dilation diameter that gets clearer at the end of the
signal.
Both datasets had signiﬁcant diﬀerences in valence and arousal
(according to IADS in the ﬁrst dataset; self-report ratings in the
second dataset), Therefore, it is unclear whether changes in pupil
dilation are related to valence or arousal as both concepts are
not independent from each other. We also cannot exclude the
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possibility that the method classiﬁes pupil responses based on
emotion arousal and/or valence.
Finally, the results of this study suggest that pupil could be
used for a real time emotion recognition system that can facilitate
human–computer interaction.
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