ABSTRACT: In this paper, we have proposed an algorithm that has been improved from the classical Clarke and Wright savings algorithm (CW) to solve the capacitated vehicle routing problem. The main concept of our proposed algorithm is to hybridize the CW with tournament and roulette wheel selections to determine a new and efficient algorithm. The objective is to find the feasible solutions (or routes) to minimize travelling distances and number of routes. We have tested the proposed algorithm with 84 problem instances and the numerical results indicate that our algorithm outperforms CW and the optimal solution is obtained in 81% of all tested instances (68 out of 84). The average deviation between our solution and the optimal one is always very low (0.14%).
INTRODUCTION
The capacitated vehicle routing problem (CVRP) was initially introduced by Dantzig and Ramser 1 in their article on a truck dispatching problem and, consequently, became one of the most important and widely studied problems in the area of combinatorial optimization. Not only is the travelling salesman problem classified as nondeterministic polynomial time (NP) hard 2 , but also the bin packing problem is a special case of CVRP. Accordingly, the CVRP has been concluded to be an NP-hard problem [3] [4] [5] . The basic concept of CVRP is to find a feasible set of vehicle routes that minimizes the total travelling distance and/or the total number of vehicles used. For each route, the vehicle departs from a given depot and returns to the same depot after completing the service. CVRP involves a single depot, a homogeneous fleet of vehicles, and a set of customers who require delivery of goods from the depot.
Since CVRP was first proposed in 1959 1 , it has received much attention from researchers and practitioners. Therefore, numerous approaches and algorithms have also been developed. First, an exact algorithm, which is an algorithm that solves a problem to optimality by computing the distance of every feasible solution and then choosing a solution with minimum distance, was reported. The approach consists of a branch-and-bound algorithm 6 , a branch-and-cut algorithm [7] [8] [9] , and a branch-and-cut-and-price algorithm 10 . In these algorithms, CVRP instances involving more than 100 customers can rarely be solved to optimality due to a huge amount of computation time. Second, a heuristic algorithm, which is an algorithm that should find solutions among all feasible ones, composed of savings algorithm 11 , sweep algorithm 12, 13 , sequential insertion algorithm 14 , petal algorithm 15, 16 , two-phase insertion 17 , cluster-first route-second algorithm 18 , 2-petals algorithm 19 , k-opt heuristic 20 , Orexchanges 21 , and λ-interchanges 22 . These algorithms usually find a feasible solution (near optimal) fast and easily but they do not guarantee that the optimal solution will be found. Finally, a metaheuristic algorithm, which is an iterative improvement approach by combining a heuristic algorithm with intelligent ideas for exploring and exploiting the search space, composed of simulated annealing 22 , tabu search 23, 24 , genetic algorithm 25, 26 , ant colony algorithm 27, 28 , memetic algorithm 29, 30 , active-guided evolution strategies 31 , honey bees mating optimization algorithm 32 , and particle swarm optimization algorithm 33, 34 . In these algorithms, a good metaheuristic implementation can provide efficiently near-optimal solutions in a reasonable computation time.
The Clarke and Wright savings algorithm (CW) 11 is the most widely applied heuristic for solving CVRP www.scienceasia.org due to its simplicity of implementation and efficient calculation speed. CW has also been widely applied as a basis algorithm in many commercial routing packages. But CW without any improvements provides a solution that is far from the optimal one. However, several implementations of CW for CVRP and other types of VRP were also tackled by many researchers; we have summarized their methods as follows. First, Tillman 35 modified the savings formula 11 to solve the multi-depot vehicle routing problem by revising c 1,i and c j,1 to c k i and c k j which are cost or distance between nodes i and j to the nearest terminal k as in:
Bodin et al 36 modified the savings formula 11 in the case of the Federal Express Corporation's aeroplane scheduling problem by deleting c j,1 which is the travelling time from customer j to depot 1 in order to deal with one way flights (either outgoing or incoming aircraft) in:
Goetschalckx and Jacobs-Blecha 37 compared their heuristic with the modified CW proposed by Deif and Bodin 38 in a case of vehicle routing problem with backhauls by adjusting the savings calculation to be:
Here s max is an estimate of the maximum savings value and α is a penalty multiplier, α ∈ [0.1, 0.3]. Vigo 39 compared his heuristic with parameterized CW consisting of route shape (λ) parameter 40, 41 and weighted (µ) parameter 42 in an asymmetric capacitated vehicle routing problem as in:
Here, λ is a parameter that controls the relative significance of direct arc between two customers (λ ∈ [0, 3]) and µ is the asymmetry between two customers with respect to their distances to the depot (µ ∈ [0, 1]). Altınel andÖncan 43 introduced a new enhancement of the original CW in parameterized saving consisting of route shape (λ) parameter 40, 41 and weighted (µ) parameter 42 . Their new heuristic with savings criterion considers the customer demand parameter (ν), which includes the demand of customers on a vehicle's capacity. Their proposed savings formula is as follows:
Here d i is the demand of customer i andd is the average demand of all customers. Considering these three independent parameters (λ, µ, ν), Altınel and Oncan 43 used a simple enumerative approach by varying parameter λ in the ranges of [0.1, 2] and parameters µ and ν in the ranges of [0, 2], and using a step size of 0.1. Totally, 8820 different solutions are obtained and the best solution is chosen. Therefore, this approach requires much computing time which can be reduced by using a genetic algorithm 44 and empirically adjusted greedy heuristics 45 to adjust the parameters. Juan et al 46 presented a simulation study in routing via the generalized CW which is a hybrid algorithm that combines the parallel version of CW with Monte Carlo simulation and state-of-the-art random number generators. Finally, CW is widely used to generate initial solutions for further application with other algorithms to get the improvement [47] [48] [49] . Due to our summary of the related CW studies as mentioned above, there are few literature published by Gaskell 40 , Yellow 41 , Paessens 42 , Altınel and Oncan 43 , and Juan et al 46 in which CW is the standalone algorithm applied to solve CVRP by concerning the modification of inside its procedure. But in those works, only Juan et al 46 successfully reported 50 optimal solutions in real Euclidean distance. Therefore, one of our motivations is to improve the CW by using our new competitive approach which can successfully reach the optimal solutions. In our algorithm, we simply have applied the parallel version of CW 11 combined with our approach adjusted from two genetic operators in the genetic algorithm including tournament and roulette wheel selections. It is shown that our algorithm is very simple to apply for solving CVRP.
In this paper, an improved Clarke and Wright savings algorithm (ICW) for CVRP by using the parallel version of CW combined with our approach is initially proposed. It is able to compete with CW related algorithms and other algorithms in terms of solution quality while solving CVRP.
PROBLEM DEFINITION
The CVRP can be stated as the problem in which vehicles based at a depot are required to serve geographical customers in order to satisfy known customer demands. All vehicles have the same loading capacity. All customers have non-negative demands. Each customer must be visited once by one vehicle. The loading of each vehicle cannot exceed the loading capacity. The objective of CVRP is to minimize the total travelling cost of all vehicles. The model formulation of CVRP is shown below.
where N is number of customers including depot (depot is assigned to be customer 1), c ij is the travelling cost between customer i and j (i, j ∈ N, i = j), V is number of vehicles (v ∈ V ), Q is the loading capacity, d i is the demand associated with each customer i,
In this formulation, the objective function is expressed by (1) which states that the total travelling distance of all vehicles is to be minimized. Eq. (2) represents the constraint that each customer must be visited once by one vehicle, where y (6) and (7) express that vehicle availability should not be exceeded.
METHOD OF APPROACH
In this section, an ICW which combines the advantages of CW with tournament and roulette wheel selections for solving CVRP is proposed. The concept of CW is based on the computation of savings for combining two customers into the same route. There are two versions of CW: sequential and parallel. In the sequential version, only one route is expanded until no more routes can be merged to this route. In contrast, in the parallel version several routes can be constructed in parallel. According to ICW, we implemented the parallel version of CW since it usually generates the better results than the corresponding sequential 50, 51 which introduced the decision-making software based on the sequential version of CW and genetic algorithm, in which the roulette wheel selection is used as one of our genetic operators. The flowchart of ICW is given in Fig. 1 and is described in the following subsection.
The general Clarke and Wright savings algorithm
In the classical version, we first calculate the distance matrix (d i,j ) as:
Here, x i , y i and x j , y j are the geographical locations of customer i and j. Second, the savings value between customer i and j is calculated:
Here, d 1,i is the travelling distance between depot 1 and customer i. Third, all savings values are sorted in the decreasing order. Beginning with the topmost entry in the list (the largest s i,j ). Finally, starting from the top of the savings list, CW includes link (i, j) in a route if no route constraints will be violated through the inclusion of customer i and j in that route. The route constraints are as follows: (a) Either, neither i nor j have already been assigned to a route. (b) Exactly, one of the two customers (i or j) has already been included in an existing route and that customer is not interior to that route (a customer is interior to a route if it is not adjacent to the depot 1 in the order of traversal of customers). (c) Both customer i and j have already been included in two different existing routes and neither customer is interior to its route. The route linking is repeated to process the next entry in the savings list until no feasible link is possible. In the case of non-routed customers, each is assigned by a route that begins at depot 1, visits the unassigned customer and returns to the same depot 1.
The proposed Clarke and Wright savings algorithm
In the proposed version, ICW is an iterative improvement approach designed to find the global optimum solutions. In contrast to CW which always sorts link (i, j) in the decreasing order to generate standard savings list, our approach arranges link (i, j) by adapting the combination of ideas between tournament and roulette wheel selections to generate a new savings list. Goldberg et al 52 gave an example of the tournament selection which randomly chooses a set of chromosomes and picks out the best one from the set for reproduction. The number of chromosomes in the set is called tournament size. A common tournament size is two which is called binary tournament. Fitness proportionate selection or roulette wheel selection was introduced by Holland 53 . His basic idea is to determine the selection or survival probability for each chromosome proportional to the fitness value. The example of our approach is shown in Fig. 2 . The new savings list replaces the previous savings list only if the current solution is better than the previous one. In case that the stopping condition is satisfied, ICW will be terminated. Here, the total number of iterations and the number of consecutive iterations without any improvement in the best found solution are employed as the stopping condition. Notice that, ICW may generate the infeasible solution in which the number of available vehicles is inadequate at some iteration. In this case, the savings list will not be selected to be a new one by our approach. Therefore, it always links routes that belong to the same savings list. In order to avoid this problem, we present the infeasible acceptance technique which resets the best value equal to very large penalty value (999 999) when the better solution found is infeasible.
In Fig. 2 , we have illustrated the example of generating the new savings list by our approach in case of five customers. Fig. 2a shows initial savings values, which represents the savings list sorted by the decreasing order in case of the first iteration of ICW, or represents the savings list derived from the previous better one. In Fig. 2b , our approach begins with adapting the tournament selection. The tournament size is a random number between two and six, and a set of savings values is chosen from the savings list. In the general tournament selection approach, the best savings value with minimum distance is picked out from the set. But in contrast to our tournament selection, the savings value is picked out from the set by the roulette wheel selection process. For savings number n with savings value s n , its selection probability p n and cumulative probability q n are calculated as:
Here, T is the tournament size. Therefore, a roulette wheel is created by these probabilities. The selection method starts by spinning the roulette wheel with a random number r from the range between 0 and 1. If r q 1 , then choose the first savings value s 1 ; otherwise, choose the nth savings value s n (2 n T ) such that q n−1 < r q n . This single savings value is collected into the new savings list represented by Fig. 2c , and is discarded from next tournament selection operation in order to avoid the duplicate savings value. Hence, remaining savings values will be repeatedly executed by tournament selection until the last saving value is determined in the savings list, and that value is automatically collected into the new saving list.
EXPERIMENTAL ANALYSIS
This section presents the numerical experiment of ICW. We use the benchmark problem instances available in the literature to verify the efficiency and effectiveness of our algorithm.
Implementation and hardware
The ICW has been implemented in VISUAL BASIC 6.0 on an Intel Core i7 CPU 860 clocked at 2.80 GHz with 1.99 GB of RAM on a Windows XP platform. In our algorithm, some parameters have to be preset before the execution. For ICW, we have set the number of tournament sizes to be a random number from 3-9 and the total number of iterations equal to 10 000. Moreover, ICW is also terminated after 1000 consecutive iterations without any improvement in the best found solution.
Benchmark instances
In order to test ICW, we used five well-known datasets of CVRP (composed of 84 instances). These considered datasets are symmetric with vehicle capacity constraints and number of available vehicles restrictions. Their characteristics are listed in Table 1 . Among 84 problem instances, 70 instances are from Augerat et al 8 referred to as A, B, and P. Next, 11 instances are from Christofides and Eilon 54 referred to as E. The last three instances are taken from Fisher 7 referred to as F. All problem instances have very tight vehicle capacity constraints in which the ratios of demand to capacity calculated by (8) below and shown in Table 1 are close to 1.0, except the E-n23-k3 problem which is equal to 0.75. The standard deviation of customer demands for each problem depicted in Table 1 indicates that the customer demands in Fisher's 7 benchmark problem vary much more than in the other benchmark problems.
Ratio of demand to capacity
Here, d i is the delivery demand at customer i, V is the number of vehicles, and Q is the vehicle capacity.
The benchmark problem sizes that we emphasized in this paper are classified as small-scale (less than 50 customers) and medium-scale (between 51 and 100 customers). All considered problems here are symmetric with different situations, e.g., uniformly and not uniformly dispersed customers, clustered and not clustered, with a centred or not centred depot. One of our motivations is to understand and develop a new approach that we can apply to every situation. The details of each problem are explained next. Augerat et al 8 proposed three datasets (A, B, and P). For the instances in dataset A, both customer locations and demands are randomly generated. The customer locations in dataset B are clustered instances. The modified version of other instances is dataset P, in which the problem ranges in size from 16-101 customers including the depot. The fourth dataset was proposed by Christofides and Eilon 54 . The customers are randomly distributed in the plane and the depot is either in the centre or near to it. The problem ranges in size from 22-101 customers including the depot. The fifth dataset was proposed by Fisher 7 . Each instance represents a day of grocery deliveries from the Peterboro and Bramalea, Ontario terminals, respectively, of National Grocers Limited, and the depot is not centred. The problem ranges in size from 45-135 customers including the depot.
Computational results and the comparison analysis of ICW
According to the optimal solutions 9, 10, 55 that have appeared in the literature for five well-known datasets of CVRP, the Euclidean distances, which are the distances between customers rounded to be the closest integer value, are used by following the TSPLIB standard 56 . Most earlier studies also relied on integer distance, except Juan et al 46 who reported their finding using real distance in double precision. Moreover, Battarra et al 44 and Corominas et al 45 both reported only the average percentage improvements of their solutions over CW solutions in each benchmark problem. In contrast, we do not only consider the improvements of our solutions over CW solutions but also show the performance of our solutions by comparing ICW with the algorithms for CVRP (Table 2) .
In addition, a few works on integer distance, in which the problems were solved in all instances, were presented by AÖ, GN, H, and NJK. This is, therefore, one of our motivations to show the performance of our results by fair comparison with those results. In order to further evaluate our solution quality, several works on integer distance in which the problems were solved in some instances presented by AK, GGW, NMP, XK, ML, CYW, BHK, GPV, and KS, were compared with our solutions individually. We discuss each benchmark in a separate section where the percentage deviation between obtained solution (obt) and compared solution (com) is shown. Here, the percentage deviation is calculated as (obt − com)/com. As ICW is a probabilistic algorithm, results can vary from run to run.
Summary results for CVRP instances
The results in Table 3 show that ICW can find high quality solutions in reasonable computation times. Out of the 84 problems, we find the optimal solutions for 68 problems with up to 135 customers. For sixteen medium problems with 50-100 customers, the percentage deviations between our solutions and the www.scienceasia.org optimal solutions are very low (0.78% for A-n62-k8, 1.00% for A-n64-k9, 0.51% for A-n80-k10, 0.54% for B-n52-k7, 0.30% for B-n66-k9, 0.71% for B-n68-k9, 1.39% for B-n78-k10, 0.43% for P-n55-k10, 0.68% for P-n76-k4, 0.44% for P-n101-k4, 0.59% for E-n76-k7, 0.95% for E-n76-k8, 1.08% for E-n76-k10, 0.59% for E-n76-k14, 0.49% for E-n101-k8, 1.21% for E-n101-k14). Nevertheless, in those near optimal solutions, there are five problems (A-n80-k10, B-n66-k9, P-n55-k10, E-n76-k10, E-n101-k8) for which our results are better than the other results. Moreover, there are also fourteen problems where our results not only obtained the optimal solutions but also performed better than the other results. Furthermore, our solutions outperform CW and ECW solutions in all directions. These indicate that ICW is extremely effective and efficient to produce high quality solutions for five well-known datasets of CVRP. The important details of our improvement are as follows. The average percentage deviation between CW solutions and our solutions for benchmark of datasets A, B, P, E, and F are −4.7%, −2.3%, −10.4%, −5.6%, and −2.9%. We have found that CW solutions were improved by the average of 5.5%. This finding shows that dataset P has the highest average deviation and dataset B has the lowest average devia- 
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- (560 tion. The greatest improvements of these values are, respectively, presented in top three instances including P-n76-k4 (−14.6%), P-n40-k5 (−12.7%), and P-n76-k5 (−12.4%). We can conclude that the problems which have the features like clustered customers can be solved by CW better than the problems which have the features of uniformly and not uniformly dispersed customers. In addition, the results show that ICW can significantly solve both above-mentioned problems to obtain optimal or near optimal solutions. Another finding from Table 3 is the infeasible solutions produced by CW and ECW in which the number of available vehicles is inadequate. This finding is referred to Vigo 39 that CW does not allow for the control of the number of routes of final solution. The solution found for a given instance can, in fact, require more than k routes to serve all the customers, hence being infeasible. 45 ) for five well-known datasets of CVRP. Moreover, we observe that ICW also obtains optimal solutions in some instances. We attribute this success to two key factors. First, the savings list ranking based on tournament and roulette wheel selections provides a powerful classification mechanism. Second, the new savings list replacement, when the solution obtained from current savings list is better than the previous one, provides an effective enhancement to locate a new better solution. In order to illustrate the works of our algorithm, we give an example in Fig. 3 which is a case of eight customers with two vehicles and each vehicle has a capacity of four units. ICW can start with any feasible or infeasible solution. We use CW to produce an initial solution as shown in Fig. 3a , and then our approach inside the ICW mechanism is executed to improve the solution which occurs in two cases composed of intra-and inter-route neighbourhoods as shown in Fig. 3b and 3c . In particular, some vehicles in 28 problems have more than ten customers as follows: 11 customers (A-n37-k5, A-n38-k5, A-n53-k7, B-n39-k5, B-n50-k7, B-n52-k7, B-n56-k7, B-n66-k9, B-n68-k9, B-n78-k10, P-n21-k2, P-n22-k2, P-n45-k5, P-n55-k7, E-n51-k5), 13 customers (A-n64-k9), 14 customers (A-n62-k8, A-n80-k10, E-n23-k3, E-n30-k3, E-n33-k4, E-n76-k7), 16 customers (P-n76-k5), 19 customers (F-n45-k4), 22 customers (P-n76-k4), 24 customers (F-n72-k4), 29 customers (P-n101-k4), and 41 customers (F-n135-k7). It is shown that our algorithm exhaustively explored the solution spaces, and can obtain the optimal or near optimal solutions alone without any local search method like 2-opt, 3-opt, and others.
In Table 4 , we have reported the experiment of our results by ICW in every 2500-iteration that influences Table 4 The experiment of our results by ICW. our approach types of behaviour. In our algorithm, each iteration is finished in just a few milliseconds.
As expected, the largest number of improvements is found at the beginning (1-2500 iterations). In some E-n51-k5  13  2  0  0  3  2988  E-n76-k7  10  2  1  0  22 5104  E-n76-k8  11  2  3  2  13 9185  E-n76-k10  15  7  3  0  2  6961  E-n76-k14  8  1  0  0  97 4102  E-n101-k8  13  3  1  0  10 problems, improvements are obtained up to 10 000 iterations. Moreover, ICW can provide optimal solution in just some 10 iterations according to E-n22-k4, E-n23-k3, A-n37-k6, P-n16-k8, P-n21-k2, P-n22-k8, A-n32-k5, P-n20-k2, B-n31-k5, A-n33-k5, P-n22-k2, B-n50-k7, and P-n23-k8 problems (2, 2, 7, 7, 8, 12, 13, 16, 29, 31, 31, 35, and 72 iterations, respectively), which takes only a few seconds to run.
CONCLUSIONS
In this paper, we presented a new approach called the improved Clarke and Wright savings algorithm (ICW) to solve the capacitated vehicle routing problem (CVRP). It combines the Clarke and Wright savings algorithm with tournament and roulette wheel selection operators. We also performed experiments using five well-known datasets of CVRP (composed of 84 instances) obtained from literature and compared them with the optimal solutions. Our algorithm is competitive or outperforms recent heuristics and metaheuristics on integer distance. Moreover, the numerical results show that our algorithm also gets small average percentage deviations when compared with the optimal one (0.14%). Furthermore, our solutions outperform Clarke and Wright 11 's solutions and Altınel andÖncan 43 's solution in all directions and generate the optimal solutions in 81% of all instances (68 out of 84).
