Abstract. Recent advancements of IP networks pave the way for Over-the-Top (OTT) applications. Evolved telecom platforms provide revenue potentials via Service Gateways (APIs) on top of VoIP/RCS (IMS), Machine Type Communication (MTC) and Smart Bit pipe approaches. QoS is achieved through over-provisioning in today's access and core networks since there are no flexible mechanisms that are available for end-users to influence the QoS level. Processes for user-demanded and operator-controlled QoS management as well as mechanisms for applications signaling their requirements on the data path into the network are far from being adequate. Novel approaches regarding end-to-end inter-domain flow-control architectures, i.e. network slicing, as well as machine-to-machine (M2M) virtualization platforms that handle such functions as device/communication management, session management and bearer and charging management are emerging promising enhanced multimedia communications and efficient utilization of network resources. They promote cloud services and they integrate the computer word into next generation telecommunications.
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Introduction -Virtualized Next Generation Transport And Application Triggered Quality-of-Service (QoS)
Services in broadband Next-Generation-Networks (NGN) require end-to-end Qualityof-Service (QoS) over heterogeneous transportation and data networks and across multiple IP Autonomous System (AS) domains. Quality-of-Service is guarantied over sliced network resources that are parameterized on an automatic or semi-automatic basis by the end user or the application program. An application establishes a session that triggers the corresponding network setup which satisfies QoS requirements. This has the advantage to perfectly synchronize QoS requirements / setup and the usage of network resources by the application. Machine-to-Machine (M2M) communication according to the RESTful approach proposed by ETSI M2M assumes a virtualized transport layer consisting of routers, sliced network resources and virtual machines (VMs) that form the basis layer in a structured architecture that separates control, application and transport layers (see Fig. 1 ). Cloud services are straightforward commercial offerings that utilize such an architecture. The Multiprotocol Label Switching (MPLS) is an IP network protocol supported by many carriers including the 
Hellenic Telecommunications Organization (OTE). OTE supports transparent interconnection of client Virtual Private Networks (VPNs) through MPLS VPN (IETF RFC 2547bis) and MPLS Inter-AS. Quality-of-Service is supported through the implementation of the IETF recommendation RFC 3270 (MPLS Support of Differentiated Services).
Video-to-Video Delivery Over Content-Distribution-Networks (CDN)
A NGN has been defined by several standards bodies, including the ATIS IPTV Interoperability Forum (ATIS IIF), the ITU (International Telecommunication Union) and the ETSI TISPAN (European Telecommunications Standards Institute -Telecoms & Internet Converged Services & Protocols for Advanced Networks).
In the definitions developed by all these organizations, NGN architectures and functional elements are similar and usually grouped into two layers:
• NGN transport layer, which contains transport processing functions that may include different access networks, a common Network Attachment Subsystem (NASS) and a common Resource and Admission Control Subsystem (RACS) [1] .
• Cloud computing may be divided into Public cloud, in which everyone may register and use the services, Private cloud, which is accessible through a private network, and Partner cloud, which offers services to specific partners/users. Cloud computing is an on-demand service whose size depends upon users' needs and should feature scale flexibility.
Current Implementations of Network Slicing And Virtualized Programmable Networks/Software Defined Networks (SDNs)
Current distributed control plane architectures do not grand switching nodes access to the full network topology neither do they allow for inter-domain QoS negotiation.
One may enforce and monitor end-to-end QoS across multiple domains by defining priority flow paths and over-the-top switching controllers. Software Defined Networks (SDNs) are characterized by the ability to virtualize network resources. Such virtualized network resources are known as a "network slices". A slice can span several network elements including the network backbone, routers and hosts. Software Defined Networks decouple routing and switching of data flows and move the control of the flow to a separate network element namely, the flow controller that is implemented by the so-called Service Control Point. The concept of SDN originates from the academic community and there are multiple approaches adopted by the industry. Two approaches have risen to prominence with differences in their implementation making each applicable to different markets without prohibiting hybrid deployment.
• The Open Flow solution [5] , which is proposed by the Open Networking Foundation and removes the entire control plane from the network equipment relegating it to a data-plane only role. New mechanisms of network control (discovery, path computation, path set up etc) are created and hosted on a server/cloud. The entities introduced in current implementations are the so-called Open Flow controller, which performs flow routing control, dynamic queue management and resource assignment, and the so-called Open Flow switch, which performs routing/packet forwarding and packet flow to queue assignment. Although applicable to telco/WAN environments, early work has focused on data centers and campus applications.
• The Path Computation Element (PCE) standardized by the IETF (IETF RFC 4655: PCE and RFC 5440: PCEP). PCE takes an evolutionary approach by migrating the path computation component of traditional networking devices to a centralized role. Much of the well established and proven software functions of the control plane are left untouched and remain integrated within the network element enabling a gradual migration to SDN. PCE has the added benefit of providing inter-domain networking, which is a key application for carrier networks. For true traffic engineered inter-domain data flows, it must be possible to calculate an optimal end-to-end path. PCE servers do have access, via interrogation of other PCE Servers, to path and traffic engineering information required in order to compute an optimal end-to-end path through different MPLS/IP aggregation networks. This feature makes PCE the preferred approach to SDN for telco/WAN environments. Virtual Path Slices (VPS) and their corresponding controller have also been adopted in the context of [6] . We see currently two fundamental types of QoS services: Rate limiting at ingress and minimum bandwidth guarantee on egress. The first is typically done with a meter that is associated with ingress port or ingress flows; after a certain rate is exceeded packets are dropped according to some algorithm.
A virtualized Machine-to-Machine (M2M) transport layer envisages distributed applications across multiple virtual machines (VMs) that exchange traffic flows with each other. VM architecture migrates to optimize and rebalance server workloads, causing the physical end points of existing flows to change (sometimes rapidly) over time. VM migration challenges many aspects of traditional networking, from addressing schemes and namespaces to the basic notion of a segmented, routing-based design. It is interesting to mention the concept of para-virtualization, which is a technique of changing the kernel of the operating system in order to "port" it to an idealized virtual machine abstraction. This abstraction may lead to significant improvement in performance and efficiency. The basic architecture proposes a hypervisor or a virtual machine monitor which sits between the guest operating systems and the actual hardware. All hardware accesses are controlled by the hypervisor.
The IP Multimedia Subsystem (IMS)
IMS Architecture
The IMS architecture standardizes network functions and calling processes that are associated with the provisioning and the operation of multimedia services offered by telecom operators and are based upon the TCP/IP protocol suite described in IETF (Internet Engineering Task Force) recommendations. The IMS functional architecture [7] was initially designed by the 3GPP (3 rd Generation Partnership Project) initiative for the communication models of wireless networks and it was intended for IP services over GPRS (General Packet Radio Service) mobile networks. The proposed functional architecture has been revised by 3GPP2 and the ETSI TISPAN workgroup in order to include wireless LAN, CDMA2000 and fixed line networks. The IMS architecture defines a control layer, which is operated by the network provider and manages the underlying access and transport layers by performing session control of data flows. A service layer is defined as a higher layer that consists of application and multimedia servers. The core entities of the IMS architecture (see Fig. 3 The primary distinction between P-CSCF and IBCF is that devices that attach through a P-CSCF use SIP signaling to register their presence and subscribe for service (clientserver), whereas the IBCF uses statically configured routing (peer-peer), such as DNS or ENUM (IETF RFC 3761). A single device may support both P-CSCF and IBCF modes, as both behaviors may be required, even over the same physical interface. The current method of ensuring differentiated QoS in IMS networks is through two key network elements, namely the Policy Decision Point (PDP) and the Policy Enforcement Point (PEP). The PDP retrieves the necessary policy rules (flow parameters), in response to a RSVP message, which it then sends to the PEP. The PEP then executes these instructions. The Policy Control Function (PCF) associated with the P-CSCF plays the role of the PDP in IMS standards. The PEP resides in the Gateway GPRS Support Node (GGSN) for mobile access or the module of RACF traffic control for next generation broadband access. In an IMS call flow, the SDP message is encapsulated within SIP and carries the QoS parameters. The PCF examines the parameters, retrieves appropriate policies and informs the PEP in the GGSN/RACS for the specific policy requirements associated with the traffic flow.
Media Gateways, Session Border Controllers (SBC) and Home Gateways
A Session Border Controller [7] implements the following signaling and control functions in the context of the IMS architecture: P-CSCF, IBCF, BGF and TrGW (Translation Gateway). The IBCF/TrGw provides the necessary functions for codec transcoding, when required by interworking agreement and session information, in order to establish communication between end points belonging to different IMS domains. The standardized border functions P-CSCF and IBCF form the signaling core of the Access and Interconnect Session Border Controllers (SBCs). They provide routing and authentication of the signaling, and communicate with devices within the IMS core over the standardized Mw (SIP) interface. SBCs are also required to support functions outside the IMS standards, such as Denial-of-Service protection and interworking with non-IMS devices. SBCs also allow operators to monitor and tune performance to meet agreed SLAs, tailor the service bundle to each customer with multi-level, fine-grained policy rules, facilitate services between incompatible equipment and through NATs and firewalls, and comply with legal regulations regarding privacy, reliability and lawful intercept.
The I-CSCF of the IMS architecture communicates with home networks after verifying user authentication by exchanging SIP messages with S-CSCF. Home IMS Gateway (HIGA) [11] uses client software to identify a user in an IMS network (ISIM/IP Multimedia Services Identity Module). It interworks with home DLNA (Digital Living Network Alliance) networks. DLNA networks support multimedia management in home networks. They define the following home servers and equipment: Digital Media Servers (DMS), Digital Media Players (DMP), Digital Media Controllers (DMC) and Digital Media Renderers (DMR).
End-to-End Flow Control Architecture
Sliced network resources such as dedicated paths may be defined in the context of over-the-top application models. Dedicated paths are defined either on a per flow basis or as aggregate trunks. Two main approaches are considered in establishing such paths: The multi-domain approach (or the so-called "hard" model) and the per domain approach (the so-called "loose" model). The data path is determined by some routing protocol on a hop-by-hop basis satisfying simple continuity Per Hop Behavior (PHB) for a deployment according to the "loose" model. The "hard" model establishes data paths a priori (see Fig. 4 ). There is no need of border router configuration via a resource allocator for the multi-domain case. Per flow CAC (Connection Admission Control) is done only in the access since the end-to-end path is well-known. Cooperation between all operators is required in order to build and maintain end-to-end paths -that do not scale easily -in order to accommodate more traffic. The per domain approach on the other hand is scalable and more flexible since each operator can merge and aggregate traffic from one path to another and may independently setup paths between border routers. Per flow CAC needs to be performed by each domain Resource Manager (RM) to verify the traffic entering in each BR-to-BR path. A Resource Manager (RM) is the key ingredient in building data paths. The RM configures the border router according to the required QoS parameters in the case of the "loose" model. The best intra-domain (AS) path is estimated and the routing table is updated after a communication between the Resource Manager and the border router. Each RM processes the QoS requirements and exchanges this information in the case of the "hard" model. The best AS path is computed and routing is enforced by means of tunnels between dedicated access resources after each RM has received all QoS requirements. QoS path finding based on overlay topologies is not like traditional routing process since it is based on an overlay virtual topology described at inter-domain level. Together with the intra-domain QoS routing available inside each network domain one obtains end-to-end QoS routing paths. QoS routing in such cases is described in [13, 14] . Conventional intra-domain QoS routing protocols run on the routers and find paths with QoS constraints from source to destination. This approach does not offer an image of the available resources at the domain level. A centralized solution is better for mid-long term paths with QoS guarantees. This introduces a domain central manager having knowledge of the total resource allocation inside the domain. A dedicated module of the domain manager determines QoS routes between source and destination according to specific algorithms. Usually the QoS routing process is triggered by a new request addressed to the manager for a QoS path through the domain. One distinguishes between two approaches for inter-domain QoS routing as well. The first one proposes enhancements for the BGP protocol in order to support QoS features. The BGP advertises QoS related information between autonomous systems (AS), and the routing table is build taking into consideration this additional QoS information. The Q-BGP protocol is proposed in the MESCAL project [15] . The other approach of inter-domain QoS routing solutions is based on the overlay Virtual Topology (VT) solution, which abstracts each domain with a node, represented by the domain service manager, or with several nodes represented by the egress routers from that domain [16] . The VT is formed by a set of virtual links that map the current link state of the domain without showing internal details of the physical network topology. These solutions are based on an end-to-end QoS negotiation process. After the QoS path is found, the negotiation process is started. The QoS routing process performed in advance would increasing the chance of negotiation success. The overall process implies two QoS-related searching processes: building the QoS topology and secondly negotiation in order to reserve resources.
A two stage process while building End-to-End Quality-of-Service Paths is outlined as follows [17, 18] :
• • • Such an approach is adopted by the EuQoS consortium. The architectural framework described in [19] 
Conclusion
The actual traffic processing in real internet deployments is still mostly best effort. End-to-end Quality-of-Service for multimedia flows over multi-domain heterogeneous environments involves initial provisioning -usually solved in the management planeand subsequent monitoring and adjustments in the control plane (IntServ, Diffserv, TBAC etc). Combining intelligent cloud services with multimedia content requires synchronization between service and control in order to reserve network resources. Several resource control mechanisms that are defined in the context of such novel architectures as IMS and next generation IPTV models are presented in the context of this review paper. Interconnecting private clouds with Over-The-Top Service Application Platforms (EuQoS), MPLS-TE/IP tunnels and tunnel based aggregation control (TBAC/RSVP as in IETF RFC 4804), prioritized flow forwarding from specific reserved switching resources (Open Flow proposal), PCE architecture/SDN and specific network attachment control functions all offer distinct possible deployments whose effectiveness depends upon the installed infrastructure and the business model to be adopted for the cloud services by the provider.
