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L’ordinateur comme aide à la décision musicale
Dès les années 60, le compositeur Iannis Xenakis se met à utiliser l’ordinateur pour créer
des morceaux. Sa pièce intitulée Achorripsis et sa série dite des ST en sont le résultat. Pour cela,
il utilise des données calculées par l’ordinateur IBM 7090.
Depuis les années 60, les ordinateurs ont énormément évolué, et sont devenus très perfor-
mants. De telles performances permettent à l’intelligence articielle de s’épanouir. Elle se déve-
loppe pour l’aide à la prise de décisions et au diagnostic dans de nombreux domaines. Le traite-
ment automatique des langues naturelles, pour la reconnaissance de la parole ou la synthèse de
la parole, en est un. Emmanuel Kant disait que la musique est la langue des émotions.
Nous pouvons nous poser la question d’une intelligence articielle capable de créations ar-
tistiques, et notamment capable de créer un morceau de musique par elle-même.
Regardons les capacités actuelles des ordinateurs pour la composition musicale. Par exemple,
nous savons faire des compositions à la manière de Bach[1] ou bien encore dans le style des
Beatles 1. L’intervention de l’Homme est encore très présente dans le cas du style des Beatles,
la machine produit uniquement la partition, l’interprétation étant aux mains des musiciens. Et
remarquons que les mélodies restent simples dans le cas de BachBot.
Ici, nous nous intéressons à une autre forme de création musicale particulière : celle de l’im-
provisation. Elle dière de la simple composition, dans le sens où une improvisation ne se limite
pas à créer une musique, il s’agit également d’écouter le jeu des musiciens et le morceau dans
lequel elle s’inscrit. Elle se doit d’être un échange collaboratif avec les musiciens. Former une
synergie avec les musiciens. Elle est, pour ainsi dire, une composition en temps réel. L’improvi-
sation a un caractère spontané, intuitif et interactif.
Mon stage s’insère dans le projet de l’Agence National de Recherche intitulé Dynamiques
Créatives de l’Interaction Improvisée 2, qui vise à concevoir et mettre en œuvre un système d’im-
provisation musicale automatique capable d’interagir avec d’autres musiciens. Le système de
l’état de l’art est celui d’OMax[2]. Ce système consiste à découper judicieusement le morceau,
qui a été joué, en petit bouts, pour ensuite créer l’improvisation à partir de ces petits bouts se-
lon des critères de sélection[3]. Grâce à l’apport fait par Ken Déguernel, qui consiste à améliorer
les critères de sélection à l’aide de modèles probabilistes[4], le système développé par l’équipe
dépasse celui de l’état de l’art. Mais ce système génère encore des fausses notes.
Le but essentiel de mon travail consiste à mettre en place un mécanisme qui permette au
système de détecter ses erreurs et d’apprendre de ses erreurs an de ne plus les reproduire. Mon




• La première partie mettre en place un système de détection des fausses notes ;
• et la deuxième partie vise à modier la génération de mélodies immédiatement pour que
le système ne refasse pas les mêmes erreurs.
La détection de fausses notes est un challenge. Puisque, certes nous entendons assez facilement
les fausses notes, mais il n’existe pas de formule magique pour traiter tous les cas. Il s’agit de
trouver une formule qui s’en rapproche. Nous pourrions introduire des notions théoriques de la
musique. Toutefois, cela réduirait la richesse et le caractère unique propre à l’improvisation.
Organisation du mémoire
À la suite de cette introduction, nous commencerons par dénir des notions de musique
(hauteur, rythme, ...). Nous en proterons également pour introduire les notions fondamentales
de l’apprentissage automatique, et notamment celle-ce de l’apprentissage profond.
Dans un second temps, nous décrirons en détail le système mis en place actuellement. Nous
nous focaliserons aussi sur les tâches mises en œuvre durant le stage : la création d’une intel-
ligence articielle pour détecter les fausses notes, la modication du système actuel pour qu’il
apprenne à ne pas refaire les mêmes erreurs. Dans cette partie nous détaillerons les choix de
conceptions, leurs avantages, leurs limites.
Enn nous analyserons les résultats, nous débattrons des modèles choisis et nous propo-
serons de nouvelle piste de réexion. Dans cette partie, j’indiquerais également ma méthode de
travail employée durant mon stage.
L’annexe A décrit les données d’apprentissage et de tests utilisés.
2
1 Le contexte : Projet ANR DYCI2
Mon stage s’inscrit dans le cadre du projet ANR intitulé DYCI2. Ce chapitre va présenter ce
projet : ses objectifs, ses motivations, sa composition. Nous verrons aussi le domaine de recherche
du projet dans lequel mon stage se place, à savoir celui de l’apprentissage interactif.
1.1 Présentation du projet
Le projet DYCI2 vise à explorer les interactions entre l’homme et des agents articiels dans
le domaine de l’improvisation musicale. Son but est de concevoir des modèles d’écoute, d’appren-
tissage, de modélisation et d’interaction capables de s’adapter et de comprendre la complexité de
l’improvisation musicale. Ces agents musicaux doivent être créatifs, autonomes et capables de
prendre part à une improvisation de façon interactive et musicalement viable (dans le sens qu’ils
ne jouent pas au hasard).
1.1.1 Motivations
Le projet part d’une observation : l’immense majorité des interactions humaines sont im-
provisées. Et pourtant, toutes ces interactions sont structurées, cohérentes et ont du sens.
Par exemple, la majorité des improvisations, que les groupes de musique font, ne sont pas écrites
note à note à l’avance. Dans le cas contraire, nous perdons la notion même d’improvisation. Les
musiciens ne prévoient pas l’ensemble de l’improvisation ; celle-ci a un début, un développement
et une n.
En somme, ces interactions humaines mettent en jeu de nombreux comportements. La per-
ception est la première, nous captons et recevons les actions d’autrui. Puis l’expression, nous
agissons en conséquence de ce que nous avons perçu. L’environnement réagit ainsi aux actions
que nous faisons, et ce schéma boucle sur lui-même. Nous recevons de nouvelles informations,
nous agissons, l’environnement réagit, etc. Tout cela en une fraction de seconde.
En reprenant l’exemple de l’improvisation, les musiciens s’écoutent mutuellement. Puis, si un
musicien décide de faire une variation à un moment donné, les autres membres du groupe ré-
agissent à celle-ci et adaptent leur jeu musical en conséquence. Ce procédé se fait jusqu’à la n
de l’improvisation.
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1.1.2 Composition du projet
En partant de ce constat, le projet veut modéliser le style et l’interaction à l’aide d’agents
numériques. Le projet se décompose en trois domaines de recherche :
• l’écoute informée ;
• l’apprentissage interactif des structures musicales ;
• les dynamiques d’interaction improvisée.
L’écoute informée veut mettre en place un système en temps réel d’écoute et d’analyse de la
scène sonore dans laquelle l’agent articiel devra interagir. C’est l’équivalent de notre compor-
tement de perception.
L’apprentissage interactif des structures musicales vient après l’écoute informée. Il vise, à
partir des données reçues de l’écoute informée, à mettre en avant des modèles capables de cap-
turer les structures musicales (style de musique, rythmique associé, ...). Ces structures serviront
de points d’appui pour générer de nouvelles séquences musicales. L’objectif est de mieux rendre
compte de la complexité du langage musical. Le comportement équivalent serait celui de l’ex-
pression.
Enn, les dynamiques d’interaction improvisée ont pour objectif d’articuler l’agent numé-
rique. C’est-à-dire qu’il doit s’adapter à son environnement (le jeu des musiciens, le morceau sur
lequel il doit improviser, etc.). Ce domaine s’intéresse à la question du modèle de mémoire à attri-
buer à un tel agent pour lui permettre de remplir sa fonction d’adaptation et celle d’anticipation.
La notion de mémoire n’est pas celle de la mémoire vive d’un ordinateur. Dans ce contexte, la mé-
moire correspond à une structure de séquences musicales annotées dans laquelle nous piocherons
les séquences en les transformant et en les réagençant de façon à créer une improvisation [5]. Ici,
nous avons aaire au comportement qui permet d’interagir, car écouter et agir ne sussent pas.
Une notion de mémoire est importante pour éviter les incohérences.
1.2 L’apprentissage interactif
Mon stage est lié au domaine de l’apprentissage interactif, dont la charge revient à l’équipe
MULTISPEECH de l’Institut National de Recherche en Informatique et en Automatique (INRIA).
Cette équipe fait ses recherches dans le traitement automatique de la parole et du langage.
L’approche adoptée par l’équipe pour la modélisation de séquences musicales mélange une
approche formelle et une approche probabiliste [4]. La première approche est basée sur la logique
mathématique et la seconde sur les probabilités. La volonté de fusion de ces deux approches s’ex-
plique. L’approche formelle a su montrer son ecacité, notamment pour sa rapidité dans les
calculs. L’approche probabiliste a su montrer son ecacité dans le domaine du langage parlé [6].
L’objectif est d’explorer la possibilité d’obtenir un modèle de séquences musicales plus longues,
qu’il est dicile d’obtenir dans un cadre purement probabiliste, tout en bénéciant de la robus-
tesse 1 au sur-apprentissage qu’orent les approches probabilistes. Le modèle doit aussi s’adapter
au style des musiciens.
En vue de découvrir et de réaliser un tel modèle, le projet DYCI2 ne part pas de rien. Il fonde sa
recherche sur un paradigme particulier : le paradigme d’OMax.
1. La robustesse est la capacité du système à ne pas varier de comportement malgré une petite modication dans
les données ou les paramètres choisis.
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2 État de l’art : OMax
OMax est un logiciel capable d’improviser grâce à un apprentissage et une génération en
direct à partir d’un corpus et/ou du jeu d’un musicien. Il n’a, a priori, aucune connaissance, ni
aucune règle pour analyser la musique donnée en entrée. OMax a été développé par Assayag et
al. [2] de l’Institut de Recherche et Coordination Acoustique/Musique (IRCAM).
Dans ce chapitre, nous allons explorer l’univers du paradigme OMax : ses principes de base, son
architecture d’un point de vue global et le modèle qui se cache derrière la création des improvi-
sations. Ce cheminement nous amènera à détailler la problématique.
2.1 Les principes de base
OMax est un système qui se base sur le fait qu’il ne connaît a priori rien à la musique.
OMax est capable d’eectuer quatre actions en parallèle. Ces actions sont très semblables à celles
évoquées dans la composition du projet DYCI2, à savoir : écoute, apprentissage et interaction. En
voici la liste :
• l’écoute d’un ux audio en continu ;
• l’extraction d’informations à partir de l’écoute faite ;
• la modélisation des informations extraites ;
• la génération d’une nouvelle structure musicale à l’aide du modèle construit.
2.1.1 Réinjection stylistique
Pour mettre en évidence un modèle qui analyse une séquence musicale et capte certains traits
relatifs au style [7],OMax va puisser les ressources nécessaires dans des musiques existantes et
dans le jeu de l’improvisateur. Si les ressources sont en quantité susante, il va les recombiner
pour imaginer une improvisation. De cette sorte, il y a une réinjection d’un passé, certes altéré,
mais innovateur. C’est une forme de feedback. Eectivement, tout ce qui a été joué est susceptible
d’être réinjecté dans le processus de création.
En somme, l’improvisateur pendant son improvisation écoute les autres musiciens. Il doit
s’écouter lui-même. OMax va devenir une forme de mémoire externe en créant un avatar de
l’improvisateur. Cet avatar devient un partenaire de jeu à part entière. Ainsi, l’improvisateur va
devoir aussi prendre cet avatar en compte dans son jeu. Le musicien improvise avec une copie
d’un passé de lui-même. Toute la réinjection stylistique est représentée dans la Figure 2.1, issue
de [8].
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Figure 2.1 – Schéma montrant le processus de réinjection stylistique.
2.1.2 Vue d’ensemble de l’architecture
Pour comprendre le fonctionnement d’OMax, nous allons le décomposer en deux parties.
Une première partie est chargée de l’écoute et de l’apprentissage. La seconde partie se consacre
à l’improvisation même.
L’analyse, c’est-à-dire l’écoute et l’apprentissage, faite par OMax peut se décomposer en trois
couches. La première couche va extraire des informations issues du son capturé à l’aide du trai-
tement du signal. C’est la partie dite de détection. Vient ensuite une partie de segmentation. Elle
consiste à agréger les informations issues de la détection an de créer des unités symboliques et
cohérentes.
Le processus de détection est fait à l’aide de l’algorithme YIN [9]. Il permet d’estimer en temps-
réel la fréquence fondamentale de chaque son capturé. Chaque son possède un ensemble continu
de fréquences. Une séquence de fréquences discrète est envoyée vers la partie de segmentation
qui va faire le lien avec la note correspondante. Par exemple, une fréquence fondamentale de 440
Hz correspond au La symbolique des diapasons.
Enn la dernière couche est la couche de modélisation. Elle va créer un modèle à partir de cette
représentation symbolique. Cette modélisation est faite par un oracle des facteurs, décrit en détail
dans la partie 2.2.2.
La deuxième partie, la partie d’improvisation, est eectuée en parallèle. L’improvisation va
naviguer dans le modèle an de créer une improvisation. Cette improvisation est encore à l’état
de symboles qu’il faut alors transformer en un son : c’est la partie rendu. Cette architecture est
représentée dans la Figure 2.2.
2.2 Le modèle : Oracle des Facteurs
Nous avons précédemment dit que la modélisation est faite à l’aide d’un oracle des facteurs.
Dans cette partie, nous allons détailler ce dont il s’agit. Avant de voir l’oracle des facteurs, nous al-
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Figure 2.2 – Architecture d’OMax. Image issue de la documentation d’OMax [8].
lons devoir brièvement rappeler quelques notions de la théorie des langages. Une fois ces notions
rappelées, nous préciserons comment utiliser l’oracle des facteurs pour créer une improvisation.
2.2.1 Alphabet, mots, facteurs, automates : des notions simples de la
théorie des langages.
Pour créer un langage il nous faut des symboles : les lettres. L’ensemble de ces lettres forme
un alphabet, que l’on note Σ. Nous prenons comme exemple la musique, nous pouvons créer un
alphabet composé des notes de musique. Notre alphabet est :
Σ = {Do,Re,Mi, Fa, Sol ,La, Si}.
Un alphabet ne sut pas, il nous faut pouvoir construire des mots. Un mot de longueur k est une
suite de k lettres issues de l’alphabet. Un exemple de mot basé sur notre alphabet musical est :
ω = DoDoReMi .
L’ensemble des mots issus de l’alphabet Σ est noté Σ∗. La dénition d’un facteur est la suivante :
x est facteur y ssi y est de la forme uxv , avec u,v ∈ Σ∗
Cela se traduit par : un facteur est une partie d’un mot. Voici tous les facteurs du mot ω que nous
avons déni :
Do,Re,Mi,DoDo,DoRe,ReMi,DoDoRe,DoReMi,DoDoReMi
La notion de suxe est la même que dans le langage courant. Formellement,
x est suxe y ssi y est de la forme ux , avec u ∈ Σ∗
Les suxes du mot ω sont :
Do,DoDo,DoDoRe,DoDoReMi
L’oracle des facteurs est un automate qui permet de reconnaître au moins l’ensemble des
facteurs d’un mot. Il se peut qu’il reconnaisse d’autres mots. Mais qu’est-ce qu’un automate? C’est
une machine qui reproduit une séquence d’actions. Un automate A = (Σ, S, I , F ,δ ) est composé :
• d’un alphabet Σ ;
• d’un ensemble d’états S ;
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• d’états initiaux I ;
• d’états naux F ;
• des transitions δ , qui représentent la possibilité de lire une lettre à partir d’un état donné.
Un exemple d’automate construit sur notre alphabet musical Σ et qui reconnaît toutes les mélo-
dies (mots) commençant par Do et nissant par Do (démonstration faite en Appendice A). Cet
automate est présenté dans la Figure 2.3.
Figure 2.3 – Automate construit sur l’alphabet des notes de musique. Cet automate reconnaît les
mélodies (mots) commençant par Do et nissant par Do.
Pour lire un automate, nous démarrons d’un état initial (ici 0), puis nous regardons les tran-
sitions possibles. Nous lisons la lettre que possède la transition que nous voulons faire, et nous
arrivons dans l’état pointé par la transition. Et ainsi de suite jusqu’à arriver à un état nal (ici 2).
Le mot nal qui est lu est la suite des lettres lues à chaque transition faite. Par exemple, pour le
mot DoReMiDo nous passons par les états 0-1-1-2.
2.2.2 Oracle des facteurs
L’oracle des facteurs est un automate qui permet de reconnaître au moins l’ensemble des
facteurs d’un mot. Il est issu de la bio-informatique et du traitement algorithmique de textes, il
doit être capable de chercher des motifs dans le génome. Cette structure a beaucoup été étudiée
[10] et a montré son ecacité pour l’analyse et la construction de motifs musicaux. L’oracle
est une structure permettant la mise en œuvre d’algorithmes ecaces issus de la théorie des
automates [5].
L’oracle des facteurs est par construction capable de dire, si oui ou non, un mot est un facteur
du mot à partir duquel il est construit. Mais il est aussi capable de découvrir les facteurs qui sont
répétés dans ce même mot. Ces répétitions sont appelées motifs.
Parmi d’autres représentation possibles (arbres suxes, automate des suxes, ...), l’oracle ore
un excellent compromis [3] :
• il est déterministe, un état ne peut pas avoir deux transitions avec la même lettre ;
• sa création est linéaire, c’est-à-dire qu’il faut au maximum un nombre d’états égal à la
longueur du mot ;
• il est homogène, chaque transition pointant vers un état donné possède le même symbole
(économie d’espace) ;
• il permet la connection entre les motifs, à l’aide de liens suxes ;
• il est possible de le construite en ligne (rapide lors d’ajout d’un état) et donc est très per-
formant pour le temps-réel ;
Les liens suxes introduisent la notion de plus long suxe commun, ces liens permettant de lier
ces suxes entre eux.
Nous n’allons voir ni construction de l’oracle des facteurs (voir [10]), ni toutes les propriétés pour
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son application musicale (voir [3] et [11]). Mais nous allons simplement regarder la façon dont
nous pouvons parcourir l’oracle an de créer une mélodie.
Tout d’abord introduisons un oracle des facteurs. Cet oracle est représenté par la Figure 2.4.
Il est construit sur le mot MiReReMiReRe , issu toujours de notre alphabet musical. Les èches
en traits pleins dénotent les transitions dites liens facteurs obtenues par construction. Les èches
pointillés dénotent les transitions dites liens suxes. Par exemple, à partir de l’état 6 nous regar-
dons le plus grand motif possible aboutissant à cet état : MiReRe . Ce dernier est répété dans le
mot et sa répétition se termine à l’état 3. Nous construisons un lien suxe entre l’état 6 et l’état
3.
Figure 2.4 – Exemple d’oracle des facteurs construit sur le motMiReReMiReRe . Les èches repré-
sentent les transitions ; en traits pleins les liens facteurs et en pointillés les liens suxes.
Pour créer une nouvelle mélodie il sut de parcourir l’automate en suivant les transitions.
Plusieurs stratégies de parcours sont possibles comme le suggère [3].
Nous pouvons ajouter un facteur de continuité. Ce dernier limite le nombre de sauts eectués.
Une stratégie complémentaire, pour éviter de boucler sur la même mélodie (par exemple, lire Ré
à partir de l’état 0 puis remonter le lien suxe, de nouveau lire Ré, etc.) est d’introduire une liste
tabou des états visités et d’empêcher de revenir dans ces états avant un certain temps.
Nous pouvons combiner plusieurs stratégies entre elles, an d’améliorer la qualité de la mélodie
créée.
2.2.3 Oracle des facteurs avec un modèle probabiliste
La problématique ne repose pas sur le modèle présenté ci-dessus, mais sur une amélioration
due à Ken Déguernel [12]. L’idée est d’introduire des modèles probabilistes dans l’oracle des fac-
teurs [4].
Le but est de créer un modèle probabiliste capable de prédire une mélodie à un instant t en
connaissant un ensemble d’informations issues de diverses dimensions musicales (par exemple
le rythme ou le style) de tous les instants précédents.
Le problème d’un tel modèle est l’espace à explorer : il est bien trop grand (trop d’informations
musicales à retenir à tous les instants). Pour réduire cet espace, nous allons interpoler le modèle
avec des sous-modèles plus petits. Ces sous-modèles sont réduits à une seule variable musicale.
Un sous-modèle pourrait ne prendre en compte que les informations rythmiques, par exemple.
En pratique, deux sous-modèles ont été mis en place : le premier prédit la mélodie à l’ins-
tant t en connaissant la mélodie à l’instant t − 1, le deuxième prédit la mélodie à l’instant t en
connaissant l’harmonie 1 à ce même instant. Plus l’ensemble de sous-modèles est grand, meilleur
sera l’interpolation et le rendu nal n’en sera que meilleur.
1. Une harmonie est un ensemble de notes jouées simultanément.
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Ce modèle probabiliste doit s’intégrer à l’oracle. L’objectif de cette intégration est de conce-
voir un système d’improvisation semblable à celui d’un improvisateur. L’idée provient d’une ci-
tation de Marilyn Crispell (pianiste américiaine de jazz). Dans un article, intitulé Eléments d’im-
provisation [13] (écrit pour Cecil taylor et Anthony Braxton), elle déclare :
« Le développement d’un motif doit être fait de manière logique, organique, [...]
basé sur l’intuition enrichie par des connaissances (de tout ce qui a été étudié, joué,
écouté, des diérents styles musicaux auxquels on a été exposé etc. au cours de notre vie
- y compris toutes les expériences personelles) ; le résultat étant un vocabulaire musical
personnel. »
Dans un premier temps, nous créons le modèle probabiliste qui sera entraîné soit à l’aide d’un
corpus, soit directement avec le jeu d’un musicien. Dans la citation ci-dessus, cela correspond aux
connaissances acquises au cours de la vie.
Dans un second temps, nous construisons l’oracle des facteurs juste pour la mélodie. Chaque état
représente une note. Dans les dires de Crispell, c’est la manière logique avec laquelle le motif doit
se développer. L’oracle est crée en simultané avec ce que joue le musicien (il peut aussi être crée
à l’aide d’un corpus).
Maintenant, la navigation dans l’oracle se fera à l’aide de la probabilité de franchir une transition
donnée (voir Figure 2.5). Aucune transition supplémentaire n’est créée (ces transitions dépendent
des heuristiques expliquées dans l’article [3]).
Figure 2.5 – Utilisation d’un modèle probabiliste (multi-dimensionnel), noté P, avec l’oracle des
facteurs. Soit i l’état courant. Soient les états j et 1 les états atteignables depuis i . En utilisant les
contextes µi et µ1, P calcule un score pour passer de l’état i à 1. De même pour le passage de i à j. Les
scores sont normalisés. Nous obtenons la probabilité P(i → 1), resp. P(i → j), la probabilité d’aller
de i à 1, resp. i à j.
Pour mieux s’imprégner de l’ensemble de cette description, nous allons regarder le dia-
gramme de classes associé à cette nouvelle structure. Ce diagramme va mettre en lumière les
concepts jusqu’alors évoqués. Il sera également un point d’accroche pour la suite du mémoire. Le
diagramme, présenté en Figure 2.6, montre que le projet est décomposé en trois modules :
• le module Proba.py retranscrit le modèle probabiliste ;
• le module Oracle.py implémente l’oracle des facteurs ;
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• et le module Utils.py modélise les notes musicales et fait le lien entre musique et informa-
tique.
Le module Proba.py est composé de la manière suivante. Il possède un modèle composé d’un
ensemble de sous-modèles [4]. Dans la pratique, deux sous-modèles, cités plus haut, sont utilisés.
À savoir, un premier sous-modèle pour la représentation de bigramme (couple de la note courante
et de la note précédente) et un autre sous-modèle pour représenter l’harmonie courante et la note
courante. L’oracle va se servir du modèle interpolé pour créer ses nouvelles transitions.
Justement, le module Oracle.py est la mise en œuvre de cet oracle des facteurs. Nous retrou-
vons l’oracle composé d’un ensemble d’états. Chaque état est composé d’une transition entrante
et sortante, d’une liste de liens facteurs entrants et sortants, le lien suxe sortant et la liste de
liens suxes entrants. Une transition, comme nous l’avons vu, va d’un état d’entrée vers un état
de sortie, et possède un symbole de transition. Le symbole de transition est de type XmlNote,
décrit ultérieurement.
C’est le module Utils.py qui va permettre la transition entre la musique et le modèle infor-
matique. Il va donc représenter les composants musicaux nécessaires. Notamment, l’harmonie
avec la classe XmlChord et les notes avec la classe XmlNote sont décrites dans ce module.
2.2.4 Problématique détaillée
Ce dernier modèle, malgré une meilleure qualité des mélodies créées, eectue encore des
erreurs, que nous pouvons qualier de fausses notes. Elles ne s’inscrivent pas dans le reste du
contexte proposé. L’objectif est de doter le modèle d’une forme d’auto-écoute et d’auto-critique.
Il va devoir évaluer dans un premier temps les séquences musicales qu’il produit. Pour, dans un
second temps, éviter qu’il reproduise les mauvaises séquences.
Une des problématiques porte sur la capacité de créer une intelligence articielle capable
d’identier une fausse note. De nombreuses questions se posent : comment pouvons dénir la
notion de fausse note? Comment mettre en œuvre un agent numérique capable de déceler ces
fausses notes? Cette première problématique vient en écho à une autre problématique : est-il
possible de faire apprendre à l’oracle à ne plus commettre ses erreurs?
Les réponses aux premières questions ont constitué la première partie partie du travail ; re-
présenter une note d’un point de vue informatique et d’identier la notion fausse note. À la suite
de cela, il a fallu mettre en place une intelligence qui détecte les fausses notes.
Le second travail se concentre sur la mise en place d’une méthode d’apprentissage, dite de ren-
forcement, pour doter le modèle d’un outil lui permettant de ne plus refaire les mêmes erreurs.
Cela vient apporter un fragment de réponse à la dernière question soulevée.
Le reste du mémoire s’articule autour de deux axes. Nous nous attacherons dans un premier
temps à dénir des notions importantes de musique et d’intelligence articielle. Ces notions per-
mettrons de mieux saisir les solutions proposées et mises en œuvre dans un second temps. Nous
présenterons également les résultats obtenus, et discuterons des choix faits.
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Figure 2.6 – Diagramme de classes pour la version améliorée de l’oracle des facteurs.
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3 Introduction à la musique et à l’apprentissage
automatique
Cette première partie se consacre à dénir les notions musicales nécessaires à la compré-
hension du sujet, du problème et des choix qui ont été faits.
Nous nous intéresserons dans un premier temps aux notions en lien avec la musique. Ces notions
sont directement liées au diagramme de classe ( Figure 2.6) décrit en partie 2.2.3.
Cette partie va également dénir la notion de fausse note dans le cadre que nous nous sommes
xés.
3.1 De la musique avant toute chose
Nous écoutons tous de la musique. Pourtant, tout le monde ne sait pas en jouer, ou ne connaît
pas les notions de musique. Nous allons introduire quelques notions élémentaires de musique.
Nous allons nous concentrer sur les notions suivantes :
• la notion de note, l’élément clef du problème ;
• la notion de rythme ;
• brièvement la notion d’harmonie ;
• et toutes ces notions vont nous permettre d’aborder notre notion de fausse note.
3.1.1 Prendre de la hauteur
Rappelons rapidement le nom des sept notes usuellement utilisées dans la musique classique
occidentale : Do, Ré, Mi, Fa, Sol, La et Si. Dans le jargon musical, le nom de la note s’appelle la
hauteur (de la note). Pour nous conformer aux écritures anglaises, très présentes en informatique,
les notes seront dénotées par des lettres. La lettre A dénotera un La, la lettre B dénotera un Si, et
ainsi de suite (voir Tableau 3.1).
Nom Français La Si Do Ré Mi Fa Sol
Equivalent Anglais A B C D E F G
Table 3.1 – Equivalence entre les noms français des notes et les noms anglais.
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3.1.2 Altérer les notes
En musique, nous ne nous contentons pas des sept notes évoquées précédemment. Nous
pouvons les altérer. Les deux grandes altérations de la musique classique occidentale sont le bé-
mol, noté [, et le dièse, noté ]. Le bémol sert à diminuer d’un demi-ton, alors que le dièse permet
d’augmenter d’un demi-ton. Qu’est-ce qu’un ton?
Pour illustrer cette notion, nous allons regarder sur un piano. Un piano classique est composé de
touches noires et de touches blanches. Chaque touche est séparée d’un demi-ton de sa voisine
(voir Figure 3.1). Par soucis de simplication, nous allons accepter les relations suivantes : F [ =
E et E ] = F. De même, B ] = C et C [ = B. Comme les notes C (Do) et D (Ré) sont séparées de
deux touches, elles sont séparées d’un ton. Cette représentation est une version simpliée de la
notion de ton, mais nous sura par la suite.
Figure 3.1 – Illustration de la notion de ton sur un clavier piano (tempérament égal). Entre chaque
touche il existe un demi-ton.
En prenant en compte cette simplication, nous comptons 12 notes distinctes. Nous allons
rajouter une treizième note à ces douze notes. Cette treizième note symbolisera le silence. Le
silence fait partie intégrante de la musique. L’inclure en tant que note est justié.
3.1.3 Durée des notes
Du temps binaire de la noire...
Connaître la hauteur des notes ne sut pas pour faire de la musique. Il faut, pour donner vie
à une note, dénir une durée pendant laquelle elle sera jouée. C’est ce que nous appelons commu-
nément le rythme. Dans la musique dite rythmée un morceau possède une pulsation, c’est-à-dire
un battement qui marque chaque temps. Et dans beaucoup de morceaux un temps est appelé une
noire. Dans la suite, nous nous permettons de faire la confusion entre une noire et un temps. Nous
nous placerons dans le cadre de morceaux rythmés avec une pulsation égale à la noire.
De cette pulsation de référence, nous pouvons introduire des rythmes. Un rythme sera un mul-
tiple de la noire. Dans la musique classique occidentale, les rythmes binaires sont très présents.
Ces rythmes binaires sont des puissances de deux d’un temps. Le Tableau 3.2 montre quelques
rythmes binaires de bases.
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Table 3.2 – Tableau récapitulatif des rythmes bi-
naires.
Une blanche vaut deux noires et la
ronde en vaut quatre, équivalent à deux
blanches. La croche en vaut 12 , la double
croche (dite double) vaut 14 de temps. Il
faut donc deux doubles pour faire une
croche. La triple croche (dite triple) vaut
1
8 de temps. Nous pouvons imaginer des
temps non listés, par exemple la qua-
druple croche en vaudrait deux fois moins
que la triple, c’est-à-dire 116 de temps.
Nous pourrions diviser le temps non pas
par deux mais par trois, par cinq, etc. .
Une division par trois s’appelle un trio-
let et vaut 13 de temps. Un quintolet sera
la division par cinq, et ainsi de suite. Ces
divisons sont des divisions dites irrégulières dans le cadre d’un système rythmique binaire.
...à un temps entier
Nous venons de voir comment attribuer un symbole indiquant le rythme d’une note. Ce
rythme se base sur un temps de référence, la noire. Pouvons-nous imaginer un autre système
rythmique? Regardons une autre façon considérer le rythme.
Cette façon se base sur ce que l’on appelle le tatum, pour Time Quantum. Nous dénissons
le tatum comme suit : le tatum est la plus petite subdivision qui permette d’exprimer l’intégralité
des durées présentes dans un morceau.
Nous attribuons alors à cette subdivision la valeur de 1. La valeur des autres notes en est déduite
par la règle de trois.
Figure 3.2 – Exemple d’une ligne rythmique. Nous avons un cas de division irrégulière, indiquée
par le chire 3. Cela indique qu’une croche, dans ce groupement, vaut 13 de temps et non
1
2 .




Double croche 3 1/4
Table 3.3 – Tableau des valeurs des rythmes pour la Fi-
gure 3.2.
Pour la ligne rythmique propo-
sée dans la gure Figure 3.2, nous
avons des doubles croches de durée 14
de noire, des triolets de durée 13 , une
croche de durée de 12 et des noires de
durée 1. Le calcul du PGCD de 4, 3, 2
et 1 nous donne un tatum de 12. Au-
trement dit, le plus petit temps com-
mun est un douzième de noire. Nous
en déduisons la durée de la double
exprimée en tatum : 12 ÷ 4 = 3. Le triolet vaudra 4 (12 ÷ 3 = 4), la croche vaudra 6 (12 ÷ 2 = 6),
la noire vaudra 12.
Cette vision rythmique est propre à chaque morceau. Elle varie, ce qui rend dicile pour
comparer les morceaux en eux. Nous verrons dans le Chapitre 5 comment nous nous y sommes
pris pour y remédier.
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Elle permet cependant de traiter le rythme avec des valeurs entières et non des fractions. Cet
manière va nous permettre d’identier les durées à des indices d’un vecteur. Cela nous amène à
modéliser avec cette vision du rythme.
Harmonie ou accord
En musique, il est courant de jouer plusieurs notes à la fois. La dénition de l’harmonie se
réduit à un ensemble de sons joués simultanément. Mais, dans la musique occidentale, l’harmonie
est la théorie qui étudie les accords. Un accord désigne une superposition de notes (si les notes
ne sont pas superposées, nous parlons d’arpège).
3.1.4 Notion de fausse note
Nous venons de voir trois éléments clefs en musique, la hauteur, le rythme et l’harmonie. Il
nous faut nous poser la question suivante : pouvons-nous maintenant dénir une fausse note?
Quelques remarques importantes sont nécessaires. Le silence n’est pas faux. L’hypothèse
n’est ni absurde, ni contraignante. Il faut mieux ne rien jouer que de jouer une note non appré-
ciée, ou du moins ne collant pas avec le reste de la mélodie (succession temporelle de notes) ou
de l’harmonie.
Justement le reste de la mélodie est au centre de la deuxième remarque : une note en elle-même
ne peut être fausse. Il faut considérer la note dans son contexte. Par la suite, notre contexte se
limitera à la mélodie.
Nous avions envisagé d’inclure l’harmonie dans le contexte, mais cela n’a pas été mis en œuvre
dans la solution proposée. Étant donné que le problème est dicile, le simplier dans un premier
temps est raisonnable, quitte à le préciser dans un second temps.
Nous venons de voir la nécessité d’un contexte an de dénir la notion de fausse note. Pour-
tant, nous n’avons toujours pas déni cette notion. Notre réexion se base sur un ensemble de
données. Par ailleurs, rappelons le cadre dans lequel cette recherche s’inscrit : le modèle ne pos-
sède aucune connaissance en matière de musique. Il est donc proscrit d’utiliser la théorie de la
musique an de dénir la notion de fausse note. Le modèle doit créer une théorie à partir des
données observées. Une manière de dénir la notion de fausse note est la suivante : une note est
fausse si elle est éloignée de son contexte. Plus elle sera éloignée, plus elle sera fausse. Le contexte
est constitué de l’harmonie, du rythme et de la mélodie. L’éloignement est l’éloignement par rap-
port à la distribution des données.
Pour préciser cette dénition abstraite, nous l’avons interprété comme suit : une note est fausse
dans un contexte donné si celle-ci est choisie aléatoirement. Ici, notre notion d’aléatoire va seule-
ment modier la hauteur (et l’octave). Nous excluons toute modication du rythme et de l’har-
monie. Toute modication du rythme entraîne la nécessité de garder une cohérence musicale, et
l’harmonie dépend des autres musiciens. Mais, est-ce que cette interprétation est valide?
D’un point de vue des probabilités cela est correct. En moyenne, une note aléatoirement
choisie sera éloignée de son contexte (éloignée de la distribution des données). En vous faisant
écouter un thème musical, puis en écoutant derechef ce thème avec une note modiée aléatoire-
ment, il y a de fortes chances que la note en question ne sonne pas juste à votre oreille. De même,
un morceau formé avec uniquement des notes aléatoires à peu de chance d’être apprécié par le
commun des mortels.
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Nous venons de voir les notions musicales nécessaires pour la suite. Nous avons d’abord vu
la notion de hauteur d’une note, c’est son nom. Puis, nous avons vu l’équivalent anglais des noms
des notes, c’est A pour La, B pour Si, ... Nous avons ensuite dénombré les notes, au nombre de 13.
Nous avons également regardé deux façons de noter le rythme. La première est le rythme binaire
avec comme unité de temps de référence la noire et la deuxième, plus adaptée à l’informatique,
est le rythme exprimé en tatum. Nous avons en avons proté pour dénir l’harmonie.
Grâce à ces trois notions, nous avons pu dénir la notion de fausse note dans notre contexte. À
savoir, une note éloignée de son contexte est considérée comme fausse. Pour s’approcher le plus
de cette dénition, Nous avons considéré que modier la hauteur et l’octave d’une note sut à




4 Introduction à l’apprentissage automatique
Nous avons déni quelques notions de musique et ce qui nous a permi de dénir la notion
de fausse note. Malheureusement, cela ne sut pas à résoudre notre problématique. Quittons le
monde de la musique, pour nous plonger dans le monde de l’intelligence articielle. Ce domaine
de recherche est très large. Nous allons nous intéresser qu’à deux types d’intelligence articielle :
celle des réseaux de neurones et celle de l’apprentissage par renforcement.
L’objectif principal de ces deux apprentissages est l’apprentissage par l’erreur. L’intelligence
articielle va apprendre des erreurs qu’elle va commettre. Le réseau de neurones est comme un
enfant, nous allons lui montrer énormément de morceaux de musique avec les réponses. Il va
apprendre à partir de ces données fournies.
L’apprentissage par renforcement est diérent. L’intelligence articielle va nous proposer de nou-
velles mélodies, et nous la sanctionnerons ou la récompenserons en fonction de ce qu’elle propose.
Elle va apprendre par un système de récompenses quels sont les meilleurs choix qu’elle doit faire
et ceux à éviter.
Dans les deux cas, nous expliquerons le mécanisme et les étapes à travers un exemple simple.
Nous dénirons avant le vocabulaire spécique à chaque apprentissage.
4.1 Les réseaux de neurones
4.1.1 Une dénition
D’après le Larousse, un neurone est :
« une cellule de base du tissu nerveux, capable de recevoir, d’analyser et de produire
des informations. »
D’un point de vue informatique la dénition est aussi courte, c’est une unité chargée de calculer.
Cette unité prend en entrée des nombres, eectue un calcul, le résultat est donné en sortie.
4.1.2 Vocabulaire
Un neurone prend un certain nombre d’entrées. Ces entrées, que nous notons par un vecteur
x , sont des nombres. Nous associons un poids à chaque entrée. Le poids est un nombre qui vient
pondérer la valeur de l’entrée. Les poids seront notés par un vecteur w . Souvent, nous ajoutons
un élément appelé biais, noté b.
Enn, le dernier élément pour eectuer le calcul est la fonction d’activation, notée f . Nous pou-
vons mettre n’importe quelle fonction scalaire. Dans la pratique, nous utilisons des fonctions dont
la dérivée est facile à calculer pour simplier des calculs.
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La sortie y du neurone est la valeur de la fonction d’activation appliquée à de la somme pondérée
(avec les poids respectifs) des entrées, soit
y = f (xwT + b)
Si la sortie n’est pas celle attendue, comment corriger l’erreur? Comment lui faire apprendre?
Dans un neurone, la seule chose que nous sommes autorisés à corriger est la valeur des poids et
la valeur du biais. La phase d’apprentissage consiste à corriger ces valeurs à l’aide de l’erreur
que le neurone a commis. Pour calculer cette erreur, nous avons besoin d’une fonction d’erreur. Il
existe de nombreuses façons de calculer l’erreur (erreur quadratique moyenne, la divergence de
Kullback-Leibler, distance d’Hellinger, etc.). La fonction d’erreur sera notée E.
Avec cette fonction, nous mettons à jour la valeur des poids et du biais. La mise à jour est donnée




Nous parlons de rétropropagation de l’erreur. C’est une version de base, de nombreuses amélio-
ration ont été proposées. Dans cette formule, le coecient d’apprentissage, noté α , apparaît. Il est
lié à la vitesse à laquelle nous voulons que notre réseau apprenne de ses erreurs.
Le gradient de l’erreur ∂E∂wi est présent, c’est dans le calcul de ce dernier que la dérivée de la fonc-
tion d’activation est nécessaire. La simplicité de la fonction d’activation augmente la rapidité de
calcul.
Il doit y avoir convergence de la fonction d’erreur au fur et à mesure des étapes d’appren-
tissage. Cette convergence assure que le modèle approche le résultat attendu.
4.1.3 Un exemple
L’exemple de neurone que nous allons prendre est illustré par la Figure 4.1. Un tel neurone
est appelé perceptron. Notre objectif est de montrer une étape d’apprentissage d’un neurone et
d’illustrer le vocabulaire spécique aux réseaux de neurones. Notre neurone va devoir apprendre
à calculer le nombre opposé de la somme de deux nombres donnés.
Figure 4.1 – Schéma d’un neurone formel. Ce neurone possède 2 entrées, un biais, 3 poids, une
fonction d’activation dénie par f (x) = x , et une sortie.
Détaillons le processus de calcul du neurone. Dans notre exemple nous avons 2 entrées, que
l’on note x1 et x2, ayant pour valeur respective 3 et 5. La sortie attendue est l’opposé de la somme,
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cela équivaut à −(3 + 5) = −8. Nous avons les poids, w1, resp. w2, associé à x1, resp. x2. Chaque
poids a pour valeur respective 4 et 1. Le biais est noté b, avec comme valeur 2. Nous posons
f (x) = x , la fonction d’activation. Calculons la sortie du neurone :
y = f (xW T + b)
= xW T + b
= x1w1 + x2w2 + b
= 3 × 4 + 5 × 1 + 2
= 19
La sortie vaut alors 19. Ce n’est pas le résultat souhaité. Nous allons rétropropager l’erreur. Notre
fonction d’erreur sera l’erreur moyenne quadratique, donnée par la formule suivante :
E =
1
2 (yatt − y)
2
où yatt dénote le résultat attendu. Nous posons α = 0.05. Le gradient vaut −(19 − (−8)) = −27
(pour les détails du calcul voir Appendice B), la formule de mise à jour est donnée par :
wi ← wi + 0.05 × (−27)xi , pour i = 1, 2
En appliquant cette formule à nos poids et à notre biais, nous obtenons alors les nouveaux poids :
w1 = 4 + 0.05 ∗ (−27) ∗ 3 = −0.05
w2 = 1 + 0.05 ∗ (−27) ∗ 5 = −5.75
b = 2 + 0.05 ∗ (−27) ∗ 1 = 0.65
Remarquons que nos nouveaux poids sont plus petits que les précédents, nous avons perdu du
poids. Le nouveau calcul, avec les mêmes entrées, donne une sortie de −28.25. L’erreur commise
vaut ∂E = −20.25 > −27 (voir Figure 4.2). Ce gradient est plus proche de zéro que le précédent,
c’est signe que nous approchons un optima . Notre neurone progresse. Si l’erreur vaut 0, alors la
sortie calculée vaut la sortie souhaitée, dans notre cas très précis. C’est le résultat auquel nous
voulons aboutir 1.
L’objectif principal de l’apprentissage est de minimiser la fonction d’erreur. L’erreur étant mini-
male, le résultat sera lui optimal (optimalité locale).
Figure 4.2 – Schéma du neurone présente à la Figure 4.1 après une étape d’apprentissage.
1. Le résultat nal doit être w1 = w2 = −1 et b = 0.
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4.1.4 Réseau de neurones multicouches
Faire la somme de deux nombres puis calculer l’opposé n’a rien de spectaculaire. Comment
augmenter les capacités des neurones?
La solution consiste à ne pas prendre qu’un neurone, mais plusieurs et créer des couches dites
cachées. Une couche est un ensemble de neurones qui prendront tous le même vecteur d’entrées.
Il est possible de créer plusieurs couches et de les lier entre elles. Un réseau de neurones est
ainsi créé. La Figure 4.3 illustre un réseau de neurones. À gauche de la gure, nous avons trois
entrées. Elles sont toutes connectées à une couche composée de 4 neurones. Cette même couche
est complètement connectée à une autre couche composée de trois neurones. Enn, cette dernière
couche est connectée à deux neurones en sortie.
Figure 4.3 – Schéma général d’un réseau de neurones. Chaque cercle représente un neurone. Ses
caractéristiques sont : 3 entrées, 2 sorties et 2 couches cachées.
4.1.5 Un réseau pour la musique?
Dans le traitement automatique des langues naturelles, beaucoup de réseaux de neurones ont
su montrer leur ecacité [6]. En existe-t-il d’aussi d’ecaces, ou du moins adaptés, à la musique?
Nous avons déni la notion de fausse note à l’aide d’un contexte, à savoir une mélodie. Une
mélodie est une succession temporelle de notes. Nous pourrions dénir un réseau, comme ci-
dessus, dont chaque entrée représente une note. La notion de temps est dicile à exprimer avec un
tel réseau. En eet, nous pourrions lui donner en entrée cinq notes. Puis, à l’instant suivant, nous
lui donnerions la même séquence en ayant enlevé la première note, décalé les autres d’un cran et
ajouté la nouvelle note. Mais, cela ne lui dira pas que cette nouvelle séquence vient juste après la
première séquence. Il va analyser les séquences de façon statique. Ces réseaux de neurones n’ont
pas de notion mémoire, n’ont aucune persistance [14].
Pour permettre à l’information de devenir persistante, des réseaux de neurones particuliers
ont été inventés : les réseaux de neurones récurrents (RNN). Le schéma ci-dessous montre l’idée
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générale des RNNs. L’idée est de faire une boucle d’un réseau de neurones quelconque, noté A.
À un instant t , il prend une entrée xt et donne la sortie ht . La boucle fait transiter l’information
au fur et à mesure du temps. Les informations deviennent persistantes. Ce fonctionnement peut
être vu comme une succession du même réseau (voir Figure 4.4).
Figure 4.4 – Schéma abstrait et pratique d’un réseau de neurones récurrent [14].
En théorie les RNNs répondent aux problèmes de temporalité, mais en pratique ils sont
confrontés à la dépendance à long terme. Ils ne peuvent corréler l’information que de sur des
courts intervalles de temps, de l’ordre de 10 notes dans notre cas. Pour corréler l’information, il
est nécessaire de propager l’erreur dans le sens inverse du temps.
Par exemple, pour détecter si un morceau est dans le style du blues, il est important de détecter
les changements d’accords. Pourtant, ces changements peuvent être séparés par maintes notes
[15].
Pour remédier à ce problème de dépendance à long terme beaucoup de stratégies ont été
proposées. Comme Williams et Zipser en 1995 avec l’algorithme Back-Propagation Through Time,
ou Robins et Fallside en 1987 avec leur stratégie Real-Time Recurrent Learning. Mais tous ont eu
le défaut que la rétropropagation a de moins en moins d’eet lorsqu’elle remonte dans le temps
ou bien l’eet inverse, c’est-à-dire de faire exploser le gradient (divergence).
En 1997, Hochreiter et Schmidhuber introduisent le réseau Long-Short TermMemory (LSTM).
C’est un RNN particulier qui évite le problème lié au gradient. Nous n’expliquerons pas en détail
les raisons pour lesquelles les LSTMs fonctionnent, l’analyse est faite par [16] et [17]. Regardons
succinctement leur construction. Les LSTMs tirent leur construction d’un principe appelé porte.
Une porte est un composant qui va gérer l’information. Les LSTMs sont composés de trois portes.
La première est la porte d’oubli. Elle permet d’oublier de l’information issue des instants précé-
dents. La porte d’entrée permet elle d’ajouter de l’information issue de l’instant courant. Enn, la
porte de sortie indique l’information à transmettre aux instants suivants.
La théorie de la musique pour détecter une fausse note nous est proscrite ; les réseaux de
neurones semblent être une solution pour parer à cette restriction. En eet, les réseaux de neu-
rones sont capables de représenter des idées abstraites [6]. Nonobstant, il nous faut introduire
une notion de temps pour traiter la musique. Les LSTMs, dont l’ecacité a été démontrée, vont
nous permettre de mettre en place cette nécessité.
23
Figure 4.5 – Schéma d’un LSTM. Illustration issue de [15].
4.2 Apprentissage par renforcement
Nous avons, a priori, une architecture pour la détection de fausses notes. Nous allons main-
tenant présenter une méthode pour apprendre à un modèle à ne plus refaire la même erreur.
L’idée derrière l’apprentissage par renforcement est simple. Tout comme pour les réseaux
de neurones, nous allons faire appendre le système grâce à ses erreurs. Contrairement à la mé-
thode précédente, nous n’allons pas lui présenter les valeurs d’entrées et le résultat, puis calculer
l’erreur qu’il commet. L’apprentissage va se faire à l’aide de la méthode du bâton et de la carotte.
Nous lui fournissons les entrées. S’il fait une erreur, nous sanctionnons le système, sinon nous
le récompensons. Cette partie s’intéresse à détailler comment récompenser le système, tout en
introduisant le vocabulaire de base.
4.2.1 Vocabulaire
Cet apprentissage nécessite un peu de vocabulaire spécique. Tout d’abord, l’objet de l’ap-
prentissage est appelé agent. Un agent est mis dans un environnement. L’environnement est tout
ce qui ne concerne pas l’agent. L’agent va évoluer et interagir avec cet environnement.
Processus décisionnel markovien
Figure 4.6 – Schéma d’interaction entre l’agent et l’envi-
ronnement. Image issue de [18]
L’agent est à tout moment t
dans un état st . Ce sont les caracté-
ristiques sur lesquels nous voulons
qu’il apprenne. L’agent va passer, au
fur et à mesure de l’apprentissage,
d’état en état. Pour changer d’état, il
eectue une actionat . Et à chaque ac-
tion faite, nous lui donnons une ré-
compense rt (bonus ou malus).
Ce cheminement est mis en évidence
ci-contre, dans la Figure 4.6.
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Un processus décisionnel markovien (MDP) repose sur le fait que la probabilité d’être dans
l’état st+1 ne dépend que de l’état actuel st et de l’action at qui est faite.
Anticipation des récompenses futures
Pour être plus proche du monde réel, nous devons prendre en considération non simplement
la récompense obtenue immédiatement, mais celles qui viendront ultérieurement. Comment al-
lons nous nous y prendre?
Avec un MDP, nous pouvons rapidement estimer la récompense totale obtenue au bout de n
actions :
R = r1 + r2 + · · · + rn
La récompense totale future à l’instant t est notée Rt et vaut alors rt + rt+1 + · · ·+ rn (récompense
de l’instant t jusqu’à l’instant n). Le problème est que nous supposons qu’en eectuant la même
action dans le futur nous obtiendrons la même récompense. Or nous ne pouvons en être sûrs,
nous ne contrôlons pas l’environnement. Pour ne pas faire cette supposition, nous introduisons
le facteur d’actualisation que l’on note usuellement γ . La récompense totale future vaut alors :
Rt = rt + γrt+1 + γ
2rt+2 + · · · + γn−trn
Le facteur d’actualisation est compris entre 0 et 1 ; plus nous nous projetons dans le futur, moins
nous considérons les récompenses à venir. Par simplication, nous pouvons aussi écrire :
Rt = rt + γ (rt+1 + γ (rt+2 + . . . )) = rt + γRt+1
Pour γ = 0, notre stratégie consiste à prendre immédiatement la récompense. Si l’environnement
est déterministe alors nous pouvons poser γ = 1.
Q-fonction
La fonction de valeur estime la qualité d’une action donnée dans un état donné. La notion
de qualité se fonde sur les récompenses qui peuvent être perçues. Bien entendu, les récompenses
qu’un agent peut espérer recevoir dépendent de l’action qu’il choisit. Une politique π représente,
pour chaque état s et chaque action a, la probabilité d’eectuer l’action a dans l’état s . Cette
probabilité est usuellement notée π (s,a).
La fonction d’action-valeur pour la politique π , noté usuellement noté Qπ (s,a) et appelé Q-
fonction, représente la récompense obtenue en faisant l’action a dans l’état s selon la politique π .
Cette fonction peut être être dénie à l’instant t par :
Qπ (st ,at ) = max
π
Rt+1
L’objectif est d’estimer la fonction de valeur optimale, notéeQ∗, pour obtenir la politique optimale
[18]. La politique est alors déterminée par :
π (s) = argmax
a
Q(s,a)
Pourtant nous ne pouvons toujours pas calculer cette Q-fonction. Pour ce faire, nous allons
procéder comme pour les récompenses. Nous allons exprimer la fonction d’un état s et d’une
action a en fonction de sa valeur dans l’état suivant s′ et de la récompense r .




Cette équation est appelée équation de Bellman. De manière logique, la meilleure récom-
pense pour cette action et cet état est la somme de la récompense immédiate et du maximum
possible pour l’état suivant.
Q-learning
Le Q-learning est une façon d’approximer itérativement la Q-fonction et d’obtenir l’un de
ses optimum à l’aide de l’équation de Bellman (Équation 4.1). En 1989, Watkins l’introduit et il le
dénit par la formule suivante :
Q(st ,at ) ← Q(st ,at ) + α
[
rt+1 + γ max
a
Q(st+1,a) −Q(st ,at )
]
Dans les cas simples, la Q-fonction est représentée à l’aide d’un tableau. L’algorithme dit Q-
learning est décrit dans l’Algorithme 1) :
Algorithm 1 Pseudo-code de l’algorithme dit Q-learning [18]
1: Initialize Q(s,a) arbitrarily
2: for each episode do
3: Initialize s
4: repeat
5: Choose a from s using policy derived from Q .
6: Take action a, observe r and s′
7: Q(s,a) ← Q(s,a) + α
[
r + γ maxa′Q(s′,a′) −Q(s,a)
]
8: s ← s′
9: until s is a terminal state
D’autres algorithmes ont été développés. Il existe deux catégories d’apprentissage : en ligne
et hors ligne. L’apprentissage en ligne apprend à partir de la politique menée et suppose qu’elle
sera poursuivie par la suite. L’apprentissage hors ligne apprend en ignorant la politique menée
et va opter pour la première politique ecace trouvée.




Pour illustrer ce vocabulaire, regardons un exemple.
Figure 4.7 – Dénition de l’environnement dans lequel
l’agent, une souris, va évoluer. Schéma issu de [18]
La grille représente l’environ-
nement, voir ci-contre (Figure 4.7).
Notre agent sera une souris. Les
cases grisées représentent un fromage
et sont des état terminaux (l’expé-
rience est nie une fois l’état atteint).
Les états sont : S = {1, 2, ..., 14}.
Quatre actions sont possibles : A =
{Haut ,Bas,Droite,Gauche}. Chaque
transition faite est récompensée à
hauteur de −1.
Au départ, nous supposons que notre souris est dans l’un des états non terminaux. La poli-
tique initiale est de faire une action au hasard, avec équiprobabilité pour chaque état. La Figure 4.8
montre la séquence d’améliorations de la politique à l’aide d’un algorithme de renforcement : l’al-
gorithme d’itération de la politique (voir [18]).
Au départ, la souris peut faire n’importe quelles actions dans n’importe quels états ; elle ne
connaît pas où les fromages se situent. À chaque étape d’itération, nous pouvons observer que
les choix des actions à faire s’anent. Le nombre d’actions par états se réduit. Les récompenses
valent −1 et agissent comme une punition. La souris n’aime pas les punitions, elle va dénir ses
choix an de minimiser celles-ci.
L’apprentissage par renforcement repose sur une hypothèse markovienne : la récompense
et l’état suivant dépendent de l’état actuel et de l’action faite. Le Q-learning est un algorithme
qui semble pouvoir répondre à notre problème ; faire apprendre à notre modèle à ne plus refaire
les mêmes erreurs. Cependant, nous allons voir dans la partie suivante que nous allons devoir
penser autrement pour notre cas particulier.
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Figure 4.8 –Aperçu de l’apprentissage par renforcement sur l’exemple. La politique initiale consiste
à choisir une action au hasard. À chaque itération, nous observons que le choix des actions pour un
état donné se précise, se réduisant à une ou deux actions. La politique optimale détermine l’action à
faire selon l’état an de minimiser les malus. Schéma issu de [18].
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5 Modèle et solution proposée
Nous venons de voir un ensemble de briques nous permettant de répondre à nos diérentes
questions : qu’est-ce qu’une fausse note? Est-il possible de créer un modèle capable de détecter
de telles notes? Enn, pouvons apprendre au modèle à ne plus proposer de fausses notes? Il nous
reste à les assembler an de proposer une solution à ces questionnements.
Cette partie va se consacrer aux modèles qui ont été proposés pour accomplir les objectifs. Le
premier modèle répondra à la question de la détection de fausse note. Le second modèle viendra
apporter une solution an d’éviter la répétition des erreurs faites par l’oracle des facteurs lors de
la génération d’improvisations.
Nous regarderons, dans un premier temps, la modélisation d’une note et le format des jeux de
données, ce qui nous amènera à l’architecture du premier modèle. Dans un dernier temps, nous
verrons la mise en place d’une forme d’apprentissage par renforcement pour l’oracle. Finalement,
nous présenterons les outils choisis pour la mise en œuvre des modèles.
5.1 Encodage des notes
Nous l’avons vu, un réseau de neurones ne peut manipuler que des nombres. Or, nous avons
aaire à des notes musicales. Il nous faut donc trouver une représentation numérique pour les
notes. Avant de détailler le choix fait, nous allons brièvement regarder le format des jeux de
données.
5.1.1 Format des données d’entrée
Dans le diagramme de classes, présenté dans la partie 2.2.3, le module Utils.py comporte une
classe nommée XmlNote. Cette classe tire son nom du format de nos données, à savoir le format
MusicXML. Ce format a été créé an de pouvoir permettre aux logiciels de Composition Assistée
par Ordinateur (CAO), ou bien de Musique Assistée par Ordinateur (MAO) de pouvoir échanger
entre eux dans un format standard de données 1.
Ce format tire ses origines d’un autre format appelé XML. XML est un format d’échange de don-
nées entre diérents ordinateurs/logiciels. XML est un format qui se veut à la fois lisible par




Figure 5.1 – Extrait d’un chier MusicXML.
Ci-contre nous avons un extrait d’un
chier au format MusicXML. Une mesure,
marquée par la balise measure, est compo-
sée de notes. Chaque note possède plusieurs
ls.
Le premier, marqué par la balise pitch,
possède deux ls (voir première note). Le
premier, marqué par la balise step, dé-
note la hauteur et le deuxième dénote l’oc-
tave.
Le deuxième ls de la note a pour balise du-
ration ; c’est la durée de la note exprimé en
tatum.
La deuxième note de la mesure ne possède pas
de ls pitch, il est remplacé par un ls qui a
pour balise rest. Cela signie que nous aaire
à un silence. Ce silence a également une du-
rée.
5.1.2 Modélisation d’une note
Les données au format MusicXML sont mises sous forme de classe (XmlNote). C’est de cette
dernière que nous eectuons l’encodage des notes. Précisons la manière dont nous allons encoder
une note an de correspondre à un format de données utilisé par un réseau de neurones.
Nous avons décidé de ne nous intéresser qu’à la hauteur et au rythme des notes. Rappe-
lons que nous avons distingué 13 hauteurs de notes, à savoir douze demi-tons et le silence. Pour
encoder ces hauteurs nous allons utiliser l’encodage dit one-hot [19]. Cet encodage consiste à re-
présenter chaque hauteur à l’aide d’une représentation single. C’est-à-dire que le vecteur d’entrée
contiendra un indice unique ayant pour valeur un et le reste des indices seront des zéros (voir Ta-
bleau 5.1).
L’avantage majeur est qu’il n’introduit pas de notion de distance entre les diérentes notes.
Chaque note sera à distance de un les unes des autres. Nous avons fait ce choix car il n’y a aucune
justication musicale à cette distanciation. Chaque note doit être à égale distance de toutes les
autres. Pour passer d’un état à un autre, il faut à chaque fois modier deux bits. En contrepartie,
la taille de représentation augmente : 13 bits sont nécessaires pour représenter les 13 notes alors
que nous pourrions nous contenter de 4 bits (le calcul de l’entropie donne : log2(13) ≈ 3.70).
Figure 5.2 – Fragment de musique utilisée pour illustrer l’encodage des notes.
La hauteur ne sut pas pour représenter une note, il nous faut aussi son octave. La majorité
des mélodies se jouent entre la première et la cinquième octave (inclue). Nous encoderons ces
cinq octaves sur cinq bits, en utilisant l’encodage one-hot, car, là encore, il n’y a aucune raison
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N° notes Hauteurs de notes Octave
C C] D D] E F F] G G] A A] B Silence 1 2 3 4 5
1 (Sol) 1 1
2 (Silence) 1
3 (Si) 1 1
4 (Do dièse) 1 1
Table 5.1 – Encodage one-hot de la hauteur de la note et son octave pour le fragment musical
visible à la Figure 5.2. An de faciliter la lecture les 0 sont représentés par des cases vides.
d’introduire des distances entre chaque octave.
Dans le Tableau 5.1, nous observons que deux notes diérentes sur un même octave partage
un bit en commun. Cela induit une notion de distance évoquée précédemment. Cependant, en-
coder chaque note en diérenciant les octaves nous amènerait à un vecteur d’encodage de taille
65 (13 × 5, trois fois plus grand que l’actuel encodage), ce qui augmenterait amplement le temps
d’apprentissage [19]. En somme, un tel encodage a déjà été utilisé pour la génération musicale
[19].
Nous avons treize bits pour la hauteur et cinq pour l’octave. Ce qui nous donne 18 bits
d’encodage. Enn, nous allons encoder le rythme. Plus précisément, nous allons encoder l’attaque
de chaque note, c’est-à-dire à quelle moment dans un temps celle-ci est jouée.
Pour le rythme, nous utilisons la notion de tatum que nous avons vu. Cependant, nous avons
vu que la valeur du tatum dépend de chaque morceau. Pour contourner ce problème, nous allons
nous xer un tatum. Ce tatum sera le même quelque soit le morceau. La taille du vecteur pour
encoder le rythme sera de la valeur de la noire exprimée en tatum.
Reste à savoir la valeur que nous allons xer à ce tatum. En combien de parties devons-
nous segmenter une noire an de pouvoir eectuer une liste de rythmes donnée? Pour ce faire
regardons le Tableau 5.2 :
Nom Rythme/Valeur
noire binaire 1
croche binaire 2 triolet 3
double binaire 4 triolet 6 quintolet 5
triple binaire 8 triolet 12 quintolet 10
Table 5.2 – Liste du nombre de temps nécessaire pour faire une noire complète. Exemple : pour
encoder une croche en triolet il faut décomposer la noire en trois. Ainsi, la décomposition d’une noire
qui permette d’encoder une double croche (4), un triolet de doubles (6) et un quintolet de doubles (5).
Il faut alors un vecteur de taille PPCM(4, 5, 6) = 60.
Pour modéliser la double croche, le triolet de doubles et le quintolet de doubles, il faut alors
découper en 60 parties la noire. Ces trois rythmes (et tous ceux qui en découlent, à savoir croche,
triolet de croches, etc.) permettent de pouvoir encoder une grande majorité des rythmes usuels,
et donc d’apprendre sur un large jeu de morceaux. Nous avons donc choisi de xer 60 tatums par
temps.
Un problème supplémentaire survient : le problème des notes liées. Ce sont les notes qui
démarrent hors d’un temps et se prolongent sur les temps suivants. Autrement dit, que faire des
notes dont la durée exprimée en tatums dépasse le seuil xé? C’est le cas pour une blanche, qui
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vaut deux noires, sa durée en tatums vaut deux fois le seuil.
Nous allons quantier les morceaux pour parer à ce problème. La quantication va décom-
poser les temps supérieurs à la noire en temps inférieurs ou égales à une noire. La Figure 5.3
illustre le problème des attaques des notes liées et leur quantication qui facilite la représenta-
tion (voir Tableau 5.3).
Dans la gure, la deuxième note est une noire pointée qui vaut dans notre cadre 90 tatum. Cette
valeur est supérieure à 60. Nous allons la quantier par deux notes, une noire pointée est équi-
valente à une noire suivie d’une croche liée (90 = 60 + 30). Seul la noire est attaquée, la croche
ne l’est pas.
Figure 5.3 – Sur la portée supérieure, un fragment original de morceau. Sur la portée inférieure, la
version quantiée.
Indice du tableau d’encodage rythmique






Table 5.3 – Exemple d’encodage rythmique pour les cinq premières notes de la deuxième portée de
la Figure 5.3. An de faciliter la lecture des 0 sont représentés par des cases vides.
Finalement, le vecteur d’entrées est la concaténation de l’encodage one-hot de la hauteur,
de l’octave et du rythme. La taille du vecteur, avec les valeurs xées, est de 78. Nous n’avons pas
qu’une note à encoder, mais une mélodie entière. La taille de cette mélodie est xée par un para-
mètre. Pour les tests, nous avons décidé de xer la taille de cette mélodie à 9 notes. L’algorithme
d’encodage complet est décrit ci-dessous (voir Algorithme 2).
Algorithm 2 Pseudo-code d’encodage des notes
1: indice = 0 . Indice du tableau rythme à mettre à 1
2: for chaque note do
3: hauteur ← Encodage la hauteur
4: octave ← Encodage de l’octave
5: while indice > tatum do
6: Créer une note liée à partir de cette note et l’encoder
7: indice ← indice − tatum
8: if note , silence then
9: rythme[indice] ← 1
10: indice ← indice+ durée de la note
11: Concaténer hauteur , octave , rythme
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5.1.3 Contexte passé et anticipé
An d’aner notre représentation, nous allons donner un peu plus de sens à notre mélodie.
Pour cela, nous avons choisi de découper ces N notes en deux parties de même longueur :
• la première représentera la séquence musicale jouée (notion de passé) ;
• la deuxième représentera la séquence musicale à jouer (notion d’anticipation).
La Figure 5.4 illustre cette notion. Une partie hachurée symbolise les notes jouées, l’autre partie
symbolise les notes anticipées. Une note entre les deux parties symbolise la première note qui va
être jouée. En découpant la mélodie de cette manière, nous avons deux cas à traiter. Le premier
cas est lorsque la fausse note se situe avant la note courante. La fausse note a donc été jouée.
L’oracle ne peut pas, a posteriori, modier la séquence musicale. En revanche, dans le cas où la
fausse note se situe dans les notes anticipées, l’oracle peut modier son comportement, car, les
notes anticipées sont du ressort de l’oracle. C’est à partir des notes jouées qu’il devra estimer la
meilleure séquence musicale à anticiper. Dans cette séquence future, l’objectif est d’avoir le moins
de fausses notes.
Figure 5.4 – Schéma montrant le découpage de la mélodie en deux parties. La partie hachurée
modélisera les notes jouées, l’autre partie modélisera les notes anticipées. Au centre, la note courante.
5.2 Modèle de détection de fausse note
Maintenant que nous avons vu l’encodage des notes, attachons nous à la présentation du
modèle, des choix qui ont été faits et leur raison. Ici, nous proposons un modèle unique capable
de réaliser séparément les deux tâches décrites précédemment : la fausse note a déjà été jouée et
la fausse note est anticipée.
5.2.1 Architecture
Nous avons montré la nécessité d’inscrire une note dans un contexte, à savoir la mélodie,
pour dénir la notion de fausse note. Nous avons également vu les réseaux de neurones récur-
rents et les LSTMs qui répondent le mieux au problème de la dépendance à long terme et aux
problèmes de gradient. Les LSTMs permettent de faire transiter l’information des instants t , t −1,
... à un instant t + 1. Musicalement, nous pouvons imaginer cela comme l’impact des notes jouées
par le musicien sur la note actuelle.
Mais, l’improvisateur ne fait pas qu’improviser note à note. Il s’imagine une séquence musi-
cale à venir, une mélodie à jouer. Cette mélodie imaginée a un impact direct sur le jeu du musicien.
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Il nous faut alors penser à un réseau capable à la fois de transmettre l’information de l’instant t
vers l’instant t + 1, mais également dans l’autre sens, de l’instant t vers l’instant t − 1. Le Bidirec-
tionnal RNN (BiRNN) va permettre de modéliser cette double transmission [20].
BiRNN
L’idée sous-jacente est de dupliquer un RNN. Un RNN va de l’instant t0 à l’instant tn, l’autre
va aller en sens inverse. Un BiRNN est montré en Figure 5.5.
Figure 5.5 – Représentation d’un BiRNN. En bleu (en bas) sont représentés les entrées. En orange
(au centre) nous observons deux RNNs allant dans deux directions : la première suivant le temps,
l’autre "remontant" le temps. En rouge (en haut) nous avons les sorties.
Dans la Figure 5.5, chaque entrée, illustrée par un cercle en bas de la gure, représente une
note. Le nombre de notes sera xé à l’aide d’un paramètre. Le taille du vecteur de sortie d’un
BiRNN correspond à la même taille que le vecteur d’entrées, à savoir le nombre de notes que
nous xerons. Dans un soucis de simplication du problème, nous ne voulons pas savoir si la
n-ième note est fausse, mais simplement s’il existe une fausse note dans la séquence musicale
donnée en entrée. C’est un point-clef de la modélisation.
Pour ce faire, nous avons besoin que de deux neurones en sortie. Le premier neurone in-
diquera s’il y a une fausse note, l’autre indiquera s’il n’y pas de fausse note. Il s’agit là d’une
représentation one-hot pour une sortie binaire (fausse ou non). Pour unier chaque sortie du
BiRNN, nous avons ajouté une couche supplémentaire. Elle connecte l’ensemble des sorties du
BiRNN et permet de mélanger chaque sortie an que le réseau soit capable de plus d’abstraction
(c’est la force des réseaux de neurones). La fonction d’activation de cette sortie est la fonction
softmax. Cette fonction permet à la somme des sorties d’être égales à un. Ainsi, nous pouvons
donner une signication probabiliste à chaque sortie. Une probabilité que la mélodie possède une
fausse note pour la première sortie, et l’évènement contraire pour la second sortie.
Grâce au dropout, une technique de régulation qui vise à accélerer la convergence du gradient
de l’erreur [21] à chaque itération un certain nombre de neurones sera désactivé. Cette technique
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permet d’accélérer la convergence du réseau [21]. La Figure 5.6 schématise le réseau nal choisi.
Nous avons comme première couche le BiRNN, puis une couche supplémentaire an de n’avoir
que deux neurones en sortie. En sortie, nous avons deux neurones, un pour dire s’il y a une fausse
note, l’autre pour dire si la mélodie est bonne (aucune fausse note).
Figure 5.6 – Schéma du réseau de neurones pour la détection de fausse note. En entrée nous avons
la mélodie qui va passer à travers un BiRNN. Puis, toutes les sorties du BiRNN sont connectées à
une couche avec comme fonction d’activation la tangente hyperbolique. Cette couche est totalement
connectée à une couche appliquant le mécanisme de dropout. En sortie de cette dernière, nous récu-
pérons deux valeurs : une pour indiquer s’il y a fausse note, l’autre si la mélodie est juste.
Pour les mesures de performances, après l’apprentissage, nous voulons avoir des valeurs
égales à 0 ou 1. Pour ce faire, nous prenons la sortie ayant la valeur la plus élévée (proche de un).
Par exemple, nous pouvons avoir en sortie (0.45, 0.55), alors nous dirons que la deuxième sortie
est activée. Le modèle aura donc détecté aucune fausse note.
5.2.2 La fonction d’erreur
Pour compléter le modèle, il nous reste à choisir la fonction d’erreur. Nous avons déjà vu
l’erreur quadratique moyenne. Cette erreur n’est pas adaptée à notre cas. En eet, cette erreur est
plus adaptée lorsque nous avons aaire à une régression.
Ce n’est pas le cas ici. Nous voulons faire une classication, une mélodie contient une fausse note







yatt log(y) + (1 − yatt ) log(1 − y)
]
avec yatt la sortie attendue et y la sortie du réseau de neurones. C’est la fonction d’erreur que
nous avons choisi.
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5.3 Modèle pour l’apprentissage par renforcement
Maintenant que nous avons vu le modèle qui va détecter les fausses notes, prenons le temps
d’étudier le modèle pour l’apprentissage par renforcement.
5.3.1 Le problème et sa modélisation
L’oracle des facteurs est notre agent. Les états sont constitués des états de l’oracle des fac-
teurs. Malheureusement, nous ne sommes pas dans un cas où nous dénissons les récompenses
et les actions à partir d’un seul état st donné (MDP d’ordre 1). La solution évoquée dans le Cha-
pitre 4 doit être adaptée à notre cas. Ici, il nous faut prendre en compte une séquence mélodique.
Autrement dit, il nous faut prendre en compte les actions at :t+k−1, avec k une valeur xant l’ho-
rizon jusqu’à laquelle nous voulons estimer la qualité de la séquence.
Or, avec l’oracle, nous pouvons imaginer l’ensemble des k actions possibles à faire depuis un
état donné pour construire un ensemble de séquences de longueur k possibles. Il nous est alors
possible d’estimer l’espérance de la récompense de toutes ces séquences nies. Une fois chaque
espérance calculée, il nous sut de prendre la séquence musicale maximisant cette espérance.
L’espérance des récompenses estimée est faite par le réseau de neurones que nous avons construit
précédemment (voir partie 5.2).
La Figure 5.7 décrit l’idée exposée. Nous avons un état donné, l’état de départ. Depuis cet état,
nous pouvons explorer l’ensemble des séquences accessibles. Elle sont au nombre de trois. Chaque
séquence possède des fausses notes représentées en point de couleur rouge. Nous observons que
la séquence numéro une possède le plus de fausses notes, alors que la séquence numéro trois
n’en possède qu’une. Nous supposons que notre modèle juge que la séquence numéro trois est
de meilleure qualité, l’espérance des récompenses est la maximum. Alors, il sut à l’oracle de
choisir la séquence d’actions menant à cet séquence musicale.
Figure 5.7 – Schéma illustrant la maximisation de l’espérance des récompenses sur un ensemble de
séquences musicales possibles depuis un état donné. Les points rouges représentent des fausses notes.
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5.4 Présentation des outils choisis
An de mettre en place toute cette architecture et de tester le modèle proposé, nous avons
choisi les outils présentés dans cette partie.
5.4.1 Présentation de Grid5000
L’équipe Multispeech bénécie au sein de l’Inria d’un outil dénommé Grid5000 (g5k) per-
mettant l’exécution d’expériences. Grid500 [22] se veut être un banc d’essai numérique à grande
échelle, orant des capacités de calculs importantes. C’est une grille d’ordinateurs, composée de
1000 nœuds 3 et 8000 cœurs 4. Cet outil est très adapté aux calculs parallèles, aux systèmes distri-
bués et aux traitements de données en masse. Cet outil s’adapte donc parfaitement à l’intelligence
articielle, nécessitant beaucoup de calculs et de ressources.
Grid5000 permet un contrôle précis et complet des dépendances logicielles utilisées et de l’infra-
structure matérielle, tout en orant une isolation du réseau. Enn, d’autres outils permettent la
collecte de données autour de la consommation d’énergie et de l’utilisation du réseau. Beaucoup
d’eorts sont faits pour permettre la reproduction d’expérience. Une communauté de scientiques
et d’ingénieurs œuvre en ce sens. Les outils logiciels proposés sont, notamment :
— la réservation de ressources physiques ;
— le déploiement et l’installation des ressources logicielles ;
— la virtualisation et la paramétrisation d’un environnement expérimental.
C’est pourquoi l’utilisation de Grid5000 semble réunir toutes les caractéristiques nécessaires pour
mener à bien nos expériences.
5.4.2 Présentation de Python et Tensorflow
An de mettre en place l’intelligence articielle, il nous faut choisir un langage de pro-
grammation. Parmi la diversité des langages existants, seuls quelques-uns sont plus adaptés pour
l’apprentissage automatiques. Et parmi ceux-ci, Python en a les capacités. Python est un lan-
gage de programmation dit de haut niveau, donc il se veut plus proche dans langage humain. De
nombreuses bibliothèques ont été écrites, facilitant la création de réseau de neurones. De plus,
l’oracle des facteurs écrit par Ken Déguernel utilise Python. Cela renforce le choix de Python
comme langage de programmation.
Tensorow est l’une des bibliothèques destinées à la création de réseaux de neurones. À l’ori-
gine, Tensorow a été developpé par des chercheurs et des ingénieurs de l’équipe Google Brain en
collaboration avec l’organisation Google’s Machine Intelligence 5. L’objectif premier se focalisait
sur l’apprentissage profond et l’apprentissage automatique, mais depuis la bibliothèque ore de
nombreux services (calculs scientiques, application en temps réel, ...). Tensorow est libre de
droits et sans contrainte de paiement.
Par ailleurs, Tensorow est très utilisé par beaucoup de chercheurs en intelligence articielle,
3. Un nœud désignant généralement un ordinateur, ou une entité connecté au réseau.
4. Processeur, unité centrale de traitement.
5. https://www.tensorow.org/
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rendant l’accès à une documentation et à une aide plus aisé. Tensorow est toujours maintenu
à jour (la version 1.2 date du 30 Juin 2017) ; la disponibilité d’aide et de documentation en est
fortement renforcée.
De plus, Tensorow a développé un autre outil, Tensorboard qui est directement intégré. Tensor-
board permet la visualisation d’une multitude de données, comme la convergence du réseau de
neurones, sa précision, etc. Un outil qui permet de ne pas attendre la n de l’apprentissage, si
nous nous rendons compte que le choix des paramètres n’est pas bon.
En parallèle, Tensorow est capable de faire une sauvegarde d’un modèle. Cette fonctionnalité
nous est nécessaire, et pour cause, avant de renforcer l’oracle nous devons faire apprendre à notre
réseau de neurones à détecter les fausses notes. Il faut, dans un premier temps, faire apprendre le
réseau, puis le sauvegarder, pour enn le charger lorsque nous voulons générer une mélodie.
Ce sont les raisons qui nous ont amené à choisir Tensorow.
5.4.3 Gestion de versions : Git
En vue de modication des paramètres du réseau de neurones, pour aner les performances,
il nous a semblé pertinent d’utiliser un outil de gestion de versions. Git est le choix que nous avons
retenu. Cet outil permet de créer plusieurs versions de notre code, et de sauvegarder ces versions.
Git est un logiciel libre et gratuit. Il se veut simple et performant. De plus, son utilisation est très
répandue (dizaine de millions d’utilisateurs). Sa première version a été créée en 2005 et il est
encore développé à l’heure actuelle (la version 2.14 date du 4 Août 2017) 6.
5.4.4 Visualisation d’une partition
An de pouvoir d’une part voir les données d’entraînement et d’autre part écouter les mélo-
dies générées, nous avons besoin d’un éditeur de partition. L’outil choisi s’appelle MuseScore 7.
Son développement débute en 2008.
Il a été choisi pour deux raisons. La première est sa qualité d’être un logiciel libre et d’être gratuit.
La deuxième est qu’il est encore maintenu actuellement. La version 2.1 a été publiée le 2 Mai 2017.





6 Résultats et discussion
Une fois le modèle choisi et la mise en œuvre de ce dernier, il nous faut regarder les résultats
obtenus. Ce chapitre va expliquer les diérents critères d’évaluations. Nous présenterons les jeux
de données sur lesquels le modèle a fait son apprentissage. Puis, nous exposerons les résultats
obtenus en fonction des jeux de données et des critères choisis. Par la suite, nous discuterons des
résultats et de l’ensemble des choix que nous avons faits.
6.1 Les résultats
6.1.1 Critères d’évaluation
Pour valider un modèle, il faut des critères d’évaluations. Nous avons, dans notre choix, deux
évaluations à faire :
• la détection de fausse note ;
• l’apprentissage par renforcement et l’amélioration globale de l’oracle.
Pour la deuxième évaluation, nous devons écouter les mélodies produites avec et sans apprentis-
sage. Dans le cas où la distinction ne pourrait être faite par une personne lambda (par exemple
nous-même), nous devrions prendre un panel de musiciens professionnels. Ils jugerons alors de
l’amélioration ou non.
Pour le premier critère, nous allons appliquer les critères propres aux réseaux de neurones. Ces
critères vont être décrits dans la sous-partie qui suit.
Matrice de confusion
Nous sommes dans un cas de classication binaire, une mélodie est bonne ou mauvaise. Naï-
vement, nous pourrions utiliser le taux de bonne classication pour évaluer le modèle. Cela ne
sut pas. Les données réelles ne sont pas nécessairement équiprobablement réparties. Imaginons
que sur 100 mélodies nous ayons 20 de mauvaises et 80 bonnes. Un réseau qui dirait que toutes
les mélodies sont bonnes aurait alors un taux de bonne classication de 80%. Pourtant, il ne prédit
que des bonnes mélodies.
Pour préciser les mesures, nous allons devoir regarder la diérence entre ses prédictions et les
valeurs réelles et ce pour toutes les classes possibles (ici 2). La matrice de confusion va permettre
de faire ce calcul. Chaque colonne de la matrice représente le nombre d’occurrences d’une classe
estimée (fausse note ou non), tandis que chaque ligne représente le nombre d’occurrences d’une
classe réelle. Le Tableau 6.1 montre un exemple de matrice de confusion. Nous avons deux classes.




Faux 2 4Classe Réelle Juste 8 6
Table 6.1 – Exemple de matrice de confusion. Le modèle a prédit au total dix fausses mélodies,
seules deux sont réellement fausses, les huit autres étaient bonnes. Le modèle a prédit 10 bonnes
mélodies et parmi ces dix quatre étaient fausses et les six autres sont bonnes.
les mélodies qui n’ont aucune fausse note. Dans la matrice de confusion, nous avons dix fausses
notes prédites et dix de bonnes prédites. Parmi les dix fausses notes, seulement deux sont réel-
lement fausses. Et parmi les dix bonnes notes, seulement 6 sont réellement justes. Nous avons
un taux d’erreur, ou taux de bonne classication, de valeur : (2 + 6)/(2 + 8 + 4 + 6) = 0.4. Une
classication sera d’autant meilleure que sa matrice de confusion se rapprochera d’une matrice
diagonale (valeurs uniquement présentes sur la diagonale).
Précision et rappel
Avec la matrice de confusion, nous allons pouvoir dénir deux critères de mesures de per-
formances : la précision et le rappel.
La précision décrit la capacité du modèle à ne détecter que des mauvaises mélodies. La précision
se traduit par le rapport entre le nombre réel de fausses mélodies parmi les prédites sur le nombre
total de fausses mélodies prédites. Avec les valeurs du Tableau 6.1 nous avons,
precision =
Fausses mélodies réelles parmi les prédites





Le rappel décrit la capacité du modèle à détecter toutes les fausses mélodies. Cela se traduit par le
rapport entre le nombre réel de fausses mélodies parmi les prédites sur le nombre total de fausses
mélodies réelles. Avec les valeurs du Tableau 6.1 nous avons,
rappel =
Fausses mélodies réelles parmi les prédites





Nous n’avons déni la précision et le rappel que pour la classe Faux (il y a une fausse note
dans la mélodie). Nous pourrions également dénir ces deux notions pour la classe Juste (il n’y a
pas de fausses notes dans la mélodie). La précision serait alors la capacité du modèle à ne détecter
que de bonnes mélodies. Quant au rappel se serait la capacité du modèle à détecter toutes les
bonnes mélodies. Les formules seraient alors les suivantes :
precision =
Bonnes mélodies réelles parmi les prédites




Bonnes mélodies réelles parmi les prédites
Total de bonnes mélodies réelles
Enn, pour n’avoir qu’un critère, il existe le F -score donné par la formule :
F = 2 · precision · rappel
precision + rappel
Il n’a malheureusement aucune signication. Si deux paramétrages donnent sensiblement le même
taux d’erreur et le même F -score , comment les départager? La précision et le rappel vont les
départager. Mais comment? Il nous faut choisir. Voulons-nous une meilleure précision ou un
meilleur rappel ? Autrement dit, voulons-nous être sûr que la prédiction de mauvaises mélodies
soit garantie, ou bien voulons-nous détecter toutes les mauvaises mélodies?
Il nous semble que nous préférions que le modèle détecte toutes les fausses notes, quitte à ce qu’il
fasse quelques erreurs parmi ses prédictions. Donc à deux paramétrages équivalent, nous choi-
sirions celui avec un rappel plus fort. Bien entendu, la précision doit aussi atteindre une valeur
acceptable.
Convergence
Ces critères de performances ne peuvent sure pour s’assurer de la validité du modèle.
Dans l’introduction sur les réseaux de neurones, nous avons écrit que l’aboutissement au résultat
souhaité requiert la convergence de la fonction d’erreur. Nous allons donc également mesurer
cette convergence.
6.1.2 Jeux de données
Avant d’évaluer le modèle, nous allons le faire apprendre, il faut donc un ensemble de don-
nées d’apprentissage. Les deux jeux de données d’apprentissage que nous avons utilisées sont les
suivants :
• Un corpus d’improvisations de Charlie Parker (Omnibook) composé de cinquante chiers
au format MusicXML. Il y a qu’un style musical présent dans ce corpus ;
• Un corpus composé de plus de 1600 morceaux au format MusicXML avec des styles divers
et variés. Ce corpus a été crée à l’aide de [23] permettant l’extraction de mélodie à partir
un chier au format MIDI.
Chaque corpus de données a été décomposé en trois catégories. Une première catégorie
constitue le jeu d’apprentissage. C’est sur ces données que le modèle apprendra. La deuxième
constitue le jeu de validation. Il permet de s’assurer qu’il n’y a pas sur-apprentissage. C’est-à-dire
que le modèle n’apprend pas par cœur les données d’entraînement. Enn, la troisième catégorie
forme le jeu de test. Elle représente les données réelles sur lesquelles le modèle devra faire ses
prédictions. Un chier musical ne peut appartenir qu’à une seul catégorie. Le pourcentage de
composition de chaque catégorie par rapport aux corpus initial est le suivant, 60% pour le jeu
d’apprentissage, 25% pour le jeu de validation et 25% pour le jeu de test.
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6.1.3 Résultats
Les résultats qui sont présentés dans cette section sont issus de plusieurs tests an d’obtenir
une paramétrage idéal. Les résultats montrés sont ceux ayant obtenus les meilleurs résultats aux
vus des critères cités précédement.
Omnibook de Charlie Parker
Pour le premier jeux de données, le paramétrage et les résultats obtenus pour un tel para-





Nombre de notes 9
Tatum 60
Optimiseur Descente de gradient
Machine de calcul 1 CPU Intel Xeon X3440, 4 cores/CPU, 16GB RAM, 298GB HDD
Table 6.2 – Liste de la conguration faite pour le premier jeu de données.
Classe prédite
Faux Juste
Faux 4669 1475Classe Réelle Juste 727 5417
Table 6.3 – Matrice de confusion obtenu sur un ensemble de test pour le deuxième jeu de données.





Table 6.4 – Critères d’évaluations pour la matrice de confusion présente dans le Tableau 6.3
La Figure 6.1 montre l’erreur moyenne commise au cours des itérations. Nous remarquons
que l’erreur converge et diminue. Il y a bien apprentissage.
Pour les critères d’évaluation, nous obtenons de bons résultats. Le taux d’erreur est autour des
82%. Cette valeur est supérieur au hasard (comme nous avons deux classes, le hasard aurait fait
un taux d’erreur de 0,5). Le rappel est inférieur à la précision pour la classe Faux (présence d’une
fausse note). Nous avions dit que nous aurions préféré un rappel plus fort qu’une précision. Néan-
moins, au vu des valeurs obtenues, nous sommes satisfaits de tels résultats. Nous notons que le
modèle détecte légèrement mieux les bonnes mélodies que celle contenant une fausse note.
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Figure 6.1 – Graphique montrant l’évolution de la convergence de la fonction d’erreur pour le
premier jeu de données.
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Jeux de données hétérogènes
Pour le deuxième jeu de données, le paramétrage et les résultats obtenus pour un tel para-





Nombre de notes 9
Tatum 60
Optimiseur Descente de gradient
Machine de calcul 1 CPU Intel Xeon X3440, 4 cores/CPU, 16GB RAM, 298GB HDD
Table 6.5 – Liste de la conguration faite pour le deuxième jeu de données.
Classe prédite
Faux Juste
Faux 943 961Classe Réelle Juste 974 1122
Table 6.6 – Matrice de confusion obtenu sur un ensemble de test pour le deuxième jeu de données.





Table 6.7 – Critères d’évaluations pour la matrice de confusion présente dans le Tableau 6.6
La Figure 6.2 montre l’erreur moyenne commise au cours des itérations. Nous constatons
que l’erreur moyenne diminue et qu’il y a convergence au cours de l’apprentissage. C’est signe
d’apprentissage.
En revanche, pour les critères présentés dans le Tableau 6.7, les résultats ne sont pas ceux souhai-
tés. Notre modèle, avec un tel jeu d’apprentissage, détecte légèrement mieux les mélodies sans
fausses notes. En eet la précision, le rappel et F-score pour la classe Juste sont supérieurs à
ceux de la classe Faux. Tous les critères pour la détection de fausses notes sont en dessous de 0,5.
Malgré tout, le taux d’erreur est très légèrement mieux que le hasard.
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Figure 6.2 – Graphique montrant l’évolution de la convergence de la fonction d’erreur pour le
deuxième jeu de données.
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Apprentissage par renforcement
Nous n’avons pour le moment que modélisé l’apprentissage par renforcement. Nous n’avons
donc pas de résultats à présenter.
6.1.4 Discussion et perspective
Discussion
Nous notons un écart très important dans les critères d’évaluation entre les deux jeux de
données. Cet écart peut être dû à plusieurs raisons. En voici quelques unes :
• le modèle n’est capable d’apprendre qu’un style musical très précis (malheureusement ce
n’est pas notre objectif) ;
• réduire le contexte à la seule mélodie ne permet pas au modèle d’apprendre sur un corpus
diversié ;
• le deuxième jeu de données est peut être de mauvaise qualité malgré un bref tri auto-
matique. En eet, nous avons enlevé tous les morceaux n’ayant pas au moins cinq notes
distinctes et/ou dont les notes ne sont pas dans les cinq octaves voulues ;
• Dû à l’hétérogénéité du deuxième corpus, l’optimisation du paramétrage demande plus de
temps ;
• le choix de modélisation des notes ne permet pas d’aller plus loin dans la détection. Il est
possible que la distance introduite en découpant octave et hauteur mène à de tels résultats.
Perspective
Suite à cette liste de raisons possibles, nous allons soumettre quelques piste de recherche an
d’améliorer le modèle. La première est tout simplement de changer l’intégralité de l’architecture
et d’en tester une autre, an de pouvoir comparer diérents modèle de détection de fausses notes.
Nous n’avons testé le modèle que sur un contexte réduit à la mélodie. Il est possible d’étendre le
contexte à l’harmonie et à d’autres dimensions musicales (dynamique du jeu, ...). Le modèle pour-
rait alors apprendre à distinguer les styles musicaux et ainsi cela augmenterait ses performances.
Nous pouvons proposer un corpus aussi diversié que le deuxième corpus, mais avec la garantie
que celui-là sera jugé de bonne qualité auprès de musiciens professionnels.
Essayer plus de paramétrages pour le deuxième corpus. La quantité de données étant plus grande,
il est possible que sur l’ensemble de tests faits, nous n’ayons toujours trouvé d’un optima local. Ce
qui expliquerait la convergence et les résultats pour le second corpus. En somme, nous pourrions
changer la méthode d’apprentissage. C’est-à-dire, qu’au lieu de présenter une mélodie avec une
fausse note nous pourrions modier l’ensemble des notes aléatoirement pour réduire de nombre
à une seule note modiée.
Par ailleurs, nous pourrions essayer de changer la représentation des notes. Par exemple, nous
pourrions essayer avec un encodage one-hot des 88 notes usuelles. Nous pourrions aussi aug-
menter ou diminuer la valeurs du tatum.
Nous pourrions également essayer avec non plus un seul indice d’attaque, mais une forme dé-
croissance de l’attaque. Par exemple, nous aurions un tableau dont le premier indice est l’attaque
comme nous l’avons décrite et ses voisins (indice précédent et suivant) aurait des valeurs, non
plus à zéros, mais à 0,33 par exemple.
Pour l’apprentissage par renforcement, nous avons proposé un modèle déterministe. Notre
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modèle actuel ne prend pas du tout en compte ce que jouent les musiciens. Il n’y a donc aucune
incertitude : nous connaissons parfaitement ce que nous allons jouer (dans la mesure où on est
capable de lister toutes les séquences de n notes suivantes possibles) et l’espérance est égale à
la récompense elle-même. Il serait plus intéressant si notre modèle de récompense prenait en
compte ce que jouent les autres et nous ne savons pas ce que les autres musiciens vont jouer.
Dans ce cas, il faut prendre l’espérance sur les séquences d’accords ou de rythmes que les autres
musiciens vont potentiellement jouer. Ces séquences peuvent être représentées par un oracle avec
des probabilités. Un lissage additif peut être eectué pour prendre en compte le fait que les autres
musiciens peuvent jouer des séquences qui sortent de l’oracle. Ces probabilités ne dépendent
pas explicitement de nos choix de transitions entre états, mais elles en dépendent implicitement
car nos choix vont inuencer le jeu des autres (inuence mutuelle). Pour faire véritablement de
l’apprentissage par renforcement (non un calcul de l’ensemble des possibilités), il faut à la fois :
• avoir un oracle harmonique/rythmique sur ce que jouent les autres musiciens ;
• modier le BiLSTM pour prendre en compte ce que jouent les autres musiciens ;
• calculer l’espérance de la sortie du BiLSTM pour toutes les séquences possibles de l’oracle
mélodique par rapport aux séquences possibles de l’oracle harmonique/rythmique an de




Mon travail en collaboration directe avec une laboratoire de recherche m’a permis d’aborder
les problématiques liées au domaine de la recherche dans un contexte artistique.
Dans premier temps, j’ai dû appréhender le modèle actuel et le contexte dans lequel s’inscrit
cette recherche. J’ai évoqué les limites d’un tel modèle, à savoir des limites rythmiques. À la
suite de cela, j’ai constaté le besoin de dénir la notion de fausse note sur laquelle la recherche
devra s’inscrire. Cela m’a également permis de montrer l’existence de modèles d’apprentissage
automatique adaptés au contexte musical.
Toute ma réexion s’appuie sur les écrits scientiques, ce qui m’a permis de dénir un mo-
dèle an de répondre aux problématiques. L’absence de recherches dans un tel contexte m’a laissé
bon nombre de choix quant à la représentation du modèle. Par la suite, j’ai été confronté à la réa-
lisation technique. Notamment, j’ai dû faire face à la recherche d’un paramétrage idéal. J’ai eu
la chance de pouvoir être en complète autonomie durant tout ce projet avec le soutien de mes
encadrants.
Ce projet a abouti à un premier modèle pour la détection de fausse. L’apprentissage par
renforcement n’est qu’au stade de la modélisation, aucune réalisation n’a encore été faite. Un
ensemble de tests a permis d’optimiser les modèles pour ainsi obtenir de meilleurs résultats. J’ai
adopté une démarche scientique pour analyser les résultats. J’ai ensuite soulevé des pistes de
recherches pour découvrir les causes de ces résultats. Grâce à la mise en œuvre des outils d’ap-
prentissage, nous pourrions apprendre au système à ne plus reproduire ses erreurs et constater
leurs impacts dans la génération d’improvisation musicale.
Plusieurs propositions d’amélioration sont envisageables. Un autre modèle ou une autre re-
présentation en sont chacun une. Il est en eet important de comparer notre modèle à d’autre
modèles.
Cette contribution au projet ANR DYCI2 permettra de renforcer les travaux de recherche déjà
eectués. Elle orira également une plus grande visibilité quant à l’apprentissage automatique
dans le domaine musicale et notamment dans la création d’improvisation.
Ce projet m’a fait découvrir le monde de la recherche, auquel j’aectionne un grand intérêt
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A Démonstration du langage reconnu par l’auto-
mate présenté en Figure 2.3
Rappel : Soit un langage L donné, A et b des expressions rationnels. Nous avons
L = AL + b ⇔ L = A∗b
Nous posons Σ = (Do + Re + Mi + Fa + Sol + La + Si), et ϵ est le mot vide. En dénissant les
expressions reconnues par chaque état de l’automate, nous avons :
L0 = DoL1




















Finalement le langage reconnu est :
L0 = DoΣ
∗Do
C’est bien les mélodies commençant par Do et nissant par Do.
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B Démonstration de la formule de rétro-propagation
du gradient dans le cas duneurone présente enpar-
tie 4.1.3









Avec E = 12 (yt − y)2 l’erreur quadratique moyenne, et y = f (xW T + b) = x1w1 + x2w2 + b. La










= −(yt − y)xi
CQFD.
NB : Le terme ∂y∂wi fait bien apparaître la dérivé de la fonction d’activation. C’est pourquoi la




a pour dérivée 1 − tanh2(x)
De même,
siдm(x) = 11 + e−x a pour dérivée siдm(x)(1 − siдm(x))
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Résumé
Le projet ANR DYCI2 vise à explorer les interactions entre l’homme et des agents articiels
dans le domaine de l’improvisation musicale. L’apprentissage interactif, l’un des domaines de re-
cherche du projet, veut mettre en avant des modèles capables de capturer les structures musicales.
Toutes les recherches se basent sur le paradigme OMax, un système automatique d’improvisa-
tion. Malheureusement, ce système génère encore des fausses notes. Est-il possible d’apprendre
au système à ne plus commettre de telles erreurs?
Pour répondre à cette problématique, ce mémoire propose une méthode pour classier les
mélodies en deux catégories : celles qui ont au moins une fausse note et celles qui n’en ont au-
cune. Une telle classication devra permettre d’améliorer le système actuel à l’aide de l’appren-
tissage par renforcement. Après avoir déni quelques notions musicales et expliqué ce que sont
les LSTMs, nous proposons un modèle de réseau de neurones pour la classication. Nous propo-
sons également un procédé pour encoder les notes musicales. Nous utilisons le Deep Q-Learning
en tant qu’algorithme d’apprentissage par renforcement. L’évaluation du réseau neuronal repose
sur les critères classiques. L’évaluation de l’amélioration du système est basée sur l’écoute des
mélodies générées. Enn, nous discutons des méthodes utilisées.
Mots-clés : Réseau de neurones, Apprentissage par renforcement, Musique et Im-
provisation
Abstract
The DYCI2 ANR project aims to explore interactions between humans and articial agents
in the eld of music improvisation. Interactive learning, one of the main’s project research area,
proposes models able to detect musical structures. All of these research are based on the OMax
paradigm, an automatic music improvisation system. Unfortunately, such a system still creates
false notes. Is it possible to have the system learned not to do those mistakes again?
To answer that question, we propose a melodic classication into two classes : the ones
which has at least one wrong note, and the others which have no ones. This classication allows
us to enhance the system by using an reinforcement learning algorithm. After introducing some
musical words and explaining what are LSTMs, we present our neural network model which is
going to classify melodies. We also propose a musical encoding scheme. We use Deep Q-Learning
as reinforcement learning algorithm to improve the current system. We evaluate our neural net-
work model with classical criteria. The nal enhancement will be evaluate by listening to the
melodies. At last, we discuss about our strategies.
Keywords : Neural Networks, Reinforcement Learning, Music and Improvisation
