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Abstract. Proton Computed Tomography (CT) is a prototype imaging modality for the reconstruction of the
Relative Stopping Power of a patient, for more accurate calculations of the dose distributions in proton therapy
dose planning. The measurements needed for the reconstruction of a proton CT image are: i) each initial proton
vector incident on the imaged object, ii) each proton vector incident on the front face of the detector and iii)
the stopping depth of each proton in the detector. In this study, a track reconstruction algorithm is adapted for
a planned pixel-based particle-tracking range telescope for proton CT, called the Digital Tracking Calorimeter
(DTC). The algorithm is based on the track-following scheme, in which a growing track searches for deeper-
laying activated pixels, while minimizing the accumulated angular change. The algorithm is applied to Monte
Carlo-simulated output of the DTC, showing that the DTC is able to reconstruct the tracks and find the depths
of up to several hundred simultaneous proton tracks.
1 Introduction
In the recent decades, radiation therapy using charged par-
ticles (such as protons) has increased in usage as a treat-
ment against cancer. This is partly due to the proliferation
of such treatment modalities [1], and also due to the grow-
ing evidence that proton therapy enables superior dose dis-
tributions to and around the tumor areas, with the conse-
quent possibility of reducing radiation-induced damages
to healthy tissue in the proximity of the tumor [2, 3].
An accurate dose calculation for proton therapy re-
quires a precise knowledge of the protons’ range in the
patient, calculated from the tissue-specific Relative Stop-
ping Power (RSP). The stoichiometric procedure [4], in
which the RSP is calculated from the attenuation of pho-
tons in the tissue, acquired using X-ray Computed Tomog-
raphy (CT), has been shown to introduce proton range un-
certainties in the order of 2%–3% [5]. Dual Energy CT
can further reduce these uncertainties by at least 0.4% [6].
A proposed imaging modality that may prove helpful
in the reduction of the above-mentioned uncertainties is
proton CT [7]. With a proton CT system, a high-energy
proton beam1 is directed at and traverses the patient. Each
individual proton’s residual energy (corresponding to that
proton’s Water Equivalent Path Length, or WEPL, through
the patient) is measured after traversing the patient: ei-
ther with a range telescope or with a scintillator-based
calorimeter. Due to the Multiple Coulomb Scattering
?e-mail: helge.pettersen@helse-bergen.no
1A high proton energy in this context means 230–330 MeV, depend-
ing on beam availability.
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Figure 1. The simulated setup of the DTC prototype, using a
pencil beam and an energy-degrading water phantom [9].
(MCS) of the protons inside the patient, a separate set
of positional detectors are usually placed upstream and
downstream relative to the patient, so that each proton’s
curved path can be estimated using Bayesian methods [8].
A three-dimensional RSP volume can then be recon-
structed from the WEPL measurements using either itera-
tive methods [10] or by modifications of Filtered Backpro-
jection algorithms that allows for curved paths [11]. The
RSP accuracy of this procedure has been shown to be in
the order of 1%, significantly improving the range accu-
racy compared to existing methods [12].
Proton CT has not yet been clinically realized as an
imaging modality. Several experimental setups have been
developed [7]. Some of the challenges connected to proton
CT includes the handling of the high proton beam intensi-
ties necessary to reduce image acquisition time, i.e. requir-
ing fast readout electronics; mitigating the effects of MCS
through precise proton path estimations; and the realiza-
tion of a compact detector system that can be introduced
into the clinic.
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Figure 2. A close-up of two layers, consisting of components
that approximate the current planned layer design [9].
1.1 The Digital Tracking Calorimeter
Based on previous experience with a proof-of-concept
pixel-based range telescope for proton CT [13], hereafter
a Digital Tracking Calorimeter (DTC), a second genera-
tion DTC is currently under development and construc-
tion. The schematics of the setup is shown in Fig. 1. The
detector consists of approximately 40 layers, each layer a
∼27 × 15 cm2 high-granularity 1-bit pixel sensor array us-
ing the ALPIDE chip [14], followed by an energy absorber
of 3.5 mm aluminum.2 The integration time of the chips
can be customized, and the data acquisition hardware is
expected to handle values of 5–10 µs.
With the DTC, multiple proton tracks can be recon-
structed from a single readout frame, i.e. from a snapshot
of the pixel values. The idea of applying in-detector track-
ing to increase the proton intensity capacity is not a new
one [15], but a complete setup has not yet been reported
on. The DTC is planned to be used in conjunction with a
Pencil Beam Scanning system, where a thin proton beam
is scanned across the object to be imaged: the upstream
proton vector can be estimated from the beam position
(simplifying the proton CT setup), while the downstream
proton vector is measured in the first pixel layers [8].
A high quality tracking algorithm maximizes the pro-
ton CT system capabilities in terms of contributing to in-
creased particle rates, i.e. a higher incident beam intensity.
In this study, such a tracking algorithm is proposed, based
on similar experiments (mainly in High Energy Physics
[16]) and prior experience with the DTC [9, 13].
2 Methods
2.1 The Monte Carlo simulations
As the DTC is currently under construction, the develop-
ment of a suitable tracking algorithm is performed on re-
sults from Monte Carlo (MC) simulations.
The Geant4-based MC program GATE version 8.1
[17] has been applied, using with the physics builder list
2The choice of absorber material and thickness has been made based
on MC simulations of several possible geometries, followed by an eval-
uation of the range resolution and tracking quality in the respective ge-
ometries: see [9] for more details.
Figure 3. Lateral profile of a pencil beam with spot size σxy =
(4 mm, 2 mm). The initial 2σxy ellipse is shown in red [9].
QGSP_BIC_EMZ with the corresponding default values for
particle production threshold and variable transport step
sizes: the maximum step sizes decrease towards the Bragg
Peak area of high energy deposition close to the protons’
range. the above settings have previously been suggested
for simulations in particle therapy [18].
The sensor chip is modeled as in Fig. 2, with consec-
utive slabs of the following: a 14 µm active (epitaxial) Si
layer, a 106 µm passive Si layer, glued (with Ag glue) to a
160 µm thick PCB layer, glued to the aluminum absorber,
followed by a 75 µm air gap. While this is a simplifica-
tion of the final design, it follows the longitudinal material
budget. The protons’ position and deposited energy when
they traverse each epitaxial layer are stored in ROOT files
[19], the framework in which this analysis is performed.
2.2 The Proton Beam Setup
A mono-energetic pencil beam with energy 250 MeV is
degraded by 16 cm water, resulting in a spread-out energy
spectrum with a mean energy of 180.7 MeV, and an en-
ergy spread of 1.4 MeV. The spatial distributions of the
pencil beam are described initially by a single Gaussian,
with different values of σxy ranging from 2 mm to 5 mm,
including a setup with an elliptic beam. The beam diver-
gence is 3–4 mrad, with an emittance of 15–20 mm mrad,
both depending on the direction in θϕ-space. See Fig. 3 for
an illustration of the asymmetric beam profile. The spatial
and angular distributions are expected to gain some non-
Gaussian tails due to MCS and elastic nuclear interactions
[20].
In order to study the effects of different beam intensi-
ties on the track reconstruction properties, the number of
protons per pencil beam, np, is adjusted during the analy-
sis: from np = 3 to np = 1000.
2.3 The Tracking Algorithm
An in-detector track reconstruction algorithm needs to be
able to handle the proton intensities and the high levels of
MCS between subsequent layers that are usually associ-
ated with the protons of therapeutic energies (increasing
MCS with depth). Elastic nuclear interactions, manifested
through infrequent high angle deviations, are also to be
expected. The algorithm should be able to discriminate
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Figure 4. Example of the track reconstruction: In this case
∆θ2,1  ∆θ2,0 and the latter is chosen as the single next track
segment.
between the different possible endpoints of the protons,
such as between Bragg stopping and inelastic nuclear in-
teractions:3 each incident proton is expected to come to a
complete stop inside the detector.
Several strategies for the tracking algorithm have been
explored, with the main idea being a "track-following"
scheme [21]. Some of the ideas behind the algorithm, such
as calculating a weight for each hit, based on the angular
change of the track, S , and comparing the accumulated
weight to against a global maximum, Smax, are described
in [16] as the hyperbelle_tree_6 solution to a pre-defined
tracking challenge. In [9, 13] an earlier version of this al-
gorithm was briefly described, however there it was only
applied on a broad and uniform irradiation field, and with
inferior performance. The procedure here adapted is de-
scribed below, with reference to Fig. 4:
i) Identify all seed pairs in the first two layers, account-
ing for large incoming angles.
ii) Find the angular change ∆θ for each seed pair, defined
as the change in the 3D vector going in to and out
from a layer, and calculate S n =
√∑n
layer(∆θlayer)2. In
the first layer, a parallel incident beam is assumed.
iii) For each seed pair, identify hits in the next layer
where S n+1 < Smax. If several such hits are identified,
the best is chosen as the next track segment. Both
are chosen if two hits yield sufficiently similar S n+1
values.4
In order to avoid excluding straight segments of tracks
with S n values close to Smax, track candidates where
∆θn+1 < 50 mrad are always allowed even if S n+1 >
Smax. In Section 2.5 this limit will be found.
iv) Repeat the above step and and follow all track candi-
dates in the "tree" recursively. The final track with the
3This discrimination is based on the energy deposited in the epitaxial
layer, estimated from the size of the charge diffused area of activated
pixels around the track. For more details see [9].
4Too many forks in the track reconstruction lead to a very slow pro-
cedure, due to the many layers and high proton densities involved (there
are ∼ 240 possibilities if the track is split at each layer). To counteract
this, an additional candidate in a layer is included only if both candidates
have scores within 15% of each other.
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Figure 5. Distribution of actual S n =
√∑n
layer(∆θlayer)2 values
from tracks reconstructed using MC truth. The empirical 2σ
value of the distribution as well as two different Smax thresholds
are shown.
lowest S n score from a single seed is kept, and its hits
are removed from the search pool.
Since the angular distribution of the incoming beam is
more parallel at the detector entrance, compared to at the
stopping position, and since the protons usually do not
stop at the same depth, the track-following is initiated at
the front face. However, some improvements may be made
here—see the discussion.
The value of Smax is adjusted as to yield the highest
fraction of correctly reconstructed tracks.
The implementation of this tracking algorithm, as well
as the GATE macro files used for the creation of the MC
simulations, are available at GitHub [22].
2.4 Evaluation of the Tracking Algorithm
The quantitative evaluation of the tracking algorithm is
based on a comparison between the reconstructed tracks,
using the current algorithm, and the true tracks from MC
simulations. The tracking efficiency is calculated at vari-
ous pencil beam densities, by finding the fraction of cor-
rectly reconstructed tracks.
Prior to the evaluation, a filtering scheme is applied:
tracks with higher incoming angles than 3σ of the distri-
bution of all angles, and less than 3σ of the range are cut
away. In addition, in order to further clean incorrectly re-
constructed tracks, a cut on the deposited energy (in terms
of the number of pixels activated in the cluster) for pro-
tons not stopping in a Bragg peak has been applied—see
Fig. 4.16 in [9] for more details. In all, roughly 30–40% of
the protons are removed from the analysis, most of these
due to unavoidable physical interactions such as (in)elastic
collisions [7].
A correctly reconstructed track is defined as follow-
ing the same primary proton from GATE (eventID) at its
start- and endpoints, and it has to be fully tracked. On the
other hand, if a secondary particle is tracked and identi-
fied as a primary, if two tracks are confused or if a simu-
lated proton continues beyond the reconstructed track, it is
counted as a fake track and is not correctly reconstructed.
2.5 Finding the Optimal Smax Value
The choice of Smax determines the amount of scattering
that is allowed for a given track. Too small values lead to
prematurely discarded track candidates, and too large val-
ues cause confusion by including wrong candidates where
there should be none, e.g. after inelastic nuclear interac-
tions at high particle densities.
In Fig. 5 a two-dimensional histogram is shown of the
distribution of S n values in each layer, found using true
tracks from MC simulations. The summed angular spread
S n is distributed with long tails, resembling long-tailed
Landau distributions in the deeper layers. The 2σ value
in the layer where most of the protons stop is 270 mrad
(determined by vertically summing the bin areas up to
97.7%).
Analytically, the Highland equation (in three dimen-
sions) as given in [23] gives the 2σ value of the ∆θ scat-
tering angle:
2σ∆θ = 2
√
2
∫ x
0
(
14.1 MeV
pv(x′)
)2 1
X0
dx′
1/2 (1 + 19 log10 xX0
)
,
(1)
In this case, the radiation length X0 = 77.9 mm is found
by adding the various materials in Fig. 2, and pv are the
momentum and velocity factors. By performing a numer-
ical integration up to x = 0.95R (for consistency with the
ranges in Fig. 5), we find that 2σ∆θ = 278 mrad.
However, while this value can be applied as the Smax
in the track reconstruction algorithm on a track-by-track
basis, it is not readily apparent how to account for high
particle densities. Large values of Smax might allow for
the incorrect continuation of tracks ending due to inelastic
collisions, by following nearby tracks.
In the following, in order to account for this density ef-
fect, the optimal Smax for this algorithm is found by iden-
tifying the Smax values that yield the lowest fake rate at
increasing densities.5 This function is found from a pa-
rameter scan (see Fig. 6), and can be parametrized as
Smax(np) = 470 n −0.176p mrad. (2)
Here the beam spot size is 3 mm, similar expressions are
found for different spot sizes.
3 Results
3.1 Examples of the Track Reconstruction
If the reconstruction is configured with the Smax values as
suggested in the last section, the efficiency should be as
high as attainable from the algorithm described in Section
2.3. An example of the track reconstruction applied on the
simulated output from a pencil beam with σxy = 3 mm is
5Note that in order to find the best Smax parameter, no 3σ filtering on
the range is applied here—a filter that reduces the fake rate but also hides
many of the tracks that fail to reconstruct properly.
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Figure 6. The reconstruction efficiency of a pencil beam of in-
creasing density, evaluated using different Smax thresholds (la-
beled in figure). Notice that each of the Smax curves yields the
maximum efficiency at a certain density range.
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Figure 7. Examples of several reconstructed tracks. Correctly
reconstructed tracks are visualized as black lines, incorrectly re-
constructed fake tracks as red lines and unused pixel hits as blue
dots. Green lines are reconstructed secondary particles (here the
high angle of the visible secondary particle pushes it out of the
view frame).
shown in Fig. 7. In the figure, 13 of the 16 tracks have been
reconstructed correctly, the remainder involving inelastic
nuclear interactions or confusion due to MCS.
3.2 Tracking Efficiency with Increasing Particle
Density
To quantify the effect of the particle density on reconstruc-
tion efficiency, a set of reconstructions with increasing np
was performed. Several reconstructions are averaged to
reach the same number of particle tracks (at least 5000).
By repeated reconstruction of np = 100 initial pro-
tons6, 77% of them are found to be reconstructed correctly,
according to the criteria outlaid in Section 2.4. From the
filtering, 12% are removed due to > 3σ incoming angles,
12% again from the cut on the deposited energy at the
track’s end and 2%–3% due to < 3σ range. Visually, it can
6Note that ∼8% are lost inside the water phantom.
3 4 5 6 7 10 20 30 100 200 1000
Protons per pencil beam
Fr
ac
tio
n 
of
 c
or
re
ct
ly
 r
ec
on
st
ru
ct
ed
 tr
ac
ks
0%
20%
30%
40%
50%
60%
70%
80%
90%
100%
2 mm
3 mm
5 mm
 = xyσ
Figure 8. Fraction of correctly reconstructed tracks in three pen-
cil beams with different circular spot sizes of σxy = 2–5 mm.
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Figure 9. Proton Intensity Capacity at 15%–25% fake rates,
for different beam spot sizes in the range 2–5 mm (including the
asymmetric beam). The number np per reconstruction frame has
also been converted to np per second using the expected pixel
telescope readout frequency of 100 kHz [9, 14].
be deduced that the remaining fake tracks exhibit large an-
gle scattering (due to (in)elastic nuclear collisions) inside
the tracking detector, or are located in the high-density
Gaussian core of the pencil beam where it is easy to con-
fuse tracks.
In Fig. 8 the results from this procedure are presented,
for several pencil beams of different circular spot sizes. It
can be seen in Fig. 9 that the np yielding, respectively, 80%
or 75% efficiency increases linearly with the beam area for
different beam spot sizes.
3.3 Effects of Scattering on Tracking Efficiency
The efficiency of the tracking algorithm depends upon the
different interactions a particle may undergo. The amount
of MCS depends on the traversed material, and there is
a certain probability that the particle undergoes elastic or
inelastic nuclear interactions.
To quantify the effects of these different interactions on
the quality of the track reconstruction, a set of simulations
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Figure 10. The fraction of correctly reconstructed tracks when
different interactions between the target protons and the detector
materials are turned on or off in the MC simulations. The interac-
tions are inelastic / elastic nuclear scattering (N. S.) and multiple
Coulomb scattering.
were performed, including or excluding these effects. The
simulations were performed with the σxy = 3 mm beam.
In Fig. 10 five scenarios are outlaid: Using the standard
settings of QGSP_BIC_EMZ in a "full simulation"; elastic
nuclear scattering switched off; inelastic nuclear scatter-
ing switched off; all nuclear scattering switched off; and
all scattering switched off (including MCS). The follow-
ing features are seen:
• At low densities particle densities, the most degrading
interaction type is the inelastic nuclear scattering. A
constant fraction (approx. 1% per water equivalent cm
[24]) of the protons undergo inelastic scattering. The
primary particle is lost and a subsequent search for its
continuation may lead to false candidates—especially is
Smax is high. Approximately 70% of the fake tracks are
due to secondary particles at np < 5.
• At high particle densities, MCS causes increasing
amounts of confusion in the track reconstruction pro-
cess, and as a result this effect is the most degrading at
densities where np > 50. When MCS is turned off, the
track reconstruction is trivial and the remaining constant
fake rate of 1%–2% is due to confusion from delta rays.
3.4 Computational Demands
The full track reconstruction as described here has been
implemented in C++ / ROOT6 [19] for single CPU usage.
Several reconstruction batches can be run in parallel with
small memory footprint. The reconstruction time per in-
coming proton is 2–6 ms, depending on the overhead (an
important contribution to the total time for np < 100) and
proton density.
While the code has been optimized, further optimiza-
tion and parallelization is needed if the required ∼ 108 pro-
tons are to be tracked within 5–10 minutes.
4 Discussion
The tracking algorithm as presented in this study shows
promise for use in a pixel-based range telescope for pro-
ton imaging. Further improvements of the tracking algo-
rithm, apart from reducing computational requirements,
might include the optimization of the order in which the
tracks are reconstructed (starting with low-density areas
of the pencil beam), bidirectional reconstruction (based on
cellular automaton) to better classify large angle scatter-
ing and to reduce confusion arising from protons stopping
in different layers [21], identifying and connecting track
segments using concepts from graph theory [25] and even
novel methods based on deep neural networks [26]. While
reasons for performing the reconstruction starting from the
front face of the detector have been outlaid, it would be in-
teresting to try selecting seeds from the distal layers of the
detector, in which case both the stopping- and starting po-
sitions of each track would be known.
The obtained results, representing the theoretical limits
of the current algorithm, reflect the high amounts of scat-
tering inherent in a proton beam at therapeutic energies
and spatial distributions. This limitation can be reduced
if heavier ions are used for the imaging process, as they
exhibit less scattering [24]. On the other hand, if heavier
ions are to be applied, an improved identification of par-
ticle species of the mixed beam is necessary due to the
increased projectile fragmentation. The pixel matrix, to-
gether with the possibility of calculating the deposited en-
ergy in each layer, enables such identification of different
physics processes in the detector.
The beam intensity capabilities have been calculated
using fake rates of the reconstruction of 15%–25%. No
comprehensive study of the optimal target fake rate has
been performed, and it is expected that fake tracks can be
further filtered out by applying 3σ filter on the WEPL val-
ues in the angle / position bin during the reconstruction
process [27]. The determination of the maximum allowed
fake rate can thus be made from constraints such as mini-
mizing the radiation dose to patient.
5 Conclusions
In this work a tracking algorithm for protons traversing a
pixel-based range telescope has been presented. The per-
formance of the algorithm on a simulated setup has been
shown to be of sufficient quality, in terms of the maximum
proton beam intensity that can be reconstructed simultane-
ously — in the order of 5–25 million protons/s (depending
on spot size and fake rate). Some proton CT requirements,
such as spatial resolution in the reconstructed volumes, are
best fulfilled using the smaller beam spot sizes [8].
The tracking algorithm presented here enables a pixel-
based range telescope setup to reconstruct the incoming
angles and final ranges of a large number of concurrent
proton tracks. For a proton CT system based upon this
to enter into the clinic, a better performing reconstruction
algorithm is required, particularly in terms of reconstruc-
tion time. The track reconstruction framework has been
developed and implemented through a productive knowl-
edge transfer from High Energy Physics efforts.
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