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Abstract
We present a novel backward Itô-Ventzell formula and an extension of the Alekseev-Gröbner
interpolating formula to stochastic flows. We also present some natural spectral conditions
that yield direct and simple proofs of time uniform estimates of the difference between the two
stochastic flows when their drift and diffusion functions are not the same, yielding what seems to
be the first results of this type for this class of anticipative models. We illustrate the impact of
these results in the context of diffusion perturbation theory, interacting diffusions and discrete
time approximations.
Keywords : Stochastic flows, variational equations, tangent and Hessian processes, perturba-
tion semigroups, backward Itô-Ventzell formula, Alekseev-Gröbner lemma, Skorohod stochastic
integral, two-sided stochastic integration, Malliavin differential, Bismut-Elworthy-Li formulae.
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1 Introduction
Let btpxq be a vector-valued function from Rd into Rd and σtpxq “ rσt,1pxq, . . . , σt,rpxqs be a matrix-
valued function from Rd into Rdˆr, for some parameters d, r ě 1. Both functions will be assumed
to be differentiable. Let Wt be an r-dimensional Brownian motion and denote by Ws,t the σ-field
generated by the increments pWu ´Wvq of the Brownian motion, with u, v P rs, ts.
For any time horizon s ě 0 we denote by Xs,tpxq the stochastic flow defined for any t P rs,8r
and any starting point Xs,spxq “ x P Rd by the stochastic differential equation
dXs,tpxq “ bt pXs,tpxqq dt` σt pXs,tpxqq dWt (1.1)
We assume that x ÞÑ btpxq and x ÞÑ σtpxq have continuous and uniformly bounded derivatives
up to the third order. This condition is clearly met for linear Gaussian models as well as for the
geometric Brownian motion. This condition ensures that the stochastic flow x ÞÑ Xs,tpxq is a twice
differentiable function of the initialisation x. In addition, all absolute moments of the flow and
the ones of its first and second order derivatives exists for any time horizon. As it is well known,
dynamical systems and hence stochastic models involving drift functions with quadratic growth
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require additional regularity conditions to ensure non explosion of the solution in finite time. It is
also implicitly assumed that all functions pbt, σtq are smooth functions w.r.t. the time parameter.
The present article develop several constructive and stochastic analysis tools including Bismut-
Elworthy-Li formulae, stochastic semigroup perturbation formulae, extended two-sided stochastic
integration, Malliavin calculus, gradient and Hessian semigroup processes estimates. We are also
looking for useful quantitative and time uniform estimates which are valid under a single set of easily
checked conditions that only depend on the parameters of the model. Various techniques presented
in the article and many results can be separately and readily extended to more general models with
weaker and abstract custom assumptions that depend on the different quantities to handle.
Let Xs,tpxq be the stochastic flow associated with a stochastic differential equation defined as
(1.1) by replacing pbt, σtq by some drift and diffusion functions pbt, σtq with the same regularity
properties. Constant diffusion functions pσt, σtq are defined by
σtpxq “ Σt and σtpxq “ Σt for some matrices Σt and Σt. (1.2)
In this context, we will assume that Σt and Σt are uniformly bounded w.r.t. the time horizon.
The Markov transition semigroups associated with the flows Xs,tpxq and Xs,tpxq are defined for
any measurable function f on Rd by the formula




In this paper we derive equations for the differences pXs,t ´Xs,tq and pPs,t ´ P s,tq in terms of
the difference of their corresponding drifts and diffusion functions,
∆at :“ at ´ at ∆bt :“ bt ´ bt and ∆σt “ σt ´ σt (1.3)
where atpxq :“ σtpxq σtpxq1 and atpxq :“ σtpxqσ1tpxq. In some applications the functions bt “ bt´∆bt
and σt “ σt ´∆σt can be interpreted as a local perturbation of the drift and the diffusion of the
stochastic flow Xs,t.
We also address the problem of finding time-uniform estimates for the difference between the
stochastic flows Xs,t and Xs,t and their corresponding Markov transition kernels Ps,t and P s,t.
These important questions arise in a variety of domains including stochastic perturbation theory
as well as in the stability and the qualitative theory of stochastic systems. Classical analytic esti-
mates on the difference between the stochastic flows driven by different drift and diffusion functions
are often much too large for most diffusion processes of practical interest. In some instances none
of the diffusion flows are stable. In this context, any local perturbation of the stochastic model
propagates so that any global error estimate eventually tends to 8 as the time horizon tÑ8.
Whenever one of the stochastic flows is stable, classical perturbation bounds combining Lips-
chitz type inequalities with Gronwall lemma [8, 25] yield exceedingly pessimistic global estimates
that grows exponentially fast w.r.t. the time horizon. Notice that an exponential type estimate of
the form eλt for some parameter λ ą 0 and some time horizon t s.t. λ t ě 199 would induce an
error bound larger than the estimated number 1086 of elementary particles of matters in the visible
universe. As mentioned in [29] in the context of Euler scheme type approximations of deterministic
dynamical systems, one may encounter situations where λ “ 108 and t “ 102 and the resulting
exponential bounds are clearly impractical from a numerical perspective.
The statement of the main results of the article are presented in section 1.1:
i. Section 1.1.1 presents a novel generalized backward Itô-Ventzell formula (cf. theorem 1.1). The
Itô-Ventzell is a very important formula, arguably as useful as the Itô’s change of variable, but
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surprisingly the backward Itô-Ventzell presented in this work has never been studied before.
Theorem 1.1 can be seen as a new generalized backward version of the generalized Itô-Ventzell
formula presented in [41].
ii. In section 1.1.2 we apply the backward Itô-Ventzell formula to derive a forward-backward
stochastic perturbation formula that expresses the difference between the stochastic flows Xs,t
and Xs,t in terms of first and second order derivatives of the flows, which we call the tangent
and Hessian processes respectively, with respect to the space parameter (cf. theorem 1.2).
iii. Section 1.1.2 also provides a novel forward-backward Itô type differential formula for interpo-
lating stochastic diffusion flows (cf. the change of variable formula (1.9)).
iv. In the beginning of section 1.1.2 we present a discrete time approach based on the pivotal
interpolating telescoping sum formula (4.2). This interpolating stochastic semigroup technique
can be seen as an extension to stochastic flows of the stochastic perturbation analysis developed
in [22, 18, 20, 21] and in [3, 5, 11] in the context of discrete time models, matrix and nonlinear
interacting processes (see also [4, 5]). For a more thorough discussion on these models, we
refer to section 1.2. This approach allows to derive a stochastic interpolation formula (1.10)
with a fluctuation term (1.12) defined by an extended two-sided stochastic integral.
v. Section 1.1.3 presents some natural spectral conditions on the gradients of btpxq, σtpxq, btpxq
and σtpxq that allows us to derive in a direct way a series of realistic uniform estimates with
respect to the time horizon.
The rest of the article is organized as follows:
Section 3 provides some basic tools associated with the first and second variational equations
associated with a diffusion flow. We also present some quantitative estimates of the tangent and
the Hessian processes. For a more thorough discussion on stochastic flows and their differentiability
properties we refer to [14, 32, 40].
Section 4 is mainly concerned with the forward-backward stochastic interpolation formula (1.10)
stated in theorem 1.2. Two approaches are presented: The first one discussed in section 4.1 is based
on an extension of the two-sided stochastic calculus introduced by Pardoux and Protter in [43] to
stochastic interpolation flows. The second one discussed in section 4.2 is based on the general-
ized backward Itô-Ventzell formula. This section also discusses a multivariate Skorohod-Alekseev-
Gröbner formula. Apart from more complex and sophisticated tensor notation, the quantitative
stochastic analysis of these multivariate formulae follows the same arguments as the ones used in
the proof of theorem 1.3. Thus, we have chosen to concentrate this introduction on stochastic flows.
Some extensions of the stochastic interpolation formula (1.10) are discussed in section 4.4.
Section 5 is dedicated to the analysis of the Skorohod fluctuation process introduced in (1.12).
Section 6 is dedicated to the analysis of an extended version of two-sided stochastic integrals
and a generalized backward Itô-Ventzell formula.
Section 7 presents some illustrations of the forward-backward interpolation formulae discussed in
the present article in the context of diffusion perturbation theory, interacting diffusions and discrete
time approximations.
The technical proofs of some results are housed in the appendix.
3
1.1 Statement of some main results
1.1.1 A backward Itô-Ventzell formula
We represent the gradient of a real valued function of several variables as a column vector while the
gradient and the Hessian of a (column) vector valued function as tensors of type p1, 1q and p2, 1q,
see for instance (2.2) and (2.3); in more layman terms a p1, 1q tensor is a matrix while the p2, 1q
tensor can be visualized as a “row of matrices” rA1, . . . , Ans where the entries Ai are matrices of a
common dimension. We also use the tensor product and the transpose operator defined in (2.1),
see also (2.4).
We denote by Dt the Malliavin derivative from some dense domain D2,1 Ă L2pΩq into the space
L2pΩˆ R`;Rrq. For multivariate d-column vector random variables F with entries F j , we use the
same rules as for the gradient and DtF is the pr, pq-matrix with entries pDtF qi,j :“ DitF j . For





For a more thorough discussion on Malliavin derivatives and Skorohod integration we refer to
section 2.3.
Let F be some function from Rp into Rq, and let y P Rp be some given state, for some p, q ě 1.
Suppose we are given a forward p-dimensional continuous semi-martingale Ys,t and a backward
























for some Ws,t-adapted functions Bs,t, Gs,t, Hs,t,Σs,t with appropriate dimensions and satisfying the
following conditions:
pH1q: The functions Fs,t, Gu,t and Hu,t as well as ∇Hu,t, ∇2Fu,t and the derivatives Dv∇Fu,t
and DvHu,t are continuous w.r.t. the state and the time variables for any given ω P Ω.
pH2q The function Gu,t,∇Hu,t,∇2Fu,t, and the derivatives DvHu,t, Dv∇Fu,t have at most poly-
nomial growth w.r.t. the state variable, uniformly with respect to ω P Ω.
pH3q The processes Bs,u,Σs,u as well as DvΣs,u are continuous and have moments of any order.
In this notation, the first main result of this article is the following theorem.
Theorem 1.1. Assume conditions pHiqi“1,2,3 are satisfied. In this situation, for any s ď u ď v ď t
we have the generalized backward Itô-Ventzell formula















The stochastic anticipating integral in the r.h.s. of 1.5 is understood as a Skorohod stochastic integral.
The above theorem can be seen as the backward version of the generalized Itô-Ventzell formula
presented in [41, 42]. The proof of the above theorem is provided in section 6.2 (see theorem 6.3).
Conventional forward and backward Itô stochastic integrals are particular instances of the two-
sided stochastic integrals introduced by Pardoux and Protter in [43]. The terminology " two-sided
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" coined by the authors in [43] comes from the fact that the integrand of the Skorohod integral
depend on the past as well as on the future of the history generated by the Brownian motion.
The stochastic anticipating integral in the r.h.s. of (1.5) involves a backward random field and a
forward semimartingale, thus it is tempting to interpret this integral as a two sided integral. Unfor-
tunately, this class of integrands are not considered in the construction of the two-sided stochastic
integrals defined in [43]. In section 4.1 and section 6.1 we shall present an extended version of
the two-sided stochastic integrals introduced in [43] that applies to integrands defined as a com-
positions of backward and forward stochastic flows. This extended version applies to backward
stochastic flows but it doesn’t encapsulate more general backward random fields. We believe more
general extensions of the two-sided integrals can be developed but it is out of the scope of this
article to develop a theory on generalized two-sided stochastic integrals. We finally mention that all
two-sided stochastic integrals discussed in this article are particular instances of Skorohod integrals
1.1.2 A stochastic flow interpolation formula
The diffusion flow (1.1) is defined in term of a column vector with twice continuously differentiable
entries. For h » 0 we use the backward approximation:
Xs,tpxq ´Xs´h,tpxq “ Xs,tpxq ´ pXs,t ˝Xs´h,sqpxq











In the above display, Xs,t ˝Xs´h,s stands for the composition of the mappings Xs,t and Xs´h,s.
The above approximations are rigorously justified in section 4.1 and lead to the backward
stochastic flow evolution equation:
dsXs,tpxq “ ´
“`







In the above display, dsXis,tpxq represents the change in Xis,tpxq w.r.t. the variable s.
In the same vein, for any s ă u ă t we have the interpolating semigroup decompositions
Xu`h,t ˝Xs,u`h ´Xu,t ˝Xs,u
“ pXu`h,t ´Xu,tq ˝Xs,u `
`
Xu`h,t ˝Xs,u`h ´Xu`h,t ˝Xs,u
˘


































The discrete time version of the forward-backward stochastic formula in the above display re-
duces to the telescoping sum formula (4.2) and the second order Taylor expansions discussed in
section 4.1. We already mention that (4.2) can be interpreted as a discrete time version of the
Alekseev-Gröbner lemma [1, 24]. The terminology forward-backward comes from the forward and
backward nature of (1.9) and the telescoping sum formula (4.2).
Also notice that (1.7) can also be deduced formally from (1.9) by replacingXs,u by the stochastic
flow Xs,u in (1.9), and then letting s “ u.
This yields the following interpolation theorem.
Theorem 1.2. We have the forward-backward stochastic interpolation formula
Xs,tpxq ´Xs,tpxq “ Ts,tp∆a,∆bqpxq ` Ss,tp∆σqpxq (1.10)





















p∇Xu,tq pXs,upxqq1 ∆σupXs,upxqq dWu (1.12)
The fluctuation term in the above display can also be seen as the extended two-sided stochastic
integral defined in (4.3) (see also proposition 6.2).
These interpolation formulae combine the backward evolution (1.7) with the conventional for-
ward evolution of the perturbed flow.
The proof of the interpolation formula (1.10) is provided in section 4.
We will present two different approaches: The first one presented in section 4.1 is rather ele-
mentary and very intuitive. It combines the conventional Itô-type discrete time approximations of
stochastic integrals discussed above with the two-sided stochastic integration calculus introduced
in [43]. Using this approximation technique the fluctuation term is defined by the extended two-
sided stochastic integral defined in (4.3). In this interpretation, the equation (1.10) can be seen as
an extended version of the Itô-type change rule formula stated in theorem 6.1 in the article [43] to
the interpolating flow




t “ Xs,t ´Xs,t (1.13)
Roughly speaking, the increments of the interpolating path are decomposed into two parts:
One comes from the backward increments of the flow u ÞÑ Xu,t given the past values of the
stochastic flow Xs,u. The other one comes from the conventional Itô increments of u ÞÑ Xs,u given
the future values of the stochastic flow Xu,t.
The second approach discussed in section 4.2 is based on the generalized backward Itô-Ventzell
formula stated in theorem 1.1. More precisely we also recover (1.10) from (1.5) by choosing










Gu,tpxq “ ∇Fu,tpxq1 bupxq `
1
2
∇2Fu,tpxq1 aupxq and Hu,tpxq “ ∇Fu,tpxq1 σupxq
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and letting pu, vq “ ps, tq in (1.5). The regularity conditions on the drift and the diffusion function
ensure that conditions pHiqi with i “ 1, 2, 3 stated in section 1.1.1 are satisfied.
We emphasize that the backward diffusion flow discussed in (1.7) and (4.1) is essential to apply
theorem 1.1. Section 4.2 also provides a multivariate version of (1.10).
The interpolation formula (1.10) with a fluctuation term given by the Skorohod stochastic inte-
gral (1.12) can be seen as a Alekseev-Gröbner formula of Skorohod type.
In this context, the integrability of the fluctuation term and any quantitative type estimates
require a refined analysis of the Malliavin derivatives of the integrand. Under our regularity condi-
tions the stochastic flows Xs,tpxq and Xs,tpxq are Holder-continuous w.r.t. the time parameters as
well as twice differentiable w.r.t. the space variables, with almost sure uniformly bounded first and
second order derivatives. In addition, for any n ě 1 all the n-absolute moments of the stochastic
flows are finite with at most linear growth w.r.t. the initial values. These properties ensure that
the Skorohod stochastic integral (1.12) is well defined and they allow to derive several quantitative
estimates. Section 5 provides a refined of the fluctuation term; see for instance theorem 5.2.
When σt “ 0 the flow Xs,tpxq is deterministic so that the Skorohod fluctuation term (1.12)
reduces to the traditional Itô stochastic integral. In this context, quantitative estimates of the
fluctuation term are obtained combining Burkholder-Davis-Gundy inequalities with the generalized
Minkowski inequality. The resulting interpolation formula (1.10) can be seen as a Alekseev-Gröbner
formula of Itô-type.
To distinguish these two classes of models, the interpolation formulae (1.10) associated with
the case σt “ 0 will be called an Itô-Alekseev-Gröbner formula; the one associated with the case
∆σt ­“ 0 will be called a Skorohod-Alekseev-Gröbner formula.
1.1.3 Uniform estimates w.r.t. the time horizon
The final objective of this article is to derive uniform estimates w.r.t. the time parameter. Our
methodology is mainly based on two different types of regularity conditions to be defined and
discussed in detail in section 2.2:
‚ The first is a technical condition that ensures that the n-absolute moments of the flows Xs,t
and Xs,t are uniformly bounded w.r.t. the time horizon; we call this condition pMqn.
‚ The second is a spectral condition on the gradient of the drift and diffusion matrices of the
stochastic flows, which we call condition pT qn. Without going into details, we state one usual case
of interest: for constant diffusion functions (1.2) the spectral condition pT qn is met for any n ě 2
as soon as the following log-norm conditions are met
∇bt ` p∇btq1 ď ´2λ I and ∇bt ` p∇btq1 ď ´2λ I for some λ^ λ ą 0, (1.14)
To motivate the above condition consider a linear drift function of the form btpxq “ Bt x
and σ “ 0. In this case the tangent process ∇Xs,tpxq satisfies a time-varying deterministic linear
dynamical system
Bt∇Xs,tpxq “ ∇Xs,tpxq B1t
The asymptotic behavior of this process cannot be characterized by the statistical properties of
the spectral abscissa of the matrices Bt. Indeed, unstable semigroups associated with time-varying
(deterministic) matrices Bt with negative eigenvalues are exemplified in [15, 49]. Conversely, stable
semigroups with Bt having positive eigenvalues are given by Wu in [49]. In contrast, the uniform
log-norm condition (1.14) provides a readily verifiable condition.
To describe with some precision the second main result of the article, we need to introduce some
additional terminology. When there is no ambiguity, we denote by }.} any (equivalent) norm on
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some finite dimensional vector space. For some multivariate function ftpxq, for pt, xq P r0,8qˆRd,










We denote by κn and κδ,n some constants that depend on some parameters n and pδ, nq but do not
depend on the time horizon, nor on the space variable.
In this notation, the second main result of the article takes basically the following form.
Theorem 1.3. Assume conditions pMq2n{δ and pT q2n{p1´δq are satisfied for some parameters n ě 2








|||∆apxq|||2n{p1`δq ` |||∆bpxq|||2n{p1`δq ` |||∆σpxq|||2n{δ p1_ }x}q
¯
(1.16)
For constant diffusion functions (1.2), the estimate simplifies to







|||∆bpxq|||n ` }Σ´ Σ}
˘
(1.17)
The estimates (1.16) come from (7.5) and (5.9). A more detailed proof is provided in the
appendix, on page 51. The estimates (1.17) are direct consequences of (2.17) and (5.11).




p∇Xu,tq pXs,upxqq1 ∆bupXs,upxqq du (1.18)
We recover the interpolation formula for nonlinear stochastic flows presented in section 3.1 in the
article [3]. In this context the analysis of Ln-errors will proceed via two-step procedure. In section
3.1 we will derive the exponential bound
sup
x
Ep} p∇Xu,tq pxq}n2 q1{n ď κn expp´λpnq pt´ uqq for some λpnq ą 0











} p∇Xu,tq pXs,upxqq}n ˆ }∆bupXs,upxqq}n
‰1{n
du.









expp´λpnq pt´ uqqdu sup
sďu
Er}∆bupXs,upxqq}ns1{n.
Replacing the term outside the time integral with |||∆bpxq|||n yields the stated result in (1.16)
excluding the terms representing the difference in the diffusions.
We illustrate one use of theorem 1.2 in the context of analyzing the error in discretising the
diffusion Xs,tpxq for some initial time point s ě 0. Let h ą 0 denote the discretisation interval size
and for any t P rs` kh, s` pk ` 1qhr let
dXhs,tpxq “ Y
h







for a fixed diffusion matrix σtpxq “ Σ. Here Xhs,tpxq is the discretisation of Xs,tpxq with resolution
h. Note that that the drift at time t is not a function of the instantaneous value of Xhs,tpxq, at time
t, but rather the value it took at the largest discrete time-point before t. In section 4.4 we discuss











This comparison result when combined with the regularity assumptions (1.19) yields the moment
bound below.
Proposition 1.4. Assume that
∇b` p∇bq1 ď ´2λ I }∇b} :“ sup
x
}∇bpxq} ă 8 and xx, bpxqy ď ´β }x}2 (1.19)













where pmnpxq ď κn p1` }x}q.
Proposition 1.4 is proved in section 7.3. To apply proposition 1.4 to a Langevin diffusion with a
convex potential Upxq, the drift would be btpxq “ ´∇Upxq and the corresponding assumptions on
Upxq are typical.
1.2 Comments and comparisons with existing literature
The interpolation formula (1.10) can be interpreted as an extension of Alekseev-Gröbner lemma [1,
24, 30] as well as an extended version of the variation-of-constant and related Gronwall type
lemma [8, 25] to diffusion processes. In this connection we underline that the forward-backward
formula (1.10) differs from the stochastic Gronwall lemma presented in [45] based on particular
classes of stochastic linear inequalities that doesn’t involve Skorohod type integrals.
The forward-backward interpolation formula (1.10) can also be seen as an extension of theorem
6.1 in [43] on two-sided stochastic integrals to diffusion flows. This interpolation formula can also
be interpreted as a backward version of the generalized Itô-Ventzell formula presented in [41] (see
also theorem 3.2.11 in [37]).
Stochastic interpolation formulae of the form (1.10) and their discrete time version discussed
in (4.2) are not really new. To describe their origins, it is worth to mention that the stochastic
perturbations may come from auxiliary random sources, uncertainty propagations, as well as time
discretization schemes and mean field type particle fluctuations.
The pivotal interpolating telescoping sum formula (4.2) and the second order forward-backward
perturbation semigroup methodology discussed in the present article can also be found in chapter
7 in [18] for discrete time models as well as in the series of articles [20, 21, 22] published at the
beginning of the 2000s, see also chapter 10 in [19]. In this context, the random perturbations come
from the fluctuations of a genetic type particle interpretation of nonlinear Feynman-Kac semigroups.
The more recent articles [9, 10, 11] also provide a series of backward-forward interpolation
formulae of the same form as (1.10) for stochastic matrix Riccati diffusion flows arising in data
assimilation theory (cf. for instance theorem 1.3 in [11] as well as section 2.2 in [10] and the proof of
theorem 2.3 in [9]). In this context, the random perturbations come from the fluctuations of a mean
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field particle interpretation of a class of nonlinear diffusions equipped with an interacting sample
covariance matrix functional.
We underline that the Itô-Alekseev-Gröbner formula (4.6) discussed in [11] is an extension of
the interpolation formula (1.10) to stochastic diffusion flows in matrix spaces. In this context the
unperturbed model is given by the flow of a deterministic matrix Riccati differential equation and
the random perturbations are described by matrix-valued diffusion martingales. The corresponding
Itô-Alekseev-Gröbner formulae can be seen as a matrix version of theorem 1.2 in the present article
when σ “ 0. These stochastic interpolation formulae were used in [11] to quantify the fluctuation
of the stochastic flow around the limiting deterministic Riccati equation, at any order. We will
briefly discuss the analog of these Taylor type expansions in section 7.1 in the context of Euclidian
diffusions.
The forward-backward perturbation methodology discussed in the present article has also been
used in [3, 5] in the context of nonlinear diffusions and their mean field type interacting particle
interpretations, see for instance section 2.3 in [5]. In this context, the random perturbations come
from the fluctuations of a mean field particle interpretation of a class of nonlinear diffusions. The
extended version of the Itô-Alekseev-Gröbner formula (1.18) to nonlinear diffusions is also discussed
in section 3.1 in the article [3]. In this situation, the time varying drift and diffusion functions of
the stochastic flows depend on some possibly different nonlinear measure valued semigroups which
may start from two possibly different initial distributions. For a more thorough discussion on this
class of nonlinear diffusions, we refer to the Itô-Alekseev-Gröbner formula (3.2) and corollary 3.2
in the article [3]. These Itô-Alekseev-Gröbner formulae correspond to theorem 1.2 in the present
article when σ “ 0.
The interpolating stochastic semigroup techniques discussed in the present article are also ap-
plied to mean field particle systems and deterministic nonlinear measure valued semigroups. In
this context, the process Xs,t is given a deterministic measure-valued process and Xs,t represents
the evolution of the particle density profiles associated with an approximating mean field particle
interpretation of Xs,t. For instance, the article [4] is concerned with interacting jumps models on
path spaces, the second article [5] discusses the propagation of chaos properties of mean field type
interacting diffusions. The stochastic interpolation formulae discussed in [4, 5] correspond to the
case (1.10) with σ “ 0 and or σ ­“ σ (see for instance the interpolation formula (3.5), theorem 2.6,
theorem 2.7 and the interpolating telescoping sum in section 1.2 in [5])
In the series of articles discussed above, as in (1.9) the central common idea is to analyse the
evolution of the interpolating process (1.13) between a given process Xs,t and some stochastic flow
Xs,t with an extra level of randomness. In discrete time settings, the differential interpolation
formula (1.9) can also recasted in terms of a telescoping sum of the same form as (4.2) combined
with a second order Taylor expansion reflecting the differences between a stochastic semigroup and
its perturbations, see for instance chapter 7 in [18].
In most of the application domains discussed above, this second order stochastic perturbation
methodology has been developed to quantify uniformly w.r.t. the time horizon the propagations
of some stochastic perturbations entering in some deterministic and stable reference or unperturbed
process. In the context of Euclidian diffusions, this corresponds to the situation where the diffusion
function σ “ 0 (the case σ “ 0 can be treated by symmetry arguments). The Itô-Alekseev-Gröbner
type formulae discussed in section 3.1 in the article [3] correspond to theorem 1.2 in the present
article when σ “ σ.
The present article can be seen as a natural extension of the second order perturbation method-
ology developed in the above referenced articles to diffusion type perturbed processes when σ ­“ σ.
To the best of our knowledge, the first article considering the case σ ­“ σ with σ ­“ 0 and
σ ­“ 0 is the independent work of Hudde-Hutzenthaler-Jentzen-Mazzonetto [27]. In this article,
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the authors discuss an Itô-Alekseev-Gröbner formula for abstract diffusion perturbation models
of the form (4.11). Here again, as in the list of referenced articles discussed above, the common
central idea is to use discrete time approximations and combine the pivotal interpolating telescoping
sum formulae (4.2) with a second order Taylor expansion. Besides this fact and in contrast with
our analysis, the fluctuation term (1.12) discussed in [27] cannot be interpreted in terms of the
extended two-sided stochastic integral defined in (4.3) (see also proposition 6.2) but only in terms
of a Skorohod stochastic integral. The study [27] is also based on a series of particularly chosen
and custom regularity conditions. For instance, the authors assume that the abstract diffusion
perturbation models are chosen so that the Skorohod fluctuation term exists without providing any
quantitative type estimate. This work is also not connected to the two-sided stochastic integration
calculus developed by Pardoux and Protter in [43] nor to any type of backward Itô-Ventzell formula.
We feel that our approach is more direct and intuitive as it relies on an extended version of Itô’s
change rule formula (1.9) to interpolating stochastic flows. It also allows to interpret the fluctuation
term (1.12) as an extended two-sided stochastic integral.
In section 5 in the present article, we will also see that any quantitative analysis requires to
estimate the absolute moments of the Malliavin derivatives of the stochastic integrands of the
Brownian motion arising in the Skorohod fluctuation term. In our framework, these Malliavin
derivatives depend on the gradient of both of the diffusion functions pσ, σq as well as on the tangent
process of the perturbed diffusion flow. The quantitative analysis developed in 5 can be extended
without difficulties to abstract diffusion perturbation models satisfying appropriate differentiability
and integrability conditions.
The article [27] also presents an application to tamed Euler type discrete time approximations
of a stochastic van-der-Pol process introduced in [47], simplifying the analysis provided in an earlier
work [28]. In this situation, we underline that the Skorohod fluctuation term is null so that the
resulting Alekseev-Gröbner type formula resumes to the simple and elementary case discussed in
(1.18) and in the article [3]. As expected for this class of "unstable processes", the authors recast a
series of L2-estimates discussed in [28] into a series of estimates that grow exponentially fast with
respect to the time horizon.
In contrast with the present work, the above article doesn’t discuss any quantitative uniform
estimates w.r.t. the time horizon. The analysis presented in [27] is mainly concerned with the
proof of a Skorohod-Alekseev-Gröbner type formula for abstract diffusion perturbation models and
it doesn’t apply to derive any type of estimates to general diffusion perturbation models without
adding regularity conditions.
Besides its elegance the forward-backward interpolation formula (1.10) is clearly of rather poor
mathematical and numerical interest without a better understanding of the variational processes
and the Skorohod fluctuation term (1.12). A crucial problem is to avoid exceedingly pessimistic
exponential estimates that grow exponentially fast w.r.t. the time horizon.
One advantage of the second order perturbation methodology developed in the present article
is that it takes advantage of the stability properties of the tangent and the Hessian flow in the esti-
mation of Skorohod fluctuation term and this sharpen analysis of the difference between stochastic
flows. Our main contribution is to develop a refined analysis of these variational processes and the
Skorohod fluctuation terms. We also deduce several uniform perturbation propagation estimates
with respect to the time horizon, yielding what seems to be the first results of this type for this
class of models.
The forward-backward stochastic interpolation formula (1.10) can also be extended to more
general classes of stochastic flows on abstract state spaces. For instance the recent article [30]
provides a deterministic first order version of (1.10) on abstract Banach spaces. The stochastic
perturbation analysis developed in the series of articles [4, 5, 9, 10, 11, 20, 21, 22] and the books [18,
11
19] is applied to matrix-valued diffusions and measure valued processes, including mean field type
interacting diffusions and Feynman-Kac type interacting jumps models.
The stability properties of these abstract models discussed above depend on the problem at
hand. To focus on the main ideas without clouding the article with unnecessary technical details
and sophisticated mathematical tools based on abstract ad hoc regularity conditions we have chosen
to concentrate the article on diffusion flows on Euclidian spaces with simple and easily checked
regularity conditions.
2 Preliminary results
2.1 Some basic notation
With a slight abuse of notation, we denote by I the identity pdˆ dq-matrix, for any d ě 1. We also
denote by }.} any (equivalent) norm on a finite dimensional vector space over R. All vectors are
column vectors by default.
We introduce some matrix notation needed from the onset.
We denote by TrpAq, }A}2 :“ λmaxpAA1q1{2 “ λmaxpA1Aq1{2, resp. }A}F “ TrpAA1q1{2 and
ρpAq “ λmaxppA ` A
1q{2q the trace, the spectral norm, the Frobenius norm, and the logarithmic
norm of some matrix A. A1 is the transpose of A and λmaxp.q the largest eigenvalue. The spectral
norm is sub-multiplicative or }AB}2 ď }A}2}B}2 and compatible with the Euclidean norm for
vectors, by that we mean for a vector x we have }Ax} ď }A}2}x}.
Let rns be the set of n multiple indexes i “ pi1, . . . , inq P In over some finite set I. We denote
by pAi,jqpi,jqPrpsˆrqs the entries of a pp, qq-tensor A with index set I for rps and J for rqs. For the
sake of brevity, the index sets will be implicitly defined through the context.
For a given pp1, qq-tensor A and a given pq, p2q tensor B, AB and B1 is a pp1, p2q-tensor resp. a
pp2, qq-tensor with entries given by
@pi, jq P rp1s ˆ rp2s pABqi,j “
ÿ
kPrqs
Ai,k Bk,j and B1j,k :“ Bk,j . (2.1)
The symmetric part Asym of a pp, pq-tensor is the pp, pq-tensor Asym with entries
@pi, jq P rps ˆ rps pAsymqi,j “ pAi,j `Aj,iq{2
We consider the Frobenius inner product given for any pp, qq-tensors A and B by
xA,ByF “ TrpAB1q “
ÿ
i
pAB1qi,i and the norm }A}F “
a
TrpAA1q
For any pp, qq-tensors A and B we also check the Cauchy-Schwartz inequality
xA,By2F ď }A}F }B}F and }A}2 ď }A}F ď CardpIqp }A}2 with }A}2 :“ λmaxpAA1q1{2
For any tensors A,B with appropriate dimensions we have the inequality
}AB}F ď }A}F }B}F
Given some tensor valued function T : pt, xq ÞÑ Ttpxq we also set
}T }F :“ sup
t,x
}Ttpxq}F }T }2 :“ sup
t,x




Given some smooth function hpxq from Rp into Rq we denote by
∇h “
“















the gradient pp, qq-matrix associated with the column vector-valued function h “ phiq1ďiďq. Building
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Bxp,x1h






The Hessian H “ ∇2h associated with the function h “ phiq1ďiďq is a p2, 1q-tensor where Hpi,jq,k “
p∇2hkqi,j “ Bxi,xjhk. In this notation we can compactly represent the second order term of the











where we have regarded the matrix yy1 as the p2, 1q-tensor Y with Ypi,jq,1 “ yiyj .
In the same vein, in terms of the tensor product (2.1), for any pair of column vector-valued
function h “ phkq1ďkďq and b “ pbiq1ďiďp and any matrix function a “ pai,jq1ďi,jďp from Rp into
























kpxq ai,jpxq “ x∇2hkpxq, apxqyF






















For any n ě 1 we let PnpRdq be the convex set of probability measures µ1, µ2 on Rd with absolute
n-th moment and equipped with the Wasserstein distance of order n denoted by
Wnpµ1, µ2q :“ inf Ep}X1 ´X2}nq1{n
In the above display the infimum is taken over all pair or random variables pX1, X2q with marginal
distributions pµ1, µ2q. The stochastic transition semigroups associated with the flows Xs,tpxq and
Xs,tpxq are defined for any measurable function f on Rd by the formulae
Ps,tpfqpxq :“ fpXs,tpxqq and Ps,tpfqpxq :“ fpXs,tpxqq
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Given some column vector-valued function f “ pf iq1ďiďp, let Ps,tpfq and Ps,tpfq denote the
column vector-valued functions with entries Ps,tpf iq and Ps,tpf iq. Building on the tensor notation,
let Ps,tp∇fq and Ps,tp∇2fq respectively denote the p1, 1q and p2, 1q-tensor valued functions with
entries
Ps,tp∇fqpxqi,k :“ Ps,tpBxifkqpxq and Ps,tp∇2fqpxqpi,jq,k :“ Ps,tpBxi,xjfkqpxq
We also consider the random p2, 1q and p2, 2q-tensors given by





r∇Xs,tpxq b∇Xs,tpxqspi,jq,pk,lq “ ∇Xs,tpxqi,k∇Xs,tpxqj,l “ r∇Xs,tpxq b∇Xs,tpxqs
1
pk,lq,pi,jq
Throughout the rest of the article, unless otherwise stated κ, κε, κn, κn,ε denote constants whose
values may vary from line to line but only depend on the parameters in their subscripts, i.e. n ě 0
and ε ą 0, as well as on the parameters of the model; that is, on the drift and diffusion functions.
We also use the letters c, cε, cn, cn,ε to denote universal constants. Importantly these contants do




ρp∇σkq2 and ρ‹p∇σq :“ sup
1ďkďr




and the parameters χpb, σq defined by
χpb, σq :“ c` }∇2b} ` }∇2σ}2 ` ρ‹p∇σq2 (2.6)
2.2 Regularity conditions and some preliminary results
We consider two different types of regularity conditions (M)n and pT qn, indexed by some parameter
n P r2,8r, for the diffusion pbt, σtq.
pMqn There exists some parameter κn ě 0 such that for any x P Rd we have
mnpxq :“ sup
sďt
E p}Xs,tpxq}nq1{n ď κn p1_ }x}q
pT qn There exists some parameter λA ą 0 such that
At :“ ∇bt ` p∇btq1 `
ÿ
1ďkďr
∇σk,tp∇σk,tq1 ď ´2λA I (2.7)
where σk,t denotes the k-th column of σt. In addition, the following condition is satisfied
λApnq :“ λA ´
dpn´ 2q
2
ρ‹p∇σq2 ą 0 (2.8)
We now define the corresponding assumptions for the diffusion pbt, σtq.
pMqn The regularity condition defined as in pMqn for the diffusion pbt, σtq.
pT qn Let At be the symmetric matrix defined as At in (2.7) when pbt, σtq “ pbt, σtq. Assume there
exists some λA ą 0 such that At ď ´2λA I. Furthermore, assume λApnq ą 0 where λApnq is
defined as λApnq when pλA, σtq “ pλA, σtq.
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pMqn We write pMqn when both conditions pMqn and pMqn are satisfied.
pT qn Both conditions pT qn and pT qn are met, and let
λA,Apnq :“ λApnq ^ λApnq
In practice, the uniform moment condition pMqn is often checked using Lyapunov techniques.
For example we can use the following polynomial growth condition.
pPqn There exists some parameters αi, βi ě 0 with i “ 0, 1, 2 such that for any t ě 0 and any
x P Rd we have
}σtpxq}
2
F ď α0 ` α1}x} ` α2}x}
2 and xx, btpxqy ď β0 ` β1}x} ´ β2}x}2 (2.9)
for some norm }σtpxq} of the matrix-valued diffusion function. In addition, we have




Lemma 2.1. For any n ě 2 we have
pPqn ùñ pMqn with κn “ 1`




The proof of the above assertion follows standard stochastic calculations, thus it is housed in
the appendix, on page 47.
For one-dimensional geometric Brownian motions the condition pPqn is a sufficient and necessary
condition for the existence of uniformly bounded absolute n-moments. In this case pT qn coincides
with pPqn by setting
λA “ β2 ´ α2{2 and α2 “ ρ‹p∇σq2






ď κn p1` }x}q (2.11)
with the same parameter κn as the one associated with the condition pMqn.
Recalling that the functions pbt, btq and pσt, σtq have at most linear growth, with the Ln-norms
|||.|||n introduced in (1.15) we also have that
|||∆bpxq|||n ď κ1,np1_ }x}q and |||∆apxq|||n{2 ď κ2,n p1_ }x}q
2 (2.12)
To give more insight where these assumptions will be used, we now briefly state the stability
results that stem from them. Condition pT qn ensures that the exponential decays of the absolute
and uniform n-moments of the tangent and the Hessian processes; that is, when pT qn is met for
some n ě 2 we have that





´λpnqpt´sq for some λpnq ą 0 (2.13)
A more precise statement is provided in proposition 3.2 and proposition 3.10. These uniform












with the same parameters pκn, λpnqq as in (2.13).
The case ∇σ “ 0 will also serve a useful purpose, for example in analysing the error of a
numerical implementation as in proposition 1.4. For instance whenever pT q2 is met we have the
almost sure and uniform gradient estimates
}∇Xs,t}2 :“ sup
x
}∇Xs,tpxq}2 ď e´λApt´sq (2.15)







A proof of the above estimates is provided in the beginning of section 3.1 and section 3.2. In this
situation, whenever pT q2 is met we have
E r}Ts,tp∆a,∆bqpxq}ns1{n ď κ p|||∆bpxq|||n ` |||∆apxq|||nq . (2.17)
In the above display, Ts,tp∆a,∆bqpxq stands for the stochastic process discussed in (1.11), and κ
stands for some finite constant that doesn’t depend on the parameter n. For instance, for a Langevin
diffusion associated with some convex potential function U we have b “ ´∇U and ∇σ “ 0. Then
assuming
∇2U ě λ I ùñ pT q2 is met





where the almost sure tangent and Hessian bounds follow from (2.15) and (2.16) respectively.
In practice, it is often easier to work with atpxq “ σtpxqσtpxq1 than σtpxq and we now discuss
some ways of estimating ∆σtpxq “ σtpxq ´ σtpxq in terms of ∆atpxq “ atpxq ´ atpxq and in the
reverse direction. The latter is straightforward:
}∆atpxq} ď }∆σtpxq} r}σtpxq} ` }σtpxq}s .
To estimate ∆σt in terms of ∆at, assume the following ellipticity condition is satisfied
atpxq ě υ I and atpxq ě υ I for some parameter υ ą 0. (2.19)














for any unitary invariant matrix norm }.}. In the above display, λminp.q stands for the minimal
eigenvalue. We also have the square root inequality





See for instance theorem 6.2 on page 135 in [26], as well as proposition 3.2 in [2]. A proof of (2.21)









r}atpxq} ` }atp0q}s (2.22)
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This provides a way to estimate the growth of σtpxq in terms of the one of atpxq. For instance the








|||∆bpxq|||2n{p1`δq ` |||∆apxq|||2n{δp1_ }x}q
¯




}ftp0q} ă 8 and }∇f} :“ sup
t,x
}∇ftpxq} ă 8
In this situation, we have the estimates
|||fpxq|||n ď }fp0q} ` }∇f} mnpxq and therefore |||fpxq|||n ď κn p}fp0q} ` }∇f}q p1_ }x}q
2.3 Some results on anticipating stochastic calculus
In this section we review some results on Malliavin derivatives and Skorohod integration calculus
which will be needed below. We restrict the presentation to unit time intervals. Let pΩ,Wq be the
canonical space equipped with the Wiener measure P associated with the r-dimensional Brownian
motion Wt discussed in the introduction.
The Malliavin derivative Dt is a linear operator from some dense domain D2,1 Ă L2pΩq into the
space L2pΩ ˆ r0, 1s;Rrq of r-dimensional processes with square integrable states on the unit time
interval. For multivariate d-column vector random variables F with entries F i, we use the same




1, . . . , DtF
d
ı











For ppˆ qq-matrices F with entries F jk we let DtF be the tensor with entries





It is clearly out of the scope of this article to review the analytical construction of Malliavin differen-
tial calculus. For a more thorough discussion we refer the reader to the seminal book by Nualart [37],
see also the more synthetic presentation in the articles [38, 41].
Formally, one can think the Malliavin derivatives DitF of some F P D2,1 as way to extract from
the random variable F the integrand of Brownian increment dW it . For instance, when s ď t we have
DitXs,tpxq “ σt,ipXs,tpxqq
pDt∇Xs,tpxqqi,j,k “ Dit p∇Xs,tpxqqj,k :“ p∇Xs,tpxq ∇σt,ipXs,tpxqqqj,k (2.23)
As conventional differentials, for any smooth function G from Rd into Rpˆq, Malliavin derivatives
satisfy the chain rule properties
DitpG
j









l ðñ DtpG ˝ F q “ DtF pp∇Gq ˝ F q
For instance, for any s ď u ď v we have
Du pXu,t ˝Xs,uq “ pDuXs,uq rp∇Xu,tq ˝Xs,us and Du pςt ˝Xs,tq “ pDuXs,tq rp∇ςtq ˝Xs,ts (2.24)
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In the same vein, we have
Du p∇Xs,u rp∇Xu,tq ˝Xs,usq







Let L2,1pRrq Ă L2pΩˆr0, 1s;Rrq be the Hilbert space of r-dimensional process Ut with Malliavin
differentiable entries U it P D2,1 equipped with the norm














The Skorohod integral w.r.t. the Brownian motion W it on the unit interval is defined a linear
and continuous mapping from









































The above formula can be seen as an extended version of the Itô isometry to Skorohod integrals,
for instance [39], as well as chapters 1.3 to 1.5 in the book by Nualart [37].
As for the Itô integral, the Skorohod integral w.r.t. the r-dimensional Brownian motion Wt of


















3.1 The tangent process
In terms of the tensor product (2.4), the gradient ∇Xs,tpxq of the diffusion flow Xs,tpxq is given by






∇σt,k pXs,tpxqq dW kt
ff





“ ∇Xs,tpxq At pXs,tpxqq ∇Xs,tpxq1 dt` dMs,tpxq (3.1)






∇σt,k pXs,tpxqq `∇σt,k pXs,tpxqq1
‰
∇Xs,tpxq1 dW kt
These expansions, when combined with condition pT q2, yield the following estimates of the difference
between Xs,tpxq and Xs,tpyq.
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d e´λApt´sq }x´ y}. (3.2)
In addition, we have the almost sure estimate
∇σ “ 0 ùñ }Xs,tpxq ´Xs,tpyq} ď e´λApt´sq }x´ y} (3.3)
Proof of Prop. 3.1. Whenever pT q2 is met, we have the following uniform estimate from (3.1)













d term arises from imposing the initial condition ∇Xs,spxq “ I on the resulting differ-
ential equation for BtE
`
}∇Xs,tpxq}2F
˘1{2. In addition, when ∇σ “ 0 the martingale Ms,tpxq “ 0 is
null and as a consequence of (3.1) we have the following almost sure estimate
}∇Xs,t}2 :“ sup
x











}∇Xs,tpεx` p1´ εqyq}22 dε

}x´ y}2
combined with (3.4) and (3.5) completes the proof.
These contraction inequalities quantify the stability of the stochastic flow Xs,tpxq w.r.t. the
initial state x. For instance, the estimate (3.2) ensures that the Markov transition semigroup is
exponentially stable; that is, we have that
W2 pµ0Ps,t, µ1Ps,tq ď c exp r´λApt´ sqs W2 pµ0, µ1q (3.6)
For the Langevin diffusions discussed in (2.18) the stochastic flow is time homogeneous; that is we
have that Xs,t “ Xt´s :“ X0,pt´sq and Ps,t “ Pt´s :“ P0,pt´sq. In addition when σpxq “ σ I, the

















From (2.18), it follows that
∇2U ě λ I ùñ Wn pµPs,t, πq ď exp r´λpt´ sqs Wn pµ, πq
for all n ě 1.
Taking the trace in (3.1) we also find that
d }∇Xs,tpxq}2F “ Tr
“
















































































More generally, we readily check the following result.







3.2 The Hessian process












































with the matrix function Atpxq defined in (2.7) and the tensor-valued martingale




















r∇Xs,tpxq b∇Xs,tpxqs ∇2btpXs,tpxqq ∇2Xs,tpxq1
‰
sym
Whenever pT q2 is met, taking the trace in the above display we check that
Bt }∇2Xs,tpxq}2F ď ´2λA }∇2Xs,tpxq}2F ` 2}∇2b}F }∇Xs,tpxq}2F }∇2Xs,tpxq}F
This yields the estimate
Bt }∇2Xs,tpxq}F ď ´λA }∇2Xs,tpxq}F ` }∇2b}F }∇Xs,tpxq}2F
Using (2.15) this implies that
}∇2Xs,tpxq}F ď }∇2b}F e´λApt´sq
ż t
s




This ends the proof of the almost sure estimate (2.16).














r∇Xs,tpxq b∇Xs,tpxqs υtpXs,tpxqq r∇Xs,tpxq b∇Xs,tpxqs1
‰(
dt` dMs,tpxq







r∇Xs,tpxq b∇Xs,tpxqs ∇2σt,kpXs,tpxqq ∇2Xs,tpxq1
`∇2Xs,tpxq ∇σt,kpXs,tpxqq ∇2Xs,tpxq1
(2





ď n ε´1 χpb, σq exp p´ rλApnq ´ εs pt´ sqq (3.10)
with the parameters χpb, σq and λApnq defined in (2.6) and (2.8).
In the above display, ρ‹p∇σq is defined in (2.5). The proof of the above estimate is technical
and thus housed in the appendix on page 48
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3.3 Bismut-Elworthy-Li formulae
We further assume that ellipticity condition (2.19) is met. In this situation, we can extend gradient












Buωs,tpuq ∇Xs,upxq aupXs,upxqq´1{2 dWu
The above formula is valid for any function ωs,t : u P rs, ts ÞÑ ωs,tpuq P R of the following form
ωs,tpuq “ ϕ ppu´ sq{pt´ sqq ùñ Buωs,tpuq “
1
t´ s
Bϕ ppu´ sq{pt´ sqq (3.12)
for some non decreasing differentiable function ϕ on r0, 1s with bounded continuous derivatives and
such that
pϕp0q, ϕp1qq “ p0, 1q ùñ ωs,tptq ´ ωs,tpsq “ 1
















Let ϕε with ε Ps0, 1r be some differentiable function on r0, 1s null on r0, 1 ´ εs and such that















if u P r1´ ε, 1s













































In the above display ∇a´1{2u stands for the tensor function











A detailed proof of the formulae (3.14) and (3.15) in the context of nonlinear diffusion flows can be






u pxq} ď c }∇σ}{υ







e´λApt´sqp1´εq p}f} ` }∇f}q (3.16)
In the same vein, using (3.15) for any u Pss, tr and any bounded measurable function f s.t.


































The extended versions of the above formulae in the context of diffusions on differentiable manifolds
can be found in the series of articles [6, 13, 23, 36, 46].
4 Backward semigroup analysis
4.1 The two-sided stochastic integration














The right hand side integral is understood as a conventional backward Itô-integral. In a more
synthetic form, the above backward formula reduces to (1.7).
An elementary proof of the above formula based on Taylor expansions is presented in [17],
different approaches can also be found in [31] and [33]. Extensions of the backward Itô formula
(4.1) to jump type diffusion models as well as nonlinear diffusion flows can also be found in [16] and
in the appendix of [3].
Consider the discrete time interval rs, tsh :“ tu0, . . . , un´1u associated with some refining time
mesh ui`1 “ ui ` h from u0 “ s to un “ t, for some time step h ą 0. In this notation, combining
(1.6) with (1.8) for any u P rs, tsh we have the Taylor type approximation
Xu`h,t ˝Xs,u`h ´Xu,t ˝Xs,u
» ´
ˆ










´p∇Xu`h,tq pXs,upxqq1 ∆σupXs,upxqq pWu`h ´Wuq
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p∇Xu`h,tq pXs,upxqq1 ∆σupXs,upxqq pWu`h ´Wuq
(4.2)
We obtain formally (1.10) by summing the above terms and passing to the limit h Ó 0.
To be more precise, we follow the two-sided stochastic integration calculus introduced by Pardoux
and Protter in [43]. As mentioned by the authors this methodology can be seen as a variation of Itô
original construction of the stochastic integral. In this framework, the Skorohod stochastic integral






p∇Xu`h,tq pXs,upxqq1 ςupXs,upxqq pWu`h ´Wuq with ςu “ ∆σu (4.3)
The proof of the above assertion is based on a slight extension of proposition 3.3 in [43] to Skorohod
integrals of the form (1.12). For the convenience of the reader, a detailed proof of the above assertion
for one dimensional models is provided in section 6.1.
Using (4.3), the complete proof of (1.9) now follows the same line of arguments as the ones used
in the proof of Itô-type change rule formula stated in theorem 6.1 in [43], thus it is skipped.
4.2 A multivariate stochastic interpolation formulae
In terms of the tensor product (2.1), for any p ě 1 and any twice differentiable function f from Rd
into Rp with at most polynomial growth the function Fs,t :“ Ps,tpfq satisfies the backward formula
(1.4) with the random fields
Gu,tpxq :“ ∇Fu,tpxq1 bupxq `
1
2
∇2Fu,tpxq1 aupxq and Hu,tpxq :“ ∇Fu,tpxq1 σupxq
Using the quantitative estimates presented in section 5.2, we checked that the regularity conditions
pH1q, pH2q and pH3q stated in section 1.1.1 are satisfied. Rewritten in terms of the stochastic
semigroups Ps,t and Ps,t we obtain the forward-backward multivariate interpolation formula
Ps,tpfqpxq ´ Ps,tpfqpxq “ Ts,tpf,∆a,∆bqpxq ` Ss,tpf,∆σqpxq (4.4)


















∇Pu,tpfqpXs,upxqq1 ∆σupXs,upxqq dWu (4.6)
Using elementary differential calculus, for twice differentiable (column vector-valued) function
f from Rd into Rp we readily check the gradient and the Hessian formulae
∇Ps,tpfqpxq “ ∇Xs,tpxq Ps,tp∇fqpxq
∇2Ps,tpfqpxq “ r∇Xs,tpxq b∇Xs,tpxqs Ps,tp∇2fqpxq `∇2Xs,tpxq Ps,tp∇fqpxq (4.7)
This shows that Ts,tpf,∆a,∆bq and Ss,tpf,∆σq have the same form as the integrals Ts,tp∆a,∆bq
and Ss,tp∆a,∆bq defined in (1.10) and (1.11) up to some terms involving the gradient and the




Pu,tp∇fqpXs,upxqq1 ∇Xu,tpXs,upxqq1 ∆σupXs,upxqq dWu
Also observe that (4.4) coincides with (1.10) for the identity function; that is, we have that
fpxq “ x ùñ Ts,tpf,∆a,∆bq “ Ts,tp∆a,∆bq and Ss,tpf,∆σq “ Ss,tp∆σq
The above discussion shows that the analysis of the differences of the stochastic semigroups
pPs,t ´ Ps,tq in terms of the tangent and the Hessian processes is essentially the same as the one
of the difference of the stochastic flows pXs,t ´ Xs,tq. For instance using the discussion provided
section 5.3, when the gradient and the Hessian of the function f are uniformly bounded the estimates
stated in theorem 1.3 can be easily extended at the level of the stochastic semigroups.
The L2-norm of the two-sided stochastic integrals in (1.10) and (4.4) are uniformly estimated
as soon as the pair of drift and diffusion functions pbt, σtq and pb, σtq satisfy condition pT q2. For a
more thorough discussion we refer to section 5.1, see for instance the Ln-norm estimates presented
in theorem 5.2 applied to the difference function ςt “ ∆σt.
4.3 Semigroup perturbation formulae
Besides the fact that the Skorohod integral in the r.h.s. of (4.4) is not a martingale (w.r.t. the
Brownian motion filtration) it is centered (see for instance (2.26) and the argument provided in the
beginning of section 5.1). Thus, taking the expectation in the univariate version of (4.4) we obtain
the following interpolation semigroup decomposition.
Corollary 4.1. For any twice differentiable function f from Rd into R with bounded derivatives we
have the forward-backward semigroup interpolation formula





















In addition, under some appropriate regularity conditions for any differentiable function f such that
}f} ď 1 and }∇f} ď 1 we have the uniform estimate
|Ps,tpfqpxq ´ P s,tpfqpxq| ď κ r|||∆apxq|||1 ` |||∆bpxq|||1s (4.9)
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Rewritten in terms of the infinitesimal generators pLt, Ltq of the stochastic flows pXs,t, Xs,tq we
recover the rather well known semigroup perturbation formula
Ps,t “ P s,t `
ż t
s
P s,upLu ´ LuqPu,t du ðñ p4.8q
The above formula can be readily checked using the interpolating formula given for any s ď u ă t
by the evolution equation
BupP s,uPu,tq “ pBuP s,uqPu,t ` P s,upBuPu,tq “ P s,uLuPu,t ´ P s,uLuPu,t
Now we come to the proof of (4.9). Whenever pT q2 is met, combining (3.13) with (3.16) for any
differentiable function f s.t. }f} ď 1 and }∇f} ď 1 and for any ε Ps0, 1r we check that










This ends the proof of (4.9).
After some elementary manipulations the forward-backward interpolation formula (4.8) yields
the following corollary.
Corollary 4.2. Let Xt and Xt be some ergodic diffusions associated with some time homogeneous
drift and diffusion functions pb, σq and pb, σq. The invariant probability measures π and π of Xt and
Xt are connected for any twice differentiable function f from Rd into R with bounded derivatives by
the following interpolation formula

















In the above display Y stands for a random variable with distribution π and Pt stands for the Markov
transition semigroup of the process Xt.
The formula (4.10) can be used to estimate the invariant measure of a stochastic flow associated
with some perturbations of the drift and the diffusion function.
For instance, for homogeneous Langevin diffusions Xt associated with some convex potential
function U we have
b “ ´∇U and σ “ I ùñ πpdxq 9 exp p´2Upxqq dx
In the above display, dx stands for the Lebesgue measure on Rd. In this situation, using (4.10), for
any ergodic diffusion flow Xt with some drift b and an unit diffusion matrix we have








Notice that the above formula is implicit as the r.h.s. term depends on π. By symmetry arguments,
we also have the following more explicit perturbation formula





pb`∇UqpY q,∇P tpfqpY q
D˘
dt
In the above display Y stands for a random variable with distribution π and P t stands for the
Markov transition semigroup of the process Xt.
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4.4 Some extensions
Several extensions of the forward-backward stochastic interpolation formula (1.10) to more gen-
eral stochastic perturbation processes can be developed. For instance, suppose we are given some
stochastic processes Y s,tpxq P Rd and Zs,tpxq P Rdˆr adapted to the filtration of the Brownian
motion Wt, and let Xs,tpxq be the stochastic flow defined by the stochastic differential equation
dXs,tpxq “ Y s,tpxq dt` Zs,tpxq dWt (4.11)
In this situation, the interpolation formula (1.9) remains valid when aupXs,upxqq is replaced by
the stochastic matrices Zs,tpxqZs,tpxq1. This yields without further work the forward-backward
stochastic interpolation formula (1.10) with the local perturbations
∆bupXs,upxqq :“ bupXs,upxqq ´ Y s,upxq
∆σupXs,upxqq :“ σupXs,upxqq ´ Zs,upxq and ∆aupXs,upxqq :“ aupXs,upxqq ´ Zs,upxqZs,upxq1
The corresponding interpolation formula should be used with some caution as the L2-norm of the
two-sided stochastic integral (1.12) depends on the Malliavin differential of the integrand process of
the Brownian motion; see for instance the variance formula provided in lemma 5.1.
Assume that σ “ I and the regularity condition pT q2 is met. Also suppose Xs,tpxq is given by
a stochastic differential equation of the form (4.11) with r “ d and Zs,tpxq “ I. Arguing as above,




p∇Xu,tq pXs,upxqq1 pbupXs,upxqq ´ Y s,upxqq du (4.12)
Combining (2.15) with the generalized Minkowski inequality, we check the following proposition.
Proposition 4.3. Assume that pT q2 is met for some λA ą 0. In this situation, for any 1 ď n ď 8











}bupXs,upxqq ´ Y s,upxq}
‰1{n
du (4.13)
In the same vein, we have





x∇Pu,tpfqpXs,upxqq, bupXs,upxqq ´ Y s,upxqy
˘
du (4.14)
For instance, for the Langevin diffusion discussed in (2.18) and (3.7) the weak expansion (4.14)
implies that






x∇Pt´upfqpXs,upxqq,∇UpXs,upxqq ` Y s,upxqy
˘
du (4.15)
This yields the W1-Wasserstein estimate







}∇UpXs,upxqq ` Y s,upxq}
˘
du
Combining (3.13) with (4.15), for any ε Ps0, 1r we also have the total variation norm estimate


















5 Skorohod fluctuation processes
5.1 A variance formula
Let ςtpxq be some differentiable pdˆ rq-matrix valued function on Rd such that
}∇ς} ă 8 and }ςp0q} :“ sup
t
}ςtp0q} ă 8 (5.1)
Recalling that pWu`h ´Wuq is independent of the flows Xs,u and ∇Xu`h,t, the discrete time
approximation (4.3) shows that Skorohod stochastic integral is centered; that is, we have that
EpSs,tpςqpxqq “ 0.































The proof of the above assertion is provided in section 6.1, see for instance proposition 6.2.
































































ď c2,δ r}ςp0q} ` }∇ς} p1` }x}qs {
a
λA (5.5)
The non-diagonal term can be computed in a more direct way using Malliavin derivatives of the
















As expected, observe that
∇σ “ 0 ùñ DvΣs,u,tpxq “ 0
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and DvXs,u can be computed using the chain rule
formulae (2.24).
A more detailed analysis of the chain rules formulae (2.24), (2.25) and (5.7) for one dimensional
models is provided in section 6.1 (cf. lemma 6.1).
Observe that

















In this notation, an explicit description of the L2-norm of the two-sided stochastic integral in terms
of Malliavin derivatives is given below.
Lemma 5.1. The L2-norm of the Skorohod integral Ss,tpςqpxq introduced in (4.3) is given for any


















E rxDvΣs,u,tpxq, DuΣs,v,tpxqys du dv
with the random matrix function Σs,u,t defined in (5.3) and the Malliavin derivative DvΣs,u,t given
in formulae (5.6) and (5.7). In addition, we have















The above lemma can be interpreted as a matrix version of the isometry property (2.26). A proof
of the above lemma based on the L2-approximation of two-sided stochastic integrals is provided in
section 6.1 (see for instance proposition 6.2).
5.2 Quantitative estimates






















for some finite constants ci,p whose values only depend on p. A proof of these estimates can be found
in [38, 48], see also [39] for multiple Skorohod integrals. By the generalized Minkowski inequality,
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E r}DvΣs,u,tpxq}ns2{n du dv
(5.8)
Observe that for any n ě 2 we have
pMqn ùñ |||ςpxq|||n ď κn p}ςp0q} ` }∇ς}q p1_ }x}q
The main objective of this section is to prove the following theorem.
Theorem 5.2. Assume that pMq2n{δ and pT q2n{p1´δq are satisfied for some parameter n ě 2 and
some δ Ps0, 1r. In this situation, we have the uniform estimate
E r}Ss,tpςqpxq}ns1{n ď κδ,n |||ςpxq|||2n{δ p1_ }x}q (5.9)
For uniformly bounded diffusion functions pς, σ, σq whenever pT q2n is met for some n ě 2 we have
E r}Ss,tpςqpxq}ns1{n ď κn p}ς} ` }∇ς}q (5.10)
In addition, for constant diffusion functions pς, σ, σq whenever pT q2 is met, for any n ě 2 we have
the uniform estimate
E r}Ss,tpςqpxq}ns1{n ď κn }ς} (5.11)
The proof of the above theorem, including a more detailed description of the parameters κδ,n
and κn is provided below.
Next, we estimate the Ln-norm of the Malliavin differential DvΣs,u,tpxq in the two cases ps ď
u ď v ď tq and ps ď v ď u ď tq.
Case ps ď u ď v ď tq:
Using (5.6) we have
}DvΣs,u,tpxq} ď c }ςupXs,upxqq} }pDv∇Xu,tqpXs,upxqq}
Using (2.24) and (2.25) this yields the estimate
}DvΣs,u,tpxq} ď c1 Is,u,tpxq ` c2 Js,u,tpxq
with the functions
Is,u,tpxq :“ }∇σ} }ςupXs,upxqq} }p∇Xu,vqpXs,upxqq} }p∇Xv,tqpZs,vu pxqq}
Js,u,tpxq :“ }σvpZs,vu pxqq} }ςupXs,upxqq} }p∇Xu,vqpXs,upxqq} }p∇2Xv,tqpZs,vu pxqq}
In the above display, Zs,vu pxq stands for the interpolating flow defined in (1.13).
• Firstly assume that }ς} _ }σ} ă 8 and pT q2n is satisfied for some parameter n ě 1. In this
situation, applying proposition 3.2 and proposition 3.3, for any ε Ps0, 1r we have the uniform
estimates
E p}DvΣs,u,tpxq}nq1{n ď }ς} χn,εpb, σq exp p´p1´ εqλAp2nqpt´ uqq
with the parameter χn,εpb, σq given by









with χpb, σq given in (2.6).
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• More generally, when }∇ς} _ }∇σ} ă 8 the functions ςtpxq and σtpxq may grow at the most
linearly with respect to }x}. Assume that conditions pMq2n{δ and condition pT q2n{p1´δq are
satisfied for some parameters n ě 1 and δ Ps0, 1r. In this situation, applying Hölder inequality
we check that













Applying proposition 3.2 we check that
E p}Is,u,tpxq}nq1{n ď cn,δ }∇σ} |||ςpxq|||n{δ e
´λAp2n{p1´δqqpt´uq
In the same vein, combining proposition 3.2 and proposition 3.3 with the uniform moment
estimates (2.11) we check that





ˆ |||ςpxq|||2n{δ r1` }x}s e
´p1´εqλAp2n{p1´δqqpt´uq
We conclude that
E p}DvΣs,u,tpxq}nq1{n ď χn,δ,εpb, σq |||ςpxq|||2n{δ r1` }x}s e
´p1´εqλAp2n{p1´δqqpt´uq
with the parameter








Case ps ď v ď u ď tq:





spxq} } p∇Xu,tq pXs,upxqq}






















This yields the estimate
}DvΣs,u,tpxq} ď c1 }σvpXs,vpxqq} }∇ς} }p∇Xv,uqpXs,vpxqq} } p∇Xu,tq pXs,upxqq}






• Firstly assume that }ς} _ }σ} ă 8 and condition pT q2n is satisfied for some n ě 1. In this
situation, arguing as above for any ε Ps0, 1r we have the uniform estimates




for some universal constant c and the parameter χn,εpb, σq given by









with χpb, σq given in (2.6).
• More generally assume that }∇ς} _ }∇σ} ă 8. Also assume that conditions pMq2n{δ and
pT q2n{p1´δq are satisfied for some parameters n ě 1 and δ Ps0, 1r. In this situation, we have
E p}DvΣs,u,tpxq}nq1{n
ď χn,δ,εpb, σ, σq |||ςpxq|||2n{δ r1` }x}s e
´p1´εqλA,Ap2n{p1´δqqpt´vq
with the parameter








The end of the proof of theorem 5.2 is a direct consequence of the estimates discussed above com-
bined with (5.8) and the diagonal estimates presented in (5.4).
5.3 Some extensions
This section is concerned with the two-sided stochastic integral (4.6). Using the gradient formula

















Σs,u,t `∇fpZs,tu q1 DivΣs,u,t
as well as
Div∇fpZs,tu q1 “ ∇2fpZs,tu q1 DivZs,tu
This yields the differential formula
DivΣs,u,tpfq “ ∇fpZs,tu q1 DivΣs,u,t `∇2fpZs,tu q1 pDivZs,tu q Σs,u,t
The Malliavin derivatives DivΣs,u,t are computed using formulae (5.6) and (5.7); thus, it remains to
compute the Malliavin derivatives DvZ
s,t
u of the interpolating path.
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‚ When u ď v we have
Zs,tu “ pXv,t ˝Xu,vq ˝Xs,u “ Xv,t ˝ Z
s,v
u





u pp∇Xv,tq ˝ Zs,vu q “ ppDvXu,vq ˝Xs,uq pp∇Xv,tq ˝ Zs,vu q
By (2.23) we conclude that
DvZ
s,t
u “ pσv ˝ Z
s,v
u q pp∇Xv,tq ˝ Zs,vu q
‚ When v ď u we have
Zs,tu “ Xu,t ˝ pXv,u ˝Xs,vq “ Z
v,t
u ˝Xs,v
In this situation, arguing as above we check that
DvZ
s,t
u “ DvXs,v pp∇Zv,tu q ˝Xs,vq “ DvXs,v pp∇Xv,uq ˝Xs,vq pp∇Xu,tq ˝Xs,uq
By (2.23) we conclude that
DvZ
s,t
u “ pσv ˝Xs,vq pp∇Xv,uq ˝Xs,vq pp∇Xu,tq ˝Xs,uq
6 Some anticipative calculus
For clarity and to avoid unnecessary sophisticated multi-index notation, we only consider one di-
mensional model. The proof of the results presented in this section in the general case can be
reproduced word-for-word for multidimensional models.
To simplify the presentation, we write Bnf the derivative of order n ě 1 of a smooth function
f . We also set Ys,tpxq :“ Xs,tpxq. We also reduce the analysis to the unit interval. In this context,
for any t P r0, 1s we set
Yt :“ Y0,t and Xt :“ Xt,1 (6.1)
6.1 Extended two-sided stochastic integrals
The aim of this section is to extend the two-sided stochastic integration introduced in [43] to
Skorohod integrals of the form (4.3), for some time homogeneous function ςu “ ς satisfying (5.1).
For any t P r0, 1s we set
ΦpXt, Ytpxqq :“ BX
tpYtpxqq ςpYtpxqq (6.2)





The existence of this two-sided stochastic integral is discussed below in (6.4).
To simplify the presentation, we fix the state variable x and we write Yt and ΦpXt, Ytq instead of
Ytpxq and ΦpXt, Ytpxqq. Next technical lemma provided a more explicit description of the Malliavin
derivatives of the processes ΦpXt, Ytq.
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BppBXtq ˝ Ys,tqpYsq pς ˝ Ys,tqpYsq ` ppBX
tq ˝ Ys,tqpYsq ˆ Bpς ˝ Ys,tqpYsq
‰
σpYsq








Proof. Using the chain rules properties, for any s ă t we have
Ds ΦpX
t, Ytq “ Ds
`






pς ˝ Ys,tqpYsq ` pBX
tq ˝ Ys,tqpYsq Dspς ˝ Ys,tqpYsq





“ BppBXtq ˝ Ys,tqpYsq DsYs with DsYs “ σpYsq
In the same vein, we have
Dspς ˝ Ys,tqpYsq “ Bpς ˝ Ys,tqpYsq σpYsq
We also have that
Dt ΦpX





























The r.h.s. term in the above display can be rewritten as follows
DtpBXs,tqpYsq “ BσpXs,tpYsqq pBXs,tqpYsq
ùñ ppBXtq ˝Xs,tqpYsq DtpBXs,tqpYsq “ BpX
t ˝Xs,tqpYsq BσpXs,tpYsqq












pYsq pBXs,tqpYsq “ BppBX
tq ˝Xs,tqpYsq σpXs,tpYsqq
This ends the proof of the second assertion. The proof of the lemma is now completed.
From the above lemma, we also check that all the n-absolute moments of the Malliavin derivatives
Ds ΦpX
t, Ytq are finite with at most quadratic growth w.r.t. the initial values.
Next proposition extends proposition 3.3 in [43] to stochastic processes of the form (6.2).
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Proposition 6.2. Let r0, 1sh be any refining sequence of partitions of the unit interval. For any




ΦpXt`h, Ytq pWt`h ´Wtq
Then ShpΦq is a Cauchy sequence in L2pΩq. In addition, for any decreasing sequence of time steps
















t, Ytq Dt ΦpX
s, Ysq ds dt
¸
(6.3)
Before entering into the details of the proof of the proposition, we give a couple of comments.
The hypothesis that r0, 1sh is a refining sequence indexed by h is not essential but it simplifies the
proof of the proposition, see for instance lemma 3.1.1 in [37]. Arguing as in the proof of theorem
3.3 and theorem 7.1 in [43] the above proposition ensures that the two-sided integral defined by the
L2pΩq-limit coincides with the two-sided stochastic integral of the process ΦpXt, Ytq over the unit
interval; that is, we have that
ż 1
0




ΦpXt`h, Ytq pWt`h ´Wtq (6.4)
In this context, proposition 6.2 can be interpreted as a version of the isometry property (2.26) for
the generalized two-sided integral defined above.
Proof of proposition 6.2:
We fix h1 ą h2 and we assume that r0, 1sh2 is a refinement of P r0, 1sh1 . For any ps, tq P
pr0, 1sh1 ˆ r0, 1sh2q we also set
Πh1,h2s,t :“ ΦpX
s`h1 , Ysq ΦpX
t`h2 , Ytq pWs`h1 ´Wsq pWt`h2 ´Wtq
With a slight abuse of notation we set
∆Ws :“ pWs`h1 ´Wsq and ∆Wt :“ pWt`h2 ´Wtq
‚ For any overlapping pair s ă t ă t` h2 ă s` h1 using the decomposition




ΦpXs`h1 , Ysq ΦpX
t`h2 , Ytq ∆Wt ∆Ws | Wt _Wt`h2
¯
“ ΦpXs`h1 , Ysq ΦpX
t`h2 , Ytq h2














‚ When s` h1 ă t we have
BXs`h1 “ BpXt ˝Xs`h1,tq








On the other hand, we have the decomposition








pBXt`h2q ˝ pI `∆Xtq ´ BX
t`h2
¯
` BXt`h2 ˆ∆X 1t
`
´




with the increment functions
∆X 1t :“ BXt,t`h2 ´ 1 and ∆Xt :“ Xt,t`h2 ´ I
With a slight abuse of notation, we shall denote by Ophpq some possible random variable with any










σpXt,upxqq dWu `Oph2q “ Oph
1{2
2 q







In this notation, we have the first and second order decompositions
`




“ pB2Xt`h2qpx,∆Xtpxqq ∆Xtpxq “ pB





“ pB2Xt`h2qpxq ∆Xtpxq ` BX
t`h2pxq ˆ∆X 1tpxq
`pB3Xt`h2qpx,∆Xtpxqq ∆Xtpxq
2 ` pB2Xt`h2qpx,∆Xtpxqq ∆Xtpxq ˆ∆X
1
tpxq
from which we conclude that
BXs`h1 “ BpXt`h2 ˝Xs`h1,tq
`
”
BppBXt`h2q ˝Xs`h1,tq ˆ pp∆Xtq ˝Xs`h1,tq ` BpX





This yields the first order decomposition
ΦpXs`h1 , Ysq
“ ψ0s,tpYsq ` ψ
1










t`h2q ˝Xs`h1,tqpYsq ςpYsq and ψ2s,tpYsq :“ BpXt`h2 ˝Xs`h1,tqpYsq ςpYsq
Notice that none of the functions but the increment functions p∆Xtq and p∆X 1tq depend onWt,t`h2 ,
nor on Ws,s`h1 .
In the reverse angle, we have
pBXt`h2q ˝ Yt
“ pBXt`h2q ˝ pYs`h1,t ˝ Ysq `
”





∆Ys :“ pYs,s`h1 ´ Iq ùñ Ys`h1 “ pI `∆Ysq ˝ Ys
Arguing as above, we have
”
ppBXt`h2q ˝ Ys`h1,tq ˝ py `∆Yspyqq ´ ppBX
t`h2q ˝ Ys`h1,tqpyq
ı
“ BppBXt`h2q ˝ Ys`h1,tqpyq ∆Yspyq ` B




“ pBXt`h2q ˝ pYs`h1,t ˝ Ysq ` BppBX
t`h2q ˝ Ys`h1,tqpYsq pp∆Ysq ˝ Ysq `Oph1q
In the same vein, we have
ς ˝ Yt “ pς ˝ Ys`h1,t ˝ Ysq ` Bpς ˝ Ys`h1,tqpYsq pp∆Ysq ˝ Ysq `Oph1q
Multiplying these terms, we check that




s,tpYsq pp∆Ysq ˝ Ysq `Oph1q
with the functions
Ψ0s,tpYsq :“ ppBX
t`h2q ˝ Ys`h1,tqpYsq ˆ pς ˝ Ys`h1,tqpYsq
Ψ1s,tpYsq :“
“
BppBXt`h2q ˝ Ys`h1,tqpYsq ˆ pς ˝ Ys`h1,tqpYsq
` ppBXt`h2q ˝ Ys`h1,tqpYsq ˆ Bpς ˝ Ys`h1,tqpYsq
‰
None of the functions but the increment ∆Ys depend on Ws,s`h1 , nor on Wt,t`h2 .
Recall that the functions ΦpXt`h2 , Ytq and ψ0s,tpYsq don’t depend on ∆Wt. In addition, the
functions ΦpXs`h1 , Ysq and Ψ0s,tpYsq don’t depend on ∆Ws. This yields the formula
E
´
ΦpXs`h1 , Ysq ΦpX
























s,tpYsq rpp∆Ysq ˝ Ysq ∆Wss
“



































In the same vein, we have















































ΦpXs`h1 , Ysq ΦpX




























































BppBXtq ˝ Ys,tqpYsq pς ˝ Ys,tqpYsq ` ppBX










We end the proof of (6.3) using lemma 6.1 and symmetry arguments. This ends the proof of the
proposition.
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6.2 Generalized backward Itô-Ventzell formula
This section is mainly concerned with the proof of theorem 1.1. Before entering into the details of
the proof we discuss how it applies to the process pXt, Ytq introduced in (6.1).
Consider the random fields
Ftpxq :“ X
tpxq ùñ BFt “ BX





B2Xtpxq apxq and Htpxq :“ BXtpxq σpxq (6.5)
In this notation, the backward random field formula (4.1) with t P r0, 1s takes the form






Hspxq dWs with F1pxq “ x (6.6)





In this notation, we have







Observe that Bu,Σu as well as the Malliavin derivatives DvΣu “ BσpYuq DvYu have moments of
any order. Consider the processes
Ut :“ BFtpYtq Bt `
1
2
B2FtpYtq At ´GtpYtq “ BX




Vt :“ BFtpYtq Σt ´HtpYtq “ BX
tpYtq pσ ´ σqpYtq with At :“ Σ2t
In this notation, up to a change of sign and replacing x by Y0 in (1.10) the stochastic interpolation
formula stated in theorem 1.2 on the unit interval takes the following form







More generally, suppose we are given a forward real valued continuous semi-martingale Yt of the
form (6.7) for some W0,t-adapted functions Bt and Σt, and a backward random field models of the
form (6.6) for some Wt,1-adapted functions Ftpxq, Gtpxq, Htpxq.
We consider the following conditions:
pH1q
1: The functions Ftpxq, Gtpxq and Htpxq as well as the differentials BHtpxq and B2Ftpxq are
continuous w.r.t. pt, xq for any given ω P Ω. In addition, for any n ě 1 we have
sup
|y|ďn




|BHtpYt ` yq| _ |BFtpYt ` yq| _ |B
2FtpYt ` yq|
˘










1: The Malliavin derivatives DsBFtpxq and DsHtpxq are continuous w.r.t. x and ps, tq for
any given ω P Ω. In addition, for any n ě 1 we have
sup
|y|ďn
p|pDsFtqpYt ` yq| _ |pDsHtqpYt ` yq|q ď hnps, tq








pH3q: The random processes Bu,Σu as well as DvΣu are continuous w.r.t. the time parameter and
they have moments of any order.
The next theorem is a slight extension of theorem 1.1 applied to the semi-martingale and the
random fields models discussed in (6.7) and (6.5).
Theorem 6.3. Consider a backward random field models of the form (6.6) for some functions
Ftpxq, Gtpxq, Htpxq satisfying pH1q1 and pH2q1. Also let Yt be a continuous semi-martingale of the
form (6.7) functions Bt and Σt satisfying pH3q. In this situation, for any t P r0, 1s we have the














pBFspYsq Σs ´HspYsqq dWs
(6.10)
The r.h.s. term in the above display is understood as a Skorohod integral.
Proof: We use the same approximation technique as in [12, 41] and [42] (see also the proof of
theorem 3.2.11 in [37]). Consider a mollifier type approximation of the identify given for any ε ą 0
by the function




For any x, applying the Itô-type change rule formula stated in proposition 8.2 in [38] to the
product function
ΓpXtpxq, ϕεpYt ´ xqq :“ X
tpxq ϕεpYt ´ xq
we check that












2ϕεpYs ´ xq As ´ ϕεpYs ´ xq Gspxq
vεspxq :“ Fspxq BϕεpYs ´ xq Σs ´ ϕεpYs ´ xq Hspxq
The stochastic integral in the r.h.s. of (6.11) can be interpreted as a two-sided stochastic integral.
Recalling that




spxq “ DtFspxq BϕεpYs ´ xq Σs ` Fspxq DtYs B
2ϕεpYs ´ xq Σs
`Fspxq BϕεpYs ´ xq DtΣs ´DtYs BϕεpYs ´ xq Hspxq ´ ϕεpYs ´ xq DtHspxq
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Condition pH3q ensures that the processes Yt and DtYs have moments of any order. In addition,




















Applying the Fubini theorem for Skorohod and measure theory integrals (see for instance [34, 37, 44]
and the work by Leon [35]) we check that
F εt pYtq :“
ż
Ftpxq ϕεpYt ´ xq dx “
ż
F0pxq ϕεpY0 ´ xq dx`
ż t
0





















ϕεpYs ´ xq dx
V εs :“
ż
pBFspxq Σs ´ Hspxqq ϕεpYs ´ xq dx
From the a.s. continuity of Ftpxq in x for each t ě 0, we have
F εt pYtq ´ FtpYtq “
ż
pFtpYt ´ ε xq ´ FtpYtqq ϕpxq dx ÝÑεÑ0 0
The functions BFtpxq, B2Ftpxq and Gtpxq are almost surely continuous w.r.t. x and uniformly locally
bounded. In addition, the random variables At and Bt are integrable at any order. Moreover, under
pH1q
1 there exists some parameter n ě 0 depending on the support of ϕ such that for any ε ą 0 we
have the estimate
|U εs | ď sup
|y|ďn





|B2FspYs ` yq| |As| ` sup
|y|ďn
|GspYs ` yq|
ď gnptq p1` |As| ` |Bs|q




U εs ds ÝÑεÑ0
ż t
0
Us ds as well as F εt pYtq ÝÑεÑ0 FtpYtq




pV εs ´ Vsq

























2 ϕεpYs ´ xq dx ds
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Dt pBFspxq Σs ´Hspxqq ϕεpYs ´ xq dx`
ż
pBFspxq Σs ´Hspxqq DtϕεpYs ´ xq dx






Dt pBFspxq Σs ´Hspxqq `
`




ϕεpYs ´ xq dx
Observe that
Dt pBFspxq Σs ´Hspxqq `
`
B2Fspxq Σs ´ BHspxq
˘
DtYs
“ ppDtBFsqpxq ` B
2Fspxq DtYsq Σs ` BFspxq DtΣs ´ ppDtHsqpxq ` BHspxq DtYsq
On the other hand, we have






Σs ` BFspYsq DtΣs ´ ppDtHsqpYsq ` BHspYsq DtYsq




















































2 As ϕεpYs ´ xq ds dt dx
¸













2 ϕεpYs ´ xq ds dt dx
¸
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Arguing as above, by the dominated convergence theorem we conclude that the Skorohod integral
ż t
0




This ends the proof of (6.12), and the proof of the theorem is now easily completed.
We end this section with some comments.
Remark 6.4. Recalling that the diffusion flow Yt introduced in (6.1) has finite absolute moments of
any order, the integrability conditions stated in (6.8) and (6.9) are satisfied as soon as the functions
Ft, Gt, Ht, the differentials BFt, B2Ft, BHt, and the Malliavin derivatives DsHt, DsBFt have at most
polynomial growth w.r.t. the state variable.
It is now readily check that pH1q1 and pH2q1 are met for the random fields introduced in (6.5).
The proof can be also be extended without difficulties to multivariate models. Following the proof
of proposition 3.1 in [41], an alternative proof of theorem 6.3 based on Itô formula for Hilbert space
valued processes can be developed. This elegant functional approach requires to introduce a custom
Hilbert-space valued processes framework but this approach avoids to do explicitly the interchange of
integration using the Fubini theorem for Skorohod and measure theory integrals. As the statement
of proposition 3.1 in [41], the assumptions of theorem 6.3 can also be weaken when expressed in
terms of this generalized stochastic calculus for Hilbert-space valued processes.
7 Illustrations
7.1 Perturbation analysis
Assume that σ “ σ and the drift function bt is given by a first order expansion
btpxq “ bδ,tpxq :“ btpxq ` δ b
p1q
δ,t pxq with b
p1q








for some perturbation parameter δ P r0, 1s and some functions bpiqδ,tpxq with i “ 1, 2.




We further assume that the unperturbed diffusion satisfies condition pT q2.
To avoid unnecessary technical discussions on the existence of absolute moments of the flows we
also assume that bpiqδ,tpxq are uniformly bounded w.r.t. the parameters pδ, t, xq. In addition, b
p1q
t pxq










With some additional work to estimate the absolute moments of the flows, the perturbation analysis
presented below allows to handle more general models. The methodology described in this section
can also be extended to expand the flow Xδs,tpxq at any order as soon as δ ÞÑ bδ,tpxq is sufficiently
smooth.
The first order approximation is given by the following theorem.
Theorem 7.1. For any s ď t, x P Rd and δ ě 0 we have the first order expansion









p∇Xu,tq pXs,upxqq1 bp1qu pXs,upxqq du
The remainder second order term B2δXs,tpxq in the above display is such that for any n ě 2 s.t.














By proposition 3.2 for any n ě 2 we have
λ`Apnq :“ λA ´ pn´ 2qρp∇σq





ď c }bp1q}{λ`Apnq (7.2)
This yields the first order Taylor expansion (7.1) with
B2δXs,tpxq :“ B
p2,1q
δ Xs,tpxq ` B
p2,2q
δ Xs,tpxq


























p∇Xu,tq pXs,upxqq1 rbp1qu pXδs,upxqq ´ bp1qu pXs,upxqqs du













































Combining proposition 3.3 with the estimate (7.2) for any n ě 2 s.t. λApnq ą 0 we check that
Er}Bp2,1qδ Xs,tpxq}




for some universal constant c ă 8 and the parameter χpb, σq introduced in (2.6). This ends the
proof of (7.1). The proof of the theorem is completed.
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7.2 Interacting diffusions
Consider a system of N interacting and Rd-valued diffusion flows Xis,tpxq, with 1 ď i ď N given by



















for some Lipschitz functions Btpx, yq and σtpyq with appropriate dimensions. In the above display,
W it stands for a collection of independent copies of d-dimensional Brownian motion Wt. Assume
that Btpx, yq linear w.r.t. the first coordinate.




















dWt with btpxq :“ Btpx, xq
Formally, the above diffusion converges as N Ñ 8 to the flow Xs,tpxq of the dynamical system
defined by
BtXs,tpxq :“ bt pXs,tpxqq
More rigorously and without further work, the forward-backward interpolation formula (1.10) yields

















p∇Xu,tq pXs,upxqq1 σupXs,upxqq dWu
This readily implies the a.s. convergence
Xs,tpxq ÝÑNÑ8 Xs,tpxq




























p∇Xu,tq pXs,upxqq1 σupXs,upxqq dWu
7.3 Time discretization schemes
This section is mainly concerned with the proof of proposition 1.4. We fix some parameter h ą 0
and some s ě 0 and for any t P rs` kh, s` pk ` 1qhr we set
dXhs,tpxq “ Y
h












s,upxq pu´ ps` khqq ` σ pWu ´Ws`khq










































where the second line follows from the exponential estimate of the tangent process from proposition















which then yields the stated result of the proposition. We now prove the stated bound on the





































σ pWu ´Ws`khq (7.3)
The Ln-norm of the second integral term is bounded by }∇b}σ
?
h.
The assumption xx, bpxqy ď ´β }x}2, for some β ą 0, implies the stochastic flows Xs,tpxq has
uniform absolute moments of any order n ě 1 w.r.t. the time horizon, that is, we have that
mnpxq ď κn p1` }x}q with mnpxq defined in (2.10).
The stochastic flows Xhs,tpxq also obey a similar moment bound: observe that for any t P rs`kh, s`




























We can check that the stochastic flows Xhs,tpxq also have uniform moments w.r.t. the time horizon;










ď cn p1` }x}q
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Using this bounds, we check that
Ep}bpXhs,s`khpxqq}nq1{n “ }bp0q} ` m̂npxq}∇b}
The end of the proof now follows elementary manipulations, thus it is skipped. The proof of propo-
sition 1.4 is now completed.
Appendix
In this appendix we prove the estimates (1.16) and (2.10) and proposition 3.3.
Proof of (2.10)
Whenever pMqn is satisfied, we have
2xx, btpxqy ` }σtpxq}
2
F ď γ0 ` γ1}x} ´ γ2}x}
2
with the parameters




















































` rγ0 ` 2pn´ 1qα0s














rγ1 ` 2pn´ 1qα1s
2















rγ1 ` 2pn´ 1qα1s
2
` rγ0 ` 2pn´ 1qα0s
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ď e´2rβ2´pn´1{2qα2´εspt´sq }x}2 `
1
8ε
rγ1 ` 2pn´ 1qα1s
2
` rγ0 ` 2pn´ 1qα0s
2 rβ2 ´ pn´ 1{2qα2 ´ εs
as soon as ε ă β2 ´ pn´ 1{2qα2 and n ě 1. Replacing ε by εpβ2 ´ pn´ 1{2qα2q and then p2nq by n
we check that
E r}Xs,tpxq}ns1{n








with γipnq :“ γi ` pn´ 2qαi
This ends the proof of (2.10).
Proof of proposition 3.3
The proof of the estimate (3.10) is mainly based on the following technical lemma of its own interest.
Lemma 7.2. Let Zt be a non negative diffusion process satisfying in integral sense an inequality of
the following form
dZt ď p´λZt ` αt
a




for some parameters λ ą 0 and vt ě 0, and some non negative processes pαt, βt, utq. In this
situation, for any ε ą 0 we have
EpZnt q1{n ď e
şt








































Zn´1t p´λZt ` αt
a






























On the other hand, for any ε ą 0 we have the almost sure inequality


















































rαt ` pn´ 1qutvts
2
˙n1{n
EpZnt q1´1{n ď znt EpZnt q1´1{n
This yields the estimate
BtEpZnt q1{n “ EpZnt q´p1´1{nq n´1BtEpZnt q ď λn,tpεq EpZnt q1{n ` znt
This ends the proof of the lemma.
We set
Ys,tpxq :“ }∇2Xs,tpxq}2F and Ts,tpxq :“ }∇Xs,tpxq}F
and we also consider the collection of parameters
}τ}F :“ supt,x }τtpxq}F ρpυq :“ supt,x λmaxpυtpxqq
with the tensor functions pτt, υtq introduced in (3.9). Observe that
}τ}F ď }∇2b}F ` d }∇2σ}2F and ρpυq ď d }∇2σ}22









r∇Xs,tpxq b∇Xs,tpxqs τtpXs,tpxqq ∇2Xs,tpxq1
‰










In the same vein, we have
|Tr
 




ď }∇2σk}F Ts,tpxq2 Ys,tpxq1{2 ` ρp∇σkq Ys,tpxq
We are now in position to prove proposition 3.3.
Proof of proposition 3.3:
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Applying the above lemma to the processes
Zt “ Ys,tpxq λ “ 2λA αt “ 2}τ}F Ts,tpxq





d }∇2σ}F Ts,tpxq2 and vt “ 2
?
d ρ‹p∇σq
we obtain the estimate (7.4) with the parameters
λn,tpεq :“ ´2
”










}τ}2F ` 4 d








znt pεq ď cn























2`pn´1qrdρ‹p∇σq2´ρp∇σq2s` ε4 spu´sq du
Assume that
λA ą dpn´ 1qρ‹p∇σq2
In this case there exists some 0 ă εn ď 1 such that for any 0 ă ε ď εn we have














This ends the proof of the proposition.
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Proof of (1.16)
Using (2.14), the generalized Minkowski inequality applied to (1.10) whenever pT qn{δ is met for








with pκn, λpnqq given in (2.13).
(7.5)









|||∆apxq|||n{p1´δ1q ` |||∆bpxq|||n{p1´δ1q ` |||∆σpxq|||2n{δ2 p1_ }x}q
¯
as soon as the regularity conditions pT qn{δ1 , pMq2n{δ2 and pT q2n{p1´δ2q are satisfied for some pa-









|||∆apxq|||2n{p1`δq ` |||∆bpxq|||2n{p1`δq ` |||∆σpxq|||2n{δ p1_ }x}q
¯
as soon as pMq2n{δ and pT q2n{p1´δq are satisfied for some parameter n ě 2 and some δ Ps0, 1r. For
instance, pMq2n{δ and pT q2n{p1´δq are satisfied as soon as
β2 ´ α2{2 ą pn{δ ´ 1q α2 and λA ą dpn{p1´ δq ´ 1q ρ‹p∇σq2
This ends the proof of (1.16).
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