In the field of population genetics measures of genetic differentiation are widely used to gather information on the structure and gene flow between populations. These measures are based on a number of simplifying assumptions, for instance equal population size and symmetric migration. However, asymmetric migration frequently occurs in nature and information about directional gene flow would here be of great interest. Nevertheless current measures of genetic differentiation cannot be used in such systems without violating their assumptions. To get information on asymmetric migration patterns from genetic data rather complex models using maximum likelihood or Bayesian approaches generally need to be applied. We here introduce a new approach that intends to fill the gap between the complex approaches and the symmetric measures of genetic differentiation. Our approach makes it possible to calculate a directional component of genetic differentiation at low computational effort using any of the classical measures of genetic differentiation. The directional measures of genetic differentiation can further be used to calculate asymmetric migration. Using a simulated dataset with known migration, directional differentiation and migration are estimated to show that our method captures relevant properties of migration patterns even at low migration frequencies and with few marker loci.
Introduction
Measures of genetic differentiation are widely used standard tools in population genetics. By measuring the degree of differentiation, information on how populations are structured can be extracted from allele frequencies. The most frequently used measures are Wright's fixation index F st (Wright, 1943 ), Nei's G st (Nei, 1973) , and the recently introduced D, which is independent of gene diversity (Jost, 2008) . In combination with Wright's island model, measures of genetic differentiation can be used to calculate migration between populations (Jost, 2008; Wright, 1931 Wright, , 1949 . The island model is based on a number of simplifying assumptions such as equal population size, drift/migration equilibrium, symmetric migration and no selection or mutation (Whitlock and McCauley, 1999; Wright, 1931) . Measures of migration calculated from genetic differentiation share these assumptions, all of which are likely to be violated in natural populations (Whitlock and McCauley, 1999) .
Structured populations with asymmetric migration between demes are common in nature, especially in systems driven by physical transport processes such as wind or water currents (Pringle, Blakeslee, Byers, and Roman, 2011) . Asymmetric dispersal may also be caused by biotic mechanisms, e.g. due to sex-biased dispersal (Fraser, Lippé, and Bernatchez, 2004) . Both physical processes and density dependent competition can lead to source and sink dynamics in a population and in such populations, parameters such as genetic differentiation can be significantly skewed (Dias, 1996) . In marine environments, ocean currents are known to not only affect the dispersal of planktonic species, many marine benthic species are also influenced by oceanic circulation since early lifestages (eggs, spores and larvae) often are planktonic (Cowen and Sponaugle, 2009; Siegel, Kinlan, Gaylord, and Gaines, 2003) . Other examples where gene flow can be affected by physical processes are river systems and wind pollinated plants, moss and lichen (Friedman and Barrett, 2009; Hänfling and Weetman, 2006; Muñoz, Felicísimo, Cabezas, Burgaz, and Martínez, 2004) . In asymmetric systems, it can be essential to estimate directional gene flow to understand the genetic structure of a population (e.g. Pringle et al., 2011) . For instance in conservation, protecting a source population of a threatend species is much more efficient than protecting sink populations (Dias, 1996) . Further, all measures of genetic differentiation are symmetric with respect to the populations considered and they do not provide directional information.
To get information on migration from genetic data in asymmetric systems rather complex models using Maximum likelihood of Bayesian approaches generally need to be applied (e.g. Beerli, 2009; Wilson and Rannala, 2003) . In such models a large number of parameters are estimated simultaneously and involve complex optimization algorithms. These models are often used as so called black boxes implying that users, due to the complexity of the approach, typically only have a limited knowledge of the underlying model and assumptions.
As a contrast to advanced and computationally expensive methods, we present a rather simple alternative that makes it possible to calculate a directional component of genetic differentiation at low computational effort using any of the classic measures of genetic differentiation. Our approach gives information on the direction of gene flow and intends to fill the gap between the complex approaches and the symmetric measures of genetic differentiation. The approach is based on defining a pool of migrants for each pair of populations and calculating measures of genetic differentiation between the populations and the pool. The directional measures of genetic differentiation can further be used to calculate asymmetric migration. This new approach opens up for a new field of applications where directional measures of genetic differentiation can be useful both to explore and to detect asymmetric migration patterns.
Measures of genetic differentiation
As a general feature, measures of genetic differentiation are zero if the allele frequencies of the populations are equal (total similarity), values larger than zero indicate differences in allele frequencies and a value of one indicate no shared alleles (total differentiation) (Meirmans and Hedrick, 2011) . Generally they are based on two values, the mean heterozygosity in the total population (H t ) and the mean heterozygosity within the individual populations (H s ) (Meirmans and Hedrick, 2011) . For ease of discussion we here introduce vector notations of these parameters and of the measures G st and D.
Let the total number of different alleles present in P populations be N . The allele frequencies in the individual populations can then be arranged in the N × P -matrix A.
where the matrix element a ij represents the frequency of allele i in population j with i a ij = 1 for any population j. The column vectors a j ∈ [0, 1] N constitute the allele frequencies in the individual populations. 1 For each population, the degree of heterozygosity (H) can be calculated from the vector of allele frequencies a ∈ [0, 1] N as:
For a pairwise comparison of two populations with allele frequencies a ∈ [0, 1] N and b ∈ [0, 1] N , within-population heterozygosity (H s ) and total-population heterozygosity (H t ) can be calculated from equation (2) as:
From these expressions the relevant measures for genetic differentiation between populations with allele frequencies a and b can be defined using vector algebra:
Expressions (4) are equivalent to the (biased) estimators used for calculation of genetic differences as compiled e.g. in (Jost, 2008) . A multilocus value of D can be obtained by taking the harmonic mean across loci (Crawford, 2010) .
A new concept for estimating directional measures of genetic differentiation
To introduce our method we start with a thought experiment. Imagine two populations A and B with a strong gene flow from A to B but without any gene flow in the opposite direction, e.g. as observed in systems driven by ocean currents. In addition, population B may be in contact with other populations which are genetically different from A and which contain alleles not present in A. How would such a situation be reflected in the allelic frequencies? Generally we can expect that most alleles present in A are represented in population B, whereas alleles present in B may or may not be present in A due to lack of gene flow from B to A. Hence, in case of neutral mutations, the relative allele frequencies of A should be more or less reflected in B. An idealized example of an allelic matrix (A) is listed in Table 1. In this example alleles 1 and 2 present in population A are represented at reduced frequencies but equal proportions in population B. Whereas allele 3 is only present in population B. From the distribution of allele frequencies it becomes evident, that there is no gene flow from B to A, but there is probably gene flow from A to B. How can this concept be formalized? For each pair of populations to be investigated (populations A and B in this example), we introduce a hypothetical pool of migrants with an allelic composition inferred from the two populations investigated. That is, we introduce a hypothetical population with an allelic distribution f (a, b). From our thought experiment we can define a number of requirements for f (a, b):
1. f (a, b) should be symmetric in its arguments, since the order of populations is arbitrary. 2. Alleles not represented in one of the populations can be assumed not to be relevant for migration. As a consequence f should be non-zero only for alleles present at non-zero frequencies in both populations.
A general form for f (a, b) consistent with these two conditions would be
with arbitrary exponents α k , β k > 0 for all k, an arbitrary K defining the number of summands involved and γ k being a constant. In the optimal example data discussed in connection with the thought experiment (Table 1) we have a 1 /a 2 = b 1 /b 2 , which mirrors the fact that alleles 1 and 2 in population B originate from a strong gene flow from A. In order to be consistent with the thought experiment, we require the pool of migrants to reproduce this proportion of alleles as well:
3. In case of strong gene flow in only one direction between populations with initially mutually different alleles we require
for all combination of alleles i and j present in both populations. 4. As a vector of allele frequencies f needs to be normalized, i.e. it needs to fulfill i f i = 1.
From the 3rd requirement on f we can demand α k + β k = 1 for any k, making an equation of the form
with arbitrary 0 < α k < 1 for all k ≤ K, the most general functional ansatz for the allelic frequencies in the pooled populations. The constants γ andγ k are related to the previously used constant γ k but just as well can be considered as new constants here. In cases where populations do not share any alleles f will be empty. To still be able to calculate measures of genetic differentiation we add a unique artificial allele to the pool at very low frequency. This allele will be normalized to one if f is empty but not affect the allelic distribution when f contains other alleles at non-zero frequency. For the time being, and the rest of this paper, we will stick to the simplest available function in this class, namely α 1 =γ 1 = 1/2 andγ i = 0 ∀i = 1, resulting in Thus, f (a, b) are the normalized geometrical means of the respective components of a and b.
As a measure for directional differentiation, we can now compare both A and B respectively to their hypothetical pool of migrants f (a, b). For this purpose any of the standard, non-directional measures for genetic differentiation introduced in Section 2 can be applied. With the idealized example data listed in Table 1 we find f (a, b) = a, implying that the genetic constitution of A is equal to the hypothetical pool of migrants, whereas the genetic differentiation between the pool and population B is non-zero (G st (b, f (a, b)) = 0.19 and D(b, f (a, b)) = 0.55. From this result we can argue that there is a lower potential for gene flow from B to A then there is from A to B, which is consistent with the thought example.
In the general case of a number of P populations, we can define a P × Pmatrix B, containing the directional measures for genetic differentiation, as
where the individual elements are defined as
Here, E(·, ·) is a placeholder for estimates of genetic differentiation, such as G st and D. The value of a particular matrix element b ij can now be understood as an indicator for the potential of migration from population i to population j.
Low values indicate high potential for migration and high values indicate low potential for migration in the direction of interest.
Estimation of migration
Through Wright's island model, F st and also G st can directly be related to migration rates (Wright, 1931) . In a similar manner, Jost (2008) discusses the dependence of D on migration and mutation and its potential for estimating migration from allelic frequencies. If we assume that our data of interest is consistent with the assumptions of the finite island model with infinite number of alleles, 2 the expression derived in (Jost, 2008) can be used for an estimation of migration rates.
If we assume that the mutation rates are small (i.e. µ 2 ≪ µ) Equation (22) of Jost's 2008 work can be used to estimate the ratio of migration and mutation rate,
Since we generally are interested in cases where the migration rate may vary between different pairs of populations, we use Equation (10) with n = 2 for an estimation of migration rates between pairs of two populations. We assume, that the mutation rate does not differ between the individual populations. At this stage we are interested in the relative sizes of migration only, µ can be eliminated from the equation by defining M = m/µ. Relative migration between pairs is then estimated as M ≈ (D − 1)/D. If we extend this concept to the directional measures of genetic differentiation introduced in the previous section, a similar expression can be used for the estimation of directional asymmetric migration. For this purpose, we define a P × P -matrix C of relative migration as
The respective matrix elements c ij (A) here exhibit an estimate for the relative migration M from population i to population j and can be evaluated using matrix algebra.
Simulations of genetic data with known migration
To test our approach we simulated a system with known migration. The simulation was done in Python (Version 2.7.3) using SimuPop (Version 1.1.0) (Peng and Kimmel, 2005) . Allele frequencies were stored in NumPy arrays (Version 1.6.1). Our source code is available as a git-repository at (https://gitorious.org/ddsim). Four populations were simulated for 1 500 non-overlapping generations. Each of the populations consists of 1 000 sexually hybrid individuals of a diploid species. Four microsatellite loci on one chromosome were considered and mutation rate was fixed to µ = 0.0001 per allele and generation. The simulation was initialized from allele distributions drawn independently from a pool of 256 alleles. The simulation was run in two phases. First, the populations evolved without migration for 500 generations. As Figure 1 shows, the number of alleles present in each population drop sharply right after populations are initiated. The argument for this initial, non-migratory phase was to not let genetic drift caused by the artificial population structure of the early generations bias the results. In the second phase, migration was added to the evolutionary simulation, keeping all other parameters equal.
The iterated simulation steps were as follows: Pre-mating: Mutation A Stepwise Mutator (StepwiseMutator) was invoked to simulate microsatellite data. Mutation rate was set to 0.0001 and number of alleles to 256. Default settings were used, with exception of specifying mutation rate and max allele index as indicated above. With default mutation step size 1, an allele, e.g. number 10 may only evolve into allele number 9 or 11.
Mating: Mating was simulated by random sampling of pairs of parents within each population (RandomMating). The two alleles characterizing each offspring was selected randomly, each at a probability of 1 − µ from the respective genetic material of the parents (at equal chance). Default settings were used, except specifying the resulting population sizes (1 000 individuals). After mating the parental generation was removed from the simulation.
Post-mating: Migration (Phase two) During the second phase, migration was invoked via Migrator. Migration rates were determined by a migration matrix M ig, all other parameters default. For each i and j a randomly drawn number, based on the probability indicated in M ig ij , of individuals migrate from population i to population j. Individuals could only migrate once and due to the migration, population fluctuate slightly in size around the intended value of 1 000.
The migration matrix M ig used for simulation was:
M ig represents a migration pattern between four populations as shown in Figure 2 . 
Results
From simulated data directional D-values (D d ) were calculated at each generation for all loci, the harmonic mean of these values is plotted over generations in Figure 3 . At the last generation (1 500) a migration matrix (M D d ) was calculated from the D d -values according to Equation (12). Since only relative migration is estimated the migration matrix, for clarity, was normalized by dividing all elements by the value of the largest matrix element.
In Matrix 14 the values to and from population four are zero and the other values are high above the diagonal and low below the diagonal, as expected from the migration pattern shown in Figure 2 . Both the D d -values in Figure 3 and the migration values in Matrix 14 show that the major patterns from the migration matrix M ig (13) used in the simulation is reproduced, indicating that our approach is able to detect the underlying migration patterns from allele frequency data. However the estimated matrix elements show strong fluctuations between generations. These stochastic fluctuations as plotted in Figure 3 To further examine the stochasticity and evaluate the performance of our approach we ran 1000 simulations. Figure 4 shows a histogram over the the last generation D d -values from 1000 simulations. Figure 4 shows that population path 1→2, 1→3 and 2→3 generally have D d -values close to zero, indication high migration. The other directions 2→1, 3→1 and 3→2 generally have D d -values close to one, indicating low migration. The paths from and to population 4 show total differentiation, indicating no migration. Figure 4 shows that the migration pattern used in the simulations M ig (13) is clearly and robustly captured by our approach.
Discussion
By introducing a pool of migrants we make it possible to calculate a directional component of measures of genetic differentiation. In a simple way this gives information on asymmetric migration. This new approach managed to detect an underlying migration pattern when tested on simulated data.
In simulations used to test the performance we used a forward time simulation program called SimuPop (Peng and Kimmel, 2005) . This program is one of few available where customization of the migration matrix is possible. In a comparison between simulation approaches forward time simulations has been recommended if demographic parameters or geographical structures is to be manipulated, since forward time simulations are closer to real life scenarios compared to coalescent simulations (Cyran and Myszor, 2008) .
As the simulation results show the performance of our measure differs markedly between simulations and between generations. We therefore display not only the results over generations (Figure 3 ) but also the performance over many simulations (Figure 4) . Although there is some uncertainty that the underlying migration pattern (Equation 13) will be found in a specific generation or simulation, Figure 4 shows that our approach most often manages to reproduce the migration pattern.
Allele frequencies can easily be calculated when data from a whole population is available. But when populations are sampled the calculated allele frequencies may deviate from the real allele frequencies. If so, it is most probable that the rare alleles are underestimated. We use rare alleles (or alleles only present in one population) as an indication of no migration and thus our migration rates might be slightly overestimated if used on data sets with an underestimated number of rare alleles. However, using rare alleles as an indication of gene flow is nothing new. Slatkin called these private alleles and showed that the logarithmic average frequency of private alleles are approximately linearly related to the logarithm of Nm (Slatkin, 1985) . At this moment we focus only on relative migration rates and thus simply assume that the probability of underestimating rare alleles is equally high in all populations and thus not effecting the relative migration.
When changing the parameters in the simulation (population size, migration rate, mutation rate and number of alleles) the distributions in Figure 4 changes. But even with lower migration rates, higher mutation rates, bigger populations and less alleles the main migration patterns are still detected although with higher uncertainties (data not shown).
Other available approaches that calculates asymmetric migration such as e.g. Migrate (Beerli, 2009) and BayesAss (Wilson and Rannala, 2003) are known to be quite difficult to use correctly due to the large number of parameters and options which need to be adjusted to the data set under consideration. These kind of programs are also very computationally expensive and can take a long time to run. Using these kind of programs as black-boxes can lead to poor results with high confidence (Faubet, Waples, and Gaggiotti, 2007) . In comparison our method is extremely simple, nevertheless it gives important information on the direction of migration. Information that is much needed in many different kinds of systems.
We did in this study focus mostly on Jost's D, but as mentioned a directional component can be calculated for any measure of genetic differentiation. It has been brought up that D might have weaknesses when it comes to calculating migration rates (Jost, 2009; Whitlock, 2011) . We therefore in this study simply stick to calculating the relative migration rates. In a future study it would be desirable to develop the migration calculations further. Moreover developing techniques for classifying the accuracy and stability of the estimated migration values would be desirable since experimentalists typically have access to only one generation and one "run". Nevertheless the simplicity of our approach makes it useful already in its present form. It can be used when studying structured populations with unknown or asymmetric dispersal. When adding a component of direction to the genetic structure it is more easily linked to physical parameters as currents or wind directions.
Conclusions
In this paper we present a new, simple and straightforward approach to define a directional component to measures of genetic differentiation. The approach can easily be applied to genetic samples if allele frequencies are known. Directional measures of genetic differentiation can further be used for estimation of asymmetric migration patterns. We show that our method is able to detect underlying migration pattens by testing the approach on simulated genetic data with known migration.
