Abstract. The notion of entropy is ubiquitous both in natural and social sciences. In the last two decades, a considerable effort has been devoted to the study of new entropic forms, which generalize the standard BoltzmannGibbs (BG) entropy and are widely applicable in thermodynamics, quantum mechanics and information theory. In [23] , by extending previous ideas of Shannon [38, 39] , Khinchin proposed an axiomatic definition of the BG entropy, based on four requirements, nowadays known as the Shannon-Khinchin (SK) axioms. The purpose of this paper is to show that all admissible entropies, i.e. entropies that have a physical meaning, as well as an information-theoretical content, must satisfy a fundamental requirement, i.e. composability, which replaces the fourth SK axiom and implies the first two. In addition, all known admissible entropies can be encoded into a simple universal class. Due to its intrinsic group-theoretical meaning, and specifically its relation with the universal formal group, this class will be called the universal-group entropy. Several new examples of multi-parametric entropies are also presented.
Introduction
Entropy is a fundamental notion, at the heart of modern science. In the second half of the twentieth century, its range of applicability has been extended from the traditional context of classical thermodynamics to new areas such social sciences, economics, biology, quantum information theory, linguistics, etc. More recently, the role of entropy in the theory of complex systems has been actively investigated. From one side, several studies were devoted to axiomatic formulations, aiming at clarifying the foundational aspects of the notion of entropy. From the other side, many researchers pursued the idea of generalizing the classical Boltzmann-Gibbs statistical mechanics. Consequently, a plethora of new entropic forms, designed for extending the applicability of BG entropy to new contexts, was introduced.
The first research line was started by the seminal works by Shannon [38, 39] and Khinchin [23] . A set of four axioms, nowadays called the SK axioms, characterizing uniquely the BG entropy, was introduced. The first three SK axioms represent natural requirements (continuity, independence on zero probability events, concavity), that should be satisfied by any functional playing a role of entropy. Instead, the fourth axiom simply imposes the additivity of an entropy with respect to the composition of two independent subsystems. For long time, additivity was interpreted as the property that ensures extensivity, i.e. the linear dependence of entropy on the number of particles of a system. According to Clausius, extensivity is crucial for an entropy to be thermodynamically admissible. Surprisingly, the two concepts are completely independent: additivity does not imply, nor is implied by extensivity. In addition, no entropy, irrespectively of being additive or nonadditive, can be extensive in any dynamical regime. For instance, if W (N ) is the total number of states of a complex system as a function of the number of its particles N , it turns out that a (sufficient) condition for the BG entropy to be extensive is that W (N ) ∼ k N , with k ∈ R + ; however, if W (N ) ∼ N k , it is not. The second research line, i.e. the study of generalized entropies and thermostatistics, in which the additivity axiom is explicitly violated, has become an extremely active research area in the last three decades. Since the work of Tsallis [46] , many new entropic functionals have been proposed in the literature (see e.g. [1] , [4] , [6] , [9] , [14] , [16, 17] , [29] , [30] , [37] , [43] , [49] ). From the point of view of statistical mechanics, they may generalize the BG entropy in weakly chaotic regimes, when the ergodicity hypothesis is violated and the correlation functions exhibit a nonexponential decay, typically a power-law one. [45] . For instance, Tsallis entropy, which is nonadditive, is extensive for special values of the parameter q in regimes where the BG entropy is not [50] .
Another source of nonadditive entropies is Information Theory. In this context, generalized entropies can provide more refined versions of Kullback-Leibler-type divergences [24] , useful for constructing comparative tests of sets of data.
In the study of entanglement, nonadditive entropies appear as necessary alternatives to the von Neumann entropy [51] , [14] . As usual, a system composed by two subsystems A and B is said to be entangled or separated if its density operator ρ cannot be written as a convex combination of uncorrelated densities, i.e.
. As shown in [20] , the direct maximization of the von Neumann entropy S = −Trρ ln ρ does not avoid the detection of fake entanglement even for the case of two spin 1 2 systems. The need for generalized nonadditive entropies in order to design efficient criteria for separability has been advocated in [14] . Recently, the relevance of generalized entropies in processes with quantum memory has been recognized [7] .
However, despite of the huge literature available on entropic functionals, an essential requirement has been often neglected: composability [13] , [48] . An entropy is said to be composable if, given two statistically independent subsystems A and B of a complex system, the entropy of the composed subsystem A + B depends on the entropies of the two subsystems S(A) and S(B) only (apart possibly a set of parameters). This ensures that a given entropy can be expressed just in terms of macroscopic configurations of a system, without the need for a microscopic description of the underlying dynamics. We get in this way a coarse-grained -type entropy [15] ; if not so, the concept of entropy would be simply empty. Even the second law of thermodynamics loses any meaning if not referred to the evolution of macroscopic subsystems: the entropy would stay invariant if defined on microscopic configurations.
From the previous discussion, it emerges that keeping only with the first three SK axioms is a too weak requirement from a thermodynamical perspective: the fourth SK axiom cannot be simply dropped away. At its place, the property of composability, which is at the heart of the notion of entropy, should be assumed. This assumption is not obvious. Although the most relevant cases, as the BlotzmannGibbs entropy and the Tsallis entropy are composable, we shall show that a large set of entropies recently considered is not.
In this work, we present two main results. First, we encode composability into a general axiomatic formulation. Precisely, we introduce the composability axiom, that should be fulfilled by any entropy thermodynamically admissible. This notion replaces the first three SK axioms and generalizes the fourth in a broad sense.
Second, we introduce an entropic form that appears to be the most general (at the best of our knowledge) admissible entropy. We shall call it the universalgroup entropy, due to its relation with the universal formal group. By means of this entropy, we solve completely the problem of classifying all known trace-form composable entropies. Indeed, it emerges that all of them are particular case of the new entropic form. At the same time, the present formulation unravels the intrinsic group-theoretical content of the concept of entropy: the composability requirement is equivalent to the definition of a group law.
The universal-group entropy depends a priori on a (possibly) infinite number of independent parameters. The special cases of one and two-parametric entropies known in the literature, satisfying the first three SK axioms and composable are recovered by a suitable choice of the space of parameters. Special attention will be paid to the recently introduced S c,d entropy [16] and to group entropies [43] , respectively. We will show that both cases are related to the universal-group theoretical framework in a very direct way.
The structure of the paper is the following. In Section 2, the precise formulation of the notion of composability is proposed. In Section 3, the theory of formal groups, and in particular that of universal formal group, is sketched. In Section 4, the universal-group entropy is defined and its main properties are studied in Section 5. In Section 6, a new example of three-parametric entropy is proposed. In Section 7, the Legendre-type structure and some thermodynamical aspects of the theory are discussed. In Section 8, the information-theoretical content of the universal-group entropy is clarified.
We expect that the present general formulation of the notion of entropy, apart its intrinsic theoretical interest, can have further use both in classical quantum information theory and beyond.
2.
A new axiomatic formulation of entropy: the composability axiom.
We start with the new axiomatic definition of the notion of entropy, that includes and completes the SK formulation. Definition 1. An entropy S is composable if there exists a continuous function of two real variables Φ(x, y) such that
where A ⊂ X and B ⊂ X are two macroscopic independent subsystems of a given system X, with the further properties (C1) Symmetry:
(C2) Null-composability:
(C3) Associativity:
Continuity of Φ(x, y) implies the first SK axiom. The symmetry property is an obvious requirement. The null-composability ensures that the composition of a subsystem with an empty subsystem can not affect thermodynamics, and in fact is equivalent to the second SK axiom. The associativity property is the essential point: it guarantees the composability of more than two subsystems.
Remark 1.
Given an entropic functional S[p], defined in the space of probability distributions {p i } W i=1 associated with a given physical system, the composability axiom requires that Φ must satisfy the properties (1)-(4) for subsystems characterized by any possible choice of the probability distrubution {p i } W i=1 (and not just for the uniform distribution
Motivated by the previous discussion, we propose a thermodynamical notion of admissibility for an entropy to be considered interesting from a physical point of view.
Definition 2. An entropy S is (thermodynamically) admissible if it is concave and composable.
The problem of classifying the admissible entropies will be discussed and solved in the forthcoming sections.
Formal groups
The theory of formal groups [8] represents the natural settings to formulate the theory of composable entropies. It has been intensively investigated in the last decades, due to its relevance in many branches of mathematics, especially algebraic topology, the theory of elliptic curves, and arithmetic number theory [19] , [42] . Here we briefly recall only some salient aspects, necessary in the subsequent discussion.
The relevance of formal groups relies first of all on their close connection with Lie group theory. Indeed, it is well known that, over a field of characteristic zero, it exists an equivalence of categories, given by Lie Algebras ←→ Formal Groups Also, if A is the valuation ring of a complete ultrametric field F , a commutative diagram of functors holds [36] :
More specifically, any n-dimensional formal group law defines a n-dimensional Lie algebra over the same valuation ring A by means of the identification
where F 2 (X, Y ) denotes the quadratic part of the formal group law F (X, Y ). However, in a field of characteristic p = 0, the equivalence (3) no longer holds, and formal groups can be thought of as intermediate objects between Lie groups and Lie algebras.
Given a commutative ring R with identity, and the ring R {x 1 , x 2 , ..} of formal power series in the variables x 1 , x 2 , ... with coefficients in R, a commutative onedimensional formal group over R is a formal power series Ψ (x, y) ∈ R {x, y} such that [8] 1)
When Ψ (x, y) = Ψ (y, x), the formal group is said to be commutative (the existence of an inverse formal series ϕ (x) ∈ R {x} such that Φ (x, ϕ (x)) = 0 follows from the previous definition). The Lazard universal formal group is strictly related to cobordism theory [11] , [33] , [34] . Indeed, the coefficients c n of the universal group can be identified with the cobordism classes of CP n . Suppose that E is a 2-periodic generalized cohomology theory, with a complex orientation in degree zero. Then, for each stably almost complex manifold M , we have a fundamental class [M ] ∈ E 0 . Also, it is possible to construct a canonical formal group law F over E 0 , with the property that log
In [11] and [31] , it has been pointed out that the Lazard group is fundamental in the discussion of the classical and modern theory of unitary cobordisms. A beautiful connection with combinatorial Hopf algebras and Rota's umbral calculus was established in [12] . A combinatorial approach has been proposed in [5] .
In the papers [40] , [42] a connection between the Lazard group and the theory of Dirichlet series has been established. In this context, the Universal Bernoulli polynomials were also introduced and their remarkable properties studied in [44] (see also [41] ). In [28] , the universal Bernoulli polynomials have been related to the theory of hyperfunctions of one variable by means of an extension of the classical Lipschitz summation formula to negative powers.
3.1. The Lazard universal formal group. The main algebraic structure we need is provided by the following construction. Let us consider the formal group logarithm
..] with b 0 = 1. Let G (t) be its compositional inverse (the formal group exponential):
. .. The Lazard universal formal group law [19] is defined by the formal power series
It has a great relevance in many branches of mathematics, as algebraic topology, cobordism theory, etc. [19] , [42] , [44] .
The Lazard ring L is the subring of Q [c 1 , c 2 , ...] generated by the coefficients of the power series G (F (s 1 ) + F (s 2 )).
A classification of admissible entropies:
The universal-group entropy.
We are now able to construct a very general family of entropies that are composable and admissible.
4.1. The universal-group entropy.
, be a discrete probability distribution. Let G(t) be the power series
with {a k } k∈N a sequence of indeterminates, satisfying the condition
The universal-group entropy is the functional
The name of the entropy (8) is obviously reminiscent of the direct connection of this entropy with Lazard's universal formal group. Indeed, G(t) is a formal group exponential.
Remark 2. Condition (7) ensures that G(t) is absolutely and uniformly convergent with a radius r = ∞ and that S U [p] is a concave functional.
Remark 3. The universal-group entropy depends on the infinite set of parameters a k , which are a priori independent. To recover known cases of one-parametric or two-parametric entropies, depending for instance on the parameters q 1 and q 2 , we shall have that a k = f k (q 1 , q 2 ). Also, notice that the (apparently) more general case of an entropy of the form
where c is a positive constant, can be easily recast in the language of Definition 3. Indeed, it is sufficient to consider a formal group exponential
, with α k = a k c k or, equivalently, to require a modified condition (7) of the form a k ≥ c(k + 1)a k+1 .
Remark 4. The entropy (8) is trace-form. The family of trace-form entropies is very general, but does not include other functional forms, like Renyi's entropy [35] , useful in several applications. However, the fact that the entropy (12) is trace-form, with a group exponential at least piecewise differentiable, ensures Lesche stability [27] , which is a desirable property of any entropic functional, and more generally of any physical observable. Essentially, Lesche stability is the property of uniform continuity of an entropic functional in the space of probability distributions. It guarantees that a small variation of the set of probabilities produces a small change of entropy: given two distributions {p i } i=1,...,W and {p
where, given a vector x, x 1 denotes the l 1 norm and S max denotes the maximum value of the entropy. This requirement, crucial for physical applications, is not so relevant in other contexts, as for instance, Information Theory. Renyi's entropy is indeed unstable.
Main properties
In the following, we shall focus on the most relevant properties of the entropy (12), directly coming from its group-theoretical formulation, and on its relationship with other entropic functionals. 
Condition a k ≥ (k + 1)a k+1 ensures that the inequality (11) is satisfied. Consequently, the entropy (8) is concave in its space of parameters.
(Composability). Let {p
two sets of probabilities. The joint probability is p
The total number of states of the composed system, including states with possibly null probability, is W AB = W A W B . We have
The continuous function φ(x, y) = G(F (x) + F (y)) defines the Lazard universal formal group, and automatically verifies the conditions of symmetry, null composability and transitivity. Notice that this in turn would provide an alternative proof of conditions SK1-SK2. In the case of an entropy of the form (9), the same analysis holds.
Extensivity.
Theorem 2. The universal-group entropy is extensive for a suitable choice of the occupation law W = W (N ).
This ensures the applicability of the entropy (8) to thermodynamics.
Proof. Consider the uniform probability distribution (i.e. p i = 1/W for all i = 1, . . . , W ). We have that
The occupation law W (N ) so determined can be computed explicitly. Indeed, F (s) is the compositional inverse of G(t): it can be constructed by means of the Lagrange inversion principle.
5.3.
Universality. The universality property can be stated as follows: All known trace-form composable entropies are particular cases of the universal-group entropy. Let us first observe that the universal entropy admits the following decomposition
in terms of an elementary basis of composable functionals
a) The Boltzmann-Gibbs entropy
is obtained by means of the choice G(t) = t, c = 1 (i.e. for a 1 = 1, a i = 0, ∀i = 2, 3, . . .).
b) The Tsallis entropy [46] (14)
and a very similar expansion holds:
is obtained by means of the choice G(t) =
exp(κt)−exp(−κt) 2κ
, c = 1. The decomposition (12) of the Kaniadakis entropy is given by (18)
where 0 < k ≤ 1. d) Another important case is the S c,d entropy, introduced in [16] . This interesting entropic form was obtained by taking into account two scaling laws that emerge naturally from the requirement of the first three SK axioms. It reads
Here Γ(s, x) denotes the upper incomplete Gamma function (and k B = 1).
The authors analyzed essentially all entropies known in the literature that satisfy the axioms (SK1)-(SK3) (with the exception of group entropies), and observed that these entropies can all be considered to be particular cases of the S c,d entropy, for a suitable choice of (c, d) (see also [18] for a recent discussion of the role of the S c,d entropy). These parameters appear as the exponents characterizing the two scaling laws.
Consequently, in this Section, we will not compare exhaustively all the other cases already considered in [16] (as e.g. the Anteneodo-Plastino [4] and Shafee entropy [37] ). Instead, we shall discuss directly the relationship between the S c,d entropy and the universal-group entropy. Consider the identity
where γ(s, x) is the lower incomplete gamma function, as well as the series expansion of γ(s, x) for real positive values of its arguments. We obtain that
where Γ(a) is the Euler Gamma function,
Notice that the functional
can lead to a composable entropy only for d ∈ N. Therefore, in the subsequent considerations, we shall restrict to this case. To perform our analysis, for d ∈ N we shall use the identity
that can be proven by a direct computation. The identity (22) allows to expand the entropy in terms of the basis {S k [p]}. In general, we have
Let us see some particular cases of the previous formula. We easily recover the two examples of [16] , i.e.
For c arbitrary, let us write explicitly, for instance, the functionals corresponding to d = 3: e) The S δ entropy has been recently introduced in [49] in the context of blackholes thermodynamics:
This entropy belongs to the subclass (c = 1, d = δ) according to the classification in terms of the S c,d entropy. It is composable for δ ∈ N. The same property holds for the case of the entropic functional
Indeed, it is composable for any q ∈ R and δ ∈ N, and for δ ∈ R/N, it is not. f) The Borges-Roditi entropy is a two-parametric entropy, introduced in [9] . The associated generalized logarithm reads
which reproduces Abe's entropy [1] for a = σ − 1, b = σ −1 − 1. It also generalizes the entropy (17) . The entropy (28) for a suitable choice of a, b satisfies the first three SK axioms (however, it is not related to the S c,d entropy). The related group exponential is
The formal group corresponding to (29) , giving the interaction rule for this class, is known in the literature as the Abel formal group, defined by [10] (30)
The coefficients β n in (30) can be expressed as polynomials in a and b (see Proposition 3.1 of [10] ):
(ia + jb).
The Borges-Roditi entropy possesses the following expansion: (31)
g) An infinite family of entropies which by construction are composable was introduced in [43] : the group entropies. They are defined by
Here Log G denotes the generalized logarithm
where k n are real constants such that 
with the constraints (34) . Notice that there is much freedom in choosing the r coefficients k n , since only two conditions are required to guarantee the correct limit. Due to the specific choice of the formal group structure, the generalized logarithm (33) is intimately related to a family of discrete derivatives. Indeed, let us denote by T the shift operator, acting on a function f as T f (x) = f (x + σ). The discrete derivatives of order r associated to the generalized logarithms (33) are
In the limit σ → 0, ∆ r (σ) = ∂ x . For a suitable choice of the space of parameters σ, the obtained entropies are concave, and satisfy the first three SK axioms. The relation between group entropies and the class S c,d was an open question. The answer is that the two classes are simply different. In other words, the entropies (32), with the exception of Tsallis entropy, cannot be obtained from S c,d entropy by specializing the coefficients (c, d).
The first representative of the group-entropy class is indeed the Tsallis entropy, obtained for Log G (x) =
The second representative of the class, the Kaniadakis entropy, is not in the S c,d family. Consider the logarithm Log III (x) =
(associated to a third order discrete derivative). The corresponding entropy is
This entropy satisfies the first three SK axioms; in particular, is concave for 2/3 < q < 1 (here we prefer to use the parameter q = 1 − σ). In the limit q → 1, the entropy S III reduces to the Boltzmann-Gibbs entropy. Also, the entropy S III is composable and corresponds to G(t) =
. Therefore, is admissible. However, it is not obtainable neither from Borges-Roditi's nor from S c,d entropy. Its expansion is given by
Another entropy, with very similar properties, is the following (corresponding to a fourth order discrete derivative)
By using the construction proposed in [43] , infinitely many new entropies, each of them depending on a parameter q, and admissible in a specific interval of values of q, can be constructed. They are not specific cases of any of the previously discussed entropies. At the same time, being trace-form and satisfying the first three SK axioms, they comply with the two scaling laws postulated in [16] (as is also easy to prove directly). Both families, i.e. group entropies and the S c,d entropies can be interpreted in the universal group-theoretical framework. Indeed, the case of S c,d entropy is composable for certain choices of (c, d), and for these values is expressible in terms of the entropy (12) by means of the general formula (23) . The group entropies (32), being composable by construction, are always a subfamily of the entropy (12).
6.
A new three-parametric admissible entropy: the S q,α,β entropy
To illustrate the potential richness of the theory previously developed, we wish to present here a new nontrivial multi-parametric entropic functional, obtained as a special case of the construction sketched above. It reads (36)
The main properties of this entropy are the following.
irrespectively of the choice of the parameters.
ii) The entropy (36) is trace-form.
iii) It satisfies the first three SK axioms; in particular, it is concave for 1/2 < q < 1, 0 < α < 1/4, −1/4 < β < 0.
iv) The parameters α, β, q are independent; consequently, the entropy (36) is not reducible to the previously discussed two-parametric classes.
v) It is composable, hence admissible, with expansion
The entropy (6) is in the group entropy class, but it was not considered in [43] . Also, it is not a particular case of S c,d or S BR . This example is just a representative of a large class of entropic functionals, each of them multiparametric, that can be constructed by using the group-theoretical framework previously discussed. However, the complete analysis of this class, which is a specific realization of the notion of universal-group entropy, is outside the scopes of this paper.
Distribution functions and thermodynamical properties
We shall discuss the maximization of group entropies under appropriate constraints: we advocate a generalized maximum entropy principle (see e.g. [22] , [2] ). We will see that the Legendre structure of classical thermodynamics is preserved in our group-theoretical framework. Precisely, let
where G(t) is the power series (6), with the constraint (7) (here we put c = 1 for simplicity. Given an isolated system in a stationary state, we can consider the microcanonical ensemble. The optimization of S U leads to the equal probability case, i.e. p i = 1/W, ∀i. Therefore, we have
which reduces to the celebrated Boltzmann formula S BG = k ln W in the case of uncorrelated particles. Let us consider a generalized canonical ensemble, i.e. a system in thermal contact with a reservoir. We introduce the numbers ǫ i , interpreted as the values of a physically relevant observable, typically the value of the energy of the system in its ith state. Assume that p i (ǫ i ) is a normalized and monotonically decreasing distribution function of ǫ i . We define the internal energy V in a given
Consider the variational problem of the existence of a stationary distribution p i (ǫ). We introduce the functional
where α and β are Lagrange multipliers. By imposing the vanishing of the variational derivative of this functional with respect to the distribution p i , we get the stationary solution
, and E(·) is an invertible function. At a formal level, we shall identify E with the inverse of Log U . Under this assumption, we have
where F (s) is the compositional inverse of G(t), given by (3.1). The power series F (s) can be formally computed by the Lagrange inversion principle, and in several cases takes an explicit form in terms of elementary or special functions.
If we eliminate the parameter α by means of the constraint i p(ǫ i ) δL δp(ǫi) | p= p = 0, and performing the Legendre transform of Log U (Z), we get the interesting relation (40) Log U (Z) + βV = S U .
The previous equation can be used to introduce a thermodynamical observable T , which has the interpretation of a local temperature for a nonequilibrium metastable state. Precisely, we can define it from
Analogously, a generalized free energy can be introduced according to F = V − T S U . Following [1] , we can extend the classical H-theorem to our class of entropic forms. Assume that the group logarithm (7) be a piecewise monotonic invertible function. Let A ij denote the transition probability per unit time from the state j to the state i. we can write the master equation
We shall also assume the principle of microscopic reversibility [26] , which reads A ij = A ji , We finally obtain the following generalized H-theorem
Information-theoretical content
The universal-group entropy is useful in information theory: there is an infinite class of generalized Kullback-Leibler (KL) divergencies associated with it. The classical KL divergencies [24] are nowadays one of the most relevant tools for comparing huge sets of data, and find applications in data mining, economics, biology, etc. Precisely, the following property holds. Given two different probability distributions P and Q, the KL entropy is a measure of the expected number of additional bits required to code samples from P if, instead using a code based on P , we use a code based on Q.
Let (X, Σ, µ) be a measure space, where X is a set, Σ a σ-algebra over X, and
The probability measure induced by a p.d.f. p is defined by (44) P
We shall assume that (X, Σ, µ) is a σ-finite measure space, and that our probability measures are absolutely continuous with respect to µ. We will also identify functions differing on a µ-null set only.
In this section, we shall put k B = 1. We can now propose the main definition of this Section. In a similar way, we can introduce a generalization of the standard KullbackLeibler relative entropy (KL) [24] .
Definition 5. Let P and Q be two probability measures, and Q be absolutely continuous with respect to P. Let p and q be the probability distribution functions generating P and Q respectively. The relative entropy associated with the universal-group entropy is defined by
provided the integral exists.
Due to the classical Radon-Nikodym theorem, we can identify information measures coming from p.d.f.'s and from probability measures up to a µ-null set, with P << µ.
Our definition includes as a special case the relative group entropy, introduced in [43] , and that proposed by Tsallis in [47] .
The main property of the relative entropy associated with the universal-group entropy is a generalization of Gibbs' inequality. We will state it here in the discrete case only. Proof. This property is a consequence of the the classical Jensen inequality [25] for a convex function:
j a j for a set of nonnegative real numbers a i .
Let P := {p 1 , · · · , p W } and Q := {q 1 , · · · , q W } be sets of nonnegative real numbers, not all vanishing, with p i = S 1 , q i = S 2 , and ϕ(x) := xG (ln x). As customarily in information theory, we shall put k B = 1. Then
Now, if S 1 = S 2 = 1, the inequality D G (P Q) ≥ 0 follows. Due to the condition G (0) = 0, when p i = q i for all i = 1, . . . , W we have D G (P Q) = 0.
The properties described above ensure that the universal-group entropy is a flexible tool providing new insight in different contexts of the theory of complex systems. In particular, it can offer a more general approach to the description of the evolution of biological complexity [3] . For instance, a nonadditive entropy taken from the class (8) a priori could be more appropriate than the Shannon one, in order to take into account the so-called epistatic correlations between sites in a genomic chain. As a second concrete application, the universal-group entropy can be easily used to provide tests of similarity of genomic sequences, based on the previous discussion.
