End-to-end Speech Translation (ST) models have many potential advantages when compared to the cascade of Automatic Speech Recognition (ASR) and text Machine Translation (MT) models, including lowered inference latency and the avoidance of error compounding. However, the quality of end-to-end ST is often limited by a paucity of training data, since it is difficult to collect large parallel corpora of speech and translated transcript pairs. Previous studies have proposed the use of pre-trained components and multi-task learning in order to benefit from weakly supervised training data, such as speech-totranscript or text-to-foreign-text pairs. In this paper, we demonstrate that using pre-trained MT or text-to-speech (TTS) synthesis models to convert weakly supervised data into speech-to-translation pairs for ST training can be more effective than multi-task learning. Furthermore, we demonstrate that a high quality end-to-end ST model can be trained using only weakly supervised datasets, and that synthetic data sourced from unlabeled monolingual text or speech can be used to improve performance. Finally, we discuss methods for avoiding overfitting to synthetic speech with a quantitative ablation study.
INTRODUCTION
Recent advances in deep learning and more specifically in sequenceto-sequence modeling have led to dramatic improvements in ASR [1, 2] and MT [3, 4, 5, 6, 7] tasks. These successes naturally led to attempts to construct end-to-end speech-to-text translation systems as a single neural network [8, 9] . Such end-to-end systems have advantages over a traditional cascaded system that performs ASR and MT consecutively in that they 1) naturally avoid compounding errors between the two systems; 2) can directly utilize prosodic cues from speech to improve translation; 3) have lower latency by avoiding inference with two models; and 4) lower memory and computational resource usage.
However, training such an end-to-end ST model typically requires a large set of parallel speech-to-translation training data. Obtaining such a large dataset is significantly more expensive than acquiring data for ASR and MT tasks. This is often a limiting factor for the performance of such end-to-end systems. Recently explored techniques to mitigate this issue include multi-task learning [9, 10] and pre-trained components [11] in order to utilize weakly supervised data, i.e. speech-to-transcript or text-to-translation pairs, in contrast to fully supervised speech-to-translation pairs.
Although multi-task learning has been shown to bring significant quality improvements to end-to-end ST systems, it has two constraints which limit the performance of the trained ST model: 1) the shared components have to compromise between multiple tasks, which can limit their performance on individual tasks; 2) for each training example, the gradients are calculated for a single task, parameters are therefore updated independently for each task, which may lead to sub-optimal solution for the entire multi-task optimization problem.
In this paper, we train end-to-end ST models on much larger datasets than previous work, spanning up to 100 million training examples, including 1.3K hours of translated speech and 49K hours of transcribed speech. We confirm that multi-task learning and pretraining are still beneficial at such a large scale. We demonstrate that performance of our end-to-end ST system can be significantly improved, even outperforming multi-task learning, by using a large amount of data synthesized from weakly supervised data such as typical ASR or MT training sets. Similarly, we show that it is possible to train a high-quality end-to-end ST model without any fully supervised training data by leveraging pre-trained components and data synthesized from weakly supervised datasets. Finally, we demonstrate that data synthesized from fully unsupervised monolingual datasets can be used to improve end-to-end ST performance.
RELATED WORK
Early work on speech translation typically used a cascade of an ASR model and an MT model [12, 13, 14] , giving the MT model access to the predicted probabilities and uncertainties from the ASR. Recent work has focused on training end-to-end ST in a single model [8, 9] .
In order to utilize both fully supervised data and also weakly supervised data, [9, 10] use multi-task learning to train the ST model jointly with the ASR and/or the MT model. By doing so, both of them achieved better performance with the end-to-end model than the cascaded model. [11] conducts experiments on a larger 236 hour English-to-French dataset and pre-trains the encoder and decoder prior to multi-task learning, which further improves performance. However, the end-to-end model performs worse than the cascaded model in that work. [15] shows that pre-training a speech encoder on one language can improve ST quality on a different source language.
Using TTS synthetic data for training speech translation was a requirement when no direct parallel training data is available, such as in [8, 16] . In contrast, we show that even when a large fully supervised training set is available, using synthetic training data from a high quality multi-speaker TTS system can further improve the performance of an end-to-end ST model. Synthetic data has also been used to improve ASR performance. [17] builds a cycle chain between TTS and ASR models, in which the output from one model is used to help the training of the other. Instead of using TTS, [18] The MT synthetic data in this work helps the system in a manner similar to knowledge distillation [20] , since the network is trained to predict outputs from a pretrained MT model. In contrast, synthesizing speech inputs using TTS is more similar to MT back-translation [21] .
MODELS
Similar to [9] , we make use of three sequence-to-sequence models. Each one is composed of an encoder, a decoder, and an attention module. Besides the end-to-end ST model which is the major focus of this paper, we also build an ASR model and an MT model, which are used for building the baseline cascaded ST model, as well as for multi-task learning and encoder / decoder pre-training for ST. All three models represent text using the same shared English/Spanish Word Piece Model (WPM) [22] containing 16K tokens.
ASR model: Our ASR model follows the architecture of [2] . We use a 5 layer bidirectional LSTM encoder, with cell size 1024. The decoder is a 2 layer unidirectional LSTM with cell size 1024. The attention is 4-head additive attention. The model takes 80-channel log mel spectrogram features as input. MT model: Our MT model follows the architecture of [23] . We use a 6 layer bidirectional LSTM encoder, with cell size of 1024. The decoder is an 8 layer unidirectional LSTM with cell size 1024, with residual connection across layers. We use 8-head additive attention. ST model: The encoder has similar architecture to the ASR encoder, and the decoder has similar architecture to the MT decoder. Throughout this work we experiment with varying the number of encoder layers. The model with the best performance is visualized in Figure 1 . It uses an 8 layer bidirectional LSTM for the encoder and an 8 layer unidirectional LSTM with residual connections for the decoder. The attention is 8-head additive attention, following the MT model.
SYNTHETIC TRAINING DATA
Acquiring large-scale parallel speech-to-translation training data is extremely expensive. The scarcity of such data is often a limiting factor on the quality of an end-to-end ST model. To overcome this issue, we use two forms of weakly supervised data by: synthesizing input speech corresponding to the input text in a parallel text MT training corpus, and synthesizing translated text targets from the output transcript in an ASR training corpus.
Synthesis with TTS model
Recent TTS systems are able to synthesize speech with close to human naturalness [24] , in varied speakers' voices [25] , create novel voices by sampling from a continuous speaker embedding space [26] .
In this work, we use the TTS model trained on LibriSpeech [27] from [26] , except that we use a Griffin-Lim [28] vocoder as in [29] which has significantly lower cost, but results in reduced audio quality 1 . We randomly sample from the continuous speaker embedding space for each synthesized example, resulting in wide diversity in speaker voices in the synthetic data. This avoids unintentional bias toward a few synthetic speakers when using it to train an ST model and encourages generalization to speakers outside the training set.
Synthesis with MT model
Another way to synthesize training data is to use an MT model to translate the transcripts in an ASR training set into the target language. In this work, we use the Google Translate service to obtain such translations. This procedure is similar to knowledge distillation [20] , except that it uses the final predictions as training targets rather than the predicted probability distributions.
EXPERIMENTS

Datasets and metrics
We focus on an English speech to Spanish text conversational speech translation task. Our experiments make use of three proprietary datasets, all consisting of conversational language, including: (1) an MT training set of 70M English-Spanish parallel sentences; (2) an ASR training set of 29M hand-transcribed English utterances, collected from anonymized voice search log; and (3) a substantially smaller English-to-Spanish speech-to-translation set of 1M utterances obtained by sampling a subset from the 70M MT set, and crowdsourcing humans to read the English sentences. The final dataset can be directly used to train the end-to-end ST model. We use data augmentation on both speech corpora by adding varying degrees of background noise and reverberation in the same manner as [2] . The WPM shared among all models is trained with the 70M MT set.
We use two datasets for evaluation: a held out subset of 10.8K examples from the 1M ST set, which contains read speech, and another 8.9K recordings of natural conversational speech in a domain different from both the 70M MT and 29M ASR sets. Both eval sets contain English speech, English transcript and Spanish translation triples, so they can be used for evaluating either ASR, MT, or ST. ASR performance is measured in terms of Word Error Rate (WER) and translation performance is measured in terms of BLEU [30] scores, both on case and punctuation sensitive reference text.
Baseline cascaded model
We build a baseline system by training an English ASR model and an English-to-Spanish MT model with the architectures described Table 2 . BLEU scores of baseline end-to-end ST and cascaded models. All end-to-end models use 5 encoder and 8 decoder layers.
in Section 3, and cascading them together by feeding the predicted transcript from the ASR model as the input to the MT model. The ASR model is trained on a mixture of the 29M ASR set and the 1M ST set with 8:1 per-dataset sampling probabilities in order to better adapt to the domain of the ST set. The MT model is trained on the 70M MT set, which is a superset of the 1M ST set. As shown in Table 1 , the ST BLEU is significantly lower than the MT BLEU, which is the result of cascading errors from the ASR model.
Baseline end-to-end models
We train a vanilla end-to-end ST model with a 5-layer encoder and an 8-layer decoder directly on the 1M ST set. We then adopt pretraining and multi-task learning as proposed in previous literature [9, 10, 11, 15] in order to improve its performance. We pre-train the encoder on the ASR task, and the decoder on the MT task as described in Section 5.2. After initialization with pre-trained components (or random values for components not being pre-trained), the ST model is fine-tuned on the 1M ST set. Finally, we make use of multi-task learning by jointly training a combined network on the ST, ASR, and MT tasks, using the 1M, 29M, 70M datasets, respectively. The ST sub-network shares the encoder with the ASR network, and shares the decoder with the MT network. For each training step, one task is sampled and trained with equal probability. Performance of these baseline models is shown in Table 2 . Consistent with previous literature, we find that pre-training and multitask learning both significantly improve ST performance, because they increase the amount of data seen during training by two orders of magnitude. When both pre-training and multi-task learning are applied, the end-to-end ST model slightly outperforms the cascaded model.
Using synthetic training data
We explore the effect of using synthetic training data as described in Section 4. To avoid overfitting to TTS synthesized audio (especially since audio synthesized using the Griffin-Lim algorithm contains obvious and unnatural artifacts), we freeze the pre-trained encoder # additional encoder layers 0 1 2 3 4
In-domain 54.5 55.7 56.1 55. Table 3 . BLEU scores of the extended ST model, varying the number of additional encoder layers on top of the frozen pre-trained ASR encoder. The decoder is pre-trained but kept trainable. Multi-task learning is not used.
Fine-tuning set
In Table 4 . BLEU scores of ST trained with synthetic data. All rows use the same model architecture as Figure 1 .
but stack a few additional layers on top of it. The impact of adding different number of additional layers when fine-tuning with the 1M ST set is shown in Table 3 . Even with no additional layer, this approach outperforms the fully trainable model ( Table 2 row 3) on the out-of-domain eval set, which indicates that the frozen pre-trained encoder helps the ST model generalize better. The benefit of adding extra layers saturates after around 3 layers. Following this result, we use 3 extra layers for the following experiments, as visualized in Figure 1 .
We analyze the effect of using different synthetic datasets in Table 4 for fine-tuning. The TTS synthetic data is sourced from the 70M MT training set, by synthesizing English speech as described in Section 4.1. The synthesized speech is augmented with noise and reverberation following the same procedure as is used for real speech. The MT synthetic data is sourced from the 29M ASR training set, by synthesizing translation to Spanish as described in Section 4.2. The encoder and decoder are both pre-trained on ASR and MT tasks, respectively, but multi-task learning is not used.
The middle group in Table 4 presents the result of fine-tuning with both synthetic datasets and the 1M real dataset, sampled with equal probability. As expected, adding a large amount of synthetic training data (increasing the total number of training examples by 1 -2 orders of magnitude), significantly improves performance on both indomain and out-of-domain eval sets. The MT synthetic data improves performance on the out-of-domain eval set more than it does on the in-domain set, partially because it contains natural speech instead of read speech, which is better matched to the out-of-domain eval set, and partially because it introduces more diversity to the training set and thus generalizes better. Fine-tuning on the mixture of the three datasets results in dramatic gains on both eval sets, demonstrating that the two synthetic sources have complementary effects. It also significantly outperforms the cascaded model.
The bottom group in Table 4 fine-tunes using only synthetic data. Surprisingly, they achieve very good performance and even outperform training with both synthetic and real collected data on the out-of-domain eval set. This can be attributed to the increased Table 5 . BLEU scores using fully trainable encoder, which performs worse than freezing lower encoder layers as in Table 4 .
In-domain Out-of-domain
Real + one-speaker TTS synthetic 59.5 19.5 Only one-speaker TTS synthetic 38.5 13.8 Table 6 . BLEU scores when fine-tuning with synthetic speech data synthesized using a single-speaker TTS system, which performs worse than using the multi-speaker TTS as in Table 4 .
sampling weight of training data with natural speech (instead of read speech). This result demonstrates the possibility of training a highquality end-to-end ST system with only weakly supervised data, by using such data for components pre-training and generating synthetic parallel training data from them by leveraging on high quality TTS and MT models or services.
Importance of frozen encoder and multi-speaker TTS
To validate the importance of freezing the pre-trained encoder, we compare to a model where the encoder is fully fine-tuned on the ST task. As shown in Table 5 , full encoder fine-tuning hurts ST performance, by overfitting to the synthetic speech. The ASR encoder learns a high quality latent representation of the speech content when pre-training on a large quantity of real speech with data augmentation. Additional fine-tuning on synthetic speech only hurts performance since the TTS data are not as realistic nor as diverse as real speech. Similarly, to validate the importance of using a high quality multispeaker TTS system to synthesize training data with wide speaker variation, we train models using data synthesized with the single speaker TTS model from [24] . This model generates more natural speech than the multi-speaker model used in Sec. 5.4 [26] . To ensure a fair comparison, we use a Griffin-Lim vocoder and a 16 kHz sampling rate. We use the same data augmentation procedure described above.
Results are shown in Table 6 . Even though a frozen pre-trained encoder is used, fine-tuning on only single-speaker TTS synthetic data still performs much worse than fine-tuning with multi-speaker TTS data, especially on the out-of-domain eval set. However, when trained on the combination of real and synthetic speech, performance on the in-domain eval set is not affected. We conjecture that this is because the in-domain eval set consists of read speech, which is better matched to the prosodic quality of the single-speaker TTS model. The large performance degradation on the out-of-domain eval set again indicates worse generalization.
Incorporating recent advances in TTS to introduce more natural prosody and style variation [31, 32, 33] to the synthetic speech might further improve performance when training on synthetic speech. We leave such investigations as future work.
Utilizing unlabelled monolingual text or speech
In this section, we go further and show that unlabeled monolingual speech and text can be leveraged to improve performance of an end-to-end ST model, by using them to synthesize parallel speechto-translation examples using available ASR, MT, and TTS systems.
Training set
In-domain Out-of-domain Table 7 . BLEU scores for the vanilla model trained on synthetic data generated from unlabeled monolingual data, without pre-training.
Even though such datasets are highly synthetic, they can still benefit an ST model trained with as many as 1M real training examples. We take the English text from the 70M MT set as an unlabeled text set, synthesize English speech for it using a multi-speaker TTS model as in Section 5.4, and translate it to Spanish using the Google Translate service. Similarly, we take the English speech from the 29M ASR set as an unlabeled speech set, synthesize translation targets for it by using the cascaded model we build in Section 5.2. We use this cascaded model only to enable comparison to its own performance. Replacing it with a cascade of other ASR and MT models or services should not change the conclusion. Since there is no parallel training data for ASR or MT in this case, pre-training does not apply. We use the vanilla model with a 5-layer encoder as in Section 5.3.
Results are presented in Table 7 . Even though these datasets are highly synthetic, they still significantly improve performance over the vanilla model. Because the unlabeled speech is processed with weaker models, it doesn't bring as much gain as the synthetic set from unlabeled text. Since it essentially distills knowledge from the cascaded model, it is also understandable that it does not outperform it. Performance is far behind our best results in Section 5.4 since pre-training is not used. Nevertheless, this result demonstrates that with access to high-quality ASR, MT, and/or TTS systems, one can leverage large sets of unlabeled monolingual data to improve the quality of an end-to-end ST system, even if a small amount of direct parallel training data are available.
CONCLUSIONS
We propose a weakly supervised learning procedure that leverages synthetic training data to fine-tune an end-to-end sequence-tosequence ST model, whose encoder and decoder networks have been separately pre-trained on ASR and MT tasks, respectively. We demonstrate that this approach outperforms multi-task learning in experiments on a large scale English speech to Spanish text translation task. When utilizing synthetic speech inputs, we find that it is important to use a high quality multispeaker TTS model, and to freeze the pre-trained encoder to avoid overfitting to synthetic audio. We explore even more impoverished data scenarios, and show that it is possible to train a high quality end-to-end ST model by fine-tuning only on synthetic data from readily available ASR or MT training sets. Finally, we demonstrate that a large quantity of unlabeled speech or text can be leveraged to improve an end-to-end ST model when a small fully supervised training corpus is available.
ACKNOWLEDGMENTS
