Abstract-Multiuser scheduling in a wireless context, where channel state information is exploited at the base station, can result in significant throughput gains to users. However, when QoS constraints are imposed (in the form of overflow probabilities), the benefits of multiuser scheduling are not clear. In this paper, we address this question for independent and identically distributed ON-OFF channel models, and study a "multiuser" formulation of effective capacity with QoS constraints. We consider a channel-aware greedy rule as well as the channel-aware maxqueue rule, and showed that these algorithms that yield the same long-term throughput without QoS constraints have very different performance when QoS constraints are imposed. Next, we study the effective capacity for varying channel burstiness. From results on multiuser scheduling, we expect the long-term throughput to grow with increasing channel burstiness. However, we show that the throughput with QoS constraints decreases with increasing channel burstiness. The intuitive justification for this is that with increasing burstiness, even though the the long-term throughput increases, the channel access delay increases as well resulting in poor QoS performance.
I. INTRODUCTION
T HERE has been a lot of interest over the past few years in characterizing the capacity as well as designing scheduling algorithms in a multiuser wireless context, when channel state information is available. Such a system consists of a base station along with a collection of N mobile users. Packets arrive from the Internet to the base station with their destinations being their corresponding mobile users. These packets are buffered at the base station, and are delivered to the mobile users via the base station in the following manner. The base station delivers packets to the mobile users via a time-division multiplexing system. In such a system, the time is divided into discrete slots (of the order of a millisecond [2] ), and each time slot is allocated by the base station for data transfer to a mobile user in a dynamic manner (for example, based on user channel-access fairness considerations, QoS constraints, and/or data backlog at the base station).
In these wireless systems, mobile users periodically send their "instantaneous" channel quality (channel state) to the base station (via a signaling channel). The base station is then permitted to use this information in order to dynamically allocate channel resources (time slots) to different mobile users (for example, giving increased priority to those users whose channels are currently good). Examples of such systems include high data rate (HDR) over code division multiple access (CDMA) [2] and 1xEV-DO over CDMA proposed by Qualcomm, Inc., and enhanced data rates for global system for mobile communications (GSM) evolution (EDGE). Much research has been focused on designing scheduling algorithms for such systems [1] , [7] , [8] , [11] - [17] , [21] , [22] .
A. Main Contributions
In this paper, we characterize the magnitude of the diversity gain when QoS constraints are imposed. We consider an ON-OFF channel model, which is independent and identically distributed (i.i.d.) across time and users. The main results are as follows.
1) Algorithms that yield the same long-term throughput without QoS constraints can have very different performance when QoS constraints (in the form of tail probabilities for queue lengths exceeding some threshold) are imposed. In this paper, we study a "multiuser" formulation for effective capacity [9] with QoS constraints. We consider a greedy rule, which picks the "best" channel at each time (without considering queue lengths), as well as the max-queue rule, which picks the longest queue whose channel is "ON". We have characterized the maximum throughput that can be supported with the QoS using a large deviations framework. For the system we consider, the long-term throughputs are the same under each of the rules. However, we have shown that the effective capacities (throughput with QoS constraints) of the two rules are considerably different when QoS constraints are imposed. 2) From results on multiuser scheduling (for instance, those in [23] ), we would expect the long-term throughput to grow with increasing channel burstiness. However, with QoS constraints imposed, there is a significant drop in the per-user throughput, and the throughput with QoS constraints decreases with increasing burstiness. We have shown this by deriving an explicit (closed-form expression) upper bound on the multiuser effective capacity for the N -user system under any scheduling algorithm. The intuitive justification for this result is that with increasing burstiness, even though there is multiuser diversity gain leading to increased channel rates per user, the channel access delay increases as well resulting in poor QoS performance. Thus, these results indicate that a system with restrictive QoS requirements cannot exploit multiuser scheduling gains. 3) For the max-queue rule, using a sample path large deviations approach [18] , for the two-user case (with ON-OFF channels), we have characterized the most likely trajectories of the queue lengths at the base station that lead to the QoS constraint being violated. This analysis connects the buffer overflow probability with a deterministic optimal control formulation, whose solution yields the buffer overflow probability in the large buffer regime. We further discuss extensions to the N -user case. These results give insight into the relative performance of the algorithms that we have considered.
From a technical viewpoint, the methods used in this paper connect queueing behavior under scheduling over a timevarying channel to a deterministic optimal control problem, whose cost function depends on the relative entropy of the channel distribution. To the best of our knowledge, such a controltheoretic view to understand wireless scheduling has not been explored in literature. Related work includes [3] , [4] , where the authors have studied the tradeoff between power allocation and delay in a single-user context. The idea of effective capacity [9] , and its relation to buffer overflow in a single-user case has been used to characterize a time-varying wireless channel [24] , where the authors have provided an efficient algorithm to map physical layer parameters (such as Doppler spectrum and channel distributions) to the QoS exponent and the probability that the buffer is nonempty.
II. SYSTEM MODEL
We model the wireless downlink system by a discrete-time vector channel model with N users. At each time slot t, we denote X j (t) to be the rate at which data can be transmitted to user j if the user is chosen for transmission. For the purposes of this paper, we assume that the channel for each user is an ON-OFF process, and i.i.d. across users and in time, i.e., for each j ∈ {1, 2, . . . , N} and each t,
Thus, in the ON state, the channel supports a rate M , and supports a rate 0 in the OFF state. Packets arrive to the base station from the Internet and are destined to the mobile users. In this paper, we assume that the arrival process is deterministic and at a constant rate λ that is the same to each of the users. Corresponding to each user is a queue (at the base station) where arrivals are buffered. Let Q j (t) be queue length 1 of user j at time t. At each time t, the channel-state-dependent scheduling algorithm at the base station picks some user for transmission based on possibly the queue lengths and the channel state information.
Fix any integerT > 0. Given some > 0 and a buffer size B, the objective is to find the maximum arrival rate per user that the system can support such that the QoS requirement Pr max 1 We use the following notation: at each time slot t, i.e., time interval [t, t + 1), the arrivals occur at the end of the slot [i.e., (t + 1) − ], followed by service, and then the queue length is measured. Thus, Q j (t) corresponds to the queue length after the arrivals and service have occurred in time slot (t − 1).
where Q i (0) is the queue length at time 0, and with initial conditions 2 Q i (−BT ) = 0, 1 ≤ i ≤ N . A standard method for studying this problem over wire-line networks is through the use of effective capacities [9] . Let us define ξ j (t) to equal 1 if user j is scheduled for transmission at time t and equal 0 otherwise. Thus, we have Z j (t) = ξ j (t)X j (t) to be the rate allocated to user j at time t.
With the aforementioned setup, for some fixed nonnegative parameter θ, we have the effective capacity for each user j, C j (θ) to be defined as
We comment that we restrict ourselves to scheduling policies such that the aforementioned limit exists. The aforementioned definition for the effective capacity is motivated by the fact that it serves as a "surrogate" for describing the capacity of a time-varying channel when QoS requirements are imposed (see Lemma 2.1 next for a more formal description).
With this formulation, we have the following result. The proof of this lemma is available in the Appendix A.
Lemma 2.1: Let λ be the data arrival rate destined to each mobile user from the external network. Then, forT large enough with Q i (−BT ) = 0, 1 ≤ i ≤ N , and for each j ∈ {1, 2, . . . , N}, we have
Thus, as a design rule, for some large buffer size B, given the QoS constraint and by choosing θ = −log( )/B, we have Pr(max j Q j (0) > B) < . Note that as θ → 0, the QoS constraint becomes loose (this corresponds to → 1 for a fixed buffer size), and as θ → ∞, the QoS constraint becomes very strict (this corresponds to → 0 for a fixed buffer size).
Computing the effective capacity in a multiuser scenario is very hard, as the statistics of the scheduling function ξ 1 (t) depend on the past scheduling decisions and also depend on various users' queue lengths. For this reason, an alternate way that is sometimes employed is to use the equivalence of variational calculus and effective capacity through sample path large deviations [10] , [18] . Such techniques have been used in wire-line networks, for instance, to analyze generalized processor sharing scheduling for a two-user case [6] or a longest queue first algorithm [19] .
Essentially, the variational problem asks the question: Given some arrival rates to each of the queues and the fact that at least one of the queues overflow at time zero, what is the most likely way that this event happens? The variational problem solves a deterministic problem, where the large buffer is normalized to 1, and the initial condition of the queues is zero at time −∞. Then, given a cost function that is based on the large deviation rate functions for the various processes involved [18] and constraints that are derived based on the scheduling algorithm, a deterministic optimization problem is set up to find the most likely queue length trajectories that lead to the (normalized) buffer overflow at time zero (in this case, at least one of the queue lengths become equal to 1, the normalized buffer size at time 0, see Fig. 2 for an illustration). It turns out that this problem is closely related to the effective capacity problem, and the solution to this problem can be used to compute the effective capacity per user. The queue length trajectories that result from the solution of the path optimization problem give the most likely way that the buffers overflow in the actual stochastic system under the condition that the buffers are large.
In the rest of the paper, we consider two scheduling rules, namely the greedy algorithm, which at each time t, schedules the user with the best channel. Another rule that we consider is the max-queue rule, which schedules the user with the longest queue length among the users whose channels are in the ON state. From the symmetry of the channel model and the arrival rates, it can be shown that if no QoS constraints are present, the long-term throughput per user is the same under either scheduling rule. However, we will see in the following sections that if QoS constraints of the form discussed in this section are imposed, the arrival rates that can be supported dramatically change. Further, variational methods can be used to derive the most likely path of overflow.
III. AN UPPER BOUND
In this section, we derive an upper bound on the effective capacity of the channel.
Proposition 3.1: For the system under consideration, the effective capacity per user under any scheduling rule satisfies
where p is defined in (1) . Proof: Recall that from Lemma 2.1, we have
Let us choose any λ satisfying (3). Now, suppose that
Thus, we have
Next, let us consider an alternate work-conserving single-server queue (with this queueing system denoted by SYS-2) with arrivals occurring at rateλ = N λ and queue lengthQ(t). The channel process for this system is defined to be an ON-OFF processX(t), defined byX(t) = max 1≤i≤N X i (t). In other words,
Finally, let us defineB = NB andθ = θ/N . Note that this system corresponds to a queueing system where the channel resources in the multiuser system are pooled into a single-shared resource. Now, observe that independent of any scheduling algorithm, we haveQ(
From (4) and (5), it follows that
Now, letC(θ) be the effective capacity of SYS-2. It follows from [9] that we havē
Next, we have
From (3), (7), and (8), it now follows that
As λ is arbitrary, it now follows from the definition of the parameters in SYS-2 that
Finally, from standard effective capacity computations for SYS-2, the result follows. From results on multiuser scheduling (for instance, those in [23] ), we would expect the long-term throughput to grow with increasing burstiness. However, with QoS constraints imposed, using the upper bound, we can show that there is a significant drop in the per-user throughput, and the throughput with QoS constraints decreases with increasing burstiness (see Section VI). Thus, we conclude that for multiuser gains to be usefully exploited, the QoS requirements need to "match" the time scale of the channel burstiness.
IV. GREEDY RULE
In this section, we consider the greedy scheduling rule, and derive the effective capacity under this rule.
At each time slot t, the greedy scheduling rule is the following: define E(t) to be the collection of channels that are in the ON state at time t, i.e.,
The greedy scheduling rule at time t is to pick user j ∈ E with probability 1/| E(t) |, i.e., the rule is to pick equiprobably among the users whose channels are in the ON state. This rule is the greedy algorithm or the max-rate rule. In this section, we derive the effective capacity with the QoS associated with this rule.
Proposition 4.1: Let the effective capacity for user j under the greedy rule be denoted by C greedy j (θ). For the system under consideration, under the greedy scheduling rule, we have the effective capacity per user to be the same for all users. For each user j = 1, 2, . . . , N, we have
Proof: From the symmetry of the rule and the system model, it follows that the effective capacity for each of the N users is the same. Thus, without loss of generality, we will focus on user 1. Let us define Z(t) to be the rate allocated to user 1 under the greedy rule. Then, we have
where
Let us define
From the fact that {X i (t), i = 1, 2, . . . , N} are i.i.d. Bernoulli random variables, it follows that the cardinality of S(t) is a binomial random variable, i.e.,
|S(t)| ∼ Binomial(N − 1, 1 − p).
Hiding the time index for notational simplicity, we now have
Thus, it follows that we have
From standard computations and symmetry across users, it can now be shown that the effective capacity under the greedy rule, for each user j = 1, 2, . . . , N is given by
We define the max-queue scheduling rule to be the following: at each time slot t, the rule picks the user with the largest product of the queue length and the channel rate, i.e.,
We note that formally speaking, we need a "tie-breaking" rule in case two or more queues are exactly equal and are the largest, and all the corresponding channels are ON. We will assume that the rule then assigns the channel to the user with the smallest index. This rule has been discussed in [1] , [14] , and [21] . The authors have shown that this is a throughput-optimal rule, i.e., it has the largest stability region. Further, in [21] , the authors show that this rule minimizes the total number of packets in the system in a stochastic ordering sense. In this paper, we are not so much interested in stability or the sum of the queue lengths but in the per-user QoS performance in the effective capacity sense. Given QoS requirements, we derive expressions for the throughput for each user. Unlike in the previous section where the effective capacity was directly computed, we resort to the variational approach to tackle the problem in this case. We take such an approach because the scheduling rule statistically couples the rates allocated to various users across time due to the algorithm's (cross) dependence on the queue lengths. In the following sections, we first derive the solution when there are only two users. We then comment on extensions to the N user case.
We first describe a optimal control problem (the variational problem) associated with the max-queue scheduling rule. Using sample path large deviations, we then show that the buffer overflow probability for the max-queue rule can be related to the solution of the variational problem. This, in turn, allows us to determine the throughput the system can sustain with buffer overflow constraints.
A. Sample Path Large Deviations
In this section, we formally define the sample path large deviations problem associated with the buffer overflow problem we defined in Section II in the context of the max-queue rule.
We consider a two-user system, and denote the vector channel state (the components correspond to the channel states of the individual users) by (i, j), which can take one of four values: (0, 0), (0, 1), (1, 0), (1, 1). These correspond to the channel rate of user 1 being M × i and the channel rate of user 2 being M × j, respectively. The index "0" corresponds to an OFF channel, and the index "1" corresponds to an ON channel.
Let us choose any finite positive integer time T > 0 large enough. 3 For each integer B > 0, and t ∈ [−T, 0], define the empirical measure process (row vector with four components) s
where χ {X 1 (l)=i,X 2 (l)=j } is the indicator function, i.e.,
Thus, for each t ∈ [−T, 0], the components of s B µ (t) are the amount of time in the interval [−T, t] that the channel is in each of the states (0, 0), (0, 1), (1, 0), and (1, 1), respectively.
Let us next define
to be the scaled queue length processes with initial conditions q
Observe that by this definition, we have
Next, let us define the channel rate process (also referred to as the empirical measure rate process) byφ(t) = (φ 00 (t) φ 01 (t) φ 10 (t)φ 11 (t)), such that i,j φ ij (t) = 1. Here, φ ij (·) are nonnegative processes, where for any times t 1 < t 2 ,
is the fraction of time in the time interval [t 1 , t 2 ] that the channel vector is in state (i, j) . Formally, for large B,
where · ∞ is the supremum norm, and
Given some channel rate process trajectories, we describe the queue length dynamics using a differential-equation-based notation. Based on the queue lengths of the two users q 1 (t) and q 2 (t), we distinguish the dynamics of the system under the max-queue rule, henceforth referred to as MAX-QUEUE DYNAMICS, into three regions described next.
Region A: Suppose q 1 (t) > q 2 (t) > 0. Then, we havė
where M is the rate allocated in a particular state (see Section II) and λ is the arrival rate to each of the queues. Further, λ is assumed to be chosen such that the queues are stable. In other words, for a two-user system, λ < M/2(1 − p 2 ). In Region A, as q 1 (t) > q 2 (t), user "1" gets priority whenever the channel state is (1, 1) leading to the equations earlier.
Region B: Suppose q 2 (t) > q 1 (t) > 0. Then, we havė
Region C: In all cases where q 1 (t) > 0 and q 2 (t) > 0 (including when q 1 (t) = q 2 (t) > 0), we havė q 1 (t) +q 1 (t) = 2λ − M (φ 10 (t) + φ 01 (t) + φ 11 (t)).
Similarly, we can define the dynamics over regions when one of the queue lengths is zero. For example, over a region when q 2 (t) = 0 and q 1 (t) > 0, the dynamics of q 1 (t) are given by (14) . We comment that the aforementioned dynamics are analogous to that described in [5] and [6] . Indeed, if we treat λ − Mφ 10 (·) and λ − Mφ 01 (·) as virtual "arrival processes," then, the dynamics are identical to that of the longest queue first policy with stochastic arrival processes and a stochastic channel process as described in [5] and [6] . However, our interpretation of the processes in the case of time-varying channels is different, as the components of the processφ(·) are not independent (in fact, the vector process is a discrete-measure valued process). Thus, the associated variational problem will have a different cost function from that in [5] and [6] .
Next, let us define the (probability) vector p = (p 00 p 01 p 10 p 11 ) (15)
where the components of the vector correspond to the probabilities that the channel is state (0, 0), (0, 1), (1, 0), and (1, 1), respectively. Then, for any probability vector 4q = (q 00 q 01 q 10 q 11 ), the relative entropy (see also [10] and [18] ) is defined as
With the aforementioned definitions, consider the following optimal control problem
such that q 1 (0) = 1 or q 2 (0) = 1, q 1 (−T ) = q 2 (−T ) = 0, and the queue length dynamics q 1 (t), q 2 (t), t ∈ [−T, 0] are described by MAX-QUEUE DYNAMICS.
As in [5] and [6] , we will later show in Section V-B that this problem has a piecewise linear solution [this property follows from the convexity of the relative entropy function H(·|p)].
Finally, we prove the main result of this section. Theorem 5.1:
where θ * solves the optimal control problem described in (17) . 
where AC denotes the space of absolutely continuous functions over the time interval [−T, 0],0 is the zero vector, andφ(t) = s µ (t) is the empirical measure rate process (the channel rate process). Next, the queue length at time 0 is related to the empirical measure process through the dynamics described in Section V-A (see Appendix B for additional discussion). In the Appendix B, we show that the mapping from the empirical measure process to the queue length process is continuous. Thus, from the contraction principle ([10, Th. 4.2.1]), we have that the rate function is given by the solution to the optimization problem (17) , and the result follows.
The theorem relates the buffer overflow probability to the solution of the optimal control problem described in (17) . Roughly, it states that the probability of buffer overflow is given by the probability of the "cheapest" channel distribution trajectory that leads to buffer overflow. The probability of this "cheapest" channel distribution trajectory is, in turn, governed by the relative entropy of the empirical channel distribution with respect to the true channel distribution. Thus, the aforementioned result states that solving for the "cheapest" channel distribution trajectory [i.e., solving (17) ] is sufficient to determine the (large buffer) overflow probability.
B. Mode of Overflow and the Large Deviations Exponent
In this section, we solve the optimal control problem described in (17) .
Lemma 5.1: Fix any q ∈ (0.5, 1), and forφ = (φ 00 φ 01 φ 10 φ 11 ), let
such that i,j φ ij = 1, φ ij ≥ 0, i, j ∈ {0, 1}, φ 01 ≥ 1 − q, and φ 10 + φ 11 = 1 − q. Then, we have for any q ∈ (0.5, 1/(2 − p)), (20) and for any q ∈ (1/(2 − p), 1),
)) . (21)
Proof: First, we note that the relative entropy H(φ|p) is convex inφ. This follows directly from the convexity of the function y log y. Thus, as the cost function is convex, and the constraints form a convex set, a unique solution exists. We first observe that the constraints can be written as φ 10 + φ 11 = 1 − q, φ 00 + φ 01 = q, φ 01 ≥ 1 − q, and φ ij ≥ 0, and the cost function is H(φ|p) = φ 00 log φ 00 p 00 + φ 01 log φ 01 p 01 + φ 10 log φ 10 p 10 + φ 11 log φ 11 p 11 .
From the structure of the cost function and the constraints, we observe that the minimization can be decoupled into two independent convex optimization problems, namely, Problem Min-1:
subject to q ≥ φ 01 ≥ 1 − q; and Problem Min-2:
(24) subject to 1 − q ≥ φ 10 ≥ 0. It can be verified that each of these two optimization problems have a convex function and with linear constraints. Thus, we can solve using Lagrange multiplier techniques.
The problem Min-2 can be solved by differentiation to get φ * 10 = (1 − q)p and φ * 11 = (1 − q)(1 − p), which satisfies the nonnegativity constraints.
To solve Min-1, we consider two cases, namely, 1/(2 − p) ≤ q < 1, and 0.5 < q < 1/(2 − p).
Case (i):
When q ≥ 1/(2 − p), the constraint φ 01 ≥ 1 − q is inactive in Min-1. To see this, we solve (24) by differentiation ignoring the constraints on φ 01 and we have φ *
= q(1 − p).
We can check by direct computation that
Case (ii):
We next consider the case where 0.5 < q < 1/(2 − p). We can see that in this case, the constraint φ 01 ≥ 1 − q is active (because solving Min-1 by ignoring this constraint leads to a nonfeasible solution). Thus, the solution in this case is φ * 01 = 1 − q. Indeed, by writing the Lagrangian for Min-1, we can explicitly compute that φ * 01 = 1 − q satisfies the constraints and the complementary slackness condition, as well as leads to a positive Lagrange multiplier. Thus, we are done.
Lemma 5.2: Fix any q ∈ (0.5, 1), and forψ = (ψ 00 ψ 01 ψ 10
such that i,j ψ ij = 1, ψ ij ≥ 0, i, j ∈ {0, 1}, and ψ 01 + ψ 10 + ψ 11 = 2(1 − q). Then, we havē
Proof: As in Lemma 5.1, from the convexity of H(·|p) and the convexity of the constraints, we can solve for the unique solution using Lagrange multipliers. First, we note that by symmetry, we have ψ *
Using Lagrange multipliers, it can be shown that the optimal solution
By solving the linear equations (28) and (29), the result follows. Now, for h ∈ [0, 1], let 6 A(h) = {t : 0 < (λ − h/t)/M < 0.5}. Then, for each t ∈ A(h), let us define 6 As λ is chosen such that the queueing system is stable, it can be seen that A(h) is not empty. whereφ * (x) is the solution to the optimization problem in (20) and (21) . Similarly, for h ∈ [0, 1], define B(h) = {t : 0 < (λ − h/t)/M < 0.5}. Then, for each t ∈ B(h), let us define
whereψ p) ) is the solution to the optimization problem in (26). Finally, we can show that C 1 (h, t) and C 2 (h, t) becomes unbounded as t → ∞. This implies that any optimizing t in each of C 1 (1) and C 2 (1) 
Proof: We first prove (34). By definition,
First, let t * (h) be any time that solves (31), and let t 2 = lt
Thus, it follows that t 2 ∈ A(lh). Hence, by definition of C 1 (lh), we have
Next, let t * (lh) be any time that solves (36), and let t 3 = t * (lh)/l. As before, it follows that t 3 ∈ A(h). Thus, by definition of C 1 (lh), we have
Thus, (34) follows from (37) and (38). The proof for (35) is analogous to that of (34).
Theorem 5.2:
Consider the optimal control problem (17) . The solution θ * is given by
where C 1 (1) and C 2 (1) are defined in (31) and (33), respectively. Proof: The proof consists of two parts. We first show that the optimal trajectory is piecewise linear. Using this property, we show (39).
First, suppose that the optimal trajectory (q * 1 (t), q * 2 (t)) satisfies the property that, for some times t 1 and t 2 , we have . Also, without loss of generality, assume that for j = 1, 2, q * j (t 2 ) > 0 (if not, we can replace the trajectory from −T to t 2 with the zero queue trajectory and with a zero cost by using the constant mean channel rate trajectory over that interval). Choose t 1 to be the last time before t such that q * 1 (t 1 ) = q * 2 (t 1 ). Choose t 2 to be the first time after t such that q * 1 (t 2 ) = q * 2 (t 2 ) (see Fig. 1 ). Let φ ij (s), s ∈ [t 1 , t 2 ], i, j ∈ {0, 1} be the corresponding channel rate trajectories. Now defineK = (K 00 K 01 K 10 K 11 ), where * 1 (t) = q * 2 (t) > 0 for all t ∈ [t 1 , t 2 ]. Then, we next show that the optimal queue length trajectory is linear, i.e.,
To see this, recall that for t ∈ [t 1 , t 2 ], from MAX-QUEUE DYNAMICS, we havė
where φ * ij (·), i, j ∈ {0, 1} is the optimal channel rate trajectory.
Now, from an argument identical to (44), it follows from Jensen's inequality that the optimal channel rate trajectory is constant over the interval [t 1 , t 2 ]. Hence, (45) follows. Finally, an identical argument based on Jensen's inequality can be used to show that over any interval q 1 (t) = q 2 (t), the optimal queue length trajectory is linear. We skip the details for brevity.
From the aforementioned discussion, it follows that the optimal queue length trajectories are piecewise linear. Further, we now show that for some the optimal queue length trajectories are of the form shown in Fig. 2 .
To see this, suppose q *
Thus, from the queue-equality property and piece-wise linearity of the optimal trajectories, it follows that the optimal queue length trajectories are of the form shown in Fig. 2 with τ = 0 and h = 1.
Next, suppose the q * We now derive the cost of the trajectory in Fig. 2 . First consider the time interval [−τ, 0], and let φ ij (s), s ∈ [−τ, 0] be the corresponding channel rate trajectories. As the queue length slopes are constant [with queue 1 slope being (1 − h)/τ )], it follows from MAX-QUEUE DYNAMICS that the channel rate trajectories are constant, and satisfy
Thus, the cost over this interval is given by
whereφ satisfies (47) and (48). Thus, for a fixed h and τ , it follows from Lemma 5.1 and (30) that the minimum cost over all (constant) channel trajectories satisfying (47) and (48) is given by C 1 (1 − h, τ ) . 
We comment that the constraints and structure of the solution to the optimization problems in Lemmas 5.1 and 5.2 imply that these rates are consistent with the operation of the maxqueue scheduling algorithm. In other words, if q 1 (t) > q 2 (t), the max-queue algorithm will allocate all channel resources to user 1 whenever its channel is ON. Thus, the operation of the max-queue rule requires that φ 10 + φ 11 ≤ φ 01 . This is clearly true from the solution to Lemma 5.1. A similar consistency check holds when q 1 (t) = q 2 (t), by checking the solution from Lemma 5.2.
Thus, it follows that with the constraints in (17) , from the definitions of C 1 (h) and C 2 (h), we have inf
Next, from Lemma 5.3, we have
Thus, we are done. Using Theorem 5.2 and Lemma 2.1, and given any QoS requirement θ * , the effective capacity with the two-user greedy rule can be determined by computing the maximum arrival ratē λ [using (39)] such that the QoS requirement of θ * is met. Remark 5.1: For the N -user case, the formulation as a variational problem follows from a reasoning that is identical to that in the two-user case. 8 However, unlike the two-user case, we are unable to explicitly solve the resulting variational problem. We can show that the solution is piecewise linear (the proof is similar to that of Theorem 5.2, where Jensen's inequality and convexity of the rate function is used to show this). However, we are unable to solve the resulting finite dimensional optimization in an explicit form (the analog of Lemmas 5.1 and 5.2). Thus, we can reduce the infinite dimensional variational problem to a finite dimensional optimization, whose complexity grows exponentially in the number of users. We skip the details, as the results do not provide additional intuition into the system and also lead to excessive notation. 
VI. NUMERICAL RESULTS AND SIMULATION
In Fig. 3 , we have plotted the effective capacity of the maxqueue rule and the greedy rule for various values of θ, the QoS parameter, where θ = − log ( )/B. We consider a system with two users, p = 0.5 and the burstiness M = 10. For θ = 0, we observe that the effective capacities are the same for both of the rules. This is to be expected because this corresponds to no QoS requirements being imposed. The only requirement is long-term user throughput (i.e., stability). From our earlier discussion, we have seen that both of these algorithms result in the same long-term throughputs (same stability conditions) if no QoS conditions are imposed. However, if QoS conditions are imposed, we can see that there is a significant difference in the per-user throughput. Thus, algorithms that yield the same longterm throughput without QoS constraints have very different performance when QoS constraints (in the form of tail probabilities for queue lengths exceeding some threshold) are imposed.
In Fig. 4 , we consider a system with ten users. We increase the burstiness of the channel M while keeping the mean constant by letting 1 − p = 5/M . In other words, the mean rate in a singleuser system will be M (1 − p) = 5. We have plotted the user throughput when no QoS constraints are imposed (the "stability" curve) as well as the upper bound on the effective capacity with θ = 2 and θ = 0.5. From results on multiuser scheduling (for instance, those in [23] ), we would expect the long-term throughput to grow with increasing burstiness. However, with QoS constraints imposed, we observe that there is a significant drop in the per-user throughput, and the throughput with QoS constraints decreases with increasing burstiness. The intuitive justification for this result is that with increasing burstiness, even though there is multiuser diversity gain leading to increased channel rates per user, the channel access delay increases as well resulting in poor QoS performance. Thus, for multiuser gains to be usefully exploited, the QoS requirements need to "match" the time scale of the channel burstiness.
A. Simulation Results
Next, we have simulated a multiuser downlink system with bursty arrival and channel processes, which are i.i.d. across users. The arrival process is modeled by an ON-OFF Markov chain with a packet size of 128 B (HDR packet size). The base station contains 15 queues (users), each corresponding to a different data flow, and an associated scheduler. The scheduling decisions are made once every "time slot," which is 1.667 ms (this corresponds to the slot size in HDR). The channel process is modeled by a time-varying rate process with a support over the rate set of HDR [2] (the rates are {0, 8, 16, 32, 64, 256, 384 , 512} B/time slot). By suitably choosing the distribution over this rate set of the channel, we can control the mean and variability of the channel process for each user, and hence, the burstiness of the channel (coherence time). In our simulations, the service rate has been normalized such that each users' channel supports a mean data rate of 159 B/time slot.
In Figs. 5 and 6, we have plotted the delay distributions with the greedy and max-queue rules. Since the channel state is no longer binary in our simulations, we use the following generalized versions of the rules: the greedy rule is generalized to the max-rate rule, which picks the user with the highest channel rate, and the max-queue rule is generalized to picking the user who has the largest product of the channel rate and queue length [1] , i.e., the largest (queue length × channel rate). As we can observe from the plots, the max-queue rule outperforms the max-rate rule, which is as the analytical results suggest (in the context of ON-OFF channel models).
Next, we plot the probability that the delay of a user exceeds 500 time slots, as a function of channel variance. In this simulation, we keep the mean channel rate fixed at 159 B/slot. This metric is closely related to the effective capacity of the channel. In particular, the higher the channel variation, our results indicate that the the effective capacity will first (possibly) increase and then decrease as the burstiness becomes large. Equivalently, the probability that the delay exceeds a threshold should first decrease and then increase with channel burstiness. This intuition is verified by the simulation results in Figs. 7 and 8 . 
VII. CONCLUSION
Multiuser scheduling in a wireless context, where channel state information is exploited at the base station, has been shown to result in large throughput gains to users. However, when QoS constraints are imposed (in the form of overflow probabilities), the benefits of multiuser scheduling are not clear. In this paper, we have addressed this question for i.i.d. ON-OFF channel models, and study a "multiuser" formulation of the effective capacity with QoS constraints. We have considered a channelaware greedy rule as well as the channel-aware max-queue rule, and have shown that these algorithms that yield the same longterm throughput without QoS constraints have very different performance when QoS constraints are imposed.
Further, we have shown that in the presence of bursty ON-OFF channels, the throughput with QoS constraints decreases with increasing channel burstiness. Thus, these results indicate that for multiuser gains to be usefully exploited, the QoS requirements need to "match" the time scale of the channel burstiness.
APPENDIX A: PROOF OF LEMMA 2.1 Lemma 2.1: Let λ be the data arrival rate destined to each mobile user from the external network. Then, for each j ∈ {1, 2, . . . , N}, we have
Proof: First, from the union bound, we have log Pr max
where the last step follows from the fact that max and log can be interchanged. Thus, we have
As N is finite, taking the limit as B goes to infinity, we have
As i is arbitrary, it follows that Combining (51) and (52), the result follows.
APPENDIX B: CONTINUITY OF THE MAPPING FOR THE CONTRACTION MAPPING THEOREM
In this section, we present an argument to show that the mapping from the empirical measure process for the channel to the queue length process, via the dynamics in Section V-A, is continuous.
To ensure continuity of the mapping, we need to show that for B large enough, a small change in the empirical measure process s B µ (t), t ∈ [−T, 0] leads to a corresponding small change in max{q 1 (0), q 2 (0)}. Recall that s B µ (t), t ∈ [−T, 0] is a finite dimensional (four-dimensional in the two-user case) increasing process. We first observe that the empirical measure process is a "stair-case" increasing process with possible jumps of size of 1/B and constant over time interval of length 1/B.
Each component of this process represents the cumulative time spent in a particular state. Thus, a small change in s B µ (t), t ∈ [−T, 0] corresponds to a small change in the fractions of time spent in each of the channel states.
We define the channel rate process corresponding to s To show continuity of the mapping, we will show that a small perturbation in the channel rate process, φ ij (t), t ∈ [−T, 0], i, j ∈ {0, 1}, with respect to the sup topology leads to a small change in the queue length processes, again with respect to the sup topology.
First, over any interval of time when one of the queues is zero, the system degenerates to serving the nonzero queue whenever possible [i.e., in the shared state φ 11 (t), priority is always given to the nonempty queue]. As the derivative of the queue is a linear function of φ ij (t), it is easily argued that a small change in channel rate process will lead to a small change in the queue length process.
The more complex case is when both the queues are positive. To prove continuity in this case, we define σ q (t) = q 1 (t) + q 2 (t) and ∆ q (t) = q 1 (t) − q 2 (t). From the fact that the system is work conserving, we have 10 σ q (t) = 2λ − M (1 − φ 00 (t)).
Thus, it follows that σ q is Lipschitz continuous with respect to the channel rate process. From the dynamics in Section V-A, it follows that when ∆ q (t) > 0, we have∆ q (t) = φ 01 (t) − φ 10 (t) − φ 11 (t). Next, when ∆ q (t) < 0, we havė ∆ q (t) = φ 01 (t) − φ 10 (t) + φ 11 (t).
To show that ∆ q is Lipschitz with respect to the empirical rate process, let us consider a perturbed channel rate process φ ij and the corresponding queue processes ∆q ,q 1 ,q 2 . For each i, j ∈ {0, 1}, let us define ∆ ij (t) = φ ij −φ ij .
Observe that at any time whenever ∆ q and ∆q are of the opposite signs, the effect of φ 11 andφ 11 is to bring ∆ q and∆ q toward each other. Thus, the difference between ∆ q and ∆q can grow at rate at most |∆ 01 (t)| + |∆ 10 (t)|. On the other hand, if both ∆ q and ∆q are of the same sign, the difference between ∆ q and ∆q can grow at rate at most |∆ 01 (t)| + |∆ 10 (t)| + |∆ 11 (t)|. Thus, the required Lipschitz property follows.
As the sum and difference processes of the queues are Lipschitz continuous with respect to the channel rate process, it follows that the queue length processes, and hence, the max of the queue length processes are Lipschitz continuous with respect to the channel rate process.
