ABSTRACT In practical engineering, the design data are uncertain. The data will deviate from the true value due to technical reasons such as measurement. It would result in the inaccuracy of crack fatigue life prediction. To deal with those problems, a regression model for crack fatigue life prediction is established in this study based on the conditional Bayesian theory. We use the prior distribution instead of posterior distribution in the iteration. The Monte Carlo sampling method is utilized to obtain the likelihood function and the prior distribution of the model. Then, the corresponding posterior distribution of the crack life can be obtained by likelihood and prior in iterative calculation. An engineering example of structural fatigue life of robotic is given to illustrate the application of proposed model. The effects of different parameter uncertainties on the posterior distribution of the model are compared. Also, the results in the least squares method are provided as reference.
I. INTRODUCTION
The machine learning based on probability theory has been applied in engineering widely, with the rapid development of artificial intelligence, pattern recognition, large data analysis and other theories [1] - [3] . The corresponding strategies of machine learning are introduced into mechanical, aerospace, automobile and other fields. Meanwhile, the Bayesian method has received extensive attention in parameter inference and classification [4] - [8] . In the Bayesian method, existing opinions will be changed as new evidences increase. This method is becoming the basis of machine learning. With the development of Bayesian method, the machine learning is powerful for the applications in practical engineering. The corresponding strategies and models have been proposed continuously [9] - [14] .
The application of Bayesian method in machine learning can be divided into two main categories: the data classification and the data prediction [10] , [15] - [17] . Generally, the Bayesian classification is utilized to find the optimal decision strategy, in which the minimum probability of
The associate editor coordinating the review of this article and approving it for publication was Zhonglai Wang. classification errors can be obtained. The data prediction is based on existing dataset models to predict data trends and values.
Carlin and Polson utilized Gibbs sampling of nonconjugate Bayesian models with an adaptive Monte Carlo integration technique [18] . Qin et al. proposed a Bayesian classification algorithm for uncertain data. This method has the characteristics of high precision and stability in the calculation of uncertain data [19] . Chen and Wang proposed a weighted kernel density model based on original Bayesian model. This method can select the optimal bandwidth and has a wide range of validity and applicability in the Bayesian classification [20] . Karandikar et al. proposed a structural life prediction method based on Bayesian inference. The likelihood function is used to describe the measurement results in this method. The possibility that the fatigue crack growth curve of specimens represents the correct curve, which can predict the residual life of fatigue damaged structures. Ma et al. proposed a model. This model combines Bayesian network with field data. The model accurately predicts the stiffness, strength and damage of bridge structures [21] .
In the engineering application and experiment, data uncertainty will affect the accuracy of calculation results VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ including measurement methods, operating environment, sampling methods and so on [22] - [26] . In the industrial products, fatigue crack initiates and growths from cyclic stress, which are one of the main causes for fatigue failure of structures such as bar and beam. Errors in fatigue model may reduce efficiency, or results in economic losses and casualties seriously [27] - [31] . The researchers develop a new framework for fatigue reliability assessment of turbine bladed disks and establish a probabilistic framework for fatigue reliability analysis with Latin hypercube sampling to quantify the influence of material variability and load variations. Therefore, engineers need to process sampled data carefully and build models accurately [32] - [38] . This study works on the application of Bayesian inference in fatigue prediction. There are four parts in this paper. The fatigue crack growth model is introduced in Section 2. The Bayesian inference model under uncertain data is established in Section 3. The fatigue crack life prediction based on Bayesian inference is established in Section 4. An example of robotic structure design is given in Section 5 to show the numerical application of the proposed strategy. The conclusions are given in Section 6.
II. FATIGUE CRACK PROPAGATION LIFE MODEL
The fatigue crack propagation stage refers to the process in which the crack length slowly expands beyond the critical crack size until the fracture of the structure finally under the alternating loads after the detectable crack appears (usually 0.25-1 mm) [39] - [42] . The maximum number of alternating load that can be sustained during this period is called fatigue crack propagation life. According to Paris formula [43] , [44] 
where a is the current crack size, a 0 and a e is the initial crack size and the critical crack size, respectively; C and m are both Paris' law parameters; K eq is the range of stress intensity factor range in MPa
σ h is the range of hoop stress, M is the bending moment of structure, and r is structural radius. The number of fatigue loading cycles N f is obtained by introducing K eq and σ h :
Then the critical crack size a e could be written as:
III. BAYESIAN THEOREM A. THE STRUCTURAL OPTIMIZATION MODEL
In the basic Bayesian rule, the conditional probability p( |Y) can be written as this:
where posterior density p( |Y) means a probability of parameters on the condition that Y is given. p( , Y) is the joint probability of hypothesis parameters and observation data Y. p(Y) is a probability of observation data Y. p( ) is a prior of hypothesis parameters . p(Y| ) is the likelihood of the probability Y on the condition that is given. In practical terms, observation data Y are established fact which means p(Y) is a constant and in the condition that existing data X happened. So we can write the Bayesian rule in this form:
Eq. (5) means the posterior density p( |Y) is propotional to prior p( ) mutipluy likelihood p(Y| ). X is the existing data.
B. PRIOR, LIKELIHOOD AND POSTERIOR
There has been a desire of choosing the prior to make sure that the prior has a minimal influence on the posterior for a long while. That's the reason the prior is called a noninformative distribution. To choose the non-informative distribution makes that true inferences are not influence by external information but the current information in data. The current data will express themselves.
A common distribution of data in engineering is the normal distribution and also it can provide a good fit in part statistical modeling for being constituent of a mixture or complicated model. So we suppose that the prior p( ) is a normal distribution here, ∼ N( 0 , 0 I ). 0 is a n×1 vector, 0 is a covariance matrix with n× n elements. I is a standard n×n matrix.
The prior p( ) is a conjugate prior density based on the same data set, then the likelihood is also normal distribution with the mean value which is a n×1 vector and the covariance which a is n×n matrix.
According to Eqs. (5)- (7), the posterior of conditional density can be written:
in the right eqution is variable and other parameters are constant. Since both of the prior and likelihood are submit to normal distribution, p( |Y) ∼ N( 1 , 1 I ). We can expand the exponential of a quadratic form and collecting terms in Eq. (9):
where 1 = 
The first part in right eqution is a prediction distribution of given with no affiliation with observed data Y. Sincê Y and have a joint normal distribution with the exponential of a quadratic function of (Ŷ, ), p(Ŷ| ) is a normal distribution. So Eq. (9) can be written as:
where
IV. NUMERICAL EXAMPLES
Since the common noise in fatigue crack life model is derived from the calibration process. It is independent to the theoretical model. So we can describe the fatigue crack life model according to Eq. (2) as:
where outcomes a e have n observations varies, f(X) is the theoretical model of fatigue crack life, which is a function of parameters m, C and a 0 . The input variables X is a matrix with n×k elements. The noises ε in the model are n×1 vectors and submit to a normal distribution. The noise may be caused by some technical reasons such as measurement and material random properties, ε ∼ N (µ e ,σ 2 e ). σ 2 e is the covariance of noises ε.
The ditrubution of likelihood function could be writen as:
According to the Bayesian theorem, the postrior could be written as:
V. AN EXAMPLE OF ROBOTIC STRUCTURE Figure 1 is a schematic of the arm structure of a robot. The materials of the robot arm are 7075-T651 aluminum.
In the process of arm movement, the mechanical arm needs to grasp objects and change the relative displacement of objects. Therefore, the arm is mainly subjected to bending moment. In this process, the direction of bending moment borne by the main arm part is changing. The main arm is columnar structure, and the stress of the arm material is constantly changing between tensile stress and compressive stress. The uncertain factors {m, C, a 0 } affecting fatigue crack life are regarded as independent random variables according to Bayesian view. The data are fitted by Bayesian inference, and the posterior probability distribution of fatigue life N f based on current parameter distribution is obtained to predict service life.
We can set parameters as Table 1 according to the empirical data. By incorporating the data in Table 1 into Eq. (2), we can obtain the relationship between the fracture size and the service life, as shown in Fig.2 . N (0.01, 1) . The parameters {m, C, a 0 } give a joint distribution of prior, it will have an uncertain influence on f(X), then the posterior distribution is calculated when we pick up samples randomly in {m, C, a 0 }. The posterior distribution is a prediction according to the data from {m, C, a 0 }. Fig.3 (a) is the 1×10 4 samples which are drawn by MCMC method [46] . Fig.2 (b) shows the 95% credible interval in data space.
The calculation result of posterior distribution is shown in Fig.3 . Also the result that is solved in lesat squar methon is added in figure. The a 0 −N f curves are illustrated in Fig. 4 . The curves show that the compared results between Bayesian Inference (BI), Least Squares Method (LSM) and measured data. The 95% credible interval of distribution of N f is given, which is calculated by Bayesian inference method. The response curves in Bayesian inference method and least squares method are similar.
In order to compare the influence of uncertainties of different parameters on the posterior distribution of fatigue crack life, we set the parameters {m, C, a 0 } according to Table 2 , and other parameters in the model are the same as Table 1 . The results are shown in Fig. 5 . Fig. 5 shows that the confidence intervals of parameters m and a 0 are obviously larger than those of C. That is because the uncertainty of parameters m and a 0 introduce more uncertainties into the model, namely, m and a 0 have greater influence on the posterior distribution of life N f . Fig.6 shows the a 0 −N f curves in BI and LSM respectively when rare samples are drawn from data space. The Bayesian inference is more robust than LSM. Comparing with the traditional LSM, BI is higher accuracy when dealing with a small number of measurements. 
VI. CONCLUSIONS
Three issues have been discusseA novel time-variant reliability analysis method based on failure processes decomposition for dynamic uncertain structuresd in this paper. Firstly, the Bayesian inference changes the uncertainty of the parameters to random variables so that the parameter values construct a credible interval which gives a predict range of using life. Then, the influences of parameters on the posterior are shown. Finally, the Bayesian inference also gives an estimate for the range of parameters through the way VOLUME 7, 2019 that to propagate the uncertainty of the parameters according to other parameters in a predictive model. But the standard LSM is unable to reach this.
Bayesian inference can predict the fatigue crack life of structures. By establishing the fatigue crack life model under Bayesian framework, the posterior distribution of crack life is calculated under uncertain parameters, and the trend of crack life accords with the objective law of measured data. From the view of the comparison between the model and the measured data, the fatigue crack propagation life model based on Bayesian inference tends to be conservative.
In the fatigue crack life prediction model of robot arm, the influence of different parameters on the posterior distribution of fatigue life is different. It is obviously that the influence of parameters m and a 0 on the posterior distribution of life is greater than that of parameter C. Therefore, wit is necessary to improve the accuracy appropriately in order to obtain more accurate life prediction distribution when acquiring parameter C.
In case of a small number of measurements, BI can obtain better prediction results. For LSM, the more data points, the closer the fitting results are. The fitting results are quite different from LSM when fewer data is involved. The BI results are in better agreement with the measured data. Comparing with the prior distribution and the posterior distribution of the model, it can be seen that Bayesian method can reflect the completeness of the prior information and the accuracy model of a small amount of test data at the same time, and estimate the fatigue life distribution of cracks more accurately. For the sparse data caused by economic and technological reasons, the application of BI method in engineering has certain significance. 
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