The classical two-sample t-test assumes that observations are independent. A violation of this assumption could lead to inaccurate results and incorrectly analyzing data leads to erroneous statistical inferences. However, in real life applications, data are often recorded over time and serial correlation is unavoidable. In this study, two new autocorrelation corrected standard errors are proposed for independent and correlated samples. These standard errors are replaced by the classical standard error in the presence of serially correlated samples in two samples t-test. Results based upon the simulation show that the proposed standard errors gives higher empirical power than other approaches.
Introduction
Two-sample hypothesis testing is a classical statistical analysis designed in order to test whether there is a difference between two means drawn from two different populations.
Let X 1 = (X 1,1 , X 1,2 , ..., X 1,n1 ) and X 2 = (X 2,1 , X 2,2 , ..., X 2,n2 ) be random samples from two populations at consecutive time points 1, 2, ..., n 1 and 1, 2, ..., n 2 , respectively. Let µ 1 and µ 2 be the means of these population. Then the hypothesis can be written as, ( 
1.1)
H 0 : µ 1 = µ 2
The classical two-sample t-test assumes that the observations are independent. A violation of this assumption could lead to inaccurate results and incorrect conclusions. However, in some studies, recording data over time leads to the serial correlation. In such cases, the classical variance estimators are generally found smaller than the actual variance and that affects the absolute value of the observed t-test statistic. Several methods have been proposed in the literature for estimating standard error of the difference between the means for two autocorrelated data. Those are Wilks [7] , Box-Hunter [1] , Seitshiro [5] , and Zimmerman [8] approaches.
In this study instead of using classical methods, alternative methods for the different variance estimators have been discussed via a simulation study. In section 2, Student's t-test which is one of the most frequently used test in statistics is introduced. The approaches which have been proposed in the literature and new approaches that are used to compare two autocorrelated means are introduced in Section 3. These approaches are illustrated by a numerical example in Section 4 and the simulation study results are discussed in Section 5.
Student's t-test
One of the most popular approach for equality of population means is Student's t-test. This approach requires the observations in both samples are independent and normally distributed [3] .
Let X 1 ∼ (µ 1 , σ 2 1 ) and X 2 ∼ (µ 2 , σ 2 2 ) be normal distributed random variables, then the t-test statistic is defined as follows: 2 ), the υ is calculated as follows:
.
Under the assumption of equal variances (σ
2 ), t has a t-distribution with υ = n 1 + n 2 − 2 degrees of freedom. t and the pooled variances can be calculated as:
Although Student's t-test is one of the most commonly used method for testing a hypothesis on the basis of a difference between sample means, this method is not proper for the autocorrelated data. In order to analyze the difference between two sample means, another approaches have been suggested for the autocorrelated data.
Two Sample Comparison of Two Autocorrelated Means
The general form of t-test is
Several methods have been proposed in the literature for estimating standard error of the difference between means for two autocorrelated data. The Wilks,vBoxHunter, and Seitshiro approaches are presented in the following sub-sections.
3.1. Wilks Approach. Wilks approach estimates the standard error of the sampling distribution of the mean based on variance inflation factor is defined as follows:
This approach is successful when the sample size n is sufficiently large. In the Equation (3.2), s 2 x is the sample variance and V is the variance inflation factor which depends on the autocorrelation in the data. V can be calculated as:
where r k values are estimates of the autocorrelations at lags k [7] . In order to obtain more stable estimates for V , the time series model can be useful [4, 6] . When assuming an AR(1) model for the data, only the lag-1 autocorrelation needs to be directly estimated from the data [7] ,
Because the estimates of V are substantially biased for samples that are not large, instead of using V , the adjusted variance inflation factor given in Equation (3.5) is suggested to use.
Then, the standard error (SE) that is suggested by Wilks is [7] ,
The general form of t statistic to test whether the means are different can be calculated as follows:
3.2. Box-Hunter Approach. Box et al. [1] presented a numerical example to discuss the serial dependence in the industrial data. In this study, two different methods are applied to data during the ongoing process [5] . The standard error is defined by taking the autocorrelation into consideration as,
The t statistic can be calculated from Equation (3.7). Here the sample sizes are
X i,j /2n and the sample variance is
3.3. Seitshiro Approach. Seitshiro approach is proposed based on the paired samples t-test. The hypothesis of no difference between the series X 1 and X 2 are formulated in terms of the differences, given by:
The test statistic that tests this hypothesis is [5] (3.10)
3.4. The Proposed Approaches. There are some disadvantages of Box-Hunter approach. Although Box-Hunter approach is useful for serially dependent data, this approach ignores that there are two groups and an overall variance is calculated instead of two different variances. The restriction of Box-Hunter's approach is that, the sample sizes of two groups should be equal. The approach also ignores the effects of sample autocorrelation and an overall value is calculated. Because of these disadvantages, Box-Hunter approach is extended to the approaches that allow the unequal sample sizes for independence and correlated samples. The effects of sample variances and autocorrelation are also considered.
The standard error of the difference for independent samples is
The standard error of the difference for correlated samples is
These approaches will be illustrated on a numerical example. Then, they will be compared through the simulation study.
Numerical Example
The data set given in Table 1 concerns the assessments of a modification in a manufacturing plant [1] . When the process continues, A method is applied to the first 10 observation, then B method is applied to the others. The descriptive statistics of A and B methods are given in Table 2 . Table 3 shows t-test results and standard errors of difference for the approaches that are given in Section 2. After analyzing the data by five different methods, it can be seen that, independent samples t-test has the largest standard error. This is due to the serially dependence structure of the variables. Wilks approach has the smallest standard error. Seitshiro approach and proposed approach have similar results with Wilks'. The results in Table 3 show that, the hypotheses are not rejected for all approaches. Hence, there is not a statistically significance difference between the A and B methods. 
Simulation Study
In this section, we performed a simulation study to compare the performance of five approaches with respect to their power values and Type I error probabilities. One of the time series models is the first-order autoregressive (AR(1)) process, defined as,
where ε t are independent and generated from normal distribution [7, 2] . In this study, two random AR [1] processes are generated. For the simplicity and also to compare the results of Box-Hunter approach, the sample sizes are assumed equal (n 1 = n 2 ) and considered as 10, 20, 30 and 50. All the results are based on 10000 replication of each sample. The r 1 values are taken as: -0.9, -0.5, -0.3, 0.3, 0.5, 0.9
In the study, to generate a hypothesis test, it is assumed that the two samples came from different populations with X ∼ N (50, 10 2 ) and Y ∼ N (30, 10 2 ) for equal variances, and X ∼ N (50, 5
2 ) and Y ∼ N (30, 15 2 ) for unequal variances. In the second step, it is assumed that the two samples came from the same populations with X ∼ N (50, 10
2 ) and Y ∼ N (48, 10 2 ) for equal variances, and X ∼ N (50, 5 2 ) and Y ∼ N (48, 15
2 ) for unequal variances.
After setting the simulation parameters, five methods are applied to random samples and the null hypothesis of no difference is tested at the level of α = 0.05. Table 4 shows the empirical power of the t-tests under equal and unequal variances for different sample sizes and the different values of autocorrelation. The values of autocorrelation for X and Y samplings are accepted as equal. Table 4 shows that, the powers of proposed methods are the highest in many cases. For instance for r Table 5 and Table 6 show the means of t-values and their standard deviations under equal and unequal variances for different sample sizes and the different values of autocorrelation, respectively. The mean and standard deviations of the approaches with the mean and standard deviation of theoretical t distribution can be compared by means of Table 5 and Table 6 . The deviations from the expected value and variance of t distribution occur in negative autocorrelated variables. The results are similar when the variances are not equal. Table 7 shows the empirical power, the means of t-values, the standard deviations of t-values, and means of standard errors for t-tests under the different variances for different sample sizes. Here the sample sizes are n 1 = n 2 = 50 and sample autocorrelations are r 1 = r 2 = 0.5. Table 8 shows the means and standard deviations of t values, and standard errors for t-test under equal variances for different sample sizes. The values of autocorrelation for X and Y samplings are assumed as unequal. Here the sample sizes are n 1 = n 2 = 50. The type I errors under equal and unequal variances for different sample sizes and different autocorrelation levels for α = 0.05 are summarized in Table 9 . The probabilities below 0.05 means that the null hypothesis is rejected. The deviation from nominal alpha is the highest for the Student t-test. Proposed 1 approach for r 
Conclusions
In order to compare two autocorrelated data, the classical two-sample t-test cannot be used. Because its assumption is the independence of observations, these test cannot be used. In this study, suggested autocorrelation corrected standard errors for independent and correlated samples were introduced. The introduced methods were applied on plant trial data set and compared via a simulation study. The results show that, the empirical power is higher when the variances are equal for all the combinations of autocorrelation. When the sample size increases, the empirical power also increases. Student's t-test does not have sufficient results when the autocorrelation is negative and the sample size is small. When the sample size increases or the autocorrelation is positive, empirical power increases.
If there is a negative and high autocorrelation, Seitshiro approach has the highest empirical power. In the case that the autocorrelation is r 1 = r 2 = −0.5 and −0.3, Seitshiro approach for n = 10, proposed approaches for n 20 have the highest empirical powers. In the case that the autocorrelation is positive but not at high levels, proposed approaches have the highest empirical powers. If there is a positive and high autocorrelation, proposed approach for correlated samples gives better results. When n 20 and the level of autocorrelation is low or moderate, the empirical powers of t-tests results are similar. In general, except presence of negative autocorrelations for n = 10 and r 1 = r 2 = −0.9, the proposed approaches have the highest empirical power.
The proposed approaches are extended from the Box-Hunter approach. The proposed approaches have higher empirical power than the Box-Hunter approach for all cases. Whether the variances of two groups are equal or unequal and for all values of autocorrelation.
When the values of autocorrelation are unequal and one of them is negative, Wilks and Seithiro approaches; when both of them are positive, the proposed approaches; when both of them are negative and r 1 = 0.3, r 2 = −0.3, the proposed approaches; and; when both of them are negative, the proposed and Seitshiro approaches have the lowest mean of standard errors. When the difference of the two sample variances increases, the empirical power of test decreases and the mean of standard errors increases.
