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ABSTRACT
Aims. We study the modification of the classical criterion for the linear onset and growth rate of the Rayleigh-Taylor
instability (RTI) in a partially ionized (PI) plasma in the one-fluid description, considering a generalized induction
equation.
Methods. The governing linear equations and appropriate boundary conditions, including gravitational terms, are derived
and applied to the case of the RTI in a single interface between two partially ionized plasmas. The boundary conditions
lead to an equation for the frequencies in which some of them have positive complex parts, marking the appearance of
the RTI. We study the ambipolar term alone first, extending the result to the full induction equation later.
Results. The configuration is always unstable because of the presence of a neutral species. In the classical stability
regime the growth rate is small, since the collisions prevent the neutral fluid to fully develop the RTI. For parameters
in the classical instability regime the growth rate is lowered, but for the considered theoretical values of the collision
frequencies and diffusion coefficients for solar prominences the differences with the compressible MHD case are small.
Conclusions. PI modifies some aspects of the linear RTI instability, since it takes into account that neutrals do not feel
the stabilizing effect of the magnetic field. For the set of parameters representative for solar prominences, our model
gives the resulting timescale comparable with observed lifetimes of RTI plumes.
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1. Introduction
One of the well-known fluid instabilities that has been
applied widely in many different astrophysical contexts
is the Rayleigh-Taylor instability (RTI for short), which
appears when a lighter fluid supports or accelerates a
heavier one. We can cite as examples the RTI in plan-
etary nebulas (Bucciantini et al. 2004), supernova explo-
sions (Fryxell et al. 1991), acretion disks (Wang & Nepveu
1983), relativistic jets (Matsumoto & Masada 2013), the
evolution of the inner layers of red giants (Eggleton et al.
2006), formation of hydrogen clouds in the local bubble
(Breitschwerdt et al. 2000) or the solar atmospheric flux
tubes (Parker 1979) or prominences (Isobe et al. 2005), for
citing some topics among the vast literature regarding this
instability in astrophysical plasmas.
The starting point of these studies is the classical
hydrodynamic instability, with the addition of a mag-
netic field. To study the Rayleigh-Taylor instability in
Magnetohydrodynamics (MHD), it is better to use the
divergence-free velocity condition (which is the type of
movement more likely to produce instabilities, since the en-
ergy is not wasted in compressing the plasma). Hence, the
dispersion relation for the two fluids with densities ρ1 and
ρ2 laying one below the other with a magnetic field par-
allel to the contact surface is (Chandrasekhar 1961; Priest
1982),
ω2 = −gk ρ2 − ρ1
ρ1 + ρ2
+
2B20k
2
x
µ(ρ1 + ρ2)
, (1)
where B0 is the magnetic field strength and k is the
modulus of the wavenumber, kx is the component of the
wavenumber along the magnetic field direction and ky the
component across the field, g is the acceleration of grav-
ity, and µ is the magnetic permittivity. The hydromagnetic
case is recovered if no magnetic field is considered, which
means that the configuration is unstable if ρ2 > ρ1. The
magnetic field stabilizes perturbations down to a critical
value of kx along its direction, but the field cannot stabi-
lize perturbations across the field (kx = 0), no matter how
strong it might be.
Other effects, such as compressibility, viscosity, tension
forces, relativistic corrections, magnetic fields perpendic-
ular to the surface or other types of stratification and
forces, may introduce corrections to the classical stability
criterion and linear growth rate of the RTI. The leading
one is normally the compressibility, which must be taken
into account in most of the applications. There have been
many studies of the effect of compressibility in the magnetic
RTI (see for example Vandervoort 1961; Shivamoggi 1982;
Bernstein & Book 1983; Ribeyre et al. 2004; Livescu 2004;
Shivamoggi 2008; Liberatore & Bouquet 2008, and refer-
ences therein). These studies show that the compressibility
has mainly a stabilizing influence by lowering the linear
growth rates, although the stability threshold that appears
in Eq. 1 is not modified. On the other hand, even consider-
ing only this extra effect complicates greatly the solution,
so simple relations such as Eq. 1 are no longer obtained.
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Prominences are a very likely candidate to display the
RTI in the solar atmosphere, since they are composed of
cool and dense plasma surrounded by much lighter coronal
plasma (see the reviews Labrosse et al. 2010; Mackay et al.
2010). The magnetic field plays a key role in the structure
and dynamics of prominences, and hence the RTI must be
studied in the context of the MHD theory. Using computa-
tional techniques allow us to solve directly the MHD par-
tial differential equations and study the non-linear regime
of the RTI. These numerical studies of RTI (see for ex-
ample Jun et al. 1995; Arber et al. 2007; Stone & Gardiner
2007) agree with the results of the linear theory and
show some new interesting features, such as the enhance-
ment of the growth of bubbles and fingers in the non-
linear regime across the field, since it prevents secondary
Kelvin-Helmholtz instabilities and mixing between the flu-
ids. This non-linear phase agrees qualitatively with the ob-
servations of turbulent plumes and bubbles in prominences
(Isobe et al. 2005; Berger et al. 2008; Heinzel et al. 2008;
Ryutova et al. 2010; Berger et al. 2010, 2011) and has even
been used to infer plasma properties from observational fea-
tures (Hillier et al. 2012b). The presence of the RTI has also
been confirmed numerically in more general prominence
models with 3D geometry (Isobe et al. 2006; Hillier et al.
2011, 2012a,c).
Prominences have also another feature that can be rel-
evant for the RTI because of their physical properties,
namely partial ionization. Since prominences are relatively
cool and dense objects, their plasma is expected to be
partially ionized (Patsourakos & Vial 2002; Gilbert et al.
2007; Labrosse et al. 2010; Zaqarashvili et al. 2011b). The
ionization degree of the prominence plasma has not been di-
rectly measured with accuracy, but with the typical phys-
ical properties of the plasma the plasma is neither in a
completely ionized state or is a neutral gas. This partially
ionized prominence plasma can no longer be described with
1-fluid ideal MHD. Chhajlani & Vaghela (1989) studied the
magnetic RTI in a two fluid model without considering the
full dynamics of the neutral fluid (which was only subject
to collisions) and concluded that the stability threshold is
not changed, but the growth rate is lowered. A two-fluid
description with a neutral and an ion-electron fluids cou-
pled only by ion-neutral collision (without electron colli-
sions and diffusive terms in the induction equation) was
considered in Soler et al. (2012b) for the Kelvin-Helmholtz
instability due to shear flow at an interface between two
partially ionized plasmas and in Dı´az et al. (2012) for the
RTI in a similar setup. The conclusion in Dı´az et al. (2012)
was that the instability threshold of the RTI is modified,
so the configuration with heavier fluid on the top of lighter
fluid is always unstable, but that the linear growth rate is
substantially reduced depending on the parameters. This
approach has also been used by Shadmehri et al. (2013) in
the context of the RTI in the borders of the local bubble,
where partial ionization also plays a relevant role.
Our main objective in this paper is to study the stability
threshold and the linear growth rate of the RTI in a plasma
described in a single-fluid model, taking into account the
partial ionization effects in the form of a generalized induc-
tion equation and considering all the types of collisions and
forces present and the diffusive terms in the induction equa-
tion. We develop a rather general formulation, with an aim
of its global applicability different astrophysical situations.
After this general formulation has been set, we particular-
ize to the case of solar prominence and consider the impor-
tance of different terms in the induction equations (many
of them have been neglected in the previous works) on the
development of the RTI in this environment. We compare
our results with those from the simple two-fluid approach
in Dı´az et al. (2012) and try to understand the linear phase
of the RTI in a partially ionized plasma to use it as a com-
parison with more complicated computational models with
geometrically complex geometry and the non-linear stages.
2. Multifluid equations for partially ionized plasma
2.1. Fluid equations for each species
The general transport equations for a multi-component
plasma can be derived from the Boltzmann kinetic equa-
tion, taking into acount general properties of he collisions
terms (Braginskii 1965; Bittencourt 1986; Balescu 1988).
The most common form of the MHD theory can only be ap-
plied to totally ionized plasma, where the different species
are completely coupled dinamically and thermally by col-
lisions, so partial ionization cannot be described. The first
extension from MHD in the presence of neutrals for strong
collisional coupling is to consider only the modifications
due to collisions in the generalized Ohm’s law and en-
ergy transport (Braginskii 1965; Khodachenko et al. 2004;
Forteza et al. 2007), assuming a strong thermal coupling
and neglecting the transport coefficients. Another way of
including partial ionization effects is to use a multi-fluid
treatment, in which ions and electrons are considered to-
gether as an ion-electron fluid (due to their strong elec-
tromagnetic coupling), and neutrals are considered sepa-
rately with as many neutral species as one wishes to include
(see, e.g., Zaqarashvili et al. 2011b,a; Soler et al. 2012a).
The two-fluid approach (a hydrogen plasma only consid-
ered) was used in Dı´az et al. (2012) for studing the RTI,
with the additional neglection of other diffusive terms in
the induction equation. Here we take the single fluid ap-
proach by combining the equations for each species in a
single fluid equation, and obtaining a generalized form of
the MHD equations valid for PI plasmas.
We proceed with the derivation of the generalized one
fluid equations starting from the macroscopic equations for
each species. In the following expressions the subscripts i,
n and e stand for ions, neutrals and electrons, respectively.
The momentum equation for each species is
ρe
(
∂ve
∂t
+ ve · ∇ve
)
= −∇pe − ene (E+ ve ×B)
+ ρeg +Re,
ρi
(
∂vi
∂t
+ vi · ∇vi
)
= −∇pi + eni (E+ vi ×B)
+ ρig +Ri,
ρn
(
∂vn
∂t
+ vn · ∇vn
)
= −∇pn + ρng +Rn, (2)
where vi, ve and vn are the velocity of the ion, electron
and neutral fluid, respectively, pi, pe and pn are the pres-
sure of the ion, electron and the neutral fluid, respectively,
ρi, ρe and ρn are the ion, electron and neutron densities, re-
spectively, and Ri, Re and Rn are the momentum transfer
terms due to collisions for ions, electrons and neutrals, re-
spectively. We also define the total density ρ = ρn+ ρi, the
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neutral fraction ξn = ρn/ρ and the ion fraction ξi = ρi/ρ,
with ξn + ξi = 1. Hence, the parameter ξn indicates the
ionization degree, from ξn = 0 for a fully ionized plasma to
ξn = 1 for a neutral gas. We have assumed the non diago-
nal terms of the pressure tensors to be negligible and the
diagonal terms to be equal, so the pressure tensor becomes
isotropic and can be represented by the scalar pressure.
The elastic collision term of each species is approximated
as (Braginskii 1965; Bittencourt 1986)
Rα = −ρα
∑
β
ναβ(vα − vβ) (3)
where ναβ is the collisional frequency of species α with par-
ticles of species β. So, for our three species they become:
Re = −ρe(νei(ve − vi) + νen(ve − vn))
= ρe
1
nie
J(νei + νen)− ρeνenw
Ri = −ρi(νie(vi − ve) + νin(vi − vn))
= −ρi 1
nie
νieJ− ρiνinw
Rn = −ρn(νni(vn − vi) + νne(vn − ve))
= −ρn 1
nie
νneJ− ρn(νni + νne)w, (4)
with w = vi − vn the diffusion velocity of ions with re-
spect to neutrals and J = ene(vi − ve) the total cur-
rent density. This form of the friction momentum transfer
does not alter the one-fluid equations of mass conservation
and momentum conservation from their MHD counterparts
when written in terms of the overall velocity of the plasma,
v =
∑
α=i,e,i(ραvα)/ρ ≈ ξivi + ξnvn. However, the energy
equation has to take into account the currents arising from
these non-MHD terms, and an additional equation for the
evolution of the magnetic field is also required to close the
system, namely a generalized induction equation.
2.2. Equation for the diffusion velocity
To obtain the momentum equation for the diffusion velocity
w we proceed as follows. The momentum equation for elec-
trons and ions are added up, neglecting the electron inertial
terms because of the small electron mass compared to the
other species. We are not neglecting the electron gravity
compared with the ion gravity yet (ρeg compared to ρig),
ρi
(
∂vi
∂t
+ vi · ∇vi
)
= J×B+ (ρi + ρe)g −∇(pi + pe)
−αnw+ ρnνne 1
nie
J
ρn
(
∂vn
∂t
+ vn · ∇vn
)
= ρng−∇pn + αnw
− ρnνne 1
nie
J, (5)
with the definition for the coefficient of friction between the
plasma and the neutral gas
αn = ρn(νni + νne) = ρiνin + ρeνen. (6)
Now we add the upper equation multiplied by ξn and lower
equation, multiplied by −ξi. The result is:
ξiξnρ
(
Divi
Dt
− Dnvn
Dt
)
= ξn [J×B]−G− αnw
+ρnνne
1
nie
J+ ξnρeg, (7)
where
Dα
Dt
=
∂
∂t
+ vα · ∇. (8)
We have taken into account that ξi+ξn = 1, thus the grav-
ity terms for ions and neutrals cancel out and the electron
term might become relevant. This gravitional term is in fact
similar to those of the electron inertia that have been al-
ready neglected, but we keep it here to check its magnitude,
specially since the RTI is driven by gravity so it is impor-
tant to assure its effect as much as possible. Regarding the
pressure gradients, we have introduced the new PI pressure
terms following Braginskii (1965) as
G = ξn∇(pi + pe)− ξi∇pn. (9)
We still have the ion and neutral inertia terms in Eq. (7).
These are neglected on the basis of the following argument.
We can express the total derivative in terms of the diffusion
velocity(
Divi
Dt
− Dnvn
Dt
)
=
∂w
∂t
+ (ξn − ξi)w · ∇w +
w · ∇v + v · ∇w. ≈ ∂w
∂t
. (10)
In a linear regime all the advection terms in this equation
are second order effects, and the remaining time derivative
of w can be neglected when compared with the friction
terms, which are of the order of w/τcol, with τcol ∼ 1/ναβ
being the characteristic timescale related to collisions.
Taking all the aforementioned simplifications into ac-
count, we obtain an expression for the diffusion velocity
between ions and neutrals,
w =
ξn
αn
J×B− G
αn
+ ρnνne
1
nieαn
J+
ξnρe
αn
g. (11)
From this expression we can see that the ion and neutral
fluids do not follow each other exactly, which raises addi-
tional dissipative effects. On the other hand, by neglecting
the inertial terms we have obtained an explicit expression
for the diffision velocity in terms of other variables, assum-
ing that collissions lead to the terminal values of w given
by Eq. (11) much faster than the evolution of the remaining
variables. Thus, the velocities of the ion and neutral species
do not longer appear in the equations and the diffusion ve-
locity w can be computed from the single-fluid variables.
2.3. Induction Equation
To proceed further we need a generalized Ohm’s law and
an induction equation to obtain an equation for the mag-
netic field evolution. These are obtained from the momen-
tum equation for electrons in Eq. 2, neglecting again their
inertial terms. We obtain after some algebra
E+ v ×B = −ξnw ×B+ 1
nie
J×B
− ∇pe
ene
+ αe
1
n2i e
2
J− ρeνenw
ene
+
ρe
nee
g, (12)
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with the definition αe = ρe(νei + νen). We then substitute
the expression for the diffusion velocity in Eq. (11) and
insert the result in Faraday’s law, obtaining
∂B
∂t
= ∇×
[
(v ×B)− J
σ
−
(
1− 2εξn
ene
J×B
)
+
(
ξ2n
αn
(J×B)×B
)
−
(
εG−∇pe
ene
)
−
(
ξn
αn
G×B
)
−
(
ρe
ene
(1 + ξnε)g
+
ξ2nρe
αn
g ×B
)]
(13)
with the definitions of ε = ρeνen/αn (which is a small pa-
rameter) and the Ohmic conductivity σ = (ene)
2/(αe −
ε2αn). In this equation, the terms on the right hand side
are: ideal MHD induction term, Ohmic term, Hall term,
ambipolar term, generalized battery term (which includes
a part already present in plasmas and a part depending on
partial ionization by means of G), a G×B term of perpen-
dicular currents caused by these pressure gradients (similar
to the Hall term with currents) and gravity terms (again
with a similar g×B part also included). We can define the
coefficients in the different terms as
η =
1
σµ
=
αe − (ρeνen)2/αn
(ene)2µ
,
ηH =
1− 2εξn
eneµ
B0,
ηA =
ξ2n
αnµ
B20 ,
χp =
ξn
αn
,
χg =
ξ2nρe
αn
, (14)
with η, ηH, ηA, χp and χg being the ohmic diffusivity, Hall
diffusivity, ambipolar diffusivity and coefficients related to
the battery and gravity terms, respectively. Assuming that
the acceleration of gravity is uniform, the curl of the pre-
last term in Eq. 13 vanishes, and the induction equation is
finally written as
∂B
∂t
= ∇×
[
(v ×B)− η∇×B− ηH (∇×B)×B/B0
+ ηA {(∇×B)×B} ×B/B20 − (εG−∇pe) /(ene)
− χpG×B− χgg×B
]
, (15)
in which we used Ampere’s law (neglecting Maxwell’s dis-
placement current) to eliminate the current density in terms
of the magnetic field, J = ∇×B/µ. Eq. 15 is a very general
form of the induction equation in the one fluid description
of partial ionized plasmas, and it is in fact a generalization
of the well-known generalized induction equation in clas-
sical textbooks (see for example Braginskii 1965) with all
the pressure gradient and gravity terms included and the
expressions of the diffusion coefficients.
The formulation of the induction equation in Eq. (15)
allows for the very general analysis, that can be useful in a
broad context of astrophysical plasmas. Some of the terms
are a priory expected to be smaller than others (as those
related to the electron mass), but others can not be ruled
out just from general considerations. Below we will discuss
their importance for the case of the parameters appropri-
ate for solar prominences. We next describe the plasma and
magnetic field configuration used to study the RTI in this
environment in Sect. 3 and then explore in Sect. 4 the ef-
fect of the leading term under these conditions, namely the
ambipolar diffusion ηA {(∇×B)×B} × B/B20 . Then, we
consider the full induction equation in Sect. 5 to test the
magnitude of the remaining terms and finish discussing the
results and drawing our conclusions.
3. Reference configuration
Since we are aiming to obtain some extensions to the well
known formula in Equation (1) we restrict the analysis to
the simple configuration of a contact surface following the
classical analysis in (Chandrasekhar 1961; Drazin & Reid
1981; Priest 1982), amenable to analytical solutions. We use
this configuration to study the RTI in prominence threads,
specially for choosing the values of the equilibrium and per-
turbation parameters, but the method developed in this
paper is general and can be applied to other astrophysical
situations which involve the RTI in PI plasmas.
The reference configuration consists of two regions filled
with uniform plasmas composed of ions, electrons and
neutrals separated by a contact surface at z = 0. We
use Cartesian coordinates and denote the quantities in
the plasma below the discontinuity (z < 0) with a sub-
script 1 and those in the plasma above the discontinuity
(z > 0) with a subscript 2. The magnetic field permeat-
ing the plasma is uniform and tangent to the discontinu-
ity, so B = B0xˆ, while gravity is perpendicular to it, so
g = −gzˆ. The whole configuration is invariant in the x and
y-directions.
ky
x
z
kx
k
B0
2
ρ1
y
ρ
θ
Fig. 1. Sketch of the equilibrium configuration used in the
analysis of this work. The equilibrium state is a contact
surface between two regions filled uniformly with plasma
having different properties, with the lower quantities la-
belled as “1” and the upper ones as “2”. The magnetic field
is uniform and directed along the x-axis, while the whole
configuration is invariant in the x and y-directions.
In absence of hydrostatic pressure gradients or flows, the
plasma described in the previous paragraph is not in equi-
librium, since nothing counteracts the gravity force. We are
not interested in the overall equilibrium, only in the local
region where the instability is triggered. More precisely, the
equilibrium pressure gradient ∇p0 is related to the gravi-
tational scale height, while the perturbed quantities vary
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on a much shorter spatial scale. Hence, we assume that
all the plasma magnitudes (namely the density, the pres-
sure and the ionization degree) are constant in each zone.
Pressure balance along the discontinuity demands that the
total pressure for each species must be equal in each side,
and since the magnetic field is assumed to be uniform this
means the gas pressures are equal in each side (p1 = p2).
On the other hand, the temperature, density and ionization
degree on each region are parameters of our model. Since we
are interested in studing the RTI we assume that ρ2 > ρ1.
No ionization-recombination processes are included, so the
ionization degree in each region remains constant. Note also
that the plasma beta β = c2s2/c
2
A2 = c
2
s1/c
2
A1 = γµp2/B
2
0 is
then constant all over the domain.
Another important simplification in this particular con-
figuration is that we can neglect the variations of the coef-
ficients in Eq. (14) during the evolution of the instability.
The equilibrium field satisfies ∇×B0 = 0, so there are no
currents in the reference state and the only contribution
of the diffusive terms to the first-order induction equation
are those with the coefficients calculated in the reference
configuration.
Finally, using this reference configuration the classical
instability criterion (Eq. 1) can be written in the following
form
ω2 = 2
(
cA
2cos2θ − c2crit
)
k2, (16)
with θ being the angle between the equilibrium magnetic
field and the wavevector k and k the wavevector modulus
(wavenumber). We define the critical speed as
ccrit =
(
g
2k
ρ2 − ρ1
ρ2 + ρ1
)1/2
, (17)
and the reduced square Alfve´n speed as
cA=
(
B0
µ0(ρ1 + ρ2)
)1/2
, (18)
with usual definition for the squared Alfve´n speed c2A =
B20/(µρ0), so cA
−2 = (cA1)
−2 + (cA2)
−2 It is convenient
then to use cA as a parameter, and notice that in the case
of a prominence with ρ2 ≫ ρ1 we have cA ≈ cA2, so this
averaged Alfve´n speed is approximately the Alfve´n speed
in the prominence.
4. MHD plus ambipolar diffusion
It is clear that dealing with the all the terms in Eq. 15
is very difficult. Hence, we concentrate first in the modi-
fications introduced in the ideal MHD theory by the am-
bipolar term, which has proved to be relevant in solar at-
mospheric situations (see for example Khodachenko et al.
2004; Arber et al. 2007; Khomenko & Collados 2012, and
references therein). We neglect in this section all the mag-
netic diffusion terms except the ambipolar one, obtaining a
simple form of the induction equation,
∂B
∂t
= ∇×
(
v ×B+ ηA {(∇×B)×B} ×B/B20
)
. (19)
The mass and momentum conservation equations are
not modified by the presence of ambipolar diffusion. In ad-
dition, we assume an adiabatic energy equation plus the
contribution from the ambipolar diffusion term (neglect-
ing transport terms such as conduction, radiation of other
heating sources). Hence, after deriving the energy term cor-
responding to the ambipolar diffusion, our system of basic
equations is
∂ρ
∂t
= −∇ · (ρv) ,
ρ
∂v
∂t
= −ρv · ∇v −∇p+ 1
µ
(∇×B)×B+ ρg,
∂B
∂t
= ∇×
(
v ×B+ ηA {(∇×B)×B} ×B/B20
)
,
∂p
∂t
= −v · ∇p− γp∇ · v
+(γ − 1) ηA
µB20
(∇×B)× [{(∇×B)×B} ×B] , (20)
where γ is the adiabatic index and p = pi + pe + pn the
total scalar pressure of the fluid.
4.1. Linearized equations
Next, we study linear perturbations from the uniform state.
To obtain a general formulation, we label the reference
quantities with the subscript 0 and the linear perturbations
without subscript (B = B0x + b). The subscript 0 can be
replaced with 1 of 2 when one of the regions in which the
physical domain is considered, but otherwise, the deduction
is valid for any uniform configuration.
Since no equilibrium flow is present (v0 = 0), all the
advection terms are second order effects. No currents are
present in the reference state, so the term in the energy
equation coming from the ambipolar diffusion is also a sec-
ond order effect and can be neglected in the linealized prob-
lem. Hence, we are left with a considerably simpler system
of differential equations, namely
∂ρ
∂t
= −ρ0∇ · v,
ρ0
∂v
∂t
= −∇p+ 1
µ
(∇× b)×B0 + ρg,
∂b
∂t
= ∇×
(
v ×B0 + ηA
B20
{(∇× b)×B0} ×B0
)
,
∂p
∂t
= −γp0∇ · v. (21)
This system of equations can be reduced to only two by
taking the time derivative of the momentum equation and
substituting the expressions for the density and pressure
from the continuity and energy equations, respectively, ob-
taining a system of two partial differential equation for the
perturbations in velocity and magnetic field, namely
∂2v
∂t2
= c2A
(
∇× ∂b
∂t
)
×B0 − (∇ · v) g+ c2s∇ (∇ · v) ,
∂b
∂t
= ∇×
(
v ×B0 + ηA
B20
{(∇× b)×B0} ×B0
)
, (22)
We have defined the squared sound speed as c2s = γp0/ρ0.
The equilibrium properties of the medium relevant for the
RTI are included in the sound and Alfve´n speeds, together
with the ambipolar diffusivity coefficient. In our problem is
not possible to derive a single equation by eliminating the
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Lorentz force term in the motion equation by using the in-
duction equation as is routinely done in ideal MHD (see for
example Roberts 1981; Priest 1982; Goedbloed & Poedts
2004).
We are left with only one parameter depending on the
ionization fraction, the ambipolar diffusivity ηA (Eq. (14),
which is calculated in the equilibrium state and depends on
the ionization degree ξn and the neutral friction coefficient
(Eq. 6),
αn = ρ0(1− ξn)(νin + νenme/mi). (23)
We can neglect the term with the ratio of the electron and
ion mass and use the expression for the ion-neutral col-
lision frequency in a plasma (see, e.g., Braginskii 1965;
Soler et al. 2009),
νin =
ρn
mn
√
16kBT
pimn
σin, (24)
where T is the temperature, mn the neutron mass, kB
is the Boltzmann constant and σin ≈ 5 × 10−19 m2 is
the collisional cross section for proton-hydrogen collisions
(assuming a hydrogen plasma). Notice that this collision
frequency is a theoretical value for hard-sphere collisions
between protons and H molecules, while there are hints
that actual values can differ from this simple calcula-
tion (Mitchner & Kruger 1973; Vranjes & Krstic 2013). A
strong thermal coupling is assumed, so the temperature
of the different species is the same. Hence, kBT/mn =
pn/ρn = (2 − ξn)−1c2s/γ and the expression for the fric-
tion coefficient is
αn =
4σin
mn (piγ)
1/2
ρ20cs
ξn(1− ξn)
(2− ξn)1/2 , (25)
Finally, we obtain from Eq. (14) an equation for ηA, in
therms of the equilibrium parameters in each region.
ηA =
mn (piγ)
1/2
4σin
ξn(2− ξn)1/2
1− ξn
c2A
ρ0cs
. (26)
This expression depends on the medium density. We use
ρ0 = 10
10 kg m−3 for computing this coefficient in the
prominence region through the paper, a value representa-
tive of typical densities in prominences, while the value in
the corona is adjusted taking into account the prominence-
corona contrast ratio ρ2/ρ1 used in each calculation.
4.2. Normal mode analysis
We consider the normal mode decomposition and write
the temporal dependence of the perturbation as e−iωt. We
Fourier analyze in the spatial directions where the medium
is uniform and write the perturbations as eikxx+ikyy, with
kx and ky the wavenumbers in the x and y-directions, re-
spectively, and k = kxxˆ + ky yˆ the wavenumber parallel to
the surface.
Then, we combine Eqs. (22) and arrive at a system of
two coupled equations for vz, the z-component of the veloc-
ity (normal to the surface) and bx, the x-component of the
perturbation of the magnetic field (along the equilibrium
magnetic field)
iωc2A(ω
2 − k2xc2s )
dbx
dz
− igk
2
yω
2c2A(ω + iηAk
2
x)
ω2 + ik2x(ωηA − ic2A)
bx =
ωc2s (ω + ik
2
xηA)
d2vz
dz2
− gω(ω + ik2xηA)
dvz
dz
+
[
ω(ω2 − k2c2s )(ω + ik2xηA)− k2xc2A(ω2 − k2xc2s )
]
vz, (27)
dvz
dz
= ηA
{−k2xc2A(ω2 − k2xc2s ) + ω(ω2 − k2c2s )(ω
+ ik2xηA)
}
/
{
(ω2 − k2xc2s )(ω2 − k2xc2A
+ iωηAk
2
x)
} d2bx
dz2
+
{
i(ω + ik2xηA)[−k2c2A(ω2
− k2xc2s ) + ω(ω2 − k2c2s )(ω + k2ηA)]
}
/
{
(ω2
− k2xc2s )(ω2 − k2xc2A + iωηAk2x)
}
bx. (28)
We can further operate these equations to obtain a single
differential equation,
C4
d4bx
dz4
+ C3
d3bx
dz3
+ C2
d2bx
dz2
+ C1
dbx
dz
+ C0 bx = 0, (29)
with the following definitions for the coefficients,
C4 = ωc
2
sηA,
C3 = −gωηA,
C2 = ic
2
A(ω
2 − k2xc2s ) + ω
[
ω2ηA + c
2
s (iω − 2k2ηA)
]
,
C1 = −igω(ω + ik2ηA),
C0 = i
[−k2c2A(ω2 − k2xc2s )
+ ω(ω2 − k2c2s )(ω + ik2ηA)
]
. (30)
This ordinary differential equation is valid in each zone,
with the equilibrium quantities c2A, c
2
s and ηA with sub-
scripts 1 or 2 when applied to the two regions above and
below the contact surface at z = 0, respectively.
Finally, we need the boundary conditions to match the
solutions at the boundary z = 0. In ideal MHD the conti-
nuity of the normal component of the velocity perturbation
and the continuity of the total pressure are enough, plus the
contribution of gravity from the momentum balance at the
boundary. However, in this particular problem additional
constraints are necessary. We derive these conditions by in-
tegrating Eqs. 21 across the surface z = 0 and doing the
limit of infinitesimal integration volume. We obtain only
four independent jump relations, namely[
ρ0c
2
svz
]
= 0,[
ρ0(iωc
2
Abx − ikxc2svx − ikyc2svy + c2sv′z − gvz)
]
= 0,
[ikxηAbz − vz + ηAb′x] = 0,
[ηAbx] = 0, (31)
where the prime represents a derivative on the z-direction
and [X ] = X2(0
+) − X1(0−) stands for the jump of the
quantity X across z = 0. Expressing the components of the
perturbed velocity in terms of bx and vz we obtain the set of
jump relations required for our system (since vz requires the
integral of bx). The first relation is just the typical boundary
condition for the velocity perturbation (since ρ0c
2
s = γp0 is
equal in both sides due to the equilibrium pressure balance),
and the second is related to the momentum balance (the
first term is related to the magnetic pressure, the next three
to the gas pressure and the last one to the gravity force),
but the remaining two conditions come from the new terms
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from the induction equation, which for ηA = 0 do not give
any additional information. In terms of vx and bz our final
set of boundary conditions is
[vz ] = 0,[
iωρ0
c2A(ω
2 − k2xc2s ) + ωc2s (ω + ik2ηA)
ω2 − k2xc2s
bx
+ ρ0gvz +
ω2c2sηAb
′′
x
ω2 − k2xc2s
]
= 0,[
ηAb
′
x − vz
ω + ik2xηA
]
= 0,
[ηAbx] = 0, (32)
We use the standard definition for the linear growth
rate of the instability, Im(ω). Hence, Im(ω) > 0 is related
to unstable modes, while Im(ω) < 0 marks a damping in
the wave. We also define the density contrast ρ2/ρ1 and
β = c2s2/c
2
A2 = c
2
s1/c
2
A1 = γµp2/B
2
0 as a measure of the
magnetic field strength compared with the pressure terms.
4.3. Fully ionized plasma
Before dealing with the full problem, we check the known
limit of ideal MHD. This is achieved by considering a fully
ionized plasma and letting ηA → 0. In this case, the equa-
tions are highly simplified, and Eq. (29) just becomes
d2bx
dz2
− gω
2
Ω
dbx
dz
+
ω2 − (k2x + k2y)Ω
Ω
bx = 0, (33)
with Ω = ω2(c2A+ c
2
s )−k2xc2Ac2s . We also obtain the relation
dvz
dz
= iω
gω2bx − ωΩb′x
(ω2 − k2xc2A)(ω2 − k2xc2s )
(34)
This differential equation describes the propagation of ideal
MHD modes. For example, inserting a solution bx = Ae
ikzz
we recover the well-known dispersion relation for the MHD
fast and slow modes present when gravity is not taken into
account. Moreover, by imposing ηA → 0 the boundary con-
ditions in Eqs. 32 reduce to the continuity of the normal
component of the velocity perturbation and the continuity
of the total pressure (plus a gravity term), with the two
extra conditions either identically vanishing or reducing to
those, and thus recovering ideal MHD boundary conditions.
We can study the linear phase regime of the com-
pressible MHD RTI by solving Eq. (33). The solutions of
its indicial (characteristic) equation obtained after setting
bx = Ainde
mz (with Aind an arbitrary constant) are
m± =
gω2
2Ω
±
(
k2x + k
2
y −
ω4
Ω
+
g2ω4
4Ω2
)1/2
. (35)
We need to choose the solution in each region that guaran-
tees the perturbation to vanish far from the discontinuity.
Hence, the solution is
bx(z) =
{
A1 e
m1+z, z < 0,
A2 e
m2−z, z > 0,
(36)
with A1 and A2 being constants. Applying the remaining
boundary conditions in Eq. (32) we obtain the dispersion
relation for the system
ρ1
{
g +
ω2 − k2xc2A1
m1
− gω
2(ω2 − k2xc2A1)
m1gω2 −m21Ω1
}
=
ρ2
{
g +
ω2 − k2xc2A2
m2
− gω
2(ω2 − k2xc2A2)
m2gω2 −m22Ω2
}
, (37)
There are a couple of interesting limiting cases to this
expression. If we set g = 0 we recover the solution for sur-
face MHD waves in an interface (see, e.g., Wentzel 1979;
Roberts 1981) with no instabilities, namely
ρ1
ω2 − k2xc2A1
m1
= ρ2
ω2 − k2xc2A2
m2
, (38)
with m2i = k
2
x + k
2
y + ω
4/Ωi. Another interesting limit is
the incompressible case, obtained if we set csi1 → ∞ and
csi2 →∞. The dispersion relation is then
ρ1
gm1 + ω
2 − k2xc2A1
m1
= ρ2
gm2 + ω
2 − k2xc2A2
m2
, (39)
with m1 = k and m2 = −k from Eq. (35) in this limit, so
we can obtain an explicit equation for the frequencies of
the modes,
ω2 = −gk ρ2 − ρ1
ρ1 + ρ2
+
(ρ1c
2
A1 + ρ2c
2
A2)k
2
x
(ρ1 + ρ2)
, (40)
which is equivalent to the classical RTI relation in Eq. (1).
After checking the limiting cases, we proceed to solve di-
rectly Eq. (37). The linear growth rate is plotted in Fig. 2,
compared with the predicted rate from the classical formula
in Eq. (1) for the incompressible limit. The main conclu-
sions from these results are:
1. The threshold is not modified by compressibility. This
can be easily demonstrated by noticing that in ideal
MHD the frequency of the modes is either real or pure
imaginary (Goedbloed & Poedts 2004; Goedbloed et al.
2010), so the transition from a stable to an unstable sit-
uation is necessarily at the points in which ω = 0 is
satisfied. Inserting this condition in Eq. (37) we imme-
diately recover
g =
k2x(ρ1c
2
A1 + ρ2c
2
A2)
(ρ2 − ρ1)k , or cA= ccrit/cosθ, (41)
which matches with the stability criteria from Eq. (1)
and Eq. (16). A magnetic field increase has a stabilizing
effect, while increasing the angle between the equilib-
rium field and the wavevector has the opposite effect,
as it happens in the incompressible limit.
2. The incompressible approximation becomes more valid
as θ approaches pi/2. This is caused by the fact the in-
compressible limit is recovered when c2s →∞, which im-
plies Ω→∞, so terms containing the gravity in Eq. (35)
and Eq. (37) are negligible. We can see in the definition
ofm and the dispersion relation that increasing the lon-
gitudinal wavenumber has a similar effect, and hence,
the incompressible limit is a better approximation as k
is increased.
3. The linear growth rate for the compressible case is al-
ways below the incompressible limit prediction. As β is
lowered the linear growth rate is decreased substantially.
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Fig. 2. Linear growth rate of the RTI for a fully ionized
plasma (ideal MHD) as a function of the Alfve´n speed cA. In
the upper panel curves for different values of the propaga-
tion angle θ are shown for a fixed value of β = 0.1, while in
the lower panel curves for different β are plotted for a fixed
value of θ = 40o. In all the panels the values ρ2/ρ1 = 100,
g = 270 m s−2 and k = 10−7 m−1 have been used. The
dashed curves correspond to the incompressible MHD limit
in Eq. (1).
The curves in Fig. 2 tend to zero when the magnetic
field is very low. This is caused by the choice of sound
speed: since β is fixed in these curves, cA→ 0 also implies
that cs → 0. If the sound speed is prevented from tending to
zero as B0 → 0 (implying that β is no longer held constant
and tends to zero too) the drop dissapears. There is also
a real part of the frequency only when the configuration
is stable in this ideal MHD regime, but we focus on the
imaginary part and the instability. Leaky modes may also
be considered (i.e. modes that propagate in the direction
across the surface), but these modes do not appear for the
range of parameters selected in these plots.
4.4. Partially Ionized Plasma
Now we turn to the general problem with the ambipolar dif-
fusion coefficient different from zero. Eq. (29) is a fourth-
order ordinary differential equation with constant coeffi-
cients, whose solutions are a combination of exponentials
emkz, with mk one of the four solutions to the indicial equa-
tion
C4m
4 + C3m
3 + C2m
2 + C1m+ C0 = 0. (42)
Two of these solutions are close to those in Eq. (35), while
the other two are typically larger and depend strongly on
the exact value of ηA. Eq. (42) must be solved in each of
the two regions, and then only the two solutions that im-
ply evanescence away from the discontinuity are kept. The
general expression of the four roots of this fourth order
algebraic equation is massive, so we choose to solve it nu-
merically. Our general solution is then
bx(z) =
{
A1 e
m
(1)
1 z +A2 e
m
(1)
2 z, z < 0,
A4 e
m
(2)
3 z +A3 e
m
(2)
4 z, z > 0.
(43)
with the A coefficients being arbitrary constants and the
subscript ofm denoting the ordering of the real part among
the set of mk and the superscript the region where it ap-
plies.
The boundary conditions must be applied to obtain a
dispersion relation, taking into account that vz must be
obtained by integrating Eq. (28) after inserting the solu-
tion for bx in Eq. (43). Using the same notation that in
Dı´az et al. (2012), the four boundary conditions are writ-
ten in matricial form as
∑
j=1,4
Bijb
(3−j)
x

 = 0, (44)
where the index i ∈ [1, 4] stands for the each boundary
condition in Eqs. (32) and b
(j)
x is the j-th z-derivative of bx
(j = 0 being the function itself without derivatives and j =
−1 the first integral of the function). The coefficients in this
matrix are given in the Appendix. Inserting the solutions
from Eq. (43) in Eq. (44) we obtain a system of equations
for the A-coefficients,∑
j=1,4
(−1)hkAkB(hk)ij
(
m
(hk)
k
)3−j
= 0, (45)
where the m-coefficients are defined in Equation (42), with
the requirement that the exponentials are bounded at z →
±∞. In this expression hk = 1 for k = 1, 2 and hk = 2 for
k = 3, 4 The dispersion relation of the system is obtained by
requiring the determinant of such system to vanish, namely
|Cik| = 0, (46)
with the C-matrix defined as
Cik = (−1)hk
∑
j=1,4
B
(hk)
ij
(
m
(hk)
k
)3−j
. (47)
The imaginary part of the solutions to Eq. (46) are plot-
ted in Fig. 3, with the growth rates predicted by the incom-
pressible and compressible RTI overplotted. The following
points must be emphasized:
1. A similar plot to Fig. 3 with higher values of θ would
draw the collisional plasma results closer to the in-
compressible MHD limit and modify the critical speed.
Thus, the incompressible limit is a much better approxi-
mation as θ is increased, as happened in the collisionless
plasma.
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2. The instability threshold is no longer the one predicted
by Eq. (1), namely cA= ccrit/cosθ = 47.4 km s
−1 for the
parameters used in the plot. In fact, the configuration
is unstable for all the values of ξn and magnetic field.
Considering the presence of neutrals only with the linear
ambipolar term is enough to render the configuration
with a heavier partially ionized fluid unstable, no matter
how strong the magnetic field is.
3. For parameters which are classically unstable (cA <
ccrit/cosθ) the linear growth rate is much reduced
with respect to Eq. (1) because of the compressibil-
ity. Increasing the ambipolar coefficient raises slightly
the growth rate, but the effect of the ambipolar term is
small compared with compressibility in this range.
4. For parameters which are classically stable (cA >
ccrit/cosθ) the ambipolar diffusion still drives the in-
stability, but the linear growth rate in this regime is
an order of magnitude smaller than in the classically
unstable range.
5. Close to the stability threshold (cA ≈ ccrit/cosθ) the
differences induced by the ambipolar diffusion term are
relatively higher.
6. In any case, in all the parameter space the growth rate
is significantly lower than the one of an uncoupled neu-
tral gas subject to the hydrodynamic RTI (Eq. 1 with
B0 = 0, ρn1 and ρn2), which would be Im[ω] = 0.0053
s−1 for the parameters in the plot. The collisional cou-
pling between neutrals and charged particles prevents
the neutrals from fully developing their instability, even
for values of ξn2 close to 1.
7. As the ionization fraction is raised (and thus ξn2 and
ξn1 are lowered) the curve resembles more the MHD
limit. In fact, there is a bifurcation very close to the
critical value which can not be clearly seen in the scale
of these plots and its value tends to ccrit/cosθ as the
neutral fraction tends to zero.
Fig. 3. Linear growth rate of the RTI for a partiallyl ionized
plasma (taking into account ambipolar diffusion) as a func-
tion of the Alfve´n speed cA. The dashed line corresponds
to the incompressible limit given in Eq. (1) and the black
solid line to the compressible MHD results from Sect. 4.3.
The values ρ2/ρ1 = 100, β = 0.1, θ = 40, k = 10
−7 m−1,
ccrit = 33 km s
−1 and ξn1 = 10
−4 have been used.
Note that with the inclusion of the ambipolar term the
frequencies of the modes are no longer restricted to be ei-
ther pure real or pure imaginary as in the ideal MHD limit
(collisionless plasma). The solutions plotted in Fig. 3 have
a real conterpartRe[ω] not shown in the plot, which is close
to the compressible MHD results when cA> ccrit/cosθ and
much smaller than Im[ω] when cA < ccrit/cosθ. We can
check that there is no critical value of cA for which the
system becomes stable: if we require ω → 0, the only real
solution is ccrit = 0, confirming the numerical results in
Fig. 3 and the absence of a stable region in the parameter
space.
Another important parameter is the perturbation
wavenumber k. So far we have fixed a value of k = 10−7
m−1, following the typical wavenumbers from the fast
transversal MHD modes of a prominence thread used in
previous studies in prominence seismology and RTI in-
stability in threads (Dı´az et al. 2002; Terradas et al. 2012;
Dı´az et al. 2012), but we can explore further the effects of
the initial perturbation. One important consequence is ob-
tained after scaling the problem: it can be shown that in the
ideal MHD limit the curves can be rescaled using the vari-
ables ω/(ck) and cA/c (with c a characteristic speed, such
as Alfve´n speed in the prominence, for example), but if the
ambipolar diffusion is included, this scaling involves the adi-
mensional quantity ηAk/c. Hence, increasing the wavenum-
ber perturbation has the direct effect of increasing the rel-
evance of the ambipolar term. This is expected, since it is
known that the ambipolar diffusion grows as the typical
lenght scale is reduced. On the other hand, we can also
plot the linear growth rate as a function of the perturba-
tion wavenumber (Fig. 4). We see the same main effects:
there is no stable regime, the compressibility lowers the
growth rate for cA< ccrit/cosθ and the ambipolar diffusion
slightly raises it as ξn2 is increased. It is also interesting to
study this dependence near the incompressible limit with
values of θ close to 90o (Fig. 5); since compressibility is
no longer dominant, the inclusion of the ambipolar term
raises the growth rate over the classical RTI (as reported
in Shadmehri et al. (2013) for the same assumptions that
Dı´az et al. (2012) in the context of local bubble of the solar
system).
Finally, we can plot the growth rate vs. the ambipolar
diffusivity (Fig. 6). As mentioned above, the rate is slightly
modified if the configuration is unstable in the ideal MHD
limit (cA< ccrit/cosθ, upper panel), unless a very unrealis-
tical high value of the ambipolar diffusivity is assumed. For
configurations that are close to the critical value (middle
panel) the dependence on the ambipolar diffusivity is more
important. In the stable range (cA> ccrit/cosθ, lower panel)
the linear growth rate is never zero (so strictly speaking the
configuration is unstable), but the linear growth rate is at
least about an order of magnitude lower than the values in
classically unstable regime for typical values of ηA, so in
practice the instability would take an excessively long time
to develop.
5. Full induction equation
We have dealt in the previous section with the effect of
the induction term and the ambipolar diffusion term alone
in the generalized induction equation for partially ionized
plasmas (Eq. 15). Considering only these terms has allowed
us to solve analytically the linearized equations, but the
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Fig. 4. Linear growth rate of the RTI for a partiallyl ionized
plasma as a function of perturbation wavenumber k. The
dashed line corresponds to the incompressible limit given
in Eq. (1). The values ρ2/ρ1 = 100, θ = 40, cA = 30 and
ξn1 = 10
−6 have been used. Solid lines are calculated with
β = 0.1 and dot-dashed lines with β = 0.5, while red lines
have a value for the neutral fraction ξn2 = 0.9, blue lines
ξn2 = 0.5 and purple lines ξn2 = 0.1.
Fig. 5. Same plot as in Fig. 4 for the values of θ = 89 and
cA = 100 (near the incompressible limit). Here the values
of the beta are β = 0.01 in the solid lines and β = 0.1 in
the dashed lines.
effect of the other supposedly smaller terms must be taken
into account. In this case, obtaining analytical solutions can
be much more demanding, even in the linearized problem.
5.1. Linearized equations
In order to solve this problem, first we need to eliminate
the partial pressures and the density of each species in the
induction equation. This can be done using the definition
of the partial pressure pα = nαkBTα, and invoking that the
temperature of each species is the same (Ti = Te = Tn).
Hence,
p = pi + pe + pn = 2pe + pn = pe(2 + ξn/ξi), (48)
Fig. 6. Linear growth rate of the RTI for a partiallyl ionized
plasma as a function of the ambipolar diffusion coefficient
ηA2, with some values of the neutral fraction ξn2 for which
the values of ηA2 are obtained also included in the plot as
large points. The values ρ2/ρ1 = 100, β = 0.1, k = 10
−7
m−1, θ = 40o and ξn1 = 10
−6 have been used (so ccrit =
47 km s−1). The upper panel corresponds to a classically
unstable configuration, the middle panel to a marginally
stable configuration and the lower panel to a classically
stable configuration. The dotted line in the upper panel
corresponds to the MHD limit (in the middle and lower
panel the classical limit is zero).
and we obtain
pe =
1− ξn
2− ξn p; pn =
ξn
1− ξn p; ρe =
me
mi
(1− ξn)ρ, (49)
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so we can operate Eq. (9) to obtain an expression for the
pressure gradients in the battery term,
G =
ξn(1− ξn)
2− ξn ∇p, (50)
εG−∇pe
ene
=
me
eρe
1− ξn
2− ξn (εξn−1)∇p =
mi
e
εξn − 1
2− ξn
∇p
ρ
.(51)
Here it is explicit that for a fully ionized plasma (ξn = 0)
the G combination vanishes and the only contribution to
the battery term in that case is the well-known form of the
electron pressure gradient.
Next, we linearize the fluid equations. The only differ-
ence with the system in Eqs. (21) is the linear version of
the induction equation. Regarding the generalized battery
term, the curl of Eq. (51) is
∇×εG−∇pe
ene
=
mi
e
εξn − 1
2− ξn ∇×
∇p
ρ
=
mi
e
εξn − 1
2− ξn ∇
1
ρ
×∇p, (52)
and since the equilibrium state has both the density and
pressure constant in each zone, this term is at least of sec-
ond order in perturbed quantities and can be neglected in
the linear analysis. Taking this into account the linear ver-
sion of the induction equation is
∂b
∂t
=∇×
(
v ×B0 + η∇2b+ ηH {(∇× b)×B0}
+ ηA {(∇× b)×B0} ×B0 + ηG/(ρ0c2s )∇p×B0
− χg1/ρ0 [ρ0g× b+ ρg×B0]
)
, (53)
where ηA is given in Eq. (26) and the other diffusion co-
efficients can be expressed also in terms of the ionization
fraction and the equilibrium parameters,
η =
mime
µe2
1
ρ0(1− ξn) [νen(ξn) + νei(ξn)]−
m2e
µe2
(νen(ξn))
2
αn(ξn)
,
ηH =
mi
µe
1
ρ0(1 − ξn)
[
1−
√
2
5
me
mi
ξn
]
,
χG = ρ0c
2
s
ξ2n
αn
1− ξn
2− ξn ,
χg1 = ρ0
ξ2n
αn
me
mi
(1− ξn). (54)
Eliminating the perturbed pressure and density we obtain
the following set of partial differential equations for the
components of the perturbed velocity and magnetic field,
∂2v
∂t2
=
1
µρ0
(∇× b)×B0 − (∇ · v) g + c2s∇ (∇ · v) ,
∂2b
∂t2
= ∇×
(
∂v
∂t
×B0
)
+ η∇2 ∂b
∂t
− ηH∇×
{(
∇× ∂b
∂t
)
×B0
}
+ ηA
{(
∇× ∂b
∂t
)
×B0
}
×B0
+ χG∇× {∇(∇ · v)×B0}
+ χg1
[
{∇(∇ · v)} × (g×B0)− (g · ∇) ∂b
∂t
]
, (55)
The complexity of these equations is evident, and even third
order derivatives are present in the term coming from G×
B. Finding direct analytical solutions is still possible in our
problem if we notice that all the coefficients are constant
in each region of our model, so we obtain a third order
linear system of six equations, whose solutions are written
in terms of linear combinations of exponential functions.
5.2. Normal mode analysis
We again consider the normal mode decomposition with
the temporal dependence as e−iωt and the dependence on
the directions where the equilibrium state is uniform as
eikxx+ikyy. Now we can eliminate vx, vy and bz to ob-
tain the three differential equations, which are given in
the Appendix. We obtain four solutions that go to zero as
z → ∞ and other four that go to zero as z → −∞, so the
general solution in each zone would be a linear combination
of the four linearly independent solutions that satisfy the
boundary condition as |z| → ∞ in each region.
Next we need to derive the boundary conditions ap-
propiate to this problem, and following the procedure used
in the case of ambipolar diffusion alone, we go directly to
Eqs. 55 and integrate them across the boundary, obtaining
only five relations between the variables
[
ρ0c
2
svz
]
= 0,[
ρ0
{
iωc2Abxcs − ikxc2svx − ikyc2svy
− gvz + c2sv′z
}]
= 0,[
ηA(ikxωbz + ωb
′
x)− ηωb′x − ikxωbyηH
+ χGc
2
s (−ik2yvz + kxv′x + kyv′y + iv′′z )
− gχg1(ωbx + kxvx + kyvy + iv′z)− ωvz
]
= 0,[
ikx
(
ωbxηH + kyc
3
sχGvz
)− ωηb′y − gωbyχg1] = 0,[
kxωηAbx + iωηb
′
z − igkxcsχg1vz
+ kxc
3
sχG (kxvx + kyvy + iv
′
z)
]
= 0. (56)
However, these relations are not enough for our prob-
lem, which has four arbitrary constants in each side of the
boundary. The divergence-free condition ∇ · b = 0 and
the expressions for the perturbed pressure and density in
Eqs. 21 only give us linear combinations of the conditions
in Eq. 56. To obtain the additional relations we need to
use the equation for the diffusion velocity between ions and
neutrals (which introduces the higher-order derivatives in
the linearized equations). The linear version of Eq. (11) is
w = ηA
[
∇× ∂b
∂t
]
×B0 + χG1∇ (∇ · v)
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+ ηH1∇× ∂b
∂t
− χg2(∇ · v)g = 0, (57)
with the coefficients defined as
ηH1 =
ξnνneρ0
neeµαn
, χG1 =
ρ0
ξn
χG, χg2 =
1
ξn
χg1. (58)
Using this equation, we obtain the remaining three jump
relations for our system, namely
[
αn (ωbyηH1 − ikxcsχG1vz)
]
= 0,[
αn (−iωbxηH1 − ikycsχG1vz)
]
= 0,[
αn (iωηAbx − gcsχg2vz − ikxcsχG1vx
−ikycsχG1vy + csχG1v′z)
]
= 0. (59)
which provides us with the remaining conditions to solve
the linear problem. Notice that we recover easily the case
with ambipolar diffusion alone, since the first two equations
vanish in this case and the last one becomes equivalent to
the last jump condition in Eq. (31).
5.3. Numerical solutions
The solution of the problem must be computed in the fol-
lowing form: first of all, the differential equations in Eq. A.3
for bx, by and vz must be solved in each zone by obtaining
the set of solutions for λ from Eq. A.6 (and the relation
between the constants of each variable), and then discard-
ing the solutions that not vanish as |z| → 0. This leaves us
with solutions with four arbitrary constants in each zone.
Finally, the jump conditions in Eqs. (56) and (59) must be
satisfied, which can only be achieved is the determinant of
the system of this eight equation vanishes. This provides
us with a dispersion relation for computing the frequencies
of our system, and thus, studying the stability of the sys-
tem by checking if their imaginary parts are either positive
(unstable modes) or negative (stable modes).
The procedure described in the previous paragraph does
not give simple analytical solutions, so we use it to find nu-
merical solutions to the system. It is important to remark
that these solutions are not obtained from partial differen-
tial equations, but from an algebraic system of equations.
There is a huge range of parameters that can be explored,
but here we concentrate on the situations of physical inter-
est for the RTI instability, namely, when all the diffusive
terms are much lower than the induction term. All the η
and χ coefficients in these diffusive terms depend on the
ionization fraction ξn due to their dependence on the den-
sities, collisions frequencies and temperatures.
First of all, we study the numerical values and de-
pendence of the different collision frequencies, since we
also need the collisional frequencies of electrons with other
species, which are (Soler et al. 2009; Braginskii 1965)
νen =
ρn
mn
√
16kBT
pimn
σen, νei =
ne
T 3/2
Λhei, (60)
where σen ≈ 10−19 m2, hei ≈ 3.7 × 10−6 s−1 m−3 K3/2
and Λ is the Coulomb logarithm. We plot these frequencies
in terms of the ionization fraction in Fig. 7 for values of
the parameters typical in prominences, namely ρ0 = 10
−10
kg m−3, p0 = 0.135 Pa and B0 = 10 G, so cs = 15 km
s−1 and cA = 89 km s
−1. For fully ionized plasmas the
neutral collision frequencies vanish, as expected, but as the
ionization fraction is increased it becomes comparable and
even larger than the collision frequency between ions and
electrons. Note that the assumption in Soler et al. (2012b);
Dı´az et al. (2012) of neglecting the electron collisions might
not be appropiate for these values of the plasma parameters
(specially for low values of ξn).
Fig. 7. Collisional frequencies as a function of the ioniza-
tion fraction for the values of the density, pressure and mag-
netic field given in the text.
Next we study the different terms in the linearized in-
duction equation (Eq. 55). The values of each term are rep-
resented in Fig 8 for typical values of kx = ky = 10
−7 m−1,
g = 270 m s−1 and Im[ω] ≈ 0.007 s−1, normalized to the
magnitude of the ideal MHD induction term ∇× (v×B0).
The dominant term under these plasma conditions is the
ambipolar term, which was studied independently in the
previous section. Then the Hall and perpendicular battery
terms are typically about one order of magnitude smaller
than the ambipolar, and finally the gravity and ohmic dif-
fusion terms are much lower. Note that for a fully ionized
plasma ξn → 0 the ambipolar, battery and gravity terms
tend to zero, but the hall and ohmic terms are still present.
In addition, the battery term neglected in the linearization
(Eq. 51) would also be present for a fully ionized plasma.
Next we study the solutions of the indicial equation
(Eq. A.6). There are four solutions that are very close to the
ones in Eq. (42), and four new ones that are related to the
other diffusion coefficients and are about four order of mag-
nitude larger (and thus describe only diffusive effects very
near the boundary and are negligible far from it). However,
these diffusive solutions are troublesome from the computa-
tional point of view, since they introduce large coefficients
in the boundary conditions that must be computed with
great accuracy.
Finally we can obtain the frequency of the modes of the
system. We concentrate on the relevant modes to the stabil-
ity analysis. The imaginary part of the frequency is plotted
near the instability threshold in Fig. 9 for a typical set of
parameters in prominence thread oscillations. The differ-
ences between the ambipolar result and the full equations
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Fig. 8.Numerical values of the terms in the induction equa-
tion in Eq. (55) relative to the ideal MHD term, with the
values stated in the text. The red line corresponds to the
ambipolar term, the blue line to the Hall term, the orange
line to the perpendicular battery term (G×B), the green
line to the gravity terms and the purple line to the Ohmic
term.
are small, but one interesting difference is that in the MHD
stable regime (which corresponds to kx > 1.3 · 10−7 m−1
for these parameters) the inclusion of the rest of the term in
the induction equation raises the linear growth rate slightly,
while in the MHD unstable regime (kx < 1.3 · 10−7 m−1)
it lowers it slightly, but the corrections are small compared
with the computed values for the ambipolar case. Hence, as
expected from Fig. 8 the rest of the terms offer just slightly
corrections to the results for the ambipolar case described
in Sect. 4, at least for the physical and plasma parameters
in prominences.
Fig. 9. Linear growth rate of the RTI as a function of the
wavenumber. The values chosen for the plot are ρ2 = 10
−10
kg m−3, ρ2/ρ1 = 100, θ = 85
o m−1, B0 = 10 G, cs2=15
km s−1, ξ2 = 0.5 and ξ1 = 0.1. The dashed line is the
incompressible MHD limit from Eq. (1), the dotted line
corresponds to the PI 1-fluid model with only the ambipolar
term (section 4) and the solid line to the PI 1-fluid model
with all the terms in the induction equation.
It is very interesting to notice that the PI effects do not
modify qualitatively the linear growth rate in the region of
classical stability. This is in contradiction with the result
in Dı´az et al. (2012), who reported in their Section 5 that
the linear growth rate was lowered by an order of magni-
tude. However, in that calculation a very low value of the
equilibrium density was chosen to compute νin, so it would
correspond to the case in which the ambipolar coefficient
is chosen to be larger than the value obtained in this work.
We can see in Fig. 9 that the effects of PI do not lower
that drastically the linear growth rate for this set of pa-
rameters. We obtain from Fig. 9 a typical RTI timescale of
about 100 s, similar to the lifetime of prominence threads
(Labrosse et al. 2010; Mackay et al. 2010; Lin 2011).
6. Discussion and conclusions
We have studied the effects of considering a partially ion-
ized plasma in the MHD Rayleigh-Taylor instability in a
contact surface where a heavier plasma sits on top of a
lighter one. We have simplified considerably the problem
by assuming that the equilibrium variables are uniform in
each region, which is only valid if the vertical scales of the
perturbations are much smaller than the gravitational scale
height. In fact, in the initial stages of the instability the so-
lution is confined to the boundary, so this approximation
is useful. However, in later stages the gravity stratification
may become important, but then the differential equations
may become too hard to be solved analytically, and the
problem is better posed in terms of numerical studies, which
would also allow to characterize the non-linear phases of the
instability.
Including PI effects in the MHD equations can be done
in several ways. In Dı´az et al. (2012) a two-fluid model was
considered, with the collisions between ions and neutrals
only deemed important. Here we have taken a different ap-
proach by using all the collision frequencies between the
species, but combining the fluid equations for each species
into 1-fluid equations (following Braginskii 1965, for exam-
ple). These PI effects appear then in the form of a general-
ized Ohm’s law (Eq. 12) and induction equation (Eq. 13),
with the corresponding terms in the energy equation (which
are second order effects in the linear analysis). We follow
the standard procedure of deriving a relation for the diffu-
sion velocity between ions and neutrals from the equation
of motion for electrons (with the electron inertial terms ne-
glected). However, in contrast with previous deductions we
have kept all the terms, obtaining the well known expres-
sions for the ohmic, ambipolar, Hall and battery diffusion
terms, but also the G × B (similar to the Hall term with
diamagnetic currents) and the gravity term. This gravity
effect has been normally overlooked because it comes from
neglecting the electron gravity force in front of the ion grav-
ity force on the combined momentum equation for ions and
electrons, but we have proved that this term survives as
the equation for the diffusion velocity is obtained. Under
prominence thread circumstances, this term is nevertheless
small, but can be still larger than the ohmic diffusion, and
might also be relevant in other contexts.
It has been previously assessed that the most important
term in the generalized Ohm’s law is the ambipolar diffu-
sion term (Khomenko & Collados 2012). We first study the
modifications that this term implies in the linear regime.
An ordinary differential equation is derived with constant
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coefficients because of the uniform plasma assumption in
each zone, so a solution close to the ideal-MHD is found,
with another related to the ambipolar coefficient. The or-
dinary MHD jump relations are not enough, so following
Chandrasekhar (1961) we derive our boundary relations di-
rectly from the differential equations, obtaining new condi-
tions to add to the continuity of total pressure are perpen-
dicular velocity. Finally the modes of the system are ob-
tained, with the MHD-limit recovered when ηA → 0. The
main conclusions are that the configuration is always un-
stable regardless of the values of the parameters, but in the
region of the parameter space where there was classical sta-
bility the linear growth rate is very small, while in the clas-
sically stable region the ambipolar slightly raises the linear
growth rate compared with the compressible MHD limit.
These results support the conclusions in Dı´az et al. (2012)
and qualitatively both descriptions agree despite consid-
ering different assumptions on the fluid equations. Notice
however that in the 2-fluid description Dı´az et al. (2012)
considered that the collision frequency of both media were
simply related by ρ2/ρ1 and used a high value of equilib-
rium density, while here we have derived a relation between
the ambipolar diffusion coefficients in both regions consid-
ering all the dependence of the equilibrium parameters on
ξn in both regions.
Next we consider the full induction equation, checking
first the relevance of the different terms in the linear anal-
ysis. It is found that the battery and gravity terms do not
give any direct contribution in the linear regime in a uni-
form equilibrium medium, but their Hall counterparts still
appear. The other terms are orders of magnitude smaller
than the ambipolar term. The problem is solved in a similar
way, with extra solutions to the indicial equation because of
these dissipative terms. The numerical analysis of the solu-
tions confirms that for typical values of prominence threads
they only induce small corrections to the results of the am-
bipolar case.
A direct application of the results of this paper con-
cerns solar prominence threads. It is widely assumed that
chromospheric material sits on top of a less dense coronal
plasma, either in a static equilibrium or dynamical configu-
rations. The RTI has been studied numerically in such con-
figurations (Hillier et al. 2011, 2012a), so it is interesting to
test the differences that PI effects produce, specially taking
into account that the material that forms the prominence
is expected to be partially ionized (despite the ionization
fraction has not been directly measured so far). A plot of
the linear growth rate for different values of the equilib-
rium field is displayed in Fig. 10. The effects described in
our analysis can be summarized as:
– There is no critical value, the configuration is always
unstable to the RTI instability because of the presence
of neutrals.
– On the region of classical stability, the PI terms give
a small linear growth rate, so the time-scale of the in-
stability is much larger than the typical lifetime of the
threads.
– On the region of classical instability, the PI affects also
the growth rate, but this rate is still very high (despite
a stabilizing effect of the compressibility), so the RTI is
very efficient and can disrupt the threads.
– For typical prominence plasma parameters, the PI ef-
fects are small, since the ambipolar term is much smaller
than the MHD induction term (Fig. 8) and the pertur-
bation is nearly incompressible (Terradas et al. 2012).
However, if the term is larger than the theoretical val-
ues the effect becomes more pronounced (see the plot
for a high ηA value in Fig. 10).
– The leading ambipolar term becomes important on
small scales (for the typical prominence parameters
whose scales are expected to be in the range of 100 km
and below). Current observational facilities are almost
at this limit (for example the Japanese HINODE mis-
sion, or Sunrise/IMaX instrument) and the new gener-
ation of telescopes (such as ATST or EST) are aimed to
provide information on such scales. Thus, we are about
to be able to observe the spatial range where the PI
effects in prominences might be directly observed).
– Including other additional PI terms beyond the lead-
ing ambipolar term only give small numerical changes
(mainly near the classical critical value) at the price of
a much harder analytical and computational effort.
Fig. 10. Linear growth rate vs. equilibrium magnetic field
for ρ2/ρ1 = 100, g = 270 m s
−2, θ = 87o, k = 5 · 10−6
m−1, ξn1 = 10
−4, ρ2 = 10
−10 kg m−3. The dotted line
is the ambipolar case with ξn2 = 0.5, the solid line with
ξn2 = 0.05 and the dot-dashed line to ξn2 = 0.5, but with
a value for the ambipolar diffusion coefficient 1000 times
larger than the theoretical value used in the rest of the
computations, while the dashed line corresponds to the in-
compressible MHD limit (Eq. 1).
These conclusions need to be tested in several ways.
First of all, the analysis carried out in this work is only
valid in the linear regime, so once the instability is triggered
on, non-linearities may become important, and it is well-
known from MHD simulations that once the stability is well
developed secondary Kelvin-Hemholtz instabilities appear
(seen as eddies in the simulations), so the linear growth rate
is lowered and the drops formed reach a terminal velocity;
all these processes are not present in the linear analysis.
Moreover, the battery term contribution can be neglected
in the linear analysis, but helps to raise currents in the non-
linear regime. More crucially, no new effects are present in
the linearized energy equation.
Another neglected effect that might be important is the
presence of a density stratification (mainly due to grav-
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ity), despite having typical lenghscales much larger than
the thread thickness. Some studies point out that these
stratification effects have a stabilizing contribution on the
RTI (Liberatore et al. 2009). However, considering a non-
uniform plasma in each region complicates substantially
the analysis (specially the differential equations, which no
longer have constant coefficients), and might change the
relevance of some terms (such as the battery term, which
would have a linear contribution). In this case, the problem
is better posed to numerical solutions, specially considering
that other effects might also be important, such as the cur-
vature of the field lines forming the dip that sustains the
condensation which constitutes the thread.
Numerical simulations are underway to study the com-
plex effects of PI in the instability and the non-linear regime
Khomenko et al. (2013). The calculations in this work offer
a guide to test the results, at least in the first stages of the
instability.
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Appendix A: Coefficients on the linear system of
equations
Here we present the coefficients that appear in the lin-
earized equations for both the ambipolar diffusion section
and the general case. If only ambipolar diffusion is consid-
ered in the induction equation (Sect 4), then the boundary
conditions can be written in terms of bx, as is shown in
Eq. 44
B11 = 0,
B12 =
{
i(ω + ik2xηA)[−k2c2A(ω2 − k2xc2s )
+ ω(ω2 − k2c2s )(ω + k2ηA)]
}
/
{
(ω2 − k2xc2s )(ω2
− k2xc2A + iωηAk2x)
}
,
B13 = 0,
B14 = ηA
−k2xc2A(ω2 − k2xc2s ) + ω(ω2 − k2c2s )(ω + ik2xηA)
(ω2 − k2xc2s )(ω2 − k2xc2A + iωηAk2x)
,
B21 =
ω2c2sηA
ω2 − k2xc2s
,
B22 = gηA
k2xc
2
A(ω
2 − k2xc2s )− ω(ω2 − k2c2s )(ω + ik2xηA)
(ω2 − k2xc2s )(ω2 − k2xc2A + iωηAk2x)
,
B23 = iω
ω2(c2A + c
2
s ) + iωk
2c2sηA − k2xc2Ac2s
ω2 − k2xc2s
,
B24 = −g(iω − k2xηA)×
−k2c2A(ω2 − k2xc2s ) + ω(ω2 − k2c2s )(ω + ik2ηA)
(ω2 − k2xc2s )(ω2 − k2xc2A + iωηAk2x)
,
B31 = 0,
B32 =
k2yωc
2
sηA
(ω2 − k2xc2s )(ω2 − k2xc2A + iωηAk2x)
,
B33 = 0,
B34 =
ik2c2A(ω
2 − k2xc2s ) + ω(ω2 − k2c2s )(−iω + k2ηA)
(ω2 − k2xc2s )(ω2 − k2xc2A + iωηAk2x)
,
B41 = 0,
B42 = 0,
B43 = ηA,
B44 = 0, (A.1)
These coefficients are then used in Eq. 47 to compute the
growth rates.
Next we present the coefficients that appear in the lin-
earized equations for the general case, when all the terms
in the induction equation are considered (Sect. 5). The
method is similar to the one applied in the ambipolar case,
but the complexity of the problem prevents us to write the
boundary conditions in terms of a single magnitude, as it
was done in the ambipolar section using bx. First of all,
from the linearized equation of motion we express vx, vy
and bz as
Eq. 53
vx =
kxcs
(
kyc
2
A(kxby − kybx) + iωcsv′z
)
ω3 − ωc2s
(
k2x + k
2
y
) ,
vy =
c2A
(
k2xc
2
s − ω2
)
(kybx − kxby) + ikyωc3sv′z
ω3cs − ωc3s
(
k2x + k
2
y
) ,
bz =
[
ik2xc
2
Ac
2
s b
′
x − iω2c2Ab′x + igk2yc2Abx + ikxkyc2Ac2s b′y
− igkxkyc2Aby + gωcsv′z + k2xωc3svz + k2yωc3svz
− ωc3sv′′z − ω3csvz
]
/
[
kxc
2
A
(
c2s
(
k2x + k
2
y
)− ω2)] , (A.2)
Next, we can write each of the three components of the
induction equation as
4∑
j=1
αijb
(j−1)
x +
4∑
j=1
βijb
(j−1)
y +
5∑
j=1
γijv
(j−1)
z = 0, (A.3)
where i = 1, 2, 3 is the component of the induction equation
and b
(j)
x stands for the jth-derivative of bx, for example. The
coefficients in this equations are
α11 = c
2
Acs
[
iω
{
c2s
(
k2x + k
2
y
) (−k2yηA + (k2x + k2y) η + iω)
+ k2yω
2ηA + igk
3
yηH − ω2
(
k2x + k
2
y
)
η
}
+ k2yc
2
A
(−ω2 + c2s (k2x − ik2yωχG))+ ω4] ,
α12 = −iωc2Acs
[
gχg1
(
k2yc
2
A + c
2
s
(
k2x + k
2
y
)− ω2)
+ gk2yηA + ikyηH
(
ω2 − k2xc2s
)]
,
α13 = iωc
2
AcA
[
c2A
(
k2y
(
c2AχG + ηA
)− (k2x + k2y) η)+ ω2η] ,
α14 = 0,
α21 = kxkyc
2
Acs
[
c2A
(
ω2 − c2s
(
k2x − ik2yωχG
))
+ iωηA
(
c2s
(
k2x + k
2
y
)− ω2)+ glωηH] ,
α22 = −kxk2yωc2Ac3sηH,
α23 = α24 = 0,
α31 = ωc
2
Acs
[
gk2xχg1
(
k2yc
2
A + c
2
s
(
k2x + k
2
y
)− ω2)
+ gk2xk
2
yηA + ky
(−gky (k2x + k2y) η
− i (k2xηH (c2s (k2x + k2y)− ω2)+ gkyω))] ,
α32 = ωc
2
Acs
[
ω2
((
k2x + k
2
y
)
η + iω
)
− k2xc2s
(
k2y
(
c2AχG + ηA + η
)
+ k2xη + iω
)]
,
α33 = gk
2
yωc
2
Acsη,
α34 = ωc
2
Acsη
(
k2xc
2
s − ω2
)
,
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β11 = kxkyc
2
Acs
[
c2A
(
ω2 − c2s
(
k2x − ik2yωχG
))
+ iωηA
(
c2s
(
k2x + k
2
y
)− ω2)+ gkyωηH] ,
β12 = kωc
2
Acs
(
ηH
(
k2xc
2
s − ω2
)
+ igky
(
c2Aχg1 + ηA
))
,
β13 = −ikxkyωc2Ac3s
(
c2AχG + ηA
)
,
β14 = 0,
β21 = c
2
Acs
[
iω
(−c2s (k2x + k2y) (k2xηA − (k2x + k2y) η − iω)
+ k2x
(
ω2ηA + igkyηH
)− ω2 (k2x + k2y) η)
+ k2xc
2
A
(−ω2 + c2s (k2x − ik2yωχG))+ ω4] ,
β22 = −iωc2Acs
[
gχg1
(
c2s
(
k2x + k
2
y
)− ω2)+ ik2xkyc2sηH] ,
β23 = −iωc2Acsη
(
c2s
(
k2x + k
2
y
)− ω2) ,
β24 = 0,
β31 = kxωc
2
Acs
[
gkyχg1
(−k2xc2A + c2s (k2x + k2y)− ω2)
− gk2xkyηA + i
(
k2xηH
(
c2s
(
k2x + k
2
y
)− ω2)+ gkyω)
+ gky
(
k2x + k
2
y
)
η
]
,
β32 = kxkyωc
2
Ac
3
s
(
k2x
(
c2AχG + ηA
)− (k2x + k2y) η − iω) ,
β33 = −gkxkyωc2Acsη,
β34 = kxkyωc
2
Ac
3
sη,
γ11 = ikyω
2c2sηH
(
c2s
(
k2x + k
2
y
)− ω2) ,
γ12 = ωc
2
s
[
ic2A
(
ω2 − c2s
(
k2x − ik2yωχG
))
+ ωηA
(
ω2 − c2s
(
k2x + k
2
y
))
+ igkyωηH
]
,
γ13 = ω
2c2s
(−g (c2Aχg1 + ηA)− ikyc2sηH) ,
γ14 = ω
2c4s
(
c2AχG + ηA
)
,
γ15 = 0,
γ21 = −ikxω2c2sηH
(
c2s
(
k2x + k
2
y
)− ω2) ,
γ22 = kxωc
2
s
(
kyc
2
Ac
2
s (ωχG − i)− igωηH
)
,
γ23 = ikxω
2c4sηH,
γ24 = γ25 = 0,
γ31 = ωc
2
s
[
ω2 − c2s
(
k2x + k
2
y
)) (−k2xc2A + ω (ik2xηA
− i (k2x + k2y) η + ω)] ,
γ32 = −igω2c2s
(
k2x
(
c2Aχg1 + ηA
)− (k2x + k2y) η − iω) ,
γ33 = iω
2c2s
[
ω2η + c2s
(
k2x
(
c2AχG + ηA
)− 2 (k2x + k2y) η
− iω)] ,
γ34 = −igω2c2sη,
γ35 = iω
2c4sη. (A.4)
The solution of the system of differential equations with
constant coefficients can be obtaining by a combination of
exponentials in the form
bx = A1 e
λz , by = A2 e
λz, vz = A3 e
λz , (A.5)
with A1, A2 and A3 arbitrary coefficients. This type of so-
lution leads to the system of algebraic equations
A1
4∑
j=1
αijλ
j−1+A2
4∑
j=1
βijλ
j−1+A3
5∑
j=1
γijλ
j−1 = 0, (A.6)
whose non-vanishing solutions are only obtained if the de-
terminant of the system is zero. This gives the indicial equa-
tion, which turns out to be a 8th order algebraic equation in
λ. There is no simple way of expressing the solutions of this
equation in terms of the coefficients of the system, but for
the range of parameters under considerations, there are al-
ways four solutions with Re[λ] ≥ 0 and four with Re[λ] ≤ 0,
and can be further grouped in pairs with Re[λ1] ≈ −Re[λ2]
and Im[λ1] ≈ Im[λ2], provided the diffusion coefficients are
small. It is easy to check that if all the diffusion coefficients
except the ambipolar one are set to zero the 8-th order equa-
tion becomes Eq. (42), so two of the solutions are λ ≈ m(1)1
and λ ≈ m(1)2 (and similar expression in the upper zone),
provided the diffusion terms are small, while the other two
have much larger real part than these two, representing ex-
ponentials that decay very fast from the boundary. Finally,
for each solution of the indicial equation we find a relation
between the A-coefficients in Eq. (A.5), so for each value of
λ all the perturbed velocity and magnetic field components
can be related to bx, for example.
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