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CRITICAL CONES FOR SUFFICIENT SECOND ORDER
CONDITIONS IN PDE CONSTRAINED OPTIMIZATION\ast 
EDUARDO CASAS\dagger AND MARIANO MATEOS\ddagger 
Abstract. In this paper, we analyze optimal control problems governed by semilinear parabolic
equations. Box constraints for the controls are imposed, and the cost functional involves the state and
possibly a sparsity-promoting term, but not a Tikhonov regularization term. Unlike finite dimensional
optimization or control problems involving Tikhonov regularization, second order sufficient optimality
conditions for the control problems we deal with must be imposed in a cone larger than the one used
to obtain necessary conditions. Different extensions of this cone have been proposed in the literature
for different kinds of minima: strong or weak minimizers for optimal control problems. After a
discussion on these extensions, we propose a new extended cone smaller than those considered until
now. We prove that a second order condition based on this new cone is sufficient for a strong local
minimum.
Key words. optimal control, semilinear partial differential equation, optimality conditions,
sparse controls
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1. Introduction. Let us consider a domain \Omega \subset \BbbR n, n \leq 3, with a Lipschitz
boundary \Gamma . Given T > 0, we denote Q = \Omega \times (0, T ) and \Sigma = \Gamma \times (0, T ). In this paper,
we investigate second order sufficient optimality conditions for the control problem
(P) min
u\in Uad
J(u) := F (u) + \mu j(u),
where \mu \geq 0. Additionally, for \mu > 0, we will further suppose that \alpha < 0 < \beta ,
Uad = \{ u \in L\infty (Q) : \alpha \leq u(x, t) \leq \beta for a.a. (x, t) \in Q\} 




L(x, t, yu(x, t)) dx dt+ \nu \Omega 
\int 
\Omega 
L\Omega (x, yu(x, T ))dx,
\nu \Omega \in \{ 0, 1\} , and j : L1(Q) \rightarrow \BbbR is given by j(u) = \| u\| L1(Q).
Above yu denotes the state associated to the control u related by the following
semilinear parabolic state equation:
(1.1)
\left\{     
\partial yu
\partial t
+Ayu + f(x, t, yu) = u in Q,
yu = 0 on \Sigma ,
yu(0) = y0 in \Omega .
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586 EDUARDO CASAS AND MARIANO MATEOS
Assumptions on the data A, f , y0, L, and L\Omega are specified in section 2.
It is well known that if \=u is a local minimum, then first order necessary optimality
conditions can be written as
J \prime (\=u;u - \=u) \geq 0 \forall u \in Uad,
while second order necessary optimality conditions read as
F \prime \prime (\=u)v2 \geq 0 \forall u \in C\=u,
where C\=u is the cone
C\=u = \{ v \in L2(Q) satisfying the sign condition (1.2) and J \prime (\=u; v) = 0\} ,
(1.2) v(x, t)
\biggl\{ 
\geq 0 if \=u(x, t) = \alpha ,
\leq 0 if \=u(x, t) = \beta .
The reader is referred to [11, Theorem 3.7] for the elliptic case or [12, Theorem 3.1.
Case I] for the parabolic case.
It is well known that in finite dimensional optimization the cone used to establish
necessary second order necessary optimality conditions is the same as the one used for
sufficient second order conditions. However, this not the case in general for optimiza-
tion problems in infinite dimension; see the example by Dunn [24]. Despite this, if the
Tikhonov term \gamma 2 \| u\| 
2
L2(Q) with \gamma > 0 is present in the cost functional of the control
problem, we can take the same cone for both necessary and sufficient conditions; see,
e.g., [4], [19], or [20] for the case \mu = 0, or [11], [12], or [17] for \mu > 0. Other works
that consider second order sufficient conditions for problems with no Tikhonov regu-
larization are [16], [21], [22], and [23]. The results in these works cannot be applied to
our problem due to the facts that we deal with a semilinear parabolic equation, our
controls depend both on space and time, and we do not have any assumption on the
structure of the adjoint state.
In this paper, the Tikhonov term is not present. Then, an approach to deal with
second order sufficient conditions, as suggested by Dunn [24] or Maurer and Zowe
[27] among others, consists of extending the cone of critical directions C\=u. As far as
we know, two ways to enlarge the cone have been proposed in the literature. In the
context of abstract optimization problems, following Maurer and Zowe [27], one could
replace the condition J \prime (\=u; v) = 0 by J \prime (\=u; v) \leq \tau \| v\| L2(Q) for some small \tau > 0. In
optimal control problems we can take advantage of the structure of the problem to




v \in L2(Q) satisfying (1.2) and J \prime (\=u; v) \leq \tau 
\bigl( 
\| zv\| L2(Q) + \nu \Omega \| zv(\cdot , T )\| L2(\Omega )
\bigr) \Bigr\} 
,
where zv is the derivative of the control-to-state mapping in the direction v; see
(2.1) below. A second alternative to extend C\=u is based on the observation that for
functions v \in L2(Q) satisfying the sign condition (1.2) we have
for \mu = 0: J \prime (\=u; v) = 0 \Leftarrow \Rightarrow v(x, t) = 0 if | \=\varphi (x, t)| > 0,
for \mu > 0: J \prime (\=u; v) = 0 \Leftarrow \Rightarrow v(x, t)
\left\{   \geq 0 if \=\varphi (x, t) =  - \mu and \=u(x, t) = 0,\leq 0 if \=\varphi (x, t) = +\mu and \=u(x, t) = 0,
= 0 if
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where \=\varphi is the adjoint state associated with \=u, defined in (2.10) below; see [6], [17],
[20], [21], [22]. Then a natural extension can be done specifying a smaller set of points
where the functions v should vanish: given \tau > 0 we define the extended cone
for \mu = 0: D\tau \=u =\{ v \in L2(\Omega ) satisfying (1.2) and v(x, t) = 0 if | \=\varphi (x, t)| > \tau \} ,
for \mu > 0: D\tau \=u =
\Biggl\{ 
v \in L2(\Omega ) satisfying (1.2) and
v(x, t)
\left\{     
\geq 0 if \=\varphi (x, t) =  - \mu and \=u(x, t) = 0
\leq 0 if \=\varphi (x, t) = +\mu and \=u(x, t) = 0
= 0 if
\bigm| \bigm| \bigm| | \=\varphi (x, t)|  - \mu \bigm| \bigm| \bigm| > \tau 
\Biggr\} 
.
The following question immediately arises: is one of these two extensions better
than the other? The answer seems to be difficult because they are not easy to compare.
However, we solve this issue by choosing D\tau \=u \cap E\tau \=u . The main goal of this paper is to
prove that a second order optimality condition based on this cone along with the first
order optimality conditions imply the strong local optimality of \=u.
The plan of the paper is as follows. In section 2 we establish the assumptions
on the functions defining (P), recall some regularity results on the state equation
and the linearized state equation, and establish the differentiability properties of the
control-to-state mapping. We also state necessary optimality conditions. In section
3 we prove our main result, namely Theorem 3.1. In section 4 we comment about
extensions and limitations of our main result.
Before ending this introduction let us mention that the methods used in this
paper cannot be applied to the case of control problems governed by the Navier--
Stokes system. This is due to the fact that our approach requires L\infty (Q) bounds for
the states; see Theorem 2.1. For quasilinear parabolic equations, it seems possible to
obtain similar bounds using the results in [9]. Also it seems reasonable that estimates
analogous to that of (2.4) or (2.9) hold, but the extension is not immediate and is
beyond the scope of this paper. We refer the reader interested in optimal control
problems governed by these types of equations to [7], [8], [9], [10], [15], [18], [28] for
the case where the Tikhonov term is present in the cost functional.
2. Assumptions and preliminary results. On the PDE (1.1), we make the
following assumptions.
(A1) A denotes the elliptic operator
Ay =  - 
n\sum 
i,j=1




where bj \in L\infty (Q), ai,j \in L\infty (\Omega ), and the uniform ellipticity condition
\exists \lambda A > 0 : \lambda A| \xi | 2 \leq 
n\sum 
i,j=1
ai,j(x)\xi i\xi j \forall \xi \in \BbbR n and a.a. x \in \Omega 
holds.









































































































































Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
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respect to the last variable satisfying the following properties:
\exists Cf \in \BbbR :
\partial f
\partial y
(x, t, y) \geq Cf \forall y \in \BbbR ,






\forall M > 0 \exists Cf,M > 0 :
\bigm| \bigm| \bigm| \bigm| \partial jf\partial yj (x, t, y)
\bigm| \bigm| \bigm| \bigm| \leq Cf,M \forall | y| \leq M and j = 1, 2,
\forall \rho > 0 and \forall M > 0 \exists \varepsilon > 0 such that\bigm| \bigm| \bigm| \bigm| \partial 2f\partial y2 (x, t, y1) - \partial 2f\partial y2 (x, t, y2)
\bigm| \bigm| \bigm| \bigm| < \rho \forall | y1| , | y2| \leq M with | y1  - y2| < \varepsilon ,
for almost all (x, t) \in Q.
Examples of functions f satisfying the above assumptions are the polynomials of
odd degree with positive leading coefficients or the exponential function f(x, t, y) =
g(x, t)exp(y) with g \in L\infty (Q), g(x, t) \geq 0 for almost all (x, t) \in Q.
(A3) For the initial datum we assume y0 \in L\infty (\Omega ).
On the functions L and L\Omega defining the differentiable part F of the cost functional
J , we assume the following:
(A4) L : Q \times \BbbR \rightarrow \BbbR is a Carath\'eodory function of class C2 with respect to the
last variable satisfying the following properties:
L(\cdot , \cdot ,0) \in L1(Q) and \forall M > 0 \exists \Psi M \in L\^p(0, T ;L\^q(\Omega )) and CQ,M
such that\bigm| \bigm| \bigm| \bigm| \partial L\partial y (x, t, y)
\bigm| \bigm| \bigm| \bigm| \leq \Psi M (x, t) and \bigm| \bigm| \bigm| \bigm| \partial 2L\partial y2 (x, t, y)
\bigm| \bigm| \bigm| \bigm| \leq CQ,M \forall | y| \leq M,
\forall \rho > 0 and \forall M > 0 \exists \varepsilon > 0 such that\bigm| \bigm| \bigm| \bigm| \partial 2L\partial y2 (x, t, y1) - \partial 2L\partial y2 (x, t, y2)
\bigm| \bigm| \bigm| \bigm| < \rho \forall | y1| , | y2| \leq M with | y1  - y2| < \varepsilon ,
for almost all (x, t) \in Q.
(A5) L\Omega : \Omega \times \BbbR \rightarrow \BbbR is a Carath\'eodory function of class C2 with respect to the
last variable satisfying the following properties:
L\Omega (\cdot , 0) \in L1(\Omega ) and \forall M > 0 \exists C\Omega ,M such that\bigm| \bigm| \bigm| \bigm| \partial jL\Omega \partial yj (x, y)
\bigm| \bigm| \bigm| \bigm| \leq C\Omega ,M \forall | y| \leq M and j = 1, 2,
\forall \rho > 0 and \forall M > 0 \exists \varepsilon > 0 such that\bigm| \bigm| \bigm| \bigm| \partial 2L\Omega \partial y2 (x, y1) - \partial 2L\Omega \partial y2 (x, y2)
\bigm| \bigm| \bigm| \bigm| < \rho \forall | y1| , | y2| \leq M with | y1  - y2| < \varepsilon ,
for almost all x \in \Omega .











(yu(x, T ) - y\Omega (x))2 dx
satisfies the above assumptions if yd \in L\^p(0, T ;L\^q(\Omega )) and y\Omega \in L\infty (\Omega ).
Hereafter, these hypotheses will be assumed without further notice throughout
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2.1. Analysis of the state equation. In this section we analyze the existence,
uniqueness, and some regularity properties for the solution of (1.1) as well as its
dependence with respect to the control u. We also prove some technical results to be
used in the proof of our main result, Theorem 3.1.
Theorem 2.1. For every u \in L\^p(0, T ;L\^q(\Omega )) there exists a unique solution of
(1.1), yu \in L2(0, T ;H10 (\Omega )) \cap L\infty (Q). Moreover, there exist positive constants K\^p,\^q,
C\^p,\^q, and M\infty such that for all u, \=u \in Uad,
\| yu\| L2(0,T ;H10 (\Omega )) + \| yu\| L\infty (Q)
\leq K\^p,\^q(\| u\| L\^p(0,T ;L\^q(\Omega )) + \| f(\cdot , \cdot , 0)\| L\^p(0,T ;L\^q(\Omega )) + \| y0\| L\infty (\Omega )),
\| yu  - y\=u\| L\infty (Q) \leq C\^p,\^q\| u - \=u\| L\^p(0,T ;L\^q(\Omega )),
\| yu\| L\infty (Q) \leq M\infty .
Finally, if uk \rightharpoonup u weakly in L
\^p(0, T ;L\^q(\Omega )), then the strong convergence
\| yuk  - yu\| L\infty (Q) + \| yuk  - yu\| L2(0,T ;H10 (\Omega )) + \| yuk(\cdot , T ) - yu(\cdot , T )\| L\infty (\Omega ) \rightarrow 0
holds.
Proof. To deal with the nonlinearity in the state equation we can proceed as in
[5, Theorem 5.1]. Combining this approach with the well-known results for linear
equations, see, e.g., [26, Chapter III], existence, uniqueness, regularity, and the first
and third estimates follow easily.
To deduce the second estimate and the convergence properties, we introduce
wk = yuk  - yu. Subtracting the equations satisfied by yuk and yu and using the mean
value theorem, we get the existence of measurable functions \^yk = yu + \theta k(yuk  - yu),






(x, t, \^yk)wk = uk  - u in Q,
wk = 0 on \Sigma ,
wk(0) = 0 in \Omega .
From [26, Theorem III-10.1], we deduce the existence of C\^p,\^q > 0 and \gamma \in (0, 1)
such that \| wk\| C\gamma ,\gamma /2( \=Q) \leq C\^p,\^q\| uk  - u\| L\^p(0,T ;L\^q(\Omega )). This proves the second esti-
mate. Finally, since C\gamma ,\gamma /2( \=Q) is compactly embedded in C( \=Q), it is immediate to
see that \| wk\| C( \=Q) \rightarrow 0. In particular, \| wk(\cdot , T )\| L\infty (\Omega ) \rightarrow 0 holds. Using this fact
and multiplying the above equation by wk and making integration by parts, we infer
convergence wk \rightarrow 0 in L2(0, T ;H1(\Omega )).
Hereafter, we denote Y = L2(0, T ;H10 (\Omega ))\cap L\infty (Q) andG : L\^p(0, T ;L\^q(\Omega ))  - \rightarrow Y
as the mapping associating to each control the corresponding state G(u) = yu.
Theorem 2.2. The mapping G is of class C2. Moreover, for every u, v, v1, v2 \in 
L\^p(0, T ;L\^q(\Omega )), we have that zv = G
\prime (u)v is the solution of
(2.1)






(x, t, yu)z = v in Q,
z = 0 on \Sigma ,
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and zv1,v2 = G






(x, t, yu)z =  - 
\partial 2f
\partial y2
(x, t, yu)zv1zv2 in Q,
z = 0 on \Sigma ,
z(0) = 0 in \Omega ,
where zvi = G
\prime (u)vi, i = 1, 2. Moreover zv and zv1,v2 are continuous functions in
\=Q.
For the proof the reader is referred, for instance, to [19, Theorem 5.1].
From the classical theory for linear parabolic PDEs, we know that for every
v \in L2(Q) there exists a unique solution zv of (2.1) in the space C([0, T ], L2(\Omega )) \cap 
L2(0, T ;H10 (\Omega )). Therefore the linear mapping G
\prime (u) can be extended to a continuous
linear mapping G\prime (u) : L2(Q) \rightarrow C([0, T ], L2(\Omega )) \cap L2(0, T ;H10 (\Omega )).
The following estimates for zv will be used in the next sections.
Lemma 2.3. Let u \in Uad and v \in L2(Q) be arbitrary, and let zv = G\prime (u)v be the
solution of (2.1). Then, there exist constants CQ,2 and CQ,1 independent of u and v
such that
\| zv\| L2(Q) + \| zv(\cdot , T )\| L2(\Omega ) \leq CQ,2\| v\| L2(Q),(2.2)
\| zv\| L1(Q) + \| zv(\cdot , T )\| L1(\Omega ) \leq CQ,1\| v\| L1(Q).(2.3)
If, further, v \in L\^p(0, T ;L\^q(\Omega )), then there exists a constant CQ,\infty independent of u
and v such that
\| zv\| C( \=Q) \leq CQ,\infty \| v\| L\^p(0,T ;L\^q(\Omega )).(2.4)
Proof. First let us note that from Theorem 2.1 and our assumption on f , (A2),
we have that
(2.5)
\bigm| \bigm| \bigm| \bigm| \partial jf\partial yj (x, t, yu(x, t))
\bigm| \bigm| \bigm| \bigm| \leq Cf,M\infty \forall u \in Uad and a.e. (x, t) \in Q, j = 1, 2.
Then (2.2) and (2.4) are classical; see, for instance, [26, Chapter III].
The estimate (2.3) for \| zv\| L1(Q) follows from [13]; see also [3, 5].
To prove the estimate for \| zv(\cdot , T )\| L1(\Omega ) we proceed as follows. Consider the
function \psi T = sign(zv(\cdot , T )) \in L\infty (\Omega ), and let \psi \in L\infty (Q) \cap L2(0, T ;H10 (\Omega )) be the
unique solution of the problem\left\{     





(x, t, yu)\psi = 0 in Q,
\psi = 0 on \Sigma ,
\psi (T ) = \psi T in \Omega ,
where A\ast is the adjoint of A given by
(2.6) A\ast \psi =  - 
n\sum 
i,j=1
\partial xj (aj,i(x)\partial xi\psi ) - 
n\sum 
j=1
\partial xj (bj(x, t)y).
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 - \partial t\psi +A\ast \psi +
\partial f
\partial y






\psi T (x)zv(x, T )dx =
\int 
\Omega 
sign(zv(x, T ))zv(x, T )dx = \| zv(\cdot , T )\| L1(\Omega ).
Now using (2.7), we have that
\| zv(\cdot , T )\| L1(\Omega ) \leq \| \psi \| L\infty (Q)\| v\| L1(Q).
Finally, it is enough to realize that for some constant C we have
\| \psi \| L\infty (Q) \leq C\| \psi T \| L\infty (\Omega ) = C
and the proof is complete.
The following technical result will be used in the proof of Theorem 3.1.
Lemma 2.4. Consider u, \=u \in Uad with associated states yu and \=y, respectively.
Set zu - \=u = G
\prime (\=u)(u  - \=u), and consider the constants Cf,M\infty satisfying (2.5) and
CQ,\infty introduced in Lemma 2.3. Then the following estimates hold:
If \| yu - \=y\| L\infty (Q) <
2
Cf,M\infty CQ,\infty | \Omega | 1/\^qT 1/\^p
, then(2.8)
\| zu - \=u\| C( \=Q) < 2\| yu  - \=y\| L\infty (Q).








\| yu  - \=y\| L2(Q) + \nu \Omega \| yu(\cdot , T ) - \=y(\cdot , T )\| L2(\Omega )
\Bigr) 
.
Proof. Define \eta = yu  - (\=y + zu - \=u). The function \eta satisfies the equation\left\{     
\partial \eta 
\partial t
+A\eta + f(x, t, yu) - f(x, t, \=y) - 
\partial f
\partial y
(x, t, \=y)zu - \=u = 0 in Q,
\eta = 0 on \Sigma ,
\eta (0) = 0 in \Omega .
Using a second order Taylor expansion, we have that there exists a measurable func-










(x, t, \^y)(yu  - \=y)2 in Q,
\eta = 0 on \Sigma ,
\eta (0) = 0 in \Omega .
Let us prove the first estimate. With the help of assumption (A2), we deduce
from (2.4) and (2.5) that
\| \eta \| C( \=Q) \leq 
1
2
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Using this and (2.8), we infer
\| zu - \=u\| C( \=Q) \leq \| \eta \| C( \=Q) + \| yu  - \=y\| L\infty (Q)
\leq 1
2
Cf,M\infty CQ,\infty | \Omega | 1/\^qT 1/\^p\| yu  - \=y\| 2L\infty (Q) + \| yu  - \=y\| L\infty (Q)
\leq 2\| yu  - \=y\| L\infty (Q).
For the second inequality, notice that using the uniform boundness of the admis-
sible states, assumption (A2), and (2.2), we have that
\| \eta \| L2(Q) + \nu \Omega \| \eta (\cdot , T )\| L2(\Omega ) \leq 
1
2
CQ,2Cf,M\infty \| yu  - \=y\| L\infty (Q)\| yu  - \=y\| L2(Q).
Finally, using (2.9), we have that
\| yu - \=y\| L2(Q) + \nu \Omega \| yu(\cdot , T ) - \=y(\cdot , T )\| L2(\Omega )
\leq \| \eta \| L2(Q) + \nu \Omega \| \eta (\cdot , T )\| L2(\Omega ) + \| zu - \=u\| L2(Q) + \nu \Omega \| zu - \=u(\cdot , T )\| L2(\Omega )
\leq 1
2
CQ,2Cf,M\infty \| yu  - \=y\| L\infty (Q)\| yu  - \=y\| L2(Q) + \| zu - \=u\| L2(Q) + \nu \Omega \| zu - \=u(\cdot , T )\| L2(\Omega )
\leq 1
2
\| yu  - \=y\| L2(Q) + \| zu - \=u\| L2(Q) + \nu \Omega \| zu - \=u(\cdot , T )\| L2(\Omega ),
and the second inequality follows.
2.2. First and second order optimality conditions for (P). We recall the
definition of the cost functional J(u) = F (u) + \mu j(u). Before establishing the opti-
mality conditions satisfied by a local solution we address the differentiability of the
functional F .
The next theorem follows from the chain rule, Theorem 2.2, and assumptions
(A2) and (A3).
Theorem 2.5. The functional F : L\^p(0, T ;L\^q(\Omega ))  - \rightarrow \BbbR is of class C2 and for
every u, v, v1, v2 \in L\^p(0, T ;L\^q(\Omega )),





















(x, yu(x, T ))zv1(x, T )zv2(x, T ) dx,
where zvi = G
\prime (u)vi, i = 1, 2, and \varphi u \in Y is the adjoint state associated to u, i.e., it
is the solution of
(2.10)
\left\{         





(x, t, yu)\varphi =
\partial L
\partial y
(x, t, yu) in Q,
\varphi = 0 on \Sigma ,
\varphi (\cdot , T ) = \nu \Omega 
\partial L\Omega 
\partial y
(x, yu(\cdot , T )) in \Omega ,
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Assumptions (A1), (A4), and (A5) together with Theorem 2.1 imply (see [26,
Chapter III]) that for every u \in Uad, \varphi u \in L2(0, T ;H10 (\Omega )) \cap L\infty (Q) and there exists
a constant K\infty > 0 independent of u such that
(2.11) \| \varphi u\| L2(0,T ;H10 (\Omega )) + \| \varphi u\| L\infty (Q) \leq K\infty \forall u \in Uad.
Remark 2.6. From the expressions for F \prime (u) and F \prime \prime (u) established in the previous
theorems it is immediate that they can be extended through the same formulas to
continuous linear and bilinear forms, respectively, in L2(Q). Moreover, assumptions
(A2) and (A3), Theorem 2.1, and inequality (2.11) imply the existence of someM2 > 0
such that
(2.12)
| F \prime \prime (u)(v1, v2)| \leq M2
\Bigl( 
\| zv1\| L2(Q)\| zv2\| L2(Q) + \nu \Omega \| zv1(\cdot , T )\| L2(\Omega )\| zv2(\cdot , T )\| L2(\Omega )
\bigr) 
for all u \in Uad and v1, v2 \in L2(Q), where zvi = G\prime (u)vi, i = 1, 2.
Finally, we notice that the directional derivative of j at u in the direction v can
be computed as










In what follows, we will write J \prime (u; v) = F \prime (u)v+\mu j\prime (u; v). We will also denote \partial j(u)
as the subdifferential of j at u in the sense of convex analysis.
Existence of a global solution of (P) follows in a standard way using Theorem 2.1;
see, e.g., [14]. Since (P) is not a convex problem, we consider local solutions as well.
Let us state precisely the different concepts of local solution.
Definition 2.7. We say that \=u \in Uad is an Lr(Q)-weak local minimum of (P),
with r \in [1,+\infty ], if there exists some \varepsilon > 0 such that
J(\=u) \leq J(u) \forall u \in Uad with \| \=u - u\| Lr(Q) \leq \varepsilon .
An element \=u \in Uad is said to be a strong local minimum of (P) if there exists some
\varepsilon > 0 such that
J(\=u) \leq J(u) \forall u \in Uad with \| y\=u  - yu\| L\infty (Q) \leq \varepsilon .
We say that \=u \in Uad is a strict (weak or strong) local minimum if the above inequalities
are strict for u \not = \=u.
As far as we know, the notion of strong local solutions in the framework of control
theory was introduced in [1] for the first time; see also [2].
Lemma 2.8. The following properties hold:
1. \=u is an L1(Q)-weak local minimum of (P) if and only if it is an Lr(Q)-weak
local minimum of (P) for every r \in (1,+\infty ).
2. If \=u is an Lr(Q)-weak local minimum of (P) for some r < +\infty , then it is an
L\infty (Q)-weak local minimum of (P).
3. If \=u is a strong local minimum of (P), then it is an Lr(Q)-weak local minimum
of (P) for all r \in [1,\infty ].
Proof. Statement 1 is a consequence of the equivalence of all the Lr(Q) topologies
(1 \leq r < +\infty ) in Uad. Since \| u\| Lr(Q) \leq T 1/r| \Omega | 1/r\| u\| L\infty (Q), statement 2 follows.
To prove statement 3 we use the second estimate in Theorem 2.1:
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for all r \geq max\{ \^p, \^q\} . Then statement 3 follows from statement 1 and the above
inequality.
Next we state first order optimality conditions.
Theorem 2.9. Suppose \=u is a local solution of (P) in any of the senses given in
Definition 2.7. Then
(2.14) J \prime (\=u;u - \=u) \geq 0 \forall u \in Uad
holds. Moreover, there exist \=y and \=\varphi in Y and \=\lambda \in \partial j(\=u) such that
(2.15a)
\left\{     
\partial \=y
\partial t
+A\=y + f(x, t, \=y) = \=u in Q,
\=y = 0 on \Sigma ,
\=y(\cdot , 0) = y0 in \Omega ,
(2.15b)
\left\{         





(x, t, \=y) \=\varphi =
\partial L
\partial y
(x, t, \=y) in Q,
\=\varphi = 0 on \Sigma ,
\=\varphi (\cdot , T ) = \nu \Omega 
\partial L\Omega 
\partial y




( \=\varphi + \mu \=\lambda )(u - \=u)dx dt \geq 0 \forall u \in Uad.
Proof. To prove (2.14) it is enough to use the local optimality of \=u and the con-
vexity of Uad as follows:
0 \leq lim
\rho \searrow 0
J(\=u+ \rho (u - \=u))
\rho 
= J \prime (\=u;u - \=u) \forall u \in Uad.
From the expression of F \prime established in Theorem 2.5 and the convexity of j we infer
0 \leq lim
\rho \searrow 0




F (\=u+ \rho (u - \=u))
\rho 




\=\varphi (u - \=u)dx dt+ \mu j(u) - \mu j(\=u) \forall u \in Uad.






\=\varphi udx dt+ \mu j(u) + IUad(u),
where IUad is the indicator function of the convex set Uad. Therefore, using the
subdifferential calculus (see, e.g., [25, Chapter I, Proposition 5.6]), we obtain 0 \in 
\partial I(\=u) = \=\varphi + \mu \partial j(\=u) + \partial IUad(\=u), which implies (2.15c) for some
\=\lambda \in \partial j(\=u).
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Corollary 2.10. Under the assumptions of Theorem 2.9,
if \=\varphi (x, t) > +\mu , then \=u(x, t) = \alpha ,
if \=\varphi (x, t) <  - \mu , then \=u(x, t) = \beta .
If \mu > 0, then
if | \=\varphi (x, t)| < \mu , then \=u(x, t) = 0,







and \=\lambda \in Y .
Let us write the second order necessary conditions. Given a control \=u \in Uad
satisfying (2.14), we say that a function v \in L2(Q) satisfies the sign condition if
(2.16) v(x, t)
\biggl\{ 
\geq 0 if \=u(x, t) = \alpha ,
\leq 0 if \=u(x, t) = \beta .
Following [11, 12], we introduce the cone
C\=u = \{ v \in L2(Q) satisfying (2.16) and J \prime (\=u; v) = 0\} .
We have the following proposition; see [11, Lemma 3.5].
Proposition 2.11. If \=u \in Uad satisfies (2.14), then
(2.17) J \prime (\=u; v) \geq 0 \forall v \in L2(Q) satisfying the sign condition (2.16).
As a consequence, it follows that C\=u is a closed convex cone.
If \mu = 0, we deduce from Corollary 2.10 that \=\varphi (x, t)v(x, t) = | \=\varphi (x, t)v(x, t)| for
every v \in L2(Q) satisfying the sign condition (2.16). Consequently the following
identity holds:
(2.18) C\=u = \{ v \in L2(Q) satisfying (2.16) and v(x, t) = 0 if | \=\varphi (x, t)| > 0\} .




v \in L2(Q) satisfying (2.16)
and v(x, t)
\left\{     
\geq 0 if \=\varphi (x, t) =  - \mu and \=u(x, t) = 0
\leq 0 if \=\varphi (x, t) = +\mu and \=u(x, t) = 0
= 0 if
\bigm| \bigm| \bigm| | \=\varphi (x, t)|  - \mu \bigm| \bigm| \bigm| > 0
\Biggr\} 
;
see [17] for a proof.
The second order necessary conditions are established in [11, Theorem 3.7]. Al-
though that result is stated for elliptic problems and a Tikhonov regularization term,
the proof can be translated to our setting with the straightforward changes.
Theorem 2.12. Suppose \=u is a local solution of (P) in any of the senses given in
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3. Second order sufficient conditions. In this section, we establish the suf-
ficient second order optimality conditions. In what follows, \=u will denote a control of
Uad satisfying (2.14). We denote by \=y and \=\varphi the associated state and adjoint state.
As mentioned in the introduction, we have to extend the cone C\=u to formulate
the second order sufficient conditions for optimality.
Looking at J \prime (\=u; v) for every \tau > 0 we consider the extended cone
G\tau \=u =
\Bigl\{ 
v \in L2(Q) satisfying (2.16) and J \prime (\=u; v) \leq \tau 
\bigl( 
\| zv\| L1(Q)+\nu \Omega \| zv(\cdot , T )\| L1(\Omega )
\bigr) \Bigr\} 
.
The extended cone E\tau \=u introduced in (1.3) has been used in the literature to formulate
the second order sufficient optimality conditions; see [17]. The cone G\tau \=u introduced
above is a smaller extension of C\=u than E
\tau 
\=u . Indeed, given E
\tau 
\=u , for every
\tau \prime \leq \tau \sqrt{} 
| \Omega | max\{ 1, T\} 
the embedding G\tau 
\prime 
\=u \subset E\tau \=u holds.
On the other hand, using the characterizations of the cone C\=u given by (2.18)
and (2.19), the following extensions appear in a natural way as well:
if \mu = 0, D\tau \=u =\{ v \in L2(Q) satisfying (2.16) and v(x, t) = 0 if | \=\varphi (x, t)| > \tau \} ,
if \mu > 0, D\tau \=u =
\Biggl\{ 
v \in L2(Q) satisfying (2.16)
and v(x, t)
\left\{   \geq 0 if \=\varphi (x, t) =  - \mu and \=u(x, t) = 0\leq 0 if \=\varphi (x, t) = +\mu and \=u(x, t) = 0
= 0 if
\bigm| \bigm| | \=\varphi (x, t)|  - \mu \bigm| \bigm| > \tau 
\Biggr\} 
.
For the use of the cones E\tau \=u and D
\tau 
\=u to formulate the second order sufficient optimality
conditions and for a discussion of their application to the stability analysis of the
control problem, the reader is referred to [17]. In that paper it is proved that a
sufficient second order condition based on the cone D\tau \=u leads to an L
2(Q)-weak local
minimum, while the same condition based on the cone E\tau \=u implies that \=u is a strong
local minimum. Hereafter we will prove that the condition based on the cone
C\tau \=u = D
\tau 
\=u \cap G\tau \=u
yields a strong local minimum \=u. Our main result is as follows.
Theorem 3.1. Let \=u \in Uad satisfy the first order optimality condition (2.14).
Suppose in addition that there exist \delta > 0 and \tau > 0 such that
(3.1) F \prime \prime (\=u)v2 \geq \delta 
\Bigl( 




\forall v \in C\tau \=u ,
where zv = G










for all u \in Uad such that \| yu  - \=y\| L\infty (Q) < \varepsilon .
Throughout the proof of Theorem 3.1, we will use the following lemma. A proof
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Lemma 3.2. For all \rho > 0 there exists \varepsilon \rho > 0 such that for every u \in Uad
satisfying \| yu  - \=y\| L\infty (Q) < \varepsilon \rho , there holds
(3.3) | [F \prime \prime (\=u+ \theta (u - \=u)) - F \prime \prime (\=u)] v2| \leq \rho 
\Bigl( 




for all v \in L2(Q) and all \theta \in [0, 1], where zv = G\prime (\=u)v.
Proof of Theorem 3.1. Consider u \in Uad such that \| yu  - \=y\| L\infty (Q) < \varepsilon , where \varepsilon 
will be fixed later independently of u; see (3.17) below.
A second order Taylor expansion yields the existence of \theta \in (0, 1) such that
F (u) =F (\=u) + F \prime (\=u)(u - \=u) + 1
2
F \prime \prime (u\theta )(u - \=u)2,(3.4)
where u\theta = \=u+ \theta (u - \=u). Using this and the convexity of j(\cdot ), we have
J(u) = F (u) + \mu j(u)
= F (\=u) + F \prime (\=u)(u - \=u) + 1
2
F \prime \prime (u\theta )(u - \=u)2 + \mu (j(u) - j(\=u)) + \mu j(\=u)
\geq J(\=u) + F \prime (\=u)(u - \=u) + \mu j\prime (\=u;u - \=u) + 1
2
F \prime \prime (u\theta )(u - \=u)2
= J(\=u) + J \prime (\=u;u - \=u) + 1
2
F \prime \prime (\=u)(u - \=u) + 1
2
(F \prime \prime (u\theta ) - F \prime \prime (\=u))(u - \=u)2.(3.5)










for all u \in Uad such that \| yu  - \=y\| L\infty (Q) < \varepsilon 0. We will split the proof of this first step
into three cases.
Case 1: u - \=u \in C\tau \=u . Applying Lemma 3.2 with \rho = \delta /2, we deduce the existence
of \varepsilon 1 > 0 such that (3.3) holds for every u \in Uad such that \| yu  - \=y\| L\infty (Q) < \varepsilon 1.
Inserting this inequality in (3.5) and using the variational inequality (2.14) and the
second order condition (3.1), we obtain
J(u) \geq J(\=u) + \delta 
2
\Bigl( 




 - \delta 
4
\Bigl( 




\geq J(\=u) + \delta 
4
\Bigl( 





Case 2: u - \=u \not \in G\tau \=u. In this case, we consider











where \varepsilon 1 is taken as in the previous case, and Cf,M\infty , CQ,\infty , andM2 are introduced in
(2.5), Lemma 2.3, and (2.12), respectively. Then, from Lemma 2.4, if \| yu - \=y\| L\infty (Q) <
\varepsilon 2, we can estimate \| zu - \=u\| C( \=Q) < 2\varepsilon 2. Therefore we have
(3.7) \| zu - \=u\| 2L2(Q)+\nu \Omega \| zu - \=u(\cdot , T )\| 
2
L2(\Omega ) \leq 2\varepsilon 2
\Bigl( 
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Let us estimate the terms of (3.5). Since u - \=u satisfies the sign condition (2.16)
and u - \=u \not \in G\tau \=u, then with (3.7) we get
J \prime (\=u;u - \=u) > \tau 
\Bigl( 










For the remaining terms, according to the choice we made for \varepsilon 1 in Case 1 and using
(2.12), we infer that












From (3.5), (3.8), and (3.9) we deduce for \| yu  - \=y\| L\infty (Q) < \varepsilon 2 that






 - \delta 
4
\biggr) \Bigl( 




\geq J(\=u) + \delta 
4
\Bigl( 





Case 3: u - \=u \not \in D\tau \=u and u - \=u \in G\tau \=u. Now we cannot use the second order condition
(3.1), nor is the first derivative big enough to assure optimality. Hence, our method of
proof is different from the previous two cases. First we define \tau \ast = \tau /max\{ 1, CQ,1\} \leq 
\tau , where CQ,1 is introduced in (2.3). If u  - \=u \not \in G\tau 
\ast 
\=u holds, then we can argue as in
the proof of the Case 2 to deduce that (3.6) holds for \| yu  - \=y\| L\infty (Q) < \varepsilon 3 with







Assume now that u - \=u \in G\tau \ast \=u . Obviously D\tau 
\ast 
\=u \subset D\tau \=u holds; hence u - \=u \not \in D\tau 
\ast 
\=u . We
define the set V as follows:
if \mu = 0, V = \{ (x, t) \in Q : u(x, t) - \=u(x, t) = 0 if | \=\varphi (x, t)| > \tau \} ,
if \mu > 0, V =
\Biggl\{ 
(x, t) \in Q :
u(x, t) - \=u(x, t)
\left\{     
\geq 0 if
\bigl( 




\=\varphi (x, t) = +\mu and \=u(x, t) = 0
\bigr) 
= 0 if
\bigm| \bigm| | \=\varphi (x, t)|  - \mu \bigm| \bigm| > \tau 
\Biggr\} 
.
Associated with V we define the functions
v(x, t) =
\biggl\{ 
0 if (x, t) \not \in V,
u(x, t) - \=u(x, t) if (x, t) \in V
and w = (u - \=u) - v. We first notice three properties of w. In [17, Proposition 3.6] it
is proved that
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Using this and the fact that the supports of w and v are disjoint, and noticing that v
satisfies the sign condition (2.16), which allows us to use (2.17), we obtain
J \prime (\=u;u - \=u) = J \prime (\=u; v) + J \prime (\=u;w) \geq J \prime (\=u; v) + \tau \| w\| L1(Q) \geq \tau \| w\| L1(Q).(3.11)
Finally, using (2.3), we have
\| zw\| L1(Q) + \| zw(\cdot , T )\| L1(\Omega ) \leq CQ,1\| w\| L1(Q) \leq max\{ 1, CQ,1\} \| w\| L1(Q).(3.12)
Regarding v, it is clear that v \in D\tau \=u. From (3.11) and (3.12) we get
J \prime (\=u;u - \=u) \geq J \prime (\=u; v) + \tau 
max\{ 1, CQ,1\} 
\Bigl( 
\| zw\| L1(Q) + \nu \Omega \| zw(\cdot , T )\| L1(\Omega )
\Bigr) 
= J \prime (\=u; v) + \tau \ast 
\Bigl( 
\| zw\| L1(Q) + \nu \Omega \| zw(\cdot , T )\| L1(\Omega )
\Bigr) 
.
Since u - \=u \in G\tau \ast \=u , we obtain
J \prime (\=u;u - \=u) \leq \tau \ast 
\Bigl( 
\| zu - \=u\| L1(Q) + \| zu - \=u(\cdot , T )\| L1(\Omega )
\Bigr) 
\leq \tau \ast 
\Bigl( 
\| zv\| L1(Q) + \nu \Omega \| zv(\cdot , T )\| L1(\Omega )
\Bigr) 
+ \tau \ast 
\Bigl( 




J \prime (\=u; v) \leq \tau \ast 
\Bigl( 
\| zv\| L1(Q) + \nu \Omega \| zv(\cdot , T )\| L1(\Omega )
\Bigr) 
.
Therefore v \in G\tau \ast \=u \subset G\tau \=u and hence v \in C\tau \=u holds.
Now we combine the techniques of Cases 1 and 2. On one hand, we have that
v belongs to C\tau \=u , so that we can use the second order condition (3.1). On the other
hand, the function w satisfies that its L1(Q)-norm bounds from below the directional
derivative j(u;u - \=u). Let us see in detail how to do this. We start at the inequality
(3.5). Applying Lemma 3.2 we deduce the existence of \varepsilon 4 > 0 such that








for all u \in Uad such that \| yu  - \=y\| L\infty (Q) < \varepsilon 4. Now, we take
\varepsilon 0 = min
\biggl\{ 









From now on, we will assume that \| yu - \=y\| L\infty (Q) < \varepsilon 0. Using that u - \=u = v+w and
applying the inequalities (2.12), (3.1), (3.10), and (3.13), we deduce from (3.5) that
J(u) \geq J(\=u) + \tau \| w\| L1(Q) +
1
2
F \prime \prime (\=u)v2 +
1
2
F \prime \prime (\=u)w2
+ F \prime \prime (\=u)(v, w) - 1
2
| [F \prime \prime (u\theta ) - F \prime \prime (\=u)](u - \=u)2| 

















\| zv\| L2(Q)\| zw\| L2(Q) + \nu \Omega \| zv(\cdot , T )\| L2(\Omega )\| zw(\cdot , T )\| L2(\Omega )
\Bigr) 
 - \delta 
8
\Bigl( 
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Using the inequality ab \leq 12a
2 + 12b
2 for appropriate real numbers a, b, we infer that

















Inserting this estimate in (3.14) and using (3.12) and the definition of \tau \ast , we obtain
J(u) \geq J(\=u) + \tau \ast 
\Bigl( 






















 - \delta 
8





Using that u - \=u = v + w, we get
\| zv\| 2L2(Q) + \nu \Omega \| zv(\cdot , T )\| 
2
L2(\Omega ) = \| zu - \=u  - zw\| 
2

































Combining this with (3.15), we obtain
J(u) \geq J(\=u) + \tau \ast 
\Bigl( 


























Using (3.7) and recalling that \varepsilon 0 \leq \varepsilon 2, we deduce that
\tau \ast 
\Bigl( 































\biggr) \biggr\} \Bigl( 





where the last inequality follows from the definition of \varepsilon 0. This combined with (3.16)
yields (3.6).
To conclude the proof, using the second part of Lemma 2.4, with
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and taking into account that \nu \Omega \in \{ 0, 1\} , we infer that











Using this and (3.6), we obtain
J(u) \geq J(\=u) + \delta 
32
\Bigl( 





and (3.2) follows for \kappa = \delta /16.
Notice that in Case 3 we did not use explicitly that u  - \=u \not \in D\tau \ast \=u . Observe that
in case u - \=u \in D\tau \ast \=u , then we would have that v = 0 and w = u - \=u, and Case 1 could
be applied.
4. Further extensions and limitations. The method developed in the previ-
ous sections can be extended with the obvious modifications to the case of a control
problem governed by an elliptic equation, as well as to Neumann control problems for
both elliptic and parabolic equations. However, let us mention two situations where
it is unlikely that the second order sufficient condition (3.1) holds.
First, consider the situation where L \equiv 0 and \nu \Omega = 1. In this case we have











(x, \=y(x, T ))zv(x, T )
2 dx.
Looking at this expression it is easy to notice that the fulfillment of (3.1) would depend
on a lucky combination of the signs of the adjoint state and the second derivative of
the nonlinearity f . Consequently, Theorem 3.1 does not seem to be applicable to this
problem.
A similar situation may occur if a nonlinearity is introduced on the boundary









(yu  - yd)2dx,
where yd \in L2(\Omega ) is given;
Uad = \{ u \in L\infty (\Omega ) : \alpha \leq u(x) \leq \beta for a.e. x \in \Omega \} ,
with  - \infty < \alpha < \beta <\infty ; and\biggl\{ 
 - \Delta yu = u in \Omega ,
\partial nyu + g(x, yu(x)) = 0 on \Gamma .
With the straightforward adaptations to this problem of the notation used throughout
the paper, the second derivative of F reads as










In order to apply our theorem, the second order condition should be
F \prime \prime (\=u)v2 \geq \delta 
\Bigl( 
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Once again, this condition is unlikely to be fulfilled.
The situation would be different if we had a boundary observation y\Gamma \in L\infty (\Gamma ),






(yu(x) - y\Gamma (x))2 d\sigma (x).
Then we would get










and the second order sufficient condition
F \prime \prime (\=u)v2 \geq \delta \| zv\| 2L2(\Gamma ) \forall v \in C
\tau 
\=u
would have a chance to be fulfilled. For instance, if \| \=y  - y\Gamma \| L2(\Gamma ) is small enough,
then \| \=\varphi \| L\infty (\Gamma ) is small as well, and, consequently, we can deduce the existence of some
\delta > 0 such that 1 - \=\varphi \partial 
2g
\partial y2 (x, \=y) \geq \delta , which implies the above second order condition.
From the previous two cases we conclude that a nonlinearity in the whole domain
requires a distributed observation, and a boundary nonlinearity needs a boundary
observation for fulfillment of the second order sufficient condition.
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