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Abstract
A “chaos expansion” of the intersection local time functional of two indepen-
dent Brownian motions in IRd is given. The expansion is in terms of normal
products of white noise (corresponding to multiple Wiener integrals). As a
consequence of the local structure of the normal products, the kernel func-
tions in the expansion are explicitly given and exhibit clearly the dimension
dependent singularities of the local time functional. Their Lp-properties are
discussed. An important tool for deriving the chaos expansion is a computa-
tion of the “S-transform” of the corresponding regularized intersection local
times and a control about their singular limit.
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1 Introduction
The intersection properties of Brownian motion paths have been investigated since
the forties [24], and since then a large number of results on intersection local times
of Brownian motion accumulated, see, e.g., [1]–[12], [14]–[17], [19]–[20], [22]–[45] or
the recent reference [15]. As for applications in physics, the Edwards model of long
polymer molecules by Brownian motion paths uses the local time L to model the
“excluded volume” effect: different parts of the molecule should not be located at
the same point in space, while Symanzik [38] introduced L as a tool in constructive
quantum field theory.
One can consider intersections of sample paths with themselves or, e.g., with
other independent Brownian motions [43], one can study simple [8] or n-fold inter-
sections [10] and one can ask all of these questions for linear, planar, spatial or – in
general – d-dimensional Brownian motion: as one expects, self-intersections become
increasingly scarce as the dimension d increases.
Intersection functionals of independent Brownian motions are used in models
handling different types of polymers, see, e.g., [3], [5], [36]. They also occur in
models of quantum fields, see, e.g., [2].
For low dimensions the framework of white noise analysis permits definition of
the intersection local time of two independent Brownian motions B(i) in terms of an
integral over Donsker’s δ-function
L ≡
∫
d2t δ(B(1)(t1)− B(2)(t2)),
intended to sum up the contributions from each pair of “times” t1, t2 for which the
Brownian motions B(i) arrive at the same point.
A rigorous definition, such as, e.g., through a sequence of Gaussians approxi-
mating the δ-function, will lead to increasingly singular objects and will necessitate
various “renormalizations” as the dimension d increases. For 4 ≤ d < 6 the expecta-
tion will diverge in the limit and must be subtracted; as a side effect L will then no
more be positive (see, e.g., [22], [39] for the corresponding case of a single Brownian
motion). For d ≥ 6 further subtractions will make L into a well defined generalized
function of Brownian motion.
In this note we are particularly interested in the chaos expansion of L. Contrary
to [8], [15], [16], [31] we expand in terms of “normal products” [13] of white noise, an
expansion which corresponds to that in terms of multiple Wiener integrals when one
considers the Wiener process as the fundamental random variable. As a consequence
of the local structure of these normal products, the kernel functions of the expansion
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are remarkably simple and exhibit clearly the dimension dependent singularities of
L. We calculate them in closed form and discuss their Lp properties. For comparison
we also calculate the regularized kernel functions corresponding to the Gaussian δ-
sequence mentioned above.
We are confident that these results will provide a useful tool for further investi-
gations, in particular as far as nonlinear properties of L are concerned.
In Section 2 we provide some background material from white noise analysis,
Section 3 contains the results and their proofs.
2 Elements of white noise analysis
In this section we briefly recall some notions of white noise analysis, which we will
use in Section 3. For more details see, e.g., [18], [21].
On the Hilbert space L22d(IR) ≡ L2(IR, IR2d), d ∈ IN, of vector valued square
integrable functions, we consider the densely embedded nuclear space S2d(IR) of
vector valued Schwartz test functions. The topology on S2d(IR) may be given in
terms of a system of increasing Hilbertian norms
|~ξ|2p =
2d∑
i=1
|ξi|2p, ~ξ = (ξ1, · · · , ξ2d) ∈ S2d(IR), ξi ∈ S(IR), i = 1, · · · , 2d, p ∈ IN0.
Taking the dual space S ′2d(IR) of S2d(IR) with respect to L
2
2d(IR) we obtain the
space of vector valued tempered distributions. The bilinear dual pairing between
S ′2d(IR) and S2d(IR), < ·, · >2d (also simply denoted by < ·, · >), is connected to the
sesquilinear inner product on L22d(IR) by
< g, ~ξ >2d=
2d∑
i=1
∫
dt gi(t)ξi(t), g = (g1, · · · , g2d) ∈ L22d(IR), ~ξ ∈ S2d(IR).
To construct two independent d-dimensional Brownian motions we consider a
2d-tuple of independent Gaussian white noises
~ω ≡ (~ω1, ~ω2), where ~ωi = (ωi,1, · · · , ωi,d),
and introduce the notation
~n = (n1, · · · , nd) ∈ INd, n =
d∑
i=1
ni, ~n! =
d∏
i=1
ni!.
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For every test function ~ξ = (~ξ1, ~ξ2) on S2d(IR), ~ξi ∈ Sd(IR), the vector valued white
noise ~ω has the characteristic function
C(~ξ) ≡ E
(
ei
∑2
k=1
<~ωk,~ξk>d
)
= e−
1
2
<~ξ,~ξ>2d ,
defining a unique measure µ on S ′2d(IR). The Hilbert space
(L2) ≡ L2(S ′2d(IR), dµ)
is canonically isomorphic to the Fock space of symmetric square integrable functions,
(L2) '
( ∞⊕
k=0
SymL2(IRk, k!dkt)
)⊗2d
,
which implies the chaos expansion for a general element of (L2),
f(~ω) =
∑
~m∈INd
∑
~k∈INd
〈
: ~ω⊗~m1 : ⊗ : ~ω⊗~k2 :, f~m,~k
〉
≡∑
~m
∑
~k
∫
IRm+k
dm+kt f~m,~k(t
1
1, · · · , t2dm+k)
d∏
i=1
(
: ω⊗mi1,i : (t
i
1, · · · , timi) ·
· : ω⊗ki2,i : (td+i1 , · · · , td+iki )
)
with kernel functions f~m,~k in Fock space, i.e., square integrable functions ofm+k ar-
guments and symmetric in eachmi-tuple x
i
1, · · · , ximi and each ki-tuple xd+i1 , · · · , xd+iki .
Using the second quantization Γ(A) of A (operating on (L2)), where A is defined
by
(Ag)i(t) =
(
− d
2
dt2
+ t2 + 1
)
gi(t),
we can introduce the space of generalized functions (S) as the projective limit of
the Hilbert spaces (S)k ≡ D(Γ(Ak)). Taking its dual space (S)∗ (w.r.t. (L2)), we
obtain the Gel’fand triple
(S) ⊂ (L2) ⊂ (S)∗.
The bilinear dual product on (S)∗ × (S) will be denoted by  ·, · .
The Hida distributions are conveniently characterized by their action on expo-
nentials. In particular, using the Wick exponential
: exp < ~ω, ~ξ >:≡∑
~m
∑
~k
1
~m!~k!
〈
: ~ω⊗~m1 : ⊗ : ~ω⊗~k2 :, ~ξ⊗~m1 ⊗ ~ξ⊗~k2
〉
=C(~ξ)e<~ω,
~ξ>, ~ξ = (~ξ1, ~ξ2) ∈ S2d(IR),
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we can define the S-transform of an element Φ from (S)∗ by
SΦ(~ξ) ≡ Φ, : exp < ·, ~ξ >: .
The multilinear expansion of S(Φ)
SΦ(~ξ) =
∑
~m
∑
~k
〈G~m,~k, ~ξ⊗~m1 ⊗ ~ξ⊗
~k
2 〉
extends the chaos expansion to Φ ∈ (S)∗, with distribution valued kernels G~m,~k,
such that
 Φ, ϕ=∑
~m
∑
~k
~m!~k! < G~m,~k, ϕ~m,~k >,
for every generalized function ϕ ∈ (S) with kernel functions ϕ~m,~k.
The S-transform of Hida distributions are U -functionals in the sense of the fol-
lowing definition.
Definition 2.1. A mapping G : S2d(IR)→ !C is called a U-functional if
(i) for all f ,g ∈ S2d(IR), IR 3 λ 7→ G(λf + g) ∈ !C has an entire extension to λ ∈ !C,
(ii) there exists constants C, K > 0 and p ∈ IN0 such that for all g ∈ S2d(IR), z ∈ !C
|G(zg)| ≤ CeK|z|2|Apg|2 .
This fact provides a characterization result for Hida distributions (see [21]):
Theorem 2.2. A mapping G : S2d(IR) → !C is the S-transform of an element in
(S)∗ if and only if it is a U-functional.
From the above result we can deduce two useful corollaries. The first one con-
cerns the convergence of sequences of generalized functionals and the second one the
Bochner integration of families of Hida distributions.
Corollary 2.3. Given a sequence of U-functionals (Gn)n∈IN such that
(i) for all g ∈ S2d(IR), (Gn(g))n∈IN is a Cauchy sequence,
(ii) there exist constants C, K > 0 and p ∈ IN0 such that for every g ∈ S2d(IR),
z ∈ !C, for almost all n ∈ IN
|Gn(zg)| ≤ CeK|z|2|Apg|2 ,
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then (S−1Gn)n∈IN converges strongly in (S)
∗ to a unique Hida distribution.
Corollary 2.4. Let (Ω,B,m) be a measure space and λ 7→ Φλ a mapping from Ω
to (S)∗. If the S-transform of Φλ verifies the following two properties:
(i) for every g ∈ S2d(IR) the mapping λ 7→ SΦλ is measurable,
(ii) there exists p ∈ IN0 so that for all λ ∈ Ω, g ∈ S2d(IR), z ∈ !C
|SΦλ(zg)| ≤ CλeKλ|z|2|Apg|2 ,
where λ 7→ Cλ is integrable with respect to m and λ 7→ Kλ is bounded m-a.e.,
then Φλ is Bochner integrable on the dual space (S)−q of (S)q for q large enough. In
particular, ∫
Ω
Φλ dm(λ) ∈ (S)∗
and
S
(∫
Ω
Φλ dm(λ)
)
(g) =
∫
Ω
SΦλ(g) dm(λ).
3 The chaos expansion
We begin by defining two (independent) d-dimensional Brownian motionsB(i) through
B(i)(ti) ≡< ~ωi, 1[0,ti] >=
∫ ti
0
~ωi(t) dt, ti ∈ [0, T ] , T > 0, i = 1, 2
as a function of (independent) white noises ~ωi. Accordingly we have the following
Theorem 3.1. For every positive integer d and ε > 0, the intersection time of two
independent stochastic processes
Lε≡
∫
I2
d2t δε
(
B(1)(t1)−B(2)(t2)
)
≡
∫
I2
d2t
(
1
2piε
)d/2
e−
(B(1)(t1)−B
(2)(t2))
2
2ε , I ≡ ]0, T ] ,
is a functional with S-transform given by
(3.1) SLε(f) =
∫
I2
d2t
(
1
2pi(ε+ t1 + t2)
)d/2
e
−
(∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt
)2
2(ε+t1+t2) ,
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for all f ∈ Sd(IR).
Proof: To prove this result we will apply Corollary 2.4 to the S-transform of the
integrand
Φε(~ω1, ~ω2) ≡
(
1
2piε
)d/2
e−
(B(1)(t1)−B
(2)(t2))
2
2ε
with respect to Lebesgue measure d(t1, t2) on I
2.
Since
SΦε(f)=
d∏
i=1
1√
2pi(ε+ t1 + t2)
e
−
(∫ t1
0
fi(t) dt−
∫ t2
0
fi(t) dt
)2
2(ε+t1+t2)
=
(
1
2pi(ε+ t1 + t2)
)d/2
e
−
(∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt
)2
2(ε+t1+t2)
(see, e.g., [18]), the measurability follows immediately. For the boundedness condi-
tion we observe that for any complex number z and f ∈ Sd(IR),
|SΦε(zf)|=
(
1
2pi(ε+t1+t2)
)d/2∣∣∣∣∣e−
z2
(∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt
)2
2(ε+t1+t2)
∣∣∣∣∣
≤
(
1
2pi(ε+t1+t2)
)d/2
e
|z|2‖∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt‖2
2(ε+t1+t2)
≤
(
1
2pi(ε+t1+t2)
)d/2
e
|z|2(t1+t2)
2
∑d
i=1
supt |fi(t)|
2
2(ε+t1+t2) ,
(3.2)
where, in the last expression obtained, the coefficient in front of the exponential is
integrable and the term (t1+t2)
2
2(ε+t1+t2)
, which appears in the exponential, is bounded on
I2 as a function of t1 and t2.
Hence, by the characterization result mentioned above, it follows that the S-
transform of the functional Lε at a point f ∈ Sd(IR) is given by
SLε(f)=
∫
I2
d2t
d∏
i=1
1√
2pi(ε+ t1 + t2)
e
−
(F1i(t1)−F2i(t2))
2
2(ε+t1+t2)
=
∫
I2
d2t
(
1
2pi(ε+ t1 + t2)
)d/2
e
−
(~F1(t1)−
~F2(t2))
2
2(ε+t1+t2) ,
where we have introduced the notation
~Fi(ti) ≡ (Fij(ti))j=1,···,d ≡
( ∫ ti
0
fj(t) dt
)
j=1,···,d
, i = 1, 2.
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2Using the notation
u≡


min
1≤i≤m
ui if m ≥ 1
0 if m = 0
v ≡


min
1≤i≤k
vi if k ≥ 1
0 if k = 0
u¯≡


max
1≤i≤m
ui if m ≥ 1
0 if m = 0
v¯ ≡


max
1≤i≤k
vi if k ≥ 1
0 if k = 0
we have the following result.
Theorem 3.2. For every positive integer d and ε > 0, the intersection time Lε has
the chaos expansion
Lε =
∑
~m
∑
~k
〈
: ~ω⊗~m1 : ⊗ : ~ω⊗~k2 :, G~m,~k
〉
,
where the kernel functions G~m,~k of Lε are given by
G~m,~k(u1, · · · , um, v1, · · · , vk) = (−1)k
( 1
2pi
)d/2(− 1
2
)m+k
2 1(
~m+~k
2
)
!
(
~m+ ~k
~m
)
·
1(
d+m+k
2
− 1
)(
d+m+k
2
− 2
)θ(u)θ(v)θ(T − u¯)θ(T − v¯) ·
·
[( 1
ε+ u¯+ v¯
) d+m+k
2
−2 −
( 1
ε+ T + v¯
) d+m+k
2
−2
−
( 1
ε+ T + u¯
) d+m+k
2
−2
+
( 1
ε+ 2T
) d+m+k
2
−2
]
for m+ k 6= 0, ~m+~k even, and zero otherwise, with the exception of the case d = 2
and m+ k = 2 where
G~m,~k(u1, v1)=
1
2pi
[
ln(ε+ T + v1)− ln(ε+ u1 + v1)− ln(ε+ 2T )
+ ln(ε+ T + u1)
]
· θ(u1)θ(v1)θ(T − u1)θ(T − v1),
for m = k = 1;
G~m,0(u1, u2)=
1
4pi
[
ln(ε+ u¯)− ln(ε+ T + u¯)− ln(ε+ T ) + ln(ε+ 2T )
]
·
·θ(u)θ(T − u¯),
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for m = 2 and k = 0;
G0,~k(v1, v2)=
1
4pi
[
ln(ε+ v¯)− ln(ε+ T + v¯)− ln(ε+ T ) + ln(ε+ 2T )
]
·
·θ(v)θ(T − v¯),
for k = 2 and m = 0.
Here θ is the indicator function of the positive half-line IR+.
Moreover, the expectation of Lε with respect to the white noise measure µ is given
by
Eµ(Lε) =
( 1
2pi
)d/2 1(
d
2
− 1
)(
d
2
− 2
)
(( 1
ε+ 2T
) d
2
−2 − 2
( 1
ε+ T
) d
2
−2
+
(1
ε
)d−4)
,
for d 6= 2 and d 6= 4;
Eµ(Lε) =
1
2pi
[
(ε+ 2T ) ln(ε+ 2T )− 2(ε+ T ) ln(ε+ T ) + ε ln(ε)
]
,
for d = 2; and
Eµ(Lε) =
( 1
2pi
)2[
2 ln(ε+ T )− ln(ε+ 2T )− ln(ε)
]
,
for d = 4.
Proof: For every fixed f ∈ Sd(IR),
SLε(f)=
∫
I2
d2t
d∏
i=1
1√
2pi(ε+ t1 + t2)
e
−
(F1i(t1)−F2i(t2))
2
2(ε+t1+t2)
=
( 1
pi
)d/2 ∫
I2
d2t
∑
n≥0
{
(−1)n
( 1
2(ε+ t1 + t2)
)n+d/2
∑
n1,···,nd
n1+···+nd=n
1
n1! · · ·nd!
d∏
i=1
∑
mi,ki
mi+ki=2ni
(
mi + ki
mi
)
Fmi1i (−F2i)ki
}
=
( 1
pi
)d/2 ∫
I2
d2t
∑
n≥0
∑
n1,···,nd
n1+···+nd=n
∑
mi,ki,i=1,···,d
mi+ki=2ni{
d∏
i=1
(−1)mi+ki2
( 1
2(ε+ t1 + t2)
) 1
2
+
mi+ki
2 1(
mi+ki
2
)
!
}
·
·
{
d∏
i=1
(
mi + ki
mi
)
Fmi1i (−F2i)ki
}
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=
( 1
pi
)d/2 ∫
I2
d2t
∑
~m,~k
~m+~k even
(−1)m+k2
( 1
2(ε+ t1 + t2)
) d+m+k
2
1(
~m+~k
2
)
!
(
~m+ ~k
~m
)
~F ~m1 (−~F2)~k.
This is now ready to be compared with the general form of the chaos expansion
Lε =
∑
~m
∑
~k
〈
: ~ω⊗~m1 : ⊗ : ~ω⊗~k2 :, G~m,~k
〉
.
By comparison, we find that G~m,~k vanishes for ~m+
~k not even, and for ~m+~k even,
~m+ ~k 6= 0, the kernel functions are equal to
G~m,~k (u1, · · · , um, v1, · · · , vk) = C ′~m,~k
∫
I2
d2t (−1)k
( 1
ε+ t1 + t2
) d+m+k
2 ·
·
(
1⊗m[0,t1] ⊗ 1⊗k[0,t2]
)
(u1, · · · , um, v1, · · · , vk)
=


C~m,~k
∫ T
u¯
dt1
∫ T
v¯
dt2
( 1
ε+ t1 + t2
) d+m+k
2 if u, v ≥ 0 and u¯, v¯ ≤ T
0 otherwise
,
where we have used the notation,
C ′
~m,~k
≡
(
1
2pi
)d/2(− 1
2
)m+k
2 1(
~m+~k
2
)
!
(
~m+ ~k
~m
)
,
C~m,~k ≡ (−1)kC ′~m,~k,
1⊗0[0,ti]≡ 1.
(3.3)
This means, if u, v ≥ 0 and u¯, v¯ ≤ T ,
G~m,~k (u1, · · · , um, v1, · · · , vk) =
C~m,~k(
d+m+k
2
− 1
)(
d+m+k
2
− 2
)
[( 1
ε+ u¯+ v¯
) d+m+k
2
−2
−
( 1
ε+ T + v¯
) d+m+k
2
−2 −
( 1
ε+ T + u¯
) d+m+k
2
−2
+
( 1
ε+ 2T
) d+m+k
2
−2
]
,
provided that
(i)
d+m+ k
2
6=1, and
(ii)
d+m+ k
2
6=2.
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Since ~m + ~k is even and m + k 6= 0, we always have inequality (i), while inequality
(ii) is valid except when d = 2 and m + k = 2. In the exceptional situation, three
separate cases are possible:
m = k = 1, m = 2 and k = 0, k = 2 and m = 0.
In the first case, we have
G~m,~k(u1, v1)=
1
2pi
∫ T
u1
dt1
∫ T
v1
dt2
( 1
ε+ t1 + t2
)2
=
1
2pi
[
ln(ε+ T + v1)− ln(ε+ u1 + v1)
− ln(ε+ 2T ) + ln(ε+ T + u1)
]
,
if 0 ≤ u1, v1 ≤ T . In the second one,
G~m,0(u1, u2)=− 1
4pi
∫ T
u¯
dt1
∫ T
0
dt2
( 1
ε+ t1 + t2
)2
=
1
4pi
[
ln(ε+ u¯)− ln(ε+ T + u¯)− ln(ε+ T ) + ln(ε+ 2T )
]
,
if u ≥ 0, u¯ ≤ T . In the last case, we have
G0,~k(v1, v2) =
1
4pi
[
ln(ε+ v¯)− ln(ε+ T + v¯)− ln(ε+ T ) + ln(ε+ 2T )
]
,
if v ≥ 0, v¯ ≤ T .
Considering the case m = k = 0, we obtain
(Eµ(Lε))=G00 =
( 1
2pi
)d/2 ∫
I2
d2t
( 1
ε+ t1 + t2
)d/2
=
( 1
2pi
)d/2 1(
d
2
− 1
)(
d
2
− 2
)
(( 1
ε+ 2T
) d
2
−2 − 2
( 1
ε+ T
) d
2
−2
+
(1
ε
)d−4)
,
except for d = 2 or d = 4 where we have, respectively,
Eµ(Lε)=
1
2pi
∫
I2
d2t
1
ε+ t1 + t2
=
1
2pi
[
(ε+ 2T ) ln(ε+ 2T )− 2(ε+ T ) ln(ε+ T ) + ε ln(ε)
]
,
and
Eµ(Lε)=
( 1
2pi
)2 ∫
I2
d2t
( 1
ε+ t1 + t2
)2
=
( 1
2pi
)2[
2 ln(ε+ T )− ln(ε+ 2T )− ln(ε)
]
.
11
To conclude the proof it remains to observe that for each d, ~m 6= 0 or ~k 6= 0,
G~m,~k is a symmetric function of u1, · · · , um, v1, · · · , vk and is Lp-integrable on IRm+k
for each p ≥ 1. In fact, as G~m,~k is continuous on [0, T ]2, the integral∫
IRm+k
dm(u1, · · · , um)dk(v1, · · · , vk)|G~m,~k(u1, · · · , um, v1, · · · , vk)|p =∫
Im+k
dm(u1, · · · , um)dk(v1, · · · , vk)|G~m,~k(u1, · · · , um, v1, · · · , vk)|p,
is always finite, independently of the particular form that G~m,~k takes.
The proof follows by the uniqueness of the chaos decomposition. 2
Theorem 3.3. For each t1 and t2 strictly positive real numbers the Bochner integral
δ
(
B(1)(t1)−B(2)(t2)
)
≡
(
1
2pi
)d ∫
IRd
ddλ eiλ·(B
(1)(t1)−B(2)(t2))
is a generalized white noise functional with S-transform given by
(3.4) S
(
δ(B(1)(t1)− B(2)(t2))
)
(f) =
(
1
2pi(t1 + t2)
)d/2
e
−
(∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt
)2
2(t1+t2) ,
for every f ∈ Sd(IR).
Proof: Applying once again Corollary 2.4 we will check that the S-transform of the
integrand
(3.5) Ψ(~ω1, ~ω2) ≡ eiλ·(B(1)(t1)−B(2)(t2))
verifies the conditions of its applicability with respect to Lebesgue measure on IRd.
Recalling that the S-transform at a point f is the expectation of the functional
Ψ with argument shifted by f (see, e.g., [18]), it follows from the independence of
the Brownian motions that
SΨ(f)=E
(
eiλ·<~ω1+f ,1[0,t1]>
)
E
(
e−iλ·(<~ω2+f ,1[0,t2]>)
)
= eiλ·(
∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt)− 1
2
‖λ‖2(t1+t2).
The measurability is obvious and for the boundedness condition we observe that
|SΨ(zf)|=
∣∣∣eiλ·z(∫ t10 f(t) dt−∫ t20 f(t) dt)− 12‖λ‖2(t1+t2)∣∣∣
= e−
1
2
‖λ‖2(t1+t2)|eiλ·z(
∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt)|
≤ e− 14‖λ‖2(t1+t2)e− 14‖λ‖2(t1+t2)+‖λ‖·|z|·‖
∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt‖,
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where the value of the second exponential is dominated by
e
|z|2
t1+t2
‖∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt‖2
,
because
−1
4
‖λ‖2(t1 + t2) + ‖λ‖ · |z| ·
∥∥∥ ∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt
∥∥∥
= −
( |z|√
t1 + t2
∥∥∥ ∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt
∥∥∥− ‖λ‖
2
√
t1 + t2
)2
+
|z|2
t1 + t2
∥∥∥ ∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt
∥∥∥2.
Thus, we have
|SΨ(zf)| ≤ e− 14‖λ‖2(t1+t2)e
|z|2
t1+t2
‖ ∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt‖2
≤ e− 14‖λ‖2(t1+t2)e|z|2(t1+t2)
∑d
i=1
supt |fi(t)|
2
,
where the first exponential is integrable on IRd and the second one is constant as
function of λ. The result mentioned above can be applied and the S-transform of
the δ-function is obtained by integration over λ. 2
Indicating the projection onto chaos of order n ≥ N by a superscript (N), we
have the following result on intersection local times L, respectively their subtracted
counterparts L(k).
Theorem 3.4. For any pair of integers d and N ≥ 0 such that 2N > d − 4, the
Bochner integral
L(N) ≡
∫
I2
d2t δ(N)
(
B(1)(t1)−B(2)(t2)
)
is a Hida distribution.
Proof: Denoting the truncated exponential series by
expN(x) =
∞∑
n=N
xn
n!
,
it follows from (3.4) that the S-transform of δ(N)(B(1)(t1)− B(2)(t2)) is given by
S
(
δ(N) (B(1)(t1)−B(2)(t2))
)
(f)
=
(
1
2pi(t1+t2)
)d/2
expN
(
−
(∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt
)2
2(t1+t2)
)
.
(3.6)
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Estimating the argument of expN in (3.6) by a · x ≡ (t1 + t2) · 12
∑d
i=1 supt |fi(t)|2,
and using the estimate
expN(ax) ≤ aNe(N+a)x
for non-negative numbers a and x, we see that
∣∣∣S(δ(N)(B(1)(t1)−B(2)(t2)))(zf)∣∣∣ ≤ ( 1
2pi
)d/2
(t1 + t2)
N− d
2 e
|z|2
2
(N+t1+t2)
∑d
i=1
supt |fi(t)|
2
.
Since N + t1 + t2 is bounded as function of t1, t2, and (t1 + t2)
N− d
2 is integrable on
I2 if and only if d − 2N < 4, the proof follows from Corollary 2.4 with respect to
Lebesgue measure on I2. 2
In particular, the intersection local time is well defined for d < 4.
Corollary 3.5. For d < 4 the intersection local time
L ≡
∫
I2
d2t δ
(
B(1)(t1)−B(2)(t2)
)
is a Hida distribution. In this case, its S-transform is given by
SL(f) =
( 1
2pi
)d/2 ∫
I2
d2t
( 1
t1 + t2
)d/2
e
−
(∫ t1
0
f(t) dt−
∫ t2
0
f(t) dt
)2
2(t1+t2) ,
for all f ∈ Sd(IR).
Proof: The S-transform of the functional Ψ introduced in (3.5) obeys the conditions
of Corollary 2.4 with respect to Lebesgue measure d(λ, (t1, t2)) on IR
d × I2. 2
For d = 4 or d = 5 it is sufficient to center L or rather δ:
L(1) =
∫
I2
d2t δ(1)
(
B(1)(t1)−B(2)(t2)
)
.
Informally speaking, the local time becomes well defined if we subtract its (divergent)
expectation.
The chaos expansion for the local times L(N) is then given as follows.
Theorem 3.6. For each natural numbers d and N ≥ 0 such that 2N > d− 4, L(N)
has the chaos expansion
L(N) =
∑
~m
∑
~k
〈
: ~ω⊗~m1 : ⊗ : ~ω⊗~k2 :, G~m,~k
〉
,
14
where the kernel functions G~m,~k of L
(N) vanish for m+ k < 2N or ~m+ ~k not even,
and for m+ k 6= 0, m+ k ≥ 2N , ~m+ ~k even G~m,~k are given by
G~m,~k (u1, · · · , um, v1, · · · , vk) = (−1)k
( 1
2pi
)d/2(− 1
2
)m+k
2 1(
~m+~k
2
)
!
(
~m+ ~k
~m
)
·
· 1(
d+m+k
2
− 1
)(
d+m+k
2
− 2
)θ(u)θ(v)θ(T − u¯)θ(T − v¯) ·
·
[( 1
u¯+ v¯
) d+m+k
2
−2 −
( 1
T + v¯
) d+m+k
2
−2 −
( 1
T + u¯
) d+m+k
2
−2
+
( 1
2T
) d+m+k
2
−2
]
,
with the exception of the case d = 2 and m+ k = 2 where
G~m,~k(u1, v1)=
1
2pi
[
ln(T + v1)− ln(u1 + v1)− ln(2T ) + ln(T + u1)
]
·
·θ(u1)θ(v1)θ(T − u1)θ(T − v1),
for m = k = 1;
G~m,0(u1, u2) =
1
4pi
[
ln(u¯)− ln(T + u¯) + ln(2)
]
· θ(u)θ(T − u¯),
for m = 2 and k = 0; and
G0,~k(v1, v2) =
1
4pi
[
ln(v¯)− ln(T + v¯) + ln(2)
]
· θ(v)θ(T − v¯),
for k = 2 and m = 0.
Moreover
Eµ(L) =


(
1
2pi
)d/2
1(
d
2
−1
)(
d
2
−2
)
((
1
2T
) d
2
−2 − 2
(
1
T
) d
2
−2
)
if d 6= 2, d < 4
T
pi
ln 2 if d = 2
.
Proof: By Corollary 2.4 the S-transform of the (truncated) local time is given as an
integral over (3.6). Hence, for each f ∈ Sd(IR),
SL(N)(f)=
( 1
2pi
)d/2 ∫
I2
d2t
( 1
t1 + t2
)d/2
expN
(
−(F1i(t1)− F2i(t2))
2
2(t1 + t2)
)
=
( 1
pi
)d/2 ∫
I2
d2t
∞∑
n=N
{
(−1)n
( 1
2(t1 + t2)
)n+d/2
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∑
n1,···,nd
n1+···+nd=n
1
n1! · · ·nd!
d∏
i=1
∑
mi,ki
mi+ki=2ni
(
mi + ki
mi
)
Fmi1i (−F2i)ki
}
=
( 1
pi
)d/2 ∫
I2
d2t
∞∑
n=N
∑
n1,···,nd
n1+···+nd=n
∑
mi,ki,i=1,···,d
mi+ki=2ni{
d∏
i=1
(−1)mi+ki2
( 1
2(t1 + t2)
) 1
2
+
mi+ki
2 1(
mi+ki
2
)
!
}
·
{
d∏
i=1
(
mi + ki
mi
)
Fmi1i (−F2i)ki
}
=
( 1
pi
)d/2 ∫
I2
d2t
∑
~m,~k
~m+~k even
m+k≥2N
(−1)m+k2
( 1
2(t1 + t2)
) d+m+k
2 1(
~m+~k
2
)
!
(
~m+ ~k
~m
)
~F ~m1 (−~F2)~k.
Comparing with the general form of the chaos expansion
L(N) =
∑
~m
∑
~k
〈
: ~ω⊗~m1 : ⊗ : ~ω⊗~k2 :, G~m,~k
〉
,
we find that G~m,~k is equal to zero for m+k < 2N and for ~m+
~k not even. For ~m+~k
even, ~m+ ~k 6= 0, m+ k ≥ 2N the kernel functions are equal to
G~m,~k(u1, · · · , um, v1, · · · , vk) = C ′~m,~k
∫
I2 d
2t (−1)k
(
1
t1+t2
) d+m+k
2 ·
·
(
1⊗m]0,t1] ⊗ 1⊗k]0,t2]
)
(u1, · · · , um, v1, · · · , vk)
=


C~m,~k
∫ T
u¯
dt1
∫ T
v¯
dt2
( 1
t1 + t2
) d+m+k
2 for u, v > 0 and u¯, v¯ ≤ T
0 otherwise
,
for C~m,~k and C
′
~m,~k
defined in (3.3). This means, for u, v > 0 and u¯, v¯ ≤ T ,
G~m,~k (u1, · · · , um, v1, · · · , vk) =
C~m,~k(
d+m+k
2
− 1
)(
d+m+k
2
− 2
) ·
·
[( 1
u¯+ v¯
) d+m+k
2
−2 −
( 1
T + v¯
) d+m+k
2
−2 −
( 1
T + u¯
) d+m+k
2
−2
+
( 1
2T
) d+m+k
2
−2
]
,
provided that
(i′)
d+m+ k
2
6=1, and
(ii′)
d+m+ k
2
6=2.
16
As ~m+ ~k is even, 0 6= m+ k ≥ 2N and 2N > d− 4, we always have inequality (i’),
and the equality in (ii’) can only occur if d = 2 and m+ k = 2. Analogously, there
exist three possible situations when d = 2 and m+ k = 2:
m = k = 1, m = 2 and k = 0, k = 2 and m = 0.
For the first case,
G~m,~k(u1, v1)=
1
2pi
∫ T
u1
dt1
∫ T
v1
dt2
( 1
t1 + t2
)2
=
1
2pi
[
ln(T + v1)− ln(u1 + v1)− ln(2T ) + ln(T + u1)
]
,
for 0 < u1, v1 ≤ T ; for the second one,
G~m,0(u1, u2)=− 1
4pi
∫ T
u¯
dt1
∫ T
0
dt2
( 1
t1 + t2
)2
=
1
4pi
[
ln(u¯)− ln(T + u¯) + ln(2)
]
,
for u > 0, u¯ ≤ T ; and, for the last case,
G0,~k(v1, v2) =
1
4pi
[
ln(v¯)− ln(T + v¯) + ln(2)
]
,
for v > 0, v¯ ≤ T .
Considering the special case m = k = 0, we have for d = 2
(Eµ(L)) = G00 =
1
2pi
∫
I2
d2t
1
t1 + t2
=
T
pi
ln 2,
and for the remaining dimensions – d < 4, d 6= 2:
(Eµ(L))=G00 =
( 1
2pi
)d/2 ∫
I2
d2t
( 1
t1 + t2
)d/2
=
( 1
2pi
)d/2 1(
d
2
− 1
)(
d
2
− 2
)
(( 1
2T
) d
2
−2 − 2
( 1
T
) d
2
−2
)
.
Since for each ~m, ~k, G~m,~k is a symmetric function of u1, · · · , um, v1, · · · , vk the
proof is finished. 2
Theorem 3.7. Whenever m 6= 0 or k 6= 0, the functions G~m,~k introduced in
the above theorem belongs to Lp(IRm+k) for all p such that p < 2 − d−4d+m+k
2
−2
. For
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the particular case d = 2 and m + k = 2, G~m,~k are in L
p(IR2) for each p ≥ 1,
independently of the particular form that G~m,~k takes.
Proof: For each m 6= 0 and k 6= 0 such that m+ k 6= 2 if d = 2,∫
IRm+k
dm(u1, · · · , um)dk(v1, · · · , vk)|G~m,~k(u1, · · · , um, v1, · · · , vk)|p
=
∣∣∣∣∣
C~m,~k(
d+m+k
2
− 1
)(
d+m+k
2
− 2
)
∣∣∣∣∣
p ∫
Im+k
dm(u1, · · · , um)dk(v1, · · · , vk) ·
∣∣∣( 1
u¯+ v¯
) d+m+k
2
−2 −
( 1
T + v¯
) d+m+k
2
−2 −
( 1
T + u¯
) d+m+k
2
−2
+
( 1
2T
) d+m+k
2
−2∣∣∣p,
where the integral can be estimated by∫
Im+k
dm(u1, · · · , um)dk(v1, · · · , vk)
∣∣∣( 1
u¯+ v¯
) d+m+k
2
−2 −
( 1
T + v¯
) d+m+k
2
−2 −
( 1
T + u¯
) d+m+k
2
−2
+
( 1
2T
) d+m+k
2
−2∣∣∣p
= mk
∫ T
0
du¯
∫ T
0
dv¯
∣∣∣( 1
u¯+ v¯
) d+m+k
2
−2 −
( 1
T + v¯
) d+m+k
2
−2 −
( 1
T + u¯
) d+m+k
2
−2
+
( 1
2T
) d+m+k
2
−2∣∣∣p ∫ u¯
0
dm−1ui
∫ v¯
0
dk−1vj
≤ 4pmk
∫ T
0
du¯
∫ T
0
dv¯
(( 1
u¯+ v¯
)p d+m+k
2
−2p
+
( 1
T + v¯
)p d+m+k
2
−2p
+
( 1
T + u¯
)p d+m+k
2
−2p
+
( 1
2T
)p d+m+k
2
−2p) · u¯m−1v¯k−1
≤ 4p+1mk
∫ T
0
du¯
∫ T
0
dv¯
( 1
u¯+ v¯
)p d+m+k
2
−2p
(u¯+ v¯)m+k−2
= 4p+1mk
∫ T
0
du¯
∫ T
0
dv¯
( 1
u¯+ v¯
)p( d+m+k
2
−2)−m−k+2
.
Hence, the integral is finite provided p(d+m+k
2
− 2)−m− k + 2 < 2.
When ~k = 0, ~m even, m > 2 or ~m = 0, ~k even, k > 2, it follows for the first
situation and in an analogous way
∫
IRm
dm(u1, ..., um) |G~m,0(u1, ..., um)|p =
∣∣∣∣∣ C~m,0(d+m
2
− 1
)(
d+m
2
− 2
)
∣∣∣∣∣
p ∫
Im
dm(u1, ..., um) ·
∣∣∣(1
u¯
) d+m
2
−2 −
( 1
T + u¯
) d+m
2
−2 −
( 1
T
) d+m
2
−2
+
( 1
2T
) d+m
2
−2∣∣∣p,
where the integral can be estimated by∫
Im
dm(u1, · · · , um)
∣∣∣(1
u¯
) d+m
2
−2 −
( 1
T + u¯
) d+m
2
−2 −
( 1
T
) d+m
2
−2
+
( 1
2T
) d+m
2
−2∣∣∣p
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= m
∫ T
0
du¯
∣∣∣(1
u¯
) d+m
2
−2 −
( 1
T + u¯
) d+m
2
−2 −
( 1
T
) d+m
2
−2
+
( 1
2T
) d+m
2
−2∣∣∣p ∫ u¯
0
dm−1ui
≤ 4pm
∫ T
0
du¯
((1
u¯
)p d+m
2
−2p
+
( 1
T + u¯
)p d+m
2
−2p
+
( 1
T
)p d+m
2
−2p
+
( 1
2T
)p d+m
2
−2p) · u¯m−1
≤ 4pm
((1
2
)p d+m
2
−2p−1
+ 2
) ∫ T
0
du¯
(1
u¯
)p( d+m
2
−2)−m+1
;
the above integral is finite whenever p(d+m
2
− 2)−m+ 1 < 1.
The situation ~m = 0, ~k even, k > 2 is treated analogously. Also for the particular
case d = 2 and m + k = 2 the treatment for the logarithmic kernel functions is
analogous. 2
Corollary 3.8. For each d < 4, the kernel functions G~m,~k are square integrable on
IRm+k, whenever m 6= 0 or k 6= 0.
Applying Corollary 2.3 related to the convergence of sequences on the space of
Hida distributions, we deduce the following result.
Theorem 3.9. For each d and N ≥ 0 such that 2N > d − 4, the (truncated)
functional L(N)ε converges strongly to the (truncated) local time L
(N) on (S)∗ when
ε tends to zero.
Proof: From (3.1) the S-transform of L(N)ε is given by
(3.7) SL(N)ε (f) =
∫
I2
d2t
(
1
2pi(ε+ t1 + t2)
)d/2
expN
(
−
( ∫ t1
0 f(t) dt−
∫ t2
0 f(t) dt
)2
2(ε+ t1 + t2)
)
.
We remark that L(N)ε is a Hida distribution; in fact, this follows from∣∣∣S(δ(N)ε (B(1)(t1)−B(2)(t2)))(zf)∣∣∣
=
(
1
2pi(ε+ t1 + t2)
)d/2∣∣∣∣∣expN
(
−
|z|2
( ∫ t1
0 f(t) dt−
∫ t2
0 f(t) dt
)2
2(ε+ t1 + t2)
)∣∣∣∣∣
≤
( 1
2pi
)d/2
(t1 + t2)
N− d
2 e
|z|2
2
(N+t1+t2)
∑d
i=1
supt |fi(t)|
2
,
and from the characterization result for Hida distributions (Corollary 2.4).
By analogous estimates as in (3.2), for each complex number z and f ∈ Sd(IR)
we have
|SL(N)ε (zf)| ≤
∫
I2
d2t
(
1
2pi(ε+ t1 + t2)
)d/2
expN
( |z|2(t1 + t2)2∑di=1 supt |fi(t)|2
2(ε+ t1 + t2)
)
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≤
∫
I2
d2t
(
1
2pi(t1 + t2)
)d/2
expN
( |z|2(t1 + t2)2∑di=1 supt |fi(t)|2
2(t1 + t2)
)
≤
( 1
2pi
)d/2
e
N+2T
2
|z|2
∑d
i=1
supt |fi(t)|
2
∫
I2
d2t
( 1
t1 + t2
) d
2
−N
.
Using the expression for the S-transform of the functionals L(N)ε (see (3.7)) and L
(N)
which, by (3.4), Theorem 3.4 and its proof, is equal to
SL(N)(f) =
∫
I2
d2t
(
1
2pi(t1 + t2)
)d/2
expN
(
−
( ∫ t1
0 f(t) dt−
∫ t2
0 f(t) dt
)2
2(t1 + t2)
)
,
it follows from the above inequality with z = 1 and by a dominated convergence
criterion, that SL(N)ε (f) converges to SL
(N)(f) when ε tends to zero. Applying the
corollary mentioned above, we obtain the required convergence. 2
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