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engagement, whereas low PA is characterized by sadness and lethargy. In contrast, Negative Affect (NA) is a general dimension of subjective distress and unpleasurable engagement that subsumes a variety of aversive mood states, including anger, contempt, disgust, fear, and nervousness, with low NA being a state of calmness and serenity (Watson et al., 1988 (Watson et al., , p. 1063 .
Both measures were defined to capture orthogonal factorial constructs. This measurement strategy does not entail that affect is two-dimensional only, and it is probable that the structure of affect is far more complex (Apter, 2001; Davidson, Jackson & Kalin, 2000; Mayne & Ramsey, 2001 ). The PANAS is intended simply to capture two relatively independent sources of variation in self-reported experience, using 20 positive and negative,
non-antonymous adjectives (see Appendix A). A relative independence means that both
Measuring dynamic bipolarity 4 constructs may correlate. Empirical studies using observed and latent scores showed that PA and NA can correlate with a non negligible magnitude, ranging from -.18 to -.36 for uncorrected correlations, and from -.43 to -.58 for latent correlations (see , Table 1 ).
However, from a quantitative standpoint, the problem is to understand how both sources of variation work together. Two different, possibly independent, physiological systems might govern affective processes (Cacioppo & Berntson, 1994; Cacioppo, Gardner & Berntson, 1999; Green, Salovey & Truax, 1999; Larsen, McGraw & Cacioppo, 2001; . According to a flexible, adaptive conception, the dimensionality of affective experience depends on cognitive simplicity/complexity (Reich, Zautra & Potter, 2001; Zautra et al., 1997) . For economic reasons in information processing, when facing stressful events, unidimensionality is required. Otherwise, relative independence allows a more thorough and adaptive response. Reich et al. (2001) provided evidence that personality may influence how much PA and NA correlate when measured within a week time frame (observed correlations ranging from .08 to -.57).
The factorial measurement model enables one to observe variable obliquity, across and within samples. However, we do not know how PA and NA are functionally linked.
According to Green et al.' dynamic bipolarity concept (1999) , opposite affects, such as pleasant and unpleasant feelings, should vary inversely. But PA and NA are not opposite affects (Egloff, 1998; Russell & Carroll, 1999) . Suppose we measure momentary PA and NA levels within a sample, analyze the correlation, induce affect perturbation, and measure them again. Now, do the respective differences (i.e., dynamic changes) correlate? To date, and to our knowledge, such a direct impact of affect change on the PA-NA bivariate structure has not been studied, despite strong suggestions in this direction (Diener, 1999; .
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The present study aims at answering this question, using a pre-post design with an intervening experiment. A convenient structural model is provided, based on the work of Steyer, Eid, and Schwenkmezger (1997) , which is focused on modeling latent intraindividual change. If error measurement can be removed from the difference between PA scores measured before and after a perturbation, it may be compared to the difference between NA scores measured at both times. Although an ambiguous-likely unipolar response format is problematic for a test of static bipolarity Russell & Carroll, 1999) , it should be possible to investigate a potential linear relationship between both changes, using the Pearson correlation as an appropriate index of dynamic bipolarity. In addition, the goal of this study is to test the robustness of the PA-NA relative independence when participants are submitted to affect perturbation. Although some positive and negative affect measures may highly correlate (Egloff, 1998; Green, Goldman & Salovey, 1993; Keyes, 2000) , it is expected that the affective impact of the experiment will have a limited impact on the correlation between latent PA and NA changes, because PA and NA were defined as orthogonal, non opposite, constructs. Steyer et al. (1997) proposed "to specify a structural equation model in such a way that the latent change scores between each pair of two subsequent occasions of measurement are the values of the endogenous latent variables in the model" (p. 22). Let us denote f 1 the latent standardized scores of affect and e 1 the measurement error before the experiment. Also, let us denote a 1 the coefficient in the linear equation. Then the measured score, say PA, is
Similarly, after the experiment, we have
To fully define the measurement model, some mathematical expectancies (E), variance (V) and covariance (Cov) have to be specified. We need to assume that E(f i ) = E(e i ) = 0, V(f i ) = 1, Measuring dynamic bipolarity 6
Cov(f i , e i ) = 0, i ∈ {1, 2}. Equation 1 specifies a manifest variable measured at time 1 (an additive constant would be theoretically required, but is neglected here for the sake of simplicity, because its variance and covariance with another variable is zero). Equation 2 specifies the same variable measured at time 2. It can be seen that the difference between both latent states is presented as a latent variable because it does not contain any error measurement.
Two essentially tau-equivalent manifest variables for each time are sufficient to identify the parameters of the model. 1 In contrast to Steyer et al. (1997) , the variance of latent variables is standardized, according to the usual convention (e.g., Bollen, 1989) . Then, this model, for example the PA model, may be connected to a second -NA-model, in order to estimate the correlations between both latent change scores and both latent f 1 scores.
Modeling latent variables removes random error of measurement in the estimation of target correlations. In addition, systematic error may be taken into account by correlating the errors of the same variables (Green et al., 1993) .
Three hypotheses were in competition. (1 participated in the experiment. They were told that the focus of the research project was the Measuring dynamic bipolarity 7 emotional influences on intuitive learning and that they would be exposed to affective pictures during a computerized learning task.
Materials and procedure
Participants were individually seated in front of a personal computer. First they completed the affective questionnaire, read learning instructions, then engaged in the learning trials, and finally completed the questionnaire once again. The whole experiment took about 40 minutes for each participant.
In order to maximize between-subject affective variability, some affective pictures were affective condition. The learning task was based on a multiple cue probability learning design (Hammond & Summers, 1965; Smedslund, 1955) .
Measures
Positive and negative activation were assessed using the PANAS scales. To our knowledge, no published French adaptation was available at the beginning of the experiment.
This version of the French PANAS is provided in Appendix A.
Although not analyzed here, state anxiety (Ax) was assessed with 4 anxiety-present and 4 anxiety-absent items adapted from the French STAI-YA (Spielberger, Gorsuch, Lushene, Vagg, & Jacobs, 1993) . Anxiety adjectives were presented either before or after the PANAS to counterbalance a possible presentation order effect.
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To maximize observed variance and to avoid problems with ordinal data (West, Finch, & Curran, 1995) , a visual analogue scale format was adopted. In the domain of affective selfreports, visual analogue scales have performed well, particularly with repeated measures (Aitken, 1969; Killgore, 1999; Zealley & Aitken, 1969) . Pairs composed of an adjective and a rating scale were presented one at a time.
Analysis
Preliminary factorial analyses were performed to ascertain that unidimensionality of the PA and NA composites could be assumed at both times. Difference scores, called δPA and δNA, were then plotted to detect outliers and to ensure that a linear relationship between δPA and δNA was plausible. 2 The impact of the experiment on PA and NA was assessed with
Cohen's d (1988) for effect size, and a Student t-test.
The structural model was run using two item parcels 3 of PA and NA, called P ij and N ij , where i denotes the number of the parcel and j the occasion of measurement. Four item parcels were constructed, parcels 1j summing the first five items of each scale. The sampling distribution of the correlations between the latent variables, called P 1 , N 1 , and P 2-1 and N 2-1 respectively, were statistically estimated using bootstrapping (1000 replications, for technical details, see Steiger, 1999) . All analyses were performed using STATISTICA (StatSoft, 2000) . The observed mean effect of the experiment on PA and NA was statistically significant, respectively t(213) = 9.16, p < .001 for PA, t(213) = −4.30, p < .001 for NA. Descriptive statistics are given in Table 1 . The observed mean affect changes were moderate, d = 0.58 for PA, and d = -0.54 for NA. As can be seen in the table, both effects had opposite directions, whatever the experimental condition.
Results
-----------Insert Table 1 and Figure 2 about here ----------- Figure 2 displays the observed change scores δPA and δNA. Each axis is oriented so that a positive value indicates an increase in affect. The three outliers are identified with an arrow.
Although observed differences may have a low reliability (Miller & Kane, 2001) , the global pattern is quite informative. It can be seen that even if a negative correlation underlies the scatter plot, r = -.34, p < .001, many cases reflect partial moves (e.g., change on one dimension and not on the other one).
Discussion
The main result of this study can be summarized as being that PA and NA changed in opposite direction, but according to a medium correlation. Both strict dynamic independence Measuring dynamic bipolarity 10 and bipolarity were then rejected. Clearly, the size of the correlation between the latent change scores can be attributed neither to random nor to systematic error in measurement.
A first point is whether evidence for a partial functional linear relationship between the PA and NA constructs suggests psychometric defects in the PANAS scales, as stated by . A medium correlation between PA and NA changes provides strong support to the idea of variable synchronism. According to the stress model of Zautra,
Berkhof and Nicolson (2002), a variable synchronism means that PA and NA changes can correlate from -1 to 0 depending on the situation. Hence, such a view entails two separate, while not necessarily orthogonal, constructs. Flexibility seems to be a fundamental property of the affective state structure. Then the initial conception of the PA-NA model should be revised in the light of the dynamic bipolarity results.
Up to now, few psychological measures enable studying mood dynamics. The present study shows that the PANAS still appears to be a useful tool for a rough approximation.
However, the PANAS domain validity might be confined to mood. When specific emotions are induced by the experiment (Frijda, 1993a (Frijda, , 1993b , the unidimensionality of the PA construct on one hand, and of the NA construct on the other hand are no longer certain because emergence of a specific emotion could lead to factor differentiation (Killgore, 2000; Roesch, 1998) . A proper interpretation of the correlation between the latent change scores requires that PA and NA remain structurally valid after the intervention. In the present study, unidimensionality of retest data was preliminary verified, using confirmatory analyses.
A second point, the findings suggest strong individual differences in the way participants perceived they affect change. Figure 2 suggests that if participants changed significantly on one scale, e.g., more than about 300 points, it is not guaranteed that they would change accordingly on the other scale. On the other hand, Figure 2 shows participants who changed according to the strict dynamic bipolarity principle.
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How can such individual differences be explained? According to colleagues' model (1997, 2002) , affect tends to become strictly bipolar when the level of stress increases, because simplification of affective inputs increases the processing capacity (bipolarity is viewed as a form of cognitive simplicity). The upper-left part of Figure 2 suggests that small symmetric perceived changes are compatible with affect improvement (i.e., PA increase and NA reduction). Unfortunately this study was not intended to testing the influence of perceived stress level on dynamic bipolarity and therefore we are confined to extrapolate.
What do the subjects think before and during rating a given scale of the PANAS? As mood rating involves self-evaluation, many mental processes may intervene before a response is produced (Tourangeau & Rasinski, 1988) . From this standpoint, affect as well as emotion is a product of an appraisal process (Lazarus, 1991, p. 188) : "Some emotions are the result of time-consuming, deliberate, volitional, and conscious forms of reasoning, which draw on our abstract, symbolic capacities, whereas others are the result of automatic, involuntary, and unconscious cognitive activity that is very rapid". It can be extrapolated that some participants would actively regulate they mood, keeping constant one kind of affect, while allowing the other one to grow worse (or better).
Further research will be needed to investigate which psychological factors could influence dynamic bipolarity, in a given setting. In this perspective, it could be argued that data gathered using scales composed with antonymous items should be interpreted cautiously because subjects may use a consistency rule, based on the linguistic perceived properties of the items (Ito, Cacioppo & Lang, 1998) , in which case static and dynamic bipolarity could partly be an artifact.
Measuring dynamic bipolarity 12 Footnotes 1 Essential tau-equivalence means that (a) the latent variances of both manifest variables are equal, and (b) the error variances may differ. This property is required to account for the difference between observed variances.
2 Yuan and Bentler (2001) show that a small proportion of outliers can distort the results based on classical procedures in covariance structure analysis. Tabachnick and Fidell (1996, Figure 4 .1, p. 66) illustrate how a bivariate outlier has much more impact on the value of a regression coefficient than any of the points inside the swarm. Observations that strongly depart from the regression line of the scatter plot may be interpreted as reflecting potential attempts to falsify the data. Mahalanobis distance was computed to quantify the discrepancy between each point and the centroid of the remaining points. Thus, only three points appeared to be outliers. Note. The arrows indicate outliers. 
