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A CARLEMAN ESTIMATE FOR THE FRACTIONAL HEAT EQUATION
AND ITS APPLICATION IN FINAL STATE OBSERVABILITY
ERIKA HAUSENBLAS AND DEBANGANA MUKHERJEE
Abstract. In the paper, we show a global Carleman estimate for the non-local heat equation.
To be more precise, let Ω ⊂ Rd be a bounded domain and O ⊂ Ω an open subdomain, s ∈ (0, 1).
We show that there exist constants C1, C2, r0, T0 > 0 and a weight function α : Ω → (0,∞) such
that any solution u of{
∂
∂t
u(x, t) + (−∆)su(x, t) = f(x, t) for (x, t) ∈ Ω× (0,∞),
u(x, t) = 0 for (x, t) ∈ ∂Ω× (0,∞),
(0.1)
satisfies for all r ≥ r0 and T > 0∫ T
0
[ ∫
Ω
e
−2r
α(x)
t(T−t) |f(x, t)|2 dx+ C1
∫
O
e
−2r
α(x)
t(T−t)
r2
t4(T − t)4
|u(x, t)|2dx
]
dt (0.2)
≥ C2
[ ∫ T
0
∫
Ω
e
−2r
α(x)
t(T−t)
{∣∣(−∆)su(x, t)∣∣2 + 1
2
∣∣∣ ∂
∂t
u(x, t)
∣∣∣2 + r
t4(T − t)4
|u(t, x)|2
}
dx dt.
In order to prove this result, we use the Caffarelli-Silvestre extension procedure. To illustrate the
applicability of the result, we prove as a second main result the final state observability of the
non-local heat equation.
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1. Introduction
The Carleman estimate was first established in 1939 by Carleman [9]. The original motivation
for Carleman was to prove unique continuation theorems, which can informally be stated as
follows: Given a partial differential operator P (x,D) of order m in Rn, an oriented hypersurface
Ω in Rn represented by a level set {ρ = 0} of a smooth function ρ, and a function u satisfying
P (x,D)u = 0, then, if u = 0 (locally) on one side Ω+ = {ρ(x) > 0} of Ω, the function u vanishes
(locally) on the other side Ω− = {ρ(x) < 0} as well. This fact can be interpreted in the sense that
the complete information about u in Ω can be retrieved from the information given in Ω+.
Since then the Carleman estimate became a fundamental tool for different areas in applied
mathematics. To highlight some application let us state the following examples coming from
inverse problems. Assuming u is a solution of a Cauchy problem of an equation of elliptic,
parabolic or hyperbolic type with an unknown coefficient, Bukhge˘ım and Klibanov [5] proposed
Key words and phrases. Fractional Laplacian, Carleman estimate, Non-local operator, Final State controllability,
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a method in finding the coefficient given only specific boundary values based on a Carleman
estimate. Another example where the Carleman estimate is a powerful tool is showing final state
observability of systems arising from hyperbolic or parabolic equations given only observation
in a part of the domain, or alternatively, at the boundary. By duality, controllability of these
systems can be shown. The first pioneering work was by Fursikov and Imanuvilov [13], who used
global Carleman estimates in the context of null controllability, and O. Yu Imanuvilov [24], who
popularised the use of Carleman estimates in the context of null controllability. Another relevant
contributor was Zuazua, who established global controllability results for some nonlinear systems
in [25] for the first time.
Carleman has shown the first estimate for a spatially two dimensional elliptic equation. Since
then Carleman estimates exist for a broad class of partial differential equation, e.g. for general
linear second-order parabolic equations; However, there does not exist Carleman estimates for
non–local operators. To illustrate the physical importance of non-local operators, let us consider
the heat diffusion, usually described by the Laplace operator. Using the Laplace operator ignores
processes occurring at the microscopic level and is often not sufficiently accurate. Modelling heat
conduction in media with a complex internal structure such as amorphous, porous and disordered
materials, polymers, glasses, dielectrics and semiconductors, the microscopic level has to be taken
into account. In this way, fractional or/and non-local operators of elliptic and parabolic type
have caught considerable attention in the recent decades in both pure mathematics and real-
world applications, see, e.g. [6, 17]. From a physical point of view, non-local operators play a
fundamental role to describe several phenomena. For instance, in image processing, non-local
operators were introduced to model interactions between any two points in the image domain, in
handling textures and repetitive structures, see Gilboa and Osher [14]. Non-local kernel functions
play an important role when studying population dynamics, see e.g. [11], non-local forces govern
the movement of objects in gravitational or electromagnetic fields, and, finally non–local operators
appears in finance in a natural way as infinitesimal Markovian operators of general Le´vy processes,
see, e.g. [10, 12].
Here, in our work we are going to prove a Carleman estimate for non–local operators and apply
this estimate to obtain final-state observability.
To outline the content of our paper, let us assume that Ω ⊂ Rn is a bounded domain with
smooth boundary and f : Ω × [0, T ] → R be infinitely often continuously differentiable. In this
setting a global Carleman estimate can be now described as follows. Let u be the solution of the
heat equation {
∂
∂t
u(x, t)−∆u(x, t) = f(x, t) for (x, t) ∈ Ω× (0,∞),
u(x, t) = 0 for (x, t) ∈ ∂Ω× (0,∞).
(1.1)
Given a subdomain O of Ω, one can find a suitable function α : Ω → R+0 such that α is positive
and there exist constants C0 > 0 and r0 > 0 with (see [22, Theorem 9.4.1])∫ T
0
∫
Ω
e
−
2rα(x)
t(T−t)
[ r
t(T − t)
|∇u(x, t)|2 +
r3
t3(T − t)3
|u(x, t)|2
]
dx dt (1.2)
≤ C0
[∫ T
0
∫
Ω
e
−
2rα(x)
t(T−t) |f(x, t)|2 dx dt+
∫ T
0
∫
O
r3
t3(T − t)3
e
−
2rα(x)
t(T−t) |u(x, t)|2 dx dt
]
,
for all r ≥ r0 and all u ∈ C
2
0 (Ω× [0, T ]) solving (1.1).
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The main purpose of this paper is to extend the Carleman estimate of functions satisfying
(1.1) to parabolic equations, where the Laplace operator is replaced by the fractional Laplace,
i.e., (−∆)s, s ∈ (0, 1). In [15] and [23], the Carleman estimate for systems with a fractional
time derivative were handled, but, according to the best of author’s knowledge, there is no such
estimate for the fractional Laplace operator in a smooth bounded domain of Rn.
A pivotal tool in our arguments is the well known Caffarelli-Silvestre extension for functions,
which allows us to study the fractional Laplace operator by means of a boundary value problem
driven by the Laplace operator. To explain this extension procedure in more details, let Ω ⊂ Rn
be an open bounded and connected set with boundary ∂Ω of class C4. Let u be a solution to{
(−∆)su(x) = f(x), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω.
(1.3)
Let us consider the cylinder Ω× (0,∞) ⊂ Rn+1+ with boundary ∂Ω× (0,∞). Note, we denote the
points in Ω× (0,∞) by (x, xn+1), x = (x1, . . . , xn). For any function u : Ω→ R being sufficiently
smooth, we define the s–harmonic extension u
ex
: Ω × R+0 → R as the solution to the following
problem 

div(x1−2sn+1 ∇uex (x, xn+1)) = 0 for (x, xn+1) ∈ Ω× R
+
0 ,
u
ex
(x, xn+1) = 0 for (x, xn+1) ∈ ∂Ω × R
+
0 ,
u
ex
(x, 0) = u(x) for x ∈ Ω.
(1.4)
Caffarelli and Silvestre have shown in [7], that the fractional Laplace operator can be seen as
a trace operator applied to the harmonic extension. To illustrate this fact, fix s ∈ (0, 1), let
Ω = Rn and u ∈ Hs2(R
n). Let Es(u) := uex be its s–harmonic extension to the upper half space
R
n+1
+ := {(x, xn+1) : x ∈ R
n, xn+1 ∈ R+} which is given by the solution to the problem (1.4).
Then, in [7] it is shown that u
ex
satisfies for all x ∈ Rn
(−∆)su(x) = − lim
xn+1↓0
x1−2sn+1 ∇xn+1uex (x, xn+1)
The Caffarelli-Silvestre extension has been used e.g. by Stinga and Torrea [21] to show the
Harnack’s inequality for the fractional Laplacian or by Caffarelli and Stinga [8] to reproduce some
Caccioppoli type estimates.
In the proof of the Carleman estimate for the fractional Laplace operator, we transfer the
nonlocal problem by the Caffarelli-Silvestre extension to a local problem on the half-plane. Here,
the first main problem of showing the Carleman estimate is to find an appropriate weight function.
We constructed the weight function in in Lemma 4.1 similar to Theorem 9.4.3 and Lemma 9.4.4 of
[22]. However, we were faced with some technical problems; due to the extension, we are working
on an unbounded domain. The second main problem arises performing the integration by parts
formula; here, some boundary terms appears due to a nonlocal setting and also have to be handled.
The structure of the paper is as follows: first, we state in Section 2 the main result, i.e.,
the Carleman estimate for the nonlocal problem (1.3). In Section 3, we present the finite state
observability of the problem (1.3). In Section 4, our main result is proven.
1.1. Notation. For convenience of the readers, we have kept the same notation as in [22]. We
denote by Rn+1+ all x ∈ R
n+1 by x = (x, xn+1) ∈ R
n+1
+ where (x1, · · · , xn) ∈ R
n and xn+1 ∈ R+.
We will write ∇ if we take the derivative with respect to x1, . . . , xn, xn+1. The same is for the
divergence operator div. If we take it only the derivative with respect to x1, . . . , xn, we will write
∇x1,...,xn . Similarly, if we take only the derivative with respect to xn+1, we will write ∇xn+1 .
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2. The main result
Let s ∈ (0, 1) and A be an analytic operator on the domain D(A); the corresponding set of
resolvents is contained in Σω := {δ : δ ≤ ω}, ω ∈ (0, π). Then, the fractional operator (−A)
s is
defined by (see [18, p. 69])
(−A)s :=
sin(πs)
π
∫
C
z1−s(−A) (zI −A)−1 dz,
where the path C runs in the resolvent set from ∞e−iδ to ∞eiδ, ω < δ < π, avoiding the negative
real axis and the origin; z1−s is taken to be positive for real positive values of z. In our case, A
will be the Laplace operator defined on Ω with Dirichlet or Neuman boundary conditions. Let u
be a solution of the following parabolic equation{
∂
∂t
u(x, t) + (−∆)su(x, t) = f(x, t) in Ω× (0,∞),
u(x, t) = 0 in Rn \Ω× (0,∞).
(2.1)
Then as mentioned before, one can represent u as the trace on {xn+1 = 0} of the Caffarelli-
Silvestre extension. Let us consider the cylinder Ω × (0,∞) ⊂ Rn+1+ . As before, we denote the
points in Ω × (0,∞) by (x, xn+1), where x = (x1, . . . , xn). For any function f : Ω × [0, T ] → R
being sufficiently smooth, we define the s–harmonic extension u
ex
: Ω × R+0 × [0, T ] → R as the
solution to the following problem
(P )


div(x1−2sn+1 ∇uex (x, xn+1, t)) = 0 (x, xn+1) ∈ Ω× R
+
0 ,
limxn+1↓0 x
1−2s
n+1 ∇xn+1uex (x, xn+1, t) = f(t, x)−
∂
∂t
u(x, t) x ∈ Ω, t > 0.
In our main result using the harmonic extension, we show a Carleman estimate solutions of
equation (2.1).
Theorem 2.1. Let O be an open non-empty subset of Ω and s ∈ (0, 1). Then, there exists a
positive function α ∈ C4(Ω) and constants T0, C1, C2, r0 > 0, depending only on Ω and O, such
that for all
u ∈ C
(
[0, T ];H2s(Ω) ∩Hs0(Ω)
)
∩C1([0, T ];L2(Ω)) (2.2)
and for all r ≥ r0 and T ≥ T0 we have
∫ T
0
{∫
Ω
e
−
2rα(x)
t(T−t)
∣∣∣[ ∂
∂t
u(x, t) + (−∆)su(x, t)
]∣∣∣2 dx + C1
∫ T
0
∫
O
r2e
−
2rα(x)
t(T−t)
t4(T − t)4
|u(x, t)|2 dx
}
dt
≥ C2
∫ T
0
∫
Ω
e
−
2rα(x)
t(T−t)
{
|(−∆)su(x, t)|2 dx+
1
2
∣∣∣ ∂
∂t
u(x, t)
∣∣∣2 + r
t4(t− T )4
|u(x, t)|2
}
dx dt.
The proof of Theorem 2.1 is quite technical and needs some preparations. The proof of Theorem
2.1 itself is given in Section 4.
Remark 2.1. Usually, in the parabolic setting one does not get any condition on the time T .
However, we could only proof the estimate for T being sufficiently large. It would be interesting if
the condition on T could be weakened.
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3. Final State Observability
Let n ≥ 1, T > 0, and Ω ⊂ Rn be an open bounded set with smooth boundary. The state of a
trajectory of a linear time–invariant system governed by an operator A : D(A) →֒ L2(Ω)→ L2(Ω)
is defined by a homogenous differential equation of the form

∂
∂t
u(x, t) +Au(x, t) = 0 for all (x, t) ∈ Ω× (0,∞),
u(x, t) = 0 for all (x, t) ∈ Rn \Ω× (0,∞),
u(x, 0) = u0(x) for all x ∈ Ω.
(3.1)
A question, appearing, e.g., in engineering is, can one predict the state u(T ) at a given time T > 0
of the system (3.1), if the initial data is unknown only having the partial information of u. Has
one to sample the whole system, or is it sufficient only to track some part of the system? This
concept leads to the definition of observability which can be formulated as follows.
Let u = {u(t) : 0 ≤ t ≤ T} be a solution to the system (3.1) such that u ∈ Cb(0, T ;L
2(Ω)).
Let C ∈ L(L2(Ω), Y ), (where Y = L2(Ω)) be a bounded linear operator and let y = Cx. Given
{y(t) : 0 ≤ t ≤ T}, is it possible to reconstruct u(T )?
Let us assume that, we have only access to a part O of the domain. In particular, we only
observe χOu(t) for 0 ≤ t ≤ T . Here, the operator C is given by
(Cu)(x, t) := χO(x)u(x, t).
Now, can we reconstruct from {C u(t) : 0 ≤ t ≤ T} the final state u(T )?
It can be shown that this problem is equivalent to the question: Does there exists for any T > 0
a constant cT > 0 such that (see [22, Definition 6.1.1, p. 173])
|u(T )|2L2(Ω) ≤ c
2
T
∫ T
0
|Cu(t)|2Y dt,
where u is a solution to (3.1). In our example where the leading operator is the Laplace or a
nondegenerate elliptic partial differential operator of second order, one can find results in the
literature, see [22, Theorem 9.5.1, p. 313]. In case the leading operator is the fractional Laplace
operator less is known.
Let n ≥ 1, T > 0 and Ω ⊂ Rn be an open bounded set with smooth boundary. Let us consider
the fractional heat equation:
(P)


∂
∂t
u(x, t) + (−∆)su(x, t) = 0 for all (x, t) ∈ Ω× (0,∞),
u(x, t) = 0 for all (x, t) ∈ Rn \ Ω× (0,∞),
u(x, 0) = u0(x) for all x ∈ Ω.
Fix a nonempty open set O of Ω and let C be given by
Cu = uχO, u ∈ L
2(Ω),
where χO is the characteristic function of O. By means of Theorem 2.1 the following Theorem
can be proven.
Theorem 3.1. There exists a T0 > 0 such that for any T ≥ T0 there exists a constant C(T0) > 0
such that any function u : Ω× [0, T ]→ R being a solution to (P) satisfies
C(T )
∫
Ω
|u(x, T )|2 dx ≤
∫ T
0
∫
O
|u(x, t)|2 dx dt.
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Proof. The proof consists of two steps. First we show that for any τ > 0 the L2-norm of u(T ) and
u(0) can be estimated by u(T − τ) and u(τ), respectively. In a second step, we show that u(T )
can be estimated by
∫ T−τ
τ
∫
O
|u(x, t)|2 dx dt.
Step 1 : Let us note that the semigroup (S(t))t≥0 of the operator (−∆)
s is an analytic semigroup.
In particular, there exists a constant M > 0 such that for any τ > 0 we have for any α ∈ (0, 1)
|(−∆)αsS(τ)v|L2 ≤ e
Mττ−α|v|L2 ,
and, since I − S(τ) =
∫ τ
0 (−∆)
s S(t) dt, we know that there exists a γ ∈ (0, 1] such that for any
τ > 0 we have
|(S(t)− I)v|L2 ≤ C t
1−α |(−∆)αsv|2L2 , ∀t ∈ [0, τ ], v ∈ dom((−∆)
s
2 ).
Hence, for τ = T4 , there exists constant C > 0 such that
|u(T )|2L2 ≤ τ
1−αeMτ |(−∆)αsu(T − τ)|2L2 + |u(T − t)|
2
L2 , ∀t ∈ [T − τ, T ].
Now, we have for α = 12
|u(T )|2L2 ≤ C |(−∆)
s
2u(T − τ)|2L2 ≤
C
T − 2τ
∫ T−τ
τ
|(−∆)
s
2u(T − τ)|2L2 dt
≤
C
T − 2τ
∫ T−τ
τ
|S(T − τ − t)(−∆)
s
2u(t)|2L2 dt.
Due to the fact that
|(−∆)
s
2S(t)v|L2 ≤ e
Mt|(−∆)
s
2 v|L2 , ∀v ∈ L
2(Ω),
we can write
|u(T )|2L2 ≤
C
T − 2τ
eM(T−τ)
∫ T−τ
τ
|(−∆)
s
2u(t)|2L2 dt. (3.2)
Step 2 : We have shown in Corollary 2.1 that under the conditions of Theorem 3.1 there exists a
strictly positive function α and constants C1, r0 > 0 such that we have for the solution u of (3.1)
and all 0 < r ≤ r0,∫ T
0
∫
Ω
e
−
2rα(x)
t(T−t)
[
r
t(T − t)
|(−∆)
s
2u(x, t)|2 +
r3
t3(T − t)3
|u(x, t)|2
]
dx dt (3.3)
≤ C1
∫ T
0
∫
O
e
−
2rα(x)
t(T−t)
t3(T − t)3
|u(x, t)|2dx dt.
Observe, we can find a constant C ′ = C ′(τ) > 0 such that we have
r
t(T − t)
e
−
2rα(x)
t(T−t) ≥ C ′(τ), ∀t ∈ (τ, T − τ).
Substituting the estimate above into (3.2), we get
|u(T )|2L2 ≤
C
T − 2τ
eM(T−τ)
∫ T−τ
τ
r
t(T − t)
e
−
2rα(x)
t(T−t) |(−∆)
s
2u(t)|2L2 ds
≤
C
T − 2τ
eM(T−τ)
∫ T
0
r
t(T − t)
e
−
2rα(x)
t(T−t) |(−∆)
s
2u(t)|2L2 ds.
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Estimating the RHS by the LHS of (3.3), we know for a constant Cˆ > 0 that
|u(T )|2L2 ≤
Cˆ
T − 2τ
eM(T−τ)r3
∫ T
0
∫
O
e
−
2rα(x)
t(T−t)
t3(T − t)3
|u(x, t)|2dx dt.
Now, since there exists a constant C ′′ = C ′′(T ) > 0 such that
e
−
2rα(x)
t(T−t)
t3(T − t)3
≤ C ′′′, t ∈ [0, T ], x ∈ Ω,
we have for a constant C˜ > 0
|u(T )|2L2 ≤
C˜
T − 2τ
eM(T−τ)
∫ T
0
∫
O
|u(x, t)|2dx dt,
which is the assertion. 
4. Proof of Theorem 2.1
The proof uses the s–harmonic extension and is done in several step. First we will construct a
weight function ρ on the extended space Ω×R+0 . Secondly, we will prove for the weight function
ρ and a function ψ defined by the product ψ := u
ex
ρr a kind of Carleman estimate. Then we
transfer the Carleman estimate for ψ to a Calrman estimate for u. Here, we use the representation
of (−∆)su(x) = − limxn+1→0 x
1−2s
n+1 ∇xn+1uex (x, xn+1), x ∈ Ω and xn+1 > 0.
Before starting with the actual proof let us observe the following property. From the maximum
principle, we know that if w(x) ≥ 0 for all x ∈ Ω, then w
ex
≥ 0 for all (x, xn+1) ∈ Ω×R
+
0 . Let us
remind, it follows b y the maximum principle, that if w is bounded, its harmonic extension w
ex
is also bounded.
Since we need it later, let us shortly show that the fractional Laplace also satisfies the Poincare
inequality.
Proposition 4.1. Let Ω be a bounded domain with smooth boundary and w be a positive weight
function bounded from below and above, i.e. there exists constants k,K > 0 such that
k ≤ w(x) ≤ K, x ∈ Ω.
Then, we have ∫
Ω
w(x)|u(x, t)|2 dx ≤
K
k
∫
Ω
w(x)|(−∆)su(x, t)|2 dx.
Proof. This follows by interpolation. In fact, first note that |(−∆)su|L2 = |u|[H0,H1,s], where [·]·
denotes the interpolation functor (see [4]), andH0 = L
2(Ω), H1 = {v ∈ L
2(Ω) : (I−∆)v ∈ L2(Ω)}.
Fix u ∈ L2(Ω). Next, by the definition of the interpolation, see theK-method in [4, p. 38, Chapter
3.1]), for any ǫ we know that there exists functions u0 : N → H0 and u1 : N → H1, u = u0 + u1,
such that
ǫ+ |(−∆)su|L2 ≥
∑
n∈N
nθ
(
|u0(n)|H0 +
1
n
|u1(n)|H1
)
.
By the Poincare inequality for the Laplace operator we have
ǫ+ |(−∆)su|L2 ≥
∑
n∈N
nθ
(
|u0(n)|H0 +
1
n
|u1(n)|H0
)
.
8 ERIKA HAUSENBLAS AND DEBANGANA MUKHERJEE
By the definition of the interpolation space we have
ǫ+ |(−∆)su|L2 ≥ |u|H0,H0,s = |u|L2 .
It remains to include the weight function w. Here, note that
|(−∆)su|L2(w) ≥ k|(−∆)
su|L2 ≥ k|u|L2 ≥
k
K
|u|L2(w).
The last line and the fact that ǫ > 0 was arbitrary, shows the assertion. 
Step I: In the first step we define the weight function. First let us suppose γ : Ω → R is a
function such that γ ∈ C
(2)
b (Ω), γ(x) = 0 on Ω \O, and γ(x) > 0 for all x ∈ O
◦, the interior of O.
Let η = (−∆)−sγ and let η
ex
be the s-harmonic extension of η. By fractional elliptic regularity
theory [19], we know, if η is bounded, then η
ex
is bounded. Let
F0 = 4 max
(x,xn+1)∈Ω×R
+
0
η
ex
(x, xn+1) (4.1)
and let
α(x, xn+1) = e
λF0 − eληex (x,xn+1) for all (x, xn+1) ∈ Ω× R
+
0 . (4.2)
Observe, by the construction of α, there exist constants Kα, kα > 0 such that
kα ≤ α(x, xn+1) ≤ Kα, ∀ (x, xn+1) ∈ Ω× R
+
0 . (4.3)
Let β be given by
β(x, xn+1, t) =
α(x, xn+1)
t(T − t)
, (x, xn+1, t) ∈ Ω× R
+
0 × [0, T ].
Observe, by the definition of β we have
∇xn+1β(x, xn+1, t) =
∇xn+1α(x, xn+1)
t(T − t)
=
−λeληex (x,xn+1)
t(T − t)
∇xn+1ηex (x, xn+1) (4.4)
and
∂
∂t
β(x, xn+1, t) = α(x, xn+1)
2t− T
t2(T − t)2
. (4.5)
Finally, let us define the weight function
ρ(x, xn+1, t) := e
β(x,xn+1,t) for all (x, xn+1, t) ∈ Ω× R
+
0 × (0, T ). (4.6)
Observe, straightforward calculations give for r > 0,
∇xn+1ρ
r(x, xn+1, t) = rρ
r(x, xn+1, t)∇xn+1β(x, xn+1, t) (4.7)
= −
rλ
t(T − t)
ρr(x, xn+1, t) e
ληex (x,xn+1)∇xn+1ηex (x, xn+1).
Step II: Let us assume that a function u
ex
solves problem (P). In particular, u
ex
is a solution
to 

div(x1−2sn+1 ∇uex (x, xn+1, t)) = 0 (x, xn+1) ∈ Ω× R
+,
u
ex
(x, xn+1, t) = 0 (x, xn+1) ∈ ∂Ω× R
+,
limxn+1↓0 x
1−2s
n+1 ∇xn+1uex (x, xn+1, t) = −(−∆)
su(x, t) (x, t) ∈ Ω× (0, T ).
(4.8)
For r > 0, let us define the function
ψ(x, xn+1, t) := ρ
−r(x, xn+1, t)uex (x, xn+1, t), (x, xn+1, t) ∈ Ω× R
+
0 × [0, T ]. (4.9)
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In this step we will proof a kind of Carleman estimate for the function ψ, which is the key tool to
prove our main result.
Lemma 4.1. There exists constants C1, C2, r0, λ0 > 0, k > 0 (depending on Ω,O, T ) such that
for all u, for all r ≤ r0, and all λ ≥ λ0 the following estimate holds
∫ T
0
∫
Ω
e
−
2α(x,xn+1)
(t(T−t))
∣∣∣∣[ ∂∂t + (−∆)s
]
u(x, t)
∣∣∣∣
2
dx dt+
∫ T
0
∫
O
Kλr
t2(T − t)2
ψ2(x, 0, t)α(x, 0) eλη(x,0)
(
r|2t− T |
t(T − t)
+
rλα(x, 0)eλη(x,0)γ(x)
ǫ
+ |2t− T |
)
γ(x) dx
+
∫ T
0
∫
Ω
rT 2
t3(t− T )3
ψ2(x, xn+1, t)α(x, xn+1) dx dt
≥ lim
xn+1↓0
∫ T
0
∫
Ω
1
8
∣∣x1−2sn+1 ∇xn+1ψ(x, xn+1, t)∣∣2 dxdt+
∫ T
0
1
2
∣∣∣ ∂
∂t
ψ(·, 0, t)
∣∣∣2
L2(Ω)
dt
+
∫ T
0
∫
O
λ2r2
t2(t− T )2
∣∣∣ψ(x, 0, t)α(x, 0)eλη(x)γ(x)∣∣∣2 dx dt
+
∫ T
0
∫
Ω
2r(2t− T )2
t4(t− T )4
ψ2(x, 0, t)α2(x, 0) dx dt,
where u
ex
is the extension of u, i.e., u
ex
solves problem (4.8) .
Proof. For (x, xn+1, t) ∈ Ω¯×R
+
0 × [0, T ] let us put
fr(x, xn+1, t) := ρ
−r(x, xn+1, t)
{
∂
∂t
− x1−2sn+1 ∇xn+1
}
u
ex
(x, xn+1, t).
Since ψρr = u
ex
, straightforward calculations give
fr(x, 0, t) = lim
xn+1↓0
ρ−r(x, xn+1, t)
∂
∂t
ρr(x, xn+1, t)ψ(x, xn+1, t)
− lim
xn+1↓0
x−2sn+1∇xn+1(ρ
r(x, xn+1, t)ψ(x, xn+1, t))
= lim
xn+1↓0
ρ−r(x, xn+1, t)
{
ρr(x, xn+1, t)
∂
∂t
ψ(x, xn+1, t)
+ rψ(x, xn+1, t)ρ
r(x, xn+1, t)
∂
∂t
β(x, xn+1, t)
}
− lim
xn+1↓0
ρ−r(x, xn+1, t)x
1−2s
n+1
{
ρr(x, xn+1, t)∇xn+1ψ(x, xn+1, t)
+ rρr(x, xn+1, t)ψ(x, xn+1, t)∇xn+1β(x, xn+1, t)
}
= lim
xn+1↓0
{
∂
∂t
ψ(x, xn+1, t) + rψ(x, xn+1, t)
∂
∂t
β(x, xn+1, t)
}
− lim
xn+1↓0
x1−2sn+1
{
∇xn+1ψ(x, xn+1, t) + rψ(x, xn+1, t)∇xn+1β(x, xn+1, t)
}
.
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Due to the identities (4.4) and (4.5), we get
fr(x, 0, t) = lim
xn+1↓0
{
∂
∂t
ψ(x, xn+1, t) + rψ(x, xn+1, t)α(x, xn+1)
(2t− T )
t2(T − t)2
−x1−2sn+1 ∇xn+1ψ(x, xn+1, t) +
λr
t(T − t)
ψ(x, xn+1, t)e
ληex (x,xn+1) x1−2sn+1 ∇xn+1ηex (x, xn+1)
}
.
Let us put
M1(x, xn+1, t) :=
r(2t− T )
t2(T − t)2
ψ(x, xn+1, t)α(x, xn+1),
M2(x, xn+1, t) := x
1−2s
n+1 ∇xn+1ψ(x, xn+1, t),
M3(x, xn+1, t) :=
λr
t(T − t)
ψ(x, xn+1, t)e
ληex (x,xn+1)x1−2sn+1 ∇xn+1ηex (x, xn+1).
Then
fr(x, 0, t) = lim
xn+1↓0
{
∂
∂t
ψ(x, xn+1, t) +M1(x, xn+1, t)−M2(x, xn+1, t) +M3(x, xn+1, t)
}
,
and∫ T
0
∫
Ω
lim
xn+1↓0
|fr(x, xn+1, t)|
2 dt
=
∫ T
0
lim
xn+1↓0
∣∣∣∣ ∂∂tψ(·, xn+1, t) +M1(·, xn+1, t)−M2(·, xn+1, t)−M3(·, xn+1, t)
∣∣∣∣
2
L2(Ω)
dt
≥
∫ T
0
lim
xn+1↓0
{
|
∂
∂t
ψ(·, xn+1, t)|
2
L2(Ω) + |M1(·, xn+1, t)|
2
L2(Ω) + |M2(·, xn+1, t)|
2
L2(Ω) + |M3(·, xn+1, t)|
2
L2(Ω)
+ 2〈
∂
∂t
ψ(·, xn+1, t),M1(·, xn+1, t)−M2(·, xn+1, t) +M3(·, xn+1, t)〉L2(Ω)
− 2〈M1(·, xn+1, t),M2(·, xn+1, t)〉L2(Ω)
− 2〈M1(·, xn+1, t),M3(·, xn+1, t)〉L2(Ω) + 2〈M2(·, xn+1, t),M3(·, xn+1, t)〉L2(Ω)
}
dt.
First, note that
|M1(·, xn+1, t)|
2
L2(Ω) =
r2(2t− T )2
t4(T − t)4
∫
Ω
|ψ(x, xn+1, t)α(x, xn+1)|
2 dx ,
|M2(·, xn+1, t)|
2
L2(Ω) =
∫
Ω
|x1−2sn+1 ∇xn+1ψ(x, xn+1, t)|
2 dx ,
and
|M3(·, xn+1, t)|
2
L2(Ω) =
λ2r2
t2(T − t)2
∫
Ω
|ψ(x, xn+1, t)e
ληex (x,xn+1)x1−2sn+1 ∇xn+1ηex (x, xn+1)|
2 dx.
We note that |M1(·, xn+1, t)|
2
L2(Ω) = 0 at t =
T
2 .
As next, we tackle the terms where the time derivative occurs. Since we have for a nice function
a(t)
1
2
∂
∂t
(ψ2(x, xn+1, t)a(t)) = ψ(x, xn+1, t)
∂
∂t
ψ(x, xn+1, t)a(t) +
1
2
ψ2(x, xn+1, t)
d
dt
a(t),
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and taking into account
lim
t↓0
r(2t− T )
t2(T − t)2
ψ(x, xn+1, t) = lim
t↑T
r(2t− T )
t2(T − t)2
ψ(x, xn+1, t) = 0, (4.10)
we obtain
〈
∂
∂t
ψ(·, xn+1, t),M1(·, xn+1, t)〉L2(Ω) = −
1
2
∫
Ω
ψ2(x, xn+1, t)α(x, xn+1) dx
∂
∂t
(
r(2t− T )
t2(T − t)2
)
.
Note that
∂
∂t
(
r(2t− T )
t2(T − t)2
)
=
2(3t2 − 3tT + T 2)
t3(T − t)3
,
and (3t2 − 3tT + T 2) ≤ T 2 we get∫ T
0
〈
∂
∂t
ψ(·, xn+1, t),M1(·, xn+1, t)〉L2(Ω)(t) dt
= −r
∫ T
0
∫
Ω
(2(3t2 − 3tT + T 2)
t3(t− T )3
ψ2(x, xn+1, t)α(x, xn+1) dx dt
≥ −r
∫ T
0
∫
Ω
2T 2
t3(t− T )3
ψ2(x, xn+1, t)α(x, xn+1) dx dt.
The Young’s inequality gives next∣∣∣∣
∫ T
0
〈
∂
∂t
ψ(·, xn+1, t),M2(·, xn+1, t)〉L2(Ω) dt
∣∣∣∣
≤
∫ T
0
(
1
2
∣∣∣ ∂
∂t
ψ(·, xn+1, t)
∣∣∣2
L2(Ω)
+
1
2
∣∣x1−2sn+1 ∇xn+1ψ(x, xn+1, t)∣∣2L2(Ω)
)
dt.
Next, we investigate 〈 ∂
∂t
ψ(·, xn+1, t),M3(·, xn+1, t)〉L2(Ω). The chain role gives
∂
∂t
(
λr
t(T − t)
ψ2(x, xn+1, t)α(x, xn+1)x
1−2s
n+1 ∇xn+1ηex (x, xn+1)
)
=
λr(2t− T )
t2(T − t)2
ψ2(x, xn+1, t)α(x, xn+1)x
1−2s
n+1 ∇xn+1ηex (x, xn+1)
+
λr
t(T − t)
ψ(x, xn+1, t)
∂
∂t
ψ(x, xn+1, t)α(x, xn+1)x
1−2s
n+1 ∇xn+1ηex (x, xn+1).
Taking into account that we have
lim
t↓0
1
t(T − t)
ψ2(x, xn+1, t) = lim
t↑T
1
t(T − t)
ψ2(x, xn+1, t) = 0, (4.11)
we get∣∣∣∣
∫ T
0
〈
∂
∂t
ψ(·, xn+1, t),M3(·, xn+1, t)〉L2(Ω) dt
∣∣∣∣
≤
∫ T
0
∫
Ω
λr|2t− T |
t2(T − t)2
ψ2(·, xn+1, t)α(x, xn+1)e
ληex (x,xn+1) x1−2sn+1 ∇xn+1ηex (x, xn+1) dx dt.
Calculating the term 〈M1(·, xn+1, t),M2(·, xn+1, t)〉L2(Ω) we obtain,
〈M1(·, xn+1, t),M2(·, xn+1, t)〉L2(Ω) =
r(2t− T )
t2(T − t)2
∫
Ω
ψ(x, xn+1, t)α(x, xn+1)x
1−2s
n+1 ∇xn+1ψ(x, xn+1, t)dx.
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The Young inequality gives for any ǫ0 > 0
∣∣〈M1(·, xn+1, t),M2(·, xn+1, t)〉L2(Ω)∣∣∣
≤ ǫ0
∫
Ω
|x1−2sn+1 ∇xn+1ψ(x, xn+1, t)|
2 dx+
r2(2t− T )2
4ǫ0t4(T − t)4
∫
Ω
|ψ(x, xn+1, t)α(x, xn+1)|
2 dx.
Calculating the term 〈M1(·, xn+1, t),M3(·, xn+1, t)〉L2(Ω) we obtain
〈M1(·, xn+1, t),M3(·, xn+1, t)〉L2(Ω)
=
λr2(2t− T )
t3(T − t)3
∫
Ω
ψ2(x, xn+1, t)α(x, xn+1)e
ληex (x,xn+1)x1−2sn+1 ∇xn+1ηex (x, xn+1) dx.
Calculating the term 〈M2(·, xn+1, t),M3(·, xn+1, t)〉L2(Ω) we obtain
〈M2(·, xn+1, t),M3(·, xn+1, t)〉L2(Ω) =
λr
t(T − t)
∫
Ω
ψ(x, xn+1, t)α(x, xn+1)e
ληex (x,xn+1) x1−2sn+1 ∇xn+1ηex (x, xn+1)x
1−2s
n+1 ∇xn+1ψ(x, xn+1, t) dx.
The Cauchy Schwarz and Young inequality gives for any ǫ > 0
∣∣〈M2(·, xn+1, t),M3(·, xn+1, t)〉L2(Ω)∣∣ ≤ ǫ
∫
Ω
∣∣x1−2sn+1 ∇xn+1ψ(x, xn+1, t)∣∣2 dx
+
1
4ǫ
λ2r2
t2(T − t)2
∫
Ω
∣∣∣ψ(x, xn+1, t)α(x, xn+1)eληex (x,xn+1) x1−2sn+1 ∇xn+1ηex (x, xn+1)∣∣∣2 dx.
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Collecting altogether, we get∫ T
0
∫
Ω
lim
xn+1↓0
[
|fr(x, xn+1, t)|
2 dx dt
]
≥ lim
xn+1↓0
{∫ T
0
1
2
∣∣∣ ∂
∂t
ψ(·, xn+1, t)
∣∣∣2
L2(Ω)
+
∫
Ω
(1−
1
2
− 2ǫ0 − 2ǫ)
∣∣x1−2sn+1 ∇xn+1ψ(x, xn+1, t)∣∣2 dx
+
∫ T
0
∫
Ω
λ2r2
t2(t− T )2
|ψ(x, xn+1, t)α(x, xn+1)e
ληex (x,xn+1)x1−2sn+1 ∇xn+1ηex (x, xn+1)|
2 dx dt
+
∫ T
0
∫
Ω
r2(2t− T )2
t4(T − t)4
ψ2(x, xn+1, t)α
2(x, xn+1) dx
−
∫ T
0
∫
Ω
2rT 2
t3(t− T )3
ψ2(x, xn+1, t)α(x, xn+1) dx dt
−
∫ T
0
∫
Ω
λr|2t− T |
t2(T − t)2
ψ2(x, xn+1, t)|α(x, xn+1)e
ληex (x,xn+1)x1−2sn+1 ∇xn+1ηex (x, xn+1)| dx dt
−
∫ T
0
∫
Ω
r2|2t− T |2
4ǫ0t4(T − t)4
ψ2(x, xn+1, t)α
2(x, xn+1) dx
−
∫ T
0
∫
Ω
λr2|2t− T |
t3(T − t)3
ψ2(x, xn+1, t)α(x, xn+1)e
ληex (x,xn+1)|x1−2sn+1 ∇xn+1ηex (x, xn+1)| dx
−
∫ T
0
∫
Ω
1
4ǫ
λ2r2
t2(T − t)2
|ψ(x, xn+1, t)α(x, xn+1)e
ληex (x,xn+1) x1−2sn+1 ∇xn+1ηex (x, xn+1)|
2 dx
= I1 + I2 + I3 + I4 − I5 − I6 − I7 − I8 − I9.
Note, for ǫ0 ∈ (
1
4 ,
1
2) we have I4 − I6 = (1−
1
4ǫ0
)I4. As next, let us remind that
x1−2sn+1 ∇xn+1ηex (x, xn+1) −→ [(−∆)
sη](x) = γ(x)
for xn+1 ↓ 0 and γ(x) = 0 for all x ∈ Ω \ O. Taking partially the limit xn+1 ↓ 0 and subtracting
I5, I6, and I8 on both sides, we get∫ T
0
∫
Ω
lim
xn+1↓0
|fr(x, xn+1, t)|
2 dt+
∫ T
0
∫
O
Kλr
t2(T − t)2
ψ2(x, 0, t)α(x, 0) eλη(x,0)
(
r|2t− T |
t(T − t)
+
rλα(x, 0)eλη(x,0)γ(x)
ǫ
+ |2t− T |
)
γ(x) dx
+
∫ T
0
∫
Ω
2rT 2
t3(t− T )3
ψ2(x, 0, t)α(x, 0) dx dt
≥ lim
xn+1↓0
∫ T
0
∫ T
0
1
2
∣∣∣ ∂
∂t
ψ(·, 0, t)
∣∣∣2
L2(Ω)
dt+
∫
Ω
1
8
∣∣x1−2sn+1 ∇xn+1ψ(x, xn+1, t)∣∣2 dxdt
+
∫ T
0
∫
O
λ2r2
t2(t− T )2
∣∣∣ψ(x, 0, t)α(x, 0)eλη(x)γ(x)∣∣∣2 dx dt
+ C(ǫ0)
∫ T
0
∫
Ω
r2(2t− T )2
t4(t− T )4
ψ2(x, 0, t)α2(x, 0) dx dt.
From this estimate Lemma 4.1 follows.
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
Step III: In the last step we replace ψ by ρ−ru to get the estimate for u. First, note that we
have
x1−2sn+1 ∇xn+1ψ(x, xn+1, t) = ρ
−r(x, xn+1, t)x
1−2s
n+1 ∇xn+1uex (x, xn+1, t)
+
λr
t(T − t)
u
ex
(x, xn+1, t)ρ
−r(x, xn+1, t)e
ληex (x,xn+1)x1−2sn+1 ∇xn+1ηex (x, xn+1)
=: J1(x, xn+1, t)∇xn+1uex (x, xn+1, t) + λrJ2(x, xn+1, t)uex (x, xn+1, t).
Using the elementary inequality
|a− rλb|2 ≥
a2
2
− r2λ2b2 (4.12)
we get
lim
xn+1↓0
∫
Ω
|x1−2sn+1 ∇xn+1ψ(x, xn+1, t)|
2 dx
≥ lim
xn+1↓0
∫
Ω
|J1(x, xn+1, t)∇xn+1uex (x, xn+1, t)|
2 − λ2r2 lim
xn+1↓0
K1
∫
Ω
|J2(x, xn+1, t)u(x, xn+1, t)|
2 dx.
Taking the limit gives
lim
xn+1↓0
∫
Ω
|x1−2sn+1 ∇xn+1ψ(x, xn+1, t)|
2 dx ≥
∫
Ω
ρ−2r(x, 0, t) |(−∆)su (x, t)|2 dx
−
∫
Ω
λ2r2ρ−2r(x, 0, t)
t2(T − t)2
|u(x, t)eλη(x)(−∆)sη(x)|2 dx.
Due to the definition of η, we know that (−∆)sη = γ = 0 for all x ∈ O ⊂ Ω. In addition, we
know that eλη(x)(−∆)sη(x) is bounded from below and above. Hence, there exists a constants
C1, C2 > 0 such that
lim
xn+1↓0
∫
Ω
∣∣x1−2sn+1 ∇xn+1ψ(x, xn+1, t)∣∣2 dx
+C1
∫
O
ρ−2r(x, 0, t)λ2r2
t2(T − t)2
|u(x, t)|2 dx ≥ C2
∫
Ω
ρ−2r(x, 0, t)|(−∆)su (x, t)|2 dx.
Next, by (4.5) we get
1
2
∣∣∣ ∂
∂t
ψ(x, 0, t)
∣∣∣2
L2(Ω)
=
1
2
∣∣∣ρ−r(x, 0, t) ∂
∂t
u(x, xn+1, t) + u(x, xn+1, t)
∂
∂t
ρ−r(x, 0, t)
∣∣∣2
L2(Ω)
≥
1
2
∣∣∣ρ−r(x, 0, t) ∂
∂t
u(x, t)− ru(x, t)ρ−r(x, 0, t)
α(x, 0)|T − 2t|
t2(T − t)2
∣∣∣2
L2(Ω)
Using (4.12) we get
1
2
∣∣∣∣ ∂∂tψ(x, 0, t)
∣∣∣∣
2
L2(Ω)
+ r2
∫
Ω
ρ−2r(x, 0, t)
∣∣∣∣u(x, t)α(x, 0)(2t − T )t2(T − t)2
∣∣∣∣
2
dx ≥ ρ−2r(x, 0, t)
∣∣∣∣ ∂∂tu(x, t)
∣∣∣∣
2
L2(Ω)
.
Finally, due to the definition of fr we have
ρ−r(x, 0, t)
[
∂
∂t
+ (−∆)s
]
u = fr(x, 0, t),
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Therefore, from Lemma 4.1 follows that there exist some constants C1, . . . , C6 > 0 such that the
following estimate is valid∫ T
0
∫
Ω
ρ−2r(x, 0, t)
∣∣∣[ ∂
∂t
+ (−∆)s
]
u
∣∣∣2
L2(Ω)
dt
+
∫ T
0
∫
O
(C0λ2r2 + C1
t2(T − t)2
+
C2λr
2
t3(T − t)3
+
C3λr
2
t4(T − t)4
)
ρ−2r(x, 0, t) |u(x, t)|2 dx dt
+
∫
Ω
C4r
2(2t− T )2
t4(T − t)4
ρ−2r(x, 0, t) |u(x, t)|2 dx
+
∫ T
0
∫
Ω
C5rT
2
t3(t− T )3
ρ−2r(x, 0, t) |u(x, t)|2 dx dt
≥ lim
xn+1↓0
∫ T
0
1
2
∣∣∣ ∂
∂t
ψ(·, 0, t)
∣∣∣2
L2(Ω)
dt+
∫
Ω
1
8
∣∣∣x1−2sn+1 ∇xn+1ψ(x, xn+1, t)∣∣∣2 dx
+
∫ T
0
∫
O
C0λ
2r2
t2(T − t)2
ρ−2r(x, 0, t) |u(x, t)|2 dx dt
+
∫
Ω
C4r
2(2t− T )2
t4(T − t)4
ρ−2r(x, 0, t) |u(x, t)|2 dx
+
∫ T
0
∫
O
C6 λ
2r2
t2(t− T )2
ρ−2r(x, 0, t) |u(x, t)|2 dx dt
+
∫ T
0
∫
Ω
r2C7 (2t− T )
2
t4(t− T )4
ρ−2r(x, 0, t) |u(x, t)|2 dx dt,
≥
∫ T
0
∫
Ω
1
8
ρ−2r(x, 0, t)
∣∣∣(−∆)su(x, t)∣∣∣2 dx dt+ ∫ T
0
∫
Ω
1
2
ρ−2r(x, 0, t)
∣∣∣ ∂
∂t
u(x, t)
∣∣∣2 dt
+
∫ T
0
∫
O
C6 λ
2r2
t2(t− T )2
ρ−2r(x, 0, t) |u(x, t)|2 dx dt
+
∫ T
0
∫
Ω
C7 r
2(2t− T )2
t4(t− T )4
ρ−2r(x, 0, t)|u(x, t)|2 dx dt.
First let us tackle the fourth term on the left hand side, i.e.∫ T
0
∫
Ω
C5rT
2
2t3(t− T )3
ρ−2r(x, 0, t) |u(x, t)|2 dx dt.
Here, we split the integral over t for some t0 = κT ∈ (0, T ) into the part [0, t0] ∪ [T − t0, T ] and
[t0, T − t0]. If t ∈ [0, t0] ∪ [T − t0, T ] and
C7r|2κ− 1|
κ(1− κ)
≥ C5T,
we can cancel the fourth term by∫
Ω
C7 r
2(2t− T )2
t4(t− T )4
ρ−2r(x, 0, t) |u(x, t)|2 dx.
If t ∈ [t0, T − t0] and T is sufficiently large, i.e.,
C4 r
4κ3(1− κ)3T 3
≤
1
16
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we can use Proposition 4.1 and cancel the term by∫
Ω
1
8
ρ−2r(x, 0, t)|(−∆)su(x, t)|2 dx.
Here it is important that t ∈ [t0, T − t0], in particular, that the weight function can be bounded
from below and above. In this way, a factor
e
1
T2
C
κ(1−κ)
appears. Observe, if T → ∞ the factor tends to one and can be neglected. The last calculation
gives the assertion of Theorem 2.1.
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