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A B S T R A C T
Background: The present study proposes to evaluate the effects of face-to-face (FF) and virtual review
(VR) sessions on peer reviewers’ scores and consistency of peer review.
Methods: Retrieved review sessions conducted between 2012 and 2014 yielded 119 and 51 discussed
applications for the FF and VR groups, respectively. Changes between preliminary scores, post discus-
sion scores and ﬁnal matrix scores were analyzed. Consistency between the two meeting modalities was
measured by percentage and increments of score changes.
Results: Discussion changed the preliminary scores in 37% of applications reviewed in the FF group and
24% of applications reviewed in the VR group (no difference between groups). Applications that re-
ceived a preliminary score in the 10 to 30 point-range were more positively than negatively impacted
by discussion in both modalities. FF discussion led to a wider range of scoring changes (−10 points to 17
points) than VR (−7 points to 10 points), but discussion was not found to differentially improve or worsen
scores between the two modalities. When comparing post-discussion and ﬁnal matrix scores, 27 (23%)
applications’ scores changed in the FF meetings compared to 13 (25%) in the VR meetings (no differ-
ence between groups).
Conclusions: FF and VR sessions result in (1) minimal differences in preliminary scores, (2) non-
signiﬁcant percentage changes in scoring, and (3) non-signiﬁcant change in the percentage of magnitude
of scoring. The two review methods appear to be similar in evaluating grant applications.
Published by Elsevier Ltd on behalf of Surgical Associates Ltd. This is an open access article under the
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Peer review of grant applications can be done through either face-
to-face (FF) or virtual review (VR) meetings. The latter is a web-
assisted technology that allows reviewers to communicate with each
other through a web-based platform. The Agency for Healthcare Re-
search and Quality (AHRQ) conducts VR meetings using the WebEx
system, which has audio, high deﬁnition 2 × 2 video, real-time
content sharing, and the capability feed for up to seven simulta-
neous webcam videos [1]. Although VR has been performed
hundreds of times in the past, only one study from the American
Institute of Biological Sciences has carefully evaluated the effect of
FF and VR meetings on the peer review of grant applications [2].
That study used the old 5-point scoring system (from 1 to 5) where
1 is the best score and 5 is the worst score.
The present study proposes to evaluate the effects of FF and VR
meeting modalities on reviewers’ scores using the new 9-point
scoring system (from 1 to 9) where 1 is the best and 9 is the worst
score [3]. This studywill add to the understanding of the advantages/
disadvantages of each review system and increase the knowledge
of what and how reviewers think and react to the discussions in
each particular setting.
2. Methods
The Division of Scientiﬁc Review (DSR) reviews all applications
submitted to AHRQ in response to Funding Opportunity Announce-
ments (FOA). An FOA could be a Program Announcement (PA), which
occurs three times each year, or a Request for Application (RFA),
which is a speciﬁc one-time request. The DSR has ﬁve study sec-
tions aligned with a particular portfolio: Healthcare Information
Technology Research (HITR), Healthcare Patient Safety and Quality
Improvement Research (HSQR), Healthcare Research and Training
(HCRT), Healthcare Systems and Value Research (HSVR), and Health-
care Effectiveness and Outcomes Research (HEOR). The Special
Emphasis Panel (SEP), on the other hand, reviews RFAs and may
address some program portfolios.
The grant application review process goes through two stages.
Each application is ﬁrst assigned to three reviewers who evaluate
the scientiﬁc merit of the application and provide a preliminary
impact or pre-discussion score. Second, when the review meeting
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convenes, the application is discussed by the three lead reviewers
with the input of the rest of the panelists, followed by the lead re-
viewers restating their own scores. These scores are known as lead
reviewers’ post-discussion scores. The remaining panelists thenwrite
down their own scores. The average of all the reviewers’ scores is
multiplied by a factor of 10 to get rid of decimals. The ﬁnal product
is known as the matrix or ﬁnal impact score and this score deter-
mines the ranking of the application reviewed. Applications that
receive a matrix score between 10 and 30 points have a high like-
lihood (estimated at 50–60%) of being funded.
Not all the submitted applications are discussed. To allow more
time to discuss the meritorious applications, about half are “triaged”
and not discussed [4]. Since these applications do not receive post
discussion scores, they are not included in this study.
The purpose of funding research grants is to “fund the best
science, by the best scientists” and “to see that NIH [and AHRQ] grant
applications receive fair, independent, expert, and timely reviews—
free from inappropriate inﬂuences—so that NIH [and AHRQ] can fund
the most promising research.” [5–7] The purpose of the peer review
is to identify the best of these applications. Over time, federal in-
stitutions have modiﬁed components of the review process to adapt
to new demands and changes. Thus, the old 5-point scoring system
[2,8] was replaced in October 2009 by a 9-point system [3] to give
reviewers the chance to spread out their scores.
Eleven reviewmeetings conducted by one scientiﬁc review oﬃcer
(SRO) between 2012 and early 2014 were retrieved for analysis. The
VRmeetings were typically one-day sessions, although one was con-
ducted as a 2-day session and involved 34 applications. The data
analyzed were broken down into (1) preliminary or pre-discussion
scores, (2) post-discussion scores, (3) average ﬁnal or matrix scores,
(4) magnitude of differences between preliminary and post-
discussion-scores, and (5) magnitude of differences between post-
discussion scores and matrix scores. To be consistent throughout
the study, the average preliminary, post-discussion, and ﬁnal matrix
scores were multiplied by a factor of 10 to get rid of decimals. For
some analyses, scoreswere categorized into the following four impact
levels: 10–20, 21–30, 31–40, and >40.
Consistency of the review was measured in terms of percent-
age and increments of score changes.
Given the non-normal distribution of the data, Fisher’s exact test
was conducted to compare categorical data between FF and VRmeet-
ings. Mann–Whitney U tests and Wilcoxon sign-ranked tests were
also calculated to determine if the medians of preliminary, post dis-
cussion, and ﬁnal matrix scores statistically differed between and
within each meeting modality.
3. Results
Data from six FF sessions and ﬁve VR meetings were collected
for analysis totaling to 119 (FF) and 51 (VR) discussed applications.
3.1. Effect of discussion on lead reviewers’ preliminary scores
One third of the discussed applications (n = 56, 33%) had their
average preliminary impact scores change score categories after dis-
cussion. Of these, changes for better occurred in 21% of the
applications (n = 12) and for worse in the remaining 79% (n = 44).
When analyzed separately, 44 (37%) applications’ scores changed
(n = 34worse, n = 10 better) in the FFmeetings (Table 1) and 12 (24%)
changed (n = 10 worse, n = 2 better) in the VR meetings (Table 2).
The proportion of applications that changed impact levels after dis-
cussion was found not signiﬁcantly different between the two FF
and VR (p = 0.109). Applications that received a preliminary score
in the 10 to 30-point range were more positively than negatively
impacted by discussion in both modalities (p = 0.369): n = 40 (66%
of 61 applications) improved or had no meaningful change in the
FF group; n = 29 (76% of 38 applications) improved or had no mean-
ingful change in the VR group.
The impact of discussion on the magnitude and direction of
change in scores was also assessed using the raw preliminary and
post discussion scores (Tables 3 and 4). Overall, FF discussion led
to a wider range of scoring changes (−10 points to 17 points) than
VR (−7 points to 10 points). There was a statistically signiﬁcant dif-
ference in the proportions of changed scores between FF (n = 86,
72%) and VR (n = 26, 51%) modalities (p = 0.009) with more score
changes occurring in the FF, but discussion was not found to dif-
ferentially improve or worsen scores between the two modalities
(FF: n = 24 better, n = 62 worse; VR: n = 6 better, n = 20 worse)
(p = 0.801).
A Wilcoxon signed-rank test showed that discussion elicited a
statistically signiﬁcant change in post-discussion scores in both FF
and VR modalities (Z = −4.08, p < 0.001; Z = −2.51, p = 0.012,
Table 1
Change from preliminary to post-discussion impact score categories, face-to-face.
Shadings highlight the concordance of pre- and post-discussion scores.
Table 2
Change from preliminary to post-discussion impact score categories, virtual review.
Shadings highlight the concordance of pre- and post-discussion scores.
Table 3
Change from preliminary to post-discussion scores, face-to-face.
Preliminary scores
Changes 10–20 21–30 31–40 41–90 Total
−11 to −20 – – – – – Better
−6 to −10 2 (2%) 3 (3%) 4 (3%) 3 (3%) 12 (10%)
−1 to −5 1 (1%) 5 (4%) 4 (3%) 2 (2%) 12 (10%)
0 7 (6%) 16 (13%) 6 (5%) 4 (3%) 33 (28%)
1 to 5 1 (1%) 8 (7%) 9 (8%) 7 (6%) 25 (21%) Worse
6 to 10 1 (1%) 13 (11%) 10 (8%) 5 (4%) 29 (24%)
11 to 20 – 4 (3%) 2 (2%) 2 (2%) 8 (7%)
Total 12 (10%) 49 (41%) 35 (29%) 23 (19%) 119 (100%)
Table 4
Change from preliminary to post-discussion scores, virtual review.
Preliminary scores
Changes 10–20 21–30 31–40 41–90 Total
−11 to −20 – – – – – Better
−6 to −10 – 1 (2%) – – 1 (2%)
−1 to −5 2 (4%) 3 (6%) – – 5 (10%)
0 8 (16%) 10 (20%) 7 (14%) 0 (0%) 25 (49%)
1 to 5 6 (12%) 4 (8%) 4 (8%) – 14 (27%) Worse
6 to 10 1 (2%) 3 (6%) 1 (2%) 1 (2%) 6 (12%)
11 to 20 – – – – –
Total 17 (33%) 21 (41%) 12 (24%) 1 (2%) 51 (100%)
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respectively). The median score post-discussion in the FF group was
37 (preliminary median = 30). In the VR group, the median post-
discussion score was unchanged from the preliminary score
(median = 27). Median scores were signiﬁcantly different between
the two modalities (Z = 4.3611, p < 0.001).
3.2. Effect of discussion on ﬁnal matrix scores
Upon receiving the three lead reviewers’ ﬁnal post-discussion
scores, the entire panel scored each application and these scores
were averaged to become the ﬁnal matrix score. The ﬁnal matrix
score changed impact score categories (e.g., from a 21–30 score to
a 31–40 score) for 40 (24%) applications. Of these, changes for better
occurred in 3 (8%) and for worse in the remaining 37 (93%). When
analyzed separately, 27 (23%) applications’ scores changed (n = 26
worse, n = 1 better) in the FF meetings (Table 5), and 13 (25%)
changed (n = 11 worse, n = 2 better) in the VR meetings (Table 6).
The proportion of applications whose matrix scores changed impact
levels was found not signiﬁcantly different between the FF and VR
meeting modalities (p = 0.697). Applications that received a post-
discussion score in the 10 to 30-point range were not meaningfully
impacted by the average matrix score in both modalities (p = 0.805):
n = 32 (70% of 46 applications) had no meaningful change in the FF
group; n = 25 (74% of 34 applications) had no meaningful change
in the VR group.
Additionally, the impact of discussion on the magnitude and di-
rection of change in scores was assessed using the raw post-
discussion and ﬁnal matrix scores (Tables 7 and 8). Overall, FF
discussion led to a wider range of scoring changes (−16 points to
9 points) than VR (−5 points to 10 points). In both groups, the ma-
jority of applications’ scores increased (worsened) by 1 to 5 points
(61% FF, 59% VR). There was no statistically signiﬁcant difference
in the proportions of changed scores between FF (n = 97, 82%) and
VR (n = 40, 78%) modalities (p = 0.675), and discussion was not found
to differentially improve or worsen scores between the two mo-
dalities (FF: n = 7 better, n = 90 worse; VR: n = 6 better, n = 34 worse)
(p = 0.200).
A Wilcoxon signed-rank test showed a statistically signiﬁcant
change from post-discussion scores to ﬁnal matrix scores in
both FF and VRmodalities (Z = −7.607, p < 0.001; Z = −3.918, p < 0.001,
respectively). The median ﬁnal matrix score in the FF group was
38 (post-discussion median = 37), and 29 in the VR group
(post-discussion median = 27). Median scores were signiﬁcantly dif-
ferent between the two modalities (Z = 4.572, p < 0.001).
4. Discussion
Fairness in grading is not only a science, but also an art. It may
require giving up egos and biases in order to dispense a grade con-
sistent with the scientiﬁc merits of the application. It also requires
changing scores when the evidence turns out to be different than
what reviewers have initially suspected. In this study, reviewers
changed their scores only in one third of the cases (38 and 2937
and 24 percent respectively for FF and VR) after discussion of the
applications. These data conﬁrmwhat has been suspected for a long
time, although not widely documented. Armed with their own
knowledge, education, experience, and sometimes bias, some re-
viewers would stick to their scores even if the discussion have proven
otherwise.
It has also been argued that the three lead reviewers may have
inﬂuenced the scores given by the rest of the panelists since the
latter have been told to score within the range set by the three lead
reviewers. Kaplan wrote, “…peer review of grant applications in-
volves a few reviewers who actually consider each proposal and then
who inﬂuence one another in a meeting in order to provide guid-
ance to the many who did not even look at the application.” [9] How
much inﬂuence lead reviewers have on their colleagues is diﬃcult
to assess, although some reviewers have scored out of range when
they disagree with the three lead reviewers. This group, however,
is small.
The other problem has to do with the small group of reviewers
who do not adhere to the scoring guidelines. They would give better
scores than expected: for example, a 2 or a 3, instead of a 4 based
on the presence of multiple small weaknesses documented in the
application. Although review oﬃcials have repeatedly warned re-
viewers to strictly follow the score guidelines, some reviewers still
do not. Better policing may probably be needed.
This is to our knowledge the second study evaluating FF and VR
meetings. Gallo et al. [2] ﬁrst compared 2 years straight of FF review
Table 5
Change from post-discussion score to ﬁnalmatrix impact score categories, face-to-face.
Shadings highlight the concordance of pre- and post-discussion scores.
Table 6
Change from post-discussion score to ﬁnal matrix impact score categories, virtual
review.
Shadings highlight the concordance of pre- and post-discussion scores.
Table 7
Change from post-discussion to ﬁnal matrix impact scores, face-to-face.
Post-discussion scores
Changes 10–20 21–30 31–40 41–90 Total
−11 to −20 – – – 1 (1%) 1 (1%) Better
−6 to −10 – – – – –
−1 to −5 – 2 (2%) 4 (3%) – 6 (5%)
0 6 (5%) 6 (5%) 5 (4%) 5 (4%) 22 (18%)
1 to 5 6 (5%) 17 (14%) 22 (18%) 27 (23%) 72 (61%) Worse
6 to 10 3 (3%) 6 (5%) 4 (3%) 5 (4%) 18 (15%)
11 to 20 – – – – –
Total 15 (13%) 31 (26%) 35 (29%) 38 (32%) 119 (100%)
Table 8
Change from post-discussion to ﬁnal matrix impact scores, virtual review.
Post-discussion scores
Changes 10–20 21–30 31–40 41–90 Total
−11 to −20 – – – – – Better
−6 to −10 – – – – –
−1 to −5 2 (4%) 1 (2%) 2 (4%) 1 (2%) 6 (12%)
0 4 (8%) 4 (8%) 3 (6%) – 11 (22%)
1 to 5 7 (14%) 15 (29%) 7 (14%) 1 (2%) 30 (59%) Worse
6 to 10 1 (2%) – 3 (6%) – 4 (8%)
11 to 20 – – – – –
Total 14 (27%) 20 (39%) 15 (29%) 2 (4%) 51 (100%)
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followed by 2 years of VR meetings; they then retrospectively com-
pared the data of approximately 1600 applications. Their ﬁndings
suggest that outcomemeasures (overall scientiﬁc merit scores, score
distribution, standard deviation, and reviewer demographics) are
unaffected by review setting, whether FF or VR. Using different
methods, we have reconﬁrmed these results.
This is also the ﬁrst study done not on R01 applications, but on
SEPs involving different RFA mechanisms. Despite this variety, the
fact that reviewers have been able to score fairly consistently maybe
related to the fact that the majority of them have been judiciously
selected for having been a reviewer on at least one or two occa-
sions in the past and that all the reviewers have been using almost
the same review criteria.
In the past, NIH and other organizations have conducted studies
only on R01 applications using study section members as review-
ers. They have neither clearly stated why an R01 would provide a
better sample for analysis than an R03, R18, or any other mecha-
nism, nor compared R01 versus R03 and R18. Future studies are
needed to conﬁrm or reject the notion that study section members
are really better as a whole than SEP reviewers. Until that time, the
claimed superiority of an R01 over all other grant mechanisms, of
SRG (standard review group or study section) members over SEP
members should be taken with a grain of salt.
Like Martin et al. [8], our study conﬁrms that there are signiﬁ-
cant differences between the preliminary and the ﬁnal matrix scores
(p < .01) for both groups. This may be due to the effect of the dis-
cussion, although only one third of reviewers changed their scores.
The change, however, is not due to the presence of New Principal
Investigators as Martin had suggested for in our study, the compe-
tition was open to everyone, not only to New Principal Investigators.
The other result worth noting is that the magnitude of changes
between the pre-discussion and the matrix score is very small. It
ranges from 1 and 9 (less than a point score difference) and ac-
counts for 73 and 82 percent for FF and VR respectively. This explains
the clustering of all the scores making it diﬃcult to select which
application was worthy of funding. In fact, the scores are not that
different (23, 24, and 25 for example) for it only needs one single
reviewer out of a group of 20 or so to give a ﬁnal priority score of
3 instead of a 2 to change the ﬁnal position of the application.
When one compares FF and VR, their preliminary, matrix scores
and the magnitude of changes are signiﬁcantly different although
the percentage of changes is not. The direct effect of the discus-
sion during FF and VR sessions usually leads to a worsening of
the scores without a change in percentage and magnitude of these
scores.
This small study suggests that both methods are comparable in
evaluating grant applications. The similarity of the results sug-
gests that reviewers have paid attention to the discussions and
graded consistently well throughout VR sessions as if they were in
FF sessions. We have observed that VR should be reserved for ses-
sions having less than 20 discussed applications. A higher number
of applications would unduly stress the reviewers and may lead to
problems maintaining attention from and preserving conﬁdenti-
ality among the reviewers, although we have successfully conducted
a 34-application discussion (24 for the ﬁrst day and 14 for the second
day) in a two-day virtual review period. Further studies in this ﬁeld
may be warranted to see how far we could expand the breath of
the VR technology.
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