This paper presents a mathematical validity for an asymptotic expansion scheme of the solutions to the forwardbackward stochastic differential equations (FBSDEs) in terms of a perturbed driver in the BSDE and a small diffusion in the FSDE. This computational scheme was proposed by Fujii and Takahashi (2012a), which has been successfully employed to solve the derivatives and optimal portfolio problems in Fujii and Takahashi (2012b,c) and Fujii et al. (2012) . In particular, we represent the coefficients up to an arbitrary order expansion of the BSDE by the solution to a system of the associated BSDEs with the FSDE, and obtain the error estimate of the expansion with respect to the driver perturbation. Accordingly, we show a concrete representation for each expansion coefficient of the volatility component, that is the martingale integrand in the BSDE. Then, we apply our proposed FSDE expansion formula with its precise error estimate to the BSDE expansion coefficients to finally obtain the total residual estimate.
In a different stream, has proposed a new closed-form approximation for the solutions of FBSDEs. In particular, applying Malliavin calculus approach of Kusuoka (2003) and Yamada (2012,2013) to the forward SDEs with the Picard-iteration scheme for the BSDEs, they have obtained an error estimate for the approximation. Moreover, they have demonstrated the effectiveness of the method through numerical examples for pricing options with counter party risk under the local and stochastic volatility models, where the credit value adjustment (CVA) is taken into account.
This paper provides a mathematical foundation for the original scheme in the decoupled case proposed in Fujii and Takahashi (2012a) . (The justification for the coupled case will be one of our next research topics.) It mainly consists of two parts. That is, for the BSDE expansion with a perturbed driver we obtain the coefficients up to an arbitrary order as the solution to a system of the associated BSDEs with the base FSDE, and present the error estimate of the expansion. Accordingly, we show a concrete representation for each expansion coefficient of the volatility component, that is the martingale integrand in the BSDE. For the FSDE expansion, we derive an expansion formula with its sharp error estimate for the expectation of the solution to the base FSDE in terms of a small diffusion. Then, we combine the both results, particularly applying our FSDE expansion formula to the BSDE expansion coefficients to obtain our main result, that is an asymptotic expansion of FBSDEs with a perturbed driver. In the proofs, we effectively apply the representation results in Ma and Zhang (2002) for the BSDE expansion and the properties of the Kusuoka-Stroock functions in Kusuoka (2003) for the FSDE expansion.
The organization of the paper is as follows: after the next section describes the basic setup, Section 3 provides the result for the expansion of the BSDE with respect to a perturbation parameter in the driver. Section 4 shows an expansion for the FSDE in terms of a small diffusion, which is combined with the asymptotic expansion for the BSDE in Section 3 to present our main result in Section 5.
FBSDE
Let (Ω, F, P ) be a complete probability space on which a d-dimensional Brownian motion W is defined. Let F = {Ft} be the natural filtration generated by W , augmented by the P -null sets of F . We first consider the following d-dimensional forward stochastic differential equation with parameter ε, (X 
or equivalently, as the differential form:
where denote the inner product of
We also note that when α = 0, Y 0,ε t is the solution to the linear BSDE with α = 0 in (2):
In the following we state the assumptions for the forward-backward SDE in this paper. 
The driver
where the subscript · t,x shows the dependence on the initial data (t, x). Then, we recall the following well-known result (for instance, see Corollary 4.1 in El Karoui et al. (1997) or Theorem 3.1 in Ma and Zhang (2002) 
Then, we have
We also define ∂xu
Expansion of BSDE
In this section, we show our result for the expansion of (Y α,ε , Z α,ε ) around α = 0. As for the ε-expansion around ε = 0, we will discuss it in the following sections.
Firstly, in the case of α = 0 in (8), (Y t,x,0,ε , Z t,x,0,ε ) becomes the solution to the following linear BSDE:
Then, we also have
, and ∂xu
Notations and Basic Result
For the preparation, we list up the notations and a lemma following Ma and Zhang (2002) , which will be frequently used in the next subsection. Firstly, let X denote a generic Banach space, and E(or E1) denote a generic Euclidean space.
•
for fixed e ∈ E, φ(·, ·, e) is an F-adapted process.
• W 1,∞ (E; E1): the space of all measurable functions ψ : E → E1, such that for some constant
• L p (G; E): for any sub-σ-field G ⊆ FT and 0 ≤ p < ∞, the space of all E-valued, G-measurable random
for any sub-σ-field G ⊆ FT , the space of all E-valued, G-measurable and bounded random variables.
: the space of all X-valued, F-adapted processes ξ uniformly bounded in (t, ω). Ma and Zhang (2002 
Lemma 3.1 (Lemma 2.2. in
, let X be the solution of the following SDE:
Then, for any p ≥ 2, there exists a constant C > 0 depending only on p, T and K, such that
where |X| * ,p t,T := sup t≤s≤T ∥Xs∥ p .
Assume thatf
be the adapted solution to the BSDE:
Then there exists a constant C > 0 depending only on T and the Lipschitz constant off , such that
Moreover, for all p ≥ 2, there exists a constant Cp > 0, such that
where |Y | * ,p
Also, in order to estimate the expansion error we define a space as in . For any β, µ > 0, let H β,µ,T be the space of functions v :
Asymptotic Expansion for BSDE and its Representation
Hereafter, we often suppress the subscript ε for the notational simplicity. 
Section 2.4 of El Karoui et al. (1997) discuss the first-order differentiation of the function
for any n ∈ N and derive an asymptotic expansion of (Y α , Z α ) with respect to the parameter α around α = 0.
Theorem 3.1 Given the forward SDE (7) and
where
and
where N t,x,ε r stands for the Malliavin Delta weight:
Here, F n+1 , n ≥ 0, is recursively given by
Remark 3.1 In the case of d = 1, (23) and (24) is reduced to the following equations:
Proof.
We only prove the case of d = 1 for the notational simplicity. Firstly, as in the beginning of this section, (Y 0 , Z 0 ) is the solution to linear BSDE:
We have
and by Theorem 4.2 of Ma-Zhang (2002) with null driver,
has the representation (28). Next, we will apply an induction argument to the the number of the times of the differentiation of (Y α , Z α ) with respect to α, and then will prove the expansion (26). We also remark that we will use a generic constant C > 0, which is allowed to vary, depending on some constants associated with Assumption 2.1, Lemma 3.1, the time horizon the number of the times of the differentiation and so on.
• n = 1 ( ∂αY α t ) In the first place, let us show the case of the first order differentiation with respect to α. For an arbitrary initial condition (t,
1,s ) t≤s≤T be the solution to the BSDE, which is obtained by the formal differentiation of (8) with respect to α: 
and 
which is applied to (46) to obtain |u α 1 (t, x)| ≤ C for some constant C for all (t, x). Next we consider the solution to the variational equation of the BSDE (??):
First, note that due to Lemma 3. 
Here, for instance, we use the following estimate: as for the last term in B 1 (r, t, x, α) in (50), by the boundedness of ∂ z 2 f (Θ t,x r ) and the Hölder inequality with (48) and (54), we have for some constantsĈ andC:
≤C.
Thus, applying Lemma 3.1 and the similar argument as in the proof of 
Next, letv
Then, by Assumption 2-1-3., (55) and (59), we obtain |v 
}(∇X
Then, by applying the integration by parts on the Wiener space, we have 
Moreover, following the similar argument of Theorem 3.1-(iii) of Ma and Zhang (2002), we know that
Thus, with (61) and Assumption 2.1-1., we also have for all p > 0,
• Induction Based on the inductive argument, for an arbitrary fixed n ∈ N we assume that (Y 
Here, for some constantsCn and Cn,
and we also suppose that for all p > 0,
≤Ĉn, for some constantĈn.
Consequently, we assume that u
) t≤s≤T be the solution to the following BSDE which corresponds to the formal differentiation of the BSDE (63) with respect to α:
where 
Next, let
Then, by using Assumption 2.1-3., (65) and (67) to apply Lemma 3-2. to (68), we have for some constants Cn+1 and Cn+1,
and hence |u
where (N t,x r ) t≤r≤T is the Malliavin Delta weight given by (31), again. Then, as in the case n = 1, ∂xu
Asymptotic Expansions for the Expectation of Functional of the Solution to FSDE
This subsection derives the asymptotic expansions for the expectations of the composite functionals of smooth test functions φ ∈ C ∞ b and the solution to the forward SDE (1). Hereafter, let us denote X t,x,ε i,T
In the first place, we characterize the expansion of the solution to the SDE (1) as a Kusuoka-Stroock finction.
Lemma 4.2 For s ∈ (t, T ],
Proof. We prove the assertion by induction. First,
Since ∇X
1 by using the properties 2 and 3 in Lemma 4.1.
is recursively determined by the following:
The above SDEs is linear and the order of the Kusuoka-Stroock function
is determined inductively by the term
Since this term gives the minimum order in the terms that consist of (88). Then, 
Here, we use the following notations:
, there exists C depending on N , T and x such that
However, in Lipschitz case, the expansion error for
(100)
We also remark that when φ is a bounded Borel function (even if it is non-smooth), we have
Proof. The proof mainly relies on Proposition 4.1 and Lemma 4.2.
X t,x,ε T
degenerates when ε ↓ 0. Then, we define F t,x,ε T as follows:
∞ is a non-degenerate Wiener functional by Assumption 2.1. Let δy(·) be the delta function.
is expanded as follows:
Therefore, the density of F t,x,ε T is calculated by the integration by parts:
where p ε (t, T, x, y) stands for the density function of X t,x,ε T and p 0 (t, T, x, y) is given by
with the covariance matrix Σ(t, T ) of
Therefore, for some positive constants
Differentiating E[φ(X t,x,ε T
)] with respect to x, we have
N +1,T ) and 
Main result: Asymptotic Expansion of FBSDE
This section finally derives our main result which is asymptotic expansions of u α,ε (t, x) in (9) and ∂xu α,ε (t, x)σ(t, x) in (10) .
First, applying the Malliavin weights π 
where C(N, T ) stands for a generic constant depending on N , T .
Finally, combining Theorem 3.1. and Corollary 5.1 above, we state our main theorem, which shows expansions of u α,ε (t, x) and ∂xu α,ε (t, x)σ(t, x) in terms of the perturbation parameters of the driver α and the forward SDE ε.
Theorem 5.1 For any M, N ∈ N, there exist generic constants C(M, T ) depending on M , T and C(M, N, T ) depending on M , N , T such that

