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Abstract
Nowadays, the advances in information, communication technologies and robotics
permit the use of robots as companions in activities with humans.
While most of the existing research is dedicated to the interaction between humans
and robots, the framework of this research is the use of robots as collaborative agents.
In particular, this study is dedicated to humanoid robots which should assist
people in several tasks in working environments. Humanoid robots are certainly the
most adequate for such situations: they can use the same tools as humans and are
most likely accepted by them.
After explaining the advantages of collaborative tasks among humans and robots
and the differences with respect to interaction and teleoperation systems, this work
focuses on the level of technologies which is necessary in order to achieve such a goal.
The most complex problem in humanoid control is the balance of the structure.
This study focuses on novel techniques for the attitude estimation of the robot, to
be used for the control. The control of the robot is based on a very well–known and
simplified model: the double (inverted) pendulum. This model permits to have a
real–time control of the structure while submitted to external forces/disturbances.
The control actions are strongly dependent on the three stability regions, which
are determined by the position of the ZMP in the support polygon.
Smooth trajectories for the humanoid control have been proposed and tested on
real platforms: these allow reducing the impacts of the robot with its environment.
Finally, the study extends these results to a contribution for a human–humanoid
collaboration architecture. Two types of human–humanoid collaborations are ana-
lyzed: a physical collaboration, where robot and human share the same space and
have a physical contact (or by means of an object), and a remote collaboration, in
which the human is relatively far away from the robot and the two agents collaborate
using an interface.
The basic paradigm for this robotic collaboration is: what is difficult (or danger-
ous) for the human is done by the robot, and what is difficult for the robot is better
done by the human.
Importantly, the testing context is not only based on a single humanoid platform;
on the contrary, three platforms have been object of the experiments: the Hoap–3,
i
HRP–2 and TEO robot have been used.
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Resumen
Hoy en d´ıa, los avances en las tecnolog´ıas de informacio´n, comunicacio´n y robo´tica
permiten el uso de robots como compan˜eros en las actividades con los seres humanos.
Mientras que la mayor´ıa de las investigaciones existentes se dedica a la interaccio´n
entre humanos y robots, el marco de esta investigacio´n esta´ centrado en el uso de
robots como agentes de colaboracio´n.
En particular, este estudio esta´ dedicado a los robots humanoides que puedan
ayudar a la gente en varias tareas en entornos de trabajo. Los robots humanoides son
sin duda los ma´s adecuados para este tipo de situaciones: pueden usar las mismas
herramientas que los seres humanos y probablemente son lo ma´s aceptados por ellos.
Despue´s de explicar las ventajas de las tareas de colaboracio´n entre los humanos
y los robots y las diferencias con respecto a los sistemas de interaccio´n y de teleop-
eracio´n, este trabajo se centra en el nivel de las tecnolog´ıas que es necesario para
lograr ese objetivo.
El problema ma´s complejo en el control de humanoides es el balance de la estruc-
tura. Este estudio se centra en te´cnicas novedosas para la estimacio´n de la actitud
del robot, que se utilizara´n para el control. El control del robot se basa en un modelo
muy conocido y simplificado: el double pe´ndulo (invertido). Este modelo permite
tener un control en tiempo real sobre la estructura mientras esta´ sometida a fuerzas
externas / perturbaciones.
Se han propuesto y probado trayectorias suaves para el control de humanoides en
plataformas reales: e´stas permiten reducir los impactos del robot con su entorno.
Finalmente, el estudio extiende estos resultados a una contribucio´n respecto a
la arquitectura de colaboracio´n humano–humanoide. Se analizan dos tipos de co-
laboraciones humano–humanoide: la colaboracio´n f´ısica, donde robots y humanos
comparten el mismo espacio y tienen un contacto f´ısico (o por medio de un objeto),
y una colaboracio´n a distancia, en la que el ser humano esta´ relativamente lejos del
robot y los dos agentes colaboran por medio de una interfaz.
El paradigma ba´sico de esta colaboracio´n robo´tica es: lo que es dif´ıcil (o peligroso)
para el ser humano se hace por medio del robot, y lo que es dif´ıcil para el robot lo
puede mejor hacer el humano.
Es importante destacar que el contexto de los experimentos no se basa en una
iii
u´nica plataforma humanoide; por el contrario, tres plataformas han sido objeto de
los experimentos: se han empleado los robots HOAP–3, HRP–2 y TEO.
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3Industrial robots started to enter the factories in the late 1970s, and even if tech-
nologies have made great strides since then, the industrial scenario has not changed a
lot. Nowadays, with the help of increased computing power and improved navigation
technologies, robots should move away from their simple and repetitive tasks they
were at first assigned (the so–called “three D’s” — dull, dirty, or dangerous jobs).
Traditional and conventional industrial robots could only work in fixed environ-
ment and the only interaction with humans was by means of off–line task definition.
All these limited characteristics entailed the image of the robots as stupid machines,
limiting human acceptance towards them.
Significant ability to make independent decisions is required when a robot is asked
to make varied and complex tasks, such as inspecting an underground pipeline with
gaseous substances flowing in it, navigating rugged desert terrain without a driver,
and even walking on muddy areas.
While consumers are warming to robots that vacuum floors and to those that
play soccer, university researchers are developing robots that go beyond the same,
predefined tasks performed repeatedly in exactly the same fashion. They are working
in order to allow the robots to enter environments which are unpleasant or danger-
ous for humans to work in: it could be mentioned, for instance, space, underwater,
underground or contaminated areas, and minefield.
The technology of robot distinctive elements has shown many improvements. In
fact, while the first robots could rely only upon really simple sensors, which reduce
the control possibility and then the complexity of the tasks, future industrial robots
can exploit the Information and Communication Technology which leads to improved
control and the chance of having a relatively autonomous robot (with decision making
possibility). In order to improve the moving capabilities of the robot, the mechanical
technology has decreased the weight of the robot, reducing also the risk of hurting a
man who is interacting with it.
Traditional planning always produces plans the robotics agents are aware of and
are asked to follow precisely to perform the task. But when a human agent partici-
pates as a partner in the task, his/her actions are not predictable: how the objective
of a collaborative task can be realized when the robotic agents are not aware of human
plans? This is an open problem that cannot be handled through a classical robotic
approach.
In brief, modern robots offer a great potential, in terms of innovative opportunities
and applications, to be used as agents within future collaborative working environ-
ment; however, there are still several new problems and challenges that need to be
deeply considered to allow this technology to grow in a synergetic manner with our
societies’ needs.
The context of this work is related to humanoid robots that could share the
working environments with people and collaborate with them.
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Humans are traditionally used to work in teams: starting from the “simple” case,
when two humans jointly transport a table, up to more complex situations, such as
in sports or associations. But which are the rules that govern the management of
a team work and how is it possible that some people – each one with his/her own
intentions – are able to reach a common goal?
Before thinking and defining what is intended as collaboration between a human
and a robotic agent, a general definition of collaboration has to be given.
The term collaboration comes from the late Latin collaˇbo¯ro (cum + laboro, to
labor together). A dictionary definition of collaboration1 is:
• Collaboration: the work and activity of a number of persons who individually
contribute toward the efficiency of the whole.
Consequently, the term collaboration implies only that two or more agents work on
the same project or goal. But this definition should be contextualized and detailed in
the framework of this research. In fact, this simple definition also refers to text editors
people use to write: they work together in order to write a document. Whereas inter-
action involves only acting “on” someone else, collaboration requires acting “with”.
The collaborative task among different agents has several distinctive features that
sociologists have outlined:
Awareness: a collaboration among different agents involves that all the agents share
the same goal and they “know” they are sharing the same goal [2].
Individuality: when it is desired to use a collaborative–based system, it is funda-
mental to characterize the individual capabilities that are necessary to work
together with the others [3].
Work–division: all the parts of the global task are covered by the agents: it means
that all the agents work in conjunction in different subtasks [4].
Responsibility: each agent must make a significant contribution for archiving the
goal. If one agent is not participating in the task, it will not actually collaborate.
Communication: there should be a possibility for the agents to communicate. This
communication may also be implicit (without using human typical interfaces),
but should be present (for instance, by means of one common object they share)
[5].
Synergy: The synergy is one of the most important factor in the collaboration:
the interaction of two or more agents should be so that their combined effect
is greater than the sum of their individual effects. This also means that the
common goal cannot be achieved without the presence of one of the agents.
1http://www.merriam-webster.com, accessed on May 27, 2012
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Time–division: All the agents should be working together on the task at the same
time in a general sense. It does not make sense that an agent works on something
to be continued by another later in time.
1.1 Motivation
The benefits of collaboration are well known in nature for the group survival. Several
species, from social insects to vertebrates, commonly experience what the biologists
define as inter–species collaboration.
The collaboration among humans has been the basis of organizations in academic
research, business activities, art and so on. People tend to collaborate when there
is too much work for a single agent or when they feel they can integrate different
techniques in solving a problem.
Multi agent collaboration is not a new field of research, but this section tries to
explain why a humanoid robot can be a convenient agent to be used in a human
working environment.
From a technical point–of–view, designing robots with anthropomorphized struc-
ture can help to reuse typical tools and devices that humans are accustomed to work
with [6][7]. For instance, in [8] a dynamically balancing robot with a dexterous arm
designed to operate in built–for–human environments has been presented. An inter-
esting example of remotely controlling a humanoid robot to drive an industrial vehicle
has been presented in [9]. The HRP–1S was able to operate in a sitting posture a
backhoe.
Additionally, humanoid robots can enter typical human environments in which
simple mobile robots can hardly move [10].
From a social point–of–view, humanoid robots might be more acceptable than
traditional robots. This is confirmed by a study of the impact of humanoid robots
in human–life at Eindhoven University of Technology [11]. According to that study,
computers and robots are treated as social actors and, consequently, they can be
punished, just like human colleagues that do not actively participate for the benefit
of the team’s performance. It has been shown that people behave differently towards
a robot compared to interacting with a computer and, interestingly, anthropomorphic
robots were praised more than other types.
As robotic systems are devoted to migrate to daily human environments (house-
holds, outdoors, etc.), it makes more sense to evoke human–robot teaming in various
collaborative environment clusters, in which people and robots collaborate on tasks,
sharing the same workspace and objects.
Robots can be used in order to cover human limitations or to assist them in
numerous tasks. For instance, robots can go to places that are dangerous and, addi-
tionally, they can perform repetitive and mundane tasks. The oncoming future may
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be characterized by humans and robot sharing the same areas, but already today we
see applications for humanoid robots working in collaboration with people. Although
a fully autonomous collaborative robot is far from being an imminent reality, differ-
ent environments where it has been or can be introduced has to be analyzed. For
instance, the introduction of a collaborative network of robots in the construction
sites could lead to a substantial improvement of working conditions for humans and
may potentially decrease the number of accidents and fatalities.
Rescue and security applications have always aroused great interest: the robots
can replace the human in dangerous and contaminated environments and provide
assistance in risky situations.
The idea behind the use of robots collaborating with humans in workplaces is that
the human agent has different skills with respect to humanoid robot agents: every
agent will contribute depending on their specific expertise. Robots may take part in
the task through several modalities: a key–point of this research is offering different
interfacing capabilities.
Humanoid robots that allow the users to perform tasks in the real world switching
between continuous teleoperation and an autonomous operation have been proposed
by Yokoi in [12].
There are several studies which have tried to robotize industrial vehicles to be
used in dangerous work areas or adverse environments [13][14].
A humanoid robot is a potential tool to be used in areas affected by natural
disasters and in construction sites. At the National Institute of Advanced Science
and Technology in Japan, different applications of humanoid robots have been pro-
posed [15], i.e. maintenance tasks of industrial plants, teleoperations of construction
machines, and cooperative works in the open air.
Construction is certainly one of the most important European industries, but due
to its harmful and difficult working conditions it is not considered as appealing for
generations. The introduction of a collaborative network of robots in the construction
sites could lead to a substantial improvement of working conditions for humans and
may potentially decrease the number of accidents and fatalities. Moreover, since the
sector is getting less attractive, the use of robots could be necessary to compensate
a future lack of workforce. Various kinds of robots can operate in construction sites:
flying drones for site overseeing, but also humanoid robots, as they are flexible enough
to be used and reused for different tasks, and can reach zones that might be inacces-
sible to other robots. Finally, humanoid robots can replace humans for tedious and
dangerous tasks, such as tasks in confined areas or in areas with risks of air pollution.
Each robot can be connected to the same network and can be enabled to get various
kinds of information (from the flying drones for example), and communicate it to
human supervisors, workers or other robotic agents in order to adapt/adjust their on
going plans consequently.
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Anyway, the application field for humanoid robotics is not limited to civil en-
gineering, and other industrial sectors can experience positively the presence of a
humanoid robot.
Even if humanoids are designed likely to be service and/or personal robots, facto-
ries might benefit from them and they can be of use as complementary to industrial
robotic systems. They will certainly have a different field of applications compared
to traditional robotics, as the latter is specifically designed for one particular applica-
tion. They will not for instance be as efficient as assembly robots in handling massive
metal pieces in car assembly chains. On the other hand, their versatility might be of
great interest for agile production lines such as cell–based factories. The main issue
is to find an efficiency threshold that, if reached, might make robots more efficient
than classical human–based low–cost production line. As it is very unlikely to have
humanoid robots replacing completely humans in such environments, the key point
is to have a very efficient collaboration between the three actors: information system
–human –robots.
The main interest of robots in rescue applications is their ability to replace humans
in dangerous and contaminated environments and their ability to provide assistance
in risky situations. Indeed, the robot can be used as an exploratory unit to assess
the degree of danger before sending humans, localize victims in needs, or to act in
places where humans cannot access. The use of humanoid robots is interesting in
well–structured environments even containing human beings, but they can be used
in unstructured environments, too. Nevertheless, the related technology is not com-
pleted yet: mechanically, they are not robust enough to deal with difficult conditions,
and from a control point of view, they are not able to cope with muddy, highly un-
structured environments yet. Therefore, in unstructured environments, other types
of robots, such as quadruped robots or small robots, are more suitable to explore
places inaccessible to humans. However, a relevant application of humanoid robots in
unstructured environments is their potential to perform physical collaboration with
humans; for example, to remove and transport various objects in collaboration.
Humanoid robots are going to join also the field of space applications. Over the
past five decades, space flight hardware has been designed for human servicing. But in
order to achieve the increasing requirements of the space agencies, a robotic platform
is needed to assist human operators during the extravehicular activities (EVAs, or
spacewalks)2. The great quantity of human–oriented equipment acquired by space
agencies during the past years requires only a humanoid shape. A great example for
such an application is NASA JSC’s Robonaut, where most of the work with Robonaut
has been concerned on the teleoperation by the human agent [16]. The extra–vehicular
activities are dangerous for the humans, and therefore, it becomes necessary to use a
robot in substitution of an astronaut.
2http://er.jsc.nasa.gov, accessed on May 27, 2012
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Robots can be useful also in vigilance jobs: they can act as a guard, detecting
intruders, and can easily send the gathered information using the network.
The domestic environment cannot only see robots interacting with us, but also
robots working for us: they can do some domestic activities, such as transporting
things from one place to another and cleaning the floor, etc.
The relevance of robotics to collaborative working environments could be envis-
aged through the integration of advanced robotic systems as collaborative working
agents, in different working environments scenarios. This will open appealing re-
search challenges and enormous extensions to what is traditionally understood by
collaborative environments when only humans are involved.
Since robots have been expected to cooperate with humans in various fields, the
humanoid robot is an excellent type of robot in order to work in human environments.
To sum up, the advantages of using such a robot are:
• People accept more machines similar to them
• Humanoid robots have movements similar to humans
• Humanoids adapt better in human environments
Future robots will have raised interaction possibility and will work in dynamic
environment. This means that collaborative tasks with humans are not only a dream.
1.2 Situation of the research in human–robot col-
laboration
In the robotics community little fundamental research is dedicated to the general
robotic involvement in collaborative working environments. Research is rather tar-
geted toward specific applications where collaborative working is a subsequent prob-
lematic.
In Japan, the New Energy and Industrial Technology Development Organization
(NEDO) has started to push towards robotics to enter traditional human environ-
ments, such as offices and houses3.
In USA, robotics programs are also focused on many branches of robotic applica-
tions, generally traditional ones. Nevertheless there is a renewal for military robotics.
In this last case, DARPA lunched several programs dealing with tactical robotics
having subsequently a collaborative working context which is due to the presence of
3http://www.nedo.go.jp/english/activities_nedoprojects.html, accessed on May 27,
2012
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different kind of unmanned robotic systems working in conjunction with soldiers and
traditional defense systems4.
In Europe, most of the robotic programs are listed in the EURON network; re-
search is more focused on traditional fundamental aspects of robotic systems with an
emphasis toward cognition, intelligent planning and teleoperation.
Several eWorking calls and on–going projects related to collaborative environ-
ments with robots are financed under different European frameworks programmes.
The Acroboter (Autonomous collaborative robots to swing and work in every-
day environment) project5 aimed at developing a new technology that can effectively
be used in home and/or in office environments for manipulating small objects au-
tonomously or in close cooperation with humans.
The PHRIENDS (Physical human–robot interaction: dependability and safety)
project6 has mainly involved technologies of new robots which should share the envi-
ronment and physically interact with people.
The objectives of the SMErobot (The European Robot Initiative for Strengthening
the Competitiveness of SMEs in Manufacturing) project7 were creating robots capable
of understanding human–like instructions and of sharing human space.
Anyway, the research matter of this work is established in the framework of the
Robot@CWE (Advanced robotic systems in future collaborative working environ-
ments)8, where the partners studied potential working agents collaborating with hu-
mans in different collaborative environment clusters. Human–centered robotics poses
several challenges, such as: acceptability in the society, autonomy, interactivity, flex-
ibility, and versatility.
1.3 Robots collaborating with humans
The advances in artificial intelligence and in mechanical and electronics engineering
have increased the possibility of creating professional robots, i.e. robots that are able
to work together with humans. Nowadays, robots can identify people and objects,
understand human speech, and travel to a destination while avoiding obstacles. In
the next few years, autonomous or semi–autonomous robots are expected to share
the same working environments with humans.
Such robots are specifically designed to assist people in accomplishing specific
working goals. These robots differ from industrial robots, since they are mobile, they
4http://www.darpa.mil/our_work/DSO, accessed on May 27, 2012
5http://cordis.europa.eu/search/index.cfm?fuseaction=proj.document&PJ_RCN=
11106167, accessed on May 27, 2012
6http://www.phriends.eu, accessed on May 27, 2012
7http://www.smerobot.org, accessed on May 27, 2012
8http://robot-at-cwe.eu, accessed on May 27, 2012
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Figure 1.1: ASIMO opening a bottle of water
can interact with people and they are semi or completely autonomous.
Nowadays, we are still far from having a fully autonomous collaborative robot,
but there is a trend of collaborative control for dynamic–autonomous robots [5][17].
Anyway, the existing work is concentrated still on the robot as an intelligent tool, but
commanded by the human operator. For instance, a teleoperated robot does not rely
on the notion of partnership, as elucidated in [3]. In fact, the simple case in which the
robot asks for assistance in case of necessity or asks some advise to the human [18]
is not a collaboration: the human operator is not collaborating but only supervising
the robot.
NASA has put a lot of effort in such an area for space exploration [19]. The
research for robotic systems thought to reduce human workload and danger, together
with costs and risk, are nowadays matter of discussion within robotic communities.
Other companies, such as Honda9, Toyota10 and Kawada11 are working in order
to develop robots that are supposed to share human environments.
On November 8, 2011, Honda unveiled the new ASIMO humanoid robot (Fig-
ure 1.1) equipped with autonomous behavior control technology12. The all–new
ASIMO can now continue moving without being controlled by an operator. With
significantly improved intelligence and the physical ability to adapt to situations,
ASIMO took another step closer to practical use in an office or a public space where
many people come and go.
9http://world.honda.com/ASIMO, accessed on May 27, 2012
10http://www.toyota.co.jp/en/special/robot, accessed on May 27, 2012
11http://global.kawada.jp/mechatronics, accessed on May 27, 2012
12http://world.honda.com/news/2011/c111108All-new-ASIMO/index.html, accessed on May
27, 2012
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Figure 1.2: Kobian
The combination of strengthened legs, an expanded range of leg movement and a
newly developed control technology that enables ASIMO to change landing positions
in the middle of a motion has enabled ASIMO to walk, run, run backward, hop on
one leg or on two legs continuously.
WABIAN–2R (WAseda BIpedal humANoid No.2) has been designed at Takanishi
Laboratory in Waseda University. Its dimensions are 1.5m in height and 64.5kg in
weight, with 41 degrees of freedom (DOFs) and it has been designed in order to
replicate human workspace [20]. The research related to WABIAN is focused on
tasks in conditions where humans are present and collaborate with it. Recently,
Takanishh Lab. has designed a new bipedal platform, named KOBIAN (Figure 1.2),
which is also capable to express human–like emotions and is supposed to improve the
interaction with humans [21].
Human–robot collaboration has been studied using autonomous vision–based robotic
arms [22] and teleoperated humanoids, such as NASA JSC’s Robonaut [23]. Robo-
naut13 has been designed by the Robot Systems Technology Branch at NASA’s John-
son Space Center together with DARPA, paying special attention for the manipulation
and robotic human–like hands, which are needed to fit into all the required places and
operate EVA (Extra Vehicular Activity) tools. The Robonaut control system com-
bines operator commands, force data and kinematic algorithms with safety rules to
provide real–time joint control for Robonaut. Robonaut uses several novel techniques
for establishing remote control of its subsystems and enabling the human operator to
maintain situation awareness. Recently, NASA and General Motors designed a new
faster and more dexterous version of this robot: Robonaut 2 (Figure 1.3). Robonaut
13http://www.nasa.gov/audience/foreducators/robotics/home/index.html, accessed on
May 27, 2012
12 Chapter 1. Introduction
Figure 1.3: Robonaut 2
2 was moving aboard the International Space Station on October 13, 2011.
Another important platform in the field of the human–robot collaboration is, with-
out any doubt, the HRP robot from Kawada industries [24]. A significant example of
such an application is the HRP–2 driven by a controller of OpenHRP in cooperative
tasks with a human, while assembling a panel onto a cottage (Figure 1.4). This is a
unique example for human–humanoid collaboration.
Boston Dynamics14 has recently designed an anthropomorphic robot for testing
chemical protection clothing: PETMAN (Figure 1.5). PETMAN has been shown to
balance itself and walking even with external disturbances.
As already described, in the framework of human–robot collaboration a key–point
to take into account is the way the two agents interact. To communicate effectively
with humans a robot should be able to perceive and interpret a wide range of commu-
nicative modalities and cues. Researchers are studying different types of interactive
human–robot interfaces that are most meaningful and expressive for collaborative
scenarios:
• gestures–based interfaces [25];
• non–verbal interfaces [26];
• sound–based interfaces [27];
• computer–based interfaces [28].
14http://www.bostondynamics.com/, accessed on May 27, 2012
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Figure 1.4: HRP–2 in a collaborative task
Figure 1.5: PETMAN
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Figure 1.6: Requirements for different robotic systems
Figure 1.6 graphically explains the requirements for different robotic systems,
based on the human engagement in the task, the perception capabilities and the
robot autonomy.
The main characteristic of the telepresence is that a human operator needs to
control the actions of a remotely operated robot.
Personal robots, even though being fully autonomous, need high perception ca-
pabilities in order to interact with a human partner, which is fully engaged for the
fulfillment of the task.
Finally, collaborative robots are different from industrial robots and computers or
other technology typically found in the work environment, because they are mobile,
semi–autonomous and interactive. This new family of robots which now are used as
service and personal robots have the potential to be used in collaborative environ-
ments with humans. In fact, nowadays, robots are not considered only mechanical
devices having minimal sensorial supply: they have peculiar technology, with a com-
plex sensor system (including vision and sound interfaces), together with possibilities
of communication with other IT components, such as PDA and GPS.
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Figure 1.7: General control scheme
1.4 Objectives and approach
The framework of this Thesis in inserted in a general scheme depicted in Figure 1.7.
The task planner will plan a high level task to be executed by the robot based on
a database (which could rely on learning algorithms) or on a quasi–off–line generator.
A postural re–planner will be in charge on re–planning the input posture based on
external input (a reactive action).
The task execution controller will switch between a voluntary or involuntary move-
ment.
Finally this Thesis will be based on a postural controller which will try to balance
the humanoid in specific tasks.
This study tries to be as much platform–independent as possible.
The different algorithms have been tried in different humanoid platforms:
TEO: a full–size humanoid robot being designed at RoboticsLab (described in Ap-
pendix A);
HOAP–3: a small–size commercial humanoid robot (in Appendix B);
HRP–2: a full–size commercial humanoid robot (described in Appendix C).
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Figure 1.8: Thesis organization
1.5 Document organization
Figure 1.8 presents a schematic organization of this research.
Chapter 1 has given an introduction to humanoid robotics, with special emphasis
to collaborative systems. The motivation and the objectives of the Thesis have also
been presented.
A literature review for the balance control of humanoid platforms in response to
external disturbances is presented in Chapter 2.
Chapter 3 provides with some basic representations that have been used in the
research, together with some first experimental setups.
A novel attitude estimation, based on the Extended Kalman Filter, is resumed in
Chapter 4.
The balance control algorithm for a humanoid robot is presented in Chapter 5.
Two controllers are studied: a static and a dynamic one. The switching between one
and another is also explained.
Chapter 6 describes two types of collaboration: the close collaboration and the
remote one.
The concluding remarks and the possible future works are given in Chapter 7.
Chapter 2
Literature Review

2.1. Humanoid equilibrium and balance 19
The control of humanoid platforms which are supposed to interact with the sur-
rounding environments including human presence is a complex task which has to be
divided.
This section will initially provide an introduction of basic humanoid balance con-
trol: the definition of essential concepts such as the Zero Moment Point (ZMP) and
its extensions are introduced.
The balance control of a humanoid platform is not a new field of study among
robotics researchers. This chapter will try to give a taxonomy on the humanoid
control based on the different control techniques which can be found in literature.
The classification will be focused on the model of the robot, on the type of the
disturbance affecting the robot and finally, on the final application.
2.1 Humanoid equilibrium and balance
One of the most important and complex tasks for a humanoid robot is to avoid
overturning during a bipedal gait. To prevent the humanoid from falling during a
walk, a necessary and sufficient condition is to ensure that the foot–ground contact
in each instant is a surface and not a line or a point [29].
One basic concept when talking about the balance of a human/humanoid is the
support area. In the particular case of rectangular–shaped foot, it has been defined
also as support polygon. When only one foot is touching the ground (single–support
phase), the support area is represented by the area of the foot which is actually in
contact with the ground. On the contrary, when both feet are simultaneously on the
ground (double–support phase), the support area is a convex area determined by the
areas of the feet and the ground and common tangents, so that the encompassed area
is maximized.
In this work the term “balance” is used in the sense of “maintaining an upright
position of the overall humanoid” and a humanoid gait is dynamically balanced if
there is no rotation of the supporting foot (or feet) about its (or their common) edge
during walking. Dr. Miomir Vukobratovic´ [29] distinguishes between balance and
equilibrium (considering the D’Alembert’s principle). The D’Alembert’s principle
states that the resultant of the external forces and the kinetic reaction acting on a
body equals zero (condition of kinetic equilibrium).
When the humanoid is falling since it is rotating about one foot edge, the D’Alem-
bert’s principle still holds for a point on the foot edge where the pressure force acts.
Anyway, this case cannot be contemplated as balanced in the sense of the definition
previously provided.
In order to get the equations for the equilibrium in a humanoid, let us consider
the case on single–support (Figure 2.1). The field of pressure forces (normal to the
sole) is equivalent to a single resultant force, exerted at the point where the resultant
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Figure 2.1: Humanoid on single–support and forces acting on the contact
moment is zero. This point is called Center of Pressure (CoP) [30] and is denoted
by the symbol C in the Figure 2.1. If the entire biped robot is viewed as a system
subjected to external forces/torques, such forces are acting at the CoP.
In order to get the conditions for the equilibrium, D’Alembert’s principle may be
applied. The equation for rotational dynamic equilibrium is obtained by noting that
the sum of the external moments on the robot, computed either at any stationary
reference point, is equal to the sum of the rates of change of angular momentum of
the individual segments about the same point. Taking moments at the origin O, it is
[31]:
M + OpC ×R +
∑
OpGi ×mig =
∑
H˙Gi +
∑
OpGi ×miai (2.1)
where mi is the mass of the generic i–th link,
OpGi is its CoM location, ai is its CoM
linear acceleration, and HGi is the angular momentum about such CoM. The vector
OpC confects the inertial reference system and the CoP.
If the effects of the entire humanoid robot on its standing foot are resumed as a
couple force FH and torque MH acting on the point Oh, the dynamic equilibrium
equation of the foot is
M + OpC ×R + OpGf ×mfg + MH + OpOh ×FH = H˙Gf +
∑
OpGf ×mfaf (2.2)
where mf is the mass of the foot,
OpGf is the foot CoM location, af is its CoM
linear acceleration, and HGf is the angular momentum about such CoM. The vector
confecting the origin O and the point Oh is
OpOh .
In static conditions (dynamic terms are zero), Equation (2.2) becomes:
M + OpC ×R + OpGf ×mfg + MH + OpOh × FH = 0 (2.3)
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If Equation (2.3) is applied at the stationary point C, it reduces to:
M + OpGf ×mfg + MH + OpOh × FH = 0 (2.4)
2.2 Zero Moment Point (ZMP) concept
The standing foot/feet of a humanoid robot cannot be controlled directly but in an
indirect way, by ensuring the appropriate dynamics of the mechanism above. Actually,
the contact between the foot and the ground can be considered as an additional passive
DOF [32].
This contact is responsible for a possible loss of the balance, but it is essential for
the walk realization because the mechanism’s position with respect to the environment
depends on the relative position of the foot/feet with respect to the ground.
One way of tackling the problem of the balance is to find a unique indicator, which
can be chosen as the point where the influence of all forces acting on the mechanism
can be replaced by one single force. At the third All–Union Congress of theoretical
and applied mechanics in Moscow in January 1968, and at the first international IFAC
Symposium on technical and biological control problems in Yerevan in September of
the same year [33][34], two papers entitled “Contribution to the Synthesis of the
Biped Gait” were presented. In such papers the problem of finding a special point at
which the dynamic reaction force influences the mechanical system was introduced,
even if a formal definition of the ZMP was given only in the subsequent papers by
Vukobratovic´ and co–authors [35][36].
During the human gait, there is a point on the foot–ground contact–region in
which – at all the times – the resulting dynamic reaction of the biped system is
acting: such point is named ZPM.
In order to give a formal definition of the ZMP, the situation of a single–support
on one foot is considered. Let us introduce a Cartesian frame with the origin at the
mentioned point where the resultant pressure force is acting, the two axes (x and y)
being tangential to the ground and the third (z ) being normal. Now, Equation (2.4)
can be written as [32]: {
Mx = 0
My = 0
(2.5)
The moments include gravity, inertial forces and other external forces acting on the
humanoid body (such as wind, strike, etc.). Such conditions define the balance of
the humanoid, but a third condition (
∑
Mz = 0) can be important for keeping the
direction of the walking task in the case of insufficient friction between the foot and
the ground [32].
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The ZMP is the point on the support area (excluding the edge) for which the
conditions (2.5) are satisfied. Since both relevant components to the realization of
dynamic balance are equal to zero, a natural choice to name this point was ZMP.
Vukobratovic´ [29] explains the difference between the CoP and ZMP: the CoP and
ZMP coincide only when they are inside the support area. In fact, when the ZMP
comes to the edge of the support area, the humanoid comes into a non–balanced
motion and falls down. In such a case, the concept of ZMP does not make sense,
but the CoP still exists. It is important to point out that, in the theoretical case of
infinitely rigid links, it could be possible to keep the balance in a point infinitely close
(from the inner side) to the edge.
2.3 Foot–Rotation Indicator (FRI) Point and Fic-
titious ZMP (F–ZMP)
From a mathematical point of view, the position of the point calculated by Equa-
tion (2.4) could reside outside the support surface. In fact, the idea proposed by
Goswami [37] is that one can still find a point outside the support surface which
satisfies the equilibrium conditions. Such a point was called the FRI (Foot–Rotation
Indicator) point, and is defined as the point on the foot/ground contact surface, inside
or outside the convex hull of the foot–support area, at which the resultant moment
of the force/torque impressed on the foot is normal to the surface. By “impressed
force/torque”, the author means the force and torque at the ankle joint, other external
forces, plus the weight of the foot, and not the ground–reaction forces.
The FRI point can be used as a sign of the occurrence of foot rotation. Once
the FRI is outside the support area, it indicates the magnitude of the unbalanced
moment on the foot.
According to Goswami, the FRI point indicates the stability margin of the robot.
The stability margin of a robot against foot rotation may be quantified by the mini-
mum distance of the support polygon boundary from the current location of the FRI
point within the footprint.
On the other hand, Vukobratovic´ [29] claims that even if the mathematical solution
to Equation (2.4) can result in a point which could be either inside or outside the
support area, the solutions have different meanings and should have different names.
In fact, due to its definition, ZMP can exist only within the support polygon.
In the situation when the mechanism dynamics changes so that the ZMP ap-
proaches the support polygon edge (in either single–support or double–support phases),
the corresponding point will remain the ZMP only if no additional moments are acting
at this point.
But if an additional moment appeared, the locomotion mechanism would start to
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rotate about the foot edge and the mechanism would collapse. In such a situation,
the acting point of ground reaction force would be on the foot edge, but this point
would not be ZMP any more, since both conditions (2.5) would not be fulfilled si-
multaneously. Consequently, he suggests to denote the point as Fictitious ZMP [32],
when the solution to Equation (2.4) is ouside the support area.
2.4 Extensions of the ZMP concept
One of the major problems of the ZMP/FRI criteria is that these concepts are very
focused on the specific case in which legged robots walk on a flat plane with a sufficient
friction.
Many authors have tried to adopt other concepts that can be used when the robot
is on a rough terrain or on an inclined plane.
For instance, Yoneda and Hirose [38] discussed the stability of manipulation and
locomotion robots on general topography including irregular terrain. They introduced
the concept of “tumble stability”, which focuses on passing through a two point sup-
port state which always happens when a manipulation and locomotion robot tumbles,
and ask whether it will recover to the stable side or tumble from that state.
The problem of the balance when the robot is interacting with the environment
is still an open issue. Kagami et al [39] proposed an algorithm based on the concept
of enhanced ZMP, which enables calculating the robot stability even if several limbs
are attached to the environment. In fact, considering that a humanoid robot has four
limbs, the body may be supported by many points. Therefore, they consider the case
in which the supporting points are placed both in only one inclined plane with respect
to the ground plane and in several planes. The balance is achieved if at least one of
them satisfies the ZMP constraints. A similar approach is used in [40]. The authors
define a local ZMP at each contacting hand or foot.
In the paper by Harada et al [41], the balance of a humanoid robot during manip-
ulation tasks is studied. They introduced the concept of Generalized Zero Moment
Point (GZMP): when the robot hand does not contact the environment, the GZMP
is equivalent to the CoP of the footground contact. However, when the hand contacts
the environment, the GZMP is different from the CoP of the footground contact,
and may exist outside of the foot–supporting area. After obtaining the region of the
GZMP for keeping balance by considering both the infinitesimal displacement and
the moment about the edges of the 3–D convex hull of the supporting points, the
authors demonstrate the effectiveness of the proposed approach by simulation.
In 2003 Saida et al [42] proposed a new criterion for multi–legged robots. The
FSW (Feasible Solution of Wrench) gives the feasible condition even on the mush
terrain from the viewpoint of “wrench” – a special representation of force screw.
Three years later, Hirukawa et al [43] showed the validity of such a model. The
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proposed method checks if the sum of the gravity and the inertia wrench applied to
the CoM of the robot, which is proposed to be the stability criterion, is inside the
polyhedral convex cone of the contact wrench between the feet of a robot and its
environment.
2.5 Control and stability
In reality, while realizing the motion of the humanoid (like any other dynamical
system), some disturbances will affect the fulfillment of the task. This will produce
a deviation from the reference motion of the robot. Such a deviation may move the
ZMP from the desired position. As explained before, if the ZMP comes close to the
edge of the support area, the balance of the humanoid is undermined. The objective
of the control in the humanoid framework is to guarantee the tracking of the reference
for the powered joint while at the same time preserving dynamic balance.
Clearly, depending on the intensity of the disturbance, the control action could
change. In effect, a small disturbance can be simply overcome by a correct choice
of the reference, which could set the desired position of the ZMP far away from the
limits of the support area.
But, when the disturbances come stronger, such strategy may not be sufficient.
In that case, in a walking task, the ZMP position may be recovered first by the upper
part of the robot (which is not directly involved in the task). If this is still not enough,
one should stop the execution of the main task (for instance, the locomotion) and
actuate on the whole robot in order to recover the dynamic balance. The paper by
Vukobratovic´ [29] explains some basic issues about that.
Let us consider some important features of a biped locomotion which make a point
on the control:
• There is a presence of unpowered DOFs.
This has to be taken into account since the contact of the foot with the ground
should be controlled through the active joints of the standing foot/feet.
• The dynamic balance may be achieved without realizing the planning motion.
When talking about balance, it is important to stress out that this does not
mean stability. The robot can achieve a balance even if disturbances affect the
planned motion.
• An impact appears when the robot pases from the single–support to the dou-
ble–support.
The impact appearing at such a transition cannot be modeled exactly and a
disturbance occurs.
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• The motion is not continuous: there is a time limitation in the single–support
phase.
This means that even if the ZMP is moving out of the support area, the robot
would pass to a double–support in a limited time, recovering its balance. This
time has to be considered.
One important definition of stability related to biped locomotion is the practical
stability [29][44][45].
2.6 A taxonomy on humanoid control
The motion control for humanoid robots is a really multi–faceted subject. In this
section a taxonomy for the humanoid control is given and several classifications are
presented, as depicted in Figure 2.2.
A first classification is given on the basis of the control technique adopted by the
author.
The humanoid robot is a complex dynamical system. Many authors have used
different models to handle the control: a classification based on the model is also
proposed.
Then, the different ways in which authors describe the disturbances are considered
for classification.
Finally, a classification based on the final application of the robots is presented.
2.6.1 A classification based on the control techniques
The simplest approach to the control of a biped is the linear control. A PD controller
is used to track joints trajectories, after linearizing the equation of the robot in in
single–support phase [46][47].
Control algorithms based on the computed–torque control [48] and hybrid impe-
dance/computed–torque control [49] have been proposed. An impedance control for
supporting the feet or hands allowing the robot to adapt to low–friction ground with-
out prior knowledge of the ground friction is considered in [50].
Jung–Hoon and Jun–Ho [51] presented three online controllers for maintaining
dynamic balance of a humanoid robot using a force–torque sensor placed in the ankle:
damping controller, landing orientation controller and landing position controller.
Okumura et al [52] presented a real–time ZMP compensation method using adap-
tive inertia force compensation. The proposed controller was implemented on the
humanoid robot Morph3.
A hybrid force/position control in task space together with an inner joint position
control loop is proposed by Lohmier et al [53]. The contact force trajectories are
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Figure 2.2: A taxonomy on humanoid control
modified in an outer control loop to provide inertial stabilization. The method uses a
kinematic model of the robot describing the dependency of the workspace trajectories
on the generalized coordinates. The workspace trajectories include relative positions
of the feet with respect to the CoM, and the orientation of the feet with respect to
the upper body.
A control method based on impedance control and impedance modulation has
been proposed in [54].
An approach for the force control of legged locomotion close to grasping and
manipulating an object in a multi–fingered hand has been faced in [55].
Inverse kinematics algorithms for floating base structures to achieve task space
control on a real humanoid robot have been presented in [56]. The same authors in
[57] show how to compute inverse dynamics torques for such a model.
Miura and Shimoyama [58] proposed a control focused on the function of foot
placement feedforward control. They applied such control to their BIPER series
robots approximating the robot motion during the single–leg support phase by an
inverted pendulum.
Similarly, Hodgins and Raibert [59] studied the case of adjusting step length for
rough terrain locomotion. The authors compare the performance of three different
methods for controlling step length. Each method adjusts a parameter of the running
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cycle, leaving the others set to nominal values. The parameters were forward running
speed, running height, and duration of ground contact. According to the study, the
forward speed method produced the widest range of step lengths.
Fuzzy control have also been used. For instance, Cocaud and Jnifene [60] showed
the feasibility of using fuzzy logic to stabilize a biped during the dual–support phase.
Taking the angular position and the angular velocity for each joint as inputs, the
controller used a rule–base implemented with five membership functions to control
the output torques. The proposed fuzzy control was used to allow the biped robot
recover from a loss of balance defined by a pre–defined initial posture. The controller
is composed of two parts. The first one corresponds to a high–level fuzzy controller
that evaluates the current robot configuration in terms of the position of its CoM
within the support area. The second part is a low level fuzzy controller that takes
care of evaluating the output torques of the six joints based on the desired position
and velocity of each joint.
Many authors proposed optimal control methods for the biped locomotion. A
quadratic programming to control the posture, considering the physical constraints
of the reactive force/torque on the foot has been proposed in [61]. Napoleon et al [62]
proposed a controller design based on Linear Quadratic optimal control by considering
output evaluation. Westervelt and Grizzle [63] proposed an optimization process
which uses a sequential quadratic programming algorithm, able to satisfy kinematic
and dynamic constraints while approximately minimizing energy consumption and
ensuring stability.
The idea of dividing regular gaits in several phases was firstly considered by Sano
and Furusho [64]. The authors considered a walking type of locomotion which consists
of three phases containing a tiptoe–rotation phase. In their work, the motion of the
robot was divided into the sagittal plane and the lateral plane. For the motion in the
sagittal plane, a control method was proposed in which the angular momentum of the
walking system is feedback–controlled. In single–support phase, the desired angular
momentum function is designed based on the changes in the angular momentum of
an inverted pendulum. The angular momentum is controlled by the ankle torque of
the supporting leg. They used and Inertial Measurement Unit (IMU) and a torque
sensor placed in the ankle.
A Virtual Model Control, which simulates virtual mechanical components to gen-
erate real actuator torques, has been used in [65] in order to control height, pitch
angle and speed through the swing leg: the authors used a state machine in order to
control Spring Flamingo during walking.
Choi et al [66] suggested a posture/walking control scheme divided as the kine-
matic resolution of CoM Jacobian with embedded motion and ZMP/CoM control.
Experiments were presented in order to show the stability and robustness of humanoid
motion control system to unknown disturbances. A kinematics–based approach was
28 Chapter 2. Literature Review
presented by Wollher and Buss [67]: the Jacobi compensation to modify precalculated
step trajectories for a humanoid robot. The authors propose to modify precalculated
gait trajectories in order to compensate the errors or adapt the trajectories to make
them applicable to situations other than those they have been computed for.
Sugihara [68][69] studied the balancing of humanoid robots by the combination
of two kinds of absorption of disturbance. In the first phase, the referential CoM
displacement is decided in accordance with both the short–term and the long–term
absorption of disturbances. And in the second phase, the CoM is manipulated with
the whole–body cooperation, using the CoM Jacobian.
Learning algorithms were used by Ogata et al [70]. A successful application of
such techniques was presented in [71]: the authors proposed a two–stage learning
approach to control a stairclimbing gait. Such gait is parameterized by the swing
foot trajectory, hip joint trajectory, and torso angle trajectory; the selection of the
gait parameters is formulated as a constrained nonlinear optimization problem with
available optimization tools. The sensory controller consists of the torso attitude con-
troller, ZMP compensator, and impact reducer. The parameters of these controllers
are automatically regulated in each step by a two–stage policy gradient reinforcement
learning method.
Genetic algorithms and recurrent neural networks were used to select the best
postural configuration, using the ZMP as stabilization index [72].
Many authors [73][74][75][76] discussed methods to plan an off–line walking pat-
tern, based on a complex humanoid model, and then, modify it in real–time based on
sensor feedback.
A task–oriented control through prioritization [77] has been used to accomplish
task proximities at the same time as physical constraints.
2.6.2 A classification based on the dynamical model of the
robot
Many researchers have used simplified models to represent the complex dynamics of
a humanoid. Some researchers focus on simple models that correspond to a lumped
mass model at the CoM [78][79][80].
The most notable of these models is the Linear Inverted Pendulum Model (LIPM),
which is a linear model due to the assumption that the height of the CoM is constant.
Sometimes these lumped mass models are modified to include a rotational inertia term
that models angular momentum, which can add significant capability to the system
[81][82][83][84].
Miura and Shimoyama [58], Lohmier et al [53], and Fujimoto and Kawamura [61]
approximated the robot motion during the single–leg support phase by an inverted
pendulum. A simple inverted pendulum model with compliant joint is proposed in
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[51]. Also Choi et al [66] simplify the walking related dynamics of bipedal robot as
the equation of motion of a point mass concentrated on the position of the CoM.
Napoleon et al [62] proposed a two mass inverted pendulum model to be used to
design a controller which allows tracking the desired position of the ZMP.
The study in [70] uses the three–dimensional Linear Inverted Pendulum Mode
(3D–LIPM).
A full robot model is used in [85][86], where the authors used a full–body passiv-
ity–based force–level balancing control strategy incorporating gravity compensation.
Takubo et al [87] also use a full–body model, introducing the concept of Com-
plement Zero Moment Point (CZMP) (the projection of the CoM). They use the
CZMP for the modification control of the CoM with balancing control by assuming
the statical balance.
Park [54] used the Gravity–Compensated Inverted Pendulum Mode (GCIPM)
to generate the base–link trajectory not only for single–support phases but also for
double–support ones.
One of the first studies on the control using a complete model was done by Chow
and Jacobson [88]. The generation of gait patterns via optimal programming was
studied in that paper.
2.6.3 A classification based on the type of disturbance
Like in any control system, controllers are required to guarantee satisfactory perfor-
mance in the presence of disturbances and model uncertainty. As is well known, most
controllers in use today employ some form of negative feedback. This is the reason
why a sensor is needed to measure the controlled variable and compare its behavior
to a reference signal.
The disturbance signal can be simply modeled as a constant variable or can be
modeled as stochastic variables (mostly known as noise). In this case, the controller
can make an estimation of the disturbance and use it in the control law in order to
cancel the error with the reference.
The control in response to external forces (without being measured) is considered
by Hyon et al [85][86]. The method identifies a desired applied force from the robot
to the environment, such as antigravitational force, which is distributed optimally
over the forces acting at arbitrary contact points, and which is then transformed
directly into whole–body joint torques. The balancing experiments on a real hardware
platform under unknown external forces demonstrated the effectiveness of the method.
Hwang et al [89] study whole body motions of a humanoid robot for heavy works.
The drawback of such approach is that all the postures they evaluate are based only
on the the static balance of the robot.
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Hyon [50] demonstrated the applicability of contact force control framework pre-
sented in [86] to unknown external forces and rough terrain. Adaptation to uneven
ground is achieved by optimally distributed antigravitational forces applied to preset
contact points in a feedforward manner. Adaptation to unknown inclination is also
possible by combining an active balancing controller based on the CoM measurements
with respect to the inertial frame.
2.6.4 A classification based on the application
Several control techniques have been proposed which try to control the robot while it
is completing a task related to a particular application. The most common and most
studied application for humanoid robots is, beyond a doubt, the standard gait.
Anyway, researchers have been designing controllers which try to balance the robot
in different situations.
For instance, the validity of the method proposed in [71] was confirmed by stair–clim-
bing experiments of an actual 32–DOF humanoid robot. Whole Body Cooperative
Tasks are considered in [89]. Control on rough terrain is considered in [50]: the robot
could adapt to uneven ground an inclination.
Nishihama et al [90] proposed a control method for humanoid robots of mobile
manipulation. The robot controls its body pose and steps so that manipulability of
both arms and robot stability can increase, coordinating with the motion of both
hands for performing objective tasks. Because of the vibration caused by the im-
pact of foot landing and the slip of the feet, the accuracy of the hand positions and
robot stability decrease. For this problem, the robot measures real hand positions
and body orientation with its camera and gyroscope. Then, the hand positions errors
are transformed into correcting joint angles of the arms using arm Jacobian matrices.
Adding the calculated joint angles to the desired joint angles of the arms, the arms
can compensate the hand positions. New desired joint angles of the legs are calcu-
lated by inverse kinematics from real foot positions and desired shoulder position.
Adding the correcting joint angles to the desired joint angles of the legs, the legs can
compensate the shoulder position, thus increasing robot stability. The effectiveness
of the proposed method is ascertained only by simulations.
Ogata et al [70] developed two falling detection methods, using the abnormality
detection method. The authors have treated only periodic walking motion.
The controller by Takubo et al [87] responds to external forces acting on the
end–effectors by the modification control of the CoM position.
The balance of a humanoid robot during manipulation tasks was extensively stud-
ied by Harada et al [41][91][92][93].
A real–time control method for a humanoid in mobile manipulation, doing tasks
with its arms while moving, is proposed in[94].
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2.7 Chapter summary
This chapter has introduced the definition of several meaningful concepts in the field
of humanoid control. Even if there are many different further contributions, this work
will be based on the ZMP concept. Finally, several classifications of the humanoid
control have been presented. The related literature has been organized on the base of
the adopted control technique, the further simplifications of the humanoid dynamical
model, the analyzed type of disturbance, and the desired application. There is no
general control technique which is able to react to any kind of disturbance or usable
for different applications.
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This chapter introduces basic tools for the solution of the problem analyzed in the
Thesis.
After presenting the mathematical representation of the direct, inverse and differ-
ential kinematics and dynamics modeling for open–chain robotic systems, a trajectory
reference for such manipulators is analyzed.
Thenceforth, several simplified models for a humanoid robot are shown. In par-
ticular, a double pendulum will be used to simplify a floating leg model in one plane.
This simplified model will be used in order to generate a trajectory for the swinging
leg which will reduce the dynamical effects upon the CoM.
3.1 Pose of a rigid body
The pose of an object is referred to as the combination of position and orientation.
It completely describes a rigid body in the space with respect to a reference frame.
Let an inertial frame fixed to the world be W and a body–fixed frame attached
to the body be E , as in Figure 3.1.
The position of the origin of E with respect to W can be represented by vector
p ∈ R3. On the other hand, in order to define the orientation of a body with respect
to the base frame, there are several possibilities. One way is using the rotation matrix.
If wRe denotes the rotation matrix of frame E with respect to frame W , then the
relation wp0 =
wRe
ep0 holds between points in both frames, where vectors
wp0 and
ep0 denote the position of the point p0 in frames W and E , respectively.
The above defined rotation matrix belongs to the special orthonormal group
SO(3) ⊂ R3×3, that is:
SO(3) = {R ∈ R3×3 : RTR = I, det(R) = 1} (3.1)
A minimal orientation representation χ of a frame with respect to another can be
obtained by using a set of three angles (Euler angles). In this work the orientation is
visually represented by the Roll–Pitch–Yaw (RPY) angles:
χ =
[
φ, θ, ψ
]T
(3.2)
In this case, the roll(φ), pitch (θ) and yaw (ψ) angles, expressed in the fixed frame
W , represent the rotations around the axes x, y and z.
If RZ(ψ) is the rotation along axis zw, RY (θ) is the rotation along axis yw and
RX(φ) is the rotation along axis xw, such orientation can be defined as [1]:
RRPY = RZ(ψ)RY (θ)RX(φ) =
=
 cθcψ cψsθsφ − cφsψ sφsψ + cφcψsθcθsψ cφcψ + sθsφsψ cφsθsψ − cψsφ
−sθ cθsφ cθcφ
 (3.3)
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Figure 3.1: World and body frames
Anyway, in the algorithms used in this research, the well–known representation
singularities of the Euler angles are overcome by the use of the quaternions. A
quaternion χ is a quadruple of real numbers and is defined by a scalar η and a
3D vector  [95]:
χ = [η, ] (3.4)
Normally, quaternions are associated to a rotation of an angle around an axis.
3.2 Direct kinematics
The direct kinematics relates joint space variables to operational space variables. For
an n–DOF manipulator, the direct kinematics f (q) relates a vector of joint variables
q ∈ Rn to coordinate frames of interest, which in most cases is the frame of the
so–called end–effector (EE):
x = f (q) (3.5)
In general x ∈ Rm, and its minimal representation for a full pose specification is
x ∈ R6.
The direct kinematics from the world frame W to the frame E can be represented
through the homogeneous transformation matrix:
f (q) = wTe (q) =
[
wRe (q)
wpe (q)
0T 1
]
(3.6)
Such matrix belongs to the special Euclidean group SE(3) = R3 × SO(3).
The Denavit and Hartenberg (DH) convention permits to calculate this matrix in
a consistent way.
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A minimal representation of the orientation through, for instance, RPY angles
would be defined as x (q) =
[
wpe (q)
wχe (q)
]T
.
3.3 Differential kinematics
The nonlinear mapping f (q) can be linearized using its first partial derivative, the
analytical Jacobian matrix:
f˙ (q) = JA (q) q˙ (3.7)
The analytical Jacobian is computed via differentiation of the direct kinematics func-
tion with respect to the joint variables, when the EE pose is expressed with reference
to a minimal representation in the operational space:
JA (q) =
∂f (q)
∂q
(3.8)
It is important to note that computing the analytical Jacobian ∂χ(q)
∂q
of the orientation
is not straightforward, since the function χ (q) is not usually available in direct form,
but requires computation of the elements of the relative rotation matrix [1].
For this reason, the differential kinematics, referred to as the relationship between
the joint velocities and the corresponding EE linear and angular velocity, may be
described by the geometric Jacobian matrix J, which depends on the manipulator
configuration. The geometric Jacobian can be calculated in closed form in a system-
atic way on the basis of direct kinematics relations as explained in [1]. The geometric
Jacobian in general differs from the analytical one. The relationship between these
two Jacobians is J = TA (χ) JA (q), where
TA (χ) =
[
I O
O T (χ)
]
(3.9)
and
T (χ) =
 cos(θ) cos(ψ) − sin(ψ) 0cos(θ) sin(ψ) cos(ψ) 0
− sin(θ) 0 1
 (3.10)
in the case of a representation of the orientation through RPY angles (Equation (3.2)).
In addition to the differential kinematics of Equation (3.7), several control tech-
niques applications require the use of the second partial derivative of f (q) .
In resolved acceleration control, the objective is to calculate joint accelerations q¨
based on the desired motion profile of the EE pose. This relationship can be derived
from the relation:
f¨ (q) = JA (q) q¨ + J˙Aq¨ = JA (q) q¨ + q˙
THAq˙ (3.11)
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where the m× n× n 3rd order tensor HA is the analytical Hessian.
As in the case of the geometric Jacobian, there is a consistent method to calculate
the geometric Hessian, as explained in [96].
3.3.1 Time derivative of a rotation matrix
In order to get the time derivative of a rotation matrix R, the skew–symmetric matrix
S can be introduced:
S (ω(t)) =
 0 −ωz(t) ωy(t)ωz(t) 0 −ωx(t)
−ωy(t) ωx(t) 0
 (3.12)
where the vector ω(t) =
[
ωx(t) ωy(t) ωz(t)
]T
denotes the angular velocity of
frame R(t) with respect to the reference frame at time t.
Noting that the vector product of two vectors ω and p can be expressed as
ω × p = S(ω)p = −S(p)ω (3.13)
it is possible to show that the following relationships hold [1]:
R˙(t) = S (ω(t)) R(t), (3.14)
S(R0ω) = R0S(ω)R
T
0 (3.15)
3.3.2 Trajectory generation
When the desired motion is defined in the operational space, the motion generation
is achieved through inverse kinematics algorithms [1].
In this work, trajectories are defined interpolating initial and final conditions of
position, velocity and acceleration.
Several techniques are used to achieve such a goal [97], but in this work the motion
through a sequence of two operational points (at times t = t1 and t = t2) is used:
xd(t) =

xd,1(t), if t ≤ t1;
xd,2(t), if t1 < x ≤ t2;
xd,3(t), otherwise.
(3.16)
where
xd,i(t) = (t− ti)3ai + (t− ti)2bi + (t− ti)ci + di (3.17)
The parameters of such polynomials are calculated to set the desired initial and final
conditions, while having continuity of position, velocity and acceleration.
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Figure 3.2: Scheme of the second–order inverse kinematics algorithm [1]
Two possible inverse differential kinematics algorithms can be used [1]. The inverse
kinematics algorithm providing joint velocities is:
q˙ = J−1A (x˙d + KPe) (3.18)
and the inverse kinematics algorithm providing joint accelerations is:
q¨ = J−1A (q)
(
x¨d + KDe˙ + KPe− q˙THA (q) q˙
)
(3.19)
The correct choice of constants KD and KP permits to achieve an asymptotically
stable system. Such algorithm is depicted in Figure 3.2.
3.4 Reversing a kinematic chain
In this section, a useful property for a kinematic open chain is obtained.
If A and B represent the frames of the extremities of a kinematic manipulator,
and W an inertial frame fixed to the world, two cases are compared: when A is fixed
with respect to W and when B is fixed with respect to W .
In brief, the direct kinematics when A is fixed and B moves relatively is:
ATB (q) =
[
ARB (q)
ApB (q)
0T 1
]
(3.20)
where q is the vector of joint variables, and the underlining denotes the fixed frame.
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The differential kinematics can be summarized as:
Ax˙B (q) =
[
AJpB(q)
AJoB(q)
]
q˙ (3.21)
where Jp and Jo define the position and orientation Jacobians, respectively.
Using simple geometric considerations and considering that the transformation
(3.20) is a block partitioned matrix, it is possible to calculate the direct kinematics
of the reversed chain, i.e. when A moves with respect to B, fixed to W :
BTA (q) =
AT−1B (−q) =
[
ARTB (−q) −ARTB (−q) ApB (−q)
0T 1
]
(3.22)
In order to get an analogous relationship for the differential kinematics – taking into
account the upper right element of the matrix (3.22) – it can be considered that
Bp˙A (−q) = ∂
∂t
(
ARTB (q)
ApB (q)
)
= AR˙TB (q)
ApB (q) +
ARTB (q)
Ap˙B (q) (3.23)
Using Equation (3.14), the first member of the right–hand side of Equation (3.23)
becomes
AR˙TB
ApB = −AωB × ARTBApB = ARTBApB × AωB = S
(
ARTB
ApB
)
AωB (3.24)
Consequently, Equation (3.23) can be rewritten as:
Bp˙A (−q) = S
(
ARTB
ApB
)
AωB +
ARTB
Ap˙B (3.25)
=
(
S
(
ARTB
ApB
)
AJoB +
ARTB
AJpB
)
q˙
Considering that
Bp˙A (−q) = ∂
∂t
BpA (−q) = −BJpA (−q) q˙ (3.26)
the velocity in the task space of the reverse chain can be calculated as:
BJ˙A (q) q˙ =
[
S
(
ARTB (−q) ApB (−q)
)
AJoB (−q) + ARTB (−q) AJpB (−q)
AJoB (−q)
]
q˙
(3.27)
Equations (3.22) and (3.27) permit to calculate the direct and differential kine-
matics of a reverse of the chain, whose kinematics is expressed in Equations (3.20)
and (3.21). They can be used, for instance, in order to calculate the equations of the
pose and its time derivatives of the standing foot from the kinematics of the floating
foot.
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3.5 Statics and dynamics
The geometric Jacobian is fundamental for describing the mapping between forces
applied to the EE γ and the resulting torques at the joints τ (statics):
τ = JTγ (3.28)
The dynamic model of a manipulator provides a description of the relationship
between the joint actuator torques and the motion of the structure.
Once the generalized coordinates are chosen, which describe the link positions of
the manipulator, the Lagrangian of the mechanical system can be defined:
L ≡ T − U (3.29)
where T and U denote the total kinetic energy and potential energy of the system,
respectively.
The Euler–Lagrange differential equations are:
d
dt
(
∂
∂θ˙i
L
)
− ∂
∂θi
L = ξi (3.30)
where ξi is the generalized force associated with the generalized coordinate qi.
In summary, the equations of motion for a manipulator can be rewritten in a
compact matrix form which represents the joint space dynamic model [1]:
B(q)q¨ + C(q, q˙)q˙ + Fv(q˙) + Fssgn(q˙) + g(q) = τ − JT (q)h (3.31)
where B represents the inertia matrix, C represents the quadratic velocity terms, Fv
denotes the matrix of viscous friction coefficients, Fs takes into account the Coulomb
friction, g includes the gravity terms, τ refers to the actuation torques and, finally,
h is the force and moment exerted by the EE on the environment.
Such equations can be simplified neglecting the friction terms:
B(q)q¨ + C(q, q˙)q˙ + g(q) = τ − JT (q)h (3.32)
From these equations, it is possible to obtain the dynamical model in the task space.
First of all, the model for a trajectory in the task space is derived. From Equa-
tion (3.11), in the particular case of a square Jacobian JA, that is, for a non–redundant
manipulator in a non–singular configuration, the following relation holds:
q¨ = J−1A x¨− J−1A J˙AJ−1A x˙ (3.33)
Rearranging terms:
M(q)x¨ + K(q, q˙)x˙ + g(q) = τ − JT (q)h (3.34)
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Figure 3.3: A simple RR manipulator
where
M = BJ−1A
K =
(
C−BJ−1J˙A
)
J−1A
(3.35)
Using statics relationship of Equation (3.28) and rearranging terms, the Opera-
tional Space Dynamic Model is obtained [1]:
BAx¨ + CAx˙ + gA = γA − hA (3.36)
where
γA = J
−T
A τ
hA = T
T
Ah
BA =
(
JAB
−1JTA
)−1
CAx˙ = BAJAB
−1Cq˙−BAJ˙Aq˙
gA = BAJAB
−1g
(3.37)
3.6 A simple case study: the Rotational–Rotational
(RR) manipulator
A simple 2 DOF manipulator (also known as RR, since it is constituted by two
rotational joints) is depicted in Figure 3.3. In the figure, frame A is fixed with
respect to the world frame W , while frame D is moving.
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Link ai αi di θi
B-C lBC 0 0 θ1
C-D lCD 0 0 θ2
Table 3.1: DH parameters for the RR manipulator in forward chain
According to the DH parameters in Table 3.1, it is possible to calculate the trans-
formation matrix 0T2:
0T2 =

cos (θ1 + θ2) − sin (θ1 + θ2) 0 lCD cos (θ1 + θ2) + lBC cos (θ1)
sin (θ1 + θ2) cos (θ1 + θ2) 0 lCD sin (θ1 + θ2) + lBC sin (θ1)
0 0 1 0
0 0 0 1
 (3.38)
The geometric Jacobian associated to such chain is:
0J2 =

−lCD sin (θ1 + θ2)− lBC sin (θ1) −lCD sin (θ1 + θ2)
lCD cos (θ1 + θ2) + lBC cos (θ1) lCD cos (θ1 + θ2)
0 0
0 0
0 0
1 1
 (3.39)
Considering the following transformations:
AT0 =

0 −1 0 0
0 0 1 0
−1 0 0 −lAB
0 0 0 1
 2TD =

0 0 −1 0
−1 0 0 0
0 1 0 0
0 0 0 1
 (3.40)
the homogeneous transformation matrix from frame A to D is:
ATD =
AT0
0T2
2TD =
=

cos (θ1 + θ2) 0 sin (θ1 + θ2) −lCD sin (θ1 + θ2)− lBC sin (θ1)
0 1 0 0
− sin (θ1 + θ2) 0 cos (θ1 + θ2) −lAB − lCD cos (θ1 + θ2)− lBC cos (θ1)
0 0 0 1

(3.41)
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The pose of frame D with respect to frame A, expressed in terms of RPY angles, is:
AxD =

−lCD sin (θ1 + θ2)− lBC sin (θ1)
0
−lAB − lCD cos (θ1 + θ2)− lBC cos (θ1)
0
θ1 + θ2
0
 (3.42)
Since the Jacobian depends on the frame it is expressed, the following relationship
holds:
AJD =
[
AR0 O
O AR0
]
0J2 =

−lCD cos (θ1 + θ2)− lBC cos (θ1) −lCD cos (θ1 + θ2)
0 0
lCD sin (θ1 + θ2) + lBC sin (θ1) lCD sin (θ1 + θ2)
0 0
1 1
0 0

(3.43)
The analytical Jacobian, AJaD =
∂ AxD
∂q
with q = [θ1, θ2], is easily shown to be
identical, for this particular case, to the geometric one.
The Hessian H for this manipulator is:
H1 =
[
lCD sin (θ1 + θ2) + lBC sin (θ1) lCD sin (θ1 + θ2)
lCD sin (θ1 + θ2) lCD sin (θ1 + θ2)
]
(3.44)
H3 =
[
lCD cos (θ1 + θ2) + lBC cos (θ1) lCD cos (θ1 + θ2)
lCD cos (θ1 + θ2) lCD cos (θ1 + θ2)
]
(3.45)
Hi = 03×3,with i = {2, 4, 5, 6}. (3.46)
Hi being the 3× 3 slices corresponding to the derivatives of the rows of J.
3.6.1 A joint trajectory generation
For the presented manipulator a reference trajectory is provided like in Equation (3.16).
The reference trajectory is depicted in Figure 3.4. The initial and final velocity and
acceleration have been set to zero.
The algorithm for the inverse kinematics follows Equation (3.19), and explained
in Figure 3.2. The results of the inverse kinematics are in Figure 3.5 and show
the smoothness of the joints accelerations. As explained in Equation (3.11), the
acceleration in the task space can be calculated as the sum of two contributions: one
is the joint velocities contribution and the other one is related to joint accelerations.
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Figure 3.4: A reference trajectory for the RR manipulator
Figure 3.5: Joints trajectories for the RR manipulator
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Figure 3.6: The norm of the acceleration for the RR manipulator
The norm of acceleration in the task space for the same example is in Figure 3.6.
The two contributions are in Figure 3.7. This result shows that the main contribution
for most of the time is the joint acceleration one.
3.6.2 The double pendulum
A special case of the RR manipulator is the double pendulum. The double bob
pendulum has masses m1 and m2 attached by rigid massless wires of lengths l1 and
l2, as shown in Figure 3.8.
In summary, the equations of motion can be rewritten in the compact matrix form
like in Equation (3.32):
B(q)q¨ + C(q, q˙)q˙ + g(q) = τ (3.47)
where
B(q) =
[
m1l
2
1 +m2 (l
2
1 + l
2
2 + 2l1l2 cos θ2) m2l2 (l1 cos θ2 + l2)
(l1 cos θ2 + l2) m2l
2
2
]
(3.48)
C(q, q˙) is:
C(q, q˙) =
[
−m2l1l2 sin θ2θ˙2 −m2l1l2 sin θ2
(
θ˙1 + θ˙2
)
m2l1l2 sin θ2θ˙1 0
]
(3.49)
And g(q) is:
g(q) =
[
m2 (l2 sin (θ1 + θ2) + l1 sin θ1) +m1l1 sin θ1
m2l2 sin (θ1 + θ2)
]
g (3.50)
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Figure 3.7: Jacobian and Hessian contributions
Figure 3.8: Double pendulum
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Figure 3.9: The reversed RR manipulator
Table 3.2: DH parameters for the RR manipulator in reversed chain
Link ai αi di θi
B-C lBC 0 0 θ2
C-D lAB 0 0 θ1
3.6.3 The reversed case
Now, to calculate the kinematics of the reversed chain, a different DH representation
should be considered (Table 3.2), like the one in Figure 3.9.
The direct and differential kinematics are
DTA =

cos (θ1 + θ2) 0 sin (θ1 + θ2) lAB sin (θ1 + θ2) + lBC sin (θ2)
0 1 0 0
− sin (θ1 + θ2) 0 cos (θ1 + θ2) lCD + lAB cos (θ1 + θ2) + lBC cos (θ2)
0 0 0 1

(3.51)
DJA =

lAB cos (θ1 + θ2) + lBC cos (θ2) lAB cos (θ1 + θ2)
0 0
−lAB sin (θ1 + θ2)− lBC sin (θ2) −lAB sin (θ1 + θ2)
0 0
1 1
0 0
 (3.52)
(3.53)
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Figure 3.10: Double inverted pendulum
In a different way, it is possible to reverse the manipulator in Figure 3.3 using the
relationships (3.22) and (3.27), and starting from (3.41) and (3.43):
DTA =

cos (θ1 + θ2) 0 sin (θ1 + θ2) lAB sin (θ1 + θ2) + lBC sin (θ2)
0 1 0 0
− sin (θ1 + θ2) 0 cos (θ1 + θ2) lCD + lAB cos (−θ1 − θ2) + lBC cos (θ2)
0 0 0 1

(3.54)
DJAq˙ =

lAB cos (θ1 + θ2) lAB cos (−θ1 − θ2) + lBC cos (θ2)
0 0
−lAB sin (θ1 + θ2) −lAB sin (θ1 + θ2)− lBC sin (θ2)
0 0
1 1
0 0
 q˙ (3.55)
which are, in essence, the same as (3.51) and (3.52).
3.6.4 The double inverted pendulum
A special case of the reversed RR manipulator is the double pendulum. As done for
the double pendulum, a double bob pendulum with two masses mi and massless wires
of lengths li is considered, as depicted in Figure 3.10.
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The pose is easily shown to be
wx2 =

l1 sin θ1 + l2 sin θ2
0
l1 cos θ1 + l2 cos θ2
0
−θ2
0
 (3.56)
The analytical Jacobian is
wJ2 =

l1 cos θ1 l2 cos θ2
0 0
−l1 sin θ1 −l2 sin θ2
0 0
0 −1
0 0
 (3.57)
In summary, the equations of motion can be rewritten in the compact matrix form
like in Equation (3.32):
B(q)q¨ + C(q, q˙)q˙ + g(q) = τ (3.58)
where B(q):
B =
[
(m1 +m2) l
2
1 m2l1l2 cos (θ1 − θ2)
m2l1l2 cos (θ1 − θ2) m2l22
]
(3.59)
C(q, q˙) is:
C =
[
0 m2l1l2 sin (θ1 − θ2) θ˙2
−m2l1l2 sin (θ1 − θ2) θ˙1 0
]
(3.60)
And g(q) is:
g =
[ − (m1 +m2) l1 sin (θ1)
−m2l2 sin (θ2)
]
g (3.61)
3.7 Full humanoid body trajectory generation
In this section, a trajectory for the humanoid robot HOAP–3 is generated. This
trajectory is first analyzed by means of the full model of the robot and then such
results are compared with simplified models. The kinematic model of the robot is
presented in Appendix D.
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Figure 3.11: CoM reference trajectory
The trajectory represents a step forward of the robot standing on the right leg.
The robot moves 10 cm forward and raises the left foot 5 cm from the ground. The
reference trajectory for the CoM is in Figure 3.11, and for the left foot in Figure 3.12.
Such trajectories have been calculated using the ZMP criterion and generated
through Equation (3.16). The arms are moved in order to compensate the effects on
the ZMP. A general idea of the motion is given in Figure 3.13.
The algorithm for the inverse kinematics follows Equation (3.19), as previously
explained. The results of the inverse kinematics are in Figures 3.14–3.18, where the
joints limits are detailed.
The inverse dynamics algorithm has been developed in SimMechanicsTM, whose
HOAP–3 model is depicted in Figure 3.19. Here the robot is represented by its joints
and its links. Every link is visually represented as a convex hull, function of its mass
and inertia.
The results of the SimMechanicsTM simulation are in Figures 3.20–3.24, where the
admissible motor torques are also shown. Such results refer to the robot attached to
the world through its CoM.
3.8 The double pendulum as a model for the float-
ing leg
The floating leg may be modeled in a simplified way as a two link kinematic chain
(double pendulum) during the single–support phase.
In this section, a comparison of the inverse dynamics of the floating leg and its
simplification in the sagittal plane through the double pendulum is presented.
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Figure 3.12: Left foot position reference trajectory
Figure 3.13: Initial to final configuration of the simulated experiment
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Figure 3.14: Right leg joints angles with respective angle limits
Figure 3.15: Left leg joints angles with respective angle limits
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Figure 3.16: Waist pitch joint angles with respective torque limits
Figure 3.17: Right arm joints angles with respective angle limits
3.8. The double pendulum as a model for the floating leg 55
Figure 3.18: Left arm joints angles with respective angle limits
Figure 3.19: SimMechanicsTM model of the HOAP–3 robot
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Figure 3.20: Right leg joints torques with respective torque limits
Figure 3.21: Left leg joints torques with respective torque limits
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Figure 3.22: Waist pitch joint torques with respective torque limits
Figure 3.23: Right arm joints torques with respective torque limits
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Figure 3.24: Left arm joints torques with respective torque limits
In the simplified model of Figure 3.8, joint 1 represents the left hip pitch and joint
2 the knee pitch. The mass of the whole link 1 is resumed in m1 and the remaining
part in m2. The lengths of the links are l1 and l2.
If the same trajectory as in Figure 3.12 is used, the comparison between the full
model and a simplified model is shown in Figure 3.25.
3.9 Floating leg trajectory generation
Most of the human size humanoid robots includes in their ankle a compliant material
to absorb the force resulting from the impact when the swinging foot is landing on
the floor. A controller is then generally provided to compensate the effect of this
compliant material [98]. Often, on top of this controller, a walking pattern generator
provides articular (or torque) trajectories ensuring that the robot is balanced.
Current real–time walking pattern generators assume a simplified inverted pen-
dulum model to simplify the problem of finding a CoM trajectory following a given
ideal ZMP trajectory or satisfy the constraint related to the ZMP [99].
This simplified model does not take into account the compliant material, and let
the underlying controller compensate the passivity of this material. Although this
controller works effectively for moderate walking speeds, when performing fast motion
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Figure 3.25: Full model compared with the double pendulum simplification
or extended stepping over an object, it is not sufficient. The compliant material
deformation is such that the robot is leaning forward and might hit the floor sooner
than expected, creating large impact forces.
Classically, this is addressed by adding masses to the model to take into account
the inertia effect of the legs. However, instead of modifying the CoM trajectory and
fixing a 3rd order polynomial trajectory for the feet, in this section the swinging foot
trajectory itself is modified in order to minimize the inertia effect of the compliant
material [100].
Although controllers such as the one described in [99] are designed to provide a
direct–drive torque control, they also control the body posture assuming that the
robot is behaving like an inverted pendulum.
Such simplified models can undermine the efficiency of the controller; this is the
case of a robot that has not a mass distribution compatible with the assumption of
the inverted pendulum (as for instance in Johnnie [101]), or when it is performing a
fast motion.
For instance, in [102], HRP–2 robot is stepping over an obstacle and performing
a step twice longer than normal standard mode. The use of the classical controller to
compensate the compliant material, the inverted pendulum for the CoM trajectory,
and a 3rd polynomial for the feet trajectory generate impact forces about twice the
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Figure 3.26: The mean and the standard deviation of the torque of the first double
pendulum joint
weight of the robot.
If the trajectory for the swinging leg is chosen to connecting at time tm two
trajectories of Equation (3.16), Figure 3.26 shows how the torque on the hip joint
varies when this tm varies. This example refers to the same trajectory for the floating
leg used for the HOAP–3 robot.
A Newton Raphson–based algorithm has been used to choose the via point time
tm to minimize the variations through a mean value (the standard deviation) [100].
The results are presented using the HRP–2 robot since it is equipped with a good
force sensorial system in its feet which permits to estimate the impacts on the ground.
The kinematic model of the HRP–2 robot is presented in Appendix D.
In Figure 3.27, the force in the z direction of the right foot is shown (i.e. the
direction perpendicular to the ground), representing the impact effect of the ground.
As can be seen from the graph, the impact is considerably reduced using the via
point. This results is almost straightforward since the trajectory is specified in order
to start and arrive with null acceleration.
Using the OpenHRP platform1, the impacts of the foot on the ground are calcu-
lated. The results in Figure 3.28 show the validity of the presented strategy. In fact,
1http://www.openrtp.jp/openhrp3/en/index.html, accessed on May 27, 2012
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Figure 3.27: Force measurement at the right foot
the torque acting on the left foot during the right foot floating is actually related to
the torque acting on the CoM. It is possible to see that this torque is greatly reduced
with respect to a standard trajectory.
Actually the mean value of the standard trajectory is about 1.38 Nm with a
standard deviation of 9.24 Nm, which is really more than the optimal one: 0.25 Nm
with a standard deviation of 6.05 Nm.
The proposed algorithm has been tested on the robotic platform HRP–2. In
Figure 3.29 the results of the impact on the ground based on [102] are presented.
In this case, huge impact of about 1200 N has been reduced down to about 650 N
(as shown in Figure 3.30). Also, the torque measured by the F/T sensor shows the
validity of the proposed work.
3.10 Chapter summary
This chapter has presented the basic representations to be used throughout this re-
search. In particular, a simple case study, the RR manipulator, is presented. This
manipulator is shown to be a good simplified model of a humanoid robot during
walking tasks.
The particular case of the double pendulum is used to simplify the dynamics of
the floating leg while walking. Basing on this model, a trajectory that reduces the
effects on the CoM, and consequently on the ZMP, is calculated. This technique has
been implemented on the real HRP–2 robot.
The double inverted pendulum will be the foundation for the balance control
explained afterwards.
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Figure 3.28: Torque measurement at the left foot
Figure 3.29: Force/torque sensor measurements in case of a standard trajectory
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Figure 3.30: Force/torque sensor measurements in case of the trajectory with via
point
Finally, a full humanoid model is presented to simulate different trajectories. A
particular trajectory that permits to achieve an interpolation of position, velocity and
acceleration is studied, simulated and implemented on a real robot.

Chapter 4
Humanoid Attitude Estimation
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One fundamental requisite for the control of a humanoid is having a good state
estimation of the robot. Typically the states comprise positions, velocities and ori-
entations. Unlike classical robotics, where position and orientation can be calculated
using kinematics algorithms from a fixed base, in mobile robotics such task is more
complex. In particular, for the case of humanoid robots, the state estimation is
important in order to detect the balance of the robot.
The robot orientation with respect to the gravity vector or with respect to the
world frame is referred to as attitude. For the balance control the attitude can be
described by the roll and pitch angles. Normally, the attitude estimation is achieved
by combining several sensors, such as gyroscopes, inclinometers and accelerometers.
The attitude may be calculated using only the gyro output and integrating it.
The problem is that the gyros measurements have usually significant noise, which
may entail a great drift. Consequently, an absolute reference of the attitude can be
obtained through the use of accelerometers, which provide the orientation with respect
to the gravity vector. However, these are also quite sensitive to noise and, in addition,
to the translational acceleration, which is usually considered as an additional noise
component.
Even if the attitude estimation is a classical problem of mobile robotics [103]
and of unmanned aerial vehicles (UAV) [104], several researchers have extended such
techniques to legged locomotion [105] [106].
On the other hand, it is a fact the body motion for walking robots is inher-
ently three–dimensional, making most kinematics representations nonlinear. Many
researchers face this problem using Extended Kalman Filters [107]. For instance, Re-
hbinder and Hu have previously designed an algorithm [108] for fusing inclinometer
and gyro data assuming low translational accelerations, which may not be very real-
istic for a walking robot. Successively, they have provided an algorithm consisting of
two modes: one when accelerations are low and the other when these are high [105].
In this chapter an Extended Kalman Filter (EKF) is used in order to estimate the
real state of the humanoid robot HRP–2 using the combination of the information
coming from the encoders (kinematics) and from the IMU. The integration of the
kinematics information into the Kalman filtering process allows a good estimation of
the attitude and reduces the complexity of the problem to the use of simple kinematic
transformations. The scheme for the robot state estimation is given in Figure 4.1,
where:
qa is the angles position vector read by encoders
ωs is the gyroscope measurement
as is the accelerometer measurement
Rc is the orientation estimation provided by kinematics
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Figure 4.1: Attitude estimation scheme
ωc is the angular velocity estimation provided by kinematics
ac is the linear acceleration estimation provided by the kinematics
qp is the estimation of passive DOFs, representing the mechanical flexibility
Θ is the attitude estimation
The rest of the chapter is organized as follows. First, a solution for the fusion of
sensors estimations is presented. Then, an approach for the attitude estimation is de-
tailed. The estimations are obtained without and with consideration of accelerations.
Finally, some concluding remarks are briefly given.
4.1 Fusion of sensors estimations
This study provides a solution to fusing data from a 3–axis rate gyro and a 3–axis
accelerometer in order to estimate the robot’s attitude.
For the attitude representation in this system, the reference frames shown in
Figure Figure 4.2 are used, where:
• W is an inertial world–fixed frame, with axis yw pointing East and axis zw
pointing upward;
• B is a body–fixed frame attached to the sensor system in the chest of the robot,
with axis xb pointing at the forward direction of the robot and zb pointing
upward.
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Figure 4.2: Reference frames
The 3–axis gyroscope provides the angular velocities of the body frame relative to
the inertial frame, expressed in the body–fixed frame. The model of the gyroscopic
measurements is given by:
ωm = ω + ω0 + ωn (4.1)
where ω is the real angular velocity and ω0 is the gyroscope bias that varies with
a slow dynamics depending on the environment conditions. It is supposed to be
constant with time, during the experiment [104]. The term ωn is a Gaussian white
noise.
The 3–axis accelerometer measures the difference between the inertial forces and
gravity forces, expressed in frame B. If the accelerometer output is y, then the
accelerometer model is
am =
bRw (a− g) + a0 + an (4.2)
where a0 is a bias and an is a Gaussian white noise.
If p = (x, y, z) is an arbitrary point, it will be denoted pw when expressed in
frame W and pb when expressed in frame B, i.e.:
pw = wob +
wRbp
b (4.3)
where wob is the vector describing the origin of frame B with respect to frame W .
This equation can be rewritten as
pb = wRTb (p
w − wob) (4.4)
Using Equation (3.12), it is possible to write
wR˙b = S(ω
w)wRb (4.5)
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which can be rewritten using Equation (3.15) as
wR˙Tb = −wRTb S(ωw) = wRTb S(wRbωb) = −S(ωb)wRTb (4.6)
The kinematics of a rigid body is given by{
wo¨b = a
wR˙Tb (t) = −S
(
ωb(t)
)
wRTb (t)
(4.7)
where a is the acceleration in frame W and S(ωb) is the skew–symmetric matrix
defined in Equation (3.12), whose angular velocity components are expressed in frame
B.
Consequently, the equation for the rotation can be written as
bR˙w = −S(ωb)bRw (4.8)
Taking the time–derivative of Equation (3.3) and comparing with Equation (4.8),
for the roll and pitch [108][105]
x˙ =
[
φ˙
θ˙
]
=
[
1 sin(φ) tan(θ) cos(φ) tan(θ)
0 cos(φ) sin(φ)
] ωxωy
ωz
 (4.9)
If the real acceleration is considered as a disturbance and the gravity vector g as
an entity to measure, the accelerometer can be used as an attitude sensor [103]. Thus
y = bRw(a− g) =
 − sin(θ)cos(θ) sin(φ)
cos(φ) cos(θ)
 g + bRwa (4.10)
4.2 Extended Kalman Filter
The EKF evaluates the partial derivatives at the estimated state vector value and
uses the full nonlinear functions on the estimate itself. The EKF assumes a model in
the discrete form [106]:
x(k + 1) = f (x(k),u(k)) + νk
y(k) = h (x(k)) + wk
(4.11)
The prediction phase will be
xk+1|k = f (xk,uk) (4.12)
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The predicted covariance is
Pk+1|k = FkPk|kFTk + FνQF
T
ν (4.13)
where F is the Jacobian matrix such that:
F =
∂f
∂x
(4.14)
The measurement update:
xk+1|k+1 = xk+1|k + Kk+1|k (h (xk)− yk) (4.15)
Pk+1|k+1 = Pk+1|k + Kk+1|k (h (xk)− yk) FkPk|kFTk + Q (4.16)
4.3 Estimation without considering real accelera-
tion
In the ideal case, when the accelerations are low enough to be neglected, the results
are presented in the following figures. The real pitch/roll angles (estimated by a
motion capture system) are compared with the OpenHRP estimation and the EKF
estimation.
In Figures 4.3 and 4.4 the accelerometer noise standard deviation has been fixed
to 0.1I[m/s2], to I[m/s2] in Figures 4.5 and 4.6, and to 10I[m/s2] in Figures 4.7 and
4.8.
Figures 4.9 and 4.10 show the results of the estimations of the roll and pitch angles
while the robot is on the crane and subjected to external pushing forces.
4.4 Estimation using real acceleration and mechan-
ical flexibility
The flexibility in the ankle can be treated as a pair of passive joints: qp is the position
vector of the robot flexibility in the ankle (pitch and roll) [109]. The position vector,
of dimension n, of the active robot links (from the standing foot up to the IMU) is
denoted as qa. The kinematic model of such system is resumed in Appendix D.
In a compact form the position vector of the joints is
q =
[
qp
qa
]
(4.17)
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Figure 4.3: Estimation of roll angle with σ(an) = 0.1I[m/s
2]
Figure 4.4: Estimation of pitch angle with σ(an) = 0.1I[m/s
2]
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Figure 4.5: Estimation of roll angle with σ(an) = I[m/s
2]
Figure 4.6: Estimation of pitch angle with σ(an) = I[m/s
2]
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Figure 4.7: Estimation of roll angle with σ(an) = 10I[m/s
2]
Figure 4.8: Estimation of pitch angle with σ(an) = 10I[m/s
2]
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Figure 4.9: Estimation of roll angle with σ(an) = I[m/s
2]. Robot on the crane and
subjected to external pushing forces
Figure 4.10: Estimation of pitch angle with σ(an) = I[m/s
2]. Robot on the crane and
subjected to external pushing forces
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The size of such vector is np = n+ 2. The robot state vector is selected to be
x =

q
q˙
q¨
ω0
 =

qp
qa
q˙p
q˙a
q¨p
q¨a
ω0

(4.18)
where and is the position vector of the robot links.
So, the state transition will be
qp(k + 1)
qa(k + 1)
q˙p(k + 1)
q˙a(k + 1)
q¨p(k + 1)
q¨a(k + 1)
ω0(k + 1)

=

1 0 Ts 0 0 0 0
0 1 0 Ts 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 Ts 0
0 0 0 0 1 0 Ts
0 0 0 0 0 1 0
0 0 0 0 0 0 1


qp(k)
qa(k)
q˙p(k)
q˙a(k)
q¨p(k)
q¨a(k)
ω0(k)

+

np,p
na,p
np,v
na,v
np,a
na,a
nω

(4.19)
where Ts is the sampling time.
The measurements will be defined by the nonlinear system
y =

ab
ωb
q˙e
qe
 =

bRw(a− g)
ω + ω0
q˙a
qa
+

an
ωn
qn
qn,d
 (4.20)
where qe is the position read by the encoders.
Now, defining JP as the (3 × n) matrix relating the contribution of the joint
velocities q˙ to the linear velocity and JO as the (3×n) matrix relating the contribution
of the joint velocities q˙ to the angular velocity, it is possible to write
J(q) =
[
JP (q)
JO(q)
]
(4.21)
For a being the linear acceleration, it can be written
a = JP q¨ + J˙P q˙ = JP q¨ + q˙
THP q˙ (4.22)
the Hessian matrix being denoted by HP =
∂JP
∂q
.
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Finally Equation (4.20) can be rewritten as
y =

ab
ωb
q˙e
qe
 =

bRw(q)
(
JP (q)q¨ + q˙
THP (q)q˙− g
)
JO(q)q˙ + ω0
q˙a
qa
+

an
ωn
qn
qn,d
 (4.23)
For the sake of simplicity, matrix bRw will be denoted as R. Writing the mea-
surement function as
h(x) =

R
(
JP q¨ + q˙
THP q˙− g
)
JOq˙ + ω0
q˙a
qa
 (4.24)
its Jacobian matrix can be written as:
H =
∂h
∂x
=
[
Hq Hq˙ Hq¨ Hω0
]
(4.25)
where
Hq =

∂R
∂q
(
JP q¨ + q˙
THP q˙− g
)
+ R
(
HP q¨ + q˙
TKP q˙
)
HOq˙
02,n
0n,n
02,n
In
 (4.26)
where KP =
∂HP
∂q
is the second–derivative of the Jacobian JP .
Hq˙ =

R
(
HP q˙ + q˙
THP
)
JO
02,n
In
02,n
0n,n
 (4.27)
Hq¨ =

RJP
03,n+2
0n+2,n+2
0n+2,n+2
 (4.28)
Hω0 =

03,3
I3
0n,3
0n,3
 (4.29)
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Figure 4.11: Roll angle estimation
denoting Oi,j as the zero matrix of size i× j and Ii as the identity matrix of size i× i.
In Figures 4.11 to 4.13 the results of the estimation during a standard forward
walking are presented. The captured data is compared with the OpenHRP estimation
and the EKF estimation.
Finally, Figure 4.14 presents an estimation of the flexibility in the robot ankle.
4.5 Chapter summary
This chapter has studied a major problem when dealing with the control of humanoid
platforms: the attitude estimation.
While most authors estimate the robot attitude combining acceleration and gy-
roscope measurements through the use of EKF, in this approach the kinematics in-
formation is also integrated in order to improve the filtering. Using the information
coming from the robot encoders and simple kinematic transformations, this method
allows obtaining a good estimation of the robot attitude with respect to the world
frame, even considering the existence of accelerations and mechanical flexibilities in
the robot.
This method has been implemented on the humanoid robot HRP–2, comparing
the results with the information obtained from the robot inner stabilizer and showing
the better performance of the proposed approach.
It is important to stress that the comparison between the EKF with kinematics
information and the EKF running in OpenHRP is made considering that the real
robot attitude is the one calculated through the Motion Capture System. Anyway,
it is not clearly known how the OpenHRP estimates the robot attitude, since it is a
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Figure 4.12: Pitch angle estimation
Figure 4.13: Yaw angle estimation
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Figure 4.14: Estimation of the flexibility in the ankle
closed system. On the contrary, the estimation presented in this chapter is open and
can be extended to any robot.
Chapter 5
Stabilizer Architecture for a
Humanoid Robot

5.1. Task definition 83
The study presented in this chapter focuses on a novel technique for the humanoid
control, based on a very well–known and simplified model: the double inverted pendu-
lum. This model permits to have a real–time control on the structure while submitted
to external forces/disturbances. The control actions are strongly dependent on three
stability regions, which are determined by the position of the ZMP in the support
polygon.
The stabilizing control algorithm for a humanoid robot may be faced in several
ways. This work tries to solve the problem of maintaining the humanoid in an upright
position, using two types of controllers. The attitude controller is actually regulating
the roll and pitch angles of the robot CoM, whereas the balance controller is balancing
the robot, controlling the ZMP.
Two kinds of balancers are proposed, the use of which depends on the degree of
severity of the situation. When the robot is subjected to small disturbances, a static
low–gained controller is used. In the critical case of a large disturbance, a dynamical
controller is used which properly generates fast control actions.
5.1 Task definition
A task may be defined as explained in Chapter 3, as a vector x in the operational
space. As in Equation (3.19), the solution may be found as [1]:
q¨ = J†
(
Kx− q˙THq˙)+ (I− J†J) q¨0 (5.1)
In this case, vector q¨0 may be used to fulfil a secondary solution, which can be
chosen so as to optimize an objective function. In classical robotics, such solution is
used to move away from the joints limits or from obstacles.
For instance, when the robot is walking, only the robot legs and waist of the task
Jacobian J will of interest; so it would be useful to use the remaining DOFs to reduce
the ZMP distance from the foot origin.
5.2 ZMP regions
In this section, the concept of ZMP regions is introduced. In particular, three regions
are defined depending on the position of the ZMP, as suggested in [29].
The control action applied by the stabilizer will strongly depend on the position
of the ZMP with respect to the support area. In the balanced area (safe region),
the control action will not actuate, leaving the vector of the secondary solution being
used for other purposes.
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Figure 5.1: Graphical example for stability regions: humanoid standing on right foot
In the nearly critical region, the control action will actuate as a secondary solution.
This may be the case of a walking task. As humans do, the robot may use its arms
in order to reduce the zero-moment point position closer to the safe region.
Finally, in the critical region, the stabilizer will actually disconnect the ongoing
task and actuate on the full body. Even if this region is still stable, the balance may be
easily lost. In order to avoid control discontinuities which may even further undermine
robot balance, adequate trajectories have to be used which permit continuity in the
acceleration domain.
In Figure 5.1, an example of such regions is given for the humanoid robot HOAP–3
standing on the right foot. The foot origin is graphically represented by a blue circle.
5.3 The full humanoid body as a composition of
inverted pendulums
The full humanoid robot may be simplified using a combination of different dou-
ble inverted pendulums. If the state of the robot is considered to be as χ =[
χsl,χfl,χra,χla
]T
, where χi = [αi, γi]
T , being i = sl, f l, ra, la, representing the
state (roll and pitch angles) of the standing leg, the floating leg and right and left
arms, respectively, the equations of motion (3.58) can be used to calculate the position
of the ZMP:
pZMP =
1
gM
([
βsl βfl βra βla
]
χ¨+
[
0 κfl κra κla
]
χ˙+ ι
)
(5.2)
where the total mass of the robot is M = mb+ml+2ma, mb being the standing bodies
masses, ml the leg mass and ma the arm mass. Such equation is calculated using the
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sum of the effects of every inverted pendulum. The acceleration contribution of the
standing leg is:
βsl = l
2
bM
[
0 −1
1 0
]
(5.3)
The acceleration contribution for the floating leg, right or left arm, is βi (χsl,χi),
with i = fl, ra, la:
βi = milbli
[
0 − cos (γsl − γi)
cos (αsl − αi) 0
]
(5.4)
The velocity contribution of the floating leg and right and left arms κi (χsl,χi, χ˙i)
is:
κsl = milslli
[
0 − sin (γsl − γi) γ˙i
sin (αsl − αi) α˙i 0
]
(5.5)
And ι(χsl):
ι = Mlbg
[
sin (γsl)
− sin (αsl)
]
(5.6)
It has to be noted that χ is function of the pendulum position:
χ =
[ − arctan (y
z
)
arctan
(
x
z
) ] (5.7)
Jp =
[
0 − z
y2+z2
y
y2+z2
z
x2+z2
0 − x
x2+z2
]
(5.8)
5.4 Attitude control
The robot attitude may be easily controlled using the inverse kinematics with the
Jacobian of the supporting leg regarding the roll and pitch rows.
Using the control scheme of Figure 3.2, the roll and pitch angles of the CoM with
respect to the world frame are controlled.
In particular, in Figure 5.2 there are the roll and pitch errors for a humanoid robot
standing on the right foot. The algorithm is using the remaining DOFs of the right
leg and the waist in order to move away from joints limits. The reference positions
for joints angles are in Figure 5.3 and Figure 5.4.
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Figure 5.2: Attitude control error
Figure 5.3: Right leg joints angles for the attitude control
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Figure 5.4: Waist angles for the attitude control
5.5 Static balance control
The objective of the balance control is finding a proper control action for reducing
the distance of the ZMP from the foot center. For a static balance, i.e. for balancing
the humanoid platform without taking into account CoM accelerations, the stability
may be achieved using the standing leg and waist joints, considering that:
p˙ZMP =
∂pZMP
∂χsl
∂χsl
∂psl
∂psl
∂qsl
q˙sl = JZMP (χsl) Jχsl (psl) Jpsl (qsl) q˙sl (5.9)
From such equation, it is possible to determine the desired control actions for the
joints under consideration.
The static balance control is used when the ZMP is in the safer regions. The
simulated results for the ZMP control are in Figure 5.5. The reference positions
for joints angles are in Figure 5.6 and Figure 5.7. In Figure 5.8 and Figure 5.9 the
submitted joints torques are depicted, showing the feasibility of the control actions.
5.6 Dynamic balance control
In the most critical case, the simple solution of a static balance controller is not
enough. In this case, it is necessary to use the pendulums accelerations efficiently in
order to achieve the balance.
The control action for the humanoid balance may be found using Equation (5.2)
in order to set the ZMP position:
pˆZMP ≈ Jcq¨c + η
(
χ, χ˙, χ¨fl
)
(5.10)
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Figure 5.5: ZMP position for the static balance control
Figure 5.6: Right leg joints angles for the static balance control
5.6. Dynamic balance control 89
Figure 5.7: Waist angles for the static balance control
Figure 5.8: Right leg joints torques for the static balance control
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Figure 5.9: Waist torques for the static balance control
The approximation in such equation is due to the fact that second order derivatives
are neglected.
The η
(
χ, χ˙, χ¨fl
)
term takes into account the velocity and gravity contributions of
the double pendulums together with the acceleration contribution of the pendulums
which are not being controlled. In this case, the floating leg is not controlled for the
balance:
η
(
χ, χ˙, χ¨fl
)
=
1
gM
(
βflχ¨fl +
[
0 κfl κra κla
]
χ˙+ ι
)
(5.11)
In this case the Jacobian Jc is:
Jc =
1
gM
[ βsl βra βla ]
 Jsl 0 0Jsl Jra 0
Jsl 0 Jla
 q¨ (5.12)
and a generic Ji is:
Ji = JZMP (χi) Jχi (pi) Jpi (qi) (5.13)
The simulation results for the ZMP for the case of the dynamic controller are in
Figure 5.10. The dynamic controller responds to disturbances randomly created and
controls using joints accelerations. The feasibility of the control actions is shown in
Figure 5.11 and Figure 5.12, where the joints torques are depicted.
5.7 Walking pattern generation
The humanoid dynamics when the robot is standing on one leg can be simplified using
an inverted pendulum.
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Figure 5.10: ZMP position for the dynamic balance control by right standing leg
Such model can be used as a walking generator, as suggested by Kajita et al in
[110].
In particular, the motion can be described by the differential equation
p¨CoM =
g
zc
(pCoM − pZMP ) (5.14)
If p = ZMPpCoM , the general solution is:
p = pi cosh
(
t−ti
Tc
)
+ p˙iTc sinh
(
t−ti
Tc
)
p˙ = pi
1
Tc
sinh
(
t−ti
Tc
)
+ p˙i cosh
(
t−ti
Tc
) (5.15)
given the initial conditions (pi, p˙i) at time t = ti.
Defining Tc as
√
zc
g
, from Figure 5.13 and from Equation (5.15), the following
conditions hold:
β = α cosh
(
TSS
2Tc
)
vds(y) =
αd
Tc
sinh
(
TSS
2Tc
)
TDS = 2
1−β
vds(y)
d
(5.16)
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Figure 5.11: Right leg joints torques for the dynamic balance control by right standing
leg
Figure 5.12: Waist torques for the dynamic balance control by right standing leg
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Figure 5.13: Position and velocity of the CoM in the lateral plane
Figure 5.14: Position and velocity of the CoM in the step direction
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Figure 5.15: Relationship between lateral displacements and CoM height
The position and velocities trajectories using this model are presented in Fig-
ure 5.13 and Figure 5.14.
The relationship between the displacements in lateral motions and the CoM height
is presented in Figure 5.15.
5.7.1 Walking generation with velocity continuity
In order to properly join the different walking phases, it is possible to use a different
strategy for the double–support phase. In this phase the initial and final positions may
be interpolated using a third order polynomial giving position and velocity continuity.
The step generation is divided into three phases: a first double–support phase
used to carry the robot on single–support, the single–support phase and a last dou-
ble–support phase used to finish the step.
Given the exact displacements with a mean velocity in the sagittal plane to be
executed by the robot, the duration of these three phases are univocally determined
giving continuity among them. The results are given in Figure 5.16 and Figure 5.17.
Using this continuity in the position and velocity, this algorithm can be used for
generating a fast step when a large disturbance is affecting the robot. In particular,
when the robot is moving for a grasping task, a large disturbance may undermine
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Figure 5.16: Position and velocity of the CoM in the step direction using third poly-
nomial interpolation
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Figure 5.17: Position and velocity of the CoM in the lateral plane using third poly-
nomial interpolation
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Figure 5.18: Attitude and balance control scheme
the robot stability. In such case, a step in the direction of the disturbance may be
executed.
5.8 Attitude and balance control
The full humanoid control is achieved using the scheme in Figure 5.18.
The attitude estimation is achieved using the information of the motor encoders
and the IMU sensors, using the algorithm presented in Chapter 4.
The force/torque sensors in the robot feet are used to estimate the ZMP position
that feeds the ZMP controller, which is actually working as a switch between the
static controller and the dynamic one.
In the case of a large and impulsive disturbance, the ZMP controller switches to
the dynamic controller, whereas in the other cases, a static controller is used.
The online measurements are simulated adding a Gaussian noise at every iteration.
Such noise is filtered limiting the control peaks.
The ZMP measurements are shown in Figure 5.19, and the impulsive disturbances
occurring at t = 2.112 and t = 2.258 are highlighted in Figure 5.20.
The joints angles are depicted in Figure 5.22 and Figure 5.23 for the right standing
leg and the waist joint, respectively.
The feasibility of the control actions is shown in Figure 5.24, Figure 5.25, Fig-
ure 5.26 and Figure 5.27, where the joints torques are depicted.
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Figure 5.19: ZMP position for the attitude and balance control
Figure 5.20: Detail of the ZMP position for the attitude and balance control
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Figure 5.21: Attitude error for the attitude and balance control
Figure 5.22: Right leg joints angles for the attitude and balance control
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Figure 5.23: Waist angles for the attitude and balance control
Figure 5.24: Right leg joints torques for the attitude and balance control
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Figure 5.25: Waist torques for the attitude and balance control
Figure 5.26: Right arm joints torques for the attitude and balance control
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Figure 5.27: Left arm joints torques for the attitude and balance control
5.9 Chapter summary
This chapter has presented three types of controllers for the humanoid stability. An
attitude controller which aims at controlling the roll and pitch angles of the CoM with
respect to the world frame permits the robot to be always in a upright configuration.
Then, two balance controllers are presented. The use of one or another strongly
depends on the definition of the stability regions. Three stability regions are statically
defined, basing on the support polygon: a first inner region is considered safe in
terms of the robot balance. The outer regions are less stable and require the use of a
controller in order to avoid the drift of the ZMP away from the support polygon.
The robot stabilizer selects the controller that best fits the situation. In particular,
when a small disturbance is present, the static controller is used. The static controller
is actually controlling the configuration of the robot, without taking into account
inertial terms. For large and impulsive disturbances, the inertial effects have to be
used to dynamically control the robot. Thus, the robot reacts immediately to the
disturbance and then, using the proposed walking pattern generator, moves one step
in order to enlarge the support polygon in the direction of the step.
The effectiveness and feasibility of the presented controllers are shown in simu-
lation, adding a small continuous Gaussian noise and an additive larger disturbance
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Controller Elapsed time [s]
Attitude controller 8.16 · 10−4
Static balance controller 0.042
Dynamic balance controller 0.044
Table 5.1: Elapsed times for the attitude and balance controllers on a dual–core
1.86GHz processor
randomly.
Anyway, even if the whole humanoid structure is simplified using the double pen-
dulums, the complexity of the algorithms do not permit their use in real–time ap-
plications. In Table 5.1, the elapsed times for the different controllers are presented.
The calculation of the dynamical parameters and the subsequent control action to
be taken cause the times for the balance controllers to be very high. An algorithm
optimization is mandatory but possible in order to permit its effective use on a real
robot.

Chapter 6
Human–robot Collaboration
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We humans can interact with the world surrounding us using our arms and hands.
In this sense, the research in humanoid platforms tends to reproduce our arms and
hands in order to achieve a good manipulation. The term manipulation means to
operate with the hands in order to move or act on an object. For manipulation tasks,
the transfer of objects between humans and robots is a fundamental way to coordinate
the activity and cooperatively perform a useful work.
The objective of this section is to analyze the different methodologies proposed in
the research field regarding manipulation in collaboration with a human.
One of the most interesting works in collaborative manipulation is presented in
[111]. This method has been tried on the NASA Robonaut platform. The issues
addressed in this work are several and the most interesting ones, when operating in
conjunction with a human operator, are:
Vision system: The objective for the vision system is to provide the robot with
object recognition.
Pose estimation: The estimation of the object orientation is a real problem when
acting on real objects having a non–featured shape.
Grasping: The Robonaut robot employs a tactile glove for autonomous grasping
which is equipped with several low–resolution force sensors [112].
One interesting idea used in the field of collaborative manipulation is presented in
[113]. In this work, the idea is having different levels of autonomy for the humanoid
robot HRP–2.
When the robot is operating in a known environment, the human collaborator can
use only a few high–level commands in order to command the robot. In this case,
in fact, the definite knowledge of the environment permits the robot to move in it
almost autonomously.
On the contrary, when the robot is moving in a new environment, the human will
actually teleoperate it, having access to a lower level in the system architecture.
The problem of cooperative manipulation is simplified and successfully tested
on the 29 DOFs humanoid robot Domo, developed at MIT Computer Science and
Artificial Intelligence Laboratory (Cambridge, Massachusetts). When handing an
object to the robot, the problem of controlling the position and orientation of the
object is shifted to the human [114]. The robot detects when an object has been
placed in its hand, then tries to grasp it and can detect whether the grasp has been
successful or not.
In the robotic community there is a great interest in the field of human–robot
interaction. Many researchers are studying and developing several ways to permit
robots to easily and explicitly communicate with a human by gestures or speech.
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But this type of interaction, which is actually suitable for tasks in social robotics,
may become inappropriate for human–robot cooperative works in terms of the user
cognitive load because it forces the user to become familiar with explicit communica-
tion protocols.
On the other hand, in cooperative human–robot tasks different kinds of interac-
tions have been studied, such as an implicit and physical interaction for handling
objects, carrying objects and for outdoor tasks1.
In any case, these studies lack of a general architecture for the human–robot
collaboration and are limited to the information of force and vision.
In this section, one possible classification of the different types of modalities in a
collaborative context is presented:
Direct control: it refers to the most classical possibility of controlling the robot,
which is accessing directly to the PC onboard.
Visual and vocal interaction: this type of interaction is what in the research on
human–robot interaction is known as dialog management and gesture recogni-
tion.
Tablet PC and PDA system: it is the possibility to communicate with the control
PC via a notebook, or a personal digital assistant (PDA) equipped with a touch
screen giving the possibility to work with a fingertip, instead of a keyboard or
mouse.
Remote control: this indicates the possibility to operate the robot at a distance,
using teleoperation methodologies.
Taking the cue from the classification presented in [115], it is possible to define the
following parameters in order to characterize the different modalities of interaction
in collaborative systems:
Communication security: it refers to the possible errors that can appear during
the communication between the interface and the robotic systems.
Precision: it is the modality quality of being reproducible in amount or performance
giving the same result.
Adaptability to different tasks: if the interaction modality can be easily adapted
to several tasks.
Available computational resources: the interface has some processing capabili-
ties.
1http://www.phriends.eu, accessed on May 27, 2012
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Composition of robot teams: the possibility of using the same interface for dif-
ferent robots and different types.
Interaction roles: the roles that a human may have when interacting with a robot:
supervisor, operator, teammate, mechanic/programmer, and bystander [116].
Human–robot physical proximity: depending on the task and the type of the
interaction, robots and people may have different distances.
Decision support for operators: it is related to the type of information that is
provided to the operators to help them to decide.
Time/space taxonomy: humans and robots may share the same time (synchronous)
or different ones (asynchronous) and share the same place (collocated) or dif-
ferent ones (non–collocated) [117].
Required autonomy level of the robot: it studies if an intervention of the hu-
man is present and at which level.
Ease of use: during collaborative tasks, different interaction modalities may be im-
possible, complex or easy.
Table 6.1 compares the different modalities based on the characterizing parame-
ters.
Two cases of collaboration are analyzed in this chapter: a) the case in which the
human and the robot collaborate by means of an object is studied (close collabora-
tion), and b) the case of a collaboration in which the human and the robot do not
share the same environment (remote collaboration).
6.1 Architecture for human–robot collaboration
Within a collaborative working environment, it is possible to define a functional
architecture as the set of basic information processing capabilities available to the
system. In this section, the general architecture for the collaboration is presented,
which can be organized as shown in Figure 6.1.
The general network can have different local networks. For instance, a local net-
work can be a closed room, where different sub–networks are present: one sub–network
can be a robot. Every sub–network may have different services.
The possible services can be:
• Perception, i.e. vision, sound, force, detection, etc.
• Action, i.e. walk, manipulate, etc.
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Direct control Visual and vocal Tablet PC PDA system Remote control
interaction
Communication high low medium medium low
security
Precision high low high medium medium
Adaptability to low low medium medium high
different tasks
Available
computational high low high low high
resources
Composition of homogeneous heterogeneous heterogeneous heterogeneous heterogeneous
Robot Teams
Interaction Roles operator teammate teammate teammate operator
Human–Robot
Physical close close relatively close relatively close far
Proximity
Decision high availability no availability medium low availability high availability
Support for of sensors of sensors availability of sensors of sensors
Operators of sensors
Time/space synchronous– synchronous– synchronous– synchronous– asynchronous–
taxonomy collocated collocated non–collocated non–collocated non–collocated
Required reduced
autonomy level no autonomy high autonomy semi–autonomy high autonomy autonomy
of the robot
Ease of use complex easy medium easy medium
Table 6.1: Comparison between the different interaction modalities possible in a
collaborative working environment
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Figure 6.1: The general architecture for collaboration
• Decision taking, i.e. computational services.
For example, a camera in the room provides a perception service, whereas a robot
may only have action services.
Different ways to carry out the human–robot interaction, for instance through
direct contact, via PDA or a joystick, are graphically explained in Figure 6.2.
First of all a robot partner has to recognize what the human users are doing and
perceive their intentions or goals [118]. For inferring and reasoning these intentions the
integration of a sensorial system in the robot is especially important. For instance, in
order to achieve a collaborative transportation or an assembly task, the robot should
be provided with different types of sensors, such as force/torque ones and cameras.
The information from the sensorial system will be used by a control algorithm
that allows carrying out the collaborative task, ensuring the stability of the whole
system during the activity.
6.2 Close collaboration
When it is desired to attain the aim of coordinating a task between a human and
a humanoid robot such as transporting a long or a heavy object (like in the case
depicted in Figure 6.3), the problem can be studied modeling the robot arms and the
object as a closed chain.
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Figure 6.2: Modalities of the human–robot collaboration
Figure 6.3: An example of a human and a robot jointly transporting a table
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Figure 6.4: Kinematic model of the arms
For this kind of collaboration, the first version of the humanoid robot TEO (pre-
sented in Appendix A) is used: the RH–1 robot. RH–1 arms present several limita-
tions related to the robot mechanics. Each arm of the humanoid robot has only four
joints and the two arms share a common neck joint.
The drawback of such a model is that only the structure of the humanoid arms is
considered in the problem of joint manipulation. Of course, this is a strong simplifi-
cation, since the whole platform has actually 21 DOFs which are sufficient to achieve
locomotion and manipulation at the same time.
Khatib has solved this problem in [119] using a task–oriented framework for
whole–robot dynamic coordination and control.
But, in order to reduce computational complexity, it is possible to consider a
structure like the one in Figure 6.4, where the arms of the humanoid robot RH–1 are
presented in a schematic way. Two virtual joints, representing the movement of the
CoM in the horizontal and sagittal plane, have been added. This model has been
defined as the Virtual CoM Joints approach in [120].
These two virtual prismatic joints resume the kinematics of the robot legs. If the
position of this point is placed in the CoM of the robot, the solution of the inverse
kinematics becomes a reference for the mobile legged part.
Being xr and xl the position and orientation of the right and left arms, respectively,
the solutions qr and ql referring to the joint angles of the right and left arms must
be found.
The tasks to be implemented are the following ones:
• Task 1 : the EE of the right and left arms should coincide in position and
orientation.
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• Task 2 : the EE must follow a desired trajectory.
The first task can be written as:
x˙r = x˙l ⇒ Jrq˙r = Jlq˙l (6.1)
where Jr and Jl are the Jacobian matrices of the right and left arms, respectively,
and q˙r and q˙l the joints velocities of the two arms.
Now, a consideration has to be done. Every arm is constituted by a part that
is shared with the other arm (i.e. the CoM virtual joints and the neck joint) and a
distinctive one. Denoting by q˙C the common part and by q˙R and q˙L the distinctive
parts of right and left arm, respectively, it is possible to rewrite Equation (6.1) as:
x˙r = Jrq˙r = JCq˙C + JRq˙R
x˙l = Jlq˙l = JCq˙C + JLq˙L
(6.2)
JC being a 6 by 3 matrix, and JR and JL two 6× 4 matrices, related to the common
and the distinctive parts, respectively.
It is possible to write the objectives as follows:
• Task 1 : e˙1 = 0 = JRq˙R − JLq˙L
• Task 2 : e˙2 = x˙r = JCq˙C + JRq˙R
Writing the tasks in a conventional way, that is:
e˙ = Jq˙ (6.3)
Equation (6.3) can be written in matrix form:
[
e˙1
e˙2
]
=
[
0 JR −JL
JC JR 0
] q˙Cq˙R
q˙L
 (6.4)
In the most general case, matrix J in Equation (6.3) is composed by two matrices
6×11. This means that with these assumptions, using 6 DOFs for the closed kinematic
chain, it is only possible to specify the position and two orientations for the EE.
Now, if position and orientation along axis z0 is only being considered, the unused
rows of the Jacobian J can been removed, resulting a 10× 11 matrix:
q˙ = J†e˙ = J†
 0p˙d
ωz,d
 (6.5)
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where p˙d and ωz,d are the derivatives of the desired position and orientation (along z
axis) of the EE, respectively. In this equation the notation J† is used to denote the
right pseudo–inverse matrix of J.
Since the manipulator is redundant, the following solution for the inverse kine-
matics has been used [1]:
q˙ = J† (e˙ + Ke) +
(
I− J†J) q˙0 (6.6)
where q˙0 is an homogeneous solution, used to satisfy the additional constraint of the
distance from mechanical joint limits.
The task vector e is defined as
e =
[
e1
e1
]
=

ep,1
eO,1
ep,2
eO,2
 (6.7)
where ep,i and eO,i denote the position and orientation tasks, respectively, these being
referred to by the i subscript and defined as
ep,i = pd,i − pi
eO,i = ηiεd − ηdεi − S (εd) εi (6.8)
For i = 1, the desired position is xd,1 = 0 and the desired quaternion is Qd,1 =
{1,0}:
eP,1 = pl − pr (6.9)
eO,1 = −ε1 (6.10)
where ε1 is the vector part of the quaternion related to the matrix RrRl−1, which
depends on the matrices giving the reference of the EE for both arms.
For i = 2, the desired position is xd,2 = pd and the desired quaternion Qd,2 =
{ηd, εd} is defined by the rotation matrix Rd, which represents a rotation along the
z0 axis.
6.2.1 Simulation Results
The Virtual COM Joints algorithm presented here has been implemented using Mat-
lab R©. While the trajectory for the end-effector has been specified as a sinusoid, it has
been checked that the algorithm is always maintaining the same position and same
orientation for both arms.
The reference for the COM is shown in Figure 6.5, while the joints angles for both
arms are in Figure 6.6. The position and orientation errors for the closed chain are in
Figure 6.7, demonstrating the solution to the problem of the closed kinematic chain.
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Figure 6.5: Desired COM position in the horizontal plane
Figure 6.6: Joint angles of the arms
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Figure 6.7: Position and orientation errors between left and right arm
6.3 Remote collaboration
A kind of collaboration which does not imply a close interaction between the robot
and the user is what has been defined as remote collaboration. This could be the case
of a collaboration between humanoid robots and humans in order to achieve tasks in
space environments.
The user and the robot do not share the same physical environment but they work
together in order to accomplish a specific goal.
The robot has to be able to explore the surroundings and detect an object that is
placed in the scenario. The robot can go towards the object and take it.
One human–machine interface (HMI) permits the user and the robot to commu-
nicate, sending and receiving commands and data.
6.3.1 System architecture
A DH↔DR collaborative architecture has been developed for a human operator to
interact with a robot located at a remote location. Such architecture is based on the
concept: “what is Difficult or Dangerous for the Human (DH) will be Done by the
Robot (DR)” and “what is Difficult and Devious for the Robot (DR) would be better
Done by the Human (DH)”. Figure 6.8 shows the proposed human–robot DH↔DR
collaborative architecture.
A human operator monitors the state of the humanoid robot HOAP–3 in the
remote collaborative task. By means of an HMI the human operator will supervise
the robot, send instructions and provide assistance to the robot for the completion of
the tasks.
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Figure 6.8: DH↔DR collaborative architecture
The HOAP–3 software server handles the robot movements and motions and main-
tains the communication with the operator through the HMI regarding the status of
the tasks.
The software architecture is composed of four basic modules: a Perception module
for vision and sensory perception, a Shared decision–making module, the Hardware
Abstraction module and the Communication module.
The Perceptual module receives the sensor data from the robot sensory system.
It handles the vision services and the object recognition capabilities of the HOAP–3.
The Perceptual module provides the users with video feedback and visual cues, related
to what the robot is seeing. It detects and traces objects in their environment and
gives detailed information about recognized objects (such as distance and orientation
measurements).
The Shared decision–making module, based on local information provided by the
Perceptual module, will provide the Communication module with high level informa-
tion that can be useful for the human operator. Anyway, it is the user who, by means
of the Communication module, will select the action to be taken for a devious task,
whereas the robot will execute a standard task autonomously.
The third module is in charge of converting high level task references in motor
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commands: the Hardware Abstraction module implements the controller for the joint
actuators and generates appropriate trajectories for the walking, turning and grasping
motions.
Finally, a forth module handles the communication protocol between the HMI
and the human operator: the Communication module is responsible for establishing
a collaborative dialog between the human operator and the robot working together.
Such module translates the Robot Command Protocol (RCP) to forward the instruc-
tions from the operator back to the other services and gives the adequate responses
to the operator and the HMI.
6.3.2 Shared decision–making module
This module is in charge of switching between an autonomous task and a supervised
task and, in any case, generates high level decisions which, to the purposes of this
research, represent tasks for the robot.
The decisions may be taken with or without the help of the human depending on
the task itself.
The state machine corresponding to such module is represented in Figure 6.9. The
transition color is blue if the condition is coming from the Communication module
and red if it depends on the Hardware Abstraction module (HAM).
The module is waiting for a Control Request from the communication module
(transition 0.1). Once a user has taken control of the robot, the system is waiting for
the commands. A standard command will be put at the end of the queue (transition
1.2).
If the command is a direct command, it will by–pass the queue and will be sent
directly to the Hardware Abstraction module (transition 1.1). In this case the DM
bit (which stands for Direct–Mode) is activated (state 2).
If the user asks for disconnection (transition 1.3), the robot server is disconnected
from the user.
The queue resolution is graphically explained in Figure 6.10.
If the command read from the queue is an autonomous command (i.e. it does
not need human intervention), it is directly converted into a task for the Hardware
Abstraction module.
If the command is a shared–decision command (transition 0.2), the server will
provide the user with different strategies. Once a strategy is selected (transition 2.1),
the command is converted into a task for the HAM.
In the case of a walking command, this module will generate an abstract task
which is plugged into the Hardware module.
On the contrary, if the command is a grasping, the first problem to be considered
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Figure 6.9: State machine for the Shared decision–making server
Figure 6.10: State machine for the Shared decision–making queue resolution
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is the selection of the suitable arm. The robot, according to the local information pro-
vided by the Perception module, will generate the workspace and the manipulability
for each arm that can reach the object. Then, it will wait for the decision taken by the
human for the best manipulator (left or right arm) for grasping operations. In fact,
even if one hand is closer to the object than the other, the human may take another
choice according to the visual information showing, for instance, that an obstacle can
be on the trajectory.
The sensing system provides information about objects and a notion about the
uncertainty in such measurements, which is mandatory to decide whether the esti-
mation is accurate enough for performing the grasping operation or some cognitive
action should be taken for improving it.
In order to achieve the grasping using one of the arms, the decision about the best
one to perform that operation is supervised by an operator using the information
about the robot’s capabilities, object location in robot’s coordinates and informa-
tion about the manipulability. The whole system has been integrated using a layer
architecture that makes a functional decomposition of the different tasks.
6.3.3 Experimental results
For the experiments, an operator must connect to the robot, and a connection negoti-
ation according to predefined users and protocols ensue. Once the robot has granted
the connection, the operator would be able to see the remote scenario through the
eyes of the robot, receiving continuous vision feedback from the robot cameras. Fig-
ure 6.11 shows a human operator using the HMI and the HOAP–3 at the remote
environment.
The human–robot team are requested to look for an antenna and restore commu-
nications. An efficient way to do this is that the operator requests the robot to walk
around the environment until it sees an object. Since the human vision capabilities
to recognize objects are greater than the ones that can be implemented on a robot
platform, it would be on the operator side the responsibility to look on the video
feedback and tell the robot when the antenna has been found. Once the target ob-
ject is localized, the robot can autonomously walk towards the object up to a close
enough distance so that it can grab it when requested by the human operator. Depth
estimation using stereo vision allows reaching the objective and placing the robot in a
feasible location for the grasping operation. This operation is currently autonomous,
given the a priori known object.
Once the robot receives the operator strategy indication, the humanoid robot
would proceed to perform the requested action. Figure 6.12 shows the sequence of
a grasping operation tracking the object to manipulate. In order to accelerate the
convergence of the tracking, the grid–based method is initialized with a density quite
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Figure 6.11: Demonstration of the proposed teleoperated system on a ‘lunar scenario’
a) Robot HOAP–3 and a human operator work collaboratively on finding and moving
the antenna. b) The operator teleoperates the robot with the HMI using a pocket
PC.
similar to the actual location of the object.
6.4 System assessment
At the RoboticsLab of the University Carlos III of Madrid (UC3M) a lunar scenario
has been built to simulate the operation of a robotic agent working in collaboration
with a human in a space environment.
The task to be performed consists of teleoperating the robot HOAP–3, first walk-
ing through an enclosed hall and finding an object, in this case an antenna, then
grasping the object and placing it in a different location.
For the teleoperation task, the communication between the robot and the HMI is
performed over a standard Wi–Fi 802.11 network.
In order to evaluate the teleoperated system proposed here, several tests have
been conducted with HOAP–3. The robot walks in an enclosed corridor while being
teleoperated by a human agent. Through the HMI the operator sends walking and
turning movement commands. Video feedback from the robot cameras indicates the
operator that the robot has localized the antenna. Then, the robot approaches the
object up to a close enough distance so that it can grab it when requested by the
human operator.
A first development of the HMI (Figure 6.13) has been evaluated by the ICT&S
center, from the University of Salzburg, partner of the Robot@CWE project.
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(a) (b)
(c) (d)
Figure 6.12: Sequence of grasping operation using the techniques described in this
chapter.
Figure 6.13: First development of the HMI
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The HMI has been tested with HOAP–3 and the evaluation took place at the
RoboticsLab at the UC3M from 28th to 30th of October 2008.
Twelve people (6 females, 6 males) with an average age of 23.75 years participated
in the study; the youngest participant was aged 16, the oldest participant was aged
26. The nationalities of the participants were the following: Spanish (9), Columbian
(1), Italian (1) and Guatemalan (1). All participants use the PC and the internet
every day, and most of them (9 out of 12) use their mobile phone daily or at least
several times a week. All participants except one use a MP3 Player several times a
week.
The following research questions were investigated:
• How does the user experience the collaboration with the humanoid robot HOAP–3
when interacting via remote control?
• How do users perceive the system in terms of usability?
• Does the general attitude towards robotics change because of the interaction
with the robot?
• How did the users experience interacting with HOAP–3?
• How did the interaction with HOAP–3 affect participants?
• How do people imagine a future society with humanoid robots as co–workers,
after interacting with the robot?
Two tasks dealing with remote control of HOAP–3 via a computer interface had
to be accomplished by the participants.
Before starting with the tasks, participants got to know HOAP–3, the movements
it is capable of as well as vision and navigation through the interface in a learning
phase.
Afterwards, two tasks were performed by the means of a computer interface which
enabled participants to see through HOAP–3’s eyes and control its movements.
The users discovered several problems among which [121]:
• Feedback about the position of the head is missing
• The robot was considered too slow
• The interface does not provide any information about the distance to the wall
• Information about the global movement of the robot is missing
• The users did not like to use buttons
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Figure 6.14: New version of the HMI
• The users did not understand when a movement is finished
Based on the considerations of this evaluation, a new HMI has been developed,
shown in Figure 6.14.
Finally, the robot computes the best trajectory for the grasping movement and
performs accordingly to the operator decisions.
Figure 6.15 shows the experimental setup for the demonstration conducted with
the proposed teleoperated system. A human agent works collaboratively with a hu-
manoid robot by supervising, controlling and helping in the decision taken by the
robot.
A virtual scenario representing the real one has been designed, as shown in Fig-
ure 6.16. The idea is to use this scenario in order to provide the HMI with the global
position of the robot and give a visual and virtual information, that helps the user
understand the movements of the robot.
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Figure 6.15: Real scenario at RoboticsLab
Figure 6.16: The recreation of lunar scenario
6.5. Chapter summary 127
6.5 Chapter summary
This chapter has introduced and studied two kinds of human-robot collaboration,
that depend on the proximity between the two agents.
Even if a generic architecture is presented, two distinct cases has to be analyzed.
A first case, defined as close collaboration, has been analyzed under the kine-
matics point of view, allowing a possible joint collaboration. Such study has been
implemented in simulation using the RH–1 robot, a predecessor of the TEO robot.
The study has been used as an input for the future realization of the new platform.
Then, a second kind of collaboration is presented: the remote collaboration. This
is the case when the two agents do not share the same environments and need a
different kind of communication which is not physical one.
Using an HMI a human agent can work collaboratively with the robot in the
achievement of the proposed tasks.
The HMI allows an operator to see the environment from the robot cameras, as
well as to control various movements of the robot and give orders for doing some
tasks, e.g. “grab an object”.
The HMI provides several functionalities to the human agent working with the
robot:
• video feedback from robot cameras and visual cues of object recognition;
• control of movements of the robot head (pan and tilt);
• control of walking and turning movements of the robot;
• command the robot to perform higher order tasks, such as go to a specific
location, grab an object or drop an object;
• communication feedback with a log of the commands between the operator and
the robot.
The HMI should also give the operator more feedback from the robot environment
and the state of the robot actions.
The HMI and the robot communicate using an application–level protocol which
specifies how the client HMI application talks with the server in the robot. It is a
hierarchical protocol, structured in several and specific sub–protocols. Such a protocol
has been defined as Robot Command Protocol (RCP) and designed within the project
Robot@CWE [122]. The RCP is presented and defined in Appendix E.
The remote collaboration system has been tested with human non–technical users.
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7.1 Conclusions
This research has focused on the aspects of the humanoid control when collaborating
with human agents. The concepts of collaboration and interaction among human and
robot agents have several features in common, but they may differ in the achievement
of the goal. A robot which is collaborating with a human partner shares his same
goal and it is required to actively participate to the particular executing task. In
addition, when referring to humanoid robots further requirements must be fulfilled in
order to realize an efficient system architecture.
The use of humanoid robots that can support human daily activities are expected
to significantly help people in work sites, especially in dangerous and emergency
situations. Before this vision becomes a reality, many important challenges need to
be addressed. For such reason, a human–conceivable interaction is essential.
Although many barriers have been overcome, the intelligence and autonomy of
robots is not even close to mankind. Humanoid robots still depend on human guid-
ance. Thus, since robots are not fully autonomous, many applications rely on a direct
teleoperation which is now actually converging to telepresence, in which the human
feels the interaction in several ways. This concept can actually be extended to the use
of robots which share the command of the operation with the human. This means
that robots may guide the human in some situations, and still be teleoperated in
other ones.
Clearly, there is a growing need for research on human-robot collaboration and
models of communication between human and robotic systems. Such communication
can be explicit, in the common sense we humans intend, but it can be also implicit:
this could a case, still common among humans, in which the partners are physically
in contact. It is evident that such situations must be faced in two different ways, but
they still share a common background.
Humanoid robots may be the perfect tool for collaborating with humans, since
they are physically complex like human bodies and, this way, they can achieve similar
tasks. Anyway, such robots still lack many basic capabilities which could permit their
use in collaboration with humans.
The collaboration between a robotic and a human agent has special requirements
from a control point of view and for the interaction modalities. The agents may
interact having special interfaces or directly through a physical contact. In this case,
a special control technique has to be used which takes into account the disturbances
that arise from the contact.
The humanoid robot is a high–dimensional space, but when a stabilization control
is required, there is a need for using a model close as much as possible to the reality,
like any other system. In this research, a very simplified model is shown to be suitable
in many situations which could be common in collaborative human–environments.
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The advantages of a simplified model result in the possibility of being used in real–time
applications.
In Chapter 3, a full humanoid model has been used to validate the simplified
models. In particular, this Thesis has used the double (inverted) pendulum as a basic
model.
The non–inverted case has been used on the HRP–2 robot in order to reduce the
dynamical effects provoked by the floating leg in walking tasks.
In fact, among different trajectories it is possible to choose the one which allows
reducing the impacts on the ground. This is made possible through interpolating
polynomials that produce continuity in acceleration, velocity and position.
Using the simplified model of the floating leg, the mean torque on the CoM is
reduced finding two appropriate via–points through which the floating foot has to
pass.
The full humanoid model is used for the robot attitude estimation. The typical
estimation is done using the EKF, combining the information of the accelerometer
and the gyroscope.
In Chapter 4, the attitude estimator (still based on the EKF) also uses the in-
formation coming from motor encoders. In fact, using the robot kinematics and
identifying the support phase from the force sensors in the robot feet, when the robot
is balanced, it is possible to calculate the orientation of the CoM with respect to the
world frame. The robot attitude estimation is achieved using an EKF which combines
the IMU measurements with the predicted kinematics due to the robot joints. The
inclusion of kinematics information has reduced the error in the estimation especially
during the impacts, where an acceleration peak occurs.
A good attitude estimation is used by the balance control, which is based on the
double inverted pendulum simplified model. In particular, the robot is simplified as
four pendulums, one for each leg and arm.
The combination of these pairs of inverted pendulums is used in order to get an
estimated model for predicting the ZMP.
A balance and attitude controller is proposed in Chapter 5 in order to stabilize
the robot. An attitude controller is controlling the roll and pitch angles of the CoM.
The balance controller is working basing on the concept of the stability regions.
The support polygon is actually divided into three regions which represent three
different stable situations: the inner region is the most stable, whereas the outer
region needs an effective control in order to avoid the loss of balance. When a small
disturbance is affecting the ZMP, a static balancer is sufficient in order to reduce the
difference between the foot center and the ZMP. The static balancer is working as a
secondary–priority controller while the robot is moving.
The dynamic balance controller acts when a large and impulsive disturbance takes
place. In this case, the inertial effects due to the acceleration of the CoM and the
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arms are used to respond. In such case, the controller priority is the highest, thus
the robot leaves the present task and then makes a step which is used to enlarge the
support polygon.
The step generator needs a continuity in velocity in order to reduce additional
inertial effects which can further undermine the robot stability. For such reason a
walking pattern generator is presented which interpolates position and velocity for
the CoM.
Chapter 6 has focused on aspects of human–robot collaborative work in unstruc-
tured scenarios. Two kinds of human–robot collaboration are presented. First, a
physical human–robot collaboration is analyzed when the human and the robot share
the same workspace and a common object, as in the case of a joint transportation.
In the case of a humanoid that should sustain an object together with a human,
the problem from a kinematical approach has been faced. This has exhibited the me-
chanical limitations of humanoid robot RH–1, encouraging the RoboticsLab research
group at the UC3M to investigate a different structure for the upper part, which is
currently being developed for their new version of humanoid robot TEO.
A second collaboration case is named remote collaboration: the human and robot
agents do not share the same environment and need communication capabilities. The
collaborative architecture is based on the DH↔DR concept allowing a human–robot
team to interact and cooperate during the execution of a task.
By means of an HMI, a human operator can teleoperate the robot and choose,
among different approaches, the way then robot can perform an action such as, for
instance, “grab an object”. The HMI also includes a video streaming of the robot
cameras: the roll and pitch nuisance has been reduced conveniently filtering the
images. The HMI design is critical since it is the unique way the human operator can
supervise and command the robot: its design should be simple, usable and efficient.
The communication between the two agents is achieved through the RCP, a
text–based protocol, simple to understand and debug. As a result of its general-
ity, such protocol can be used for a generic target robot described by a high–level
model as well as the designed HMI can also be reused for other humanoid platforms.
A hypothetical lunar scenario has been used for testing the proposed architecture:
the commercial Fujitsu HOAP–3 humanoid platform was teleoperated until it could
recognize an antenna and grasp it after an exchange of messages with the human.
In conclusion, the proposed architecture could result troublesome for long and
repetitive tasks: this system is particularly convenient only if the time efficiency is
not an essential parameter. Additionally, non–specialist users could encounter the
system unpleasant due to the lack of familiarity with teleoperation issues and with
concepts such as manipulability or workspace.
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7.2 Main contributions
The main contributions of this work can be synthetically described as:
• humanoid attitude estimation, presented in Chapter 4
• balance control, shown in Chapter 5
• human–robot collaborative approach, introduced in Chapter 6
The attitude estimation has been performed and compared with the estimation
done by the HRP–2 stabilizer.
Several experiments have been carried out with the HRP–2 robot and the real
attitude has been measured using a motion capture system. The comparison between
the proposed algorithm and the HRP–2 stabilizer shows that the first one is getting
a reduced error in the estimation and is more robust to robot impacts.
The balance controller is working based on the concept of the stability regions. The
novel concept of the stability regions permits to determine the level of invasiveness
of the control algorithm. For the most stable region, no action is required for the
balance. The second region needs a balance action: in this case, a static balancer
is proposed which is actually working ‘behind’ the task controller using the unused
DOFs. Finally the most critical case is managed by the dynamic balancer which has
been proposed to act on the joints acceleration achieving a fast controller.
Finally, the DH↔DR concept is a general collaborative scheme which can be
extended to any kind of robot that has to be used with human teams. It has been
tried and tested on the real HOAP–3 robotic platform by non–technical human agents.
This concept, based on the simple idea which is behind any kind of organization,
where all the agents contribute for the same goal and provide their own skills, has
several advantages that permit to use the robot in complex tasks that are normally
not achievable by a full–autonomous robot.
7.3 Future works
This work has open many issues in the framework of humanoid robot collaborating
with humans. Some possible consequent studies are as follows:
• A comparative evaluation of the attitude estimation is necessary, based on dif-
ferent robot motion tasks.
• Other kinds of algorithms for the estimation can be exploited, such as particle
filtering. A good extension of the algorithm may be the use of an n–states
estimator, in which a different estimator is used for each robot phase (single–and
double–support).
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• A complete state machine needs to be designed: the states have to take into
account the particular posture of the robot together with the prediction of the
next one. This way the controller may act depending on the particular task the
robot is executing.
• As previously stated, the main issue regarding the balance controller is the
algorithm complexity. An optimization of such algorithm is necessary in order
to reduce the computational cost and thus improve the real–time response to
abrupt external disturbances.
• A distributed system may help in calculating the complete humanoid dynamics
and correct the control action for the balancer.
• A whole controller that combines the advantages of the static and dynamic
controllers may still be necessary, making use of a preview controller.
• Such controller may also be used for the physical collaboration. An external
force or torque due to the interaction with the human can be estimated using
the robot simplified dynamics and generate a control action.
• The information of force/torque sensors in robot wrists is necessary in order to
predict human movements.
• An impact controller, acting when the robot is impacting the ground with one
foot, needs to be implemented.
• A virtual external force may be used as input for the robot control in particular
situations, such as the case the robot wants to move an object whose mass is
comparable with its mass.
• Virtual forces may also be used as a motion generator for the robot.
• A vision system able to predict human movements may provide further infor-
mation for the robot reaction to the interaction.
• The collaborative scheme still lacks many functionalities, such as a direct stop
that should move the robot to the closest stable configuration.
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Humanoid robot TEO (Task Environment Operator) is the successful result of sev-
eral years of research carried out by the robotics group RoboticsLab at the UC3M.
The RoboticsLab researchers have been working for many years on the RH project,
realizing the RH–0 and RH–1 platforms. They are robust and open humanoid plat-
forms for research on biped walking, balancing control, and human-robot interaction.
The RH–1 humanoid robot platform of 1.45m and 50Kg has been designed com-
pletely at the UC3M [123]. This robot has been thought to work in human–robot
collaboration tasks in indoor and outdoor environments, e.g. mounting panels or
transporting objects with human cooperation. The sensorial system of the robot,
divided into two parts, has been designed to allow collaboration tasks: 1) sensors for
locomotion (accelerometers and inclinometers) and 2) sensors for interaction (camera
and microphones). The HMI of the robot could work through the friendly–oriented
menus of the central computer or via voice commands [124].
Neverthless, the main research objectives of this platform have been limited to the
stability of the robot and the gait generation [123] without considering upper part
movements related to physical collaboration. As a main problem, the mechanical
structure of this prototype has not been very robust and has presented limitations
regarding the flexibility of the whole body, which has hardly complicated the balance
control, and thus reducing the applications range. The RH–1 has also presented
strong limitations in the energy efficiency due to its weight and its limited power
capabilities.
The research team at RoboticsLab is now working on the development of the
new platform TEO, which better suits the needs for using this platform in a human
environment, equipping it with as special sensors system, composed of force/torque
sensors in the wrists the feet together with cameras in the head, and accelerometer
and gyroscope sensors in the chest [125].
Basing on the previous experience, an optimal mechanical design of the structure
has been realized. This entails a lighter structure which can be better introduced in
human environments. Additionally, the use of a fuel cell as a battery is supposed to
improve the energy efficiency, increasing the autonomy of the robot.
TEO addresses challenges in the fields of motion, safety, energy efficiency, and
power autonomy performance. The mechatronics of this structure has been inspired
to be capable of realizing the human adaptable locomotion and to physically achieve
complex tasks with humans. Whereas the upper part of RH–1 robot presented several
limitation, TEO arms and waist were added two DOFs each in order to extend the
workspace and to raise the manipulability in the different configurations. This way,
TEO robot has now 26 DOFs. A tangible difference concerns the structure: RH–1 was
skeleton-like where electronics was attached to. This strongly limited the possibility
of adding new components. Thus, TEO has a box-like structure which includes inside
all the electronics.
140 Appendix A. TEO Robot
Figure A.1: RH–1 and TEO platforms
A schematic comparison between the two platform is presented in Figure A.1.
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The HOAP series robots have been an advanced humanoid robot platform manu-
factured by Fujitsu Automation in Japan1. HOAP is an abbreviation for “Humanoid
for Open Architecture Platform”.
In 2001, Fujitsu realized its first commercial humanoid robot named HOAP–1.
The HOAP–2 was released in 2003 followed by the HOAP–3 in 2005. Hoap–3 Robot
has been the last humanoid platform realized by Fujitsu Automation.
The small humanoid robot HOAP–3 [126] is about 60cm in height; therefore it is
easy to treat since it is small and lightweight (the weight is about 8kg if the battery
is removed).
The HOAP system consists of the robot body, a control PC and the power supplies.
The control architecture operates on RT–Linux mounted on a personal computer
and communicates with the robot main part via a USB interface or wi–fi communi-
cation.
HOAP–3 robot (Figure B.1) has a total of 28 joints, distributed as:
• 6 DOFs in each arm
• 6 DOFs in each leg
• 3 DOFs in the head
• 1 DOF in the body
The sensors onboard the robot are:
• Posture sensors: a gyroscope and an accelerometer
• Contact sensors: in every corner of each foot
• Grip sensor: in the thumb of the hands
• Two USB cameras in the head
Its structure and sensor system permit to try different control architecture thought
to be used in a collaborative system.
1http://jp.fujitsu.com/group/labs/techinfo/techguide/list/robotics_p11.html, ac-
cessed on May 27, 2012
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Figure B.1: The HOAP–3 platform
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The HRP series robots are part of the Japanese Humanoid Robotics Project
headed by the Manufacturing Science and Technology Center (MSTC), which is spon-
sored by the Ministry of Economy, Trade and Industry (METI) through New Energy
and Industrial Technology Development Organization (NEDO). Recently Kawada1,
that is actually designing and integrating these platforms, has released the forth plat-
form (HRP–4), but the platform used as a reference for this work is the HRP–2.
The height of the HRP–2 robot (Figure C.1) is 154 cm and its width is 62 cm.
Its weight (including batteries) is 58kg. The robot has 30 DOFs and can walk up
to 2 Km/h. Its force/torque sensors placed in the feet and wrists allow using it as a
platform for the collaborations.
The main characteristics of HRP–2 are the cantilevered crotch joint which al-
lows walking in a restricted area and its compact electrical system which avoids the
“backpack”, that is typical in many humanoids.
The combination of different functional control elements is made possible thanks
to the OpenRTM-AIST, a special middleware implementation.
HRP–2 has been used for experiments to further develop robotic technologies in
the areas of “walking on uneven surfaces”, “lying down and getting up” [24], and
“human–interactive operations in open spaces” [10].
Several applications have been studied using the HRP robot in collaborative tasks.
For instance, the HRP–3 robot has been utilized in teleoperation [127]. This way, it
could be used in maintenance tasks for energy plants, where the robot semi–autonomy
will help to perform the operation it has been assigned.
1http://global.kawada.jp/mechatronics, accessed on May 27, 2012
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Figure C.1: The HRP–2 platform
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Here the kinematic models for the complete humanoid robots are presented. This
models are based on DH convention and they are shown to be unique for all the
platforms that have been used in this research. Finally, Figure D.6 represents the
dynamical model of HOAP–3, realized in SimMechanicsTM.
Table D.1: DH parameters for a humanoid floating leg (Figure D.1)
Name Joint type number ai αi di θi
Right hip Yaw 1 0 pi
2
0 θ1 +
pi
2
Roll 2 0 −pi
2
0 θ2 − pi2
Pitch 3 Leg Link2 0 0 θ3
Right knee Pitch 4 Leg Link3 0 Leg Link4 θ4
Right ankle Pitch 5 0 pi
2
0 θ5
Roll 6 Leg Link5 0 0 θ6
Table D.2: DH parameters for a humanoid standing leg (Figure D.2)
Name Joint type number ai αi di θi
Right ankle Roll 1 0 pi
2
0 θ1
Pitch 2 Leg Link3 0 Leg Link4 θ2
Right knee Pitch 3 Leg Link2 0 0 θ3
Right hip Pitch 4 0 −pi
2
0 θ4
Roll 5 0 −pi
2
0 θ5 +
pi
2
Yaw 6 Leg Link1 0 0 θ6
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Figure D.1: Kinematic model for a humanoid floating leg
Table D.3: Dimensions for humanoid legs
Name Symbol Length [m]
TEO HOAP-3 HRP-2
Waist Leg Link1 0.146 0.039 0.06
Femur Leg Link2 0.33 0.105 0.3
Tibia Leg Link3 0.3 0.105 0.3
Patella Leg Link4 0.033 0 0.035
Astragalus Leg Link5 0.124 0.040 0.105
Table D.4: DH parameters for a humanoid flexible ankle (Figure D.3)
Name Joint type number ai αi di θi
Flexibility Roll 1 0 pi
2
0 θ1
Pitch 2 0 −pi
2
0 θ2 − pi2
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Figure D.2: Kinematic model for a humanoid standing leg
Figure D.3: Kinematic model for a humanoid flexible ankle
Table D.5: DH parameters for a humanoid torso (Figure D.4)
Name Joint type number ai αi di θi
Torso Yaw 1 0 −pi
2
0 θ1
Pitch 2 −Torso Link1 0 0 θ2
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Figure D.4: Kinematic model for a humanoid torso
Table D.6: Dimensions for humanoid torso
Name Symbol Length [m]
TEO HOAP–3 HRP–2
Waist Waist Link1 0 0.035 0.032
Waist Link2 0.287 0.055 0.351
Torso Torso Link1 0 0.035 0.130
Torso Link2 0.060 0.070 0.118
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Figure D.5: Kinematic model for a humanoid arm
Table D.7: DH parameters for a humanoid arm (Figure D.5)
Name Joint type number ai αi di θi
Right shoulder Pitch 1 0 pi
2
0 θ1 +
pi
2
Roll 2 0 pi
2
0 θ2 − pi2
Yaw 3 0 −pi
2
−Arm Link2 θ3 + pi2
Right elbow Pitch 4 0 pi
2
0 θ4
Right wrist Yaw 5 0 −pi
2
−Arm Link3 θ5
Pitch 6 0 pi
2
0 θ6
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Table D.8: Dimensions for humanoid arms
Name Symbol Length [m]
TEO HOAP–3 HRP–2
Chest Chest Link1 0 0 0.093
Chest Link2 0.245 0.055 0.063
Clavicle Arm Link1 0.340 0.111 0.250
Humerus Arm Link2 0.337 0.111 0.250
Ulna Arm Link3 0.210 0.171 0.250
Figure D.6: HOAP–3 dynamical model
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The Robot Command Protocol (RCP) was originally defined in [128] and can be
decomposed into several sub–protocols, and, as for the RoboLink protocol [129], is
organized into “profiles”. Each sub–protocol contains a set of commands used for a
single purpose. The list of RCP sub–protocols is shown in Table E.1.
Design goals for the protocol are: simplicity, generality, flexibility and expressive-
ness. The protocol should be simple in the sense that no unneeded features should
be added; the protocol should be general and flexible enough to be used for several
use cases without modifications. A powerful characteristic that leads to both flexibil-
ity and expressiveness can be identified as orthogonality, which can be achieved by
clearly separating disconnected functionalities while at the same time allowing their
combination without unneeded constraints.
RCP is a text–based protocol which has its roots in Unix protocols like SMTP or
FTP. Each RCP command is a text string terminated by a newline character. The
RCP protocol presents various attractive characteristics:
• The resulting protocol is simple to understand and implement.
• Support for robot control can also be easily added to programs different from
this HMI.
• The protocol is lightweight; since the robot has limited computational resources
that can be dedicated to command parsing, this was an important design goal.
• The human–readable text commands make debugging easy.
• The protocol is also general in that it has not been designed for a specific target
robot, but for a generic target robot described by a high–level robot model.
One can start and end a communication with the robot using the connection
sub–protocol. Once connected, you can use any of the other sub–protocols, for ex-
ample the sensor reading sub–protocol, which allows operator access to the output of
robot sensors.
The sub–protocols summarized so far could be used by multiple users connected
to the robot at the same time, since they are mostly composed of query commands,
but other sub–protocols which really control robot movements need exclusive access
to it. Thus it is necessary for the operator to acquire a sort of “exclusive lock” using
the control negotiation sub–protocol before issuing action commands. This ensures
only one user at a time can control the robot. Once a user has acquired exclusive
control over the robot, he/she can use the basic movement sub–protocol to translate
or rotate it.
A basic movement sub–protocol is detailed as an example. The basic movement
sub–protocol defines movements of the body and head for teleoperation of the robot.
A general MOVE command presents the following structure:
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MOVE <movement type><direction><count><unit>
Currently three movement types of the command are supported:
MOVE WALKING [FORWARD|BACKWARD] <count> STEPS
MOVE TURNING [LEFT|RIGHT] <count> DEGREES
MOVE HEAD [UP|DOWN|LEFT|RIGHT] <count> DEGREES
The MOVE command is a good example of the flexibility of the protocol, in that
its structure allows adding new movement types easily. For example a new BOWING
movement could be added. As movements are not an instant action, the robot can
send multiple replies in response to a MOVE command:
OK COMMAND <command id> QUEUED
OK COMMAND <command id> STARTED
OK COMMAND <command id> COMPLETED
The first reply is sent as soon as the command is accepted; the second one when
the command is considered for execution and the third one after the movement has
been completed.
Robot movements depend on parameters such as speed and step length. These
(and other) parameters can be read or set via the configuration sub–protocol.
The generic robot model includes a command queue, where commands are inserted
before being executed. So, even if commands are sent by the user before the current
movement has been completed, they are put into the queue and executed sequentially.
However, while the robot is moving the user may notice he/she has made a mistake
(e.g. the robot is going too far away) and want to stop the robot immediately,
without waiting for all commands in the queue to complete. This is a situation in
which the direct command execution sub–protocol is useful, because it allows sending
a command which is executed immediately, bypassing the queue. For example the
user will issue the command
DIRECT STOP
The robot executes the STOP command immediately. It terminates the current
movement by reaching the nearest stable position, clears out the queue and sends
a reply to the user. The DIRECT command described above is a good example
of orthogonality because it can be combined with any other command, used as a
parameter, to make it bypass the queue. Also the STOP command is orthogonal
because it can be used to terminate any command, not only movements. The reply
sent by the robot after executing the STOP command is:
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OK COMMAND <cmd id> INTERRUPTEDBY <cmd id>
From the above line it can be noted that IDs are used to refer to commands.
Every command is assigned an ID by its receiver (i.e. the robot or the HMI). Then
the receiver sends the counterpart a reply indicating whether the command has been
accepted or not. Successful replies always start with “OK”, while unsuccessful ones
start with “KO”.
The goal–setting sub–protocol presents a more advanced way of controlling robot’s
movements. This sub–protocol allow for higher order request to be send to the robot
with a task goal oriented movement in mind. In order to tell the robot to go towards,
grab or drop an object the user issues the commands:
GOTO OBJECT(<object id>)
GRAB OBJECT(<object id>)
DROP OBJECT(<object id>)
The protocol allows defining the robot’s target position in two ways; one is to
define the position with a pair of coordinates, while the other is to indicate an object
as a target.
The relevant command is GOTO, which is shown below in its two variants:
GOTO OBJECT(<object id>)
GOTO <x><y>
If the target position is occupied by an object, the robot cannot stop exactly
there; in this case the robot stops within a certain range (defined by a configuration
parameter) from the target.
The same target–object specification of the goal–setting sub–protocol is also used
in the object grabbing sub–protocol. In order to tell the robot to grab or drop an
object the user issues the commands:
GRAB OBJECT(<object id>)
DROP OBJECT(<object id>)
Typically these kind of high–level operations are not unambiguously defined by the
target object only, but involve some decision about which strategy should be used for
executing the operation. For this purpose a specific strategy selection sub–protocol
has been defined with which both the robot and the user collaborate in deciding which
strategy to use for the operation at hand.
The strategy selection dialogue is initiated from the robot side with a request
listing the possible strategies:
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SELECT STRATEGY FOR <cmd id> [<strategy 1>, <strategy 2>...
<strategy n>]
Then the user chooses a strategy and communicates his/her decision with the
command:
USE STRATEGY FOR <command id><strategy>
After the strategy has been selected, the robot can actually grab or drop the
object.
In this work a subset of the full protocol described above has been implemented.
A reference of all the commands currently defined in the RCP protocol is shown in
Table E.2.
A final remark has to be done: the transmission of the video stream from the
robot camera is not defined as part of the command protocol, as it happens on a
separate channel using an ad–hoc streaming protocol.
163
Name Number of commands
Connection 2
Control negotiation 2
Basic movement 3
Direct command execution 1
Configuration 2
Sensor reading 1
Positioning 2
Notification tbd
Goal–setting 1
Object grabbing 2
Strategy selection 2
Table E.1: RCP Sub–protocols
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Sub–protocol Command
Connection CONNECT <profile>
DISCONNECT
Control negotiation CONTROL BEGIN
CONTROL END
Basic movement MOVE <movement type><direction><count><unit>
STOP
Direct command
execution
DIRECT <command>
Configuration QUERY PARAM <parameter name>
SET <parameter name><parameter value>
Sensor reading QUERY SENSOR [<label>,... , <label>]
Positioning QUERY POSITION
POSITION <x><y><confidence>
Notification tbd
Goal–setting GOTO OBJECT(<object id>)
GOTO <x><y>
Object grabbing GRAB OBJECT(<object id>)
USE OBJECT(<object id>)
DROP OBJECT(<object id>)
Strategy selection SELECT STRATEGY FOR <cmd id>[<strategy 1>, ..., <strategy n>]
USE STRATEGY FOR <cmd id><strategy>
Table E.2: RCP commands
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