Using the method of lower and upper solutions, we study the following singular nonlinear three-point boundary value problems:
Introduction and Main Results
In this paper, we consider the three-point boundary value problem ( ) ( ) ( ) ( ), (0,1), (0) 0, (1) ( ), and showed the solvability and non-solvability results from either the half-eigenvalue or the Fucik spectrum approach. As we known, the method of upper and lower solutions is very important for the study of the boundary value problems, see [8] - [18] . Therefore, establishing the method of upper and lower solutions for three-point boundary value problems is necessary and important.
In [19] , when f is nondecreasing on x, Du heat conduction in electrically conducting materials, see [20] - [25] for a detailed discussion. An interesting result comes from [25] , in which, using method of upper and lower solutions, Shi and Yao discussed the following problem 2) If 0 , 1 p q < < , (1.1) has an unique (2) is increasing with respect to λ . Theorem 1.3. When This paper is organised as follows. Some preliminary lemmas are stated and proved in Section 2. And Section 3 is devoted to prove the results.
Preliminaries
In this section, we first consider the following problem 
Lemma 2.1. (see [6] ) The spectrum ( ) L σ of problem (2.3) consists of a strictly increasing sequence ofeigenvalues 0
φ is strictly positive on (0,1) . Lemma 2.2. Suppose that
x t x h t t
has an unique solution in 
Then the problem (2.1) has at least one solution
Proof. The proof proceeds in five steps.
Step 1. We consider a new modified problem. From (2.5), there is an 0 R > be large enough so that And (2.6) guarantees that there is an ( ) N t with
Choose a 0 λ > and consider the new boundary value problem
where 0 1 a
Step 2. We discuss the existence of a
Now Lemma 2.2 guarantees that for each
, the linear problem
has an unique C[0,1] solution
( )
e t v t G t s h s ds a G s h s ds s e ae
η η = + ∈ − ∫ ∫ For 1 [0,1] x C ∈ , define ( )( ) ( , ( ), ( )) ( , ( )), [0,1] Fx t g t x t x t t x t t λχ ′ = + ∈ and 1 1 1 0 0 1 1 ( ) ( )( ) ( , )( )( ) ( , )( )( ) , [0,1]. (1) ( ) η η = + ∈ − ∫ ∫ e
t Tx t G t s Fx s ds a G s Fx s ds s e ae
From (2.9) and (2.10), we have
implies that the functions belonging to
are bounded and equicontinuous. The Arzela-Ascoli
Theorem guarantees that
is relatively compact. The proof of the continuity of T is standard. Using the Schauder's fixed point theorem, we assert that T has at least one fixed point
Step 3. The solution x of (2.11) is such that ( ) ( )
We prove that ( ) ( )
only. In fact, suppose that there ex- (1) 
This is a contradiction.
A similar argument holds to prove ( ) ( )
Hence, from (2.10), one know that x satisfies that
x t g t x t x t f t x t x t N t t
Step 4. The solution x of (2.11) is such that
On the contrary, suppose that there is a
Without loss of generality, we assume that ( )
Without loss of generality, we assume that ( ) 0
Then, from (2.12), one has
R x t t x t t t t t t t t t t ds ds dx t s s x t x t g t x t x t dt dt x t x t t x t dt t dt x t
, which together with
Step 5. We claim that ( ) x t satisfies (2.1). 
solution of (2.1). The proof is complete.

Now we consider the following problem 
Upper solution is defined by reversing the above inequality signs in problem (2.14).
By Theorem 2.1, we have following result. 
2) 
Proofs of Main Theorems
In this section, we'll always assume that ( , ) ( In [19] , when ( , ) f t x is increasing in x, the problem 
(1 ) We choose 
t K t w t w t t x t w t t i j x ax
be a solution of (3.1.1).
In (3.1.4), letting 1 j = we have 
( ). q p w t K t w t w t t w t w t t i j w aw
Combining it with (3.1.5) we have 
] ( ). 
we have 
We define an operator 
where
Now we consider an approximate problem of (3.2.1) as follows
Let ε very small. We'll verify that 
n n a a a a n n n n α α η ε ϕ η εϕ η − + = + − − − < , which imply that ( ) n t α is a lower solutions of (3.2.2).
In the following, we'll construct an upper solution of (3.2.2). Let
where M is big enough for
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. Because that ε is small and n is big enough, 
). 
