We consider open systems generated from one-dimensional maps that admit a finite Markov partition and use the recently developed theory of isospectral graph transformations to estimate a system's survival probabilities. We show that these estimates are better than those obtained through a more direct approach.
Introduction
Recently, a nontrivial relation between the dynamics of networks and the dynamics of open systems has been found. This discovery has lead to advances in the analysis of network dynamics and has also introduced a new research direction concerned with the finite time properties of open systems with finite sized holes.
The main idea behind this approach is that network dynamics can be broken down into three parts; (i) the network's graph structure, often referred to as its topology, (ii) the local or intrinsic dynamics of the network elements, and (iii) the network interactions between these elements. To each of (i)-(iii) there is an associated dynamical system, which together can be used to characterize the dynamics of the network [2, 3, 5, 8] . The same approach can be used to study the topological properties of open dynamical systems [1, 9] .
One of the fundamental concerns in the study of networks is understanding the relation between a network's structure and its dynamics. However, the networks we often encounter in either nature or engineering are typically very large, i.e. have a large number of elements. It is therefore tempting to want to reduce such networks by excluding some subset of these elements while preserving some important characteristic(s) of the original network.
Since real networks are typically dynamic, one might first consider the spectrum of the network's weighted adjacency matrix to be one such a characteristic worth preserving. That is, one could hope to find a way of reducing a network while maintaining its spectrum. However, it seems immediately clear that such an "isospectral reduction" is impossible based on the Fundamental Theorem of Algebra.
In fact, it is possible to reduce the size of a network (or matrix) while preserving its spectrum. This theory of isospectral reductions can be found in [6] and is part of a larger theory of isospectral transformations introduced in the paper. Such transformations were used in [7] to improve each of the classical eigenvalue estimates associated with Gershgorin, et. al. [10] .
In the present paper we make use of this interplay between dynamical networks and open dynamical systems. We obtain estimates of survival probabilities for a class of one dimensional maps which admit a finite Markov partition. Most importantly, we shown that any isospectral transformation corresponding to an open system leads to sharper estimates of system's survival probabilities.
Open and Closed Dynamical Systems
Let f : I → I where I = [0, 1]. For 0 = q 0 < q 1 < · · · < q m−1 < q m = 1 we let ξ i = (q i−1 , q i ] for 1 ≤ i ≤ m and assume that the following hold. First, the function f | ξi is differentiable for each 1 ≤ i ≤ m. Second, the sets
is the interval [q j , q j+k ] for some k ≥ 1 and j that depends on i.
We consider the situation where orbits of f : I → I escape through an element of the Markov partition ξ = {ξ i } m i=1 or, more generally, some union H of these partition elements. Equivalently, we can modify the function f so that orbits cannot leave the set H once they have entered it. Here, orbits that enter H are considered to have escaped from the system. This later approach of modifying f | H turns out to be more convenient for our discussion and will be the direction we take. In what follows we let M = {1, . . . m}. Definition 2.1. Let H = i∈I ξ i where I ⊂ M . We introduce the new map f H : I → I defined by
We call the set H a hole and the function f H : I → I the open dynamical system generated by the (closed) dynamical system f : I → I over H.
The partition ξ will remain a Markov partition of the open dynamical system f H : I → I but the dynamics of the original system f : I → I will have been modified such that each point in H is now a fixed point.
For n ≥ 0 let
consists of those points that escape through the hole H at time n while Y n (f H ) are those points that escape through H before time n + 1. For the moment suppose µ is a probability measure on I, i.e. µ(I) = 1. Then µ(X n (f H )) can be treated as the probability that an orbit of f enters H for the first time at time n and µ(Y n (f H )) the probability that an orbit of f enters H before time n + 1. In this regard,
represents the probability that a typical point of I does not fall into the hole H by time n. For this reason, the quantity P n (f H ) is called the survival probability at time n of the dynamical system f H for the measure µ.
One of fundamental problems in the theory of open systems is determining or finding ways of approximating µ(X n (f H )) and µ(Y n (f H )) for finite n ≥ 0. In the following section we give exact formulae for these quantities in the case where f H is a piecewise linear function with nonzero slope and µ is Lebesgue measure. In section 3 we remove the assumption that f H is piecewise linear and present a method for estimating µ(X n (f H )) and µ(Y n (f H )) for functions that are piecewise nonlinear.
Piecewise Linear Functions
As a first step, we consider those open systems f H : I → I that are linear when restricted to the elements of the partition ξ. More formally, suppose H = i∈I ξ i for some I ⊂ M . Let L be the set of all open systems f H : I → I such that
where each c i ∈ R. The set L consists of all open systems that have a nonzero constant slope when restricted to any ξ i H.
To each f H ∈ L there is an associated matrix that can be used to compute µ(X n (f H )) and µ(Y n (f H )). To define this matrix let
Associated with the open system f H : I → I there is also a directed graph Γ = (V, E H , ω) with vertices V and edges E H . For V = {v 1 , . . . , v m } we let e ij denote the edge from vertex v i to v j . Definition 3.2. Let f H : I → I where H = i∈I ξ i for some I ⊂ M . We define Γ H = (V, E H ) to be the graph with (a) vertices V = {v 1 , . . . , v m } and;
The vertex set V of Γ H represents the elements of the Markov partition ξ = {ξ i } m i=1 and the edge set E H , the possible transitions between the elements of ξ. Hence, e ij ∈ E H only if there is an x ∈ ξ i H such that f H (x) ∈ ξ j , i.e. it is possible to transition from ξ i to ξ j . We note that as H = ∅ is a possible hole, the original (closed) system f : I → I has a well defined transition graph which we denote by Γ.
Note that the matrix A H and the graph Γ H do not carry the same information as Γ H only designates how orbits can transition between elements of ξ whereas A H 1 AND B. Z. WEBB 
additionally gives each of these transitions a weight. However, the graph Γ H gives us a way of visualizing how orbits escape from the system, which will be useful in the following sections. An open system and its transition graph are demonstrated in the following example.
Example 1. Let the function f : I → I be the tent map As H = ξ 1 we emphasis this in Γ H by drawing the vertex v 1 as an open circle, i.e. as a hole. We note that the only difference between the transition graph Γ of f : I → I and Γ H is that there are no edges origination from v 1 in Γ H . In this sense a hole H is an absorbing state since nothing leaves H once it enters.
Let 1 = [1, . . . , 1] be the 1 × m vector of ones and e H the m × 1 vector given by
For the matrix B ∈ R m×m let σ(B) and ρ(B) denote the set of all eigenvalues and spectral radius of B respectively. We then have the following corollaries to theorem 3.3.
where I is the identity matrix.
A matrix B ∈ R m×m is called defective if it does not have an eigenbasis, i.e. if there are not enough linearly independent eigenvectors of B to form a basis of R m . A matrix with an eigenbasis is called nondefective.
Let f H ∈ L and suppose the matrix A H is nondefective with eigen-
Example 2. Let the function f : I → I be the tent map considered in example 1 and let H=(0,1/4]. As f H ∈ L one can calculate that f H has the weighted transition matrix
The matrix A H is nondefective as its eigenvalues σ(A H ) = {
4 , 0, 0} corresponding respectively to the linearly independent eigenvectors
Since the vector e H = [1/4, 0, 0, 0]
T can be written as
equations (4) and (5) in corollary 3 imply
Note that as ρ(A H ) < 1 then lim n→∞ P n (f H ) = 0. Hence, the probability of surviving indefinitely in this system for a typical x ∈ I is in fact zero. This can be seen in figure 2 where both µ(X n (f H )) and µ(Y n (f H )) are plotted. 1 AND B. Z. WEBB 
Nonlinear Estimates
We now consider the open systems f H : I → I where f is allowed to be a nonlinear but differentiable function when restricted to the elements of ξ. The formulae we derive in this section allow us to give upper and lower bounds on µ(X n (f H )) and µ(Y n (f H )) for any finite time n ≥ 0. Suppose H = i∈I ξ i for some I ⊂ M . Let To each f H ∈ N there are two associated matrices similar to the weighted transition matrix A H defined for each open system in L.
Definition 4.1. Let f H ∈ N where H = i∈I ξ i for some I ⊂ M . The matrix A H ∈ R m×m is defined by
Similarly, define the matrix A H ∈ R m×m by
For f H ∈ N and n ≥ 0 let v 1 ) , . . . , (λ k , v k )} with no eigenvalue equal to 1. Then for each n ≥ 0
where
The upper and lower bounds given in (6) are X n (f H ) and X n (f H ) respectively.
The upper and lower bounds given in (7) are Y n (f H ) and Y n (f H ) respectively.
Example 3. Consider the function g : I → I given by 
n−axis Figure 4 . The upper bounds X n (g H ) and lower bounds X n (g H ) for µ(X n (g H )) are shown for the open system g H : I → I in example 3.
As A H and A H are nondefective then using corollary 4 one can compute that (8) 0.15λ
+ .25 where λ 1 = 0.41, λ 2 = −0.12, λ 1 = 4.27, and λ 2 = −0.27. Plotting the inequalities in (8) yields the picture in figure 4 . Here the shaded area indicates the region in which µ(X n (g H )) must lie.
Improved Escape Estimates
In this section we define a delayed first return map of an open system f H ∈ N , which we will use to improve the escape estimates given in theorem 4.2. A key step in this procedure is to choose a particular vertex set of Γ H over which this map will be defined. This requires that we know the cycle structure of Γ H .
A path P in the graph Γ H = (V, E H ) is an ordered sequence of distinct vertices v 1 , . . . , v k ∈ V such that e i,i+1 ∈ E for 1 ≤ i ≤ k − 1. If the vertices v 1 and v k are the same then P is a cycle. If S ⊆ V where V is the vertex set of the graph we will writeS = V \ S.
Definition 5.1. Let H = i∈I ξ i for some I ⊂ M and let Γ H = (V, E H ). The set S ⊆ V = {v 1 , . . . , v m } is an open structural set of Γ H if v i ∈ S for i ∈ I and Γ H |S has no cycles.
Structural sets were first defined in [6] where they were used to gain improved estimates of a dynamical network's stability. Later in [7] they were used to improve the eigenvalue estimates of Gershgorin et. al. Here, our goal is to extend their use to improve our estimates of µ(X n (f H )) and µ(Y n (f H )). For the open system f H : I → I we let st(Γ H ) denote the set of all open structural sets of Γ H . If S ∈ st(Γ H ) we let I S = {i ∈ M : v i ∈ S} be the index set of S and ξ S = i∈I S ξ i . Definition 5.2. Let S ∈ st(Γ H ). For x ∈ I we let γ(x) = i 0 i 1 . . . i t where i j = k if f j H (x) ∈ ξ k and t is the smallest k > 0 such that f k H (x) ∈ ξ S . The set Ω S = {γ : γ = γ(x) for some x ∈ I \ H} are the admissible sequences of f H with respect to S.
For x ∈ I we say γ(x) = i 0 i 1 . . . i t has length |γ(x)| = t. The reason |γ(x)| < ∞ is that the graph Γ H |S has no cycles. Hence, after a finite number of steps f t H (x) must enter ξ S . Definition 5.3. Let S ∈ st(Γ H ). For x 0 ∈ I and k ≥ 0 we inductively define x k+1 = Rf S (x k , . . . , x 0 ) where
The function Rf S : I k+1 → I is called the delayed first return map of f H with respect to S. The sequence x 0 , x 1 , x 2 , . . . is the orbit of x 0 under Rf S .
If T = max x∈I |γ(x)| then strictly speaking x k+1 = Rf S (x k , . . . , x τ ) for some τ < T . The map Rf S acts almost like a first return map of f H to the set ξ S . The difference is that a return to ξ S does not happen instantaneously (as it would happen in the case of a first return map) but is delayed so that the trajectory of a point under f H and Rf S coincide after a return to ξ S .
For n ≥ 0 we let Rf n S (x 0 ) = x n and define . Therefore, i t = t where t ∈ I S . Continuing in this manner it follows that i j = j for each j ∈ I S . Since H ⊆ ξ S the point x 0 , if it escapes, will escape for both f H and Rf S at exactly the same time. This implies the result.
The major idea in this section is that one can use Rf S to study the escape of f H through H. However, the weighted transition matrix of Rf S : I k → I cannot be defined in the same way that we have defined either A H or A H . To define a transition matrix for Rf S we require the following.
For S ∈ st(Γ H ) let
If γ = i 0 . . . , i t we identify the index γ; 0 with i 0 and the index γ; t with i t . We also let ξ γ = {x ∈ I : γ(x) = γ} for each admissible sequence γ ∈ Ω S , which simply extends our notation given by (1) in section 3.
Definition 5.5. For S ∈ st(Γ H ) let A S be the matrix with rows and columns indexed by elements of M S where (9)
We call A S the lower transition matrix of Rf S . The matrix A S defined by replacing the infimum in (9) by a supremum is the upper transition matrix of Rf S . 1 AND B. Z. WEBB 2 Let 1 S be the 1 × |M S | vector given by
Let e S be the |M S | × 1 vector given by
Lastly, for n ≥ 0 let
Using these quantities we give the following improved escape estimates.
Theorem 5.6. Let f H ∈ N and suppose S ∈ st(Γ H ). If n ≥ 0 then
Theorem 5.6 together will lemma 5.4 imply that the escape of f H through H is better approximated by considering any of its delayed first return maps Rf S than f H itself. We now give a proof of theorem 5.6.
Proof. For S ∈ st(Γ H ) suppose i ∈ M \ I and j ∈ I. Then
To show that a similar formula holds for larger powers of Figure 5 . The delayed first return map Rg S : I → I in example 4 where Rg S is delayed on the set ξ 42 shown in red.
The map Rg S is shown in figure 5 as a one-dimensional map but is colored red on ξ 42 to indicate that in fact the system is delayed on this set. Specifically, g H (x) is shown in blue and g 2 H (x) is shown in red where the trajectories of Rg H stay in ξ 42 for two time-steps before leaving.
To compute the upper and lower transition matrices of Rf H note that the system's admissible sequences are given by Ω S = {23, 24, 33, 34, 424, 423, 41} implying T . Figure 6 shows that X n (g H ) < X n (Rg S ) and X n (Rg S ) < X n (g H ) for a number of n−values and indicates the extent to which using the delayed first return map Rg H improves our estimates of µ(X n (g H )). The shaded regions in these graphs represent the difference between these upper and lower estimates respectively.
Conclusion
Our results demonstrate that the theory of isospectral transformations can be effectively applied to open dynamical systems to obtain sharper estimates of a system's survival probabilities. Previous applications of this theory have allowed for improvements in the classical estimates of matrix spectra and in obtaining stronger sufficient conditions for the global stability of dynamical networks. We do not doubt that this theory can be applied to another problems as well.
Concerning the results of the present paper it is easy to see that the improved estimates we obtained can also be found for a much broader class of open systems Figure 6 . Comparison between X n (g H ) and X n (Rg H ) (left) and X n (g H ) and X n (Rg H ) (right) from examples 2 and 3.
via the same technique. For instance, one could extend these techniques to higher dimensional systems.
