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ABSTRACT
Reinforcement Learning (RL) showed high potential to learn optimal control policies for Vapor Compression Cycles
(VCC). However, RL lacks robustness outside the range of training data, increasing the risk of directly applying RL
for VCC control. Therefore, two adaptive RL-PI controllers were developed for VCC control to merge the benefits of
RL and the stability of PI controllers. Each adaptive RL-PI controller has an RL agent that adapts the feedback gains
of two PI controllers regulating the compressor speed and expansion valve opening. The controllers must track
chamber temperature (CT) and degree of superheat (SH) setpoints in varying cooling loads, ambient temperatures,
and fan speeds. Both controllers were trained using the Soft Actor-Critic algorithm, but they used different reward
functions that either prioritized the CT or SH. The controllers were trained using a simulated Air Conditioner (AC).
During testing, both RL-PI controllers successfully regulated the CT and SH reliably. Both controllers achieved lower
SH mean absolute error (MAE) than a dual-PI controller with static gains. However, they obtained higher CT MAE
as they sacrificed CT accuracy to reduce the refrigerant mass flow rate and SH fluctuations. The effect of the reward
function was also highlighted in the controller’s response, where the RL-PI CT controller had higher CT accuracy but
lower SH accuracy than the RL-PI SH controller. A sensitivity analysis also confirmed this finding where the RL-PI
CT controller showed a high bias towards CT observations. Finally, the sensitivity analysis also showed that both RLPI controllers adapted gains considering both actuators, the VCC operating conditions, and the tracking performance.

1. INTRODUCTION
The vapor compression cycle (VCC) is the fundamental technology empowering modern cooling and heating systems.
Improving its efficiency and reliability would benefit many sectors and reduce global energy consumption. VCC
control optimization is an effective method to achieve this. However, VCC control optimization is not a trivial
problem. Firstly, the VCC has complex thermodynamics that causes high nonlinearities (Goyal, Staedter, & Garimella,
2019). The VCC’s operation is impacted by various disturbances such as varying loads and temperatures that
significantly affect the refrigerant’s properties. In addition, modern VCC systems also have multiple actuators
impacting the cycle, including variable speed compressors, pumps, fans, and electronic expansion valves (EEV)
(Goyal et al., 2019). While these actuators are crucial for capacity control and energy optimization, they cause high
parametric couplings in the cycle. Hence, linear single-input single-output (SISO) does not give optimal control
performance in VCC. Previous research has shown that multi-input multi-output (MIMO) control laws produced more
accurate and robust reference tracking performance in VCC (Goyal et al., 2019). However, these MIMO approaches
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require complex design processes and high technical expertise, especially when modeling the VCC (Rasmussen,
2012).
Data-driven approaches could leverage experimental data to reduce the complexity of developing VCC models.
However, data-driven VCC models do not directly represent the system’s key states, making it difficult to develop
conventional full-state feedback MIMO controllers such as a Linear Quadratic Gaussian (LQG) controller.
Reinforcement Learning (RL) could better utilize data-driven models as it can learn optimal control policies through
interactions with the model (Sutton, 2018). However, the learned policies are only applicable within the range of the
training data (Ibarz et al., 2021), and the controller’s behavior could become erratic outside these ranges. Hence, RL
optimal controllers might not satisfy the robustness requirements of a VCC operating in a dynamic environment.
Therefore, combining RL with PID control could result in a robust and optimal VCC controller. A review (Xia et al.,
2021) showed that various adaptive PID and MIMO controllers could address the superheat nonlinearities in VCC.
These findings indicate that RL could be effective when applied to adapt the gains of PID controllers for a VCC. For
comparison, an adaptive RL MIMO PID controller for mobile robots has successfully adapted the PID gains to
maintain good reference tracking performance in the presence of uncertainties and disturbances (Carlucho, De Paula,
& Acosta, 2020). More importantly, the study showcased an intuitive and simple controller design process. Therefore,
this paper intends to explore the application of an adaptive RL-PI controller VCC control.
This paper presents an adaptive RL-PI VCC controller that combines data-driven optimization with the simplicity of
a conventional linear controller. The RL agent adapts the PI gains of two PI controllers controlling the compressor
speed and valve opening percentage (VOP) to track the chamber temperature and superheat references. The controller
was subjected to varying cooling loads, ambient temperatures, and fan speeds to learn the optimal gains. This paper
also shows that the proposed controller allows for an intuitive controller design process that enables a designer to
define the desired controller behavior as an optimization function. The rest of the paper details the proposed RL-PI
VCC controller and its design process.

2. VAPOR COMPRESSION CYCLE (VCC) CONTROL OVERVIEW

Figure 1: VCC simulation model diagram
Figure 1 illustrates the simulated VCC control problem. A simulated VCC air conditioner (AC) was controlled to
regulate the temperature of a 15 𝑚𝑚3 air chamber. The controller must track the chamber temperature (CT) and
superheat degree (SH) references by regulating the compressor speed (𝑅𝑅𝑅𝑅𝑅𝑅) and 𝑉𝑉𝑉𝑉𝑉𝑉. The chamber was subjected
to varying cooling loads (CL) between 600 to 1400 W, ambient temperatures (AT) between 20 to 32 ℃, evaporator
fan speeds (𝑓𝑓𝑠𝑠𝑠𝑠 ) between 50 to 100%, and condenser fan speeds (𝑓𝑓𝑠𝑠𝑠𝑠 ) between 60 to 100%. The CT and SH setpoints
were between 16 to 26°C and 5 to 12 K, respectively. The variability of the disturbances and setpoints introduces
nonlinearities to this VCC control problem. An adaptive RL-PI controller was developed in this study to control this
AC system.
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2.1. VCC Dynamic Model Development

A simulated AC model was developed using MATLAB Simscape following the work of (Rasmussen & Alleyne,
2006). It was a single-stage VCC model working with R134a. This study modeled the evaporator and condenser as
air-to-refrigerant finned tube heat exchangers (HX) using the Moving Boundary (MB) method. The compressor and
electronic expansion valve (EEV) were modeled as quasi-static models where the isentropic efficiency, volumetric
efficiency, and valve discharge coefficients were determined using lookup tables. The connecting pipes, accumulator,
and receiver were modeled as perfectly insulated refrigerant control volumes. Lastly, the AC model was validated
against experimental data from the reference (Rasmussen & Alleyne, 2006), and it was found to be sufficiently
accurate for this study.
A model of a 15 𝑚𝑚3 chamber with a thermal load was added to the evaporator airside to model the cooled space. The
chamber was perfectly insulated and connected to a controllable heat source that alters the thermal load. The ambient
environment was modeled as an infinite air reservoir with controllable temperature. Both fan models simulated fixedspeed fans. Air ducts were added as control volume models to reduce the model’s stiffness. Lastly, the relative
humidity was arbitrarily fixed at 0.3. During the simulations, temperature sensor noises were added to the chamber
temperature and superheat degree sensors to better represent uncertainties in real AC systems. Finally, the model was
used to generate the experiences required to train the adaptive RL-PI VCC Controller.

3. REINFORCEMENT LEARNING (RL) OVERVIEW

a) Markov Decision Process
b) Actor-Critic structure
Figure 2: Reinforcement Learning Diagrams (Sutton, 2018)
This section introduces reinforcement learning (RL) to support the controller’s design process description. RL is a
class of machine learning algorithms that learn optimal control policy through interaction with the space (Sutton,
2018). RL algorithm represents the control problem as a Markov Decision Process (MDP), a discrete-time stochastic
control process. Figure 2a shows the MDP structure with the environment and agent. The environment refers to the
controlled system represented by its states (S). The agent is the controller that takes actions (A) based on the observed
states according to the control policy. The actions cause the states to shift to the next state, and a reward is returned to
indicate the value of the state-action pair. RL uses this structure to learn the optimal policy that gives the actions that
return the maximum reward.
RL requires several components to learn using the MDP structure. Firstly, a training environment is required to
generate the necessary training experiences. Next, the agent requires a policy representation that models the learned
control policy. A reward function is also required to define the optimal control behavior. Besides that, the training
episodes need to be designed to ensure the agent is exposed to all operating conditions. This step is crucial as the
learned policy would only be effective and robust within the training data limits. Finally, a suitable RL algorithm must
be selected and tuned for the control problem.

3.1. Soft Actor-Critic (SAC) algorithm overview

This study applies the Soft Actor-Critic (SAC) algorithm (Haarnoja et al., 2018) with entropy learning to learn the
optimal PI gains. The SAC is an RL algorithm with a high convergence rate suitable for continuous control problems.
The SAC algorithm optimizes a stochastic control policy through a model-free and off-policy approach. The modelfree approach allows the agent to learn directly from interaction with the simulated model. The off-policy approach
19th International Refrigeration and Air Conditioning Conference at Purdue, July 10 - 14, 2022
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separates the policy’s evaluation and decision-making, enabling continuous exploration and learning. Besides that,
the SAC also has a learnable “entropy” that efficiently explores the solution space during training. The entropy is a
statistical measure of the randomness of the control policy. An optimized entropy would allow the agent to learn
effectively about the current policy. These features combine to produce a SAC algorithm that learns efficiently without
extensive hyperparameters tuning. This section will provide a brief overview of the SAC algorithm. Refer to the
reference (Haarnoja et al., 2018) for in-depth explanations.
The SAC algorithm employs the stochastic actor-critic structure shown in Figure 2. The stochastic actor has mean
(MEAN) and standard deviation (STD) paths. The mean path determines the actions, while the STD path adds
Gaussian noise to explore the solution space during training. The critic evaluates the action’s optimality, or Q-value,
and uses the information to update the actor’s parameters according to the algorithm. The SAC training process has
three components: 1) learn the critic parameters, 2) learn the actor parameters, and 3) learn the optimal entropy. The
critic parameters are updated by minimizing the Q-value prediction error to accurately represent the optimal value
function. The Q-value describes the discounted future reward of the state action pair, indicating the optimality of
taking the actions given the current state. Next, the actor’s parameters are updated to maximize the expected return,
which means it should be greedy for high Q values. This objective is achieved by updating the stochastic actor’s
parameters to have a similar distribution to the critic’s parameters. SAC uses the Kullback-Leibler Divergence (DKL)
function (Haarnoja et al., 2018) to measure the difference between the two distributions and update the actor to reduce
the difference. Lastly, the entropy is minimized to reduce randomness in the policy as the algorithm approaches the
optimal policy.

4. ADAPTIVE RL-PI CONTROLLER DESIGN

Figure 3: Adaptive RL-PI controller for VCC diagram
Figure 3 shows the proposed adaptive RL-PI VCC Controller. The controller has two key components, the RL agent
and PI controllers. The RL agent considers normalized reference tracking and VCC operating conditions information
and determines the optimal PI gains (𝐾𝐾𝑝𝑝𝑝𝑝 , 𝐾𝐾𝑖𝑖𝑖𝑖 , 𝐾𝐾𝑝𝑝𝑝𝑝 , 𝐾𝐾𝑖𝑖𝑖𝑖 ) for the valve and compressor PI controllers. Two agents
were trained with SAC using different reward functions that prioritized either CT or SH tracking, as described in
section 4.3 below. Next, the valve PI controller tracks the SH by regulating the VOP, while the compressor PI
controller tracks the CT by controlling the RPM. The sample times of the agent and PI controller were set to 1 second.
Finally, the controller was developed using MATLAB Reinforcement Learning and Deep Learning toolboxes in
MATLAB Simulink and added to the simulation model. This section describes the agent's structure, reward function,
observations, and training episode design.

4.1. Adaptive RL-PI Controller SAC Agent Design

Figure 4 shows the SAC agent structure where the actor and critic are represented using multilayer-perceptron deep
neural networks (DNN). The actor had 2 hidden layers in the COMMON path and 1 hidden layer in both the MEAN
and STD paths. Similarly, the critic had 2 hidden layers in the COMMON path and 1 hidden layer in both the ACTION
and STATE paths. All hidden layers had 256 hidden nodes with leakyReLU activation functions to enable efficient
19th International Refrigeration and Air Conditioning Conference at Purdue, July 10 - 14, 2022
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learning. The input layer of the actor had the same number of nodes as the number of states, and its output layer had
four nodes for each gain. The MEAN path output had tanh activation functions, and the STD path had the SoftPlus
function. The tanh function constrained the MEAN output between 1 and -1, while the sigmoid function constrained
the STD to between 0 and 1. The output action is then sampled from the Gaussian distribution defined by the mean
and standard deviation from the actor’s output. The critic network’s STATE input path had the same number of nodes
as the number of observations, and the ACTION input path had the same number of nodes as the number of actions.
The critic network’s output had one node that gave the predicted Q value. The critic’s learning rate was 1𝑥𝑥10−3 , while
the actor’s learning rate was 5𝑥𝑥10−4 . These were tuned to ensure convergence within a reasonable time and avoid
suboptimal convergence. Target actor and critic networks were also used to copy the agent’s parameters during
training to stabilize the learning process.

a) SAC Actor Network

b) SAC Critic Network

Figure 4: SAC Network Layout

4.2. Agent observations

The observations used in this study were inspired by other RL-PID and adaptive VCC controller research works VCC
(Goyal et al., 2019) (Nian, Liu, & Huang, 2020). It included the information required by both PI controllers and
measurable states that described the VCC operating condition. Firstly, five timesteps of the CT and SH tracking errors
(𝑒𝑒𝑒𝑒), and four timesteps of the RPM and VOP were included to ensure the agent knew the error dynamics. Next, the
change in the CT and SH errors, CT error integral, and SH error derivative were also included. The CT error derivative
was not included as it did not provide useful information. The SH error integral was also excluded because it grows
excessively due to the simulated measurement noise. The ambient temperature (AT), refrigerant evaporating and
condensing pressures (𝑃𝑃𝑒𝑒 , 𝑃𝑃𝑐𝑐 ), and both fan speeds (𝑓𝑓𝑠𝑠𝑠𝑠 , 𝑓𝑓𝑠𝑠𝑠𝑠 ) were also included to indicate the VCC operating
conditions. The refrigerant temperatures (𝑇𝑇𝑟𝑟 ) at the inlet (𝑖𝑖) and outlet (𝑜𝑜) of the evaporator (𝑒𝑒) and condenser (𝑐𝑐)
were also used to represent the VCC’s state. Equation (1) below shows the full list of the 40 observations. Observations
1-9 are the SH tracking observations, 10-17 are the CT tracking observations, 18-28 are the RPM and VOP histories,
and 29-40 are the VCC operating conditions. Finally, all observations are normalized to between -1 and 1 to avoid
excessive bias.
𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆 , 𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆 𝑡𝑡−1 , … , 𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆 𝑡𝑡−5 , ∆𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆 , ∇𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆 , 𝑆𝑆𝑆𝑆, …
⎡
⎤
𝑡𝑡
⎢
⎥
𝑒𝑒𝑒𝑒𝐶𝐶𝐶𝐶 , 𝑒𝑒𝑒𝑒𝐶𝐶𝐶𝐶 𝑡𝑡−1 , . . , 𝑒𝑒𝑒𝑒𝐶𝐶𝐶𝐶 𝑡𝑡−5 , � 𝑒𝑒𝑒𝑒𝐶𝐶𝐶𝐶 , 𝐶𝐶𝐶𝐶, …
⎥
𝑂𝑂𝑂𝑂𝑂𝑂 = ⎢
0
⎢
⎥
⎢𝑅𝑅𝑅𝑅𝑅𝑅, 𝑅𝑅𝑃𝑃𝑃𝑃𝑡𝑡−1 , … , 𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡−4 , 𝑉𝑉𝑉𝑉𝑉𝑉, 𝑉𝑉𝑉𝑉𝑉𝑉𝑡𝑡−1 , … , 𝑉𝑉𝑉𝑉𝑉𝑉𝑡𝑡−4 , …⎥
⎣ 𝑓𝑓𝑠𝑠𝑠𝑠 , 𝑓𝑓𝑠𝑠𝑠𝑠 , 𝑃𝑃𝑒𝑒 , 𝑃𝑃𝑐𝑐 , 𝐴𝐴𝐴𝐴, 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟 , 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟 , 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟 , 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟 , 𝐾𝐾𝑝𝑝𝑝𝑝 , 𝐾𝐾𝑖𝑖𝑖𝑖 , 𝐾𝐾𝑝𝑝𝑝𝑝 , 𝐾𝐾𝑖𝑖𝑖𝑖 ⎦

(1)

4.3. Reward Function

In this study, the VCC control objective was to maintain the chamber temperature and superheat at the desired levels
under varying cooling loads, ambient temperature, and fan speeds. The adaptability of the controller is important to
ensure that the VCC reference tracking controller can work with higher-level setpoint optimization controllers that
optimize comfort and energy consumption. Therefore, the adaptive RL-PI controller should be rewarded for
maintaining low tracking error and stability in all operating conditions. The reward function was defined using
equations (2) to (6) to ensure the RL learns a control policy that fits the objective.
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𝑟𝑟 = 𝑟𝑟𝑒𝑒𝑒𝑒 + 𝑟𝑟𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐
2

(2)
2

𝑟𝑟𝑒𝑒𝑒𝑒 = 𝐴𝐴�𝑒𝑒 −�𝑒𝑒𝑒𝑒𝐶𝐶𝐶𝐶,𝑛𝑛 � � + 𝐵𝐵�𝑒𝑒 −�𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆,𝑛𝑛 � �
𝑟𝑟𝑒𝑒𝑒𝑒𝑒𝑒 = 𝐶𝐶(|𝑒𝑒𝑒𝑒𝐶𝐶𝐶𝐶 | ≤ 0.3) + 𝐷𝐷(|𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆 | ≤ 0.5)
2

(3)
(4)
2

(5)
𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = −10|∆𝑉𝑉𝑉𝑉𝑉𝑉𝑛𝑛 − 2�∆𝐾𝐾𝑝𝑝𝑝𝑝𝑝𝑝 � − 2�∆𝐾𝐾𝑝𝑝𝑝𝑝𝑝𝑝 �
𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐 = −10(𝑆𝑆𝑆𝑆 ≤ 0.5)
(6)
Firstly, 𝑟𝑟𝑒𝑒𝑒𝑒 and 𝑟𝑟𝑒𝑒𝑒𝑒𝑒𝑒 in equations (3) and (4) encourage the agent to maintain low CT and SH tracking errors (𝑒𝑒𝑒𝑒).
Equation (3) gives incremental reward as the error goes toward zero, and Equation (4) gives a high reward when the
errors are within the specified boundaries. This term also encourages the agent to adapt the responsiveness of the PI
controllers in the presence of sensor noise. Two reward functions were tested to determine their impact on the learned
adaptive control policy. The first reward function prioritized superheat tracking, while the second reward function
prioritized chamber temperature tracking. Hence, A, B, C, and D were 0.5, 0.75, 1, and 1.25 for reward function one.
In reward function two, A, B, C, and D were 0.75, 0.5, 1.25, and 1. Next, 𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 in equation (5) ensures the learned
control policy can stabilize the system in all conditions. This term penalizes excessive fluctuations in the 𝑉𝑉𝑂𝑂𝑂𝑂, 𝐾𝐾𝑝𝑝𝑝𝑝 ,
and 𝐾𝐾𝑝𝑝𝑝𝑝 to prevent drastic changes. The compressor speed was not considered as it does not have excessive
fluctuations. The 𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐 term in equation (6) penalizes the agent if the SH is too close to zero. The large penalty
incentivizes the agent to avoid zero superheat that could damage the compressor.
|2

4.4. Training episode design

The training episode was designed to ensure that the agent experienced ample operating conditions within the ranges
listed in section 2. Every episode lasted 1500 seconds, with one CT reference change at the 750th second and SH
reference changes at the 500th and 1000th seconds. The cooling loads, ambient temperatures, and fan speeds were
randomized at the start of every episode. The fan speeds were kept constant throughout every training episode. The
cooling load and ambient temperature changed eight and six times during every training episode. As stated in section
2.1, typical temperature sensor noises between ±0.2 K were added to the chamber temperature and superheated
sensors. The sensor noises ensured that the agent could learn a policy that was robust to uncertainties. Finally, the RL
agent was trained for a total of 1000 episodes.

5. RESULTS AND DISCUSSION
Two agents were successfully trained using the approach described in section 4. The agent that prioritized SH tracking
will be referred to as RL-PI SHP, while the other will be RL-PI CTP. The controllers were tasked to track various CT
and SH setpoints in the presence of varying cooling loads, ambient temperatures, and fan speeds. Figures 5a to 5c
below show the testing profiles. The adaptive RL-PI controllers were compared to a dual-PI controller with fixed gains
tuned using the IMC approach to balance aggressiveness and robustness. The tuned 𝐾𝐾𝑝𝑝𝑝𝑝 , 𝐾𝐾𝑖𝑖𝑖𝑖 , 𝐾𝐾𝑝𝑝𝑣𝑣 , and 𝐾𝐾𝑖𝑖𝑖𝑖 gains were
-565, -15.3, -0.496, and -0.012, respectively.
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Figure 5: Controller testing profiles and controller responses
Figures 5d and 5e show the controllers' CT and SH tracking responses. The RL-PI controllers’ responses showed that
they successfully learned adaptive control policies based on their reward functions. Firstly, both RL-PI controllers
responded quickly to CT setpoint changes and generally kept it within ±0.3°C throughout the testing process.
However, the CT occasionally deviated out of this range at evaporator fan speeds below 60% and cooling load above
1300 W. Compared to the static PID gains, the RL-PI controllers showed similar rise times, more fluctuations, and
lower overshoots. Next, both RL-PI controllers’ SH tracking responses were fast and robust. The RL-PI controllers
showed similar response times, lower overshoots, and smaller SH fluctuations than the static gains. The RL-PI
controllers showed minimal fluctuations when the superheat setpoint was high and more fluctuations when the
superheat setpoint was low.
Table 1: CT and SH mean absolute error
Controller
𝑴𝑴𝑴𝑴𝑴𝑴𝑪𝑪𝑪𝑪 (°C)
𝑴𝑴𝑴𝑴𝑴𝑴𝑺𝑺𝑺𝑺 (K)

RL-PI SH
0.214
0.271

RL-PI CT
0.179
0.322

Dual-PI
0.141
0.609

The results were further analyzed to understand the impact of the reward function. The mean absolute error (MAE)
calculated using equation (7) was used to quantify the CT and SH tracking performance. The tracking errors (𝑒𝑒𝑒𝑒) were
sampled at 1 second intervals for the entire testing period (𝑇𝑇) to calculate the MAE.
𝑀𝑀𝑀𝑀𝑀𝑀 =

∑𝑇𝑇𝑜𝑜|𝑒𝑒𝑒𝑒𝑡𝑡 |
𝑇𝑇

(7)
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The CT and SH mean absolute errors (MAEs) achieved by the 3 controllers are recorded in Table 1. The RL-PI SH
achieved a lower SH MAE than the RL-PI CT and Dual-Pi controllers. On the other hand, the RL-PI CT controller
achieved a lower CT MAE than the RL-PI SH controller. However, the increased CT PI controller aggressiveness
resulted in higher CT overshoots. The controller also showed higher SH fluctuations due to the increased
aggressiveness. However, both RL-PI controllers showed significantly better SH tracking performance and stability
than the dual-PI controller in Figure 5e. Therefore, the RL-PI controllers tracking responses clearly show that the
reward function defines the behavior of the learned control policy.
A closer look at the adaptive gains was also performed to understand the learned control policies better. Figure 6
shows the adaptive gains output of both RL-PI controllers. Looking at the RL-PI SH controller’s adaptive gains, the
compressor controller’s 𝐾𝐾𝑝𝑝𝑝𝑝 and 𝐾𝐾𝑖𝑖𝑖𝑖 gains were generally kept low as it provided sufficient responsiveness to keep the
CT within the tolerances while minimizing compressor speed fluctuations. Low compressor speed fluctuations were
desirable as they reduced the refrigerant mass flow rate and SH fluctuations. The valve controller’s P gain was high
when the SH was low and vice versa. This result shows that the agent adapted the aggressiveness of the controller at
lower SH to provide sufficient stability margins. At low SH, PI controllers with high gains had less stability margins
when 𝐾𝐾𝑝𝑝𝑝𝑝 was high. Next, both 𝐾𝐾𝑖𝑖𝑖𝑖 and 𝐾𝐾𝑖𝑖𝑖𝑖 showed clear trends that varied with the VCC’s operating condition. On
the other hand, the RL-PI CT controller showed a more aggressive 𝐾𝐾𝑝𝑝𝑝𝑝 and 𝐾𝐾𝑖𝑖𝑖𝑖 response to keep the CT closer to the
setpoints. While the valve PI controller gains showed a similar trend to the RL-PI SH controller, the adaptive gains
were noisier due to the fluctuations in the compressor’s PI gains. The fluctuations and higher compressor PI gains
caused more RPM fluctuations, which led to more refrigerant mass flowrate fluctuations. Hence, the valve PI gains
must also respond aggressively in the RL-PI CT controller.
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Figure 6: RL-PI controllers' adaptive gains
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5.1. RL-PI Controllers Sensitivity Analysis

A sensitivity analysis was conducted to understand the RL-PI controllers’ adaptive control policy. A normally
distributed noise with 0.01 variance was added to every normalized observation sequentially. The gains’ fluctuations
due to the observations’ perturbations were measured to determine the impact of every observation. Figure 7 shows
the sensitivity analysis results. In short, observations 1-9 are the SH tracking observations, 10-17 are the CT tracking
observations, 18-28 are the RPM and VOP histories, and 29-40 are the VCC operating conditions. Figure 7a shows
that the RL-PI SH controller did not adapt the 𝐾𝐾𝑝𝑝𝑝𝑝 , while the RL-PI CT adapted the gains relying mostly on the CT
tracking observations. Next, Figure 7b shows that both RL-PI SH controllers mainly relied on the CT tracking
observations to adapt the 𝐾𝐾𝑖𝑖𝑖𝑖 . However, the plots also showed that both controllers also accounted for the SH (obs 9)
and condensing pressure (obs 31), indicating that the agents also accounted for the parametric coupling and operating
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conditions of the VCC. The RL-PI CT showed a significant bias towards the CT tracking observations, VCC
evaporating and condensing pressures, and refrigerant temperatures. Moreover, the RL-PI CT controller was more
sensitive to the changes in the observations.
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Figure 7: RL-PI controllers sensitivity analysis

Similar trends were also observed when adapting the valve PI gains. Both RL-PI controllers showed clear awareness
of the CT tracking observations, indicating that the VOP response was affected by the RPM response. Besides that,
they also showed that the gains were adapted using the VCC operating conditions (Obs 28-35) and the superheat (Obs
9). The RL-PI CT showed high fluctuations that were biased towards the CT tracking observations. The sensitivity
analysis also showed that the previous RPM and VOP commands (Obs 19-28) did not influence the adaptive policy
significantly. In summary, the sensitivity analysis showed that both RL-PI controllers adapted the gains based on the
VCC’s operating condition, and they were aware of the coupling between the controllers. The sensitivity analysis also
showed that the two agents learned different behaviors due to the reward function.

6. CONCLUSIONS
Two adaptive RL-PI controllers were developed to track the CT and SH of a simulated AC system. The AC system
was exposed to varying cooling loads, ambient temperatures, and fan speeds during the testing process. The controllers
were successfully trained using SAC and two reward functions that prioritized either the CT or SH tracking. The RLPI controllers showed good SH and CT tracking performance despite sensor noise and varying disturbances. Both RLPI controllers showed lower SH MAE and higher CT MAE compared to a dual-PI controller with static gains. The
RL-PI controllers sacrificed some CT accuracy to minimize SH fluctuations. Next, the impact of the reward function
was also reflected in the controllers’ response and the sensitivity analysis. The RL-PI CT agent prioritized the CT
more than the SH, and it sacrificed some SH tracking accuracy to gain higher CT tracking accuracy. Meanwhile, the
RL-PI SH agent showed the opposite behavior. The sensitivity analysis also showed that both RL-PI controllers
adapted the gains accounting for the tracking performance, parametric coupling, and VCC operating conditions.
Hence, this paper shows that RL-PI controllers are effective for VCC control problems, and the reward function
heavily influences its’ performance. Further studies should apply the method to VCC systems with higher loads and
complexities to achieve greater benefits.
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