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A collisionless kinetic plasma model may often be cast as an infinite-dimensional noncanonical Hamiltonian
system. I show that, when this is the case, the model can be discretized in space and particles while preserving
its Hamiltonian structure, thereby producing a finite-dimensional Hamiltonian system that approximates the
original kinetic model. I apply the general theory to two example systems: the relativistic Vlasov-Maxwell
system with spin, and a gyrokinetic Vlasov-Maxwell system.
I. INTRODUCTION
A basic approach to the study of continuum mechani-
cal models is truncation. In the truncation process, con-
tinuous fields appearing in the model of interest are ex-
pressed in terms of some Galerkin basis, and then all
but a finite number of basis functions are discarded.
The resulting finite-dimensional dynamical system is of-
ten much simpler to study both analytically and nu-
merically. A particularly famous outcome of applying
truncation to a continuum fluid model was the discovery
by Lorenz1 of the strange attractor bearing his name.
More generally, truncation is used often to develop com-
puter simulations. When it is, the tendency is to use
the term“semi-discretization” or “continuous-time dis-
cretization” instead of truncation. A truncated model is
semi-discrete because the fields are represented by a dis-
crete (and finite) collection of degrees of freedom, while
the time is represented by variable that assumes every
value in R.
Recently, a variety of authors2–7 have formulated trun-
cations for collisionless kinetic plasma models that are
compatible with Hamiltonian mechanics (see also Ref.8
for a compatible fully-discrete Vlasov-Maxwell system.)
Here compatibility refers to the fact that the truncated
models are finite-dimensional Hamiltonian systems with
Hamiltonians and Poisson brackets inherited from the
corresponding continuum theory. These truncations have
already proven useful in the enterprise of developing
structure-preserving kinetic simulations. In the future,
there is great potential for squeezing even more utility
from them. One tantalizing prospect is to use the Li-
ouville measure associated with the finite-dimensional
Hamiltonian structure for equation of state computa-
tions. Another is to use low-dimensional variants of
these truncations as simplified models of nonlinear ki-
netic plasma behavior.
The purpose of this article is to present a significant
generalization and unification of the previous Hamilto-
nian truncations for collisionless kinetic plasma mod-
els. By starting from a very general continuum ki-
netic model, the truncation developed here will si-
multaneously provide truncations for a variety of sys-
tems, including Vlasov-Maxwell, relativistic spin Vlasov-
Maxwell, drift-kinetic Vlasov-Maxwell, and gyrokinetic
Vlasov-Maxwell. The inclusion of the gyrokinetic Vlasov-
Maxwell system here is especially significant because
Hamiltonian truncations have not been found previously
for this system. Aside from being manifestly Hamilto-
nian, the general truncation will also include two special
features that have been identified as being important by
previous authors. First, by using a field discretization as
in Refs. 4, 6, and 7, gauge invariance and charge conser-
vation will be preserved exactly. Second, by using the
macroparticle formalism from Refs. 2 and 4, the trunca-
tion will assume the form of a low-noise particle-in-cell
(PIC) discretization.
The article is organized as follows. In Section II,
I present the general continuum kinetic model and its
Hamiltonian structure. In Section III, I construct a dis-
cretization of the general continuum model and present
its Hamiltonian structure. As a first example, in Section
IV, I construct a new continuous-time discretization of
the relativistic spin Vlasov-Maxwell system and present
its Hamiltonian structure. Incidentally, this section’s
presentation of the Hamiltonian structure for the contin-
uum relativistic spin Vlasov-Maxwell system is new. As
a second example, I present a new continuous-time dis-
cretization of a gyrokinetic Vlasov-Maxwell system and
present its Hamiltonian structure in Section V.
II. THE HAMILTONIAN STRUCTURE OF
COLLISIONLESS KINETIC THEORY
In this section I will present a general collisionless
electromagnetic kinetic plasma model with Hamiltonian
structure. It will generalize all fully-electromagnetic ki-
netic models that have appeared in the literature. By
constructing such a general model, I will be able to
give a very general prescription for finding continuous-
time finite-dimensional kinetic models with Hamiltonian
structure. Continuous-time discretization of the contin-
uum model presented in this section will be discussed in
Section III.
All kinetic plasma models prescribe the evolution law
for a distribution function F defined on a phase space M
of dimension n. On the space M , the dynamical equa-
tions governing the motion of an individual plasma par-
ticle assume the form of a first-order ordinary differen-
tial equation. The function F counts plasma particles
in subregions U ⊂ M of M . Specifically, the number of
2particles in U is given by integrating F over U .
For the sake of concreteness, introduce coordinates
z ≡ (x,m) on M . The component functions x ∈ R3
and m ∈ Rm, where m = n− 3, will be assumed to have
the following interpretations. The value of x gives the
spatial location of a particle (or quasi-particle). Space,
which will be denoted Q, will be either infinite or peri-
odic. The value of m gives a particle’s “internal state.”
In Vlasov-Maxwell kinetic theory, m = v is the particle
velocity. In drift kinetic and gyrokinetic theory, m = v‖
is the guiding center or gyrocenter parallel velocity. More
generally, m may encode the orientation of a composite
particle, or even a particle’s spin.
In the absence of collisions, the motion of a given par-
ticle through the phase space M is governed by a single-
particle Lagrangian ℓ. A general form for this Lagrangian
that encompasses all known Hamiltonian kinetic models
is given as follows. Let (A, ϕ) be the electromagnetic po-
tentials, and (E,B) the corresponding electromagnetic
fields. Set zi = xi when i = 1, 2, 3 and zi = mi−3 when
i = 4, ..., n. The Lagrangian ℓ is given by
ℓ = θi(z;B)z˙
i −K(z;E,B) +
e
c
A(x) · x˙− eϕ(x), (1)
where e is the particle’s charge. The n functions θi de-
pend explicitly on the phase space coordinates z and
parametrically on the magnetic field B = ∇ × A. The
dependence on B is in general nonlinear and nonlocal.
Likewise, the function K depends explicitly on z and
parametrically on both the magnetic field and the electric
field E = −c−1∂tA−∇ϕ. Again, the field dependence is
generally nonlinear and nonlocal.
The total Lagrangian for all plasma particles is given
by
Lχ =
∑∫
(θi(z;B)V
i(z) −K(z;E,B))F (z) dnz
+
1
c
∫
Jf (x) ·A(x) d
3x−
∫
ρf (x)ϕ(x) d
3x, (2)
where
∑
denotes a species sum. The functional Lχ can
be thought of as the sum-over-particles of the single-
particle Lagrangian ℓ. The vector field V = V i∂i on
M is the Eulerian phase space flow velocity. The x-
component of V gives a particle’s x-velocity u, while
the m-component of V gives a particle’s m-velocity w.
Specifically, V i = ui when i = 1, ..., 3 and V i = wi−3
when i = 4, ..., n. The “free” current and charge densi-
ties are given in terms of F and u as
Jf (x) =
∑
e
∫
u(x,m)F (x,m) dmm (3)
ρf (x) =
∑
e
∫
F (x,m) dmm. (4)
The general Lagrangian L for the entire field-particle
system that comprises an electromagnetic kinetic theory
is given by
L = Lχ +
1
8π
∫
(|E(x)|2 − |B(x)|2) d3x. (5)
The second term in the sum is the Lagrangian for a free
Maxwell field. The system action is therefore S =
∫
Ldt,
and the general kinetic model must follow from Hamil-
ton’s principle applied to S. Recall9 that Hamilton’s
principle entails setting the first variation of the system
action equal to zero, δS = 0. At this stage in the dis-
cussion, it is not clear how this variation should be per-
formed.
Hamilton’s principle can be given a precise meaning
as follows. Let z(zo) be the Lagrangian configuration
map of a given species’ phase space fluid. Observe that
because the value of the Lagrangian configuration map
z(zo) gives the phase space location of a particle initially
located at zo, the Eulerian flow velocity V can be ex-
pressed in terms of z(zo) as
dz(zo)
dt
= V (z(zo)). (6)
Next notice that because particle number is locally con-
served, the integral
∫
U
F (z) dnz, where U ⊂ M moves
with the particles, is independent of time. Therefore, the
distribution function F can also be expressed in terms of
z(zo) according to
F (z(zo)) d
nz(zo) = Fo(zo) d
nzo, (7)
where Fo is the initial distribution function. It follows
that all quantities in the system Lagrangian L can be
expressed in terms of the Lagrangian configuration map
z(zo), the electromagnetic potentials (A, ϕ), and the ini-
tial distribution function Fo. Varying the action S can
therefore be achieved by varying z(zo) and (A, ϕ).
The Euler-Lagrange equations associated with the
variational principle δS = 0 can now be found in princi-
ple. Before displaying these equations however, it will be
useful to define some linear maps. The first map sends
contravariant vector fields on M into the space of covari-
ant vector fields (one-forms) on M . This map is encoded
in the covariant antisymmetric matrix of functions on M
ωij = ∂jθi − ∂iθj −
e
c✁
ǫijkB
k, (8)
where ✁ǫijk = ǫijk when i, j, k ≤ 3 and ✁ǫijk = 0 otherwise.
The second map, which is (minus) the inverse of the first
map, sends covariant vector fields onM into the space of
contravariant vector fields onM . Its associated antisym-
metric contravariant matrix J ij of functions is defined
implicitly by the formula
J ijωkj = δ
i
k. (9)
Note that implicit in the definition of J ij is the assump-
tion that ωij gives the components of an invertible ma-
trix. Finally, introduce the linear operatorsDBθi, DEK,
3and DBK, where
DBθi[δB](z) =
d
dǫ
∣∣∣∣
0
θi(z;B + ǫδB) (10)
DEK[δE](z) =
d
dǫ
∣∣∣∣
0
K(z;E + ǫδE,B) (11)
DBK[δB](z) =
d
dǫ
∣∣∣∣
0
K(z;E,B + ǫδB). (12)
The notation here is motivated by the presentation of
the Fre´chet derivative in Ref. 10. Note the distinction
between, say, DEK[δE], which is a function on M , and
DEK[δE](z) which is a real number. Also note that each
of these three operators is a linear map from the space
of electric fields δE or the space of magnetic fields δB to
the space of functions on phase space.
Now the Euler-Lagrange equations can be written ex-
plicitly. The components of the velocity V are given by
V i = J ij(∂jK − e✁δ
l
jEl +DBθj [∂tB]), (13)
where ✁δlj = δ
l
j when j, l ≤ 3 and ✁δ
l
j = 0 otherwise. The
electromagnetic fields satisfy Maxwell’s equations in a
polarized, magnetized medium,
∇×E = −
1
c
∂tB (14)
∇×H =
4π
c
Jf +
1
c
∂tD (15)
∇ ·D = 4πρf (16)
∇ ·B = 0. (17)
The auxiliary electric and magnetic field are related to
the electric and magnetic field according to the constitu-
tive relations
D = E − 4π
∑
DEK
T [F ] (18)
H = B + 4π
∑
(DBK
T [F ]−DBθ
T
i [V
iF ]), (19)
where the “T ” superscript denotes the transpose of a
linear operator between inner product spaces.11 Finally,
because the local conservation of particles is built explic-
itly into the variational principle, the preceding equations
must also be supplemented by the transport equation
∂tF + ∂i(FV
i) = 0. (20)
Equations (13-20) comprise the general collisionless ki-
netic plasma model. Assuming E can be expressed
uniquely in terms of D using Eq. (18), the model pre-
scribes the evolution of the infinite-dimensional state
variable Z = (F,D,A), where A is the vector potential
in the ϕ = 0 gauge.
By employing the method12 used to identify the gy-
rokinetic Hamiltonian structure in Ref. 13, the Hamilto-
nian and Poisson bracket (satisfying the Jacobi identity)
for this general kinetic plasma model may each be found.
The Hamiltonian functional is given by
H(F,D,A) =
∑∫
(K −DEK[Eˆ])F d
nz
+
1
8π
∫
(|Eˆ|2 + |B|2) d3x, (21)
where Eˆ is the electric field expressed in terms of the
auxiliary electric field D, the magnetic field B, and the
distribution function F using Eq. (18). Eq. (21) expresses
the total energy stored in the system as the sum of en-
ergy stored in the particles and the energy stored in the
electromagnetic field. The Poisson bracket is given by
{G,H} =4πc
∫ (
δG
δD
·
δH
δA
−
δG
δA
·
δH
δD
)
d3x
+
∑∫ (
∂i
δG
δF
− eE∗i
[
δG
δD
])
J ij×(
∂j
δH
δF
− eE∗j
[
δH
δD
])
F dnz, (22)
where the linear operator E∗i is given by
E∗i [δD] = 4π✁δ
j
i δDj + 4π
c
e
DBθi[∇× δD]. (23)
This bracket generalizes the brackets given in Refs. 14
and 13. The bracket in Ref. 14 is recovered as follows.
Set m = (p, w), where p ∈ R3 is the kinetic momentum
and w ∈ Rd is called the internal degree of freedom15 in
Ref. 14. Then set θi(z;B)z˙
i = p · x˙+ϑ(w) · w˙, where ϑ is
a d-component vector that only depends on w. Equation
(22) then recovers the bracket in Ref. 14. The bracket in
Ref. 13 is recovered by Eq. (22) when m = v‖ and θi has
no B-dependence.
III. FINITE DIMENSIONAL TRUNCATION OF THE
CONTINUUM MODEL
In this section I will show that any continuum ki-
netic model that is a special case of the model in Sec-
tion II has a continuous-time Hamiltonian discretiza-
tion. Because all known fully-electromagnetic Hamil-
tonian kinetic models are special cases of the model in
Section II, this section will give a procedure for discretiz-
ing a very broad class of kinetic models while preserv-
ing Hamiltonian structure. This procedure represents a
significant generalization of similar procedures used by
other authors in more specialized scenarios. Hamiltonian
Continuous-time discretizations of the Vlasov-Maxwell
system were developed in Refs. 2, 5, 4, 6, and 7. A
Hamiltonian continuous-time discretization of the low-
flow drift-kinetic Vlasov-Maxwell system was found in in
Ref. 3.
4A. Formulation of the finite-dimensional model
At the continuum level, the electromagnetic fields and
potentials are naturally elements of different function
spaces. The potentials (A, ϕ) must each be square in-
tegrable in order to ensure the minimal coupling integral
in L,
∫
(Jf ·A − ρfϕ) d
3x, is finite. The gradient of the
scalar potential and the curl of the vector potential must
also each be square integrable in order to ensure that
the energy stored in the electric and magnetic fields are
finite. Thus, ϕ ∈ H1(grad) and A ∈ H1(curl), where
H1(grad) = {ψ ∈ L2(Q) | ∇ψ ∈ L2(Q)} (24)
H1(curl) = {α ∈ L2(Q) | ∇ ×α ∈ L2(Q)}. (25)
Here L2(Q) and L2(Q) are the square-integrable scalar
fields and vector fields defined on the spatial domain
Q. It follows that E = −c−1∂tA − ∇ϕ and B =
∇×A are elements of the spaces H1(curl) and H1(div),
respectively,16 where
H1(div) = {β ∈ L2(Q) | ∇ · β ∈ L2(Q)}. (26)
Note that because∇×∇ψ = ∇·∇×α = 0 the differential
operators of vector calculus are well behaved with respect
to these spaces in the sense that
∇(H1(grad)) ⊂ H1(curl) (27)
∇× (H1(curl)) ⊂ H1(div) (28)
∇ · (H1(div)) ⊂ L2(Q). (29)
In order to discretize the electromagnetic fields and
potentials, the spaces H1(grad), H1(curl), H1(div), and
L2(Q) will be replaced with finite dimensional subspaces
W0 ⊂ H
1(grad) (30)
W1 ⊂ H
1(curl) (31)
W2 ⊂ H
1(div) (32)
W3 ⊂ L
2(Q). (33)
The discrete potentials (A,Φ) and fields (E,B) will satisfy
Φ ∈ W0, A ∈ W1, E ∈ W1, and B ∈ W2. Moreover, in
order to ensure that discrete versions of the gradient,
curl, and divergence operators respect the identities ∇×
∇ψ = 0 and ∇ ·∇×α = 0, the subspaces will be chosen
to satisfy
∇(W0) ⊂W1 (34)
∇× (W1) ⊂W2 (35)
∇ · (W2) ⊂W3. (36)
The discrete gradient, curl, and divergence operators,
G,C and D, are then defined by restricting their contin-
uous counterparts to the subspaces W0,W1, and W2, re-
spectively. For instance, if ψ ∈W0, then Gψ = ∇ψ ∈ W1.
There are many possible choices for the subspaces Wi.
Truncated Fourier bases are perhaps the simplest op-
tions. More generally, any spaces that fit into the frame-
work of finite element exterior calculus17 (FEEC) would
work. Note that FEEC discretizations were used in
Vlasov-Maxwell simulations in Refs. 6 and 7.
In order to discretize the distribution function F ,
macroparticles2 will be introduced. This entails express-
ing F as
F (x,m) =
∑
p
δm(m−mp)W(x− xp), (37)
where p indexes a collection of N macroparticles. Each
macroparticle is assigned a location zp = (xp,mp) in the
single-particle phase space M and a finite spatial extent
given by the support of the differentiable weight func-
tion W . The weight function has compact support and
satisfies
∫
W(x) d3x = 1. Instead of prescribing an evo-
lution law for F , the finite-dimensional kinetic model will
prescribe an evolution law for the macroparticles zp.
Because macroparticles are not point-like, the La-
grangian for an individual macroparticle is different from
the Lagrangian ℓ for point-like particles. The single
macroparticle Lagrangian 〈ℓp〉 is given by convolving the
point-particle Lagrangian with the weight function W ,
〈ℓp〉 =
∫
θpi(z;B)z˙
i
pδ
m(m−mp)W(x− xp) d
nz
−
∫
Kp(z;E,B)δ
m(m−mp)W(x− xp) d
nz
+
e
c
∫
(A(x) · x˙p − cΦ(x))W(x− xp) d
3x. (38)
Here the discrete electric and magnetic fields are given
by E = −c−1∂tA− GΦ and B = CA. Note that by intro-
ducing the quantities
〈θp〉i(z;B) =
∫
θpi(z¯;B)δ
m(m¯−m)W(x¯− x) dnz¯
〈Kp〉(z;E,B) =
∫
Kp(z¯;E,B)δ
m(m¯−m)W(x¯− x) dnz¯
〈A〉(x) =
∫
A(x¯)W(x¯− x) d3x¯
〈Φ〉(x) =
∫
Φ(x¯)W(x¯− x) d3x¯,
the macroparticle Lagrangian can be written
〈ℓp〉 =〈θp〉i(zp;B)z˙
i
p − 〈Kp〉(zp;E,B)
+
ep
c
〈A〉(xp) · x˙p − ep〈Φ〉(xp), (39)
which is formally very similar to ℓ in Eq. (1). The total
Lagrangian for all macroparticles, Lχ, is therefore given
by summing 〈ℓp〉 over all particles,
Lχ =
∑
p
〈ℓp〉.
5Likewise, the Lagrangian for the entire discrete field-
particle system is given by
L = Lχ +
1
8π
∫
(|E|2 − |B|2) d3x. (40)
A finite-dimensional approximation to the general ki-
netic plasma model presented in the previous section may
now be defined by applying Hamilton’s principle to the
Lagrangian L. The discrete action is S =
∫
L dt. The
quantities that must be varied when varying the discrete
action are each of the macroparticle trajectories, zp(t),
and the discrete electromagnetic potentials (A(t),Φ(t)).
Before displaying the Euler-Lagrange equations associ-
ated with the discrete version of Hamilton’s principle, it
is again useful to define some linear maps. The first linear
map sends contravariant vector fields on M to covariant
vector fields on M . It is encoded in the antisymmetric
matrix of components
〈ωp〉ij = ∂j〈θp〉i − ∂i〈θp〉j
−
ep
c ✁
ǫijk〈B〉
k, (41)
where
〈B〉(x) =
∫
B(x¯)W(x¯− x) d3x¯. (42)
The second map is (minus) the inverse of the first. Its
associated antisymmetric matrix of functions 〈Jp〉
ij is de-
fined implicitly by the formula
〈Jp〉
ij〈ωp〉kj = δ
i
k. (43)
Finally, introduce the linear maps DB〈θp〉i, DE〈Kp〉, and
DB〈Kp〉, where
DB〈θp〉i[δB](z) =
d
dǫ
∣∣∣∣
0
〈θp〉i(z;B + ǫδB) (44)
DE〈Kp〉[δE](z) =
d
dǫ
∣∣∣∣
0
〈Kp〉(z;E + ǫδE,B) (45)
DB〈Kp〉[δB](z) =
d
dǫ
∣∣∣∣
0
〈Kp〉(z;E,B + ǫδB). (46)
Note that DB〈θp〉i and DB〈Kp〉 map the space W2 into
the space of functions on M . Similarly, DE〈Kp〉 maps
W1 into the space of functions on M .
Now the Euler-Lagrange equations associated with the
discrete action S can be written explicitly. The compo-
nents of the phase-space velocity of macroparticle p are
given by
z˙ip = 〈Jp〉
ij
(
∂j〈Kp〉 − ep✁δ
l
j〈E〉l +DB〈θp〉j [∂tB]
)
, (47)
where
〈E〉(x) =
∫
E(x¯)W(x¯− x) d3x¯, (48)
and all scalar functions on M appearing on the right
hand side of Eq. (47) are evaluated at zp. The discrete
electromagnetic fields satisfy
CE = −
1
c
∂tB (49)
CTH =
4π
c
Π1
∑
p
x˙pWxp +
1
c
∂tD (50)
GTD = −4πΠ0
∑
p
Wxp (51)
DB = 0, (52)
which represent the discrete analogues of Maxwell’s equa-
tions in a poralized and magnetized medium. Here
Wxp(x) =W(x−xp) and Π0,Π1 are the orthogonal pro-
jections onto the spaces W0 and W1, respectively. The
discrete auxiliary electric and magnetic field are related
to the discrete electric and magnetic field according to
the constitutive relations
D = E− 4π
∑
p
DE〈Kp〉
T [δnzp ] (53)
H = B+ 4π
∑
p
(
DB〈Kp〉
T [δnzp ]−DB〈θp〉
T
i [z˙
i
pδ
n
zp
]
)
,
(54)
where δnzp(z) = δ
n(z − zp). Equations (47-54) comprise
the finite-dimensional collisionless kinetic plasma model,
which are also written explicitly in component form in
the Appendix. Note that because G(W0) ⊂ W1 and
C(W1) ⊂ W2, the discrete Gauss’ Law (51) and the dis-
crete div(B)-constraint (52) are merely constraints on
the initial conditions for E and B.
The Hamiltonian structure underlying this model can
be found using essentially the same procedure used ear-
lier to find the Hamiltonian structure of collisionless ki-
netic theory. In fact, the procedure in finite dimensions
is even more simple than it is in the continuum theory.
It begins by recognizing that there is an alternative La-
grangian for the finite-dimensional model. The alterna-
tive Lagrangian is
L =
∑
p
〈θp〉i(zp;B)z˙
i
p +
∑
p
ep
c
〈A〉(xp) · x˙p
−
1
4πc
∫
D(x) · ∂tA(x) d
3x− H(z¯,D,A), (55)
where z¯ = (z1, z2, . . . , zN ) is the collection macroparti-
cles, and H is given by
H(z¯,D,A) =
∑
p
(
〈Kp〉(zp)−DE〈Kp〉[Eˆ](zp)
)
+
1
8π
∫ (
|Eˆ|2 + |B|2
)
d3x. (56)
Here Eˆ is the discrete electric field expressed in terms of
z¯,D,B using the constitutive relation (53). When varying
6the action S =
∫
L dt associated with this Lagrangian,
the quantities that are varied are Z = (z¯,D,A). It is
straightforward to verify that the Euler-Lagrange equa-
tions associated with S are equivalent to Eqs. (47-54).
Next, notice that L has the general form
L = Θ(Z)αZ˙
α − H(Z), (57)
where Z˙α is the α’th component of the vector Z˙ =
( ˙¯z, ∂tD, ∂tA) and the Θα are N functions of Z that can
be read off of Eq. (55). In other words, L is a phase
space Lagrangian. It follows from the general theory of
phase space Lagrangians18 that the Poisson bracket for
this finite-dimensional system is given by
{G,H} = (∂αG)J
αβ(∂βH), (58)
where G,H are arbitrary functions of Z, and Jαβ is (mi-
nus) the inverse of the matrix
Ωαβ = ∂βΘα − ∂αΘβ, (59)
and the Hamiltonian is given by H.
Applying the formula (58) eventually produces the ex-
pression
{G,H} =4πc
∫ (
δG
δD
·
δH
δA
−
δH
δD
·
δG
δA
)
d3x
+
∑
p
(
∂G
∂zip
− ep〈E
∗
p〉i
[
δG
δD
]
(zp)
)
〈Jp〉
ij
·
(
∂H
∂zjp
− ep〈E
∗
p〉j
[
δH
δD
]
(zp)
)
(60)
for the finite-dimensional model’s Poisson bracket. Here
the operator 〈E∗p〉i is given by
〈E∗p〉i[δD] = 4π✁δ
j
i 〈δD〉j + 4π
c
ep
DB〈θp〉i[CδD], (61)
where 〈δD〉(x) =
∫
δD(x¯)W(x¯ − x) d3x¯. Together
with the expression (56), Eq. (60) completely specifies
the Hamiltonian structure of the finite-dimensional col-
lisionless kinetic model derived in this section. The
component-based form of the Poisson bracket is given
in the Appendix.
IV. EXAMPLE: RELATIVISTIC VLASOV-MAXWELL
WITH SPIN
As a first concrete example of the theory developed
in Sections II and III, this section will apply the the-
ory to the relativistic Vlasov-Maxwell system with spin.
This system couples Maxwell’s equations to an ensem-
ble of micro-localized wave packet solutions of the Dirac
equation. Because the wave packets are localized in both
Fourier space and real space, they obey classical equa-
tions of motion. Moreover, due to the spin, each wave
packet acquires electric and magnetic dipole moments.
While a nonrelativistic limit of this system was studied
in Ref. 19, the full relativistic model has not been studied
previously.
The classical phase space M for a spin-1/2 particle is
given in terms of the notation in Section II as
m = (p,Z), (62)
where p ∈ R3 is the particle kinetic momentum and
Z ∈ C2 is a (dimensionless) two-component spinor rep-
resenting the polarization of the (positive-energy) Dirac
field. The dimension of the internal state space for a clas-
sical particle with spin 1/2 is therefore m = 3 + 4 = 7,
while the dimension of M is n = 3 + 7 = 10. As-
sociated with the spinor Z is the so-called spin vector
S = ~Z†σZ/2 ∈ R3. Here σ = σxex + σyey + σzez is a
three-component vector with complex 2× 2 matrix com-
ponents σi. The vectors ei are the standard basis vectors
in R3 and the matrices σi are the well-known Pauli ma-
trices.
The Lagrangian ℓ governing the classical dynamics of
a spin-1/2 particle was derived recently in Ref. 20. By
substituting an appropriate wave-packet ansatz into the
Lagrangian for a Dirac field in prescribed electromagnetic
fields, those authors found that ℓ is given by Eq. (1) with
θi(z;B)z˙
i = p · x˙+
i~
2
(
Z†Z˙− Z˙†Z
)
(63)
K(z;E,B) = γmc2 + S ·Ω, (64)
where
γ =
√
1 +
|p|2
m2c2
=
1√
1− |β|2
(65)
β =
p
γmc
(66)
Ω = ΥB ·B +ΥE ·E. (67)
The p-dependent tensors ΥB,ΥE are given by
ΥB =
e
mc
[(
g
2
− 1 +
1
γ
)
I−
(g
2
− 1
) γ
γ + 1
ββ
]
(68)
ΥE =
e
mc
[(
g
2
−
γ
γ + 1
)
eiejǫijkβk
]
. (69)
Here g is the so-caled g-factor, which quantifies a parti-
cle’s anomolous magnetic moment. For electrons g ≈ 2.0,
while for protons g ≈ 5.5. The Euler-Lagrange equations
associated with this Lagrangian reproduce the famous
Bargmann-Michel-Telegdi (BMT) equations.21
The relativistic Vlasov-Maxwell system with spin
springs forth from ℓ as in Section II. According to
Eqs. (18-19), the consitutive relations defining the aux-
iliary electric field and auxiliary magnetic field are given
by
D = E − 4π
∑∫
S ·ΥE Fd
7m.
H = B + 4π
∑∫
S ·ΥB F d
7m (70)
7Thus, the plasma behaves as a polarized and magnetized
medium with polarization and magnetization densities
given by
P = −
∑∫
S ·ΥE F d
7m (71)
M = −
∑∫
S ·ΥB F d
7m. (72)
Observe that the polarization density vanishes is the non-
relativistic limit, while the magnetization density does
not. The evolution of the electromagnetic field is then
determined by substituting these constitutive relations
into Maxwell’s equations in a medium, Eqs. (14-17). Fi-
nally, the evolution of the distribution function is given
by the Vlasov equation (20), where the Eulerian velocity
in phase space V is determined as follows. Decompose
the m-component of V as w = (f , ν), where f gives
a particle’s p-velocity (i.e. force) and ν gives a parti-
cle’s Z-velocity. The components of V are then given by
Eq. (13), which becomes
u =
δK
δp
(73)
f = −
δK
δx
+ eE +
e
c
δK
δp
×B (74)
ν = −
i
2~
δK
δZ
. (75)
Here the finite-dimensional functional derivatives of a
scalar function χ on M are defined by
d
dǫ
∣∣∣∣
0
χ(z + ǫδz) =
δχ
δx
· δx+
δχ
δp
· δp+Re
(
δχ
δZ
†
δZ
)
.
(76)
The derivatives of K can be computed, giving
δK
δx
=
δ
δx
(S ·Ω) (77)
δK
δp
=
p
γm
+
δ
δp
(S ·Ω) (78)
δK
δZ
= ~ (σ ·Ω)Z. (79)
In the non-relativistic limit, S · Ω is independent of p.
Thus, the above expressions show a particle’s x-velocity
u is parallel to its kinetic momentum p in the nonrela-
tivistic limit. In contrast, with relativistic effects fully
included, p is no longer parallel to u.
The relativistic Vlasov-Maxwell system with spin is an
infinite-dimensional Hamiltonian system with the follow-
ing Hamiltonian structure. The Hamiltonian is given by
substituting the definitions of K and D into Eq. (21),
leading to
H(F,D,A) =
∑∫
(γmc2 + S ·ΥB ·B)F d
nz
+
1
8π
∫ ∣∣∣∣D + 4π∑
∫
S ·ΥE Fd
7m
∣∣∣∣
2
d3x
+
1
8π
∫
|B|2 d3x. (80)
The Poisson bracket is given by Eq. (22), where the two
model-dependent parameters, J ij and E∗i , are given by
(∂if)J
ij(∂jg) =
δf
δx
·
δg
δp
−
δf
δp
·
δg
δx
+
e
c
B ·
δf
δp
×
δg
δp
+
1
2~
Im
δf
δZ
† δg
δZ
(81)
δziE∗i [δD] = 4πδx · δD. (82)
The explicit form of the bracket is therefore
{G,H} =
∑∫ [ δ
δx
(
δG
δF
)
·
δ
δp
(
δH
δF
)
−
δ
δp
(
δG
δF
)
·
δ
δx
(
δH
δF
)
+
e
c
B ·
δ
δp
(
δG
δF
)
×
δ
δp
(
δH
δF
)]
F dnz
+
∑∫ 1
2~
Im
[
δ
δZ
(
δG
δF
)†
δ
δZ
(
δH
δF
)]
F dnz +
∑∫
4πe
[
δ
δp
(
δG
δF
)
·
δH
δD
−
δG
δD
·
δ
δp
(
δH
δF
)]
F dnz
+
∫
4πc
[
δG
δD
·
δH
δA
−
δG
δA
·
δH
δD
]
d3x. (83)
Aside from the fact that this bracket uses Z instead of S to encode the spin degrees of freedom, it agrees in an
8essential way with the bracket for non-relativistic Vlasov-
Maxwell with spin given in Ref. 14. The bracket in Ref. 14
is obtained from the above bracket by restricting to dis-
tribution functions F that depend on Z only via S.
As I have shown to be true more generally in Sec-
tion II, the relativistic Vlasov-Maxwell system with spin
can be discretized in space and particles while preserv-
ing its Hamiltonian structure. I will demonstrate this
fact explicitly by following the prescription in Section III.
Much as in the continuum theory, the development be-
gins with the single-macroparticle Lagrangian 〈ℓp〉 given
in Eq. (39), with
〈θp〉i(z;B)z˙
i = p · x˙+
i~
2
(
Z†Z˙− Z˙†Z
)
(84)
〈Kp〉(z;E,B) = γpmpc
2 + S · 〈Ωp〉, (85)
where
〈Ωp〉 = ΥBp · 〈B〉 +ΥEp · 〈E〉. (86)
Note that the subscript p is being affixed to quantities
that may vary from macroparticle to macroparticle. The
discrete auxiliary electromagnetic fields are then found
by substituting Eqs. (84-85) into Eqs. (53-54), leading to
D = E− 4π
∑
p
Π1
(
Sp ·ΥEpWxp
)
(87)
H = B+ 4π
∑
p
Π2
(
Sp ·ΥBpWxp
)
, (88)
where Π1 and Π2 are the orthgonal projections onto
W1 and W2, respectively. The evolution of the discrete
electromagnetic field is therefore given by substituting
Eqs. (87-88) into the discrete Maxwell equations in a
medium, Eqs. (49-52). Finally, the macroparticle evolu-
tion equation is given by Eq. (47), which becomes
x˙p =
pp
γpmp
+
δ
δpp
(Sp · 〈Ωp〉) (89)
p˙p = −
δ
δxp
(Sp · 〈Ωp〉) + ep〈E〉(xp)
+
ep
c
pp
γpmp
× 〈B〉(xp)
+
ep
c
δ
δpp
(Sp · 〈Ωp〉)× 〈B〉(xp) (90)
Z˙p = −
i
2
(σ · 〈Ωp〉)Zp. (91)
The Hamiltonian structure associated with this finite-
dimensional system is given by specializing the relevant
expressions from Section III. The Hamiltonian is given
in Eq. (56), which specializes to
H(z¯,D,A) =
∑
p
(
γpmpc
2 + Sp ·ΥBp · 〈B〉(xp)
)
+
1
8π
∫ ∣∣∣∣∣D+ 4π
∑
p
Π1
(
Sp ·ΥEpWxp
)∣∣∣∣∣
2
d3x
+
1
8π
∫
|B|2 d3x. (92)
The Poisson bracket is given in Eq. (60), which has two
model-dependent parameters, 〈Jp〉
ij and 〈Ep〉i. These
parameters can be computed for the model at hand using
Eqs. (41) and (61), which give
(∂if)〈Jp〉
ij(∂jg) =
δf
δx
·
δg
δp
−
δf
δp
·
δg
δx
+
ep
c
〈B〉 ·
δf
δp
×
δg
δp
+
1
2~
Im
δf
δZ
† δg
δZ
(93)
δzi〈E∗p〉i[δD] = 4πδx · 〈δD〉. (94)
The finite-dimensional Poisson bracket is therefore
{G,H} =
∑
p
δG
δxp
·
δH
δpp
−
δG
δpp
·
δH
δxp
+
∑
p
ep
c
〈B〉(xp) ·
δG
δpp
×
δH
δpp
+
∑
p
1
2~
Im
(
δG
δZp
† δH
δZp
)
+
∑
p
4πep
(
δG
δpp
·
〈
δH
δD
〉
(xp)−
〈
δG
δD
〉
(xp) ·
δH
δpp
)
+
∫
4πc
(
δG
δD
·
δH
δA
−
δG
δA
·
δH
δD
)
d3x. (95)
V. EXAMPLE: GYROKINETIC VLASOV-MAXWELL
As a second concrete example of the formalism devel-
oped in Sections II and III, this section will apply the the-
ory to a gyrokinetic Vlasov-Maxwell system. This system
couples an ensemble of so-called gyrocenters22 to small-
amplitude electromagnetic fields. It serves as a model for
kinetic turbulence in strongly-magnetized plasmas. The
gyrokinetic Vlasov-Maxwell system is constructed by ap-
plying an asymptotic averaging procedure23 to the ordi-
nary Vlasov-Maxwell system. The averaging decouples
the rapid motion of charged particles around magnetic
field lines from their relatively slow drift along and across
them. Due to the asymptotic nature of the averaging
procedure, truncation of asymptotic series is a necessary
ingredient in the formulation of any computable gyroki-
netic model. Thus, there are many different variants of
gyrokinetic theory found in the literature.24 This section
will use the manifestly gauge-invariant formulation of gy-
rokinetics given in Ref. 25.
The phase space M for an individual gyrocenter is
specified in the language of Section II as
m = v‖, (96)
9where v‖ ∈ R is the gyrocenter parallel velocity. It is
also conventional to use the symbol X for the spatial
location of a gyrocenter, which differs slightly from the
notation x used in Section II. The dimension of the in-
ternal state space for a gyrocenter is therefore m = 1,
while the dimension of M is n = 3 + 1 = 4. In contrast
to Vlasov-Maxwell theory, each gyrocenter species has
a discrete index σ and a continuous index µ. The dis-
crete index determines a species’ charge and mass eσ,mσ
while the continuous index gives a species’ magnetic mo-
ment. The species “sum” used in Section II is there-
fore the combination of a discrete sum and an integral,∑
Q ≡
∑
σ
∫∞
0
Q dµ.
The Lagrangian ℓ governing the dynamics of an indi-
vidual gyrocenter is given by Eq. (1) with
θi(z;B)z˙
i = P(X, v‖) · X˙ (97)
K(z;E,B) =
1
2
mv2‖ +Ψ(X), (98)
where
P(X, v‖) = mv‖beq(X) +
e
c
Aeq(X)
+
e
c
〈〈B(X + λρ)× ρ〉〉 (99)
Ψ(X) = µBeq(X)− e〈〈E(X + λρ) · ρ〉〉
+ 2µ〈〈λbeq(X) ·B(X + λρ)〉〉 (100)
are the gyrocenter kinetic momentum and effective po-
tential. Here Aeq is the vector potential of a pre-
scribed, strong, time-independent background magnetic
field Beq = ∇ × Aeq, while Beq = |Beq| and beq =
Beq/Beq. The so-called gyroradius vector ρ appearing
in these expressions depends on X and an angular pa-
rameter θ (the gyrophase) according to
ρ = ρ beq(X)× (cos θe1(X) − sin θe2(X)) (101)
ρ =
√
2mc2µ
e2Beq(X)
, (102)
where e1,2(X) are mutually orthogonal unit vectors per-
pendicular toBeq(X). Finally, the double angle brackets
denote averaging over the two parameters λ and θ,
〈〈Q〉〉 ≡
1
2π
∫ 1
0
∫ 2pi
0
Q dθ dλ. (103)
The definitions of the auxiliary electric and magnetic
fields implied by this ℓ are, according to Eqs. (18-19),
D(x) = E(x) + 4π
∑∫
〈〈eρ δˆ3x(X)〉〉F d
nz (104)
H(x) = B(x) + 4π
∑∫
〈〈[2µλbeq(X)] δˆ
3
x(X)〉〉F d
nz
+ 4π
∑∫
〈〈[ec−1u(z)× ρ] δˆ3
x
(X)〉〉F dnz,
(105)
where δˆ3
x
(X) = δ3(X + λρ − x). Likewise, the compo-
nents of the velocity vector V = (u, a‖) associated with
ℓ are given by Eq. (13), which specializes to
u = v‖
B∗
B∗‖
+
cE∗ × beq
B∗‖
(106)
a‖ =
e
m
E∗ ·B∗
B∗‖
, (107)
where
B∗ = B +
c
e
∇×P (108)
E∗ = E −
1
e
∇Ψ−
1
c
〈〈∂tB(X + λρ)× ρ〉〉 (109)
B∗‖ = beq ·B
∗. (110)
The gyrokinetic Vlasov-Maxwell system is then com-
prised of Eqs. (104-107) together with Maxwell’s equa-
tions in a medium, (14-17).
In accordance with the general theory developed in
Section II, the gyrokinetic Vlasov-Maxwell system can
be cast as an infinite-dimensional Hamiltonian system on
(F,E,A)-space. According to Eq. (21), the Hamiltonian
functional is given by
H(F,E,A) =
∑∫ (1
2
mv2‖ + µBeq(X)
)
F dnz
+
∑∫
2µ〈〈λbeq(X) ·B(X + λρ)〉〉F d
nz
+
1
8π
∫ ∣∣∣∣D(x)− 4π∑
∫
〈〈eρ δˆx(X)〉〉F d
nz
∣∣∣∣
2
d3x
+
1
8π
∫
|B(x)|2 d3x. (111)
The Poisson bracket is given by Eq. (22), which can be
written explicitly as
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{G,H} =
∑∫ 1
m
B∗
B∗‖
·
({
δ
δX
δG
δF
− eE∗
[
δG
δD
]}
δ
δv‖
δH
δF
−
δ
δv‖
δG
δF
{
δ
δX
δH
δF
− eE∗
[
δH
δD
]})
F dnz
−
∑∫ c
e
beq
B∗‖
·
{
δ
δX
δG
δF
− eE∗
[
δG
δD
]}
×
{
δ
δX
δH
δF
− eE∗
[
δH
δD
]}
F dnz
+
∫
4πc
(
δG
δD
·
δH
δA
−
δG
δA
·
δH
δD
)
d3x, (112)
where
E
∗[δD] = 4πδD + 4π〈〈(∇× δD)(X + λρ)× ρ〉〉. (113)
In line with Section III, the gyrokinetic Vlasov-
Maxwell system admits a Hamiltonian continuous-time
discretization. The single-macroparticle Lagrangian (39)
is determined by
〈θp〉i(z;B)z˙
i = 〈Pp〉(X, v‖) · X˙ (114)
〈Kp〉(z;E,B) =
1
2
mpv
2
‖ + 〈Ψp〉(X) (115)
where
〈Pp〉(X, v‖) = mpv‖〈beq〉(X) +
ep
c
〈Aeq〉(X)
+
ep
c
∫
〈〈B(X¯ + λρ¯p)× ρ¯p〉〉WX(X¯) d
3X¯ (116)
〈Ψp〉(X) = −ep
∫
〈〈E(X¯ + λρ¯p) · ρ¯p〉〉WX (X¯) d
3X¯
+ 2µp
∫
〈〈λbeq(X¯) · B(X¯ + λρ¯p)〉〉WX (X¯) d
3X¯
+ µ〈Beq〉(X) (117)
Here ρ¯p is ρp evaluated at X = X¯. The discrete auxil-
iary electric and magnetic fields are given by Eqs. (53-54),
which simplify to
D(x) = E(x) + 4π
∑
p
ep
∫
〈〈ρ¯pδˆ
3
x
(X¯)〉〉WXp(X¯) d
3X¯
(118)
H(x) = B(x)
+ 4π
∑
p
2µp
∫
〈〈λbeq(X¯)δˆ
3
x(X¯) 〉〉WXp (X¯) d
3X¯
− 4π
∑
p
ep
c
∫
〈〈ρ¯× X˙p δˆ
3
x
(X¯)〉〉WXp (X¯) d
3X¯. (119)
Finally, the single-gyrocenter equations of motion are
X˙p = v‖
〈B∗p〉
〈B∗p〉 · 〈beq〉
+
c〈E∗p〉 × 〈beq〉
〈B∗p〉 · 〈beq〉
(120)
v˙‖p =
ep
mp
〈B∗p〉 · E
∗
p
〈B∗p〉 · 〈beq〉
, (121)
where
〈B∗p〉 = 〈Beq〉+
c
ep
∇× 〈Pp〉
〈E∗p〉 = 〈E〉 −
1
ep
∇〈Ψp〉
−
1
c
∫
〈〈∂tB(X¯ + λρ¯)× ρ¯〉〉WX (X¯) d
3X¯. (122)
Note that 〈beq〉 is not usually a unit vector.
The Hamiltonian structure associated with this semi-
discrete gyrokinetic system is specified as folllows. The
Hamiltonian function (56) is given by
H(z¯,D,A) =
∑
p
(1
2
mpv
2
‖p + µp〈Beq〉(Xp)
)
∑
p
2µp
∫
〈〈λbeq(X¯) · B(X¯ + λρ¯p)〉〉WXp (X¯) d
3X¯
+
1
8π
∫ ∣∣∣D(x)− 4π∑
p
ep
∫
〈〈ρ¯p δˆ
3
x(X¯)〉〉WXp (X¯) d
3X¯
∣∣∣2 d3x
+
1
8π
∫
|B(x)|2 d3x, (123)
and the Poisson bracket (60) is given by
{G,H} =∑
p
1
mp
〈B∗p〉
〈B∗p〉 · 〈beq〉
·
(
δG
δXp
− ep〈E
∗
p〉
[
δG
δD
]
(zp)
)
δH
δv‖p
−
∑
p
1
mp
〈B∗p〉
〈B∗p〉 · 〈beq〉
·
(
δH
δXp
− ep〈E
∗
p〉
[
δH
δD
]
(zp)
)
δG
δv‖p
−
∑
p
c〈beq〉
ep〈B∗p〉 · 〈beq〉
·
(
δG
δXp
− ep〈E
∗
p〉
[
δG
δD
]
(zp)
)
×
(
δH
δXp
− ep〈E
∗
p〉
[
δH
δD
]
(zp)
)
+
∫
4πc
(
δG
δD
·
δH
δA
−
δG
δA
·
δH
δD
)
d3x (124)
where
〈E∗p〉[δD](zp) = 4πδD(Xp)
+4π
∫
〈〈CδD(X¯ + λρ¯p)× ρ¯p〉〉WXp (X¯) d
3X¯. (125)
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VI. CONCLUSION
The collisionless kinetic truncation developed in this
article is general enough to simultaneously provide
Hamiltonian truncations for a variety of important col-
lisionless kinetic plasma models. These models include,
but are not limited to, Vlasov-Maxwell, relativistic spin
Vlasov-Maxwell, drift-kinetic Vlasov-Maxwell, and gy-
rokinetic Vlasov-Maxwell. In order to show that all of
this generality actually gives something new, Sections IV
and V applied the general theory to derive novel Hamilto-
nian truncations of the relativistic spin Vlasov-Maxwell
system and the gyrokinetic Vlasov-Maxwell system. In
the future, it would be interesting to apply the theory to
an ensemble of oscillation centers26 interacting with an
electromagnetic field via ponderomotive forces. Such a
truncation could be useful in the study of laser-plasma
interaction.
The results of this article highlight several open ques-
tions, one of which I will mention here. All work done
so far on truncating kinetic plasma models while pre-
serving Hamiltonian structure, including the work pre-
sented here, uses a PIC discretization to represent the
distribution function F . Is Hamiltonian truncation com-
patible with so-called continuum discretizations of F?
Where PIC discretization is best thought of as a monte
carlo sampling of the distribution function, continuum
discretization instead uses Galerkin basis functions in
phase space to represent F , much as in Eulerian fluid
simulations. As of now, there are no satisfying answers
to this question. This is unfortunate because continuum
discretizations are known to suffer much less from dis-
cretization noise than PIC discretizations. Enterprising
individuals wishing to make an impact in the area of
structure-preserving integration may find investigations
into this question lucrative.
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Appendix A: Component form of the finite-dimensional
kinetic model
When bases are selected for the discrete spaces of fields,
Wi, the semi-discrete model presented in Section III can
be expressed in a convenient component-based form. In
this appendix, I will display this alternative representa-
tion of the finite-dmensional model, which is especially
convenient for the sake of developing numerical simula-
tions.
Let
{ψK}K∈K ⊂W0 {αI}I∈I ⊂W1
{βJ}J∈J ⊂W2 {λL}L∈L ⊂W3
be bases for the spaces Wi. As a convenient notational
convention, repeated indices will obey the Einstein sum-
mation rule, and the letters K, I, J, L will always be used
to index the bases of W0,W1,W2,W3, respectively. Also,
for the sake of readability, if F is an element of Wi for
some i, the components of F will be denoted using the
corresponding lower-case letter f . Thus, the discrete
fields A,Φ,E,B,D,H will be expressed as
A = aIαI B = bJβJ H = hJβJ
Φ = φKψK E = eIαI D = dIαI
EachWi, by definition, is a subspace of either L
2(Q) or
L2(Q). Therefore, each Wi is a real inner product space
with inner product given by restricting the appropriate
L2 inner product to Wi. Let
ℵKK¯ =
∫
ψK(x)ψK¯(x) d
3x (A1)
III¯ =
∫
αI(x) ·αI¯(x) d
3x (A2)
IIJJ¯ =
∫
βJ(x) · βJ¯(x) d
3x (A3)
IIILL¯ =
∫
λL(x)λL¯(x) d
3x (A4)
denote the matrix elements for these inner products. The
inverses of these matrices will be denoted ℵ−1, I−1, II−1,
and III−1. These inner products give rise to the orthog-
onal projection operators Π0, Π1, Π2, and Π3, given by
Π0(u) = ℵ
−1
KK¯
(∫
u(x)ψK¯(x) d
3x
)
ψK (A5)
Π1(u) = I
−1
II¯
(∫
u(x) · αI¯(x) d
3x
)
αI (A6)
Π2(u) = II
−1
JJ¯
(∫
u(x) · βJ¯(x) d
3x
)
βJ (A7)
Π3(u) = III
−1
LL¯
(∫
u(x)λL¯(x) d
3x
)
λL. (A8)
The inner products also appear in the definition of the
functional derivative with respect to elements of the Wi.
For instance if G(E,B) is a scalar functional of E ∈ W1
and B ∈ W2, the functional derivatives of G are given by
δG
δE
= I−1
II¯
∂G
∂eI¯
αI (A9)
δG
δB
= II−1
JJ¯
∂G
∂bJ¯
βJ . (A10)
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According to Eqs. (34-36), the Wi are well behaved
with respect to the standard differential operatos of vec-
tor calculus. The discrete grad, curl, and div operators,
which are denoted G, C, and D, may therefore be rep-
resented by rectangular matrices GIK , CJI , and DLJ ,
where
GψK = GIKαI (A11)
CαI = CJIβJ (A12)
DβJ = DLJλL. (A13)
Thus, the components of the discrete electric and mag-
netic field are related to the components of the discrete
potentials according to
eI = −
1
c
∂taI −GIKφK (A14)
bJ = CJIaI . (A15)
The transposed operators GT , CT , and DT also have ma-
trix representations (GT )KI , (C
T )IJ , and (D
T )JL, and
these are related to the un-transposed matrix elements
according to
(GT )KI = ℵ
−1
KK¯
GI¯K¯II¯I (A16)
(CT )IJ = I
−1
II¯
CJ¯ I¯IIJ¯J (A17)
(DT )JL = II
−1
JJ¯
DL¯J¯ IIIL¯L. (A18)
With all of this notation in place, the finite-dimesional
model may now be expressed in component form. The
discrete constitutive relations (53-54) are given by
dI = eI − 4π
∑
p
I−1
II¯
∂〈Kp〉
∂eI¯
(zp) (A19)
hJ = bJ + 4π
∑
p
II−1
JJ¯
(
∂〈Kp〉
∂bJ¯
(zp)− z˙
i
p
∂〈θp〉i
∂bJ¯
(zp)
)
.
(A20)
The discrete Maxwell equations, (49-52) are
CJIeI = −
1
c
∂tbJ (A21)
(CT )IJhJ =
4π
c
∑
p
I−1
II¯
x˙p · 〈αI¯〉(xp) +
1
c
∂tdI (A22)
(GT )KIdI = −4π
∑
p
ℵ−1
KK¯
〈ψK¯〉(xp) (A23)
DLJbJ = 0. (A24)
Finally, the macroparticle dynamics specified by Eq. (47)
can be written
z˙ip = 〈Jp〉
ij
(
∂〈Kp〉
∂zjp
− ep✁δ
l
jeI〈αI〉l + ∂tbJ
∂〈θp〉j
∂bJ
)
.
(A25)
The Hamiltonian and Poisson bracket for the finite-
dimensional model may also be expressed in component
form. The Hamiltonian (56) is
H(z¯,D,A) =
∑
p
(
〈Kp〉(zp)− eˆI
∂〈Kp〉
∂eˆI
(zp)
)
+
1
8π
eˆIIII¯ eˆI¯ +
1
8π
bJ IIJJ¯bJ¯ , (A26)
while the Poisson bracket is given by
{G,H} = 4πc I−1
II¯
(
∂G
∂dI
·
∂H
∂aI¯
−
∂G
∂aI
·
∂H
∂dI¯
)
+
∑
p
(
∂G
∂zip
− ep I
−1
I1 I¯1
∂G
∂dI¯1
〈E∗p〉iI1 (zp)
)
〈Jp〉
ij
×
(
∂H
∂zjp
− ep I
−1
I2I¯2
∂H
∂dI¯2
〈E∗p〉jI2 (zp)
)
, (A27)
where
〈E∗p〉iI(z) = 4π✁δ
j
i 〈αI〉j(x) +
4πc
ep
CJI
∂〈θp〉i
∂bJ
(z). (A28)
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