Empirical tail copulas for functional data by Einmahl, John H. J. & Segers, Johan
ar
X
iv
:2
00
1.
11
40
8v
1 
 [m
ath
.ST
]  
30
 Ja
n 2
02
0
Empirical tail copulas for functional
data
John H.J. Einmahl∗ and Johan Segers
Tilburg University
Department of Econometrics and OR and CentER
PO Box 90153
5000 LE Tilburg
The Netherlands
e-mail: j.h.j.einmahl@uvt.nl
UCLouvain
LIDAM/ISBA
Voie du Roman Pays 20/L1.04.01
B-1348 Louvain-la-Neuve
Belgium
e-mail: johan.segers@uclouvain.be
Abstract: For multivariate distributions in the domain of attraction of
a max-stable distribution, the tail copula and the stable tail dependence
function are equivalent ways to capture the dependence in the upper tail.
The empirical versions of these functions are rank-based estimators whose
inflated estimation errors are known to converge weakly to a Gaussian
process that is similar in structure to the weak limit of the empirical copula
process. We extend this multivariate result to continuous functional data by
establishing the asymptotic normality of the estimators of the tail copula,
uniformly over all finite subsets of at most D points (D fixed). As a special
case we obtain the uniform asymptotic normality of all estimated upper
tail dependence coefficients. The main tool for deriving the result is the
uniform asymptotic normality of all the D-variate tail empirical processes.
The proof of the main result is non-standard.
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62G32; secondary 60F17, 60G70.
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1. Introduction
Consider the statistical theory of extreme values for functional data taking val-
ues in C([0, 1]), the space of continuous functions on the interval [0, 1]. Max-
stability in C([0, 1]) was characterized in Gine´, Hahn and Vatan (1990) and the
corresponding domain of attraction conditions have been studied in de Haan and
Lin (2001). Consistency of extreme value index estimator functions and of esti-
mators of the exponent measure was established in de Haan and Lin (2003) and
∗John Einmahl holds the Arie Kapteyn Chair 2019–2022 and gratefully acknowledges the
corresponding research support.
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asymptotic normality of extreme value index estimator functions was obtained
in Einmahl and Lin (2006).
In this paper we extend the setup of the latter two papers by replacing the
interval [0, 1] (with absolute value metric) with a general, compact metric space
(T, ρ). Interesting choices for T can be the unit square, the unit cube, or the
unit hypercube in any finite dimension as well as a general, compact set in
dimension two, three, or higher. Statistical inference is based on independent
and identically distributed data that are random functions with values in C(T ).
Now consider multivariate extreme value theory by restricting the data to a
finite subset of d points in T . We assume the existence of the d-variate tail
copula R and the stable tail dependence function l, each of which determines
the tail dependence structure of the multivariate data, see, e.g., Drees and Huang
(1998), Schmidt and Stadtmu¨ller (2006), Peng and Qi (2008), Nikoloulopoulos,
Joe and Li (2009) and Bu¨cher and Dette (2013). The asymptotic normality,
uniform in the argument, of the usual rank-based estimator of l can be found
in, e.g., Einmahl, Krajina and Segers (2012).
It is the main purpose of this paper to extend the latter multivariate result
to random functions in C(T ) by considering the asymptotic normality of the
rank-based estimators of the tail copula R, uniformly over all finite subsets of
T of at most D points (D fixed). To the best of our knowledge this is the first
paper that establishes asymptotic normality of estimators of the tail dependence
structure for functional data in this general, nonparametric setting. Note that as
a special case we obtain the uniform asymptotic normality of all estimated upper
tail dependence coefficients (corresponding to two points in T ). The main tool
for the main result is the uniform asymptotic normality of the multivariate tail
empirical processes, defined for all D-tuples in T . This result is of independent
interest and generalizes a similar result for D = 1 (and T = [0, 1]) in Einmahl
and Lin (2006).
As in the multivariate case, the limiting process for the tail copula estimators
requires the existence and continuity of the partial derivatives of the tail copula
which yields an unexpected, challenging problem for functional data. The prob-
lem arises since points in T that are close have, because of strong dependence
due to continuity, a bivariate tail copula that is close to the non-differentiable
“comonotone” tail copula, being the minimum of the two coordinates. This phe-
nomenon requires a novel, non-standard proof-technique for the main result.
The fact that our results are uniform over T sets them apart from those that
fix a finite vector of locations in T . Thanks to the uniformity, it becomes possible
to treat functionals that depend on all t ∈ T simultaneously, such as suprema
and integrals. By way of motivation, some possible applications of our results
are sketched below.
• In order to detect non-stationarity of the extreme-value attractor of a ran-
dom field over T , a subset of Euclidean space, Dombry (2017) suggests
to compute an integral Iˆ(t0) of estimated tail dependence coefficients at
pairs (t0, t) ∈ T 2, for fixed t0 and integrating over t in a neighbourhood
of t0. Stationarity then yields that the function t0 7→ Iˆ(t0) is about con-
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stant. Our main result yields the asymptotic behavior of Iˆ(t0). A similar
integral, but then based on the notion of concurrence probabilities, is used
in Dombry, Ribatet and Stoev (2018) to illustrate the spatial structure of
extremes.
• Koch (2017) introduces spatial risk measures, some of which can be ex-
pressed as double integrals of pairwise extremal coefficients over pairs of
locations. Our weak convergence theory yields the asymptotic normality
of nonparametric estimates of these risk measures.
• Matching nonparametric tail copula estimators to a parametric form yields
minimum-distance estimators of parameters of tail dependence models.
For multivariate data, such estimators are proposed and analyzed in Ein-
mahl, Krajina and Segers (2012) and Einmahl, Kiriliouk and Segers (2018).
Our uniform central limit theorem implies the asymptotic normality of the
functional versions of such estimators.
• The goodness-of-fit of a parametric family of spatial tail dependence mod-
els may be assessed via a Kolmogorov–Smirnov type test statistic, involv-
ing a supremum over all t ∈ T of the difference between a nonparametric
estimate and a parametric one. Our results not only yield the asymptotic
distribution of the test statistic under the null hypothesis, they even cover
the setting of infill asymptotics, where the process is observed only on a
finite, possibly random set Tn ⊂ T of locations, with the property that Tn
becomes dense in T as n grows (formally, for every open subset G ⊂ T ,
the probability that Tn intersects G increases to 1 as n→∞).
The paper is organized as follows. The joint asymptotic behavior of all the
multivariate tail empirical processes is studied in Section 2. The main result on
the joint asymptotic behavior of all the empirical tail copulas is presented in
Section 3. The proofs of the results in Sections 2 and 3 are deferred to Sections 4
and 5, respectively. Some auxiliary results are collected in Appendix A.
2. Tail empirical processes
Let (T, ρ) be a compact metric space; in Einmahl and Lin (2006), the space T
is [0, 1] with the absolute value metric. Let C(T ) be the space of continuous
functions f : T → R. Actually the metric ρ on T does not play much of a role. It
is merely introduced to have a complete, separable subset of ℓ∞(T ), the space
of bounded functions f : T → R, facilitating the study of stochastic processes
on T . Let C(T ) be equipped with the supremum norm and distance and the
associated Borel σ-field.
Let ξ1, ξ2, . . . be i.i.d. random elements in C(T ). For (t, x) ∈ T × R, define
Ft(x) = P{ξi(t) 6 x}. Since the trajectories of ξi are continuous, the map
t 7→ Ft is continuous with respect to the topology of weak convergence, that is,
if tn → t in T then Ftn → Ft weakly as n → ∞. We will consider the (inverse)
probability integral transform at each coordinate t ∈ T , and this requires the
following condition.
Condition 1. The distribution functions Ft, t ∈ T , are continuous.
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Under Condition 1, the random variables Ui(t) = 1−Ft(ξi(t)) for i = 1, 2, . . .
and t ∈ T are uniformly distributed on (0, 1). Moreover, the map t 7→ Ft is
now continuous with respect to the supremum distance: if tn → t in T then
supx∈R|Ftn(x) − Ft(x)| → 0 as n → ∞. The stochastic processes U1, U2, . . .
are i.i.d. random elements of C(T ) too. Indeed, we have Ui = 1 − F (ξi) where
F : C(T ) → C(T ) is defined by (F (x))(t) = Ft(x(t)) for x ∈ C(T ) and t ∈ T .
The map F is continuous and thus Borel measurable.
For d = 1, 2, . . . and t = (t1, . . . , td) ∈ T d, define the d-variate empirical
distribution function Sn,t by
Sn,t(u) =
1
n
n∑
i=1
1{∀j = 1, . . . , d : Ui(tj) < uj} (1)
for u = (u1, . . . , ud) ∈ [0, 1]d. Note that Sn,t involves the marginal distribution
functions Ftj , which are unknown. In Section 3 we will replace these functions
by their empirical counterparts. But to study the resulting statistic, we first
need to consider the case where the functions Ftj are known.
Fix D = 1, 2, . . . and M > 0 and put V =
⋃D
d=1 Vd where Vd = T
d × [0,M ]d
for d = 1, . . . , D. Let k = kn ∈ (0, n] and consider
Gn,t(x) =
n
kSn,t(
k
nx) =
1
k
n∑
i=1
1
{∀j = 1, . . . , d : Ui(tj) < knxj} , (2)
En,t(x) = E[Gn,t(x)] =
n
k P{U1(t) < knx}. (3)
for v = (t,x) ∈ V . The tail empirical process Wn indexed by V is defined by
Wn(v) =
√
k {Gn,t(x)− En,t(x)} , v = (t,x) ∈ V .
Condition 2. The sequence k = kn ∈ (0, n] is such that k → ∞ and k/n → 0
as n→∞.
We will investigate weak convergence of Wn in ℓ
∞(V ). To control its finite-
dimensional distributions, we will assume the following tail dependence condi-
tion. Note that we need to specify it up to dimension 2D in order to control the
relevant covariances.
Condition 3. For all m = 2, . . . , 2D and all (t,x) ∈ Tm× [0,∞)m, the follow-
ing limit exists:
Rt(x) = lim
s↓0
s−1 P{U1(t1) 6 sx1, . . . , U1(tm) 6 sxm}.
Observe that for m = 1, we have Rt(x) = x for all (t, x) ∈ T × [0,∞). For
D = 1, 2, . . ., the function Rt : ([0,∞]D \ {∞}) → [0,∞) is called the (lower
and upper, respectively) tail copula of the random vectors (U1(t1), . . . , U1(tD))
and (ξ1(t1), . . . , ξ1(tD)). It is the main subject of this paper. The tail copula,
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together with the marginal distributions, determines a multivariate extreme-
value distribution G, say. In other words, it determines the dependence structure
of G and hence the tail dependence structure of a probability distribution that
is in the max-domain of attraction of G. More explanations on and various
properties and representations of the tail copula and the closely related stable
tail dependence function defined in Remark 3 below are given in, e.g., Drees and
Huang (1998), Nikoloulopoulos, Joe and Li (2009), Ressel (2013), Mercadier and
Roustant (2019), and Falk (2019).
The process Wn is centered. Let us calculate its covariance function. Write
U1(t) = (U1(t1), . . . , U1(tm)) for t ∈ Tm and let inequalities between vectors be
meant coordinatewise. For vj = (tj ,xj) ∈ V , with j = 1, 2, we have
E[Wn(v1)Wn(v2)]
= nk
[
P
{
U1(t1, t2) 6
k
n (x1,x2)
}− P{U1(t1) 6 knx1} P{U1(t2) 6 knx2}]
→ Rt1,t2(x1,x2), n→∞, (4)
in view of Conditions 2 and 3. Note that the vectors v1 and v2 may have different
lengths, say 2d1 and 2d2, with d1, d2 ∈ {1, . . . , D}, and that the limit in Eq. (4)
involves the tail copula of Condition 3 in dimension m = d1 + d2.
Let W = (W (v))v∈V be a zero-mean Gaussian process defined on V with
covariance function
E[W (v1)W (v2)] = Rt1,t2(x1,x2), vj = (tj ,xj) ∈ V , j = 1, 2. (5)
Because of (4), the function (v1,v2) 7→ Rt1,t2(x1,x2) is the pointwise limit as
n → ∞ of a sequence of covariance functions on V × V and therefore pos-
itive semidefinite, so that a Gaussian process W with covariance function in
Eq. (5) indeed exists. Further, note that Rt,t(x,x) = Rt(x) = var{W (v)}. The
standard deviation semimetric on V is
ρ2(v1,v2) =
(
E[{W (v1)−W (v2)}2]
)1/2
(6)
=
(
Rt1(x1)− 2Rt1,t2(x1,x2) +Rt2(x2)
)1/2
.
To show the asymptotic tightness of the processes Wn, we need to control
the local increments of Ui. The following condition is inspired by Einmahl and
Lin (2006, Eq. (16)) but is weaker, see Remark 1 below.
Condition 4. There exist positive scalars c1, c2, u0, and ε0, and, for all ε ∈
(0, ε0], a covering of T =
⋃NT,ε
j=1 Tε,j by sets Tε,j such that for all (u, ε, j) ∈
(0, u0]× (0, ε0]× {1, . . . , NT,ε}, we have
P
[
sup
t∈Tε,j
U1(t) > u exp(c1ε
2)
∣∣∣∣ inft∈Tε,j U1(t) 6 u
]
6 c2ε
2 (7)
and such that
∫ 1
0
√
logNT,ε dε <∞.
In (7), we could also replace ε2 by ε and require
∫ 1
0
√
logNT,ε2 dε <∞.
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Theorem 1. Let ξ1, ξ2, . . . be i.i.d. random elements in C(T ), with (T, ρ) a
compact metric space. Suppose Conditions 1 to 4 hold and let D = 1, 2, . . . and
M > 0. Then the semimetric space (V , ρ2) is totally bounded and there exists
a version of W of which almost all sample paths are uniformly ρ2-continuous.
Moreover, we have the weak convergence
Wn  W as n→∞ in ℓ∞(V ).
Note that, moreover, the processesWn are asymptotically uniformly equicon-
tinuous in probability with respect to ρ2, see Addendum 1.5.8 and Example 1.5.10
in van der Vaart and Wellner (1996).
So far, the original metric ρ on T has played hardly a role. The covering sets
Tε,j in Condition 4 do not involve ρ and uniform continuity of the sample paths
of the limit process W in Theorem 1 is with respect to the standard deviation
metric. We can make the link more explicit by requiring that the sets Tε,j are
balls in the original metric ρ.
Condition 5. There exist positive scalars c1, c2, u0 and ε0, and, for all ε ∈
(0, ε0], a scalar δ(ε) > 0, such that for all (u, ε, s) ∈ (0, u0]× (0, ε0]×T we have
P
[
sup
t∈T :ρ(s,t)6δ(ε)
U1(t) > u exp(c1ε
2)
∣∣∣∣ inft∈T :ρ(s,t)6δ(ε)U1(t) 6 u
]
6 c2ε
2.
Moreover, if NT,δ denotes the minimal number of closed balls with radius δ
needed to cover T , then we have
∫ 1
0
√
logNT,δ(ε) dε <∞.
Condition 5 implies Condition 4 with as covering sets Tε,j the NT,δ(ε) balls
of radius δ(ε) needed to cover T . It is a rather weak condition. For natural
examples it is amply satisfied.
Corollary 1. The conclusions of Theorem 1 continue to hold if Condition 4
is replaced by Condition 5. In that case, there exists for every η > 0 a scalar
δ > 0 such that for all (s, t) ∈ T 2 with ρ(s, t) < δ, we have 1−Rs,t(1, 1) < η. As
a consequence, the function (t,x) 7→ Rt(x) on T d × [0,∞)d equipped with the
product topology induced by ρ and the absolute value metric is jointly continuous.
Remark 1 (Increments). We show that for T = [0, 1] equipped with the absolute
value metric, Condition 4 is more general than Eq. (16) in Einmahl and Lin
(2006) (with β = 0). Suppose that there exist constants K, c > 0 and q > 1 such
that for all sufficiently small u, δ > 0, we have, for all s ∈ [0, 1],
P
[
sup
t∈[s,s+δ]
|U1(t)− U1(s)|
U1(t)
> K{log(δ−1)}−q
∣∣∣∣ inft∈[s,s+δ]U1(t) 6 u
]
6 c{log(δ−1)}−q. (8)
We show that Eq. (8) implies Condition 4 and that Eq. (16) in Einmahl and
Lin (2006) implies Eq. (8) with q = 2.
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First we show the latter claim. For ε > 0, put δ = δ(ε) = exp(−ε−2/q) and
consider the covering Tε,j = [(j−1)δ, jδ]∩[0, 1] for j = 1, . . . , ⌈1/δ⌉. The number
of covering sets is NT,ε = ⌈1/δ⌉ = ⌈exp(ε−2/q)⌉, so that
√
logNT,ε = O(ε
−1/q)
as ε ↓ 0, which is integrable near zero since q > 1. By definition, we have
{log(1/δ)}−q = ε2.
Second, we show that Eq. (8) implies Condition 4. If there exists η > 0
such that supt∈[s,s+δ] |U1(t)− U1(s)| /U1(t) 6 η, then U1(s)/(1 + η) 6 U1(t) 6
U1(s)/(1−η) for all t ∈ [s, s+δ], and thus supt∈[s,s+δ] U1(t) 6 1+η1−η inft∈[s,s+δ] U1(t).
It follows that
P
[
sup
t∈[s,s+δ]
U1(t) >
1+η
1−ηu
∣∣∣∣ inft∈[s,s+δ]U1(t) 6 u
]
6 P
[
sup
t∈[s,s+δ]
|U1(t)− U1(s)|
U1(t)
> η
∣∣∣∣ inft∈[s,s+δ]U1(t) 6 u
]
.
Setting η = Kε2, we have exp(c1ε
2) > 1+η1−η for c1 = 3K and all ε > 0 small
enough. Condition 4 follows. (Actually the stronger Condition 5 also readily
follows, essentially by relabeling [s, s+ δ] by [s− δ, s+ δ].)
Remark 2 (Function spaces). Rather than with the space C(T ) of continuous
functions on a compact metric space (T, ρ), we could work with the space of
uniformly continuous functions on a totally bounded semimetric space. However,
by van der Vaart (1998, Example 18.7), this would not really be more general,
since we could always consider the completion of the space, which is compact,
and extend the functions appropriately. To pass from a semimetric (allowing
distinct points to be at distance zero) to a genuine metric can be achieved by
considering the appropriate quotient space.
We could even work with stochastic processes on T whose common distri-
bution is a tight Borel measure on ℓ∞(T ), the space of bounded functions
f : T → R. However, by van der Vaart and Wellner (1996, Addendum 1.5.8),
we could then find a semimetric ρ on T such that (T, ρ) is totally bounded and
such that the processes have uniformly ρ-continuous trajectories. By the previ-
ous paragraph, this could again be reduced to the case C(T ) after appropriate
identifications.
3. Rank-based empirical tail copulas
Since we do not know the marginal distribution functions Ft, we cannot com-
pute Sn,t in Eq. (1) from the data. Replacing Ft by the marginal empirical dis-
tribution function of the random variables ξ1(t), . . . , ξn(t) yields a rank-based
estimator of the tail copula. Let
rankn,i(t) =
n∑
α=1
1{ξα(t) 6 ξi(t)} (9)
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denote the rank of ξi(t) among ξ1(t), . . . , ξn(t). The empirical tail copula is
defined as
Rˆn,t(x) =
1
k
n∑
i=1
1 {∀j = 1, . . . , d : rankn,i(tj) > n− kxj + 1} (10)
for d-tuples of coordinates t ∈ T d and for x ∈ [0,∞)d. The empirical tail copula
is a rank-based version of the random function (t,x) 7→ Gn,t(x) in Eq. (2). Using
En,t in Eq. (3) for centering, the penultimate empirical tail copula process is
defined as
Wˆn(v) =
√
k{Rˆn,t(x)− En,t(x)}, v = (t,x) ∈ V .
For t ∈ T d and j ∈ {1, . . . , d}, let R˙t,j(x) denote the partial derivative of Rt
at x with respect to xj > 0, provided the partial derivative exists. The standard
deviation semimetric ρ2 on V in Eq. (6) induces a semimetric ρ2,T on T via
ρ2,T (s, t) = ρ2((s, 1), (t, 1)) = [2{1−Rs,t(1, 1)}]1/2, (s, t) ∈ T 2. (11)
The semimetric space (T, ρ2,T ) is totally bounded since (V , ρ2) is totally bounded
by Theorem 1. Note that this means that for every ε > 0, there exists a finite set
T (ε) = {t1, . . . , tn} ⊂ T such that for every t ∈ T there exists tj ∈ T (ε) such that
Rt,tj (1, 1) > 1 − ε. The semimetric ρ2,T is a metric if and only if Rs,t(1, 1) < 1
whenever s 6= t. The (semi)metric space (T, ρ2,T ) is complete if for every se-
quence (tn)n in T with the property that limn→∞ infk,ℓ>nRtk,tℓ(1, 1) = 1 there
exists t ∈ T such that limn→∞Rtk,t(1, 1) = 1.
Condition 6. The tail copulas satisfy the following properties:
(R1) Rs,t(1, 1) < 1 for all (s, t) ∈ T 2 such that s 6= t;
(R2) the metric space (T, ρ2,T ) is complete;
(R3) for all d = 1, . . . , D, for all j = 1, . . . , d, and for all t ∈ T d such that
tα 6= tβ for α 6= β, the partial derivative R˙t,j exists and is continuous on
the set of x ∈ [0,∞)d such that xj > 0.
If xj = 0, then R˙t,j(x) is defined as the right-hand partial derivative, which
exists since Rt is a concave function on [0,∞)d.
We will need to control the difference between the penultimate tail copula
En,t(x) and the tail copula Rt(x) itself. Define En,t(x) = 0 = Rt(x) if one or
more coordinates of x are negative.
Condition 7. For all d = 1, 2, . . . , D and all K,M > 0, as n→∞,
sup
t∈Td,x∈[0,M ]d
h∈[−K,K]d
∣∣∣√k{En,t (x+ 1√kh)− En,t(x)}
−
√
k
{
Rt
(
x+ 1√
k
h
)
−Rt(x)
}∣∣∣→ 0.
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It is notationally convenient, natural, and not restrictive to consider only
tuples of points in T d with different coordinates. For given d = 1, 2, . . . and
given M > 0, let V ′d be the set of points (t,x) ∈ T d × [0,M ]d such that all d
coordinates of t are different. As in Theorem 1 we fix D = 1, 2, . . ., and write
V ′ =
⋃D
d=1 V
′
d .
Theorem 2. Consider the setting and conditions of Theorem 1. Assume in
addition that Conditions 6 and 7 hold. Then for all d = 1, 2, . . . , D,
sup
v∈V ′
d
∣∣∣∣∣Wˆn(v)−Wn(v) +
d∑
j=1
R˙t,j(x)Wn(tj , xj)
∣∣∣∣∣ p→ 0, n→∞. (12)
As a consequence, we have the weak convergence
Wˆn  Wˆ , n→∞
in the space ℓ∞(V ′), where
Wˆ (t,x) =W (v)−
d∑
j=1
R˙t,j(x)W (tj , xj)
and W is the centered Gaussian process in Theorem 1. Almost all trajectories
of Wˆ are uniformly ρˆ2-continuous on V
′, where
ρˆ2
(
(s,x), (t,y)
)
=
(
E[{Wˆ (s,x)− Wˆ (t,y)}2]
)1/2
is the standard deviation semimetric based on Wˆ .
Condition 7 controls the difference between the local increments of En,t and
those of Rt. The following condition is stronger and controls the global rate of
convergence of En,t to Rt.
Condition 8. For all M > 0 and for all d = 1, 2, . . . , D, we have
sup
v∈Vd
√
k |En,t(x)−Rt(x)| → 0, n→∞,
This stronger condition allows us to center Rˆn,t(x) with the target Rt(x)
instead of En,t(x): the empirical tail copula process is defined by
√
k{Rˆn,t(x)−Rt(x)}, v = (t,x) ∈ V . (13)
The following corollary to Theorem 2 is the main result of the paper.
Corollary 2. If, in Theorem 2, we replace Condition 7 by the stronger Condi-
tion 8, then all conclusions in that theorem hold, and they continue to hold if
the penultimate empirical tail copula process Wˆn is replaced by the empirical tail
copula process in Eq. (13).
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Remark 3 (Stable tail dependence function). Fix D = 1, 2, . . . . For (t,x) ∈
TD × [0,∞)D, the stable tail dependence function (stdf) is given by
lt(x) = lim
s↓0
s−1 P[U1(t1) 6 sx1 or . . . or U1(tD) 6 sxD].
It is well-known that the stdf characterizes multivariate tail dependence, see, e.g.,
Einmahl, Krajina and Segers (2012). Since the definition of lt(x) on T
D×[0,∞)D
involves the probability of a finite union of events it can be obtained from all the
tail copulas Rt on T
d, d = 1, . . . , D, through the inclusion-exclusion principle,
and the same relation holds between the rank-based estimator
lˆn,t(x) =
1
k
n∑
i=1
1 {∃j = 1, . . . , D : rankn,i(tj) > n− kxj + 1}
of the stdf and all the Rˆn,t (Chiapino, Sabourin and Segers, 2019). Hence we
obtain immediately the result corresponding to Corollary 2 (in particular the
weak convergence) for the empirical stdf process
√
k{lˆn,t(x)− lt(x)}, v = (t,x) ∈ V ′D.
That result would have been another way to present the main result of this
paper, but for notational ease we chose to focus on tail copulas.
Remark 4 (Challenges of the proof). The proof of Theorem 2 is particularly
challenging because the partial derivatives R˙t,j are not uniformly equicontinuous
since some of the coordinates of t can be arbitrarily close together. This problem
arises for functional data only and asks for a novel approach. It is easily illus-
trated for d = 2. When t1 is fixed and t2 approaches t1, then Rt1,t2 approaches
the non-differentiable comonotone tail copula Rt1,t1 , given by Rt1,t1(x1, x2) =
x1∧x2. Now consider an arbitrarily small neighborhood of the point (x, x). Then
if t2 approaches t1, the partial derivative R˙t1,t2,1 takes, in this neighborhood,
values, that range from about 0 to about 1. We solve this problem essentially
by taking directional derivatives along the vector (1,1), that is, along the diago-
nal. When d is arbitrary, these directional derivatives in the direction of a lower
dimensional 1-vector, can be expressed in the “smooth” partial derivatives with
respect to the remaining coordinates and the tail copula itself, which opens the
door towards the solution. This program is carried out in the treatment of the
term ∆n,3 in the proof, more precisely in Case II starting on page 23. In order
to make this approach work various interesting lemmas on tail copulas and their
partial derivatives are derived in Appendix A.
We conclude this section with two examples for which we work out the condi-
tions in some detail. From these, more examples can be generated by trans-
forming the trajectories t 7→ ξ(t) coordinate-wise to t 7→ f(t, ξ(t)), where
f : T × R → R is continuous and z 7→ f(t, z) is increasing for every t ∈ T .
Such a transformation only changes the marginal distributions Ft but leaves
the uniformized process Ut = 1− Ft(ξ(t)) unaffected.
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Example 1 (Smith model). Let T = [0, 1]r for some r = 1, 2, . . . and let {Si, Yi}i>1
be the points of a unit-rate homogeneous Poisson process on Rr × (0,∞). Con-
sider the process
ξ(u) = max
i=1,2,...
Y −1i f(Si − u), u ∈ [0, 1]r,
where
f(s) = (2π)−r/2|Σ|−1/2 exp{− 12s′Σ−1s}, s ∈ Rr,
is a centered normal density, with Σ an invertible r × r covariance matrix. The
process ξ follows the so-called Smith model, after Smith (1990). It has been ap-
plied and extended in Coles (1993), Schlather (2002) and Kabluchko, Schlather
and de Haan (2009), among others, and is a special case of the Brown–Resnick
process. The process ξ is a continuous, stationary, max-stable process with unit-
Fre´chet marginals Fu(z) = exp(−1/z), z > 0.
The finite-dimensional distributions of ξ can be computed via the probability
that the Poisson process with points (Si, Yi) misses a certain subset of R
r ×
(0,∞). Let S be a random vector with density f , i.e., a Nr(0,Σ) random vector,
and define a stochastic process on Rr by
B(u) = exp
(
S′Σ−1u− 12u′Σ−1u
)
, u ∈ Rr.
Note that B(u) is a log-normal random variable with unit expectation. We find,
for (u1, . . . ,ud) ∈ T d and (z1, . . . , zd) ∈ (0,∞)d, that
− lnP{∀j = 1, . . . , d : ξ(uj) 6 zj} =
∫
s∈Rr
max
j=1,...,d
{z−1j f(s− uj)} ds
= E
[
max
j=1,...,d
z−1j B(uj)
]
.
The second identity follows from computing f(s−uj)/f(s) inside the maximum
in the integral. The finite-dimensional distributions of ξ are multivariate Hu¨sler–
Reiss distributions (Hu¨sler and Reiss, 1989). The last expression represents the
finite-dimensional distributions via a D-norm (Falk, 2019).
The tail copula of ξ can be obtained from the finite-dimensional distributions
via the inclusion–exclusion formula and the minimum-maximum identity: for
(u1, . . . ,ud) ∈ T d and x ∈ [0,∞)d
Ru1,...,ud(x) =
∫
x∈Rr
min
j=1,...,d
{xjf(s− uj)} ds (14)
= E
[
min
j=1,...,d
xjB(uj)
]
.
The partial derivative of Ru1,...,ud(x) with respect to xj in a point x such that
xj is positive is
R˙u1,...,ud;j(x) = E
[
B(uj)1
{
xjB(uj) = min
α=1,...,d
xαB(uα)
}]
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By the dominated convergence theorem, this expression is continuous in x such
that xj > 0.
The bivariate tail copula can be further computed from the integral for-
mula (14) via some elementary algebra: for (u,v, x, y) ∈ T 2 × (0,∞)2,
Ru,v(x, y) = x Φ¯
(
a(u,v)
2 +
1
a(u,v) ln(x/y)
)
+ y Φ¯
(
a(u,v)
2 +
1
a(u,v) ln(y/x)
)
where a(u,v) = {(u−v)′Σ−1(u−v)}1/2, while Φ¯ = 1−Φ and Φ is the standard
normal distribution function. In particular, Ru,v(1, 1) = 2Φ¯(a(u,v)/2), which
is less than 1 as soon as u 6= v. The standard deviation semimetric ρ2,T in (11)
is equivalent to the Euclidean metric on T .
We verify the rate-of-convergence Condition 8. By the inclusion–exclusion
formula, P{∀j = 1, . . . , d : ξ(uj) > zj} is a linear combination of expressions
of the form exp[−E{maxj∈A z−1j B(uj)}], where A ranges over the non-empty
subsets of {1, . . . , d}. It follows that En,u1,...,ud(x) in (3) is a linear combination
of expressions of the form
exp(−E[max
j∈A
{− ln(1− knxj)B(uj)}]).
A Taylor expansion of the functions h 7→ exp(−h) and h 7→ − ln(1 − h) as
h → 0 yields that the convergence rate of En,u1,...,ud(x) to Ru1,...,ud(x) is
O(k/n) uniformly in T d × [0,M ]d, for M > 0. It follows that Condition 8 is
fulfilled as soon as k3/2 = o(n) as n→∞.
We have thus verified that the conditions of Corollary 2 are satisfied, except
for Condition 5. But the latter can be shown to hold for the uniformized version
U of ξ using the arguments on page 476 of Einmahl and Lin (2006).
Example 2 (Pareto-type process). Let T = [0, 1]. Let Y be a standard Pareto
random variable, i.e., P(Y 6 x) = 1 − 1/x, for x > 1, and let W be a stan-
dard Wiener process. Consider B(t) = exp{W (t) − t/2}, t ∈ [0, 1], a geomet-
ric Brownian motion. We have B(t) > 0, E{B(t)} = 1 for all t ∈ [0, 1], and
E{supt∈[0,1]B(t)} <∞. Assume Y and W are independent. Define
ξ(t) = Y B(t), t ∈ [0, 1],
a process introduced in Gomes, de Haan and Pestana (2004); see Ferreira and
de Haan (2014) and Dombry and Ribatet (2015) for related processes. The
process ξ is continuous and its finite-dimensional distributions can be found via
Fubini’s theorem, giving
P[∀j = 1, . . . , d : ξ(tj) > y/xj ] = y−1 E[min{y, x1B(t1), . . . , xdB(td)}]
for y, x1, . . . , xd ∈ [0,∞) and t1, . . . , td ∈ T . It follows that the tails of the
margins of Ft are very close to standard Pareto,
∀m > 0, sup
t∈T
|1− Ft(y)− 1/y| = o(y−m), y →∞,
J.H.J. Einmahl and J. Segers/Empirical tail copulas for functional data 13
and that the tail copula is
Rt(x) = E[min{x1B(t1), . . . , xdB(td)}]
for d = 1, 2, . . . and (t,x) ∈ T d × [0,∞)d. Moreover,
∀m > 0, sup
v∈Vd
|En,t(x)−Rt(x)| = o((k/n)m), n→∞.
Condition 8 is thus satisfied as soon as k1+η = o(n) for some η > 0. If all
coordinates t1, . . . , td are distinct, the partial derivative of Rt(x) with respect
to xj is
R˙t,j(x) = E
[
Bj(tj)1
{
xjB(tj) = min
α=1,...,d
xαB(tα)
}]
,
which is continuous in points x ∈ [0,∞)d such that xj > 0, thanks to the
dominated convergence theorem. The bivariate tail copula is
Rs,t(x, y) = x Φ¯
(√
|s−t|
2 +
1√
|s−t| ln(x/y)
)
+ y Φ¯
(√
|s−t|
2 +
1√
|s−t| ln(y/x)
)
for (s, t, x, y) ∈ [0, 1]2 × (0,∞)2. In particular, Rs,t(1, 1) = 2Φ¯(
√
|s− t|/2), so
that the semimetric ρ2,T on T is equivalent to the absolute value metric.
Again Condition 5 can be shown to hold for the uniformized version U of ξ
using arguments in Einmahl and Lin (2006, pages 479–480).
4. Proofs for the results of Section 2
We first collect some results for the proof of Theorem 1.
Lemma 1. On some non-empty set T , let U = (U(t))t∈T be a stochastic process
with uniform-(0, 1) margins. Assume that there exists a finite covering T =⋃N
j=1 Tj of T and a scalar λ > 1 such that
∀j = 1, . . . , N, lim inf
x↓0
P
[
sup
t∈Tj
U(t) 6 λx
∣∣∣∣ inft∈Tj U(t) 6 x
]
> 0. (15)
Then P[inft∈T U(t) 6 x] = O(x) as x ↓ 0.
Proof. Write Aj = inft∈Tj U(t). Since
P
[
inf
t∈T
U(t) 6 x
]
= P
[
min
j=1,...,T
Aj 6 x
]
6
N∑
j=1
P [Aj 6 x] ,
it is sufficient to show that P[Aj 6 x] = O(x) as x ↓ 0 for every j = 1, . . . , N .
Write Bj = supt∈Tj U(t) and note that P[Bj 6 y] 6 P[U(t) 6 y] 6 y for y > 0,
where t ∈ Tj is arbitrary. Then
P [Aj 6 x] = P [Aj 6 x,Bj 6 λx] + P [Aj 6 x,Bj > λx]
6 λx+ P [Aj 6 x]P [Bj > λx | Aj 6 x] .
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Solving for P [Aj 6 x] yields
P [Aj 6 x] 6
λx
P [Bj 6 λx | Aj 6 x] .
For sufficiently small x, the denominator on the right-hand side is bounded away
from zero by assumption.
The following theorem is a corollary to Theorem 2.11.9 in van der Vaart and
Wellner (1996).
Theorem 3. For each n, let Zn,1, . . . , Zn,n be independent stochastic processes
with finite second moments indexed by a set F . Write ‖Zn,i‖F = supf∈F |Zn,i(f)|.
Suppose
∀λ > 0, lim
n→∞
n∑
i=1
E
∗ [‖Zn,i‖F 1{‖Zn,i‖F > λ}] = 0, (16)
and suppose that there exists c > 0 and, for all sufficiently small ε > 0, a
covering F =
⋃Nε
j=1 Fε,j of F by sets Fε,j such that, for every set Fε,j and
every n,
n∑
i=1
E
∗
[
sup
f,g∈Fε,j
|Zn,i(f)− Zn,i(g)|2
]
6 cε2 (17)
and, for some δ > 0, we have∫ δ
0
√
logNε dε <∞. (18)
Then the sequence
∑n
i=1{Zn,i − E(Zn,i)} is asymptotically tight in ℓ∞(F ) and
converges weakly provided the finite-dimensional distributions converge weakly.
Proof. We show that the conditions of Theorem 2.11.9 in van der Vaart and
Wellner (1996) are fulfilled. First, from a given covering, we can easily extract
a partition meeting the same requirements by considering successive differences
of the covering sets. The sets in the resulting partition are not larger than the
sets in the original covering and there are no more partitioning sets than there
are covering sets.
In comparison to the cited theorem, our partitions do not depend on n. As a
consequence, the middle one of the three displayed conditions in that theorem
is redundant. But then the semimetric ρ on F does not play any role either and
it can be any semimetric that makes F totally bounded; take for instance the
trivial zero semimetric.
Eq. (18) obviously implies that
∫ δn
0
√
logNε dε→ 0 for every δn ↓ 0.
Finally, the upper bound in (17) has cε2 rather than just ε2 as in the displayed
equation just above the statement of Theorem 2.11.9 in van der Vaart and
Wellner (1996). This makes no difference since we can just take the cover or
partition associated to ε/
√
c. Indeed, the bracketing number N[ ](ε,F , L
n
2 ) in
that theorem is then bounded by Nε/
√
c, and for sufficiently small δ > 0, the
integral
∫√cδ
0
√
logNε/
√
c dε =
√
c
∫ δ
0
√
logNε dε is finite.
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Proof of Theorem 1. We will apply Theorem 3 with F equal to V . Define
stochastic processes Zn,i on V by
Zn,i(v) = k
−1/2
1
{∀j = 1, . . . , d : Ui(tj) 6 knxj} , v = (t,x) ∈ Vd,
so that Wn(v) =
∑n
i=1[Zn,i(v)− E{Zn,i(v)}].
Step 1: Finite-dimensional distributions. — The finite-dimensional distri-
butions of Wn converge due to the Lindeberg central limit theorem. Indeed,
Wn is centered and the covariance function of Wn converges pointwise to the
one of W , see Eq. (4). On the one hand, if var{W (v)} = Rt(x) = 0, then
limn→∞ var(Wn(v)) = 0 too, and thusWn(v) converges in probability toW (v) =
0. On the other hand, if the limit variance is positive, then the Lindeberg condi-
tion is trivially fulfilled, since 0 6 Zn,i 6 k
−1/2 → 0 as n→∞, so that for every
ε > 0, the indicators 1{|Zn,i(v)− E[Zn,i(v)]| > ε
√
varWn(v)} in the Lindeberg
condition are all equal to zero for sufficiently large n.
Step 2: Checking Eq. (16). — Fix λ > 0. Since supv∈V |Zn,i(v)| 6 k−1/2 → 0
as n→∞ by Condition 2, the indicator variable inside the outer expectation is
zero for n sufficiently large, such that k−1/2 6 λ.
Step 3: Constructing the covering. — Let ε > 0 be small. For each d =
1, . . . , D, we construct a covering of Vd =
⋃Nd,ε
m=1 Vd(ε,m) such that, for every
covering set Vd(ε,m), we have
n∑
i=1
E
∗
[
sup
v,w∈Vd(ε,m)
|Zn,i(v) − Zn,i(w)|2
]
6 cε2
for some c > 0 not depending on ε and such that
∫ δ
0
√
logNd,ε dε is finite
for some δ > 0. Uniting the coverings over d = 1, . . . , D yields a covering
V =
⋃D
d=1
⋃Nd,ε
m=1 Vd(ε,m) by Nε =
∑D
d=1Nd,ε sets.
Consider the covering sets Tε,j for j = 1, . . . , NT,ε in Condition 4. Further,
let [0,M ] =
⋃⌈M/ε2⌉
r=1 [lε,r, uε,r] be a covering of [0,M ] by intervals with lengths
uε,r − lε,r at most ε2. For m ∈ {1, . . . , NT,ε}d × {1, . . . , ⌈M/ε2⌉}d = M dε , put
Vd(ε,m) =
d∏
j=1
Tε,mj ×
d∏
j=1
[lε,mj+d , uε,mj+d ]. (19)
For fixed ε > 0, we have Vd =
⋃
m∈Mdε Vd(ε,m).
Step 4: Checking Eq. (18).— The number of covering sets is Nε =
∑D
d=1Nd,ε
where Nd,ε =
∣∣M dε ∣∣ = (NT,ε⌈M/ε2⌉)d. Since √a+ b 6 √a+√b for nonnegative
a and b, we have√
logNε 6
√
log(DND,ε)
6
√
logD +
√
D
(√
logNT,ε +
√
log(2M) +
√
2 log(1/ε)
)
.
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The condition
∫ 1
0
√
logNT,ε dε < ∞ implies the same inequality for NT,ε re-
placed by Nε.
Step 5: Checking Ineq. (17). — We check that each covering set Vd(ε,m), for
d = 1, . . . , D and m ∈ M dε , satisfies Ineq. (17), with c > 0 to be determined.
Step 5.1: Bounding the supremum.— For i = 1, . . . , n and j = 1, . . . , d, write
Ai,j = inf
t∈Tε,mj
Ui(t), aj =
k
nuε,mj+d ,
Bi,j = sup
t∈Tε,mj
Ui(t), bj =
k
n lε,mj+d .
Put λ = exp(c1ε
2) with c1 as in Condition 4. In view of the definition of Vd(ε,m)
in Eq. (19), we have
sup
v∈Vd(ε,m)
Zn,i(v) = sup
v∈Vd(ε,m)
k−1/21{∀j : Ui(tj) 6 knxj}
6 k−1/21{∀j : Ai,j 6 aj}
6 k−1/21{∀j : Ai,j 6 aj , Bi,j 6 λaj}
+ k−1/21{∃j : Ai,j 6 aj , Bi,j > λaj}.
Similarly, we have
inf
v∈Vd(ε,m)
Zn,i(v) = inf
v∈Vd(ε,m)
k−1/21{∀j : Ui(tj) 6 knxj}
> k−1/21{∀j : Bi,j 6 bj}
> k−1/21{∀j : Ai,j 6 λ−1bj , Bi,j 6 bj}.
Since λ−1bj 6 bj 6 aj 6 λaj , we have
0 6 1{∀j : Ai,j 6 aj , Bi,j 6 λaj} − 1{∀j : Ai,j 6 λ−1bj, Bi,j 6 bj}
6 1{∃j : λ−1bj < Ai,j 6 Bi,j 6 λaj}.
It follows that
sup
v,w∈Vd(ε,m)
|Zn,i(v)− Zn,i(w)|2
6
∣∣∣∣∣ supv∈Vd(ε,m)Zn,i(v) − infv∈Vd(ε,m)Zn,i(v)
∣∣∣∣∣
2
6 k−1
(
1{∃j : λ−1bj < Ai,j 6 Bi,j 6 λaj}+ 1{∃j : Ai,j 6 aj , Bi,j > λaj}
)
.
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Step 5.2: Bounding the expectation. — By the previous step, we have
n∑
i=1
E
∗
[
sup
v,w∈Vd(ε,m)
|Zn,i(v)− Zn,i(w)|2
]
6
n
k
d∑
j=1
[
P
{
λ−1bj < A1,j 6 B1,j 6 λaj
}
+ P {Ai,j 6 aj, Bi,j > λaj}
]
, (20)
since the stochastic processes Ui are identically distributed. We treat each of
the two probabilities in turn.
First, picking any t ∈ Tε,mj , we have A1,j 6 U1(t) 6 B1,j and thus, since
U1(t) is uniformly distributed on (0, 1), we have
P
{
λ−1bj < A1,j 6 B1,j 6 λaj
}
6 P
{
λ−1bj < U1(t) 6 λaj
}
6 λaj − λ−1bj
6 kn
(
(λ− λ−1)M + ε2) ,
where we used that uε,mj+d ∈ [0,M ] and lε,mj+d > uε,mj+d − ε2.
Second, by Condition 4, we have, for n sufficiently large such that (k/n)M
and thus aj = (k/n)uε,mj+d is sufficiently small (Condition 2),
P {Ai,j 6 aj , Bi,j > λaj} = P {Bi,j > λaj | Ai,j 6 aj}P {Ai,j 6 aj}
6 c2ε
2
P
{
inf
t∈T
U1(t) 6
k
nM
}
.
In view of Lemma 1, the probability on the right-hand side is bounded by
c3(k/n)M for some c3 > 0; the condition in Eq. (15) in that lemma is easily
fulfilled thanks to Condition 4.
Putting things together, we obtain that the upper bound in Eq. (20) is, for
sufficiently large n, dominated by
n
kD
[
k
n
{
(λ− λ−1)M + ε2}+ c2ε2 · c3 knM] .
Now λ = exp(c1ε
2), so that, for ε > 0 sufficiently close to zero, we have 0 6 λ−
λ−1 6 3c1ε2. We find the upper bound in Eq. (17) with c = D(3c1M+1+c2c3M).
Step 6: Weak convergence and limit process. — By Steps 2 to 5, the criteria
of Theorem 3 are met, so that the sequence of processes Wn is asymptotically
tight in ℓ∞(V ). Moreover, the finite-dimensional distributions converge in view
of Step 1. By van der Vaart and Wellner (1996, Theorem 1.5.4), Wn converges
weakly in ℓ∞(V ) to a tight version of the processW , denoted byW as well. This
process W is Gaussian, and by Example 1.5.10 in van der Vaart and Wellner
(1996), its tightness implies that the semimetric space (V , ρ2) is totally bounded
and that almost all sample paths v 7→W (v) are uniformly ρ2-continuous, where
ρ2 is the standard deviation semimetric in Eq. (6).
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Proof of Corollary 1. Let (s, t) ∈ T 2 and λ > 1. We have
u−1 P[U1(s) 6 u < λu < U1(t)]
= u−1 P[U1(s) 6 u]− u−1 P[U1(s) 6 u, U1(t) 6 λu]
→ 1−Rs,t(1, λ), u ↓ 0.
Suppose in addition that ρ(s, t) 6 δ for some δ > 0. Put B = {r ∈ T : ρ(r, s) 6
δ}. Then
u−1 P[U1(s) 6 u < λu < U1(t)]
6 u−1 P
[
inf
r∈B
U1(r) 6 u < λu < sup
r∈B
U1(r)
]
6 u−1 P
[
inf
r∈T
U1(r) 6 u
]
P
[
sup
r∈B
U1(r) > λu
∣∣∣∣ infr∈BU1(t) 6 u
]
Recall Condition 5. Let ε ∈ (0, ε0] and let δ(ε) be as in that condition. Put
λ = exp(c1ε
2). By Lemma 1, we have S = supu>0 u
−1
P[infr∈T U1(r) 6 u] <∞.
As a consequence, we find
u−1 P[U1(s) 6 u < u exp(c1ε2) < U1(t)] 6 Sc2ε2
for all u ∈ (0, u0] and thus
1−Rs,t(1, exp(c1ε2)) 6 Sc2ε2.
By the 1-Lipschitz property of tail copulas, we find
1−Rs,t(1, 1) = [1−Rs,t(1, exp(c1ε2))] + [Rs,t(1, exp(c1ε2))−Rs,t(1, 1)]
6 Sc2ε
2 + exp(c1ε
2)− 1.
For a given η > 0, we can find ε = ε(η) such that the previous upper bound is
less than η. The choice δ = δ(ε(η)) then fulfills the requirement.
The last statement follows from the property just proved in combination with
the increment bound in Lemma 3 in the supplement.
5. Proofs for the results of Section 3
We now prepare for the proof of Theorem 2. Recall Ui(t) = 1 − Ft(ξi(t)) for
(i, t) ∈ {1, . . . , n}× T and let U1:n(t) 6 . . . 6 Un:n(t) denote the order statistics
of U1(t), . . . , Un(t); set U0:n(t) = 0. Put
Kn,t(x) =
n
k U⌈kx⌉:n(t),
Kn,t(x) = (Kn,t1(x1), . . . ,Kn,td(xd)),
for (t, x) ∈ T × [0, n/k] and (t,x) ∈ T d × [0, n/k]d. We will approximate the
penultimate empirical tail copula process Wˆn by the process
Wˇn(v) =
√
k {Gn,t (Kn,t(x))− En,t(x)} (21)
=Wn(t,Kn,t(x)) +
√
k {En,t (Kn,t(x))− En,t(x)}
for v = (t,x) ∈ V .
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Lemma 2. Under the conditions of Theorem 1, we have
sup
v∈V
∣∣∣Wˆn(v)− Wˇn(v)∣∣∣ p→ 0, n→∞.
Proof. For t ∈ T , let ξ1:n(t) 6 . . . 6 ξn:n(t) denote the ascending order statistics
of ξ1(t), . . . , ξn(t). For i,m ∈ {1, . . . , n}, we have
1{Ui(t) < Um:n(t)} 6 1{ξi(t) > ξn−m+1:n(t)} = 1{rankn,i(t) > n−m+ 1}
6 1{ξi(t) > ξn−m+1:n(t)}
6 1{Ui(t) 6 Um:n(t)}.
Let v = (t,x) ∈ V and consider the right-hand limit
Gn,t(x+) = lim
h↓0
Gn,t(x+ h1) =
1
k
n∑
i=1
1{∀j = 1, . . . , d : Ui(tj) 6 knxj},
where 1 denotes a vector of ones. It follows that
Gn,t (Kn,t(x))
=
1
k
n∑
i=1
1
{∀j = 1, . . . , d : Ui(tj) < U⌈kxj⌉:n(tj)}
6
1
k
n∑
i=1
1 {∀j = 1, . . . , d : rankn,i(tj) > n− ⌈kxj⌉+ 1} = Rˆn,t(x)
6
1
k
n∑
i=1
1
{∀j = 1, . . . , d : Ui(tj) 6 U⌈kxj⌉:n(tj)} = Gn,t (Kn,t(x)+) .
To see the identity on the third line involving Rˆn,t(x), note that, for integer q
and real y, we have q < y ⇐⇒ q < ⌈y⌉; as a consequence, the ceiling function
can be omitted and we get the definition in Eq. (10). On the one hand, we have
the lower bound
Wˆn(v) =
√
k{Rˆn,t(x)− En,t(x)}
>
√
k {Gn,t (Kn,t(x))− En,t(x)} = Wˇn(v).
On the other hand, since the map x 7→ En,t(x) is continuous, using the same
notation as above for right-hand limits, we have the upper bound
Wˆn(v) 6
√
k {Gn,t (Kn,t(x)+)− En,t(x)}
=Wn(t,Kn,t(x)+) +
√
k {En,t(Kn,t(x))− En,t(x)}
= Wˇn(v) + ηn,t(x),
where the remainder term is
ηn,t(x) =Wn(t,Kn,t(x)+)−Wn(t,Kn,t(x)) > 0.
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As noted right after Theorem 1, the sequence Wn is asymptotically uniformly
ρ2-equicontinuous in probability. By the definition (6) of ρ2 and the uniform
continuity of the map x 7→ Rt(x), a property that follows from the Lipschitz
property of a tail copula, we find that sup
v∈V |ηn,t(x)|
p→ 0 as n→∞.
We need to know the asymptotic behavior of the empirical tail quantile func-
tion Kn,t uniformly in t ∈ T . Since Kn,t is a generalized inverse of the tail
empirical distribution function Gn,t in (2), we can obtain this through a uni-
form version of Vervaat’s lemma as given in Lemma 5 of Einmahl, Gantner and
Sawitzki (2010), in combination with Theorem 1 which gives the asymptotic be-
havior of Gn,t, uniformly in t ∈ T . Note that the functions in there are defined
on [0, 1] but for our purposes should be defined on [0,M + 1] so that Gn,t can
be extended on (M,M + 1] in such a way that Gn,t(M + 1) =M + 1. Thus we
obtain the following corollary to Theorem 1.
Corollary 3. Under the conditions of Theorem 1, we have
sup
(t,x)∈T×[0,M ]
∣∣∣√k{Kn,t(x) − x}+Wn(t, x)∣∣∣ p→ 0, n→∞.
Proof of Theorem 2. Suppose that the asymptotic expansion of Wˆn in the con-
vergence statement (12) has been established. Define a mapping Φ from ℓ∞(V )
to ℓ∞(V ′) by
(Φ(f))(v) = f(v)−
d∑
j=1
R˙t,j(x) f(tj , xj), v = (t,x) ∈ V ′.
The mapping is linear and bounded, since the partial derivatives of a tail copula
are all between 0 and 1. By the continuous mapping theorem (van der Vaart
and Wellner, 1996, Theorem 1.3.6), we have Φ(Wn)  Φ(W ) = Wˆ as n → ∞.
Equation (12) further says that the distance in ℓ∞(V ′) between Wˆn and Φ(Wn)
converges to zero in probability as n→∞. By Slutsky’s lemma (van der Vaart
and Wellner (1996, Example 1.4.7) or van der Vaart (1998, Theorem 18.10(iv))),
then also Wˆn  Wˆ as n→∞.
The process Wˆ is Gaussian. It is also tight, since it arises as the image
of a tight process by a continuous mapping, and the image of compact set
by a continuous function is compact. By van der Vaart and Wellner (1996,
Example 1.5.10), almost all trajectories of Wˆ are uniformly ρˆ2-continuous on
V ′.
It remains to show the expansion in (12). By Lemma 2 and Slutsky’s Lemma
(van der Vaart and Wellner, 1996, Example 1.4.7), we can replace the penul-
timate tail empirical copula process Wˆn by its approximation Wˇn defined in
Eq. (21). We analyze the two terms in the decomposition on the second line of
(21) separately.
The first term in (21) We will show that
sup
(t,x)∈V
|Wn(t,Kn,t(x))−Wn(t,x)| = op(1), n→∞. (22)
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Recall the standard deviation metric ρ2 in (6). Since Rt,t(x1,x2) = Rt(x1∧x2),
the minimum being coordinate-wise, we have
ρ2 ((t,x1), (t,x2)) = {Rt(x1)− 2Rt(x1 ∧ x2) +Rt(x2)}1/2 .
The map x 7→ Rt(x) is 1-Lipschitz w.r.t. the L1-norm | · |1 on Euclidean space,
whence
ρ2 ((t,x1), (t,x2)) 6 (|x1 − x1 ∧ x2|1 + |x2 − x1 ∧ x2|1)1/2 (23)
6 21/2 |x1 − x2|1/21 .
Corollary 3 implies sup(t,x)∈T×[0,M ] |Kn,t(x)− x| = op(1) as n → ∞, and
thus also sup(t,x)∈V |Kn,t(x)− x|1 = op(1) as n→∞. By (23), we get
sup
(t,x)∈V
ρ2
(
(t,Kn,t(x)), (t,x)
)
= op(1), n→∞.
In view of Theorem 1, the processesWn are asymptotically uniformly ρ2-equicontinuous
in probability, see Example 1.5.10 in van der Vaart and Wellner (1996). Eq. (22)
follows.
The second term in (21) We aim to show that
sup
(t,x)∈V ′
∣∣∣∣∣∣
√
k {En,t (Kn,t(x))− En,t(x)}+
d∑
j=1
R˙t,j(x)Wn(tj , xj)
∣∣∣∣∣∣ = op(1) (24)
as n→∞. To this end, we bound the absolute value in (24) by the sum of three
terms:
∆n,1(t,x) =
∣∣∣√k {En,t (Kn,t(x))− En,t(x)} − √k {Rt (Kn,t(x))−Rt(x)}∣∣∣ ,
∆n,2(t,x) =
√
k
∣∣∣Rt (Kn,t(x))−Rt (x− 1√kWn(t,x))∣∣∣ ,
and
∆n,3(t,x) =
∣∣∣∣∣√k {Rt (x− 1√kWn(t,x)) −Rt(x)}
+
d∑
j=1
R˙t,j(x)Wn(tj , xj)
∣∣∣∣∣, (25)
where Wn(t,x) = (Wn(tj , xj) : j = 1, . . . , d). For each of the three terms,
we will show that the supremum over (t,x) converges to zero in probability.
Especially for the third term, the proof is challenging, as foreshadowed already
in Remark 4.
The term ∆n,1. — Recall Theorem 1 and Corollary 3. For ε > 0, we can
find K > 0 such that for sufficiently large n and with probability at least 1− ε,
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we have supt∈T,x∈[0,M ]
√
k |Kn,t(x)− x| 6 K. On this event, the supremum of
∆n,1(t,x) over all (t,x) ∈ Vd is bounded by the supremum in Condition 7 and
is therefore bounded by ε > 0 for sufficiently large n. Since ε > 0 was arbitrary,
we find that the supremum of ∆n,1(t,x) over (t,x) ∈ V converges to zero in
probability.
The term ∆n,2. — The function Rt is 1-Lipschitz with respect to the L1-
norm, so ∆n,2(t,x) is bounded by
∑d
j=1|
√
k{Kn,tj(xj)−xj}+Wn(tj , xj)|. The
supremum of ∆n,2(t,x) over all (t,x) ∈ V is thus bounded by D times the
supremum in Corollary 3, and therefore converges to zero in probability.
The term ∆n,3. — In what follows, fix d = 1, 2, . . . , D. We consider the
supremum of ∆n,3(t,x) over (t,x) ∈ V ′d . Fix ε > 0 and let δ = δ(ε) > 0 be
chosen later on as a function of ε in such a way that a number of criteria are
met. We bound the supremum as the maximum of the suprema over the d sets
T d × {x ∈ [0,M ]d : xj 6 δ} for j = 1, . . . , d on the one hand (Case I) and
over (T d)′ × [δ,M ]d (Case II) on the other hand, where (T d)′ comprises the d-
tuples with all coordinates different and in T . We show that, for some constants
c1, c2 > 0 not depending on ε or n, for all sufficiently large n, each of these
suprema is less than c1ε with probability at least 1− c2ε.
Case I. – We first consider the supremum of ∆n,3(t,x) over t ∈ T d and
x ∈ [0,M ]d with xj 6 δ, for j ∈ {1, . . . , d} fixed and for δ = δ(ε) > 0 to be
chosen in function of a fixed ε > 0. For all η > 0 and for all (t, x) ∈ T × [0, η],
we have
ρ2((t, x), (t, 0)) =
√
x 6
√
η,
whereas ρ2((s, 0), (t, 0)) = 0 for (s, t) ∈ T 2. Furthermore,Wn(t, 0) = 0 for all t ∈
T . Recall that the processesWn are asymptotically uniformly ρ2-equicontinuous
in probability. We obtain that, for sufficiently small δ, setting η =
√
δ, we have
ρ2((t, x), (t, 0)) 6 δ
1/4 for all (t, x) ∈ T × [0,
√
δ], so that the supremum of
|Wn(t, x)| over (t, x) ∈ T × [0,
√
δ] is bounded by ε with probability at least
1−ε, for large n. On this event and for t ∈ T d and x ∈ [0,M ]d such that xj 6 δ,
the 1-Lipschitz property of Rt implies that the term ∆n,3(t,x) is bounded by∣∣∣√k {Rt (x− 1√kW˜n,j(t,x)) −Rt(x)}∣∣∣
+
∑
i∈{1,...,d}\{j}
R˙t,i(x) |Wn(ti, xi)|+ 2ε, (26)
where the random d-vector W˜n,j(t,x) has the same d coordinates Wn(ti, xi) as
Wn(t,x), except for the jth one, which is zero.
For the term R˙t,i(x) |Wn(ti, xi)|, we consider again two cases.
• If, on the one hand, xi 6
√
δ, then |Wn(ti, xi)| 6 ε on the event already
considered, while 0 6 R˙t,i(x) 6 1 by the 1-Lipschitz property of Rt.
• If, on the other hand, xi >
√
δ, then, by inequalities (32) and (33) in
Lemma 5 in the supplement, we have
R˙t,i(x) 6 Rt(x)/xi 6 xj/xi 6 δ/
√
δ =
√
δ.
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Moreover, given ε, we can find K = K(ε) > 0 such that the supremum
of |Wn(t, x)| over (t, x) ∈ T × [0,M ] is bounded by K with probability at
least 1− ε.
Hence, with probability at least 1 − 2ε, we have 0 6 R˙t,i(x) |Wn(ti, xi)| 6
max(ε,K
√
δ) for all t ∈ T d and all x ∈ [0,M ]d with xj 6 δ.
For the first term in (26), a similar argument works on the same event (which
has probability 1− 2ε). For those indices i ∈ {1, . . . , d} \ {j} for which xi 6
√
δ,
we can replace Wn(ti, xi) by 0 at the cost of an additional error of at most ε.
This amounts to an error of at most (d − 1)ε. For the remaining indices i, we
write the increment as a telescoping sum of increments involving changes in one
coordinate at a time. For each increment in the sum, we apply (33), with upper
bound xj 6 δ and we proceed as in the second bullet point above. This yield an
error of at most (d− 1)K
√
δ.
Given ε > 0 and j ∈ {1, . . . , d}, we have thus constructed an event with
probability at least 1 − 2ε such that the supremum of ∆n,t(x) over t ∈ T d
and x ∈ [0,M ]d with xj 6 δ is bounded by a constant multiple (the constant
depending on d only) of ε+K
√
δ, where K depends on ε and where δ remains
to be chosen. By choosing δ small enough, we can ensure that K
√
δ 6 ε. We
get that the supremum is less than a constant multiple of ε on an event with
probability at least 1− 2ε.
Case II. – Finally we consider the supremum of ∆n,3(t,x) in (25) over (t,x) ∈
(T d)′ × [δ,M ]d. We write the supremum as the maximum over all partitions Π
of {1, . . . , d} of the suprema over those (t,x) that satisfy the following property
related to a given partition Π: for indices i, j ∈ {1, . . . , d} within the same
component of the partition, we have ρ2((ti, xi), (tj , xj)) 6 δ while for indices i
and j in different components, we have ρ2((ti, xi), (tj , xj)) > δ/(d− 1). In this
way, every point (t,x) is taken into account at least once in view of Lemma 4.
The number of partitions being finite, we can fix a single partition Π = {Dα :
α ∈ A} of {1, . . . , d} and study the associated supremum. Consider the com-
ponent Dα(1) of the partition that contains the index 1, let d1 = |Dα(1)| ∈
{1, . . . , d} be the number of elements of this component, and assume for conve-
nience of notation that this component is equal to Dα(1) = {1, . . . , d1}.
Let (t,x) be a point satisfying the property associated to the given partition
as described above. The difference
√
k{Rt(x − 1√kWn(t,x)) − Rt(x)} can be
written as a telescoping sum with as many terms as the number |A| of com-
ponents Dα in the partition Π: we replace Wn(t,x) by the zero vector, one
component Dα at a time. We will only consider the first term of the telescoping
sum, i.e., the one in which the first d1 elements of Wn(t,x) are replaced by
zeroes; the other terms can be treated similarly.
Let the random d-vector W n(t,x) have the last d − d1 coordinates equal
to those of Wn(t,x), whereas its first d1 coordinates are all equal and are the
average of the first d1 coordinates of Wn(t,x). This average is denoted below by
w. Similarly, W˜n(t,x) has the last d−d1 coordinates equal to those ofWn(t,x),
whereas its first d1 coordinates are all equal to zero. We will consider the first
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term in the aforementioned telescoping sum:
√
k
{
Rt
(
x− 1√
k
Wn(t,x)
)
−Rt
(
x− 1√
k
W˜n(t,x)
)}
.
Applying Lemma 8 we obtain∣∣∣√k{Rt (x− 1√kWn(t,x))− Rt (x− 1√kW n(t,x))}∣∣∣ (27)
6
d1∑
j=1
|Wn(tj , xj)− w| .
For the second term on the right-hand side in (27), we invoke again the
asymptotic uniform ρ2-equicontinuity in probability of the processes Wn. Since
all points (tj , xj) for j ∈ {1, . . . , d1} are within ρ2-distance δ, the second term
is uniformly bounded by d1ε with probability at least 1− ε, for δ small enough
and for sufficiently large n.
By the mean-value theorem,
√
k
{
Rt
(
x− 1√
k
W n(t,x)
)
−Rt
(
x− 1√
k
W˜n(t,x)
)}
(28)
= −w
d1∑
j=1
R˙t,j(Θn),
where Θn = Θn(t,x) is a random point on the line segment connecting x −
1√
k
W˜n(t,x) and x − 1√kW n(t,x). Clearly the first d1 coordinates of Θn − x
are all equal to h = hn(t,x), say. We would like to show that
∑d1
j=1 R˙t,j(Θn) is
uniformly close to
∑d1
j=1 R˙t,j(x), with high probability.
Define the random d-vector yn = yn(t,x) to have the last d− d1 coordinates
equal to those of x and the first d1 coordinates equal to those of Θn. For every
j ∈ {1, . . . , d1} we have from d − d1 applications of (36) and Lemma 12 that
|R˙t,j(Θn)− R˙t,j(yn)| 6 ε uniformly over the considered (t,x), with probability
at least 1− ε, provided δ is small enough and n is large.
Now Eq. (31) yields
d1∑
j=1
R˙t,j(x) =
1
x1
d1∑
j=1
xjR˙t,j(x) +
1
x1
d1∑
j=1
(x1 − xj)R˙t,j(x)
= − 1
x1
d∑
j=d1+1
xjR˙t,j(x) +
1
x1
Rt(x) +
1
x1
d1∑
j=1
(x1 − xj)R˙t,j(x),
and we can rewrite
∑d1
j=1 R˙t,j(yn) similarly. Hence by (34) it follows after some
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algebra that∣∣∣∣∣∣
d1∑
j=1
R˙t,j(yn)−
d1∑
j=1
R˙t,j(x)
∣∣∣∣∣∣ 6 Mδ
d∑
j=d1+1
∣∣∣R˙t,j(yn)− R˙t,j(x)∣∣∣
+
d1|h|
δ
+
1
δ(δ + h)
dM |h|+ 2d1 δ
2
δ ∧ (δ + h) .
Take δ such that 3d1δ 6 ε. Then since h = Op(1/
√
k) uniformly in (t,x), we
have, with probability at least 1 − ε, that the sum of the three terms on the
second line is uniformly bounded by ε when n is large.
So it remains to consider |R˙t,j(yn)− R˙t,j(x)| for j ∈ {d1 + 1, . . . , d}, that is,
the first d1 coordinates of yn have to be replaced consecutively by those of x
by writing the difference as a telescoping sum. We will consider for convenience
only the first term in that sum. Let y′n have the same coordinates as yn, except
for the first one, which is x1. By Ineq. (36) we have
|R˙t,j(yn)− R˙t,j(y′n)| 6 |R˙(t1,tj),2(x1 + h, xj)− R˙(t1,tj),2(x1, xj)|.
By Lemma 12, the latter difference is uniformly small since h tends to zero in
probability, uniformly.
We have thus shown that in (28), with large probability and for large n, the
sum
∑d1
j=1 R˙t,j(Θn) may be replaced by
∑d1
j=1 R˙t,j(x) at the cost of an error
bounded by a constant multiple of ε. It remains to replace w = 1d1
∑d1
l=1Wn(tl, xl)
in (28) by Wn(tj , xj) for j ∈ {1, . . . , d1}, written inside the sum over j =
1, . . . , d1. The property that the resulting difference is small follows from the
asymptotic ρ2-equicontinuity in probability of Wn.
We have thereby found a suitable upper bound on the supremum of ∆n,3(t,x)
over points (t,x) ∈ (T d)′× [δ,M ]d that satisfy the property associated to a fixed
partition Π of {1, . . . , d} as described in the opening paragraph of Case II. This
completes the analysis of the term ∆n,3 in Eq. (25) and thus of the convergence
statement (12).
Proof of Corollary 2. The supremum in Condition 7 is bounded by twice the
supremum in Condition 8, if we replace M in the latter condition by M +1 and
if k is sufficiently large. Hence, Condition 8 implies Condition 7.
The difference between Wˆn(v) and
√
k{Rˆn,t(x)−Rt(x)} is bounded by the
maximum over d = 1, . . . , D of the suprema in Condition 8. Under that con-
dition, the two processes must thus share the same first-order asymptotic ex-
pansion and the same weak convergence properties in ℓ∞(V ) and thus also in
ℓ∞(V ′).
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Appendix A: Supplement: Auxiliary results
Lemma 3. Let R be as in Condition 3. For s, t ∈ T d and x,y ∈ [0,∞)d, we
have
|Rs(x)−Rt(y)| 6
d∑
j=1
[|xj − yj |+ (xj ∧ yj){1−Rsj ,tj (1, 1)}].
Proof. Let s¯, s ∈ T and t¯ ∈ Tm for some m. Then
Rs¯,t¯(x, y¯)−Rs,t¯(x, y¯) = Rs¯,s,t¯(x,∞, y¯)−Rs¯,s,t¯(∞, x, y¯)
6 Rs¯,s,t¯(x,∞, y¯)−Rs¯,s,t¯(x, x, y¯)
6 Rs¯,s(x,∞)−Rs¯,s(∞, x)
= x−Rs¯,s(x, x)
= x (1−Rs¯,s(1, 1)) .
The same inequality holds with the roles of s¯ and s interchanged. We obtain∣∣Rs¯,t¯(x, y¯)−Rs,t¯(x, y¯)∣∣ 6 x (1−Rs¯,s(1, 1)) . (29)
Consider the statement of the lemma. Let zj = xj ∧ yj for j = 1, . . . , d. Then
|Rs(x)−Rt(y)| is bounded by
|Rs(x)−Rs(z)|+ |Rs(z) −Rt(z)|+ |Rt(z)−Rt(y)| . (30)
The sum of the first and third terms in (30) is bounded by
d∑
j=1
(|zj − xj |+ |zj − yj|) =
d∑
j=1
|xj − yj | .
The middle term in (30) can be written as a telescoping sum of d terms, in which
the coordinate sj is replaced by tj one coordinate at a time. Apply the triangle
inequality to bound the absolute value of the sum by the sum of the absolute
values. The jth term in the resulting sum is bounded by zj(1 − Rsj ,tj (1, 1)) in
view of (29).
Note that (29) shows that Rt, t ∈ T d, is continuous in each tj with respect
to the ρ2-semimetric on T . By Theorem 25.7 in Rockafellar (1970), the partial
derivatives of Rt(x) with respect to xj , for j ∈ {1, . . . , d}, are then continuous
in t as well.
Lemma 4. Let x1, . . . , xd be d points in a semimetric space (X , ρ˜) and let
δ > 0. Then there exists a partition Π of {1, . . . , d} such that for all indices i, j
that belong to the same component of the partition we have ρ˜(xi, xj) 6 δ while
for all indices i, j that belong to different components of the partition we have
ρ˜(xi, xj) > δ/(d− 1).
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Proof. Construct a graph on {1, . . . , d} by connecting different indices i and j as
soon as ρ˜(xi, xj) 6 δ/(d− 1). Let Π be the partition formed by the connectivity
components of the graph. Indices i and j that belong to different components
are not connected by an edge and thus ρ˜(xi, xj) > δ/(d − 1). Indices i and j
that belong to the same component are linked up through a chain of at most
d− 1 edges. By the triangle inequality, ρ˜(xi, xj) 6 δ.
Lemma 5. If a d-variate tail copula R is differentiable on (0,∞)d, then, for
all x ∈ [0,∞)d, we have
d∑
j=1
xjR˙j(x) = R(x) (31)
(both sides being zero if xj = 0 for some j = 1, . . . , d) and hence for all j ∈
{1, . . . , d},
xjR˙j(x) 6 R(x). (32)
In addition, for all h > −x1 such that h 6= 0, we have
x1
R(x1 + h, x2, . . . , xd)−R(x)
h
6 R(x) 6 min(x1, . . . , xd). (33)
Proof. Evaluating the derivative of the function λ 7→ R(λx) = λR(x) in λ = 1
yields the identity in (31) on (0,∞)d. The identity extends to x ∈ [0,∞)d since
for vectors x of which one or more coordinates are zero, both sides of the above
equation are zero: if xj = 0, then the definition of R˙j(x) is immaterial, while
for i 6= j, we have R˙j(x) = 0.
Inequality (32) is a consequence of (31) and the fact that R is non-decreasing
in each variable.
For the first inequality in (33): for h = −x1, the inequality becomes an
equality, and by concavity of R, the left-hand side is non-increasing in h. The
second inequality in (33) is immediate from the definition (and well-known).
Let ρ2 be the standard deviation semimetric associated to a spatial tail copula
R as introduced in Eq. (6) in the main paper.
Lemma 6. For s, t ∈ T and x, y ∈ [0,∞), we have
[ρ2((s, x), (t, y))]
2 = |x− y|+ 2 ((x ∧ y)−Rs,t(x, y)) (34)
6 |x− y|+ 2(x ∧ y)(1−Rs,t(1, 1)). (35)
Proof. Since x− 2(x ∧ y) + y = |x− y|, we have
ρ2((s, x), (t, y))
2 = E[{W (s, x)−W (t, y)}2]
= x− 2Rs,t(x, y) + y
= x− 2(x ∧ y) + y + 2 ((x ∧ y)−Rs,t(x, y))
= |x− y|+ 2 ((x ∧ y)−Rs,t(x, y)) ,
which is (34). The inequality in (35) then follows from Rs,t(x, y) > Rs,t(x ∧
y, x ∧ y) = (x ∧ y)Rs,t(1, 1).
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Recall the semimetric ρ2,T on T induced by ρ2 as defined in Eq. (11) in the
main paper. Then (35) states that
[ρ2((s, x), (t, y))]
2
6 |x− y|+ (x ∧ y)[ρ2,T (s, t)]2,
splitting the semimetric on T × [0,∞) into a component on T and a component
on [0,∞).
Lemma 7. For (sn, xn), (s, x) ∈ T × [0,∞), we have, as n→∞,
ρ2((sn, xn), (s, x))→ 0 ⇐⇒ [xn → x and x(Rsn,s(1, 1)− 1)→ 0].
Proof. By (34), we have
ρ2((sn, xn), (s, x))
2 = |xn − x|+ 2 ((xn ∧ x)−Rsn,s(xn, x)) .
If x = 0, then ρ2((sn, xn), (s, x))
2 = xn, which converges to zero if and only if
xn → 0 = x, as required. Henceforth, suppose x > 0.
On the one hand, if xn → x and Rsn,s(1, 1) → 1, then by (35) we also have
ρ2((sn, xn), (s, x))→ 0.
On the other hand, if ρ2((sn, xn), (s, x))→ 0, then by (34), both xn → x and
(xn∧x)−Rsn ,s(xn, x)→ 0. Since xn∨x−xn∧x→ 0, also xn∨x−Rsn,s(xn, x)→ 0.
But Rsn,s(xn, x) 6 Rsn,s(xn ∨ x, xn ∨ x) = (xn ∨ x)Rsn,s(1, 1), and thus also
(xn ∨ x)(1 −Rsn,s(1, 1))→ 0.
Lemma 8. Let R be a d-variate tail copula, where d = d1 + d2. For (x,y) ∈
[0,∞)d1 × [0,∞)d2 and for h ∈ Rd1 such that xj + hj > 0 for all j = 1, . . . , d1,
we have ∣∣R(x+ h,y) −R(x+ h¯1,y)∣∣ 6 d1∑
j=1
∣∣hj − h¯∣∣
with h¯ = (h1 + · · ·+ hd1)/d1 and with 1 = (1, . . . , 1) of dimension d1.
Proof. This follows immediately from the 1-Lipschitz property of a tail copula
with respect to the L1-norm.
Lemma 9. Let R be a d-variate (d > 2) tail copula. Assume its partial deriva-
tives R˙j exist. Write R(x, y) for R(x, y,∞). For g > 0 and (x, y, z) ∈ [0,∞)×
[0,∞)× [0,∞)d−2, we have
0 6 R˙1(x, y + g, z)− R˙1(x, y, z) 6 R˙1(x, y + g)− R˙1(x, y). (36)
Proof. Since R is the distribution function of a nonnegative Borel measure on
[0,∞)d, we have
0 6
R(x+ h, y + g, z)− R(x, y + g, z)
h
− R(x+ h, y, z)−R(x, y, z)
h
6
R(x+ h, y + g)−R(x, y + g)
h
− R(x+ h, y)−R(x, y)
h
.
Taking the limit as h ↓ 0, we find (36) (for the right-hand partial derivatives).
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Lemma 10. Assume Condition 6. Let sn, tn, s, t ∈ T and xn, yn, x, y ∈ [0,∞).
If x > 0 and ρ2((s, x), (t, y)) > 0 and if ρ2((sn, xn), (s, x))→ 0 and ρ2((tn, yn), (t, y))→
0, then R˙sn,tn;1(xn, yn)→ R˙s,t;1(x, y) as n→∞.
Proof. Since x > 0, the assumption ρ2((sn, xn), (s, x)) → 0 is equivalent to
xn → x and Rsn,s(1, 1) → 1 by Lemma 7. We consider two cases: y = 0 and
y > 0.
First suppose y = 0, so that R˙s,t;1(x, y) = 0. Since ρ2((tn, yn), (t, y)) → 0,
Lemma 7 implies that yn → 0 as well. By (32), we have R˙sn,tn;1(xn, yn) 6
x−1n Rsn,tn(xn, yn) 6 x
−1
n yn → 0 too, since xn → x > 0.
Second suppose y > 0. By Lemma 7, the assumption ρ2((tn, yn), (t, y)) →
0 implies yn → y and Rtn,t(1, 1) → 1. Lemma 3 ensures that the functions
fn = Rsn,tn converge to the function f = Rs,t uniformly on bounded subsets of
[0,∞)2. Since ρ2((s, x), (t, y)) > 0, we have x 6= y or Rs,t(1, 1) < 1 (or both) in
view of Eq. (34). In any case, the functions f and fn (for sufficiently large n) are
continuously differentiable in an open neigborhood O of (x, y): if Rs,t(1, 1) < 1
this is true by Condition 6, while if Rs,t(1, 1) = 1, then this is true by the fact
that f = min and x 6= y and for fn we use either Condition 6 or that fn = min.
Let N be a compact neighbourhood of (x, y) contained in O. By Rockafellar
(1970, Theorem 25.7), the gradients of fn converge to the one of f uniformly on
N . Convergence of the partial derivatives as stated in the lemma follows.
Lemma 11. If the semimetric space (T, ρ2,T ) is complete, then so is the semi-
metric space (T × [0,∞), ρ2)
Proof. Let (sn, xn)n be a ρ2-Cauchy sequence in T × [0,∞): for every ε > 0,
there exists an integer n(ε) > 1 such that for all integers k, ℓ > n(ε) we have
[ρ2((sk, xk), (sℓ, xℓ))]
2 6 ε. We need to find (s, x) ∈ T × [0,∞) with the property
that ρ2((sn, xn), (s, x))→ 0 as n→∞.
By (34), we have |xk − xℓ| 6 [ρ2((sk, xk), (sℓ, xℓ))]2 6 ε whenever k, ℓ > n(ε).
Hence (xn)n is a Cauchy sequence in [0,∞). Since [0,∞) is complete, there
exists x ∈ [0,∞) so that xn → x as n→∞.
Suppose first that x = 0. Then for every s ∈ T , we have ρ2((sn, xn), (s, 0)) =
xn → 0 as n → ∞, so that (sn, xn) converges to (s, 0). [Note that ρ2 is a
semimetric on T × [0,∞) since ρ((s, 0), (t, 0)) = 0 for any s, t ∈ T , even if ρ2,T
is a metric on T .]
Suppose next that x > 0. Then by (34) we have (xk∧xℓ)−Rsk,sℓ(xk, xℓ) 6 ε/2
whenever k, ℓ > n(ε). At the same time, we can increase n(ε) if necessary to en-
sure that also |xk ∧ xℓ − x| 6 ε/4 and |Rsk,sℓ(xk, xℓ)−Rsk,sℓ(x, x)| 6 |xk − x|+
|xℓ − x| 6 ε/4 for all integer k, ℓ > n(ε). But then also x(1 − Rsk,sℓ(1, 1)) =
x − Rsk,sℓ(x, x) 6 ε for all k, ℓ > n(ε). Hence, (sn)n is a Cauchy sequence in
(T, ρ2,T ). By assumption, we can find s ∈ T such that 1 − Rsn,s(1, 1) → 1 as
n→∞. But then (sn, xn) converges to (s, x) with respect to ρ2, as required.
Lemma 12. Assume Condition 6 and assume that (T, ρ2,T ) is totally bounded.
Let 0 < δ < M <∞ and consider the set
K = {(s, x; t, y) ∈ (T × [δ,M ])× (T × [0,M ]) : ρ2((s, x), (t, y)) > δ}.
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For every ε > 0, there exists η > 0 such that for all (si, ti;xi, yi) ∈ K, i ∈ {1, 2},
we have
ρ2((s1, x1), (s2, x2)) + ρ2((t1, y1), (t2, y2)) 6 η
=⇒
∣∣∣R˙s1,t1;1(x1, y1)− R˙s2,t2;1(x2, y2)∣∣∣ 6 ε.
Proof. Consider the product space D = (T×[0,∞))×(T×[0,∞)) equipped with
the sum semimetric induced by the semimetric ρ2 on T × [0,∞). By Lemma 11,
the product space D is complete. The set K in the statement is a closed subset
of D and is thus complete as well. Moreover,K is totally bounded, since (T, ρ2,T )
is totally bounded and since ρ2 can be bounded as in (35). As a consequence,
K is compact with respect to the sum semimetric induced by ρ2.
By Lemma 10, the function f with domain
D1 = {(s, x; t, y) ∈ D : ρ2((s, x), (t, y)) > 0, x > 0}
and defined by f(s, x; t, y) = R˙s,t;1(x, y) is continuous. Since K is a compact
subset of D1, the function f is uniformly continuous on K. But this is exactly
the statement of the lemma.
References
Bu¨cher, A. and Dette, H. (2013). Multiplier bootstrap of tail copulas with
applications. Bernoulli 19 1655–1687.
Chiapino, M., Sabourin, A. and Segers, J. (2019). Identifying groups of
variables with the potential of being large simultaneously. Extremes 22 193–
222.
Coles, S. G. (1993). Regional modelling of extreme storms via max-stable
processes. Journal of the Royal Statistical Society. Series B (Methodological)
55 797–816.
de Haan, L. and Lin, T. (2001). On convergence towards an extreme value
distribution in C[0, 1]. The Annals of Probability 29 467–483.
de Haan, L. and Lin, T. (2003). Weak consistency of extreme value estimators
in C[0, 1]. The Annals of Statistics 31 1996–2012.
Dombry, C. (2017). Personal communication.
Dombry, C. and Ribatet, M. (2015). Functional regular variations, Pareto
processes and peaks over threshold. Statistics and Its Interface 8 9–17.
Dombry, C., Ribatet, M. and Stoev, S. (2018). Probabilities of concurrent
extremes. Journal of the American Statistical Association 113 1565–1582.
Drees, H. and Huang, X. (1998). Best attainable rates of convergence for
estimators of the stable tail dependence function. Journal of Multivariate
Analysis 64 25–46.
Einmahl, J. H. J., Gantner, M. and Sawitzki, G. (2010). Asymptotics for
the shorth plot. Journal of Statistical Planning and Inference 140 3003–3012.
Einmahl, J. H. J., Kiriliouk, A. and Segers, J. (2018). A continuous up-
dating weighted least squares estimator of tail dependence in high dimensions.
Extremes 21 205–233.
J.H.J. Einmahl and J. Segers/Empirical tail copulas for functional data 31
Einmahl, J. H. J., Krajina, A. and Segers, J. (2012). An M-estimator for
tail dependence in arbitrary dimensions. The Annals of Statistics 40 1764–
1793.
Einmahl, J. H. J. and Lin, T. (2006). Asymptotic normality of extreme value
estimators on C[0, 1]. The Annals of Statistics 34 469–492.
Falk, M. (2019). Multivariate Extreme Value Theory and D-Norms. Springer,
Cham.
Ferreira, A. and de Haan, L. (2014). The generalized Pareto process; with
a view towards application and simulation. Bernoulli 20 1717–1737.
Gine´, E., Hahn, M. and Vatan, P. (1990). Max-infinitely divisible and max-
stable sample continuous processes. Probability Theory and Related Fields 87
139–165.
Gomes, M. I., de Haan, L. and Pestana, D. (2004). Joint exceedances of
the ARCH process. Journal of Applied Probability 41 919–926.
Hu¨sler, J. and Reiss, R.-D. (1989). Maxima of normal random vectors: be-
tween independence and complete dependence. Statistics & Probability Letters
7 283–286.
Kabluchko, Z., Schlather, M. and de Haan, L. (2009). Stationary max-
stable fields associated to negative definite functions. The Annals of Probabil-
ity 37 2042–2065.
Koch, E. (2017). Spatial risk measures and applications to max-stable pro-
cesses. Extremes 20 635–670.
Mercadier, C. and Roustant, O. (2019). The tail dependograph. Extremes
22 343–372.
Nikoloulopoulos, A. K., Joe, H. and Li, H. (2009). Extreme value proper-
ties of multivariate t copulas. Extremes 12 129–148.
Peng, L. and Qi, Y. (2008). Bootstrap approximation of tail dependence func-
tion. Journal of Multivariate Analysis 99 1807–1824.
Ressel, P. (2013). Homogeneous distributions—And a spectral representation
of classical mean values and stable tail dependence functions. Journal of Mul-
tivariate Analysis 117 246–256.
Rockafellar, R. T. (1970). Convex Analysis. Princeton University Press,
Princeton.
Schlather, M. (2002). Models for stationary max-stable random fields. Ex-
tremes 5 33–44.
Schmidt, R. and Stadtmu¨ller, U. (2006). Non-parametric estimation of tail
dependence. Scandinavian Journal of Statistics 33 307–355.
Smith, R. L. (1990). Max-stable processes and spatial extremes. Unpublished
manuscript.
van der Vaart, A. W. (1998). Asymptotic Statistics. Cambridge University
Press, Cambridge.
van der Vaart, A. W. and Wellner, J. A. (1996). Weak Conver-
gence and Empirical Processes. With Applications to Statistics. Springer Sci-
ences+Business Media, New York.
