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Abstract—We consider the problem of identifying universal
low-dimensional features from high-dimensional data for infer-
ence tasks in settings involving learning. For such problems, we
introduce natural notions of universality and we show a local
equivalence among them. Our analysis is naturally expressed via
information geometry, and represents a conceptually and compu-
tationally useful analysis. The development reveals the comple-
mentary roles of the singular value decomposition, Hirschfeld-
Gebelein-Re´nyi maximal correlation, the canonical correlation
and principle component analyses of Hotelling and Pearson,
Tishby’s information bottleneck, Wyner’s common information,
Ky Fan k-norms, and Brieman and Friedman’s alternating
conditional expectations algorithm. We further illustrate how
this framework facilitates understanding and optimizing aspects
of learning systems, including multinomial logistic (softmax)
regression and the associated neural network architecture, ma-
trix factorization methods for collaborative filtering and other
applications, rank-constrained multivariate linear regression, and
forms of semi-supervised learning.
Index Terms—machine learning, statistical inference, sufficient
statistics, information geometry, logistic regression, neural net-
works, information bottleneck, maximal correlation, alternating
conditional expectations algorithm, canonical correlation analy-
sis, principal component analysis, common information, Ky Fan
k-norm, matrix factorization, collaborative filtering, reduced-
rank linear regression.
I. INTRODUCTION
IN many contemporary and emerging applications of ma-chine learning and statistical inference, the phenomena
of interest are characterized by variables defined over large
alphabets. Familiar examples, among many others, include
the relationship between individual consumers and products
that may be of interest to them, and the relationship between
images and text in a visual search setting. In such scenarios,
not only are the data high-dimensional, but the collection
of possible inference tasks is also large. At the same time,
training data available to learn the underlying relationships is
often quite limited relative to its dimensionality.
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From this perspective, for a given level of training data,
there is a need to understand which inference tasks can be
most effectively carried out, and, in turn, what features of the
data are most relevant to them. As we develop in this paper, a
natural framework for addressing such questions rather broadly
can be traced back to the work of Hirschfeld [4].
As we will develop, the problem can be equivalently ex-
pressed as one of “universal” feature extraction, and show
that diverse notions of such universality lead to precisely the
same features. Our development emphasizes an information
theoretic treatment of the associated questions, and in par-
ticular we adopt a convenient “local” information geometric
analysis that provides useful insight. In turn, as we describe,
the interpetation of such features in terms of a suitable singular
value decomposition (SVD) facilitates their computation.
An outline of the paper, and summary of its key contribu-
tions, is as follows:
Section II: As a foundation, and focusing on finite alpha-
bets, we describe the modal decomposition of bivariate distri-
butions into constituent features that arises out of Hirschfeld’s
analysis, developing it in terms of the SVD of a particular ma-
trix characterization—termed the canonical dependence matrix
(CDM)—of the distribution and the associated conditional
expectation operator.
Section III: We describe the variational characterization
of the modal decomposition in terms of standard SVD analy-
sis, as further developed by Gebelein and Re´nyi, from which
we obtain the resulting Hirchfeld-Gebelein-Re´nyi (HGR) max-
imal correlation as the Ky Fan k-norm of the CDM. Via this
analysis, the features defining the modal decomposition are
obtained via an optimization.
Section IV: As a further foundation, we describe the local
geometric analysis on the probability simplex that is associated
with χ2-divergence. In the resulting Euclidean information
space, distributions are represented as information vectors, and
features as feature vectors, and we develop an equivalence
between them via log-likelihoods. Via this geometry, we
develop a suitable notion of weakly dependent variables for
which we obtain a decomposition of mutual information and
through which we interpret truncated modal decompositions as
“information efficient.” Additionally, we characterize the error
exponents in local decision making in terms of (mismatched)
feature projections.
Section V: Via the local analysis, we develop several
different characterizations of universal features, all of which
coincide with the features that arise in the modal decomposi-
tion of the joint distribution. As an initial observation, we note
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2that features characterize a locally exponential family for the
conditional distributions. For the remaining characterizations,
we introduce latent local attribute variables. In particular:
Section V-C obtains the modal decomposition features as the
solution to a game between system designer and nature, where
the system designer must choose features to detect attributes
that nature chooses at random after these features are fixed;
Section V-D obtains the same features as the solution to a
cooperative game in which the system designer and nature seek
the most detectable attributes and locally sufficient statistics
for their detection; Section V-E obtains the same features as the
solution to a local symmetric version of Tishby’s information
bottleneck problem that seeks mutual information maximizing
attributes and the associated locally sufficient statistics; and
Section V-F obtains superpositions of these same features arise
as locally sufficient statistics in the solution to a local version
of Wyner’s common information, which using variational
analysis we show specializes to the nuclear (trace) norm of the
CDM. In turn, Section V-G develops Markov structure relating
the resulting common information variable to the attributes
optimizing the information bottleneck.
Section VI: We discuss the estimation of universal fea-
tures from training data, starting from the statistical interpreta-
tion of the orthogonal iteration method of computing an SVD
as the alternating conditional expectations (ACE) algorithm
of Breiman and Friedman. We include the relevant analysis
of sample complexity of feature recovery, which supports the
empirical observation that in practice the dominant modes can
typically be recovered with comparatively little training data.
Section VII: We use the context of collaborative filtering
to develop matrix factorization perspectives associated with
the modal decomposition. In particular, we formulate the
problem of collaborative filtering as one of Bayesian attribute
matching, and find that the optimum such filtering is achieved
using a truncated modal decomposition, which corresponds to
the optimum low-rank approximation to the empirical CDM,
which differs from some other commonly used factorizations.
Section VIII: We analyze a local version of multinomial
logistic regression; specifically, under weak dependence we
show that softmax weights correspond to (normalized) condi-
tional expectations, and that the resulting discriminative model
matches, to first order, that of a Gaussian mixture without
any Gaussian assumptions in the analysis. We further show
that the optimizing features are, again, those of the modal
decomposition, in which case the associated softmax weights
are proportional to the “dual” features of the decomposition.
Our analysis additionally quantifies the performance limits in
this regime in terms of the associated singular values. As we
discuss, this analysis implies a relationship between the ACE
algorithm and methods used to train at least some classes of
neural networks.
Section IX: We provide a treatment for Gaussian vari-
ables that parallels the preceding one for finite alphabets. To
start, we construct the modal decomposition of covariance
via the SVD of the canonical correlation matrix (CCM),
and obtain the familiar formulation of Hotelling’s canonical
correlation analysis (CCA) via the corresponding variational
characterization. We further define a local Gaussian geometry,
the associated notion of weakly correlated variables, and
construct a local modal decomposition of joint distributions
of such variables in terms of the CCA features, which are
linear. Via Gaussian attribute models, we then show these
CCA features arise in the solution to universal feature problem
formulations. Section IX-H shows they arise in the solution
of an attribute estimation game in which nature chooses the
attribute at random after the system designer chooses the linear
features from which it will be estimated using a minimum
mean-square error (MMSE) criterion, and Section IX-I shows
they arise in the solution of the corresponding cooperative
MMSE attribute estimation game; these analyses are global.
Section IX-J, shows the CCA features arising in the solution to
the local symmetric version of Tishby’s Gaussian information
bottleneck problem, and Section IX-K describes how super-
positions of CCA features arise in the solution to the (global)
Gaussian version of Wyner’s common information problem;
locally this common information is given by the nuclear norm
of the CCM. Section IX-L describes the Markov relation-
ships between the dominant attributes in the solution to the
information bottleneck and the common information variable.
Section IX-M interprets the features arising out of Pearson’s
principal component analysis (PCA) as a special case of
the preceding analyses in which the underlying variables are
simultaneously diagonalizable, and Section IX-N discusses the
estimation of CCA features, interpreting the associated SVD
computation as a version of the ACE algorithm in which the
features are linearly constrained. Section IX-O develops Gaus-
sian attribute matching, and interprets the resulting procedure
as one of optimum rank-constrained linear estimation, and Sec-
tion IX-P develops a form of rank-constrained linear regression
as the counterpart to softmax regression, and distinguishing it
from classical formulations.
Section X: We provide a limited discussion of the ap-
plication of universal feature analysis to problems beyond the
realm of fully supervised learning. Section X-A describes the
problem of “indirect” learning in which to carry out clustering
on data, relationships to secondary data are exploited to define
an appropriate measure of distance. We show, in particular,
that our softmax analysis implies a natural procedure in
which Gaussian mixture modeling is applied to the dominant
features obtained from the modal decomposition with respect
to the secondary data. By contrast, Section X-B discusses the
problem of partially-supervised learning in which features are
learned in an unsupervised manner, and labeled data is used
only to obtain the classifier based on the resulting features.
As an illustration of the use of universal features in this
setting, an application to handwritten digit recognition using
the MNIST database is described in which the relevant features
are obtained via the common information between subblocks
of MNIST images. A simple implementation achieves an error
probability of 3.02%, close to that of a 3-layer neural net (with
300+100 hidden nodes), which yields an error probability of
3.05%.
Finally, Section XI contains some concluding remarks.
3II. THE MODAL DECOMPOSITION OF JOINT
DISTRIBUTIONS
Let X and Y denote random variables over finite alphabets
X and Y, respectively, with joint distribution PX,Y . Without
loss of generality we assume throughout that the marginals
satisfy PX(x) > 0 and PY (y) > 0 for all x ∈ X and y ∈ Y,
since otherwise the associated symbols may be removed from
their respective alphabets. Accordingly, we let PX×Y denote
the set of all such distributions.
For an arbitrary feature1 f : X 7→ R, let g : Y 7→ R be
the feature induced by f through conditional expectation with
respect to PX|Y (·|y), i.e.,
g(y) = E
[
f(X) | Y = y], y ∈ Y. (1)
Then we can express (1) in the form
g(y) =
1
PY (y)
∑
x∈X
PX,Y (x, y) f(x)
=
1√
PY (y)
∑
x∈X
PX,Y (x, y)√
PX(x)
√
PY (y)
√
PX(x) f(x),
i.e.,
ξY (y) =
∑
x∈X
B(x, y) ξX(x) (2)
where we have defined
B(x, y) ,
PX,Y (x, y)√
PX(x)
√
PY (y)
, x ∈ X, y ∈ Y, (3)
and
ξX(x) ,
√
PX(x) f(x) (4a)
ξY (y) ,
√
PY (y) g(y) (4b)
Clearly ξX and ξY in (4) are equivalent representations
for f and g respectively. But B in (3) is also an equivalent
representation for PX,Y , as we will verify shortly. Moreover,
(2) expresses that B has an interpretation as a conditional
expectation operator, and thus is equivalent to PX|Y .
Next consider an arbitrary feature g˜ : Y 7→ R, and let
f˜ : X 7→ R be the feature induced by g˜ through conditional
expectation with respect to PY |X(·|x), i.e.
f˜(x) = E
[
g˜(Y ) | X = x]. (5)
Then using the notation (3) and that analogous to (4), i.e.,
ξ¯X(x) =
√
PX(x) f˜(x) (6a)
ξ¯Y (y) =
√
PY (y) g˜(y), (6b)
we can express (5) in the form
ξ¯X(x) =
∑
y∈Y
B¯(y, x)︸ ︷︷ ︸
,B(x,y)
ξ¯Y (y), (7)
where B¯ is the adjoint of B. Likewise B¯ is an equivalent
representation for PX,Y and, in turn, PY |X .
1The literature sometimes refers to these as embeddings, referring to
functions of embeddings as features. However, our treatment does not require
this distinction.
It is convenient to represent B as a matrix. Specifically,
we let B denote the |Y| × |X| matrix whose (y, x)th entry is
B(x, y), i.e.,
B =
[√
PY
]−1
PY,X
[√
PX
]−1
, (8)
where
√
PX denotes a |X| × |X| diagonal matrix whose xth
diagonal entry is
√
PX(x), where
√
PY denotes a |Y| × |Y|
diagonal matrix whose yth diagonal entry is
√
PY (y), and
where PY,X denotes the |Y|× |X| matrix whose (y, x)th entry
is PY,X(y, x). In [5], B is referred to as the divergence transfer
matrix (DTM) associated with PX,Y .
2
Although for convenience we will generally restrict our
attention to the case in which the marginals PX and PY are
strictly positive, note that extending the DTM definition to ar-
bitrary nonnegative marginals is straightforward. In particular,
it suffices make the x′th column of B all zeros if PX(x
′) = 0
for some x′ ∈ X, and, similarly, the y′th row of B all zeros
if PY (y
′) = 0 for some y′ ∈ Y, i.e., (3) is extended via
B(x, y) , 0, all x ∈ X, y ∈ Y such that
PX(x) = 0 or PY (y) = 0.
(9)
Useful alternate forms of B and B¯ are [cf. (3)]
B(x, y) =
PY |X(y|x)√
PY (y)
√
PX(x)
B¯(x, y) =
PX|Y (x|y)√
PX(x)
√
PY (y),
from which we obtain the alternate matrix representations
B =
[√
PY
]−1
PY |X
[√
PX
]
(10)
BT =
[√
PX
]−1
PX|Y
[√
PY
]
, (11)
where PY |X denotes the |Y|×|X| left (column) stochastic tran-
sition probability matrix whose (y, x)th entry is PY |X(y|x),
and where, similarly, PX|Y denotes the |X|×|Y| left (column)
stochastic transition probability matrix whose (x, y)th entry is
PX|Y (x|y).
The SVD of B takes the form
B =
K−1∑
i=0
σiψ
Y
i
(
ψXi
)T
i.e., B(x, y) =
K−1∑
i=0
σi ψ
X
i (x)ψ
Y
i (y),
(12a)
with
K , min{|X|, |Y|}, (12b)
where σi denotes the ith singular value and where ψ
Y
i and
ψXi are the corresponding left and right singular vectors, and
where by convention we order the singular values according
to
σ0 ≥ σ1 ≥ · · · ≥ σK−1. (12c)
2The work of [5], building on [6], focuses on a communication network
setting. Subsequently, [7] recognizes connections to learning that motivate
aspects of, e.g., the present paper.
4The following proposition establishes that B (and thus B¯)
is a contractive operator, a proof of which is provided in
Appendix II-A.
Proposition 1: For B defined via (8) we have
‖B‖s = 1, (13)
where ‖ · ‖s denotes the spectral (i.e., operator) norm of its
matrix argument.3 Moreover, in (12), the left and right singular
vectors ψX0 and ψ
Y
0 associated with singular value
σ0 = 1 (14a)
have elements
ψX0 (x) ,
√
PX(x) and ψ
Y
0 (y) ,
√
PY (y). (14b)
It follows immediately from the second part of Proposition 1
that B is an equivalent representation for PX,Y . Indeed, given
B, we can compute the singular vectors ψX0 and ψ
Y
0 , from
which we obtain PX and PY via (14b). In turn, using these
marginals together with B, whose (y, x)th entry is (3), yields
PX,Y (x, y) = B(x, y)
√
PX(x)
√
PY (y). We provide a more
complete characterization of the class of DTMs, i.e., B(PX×Y)
in Appendix II-B. In so doing, we extend the equivalence
result above, establishing the continuity of bijective mapping
between PX,Y and B.
The SVD (12) provides a key expansion of the joint
distribution PX,Y (x, y). In particular, we have the following
result.
Proposition 2: Let X and Y denote finite alphabets. Then
for any PX,Y ∈ PX×Y, there exist features f∗i : X 7→ R and
g∗i : Y 7→ R, for i = 1, . . . ,K − 1, such that
PX,Y (x, y) = PX(x)PY (y)
[
1 +
K−1∑
i=1
σi f
∗
i (x) g
∗
i (y)
]
,
(15)
where σ1, . . . , σK−1 are as defined in (12), and where
4
E
[
f∗i (X)
]
= 0, i ∈ {1, . . . ,K − 1} (16a)
E
[
g∗i (Y )
]
= 0, i ∈ {1, . . . ,K − 1} (16b)
E
[
f∗i (X) f
∗
j (X)
]
= 1i=j , i, j ∈ {1, . . . ,K − 1} (16c)
E
[
g∗i (Y ) g
∗
j (Y )
]
= 1i=j , i, j ∈ {1, . . . ,K − 1}. (16d)
Moreover, f∗i and g
∗
i are related to the singular vectors in (12)
according to
f∗i (x) ,
ψXi (x)√
PX(x)
, i = 1, . . . ,K − 1 (17a)
g∗i (y) ,
ψYi (y)√
PY (y)
, i = 1, . . . ,K − 1, (17b)
3The spectral norm of an arbitrary matrix A is
‖A‖s = max
i
σi(A),
where σi(A) denotes the ith singular value of A.
4We use the Kronecker notation
1A =
{
1 A is true
0 otherwise
where ψXi (x) and ψ
Y
i (y) are the xth and yth entries of ψ
X
i
and ψYi , respectively.
Proof: It suffices to note that
B(x, y) =
PX,Y (x, y)√
PX(x)
√
PY (y)
(18)
=
√
PX(x)
√
PY (y) +
K−1∑
i=1
σi ψ
X
i (x)ψ
Y
i (y) (19)
=
√
PX(x)
√
PY (y)
+
K−1∑
i=1
σi
√
PX(x) f
∗
i (x)
√
PY (y) g
∗
i (y) (20)
=
√
PX(x)
√
PY (y)
[
1 +
K−1∑
i=1
σi f
∗
i (x) g
∗
i (y)
]
,
(21)
where to obtain (18) we have used (3), to obtain (19) we
have used (12a) with (14), and where to obtain (20) we have
made the choices (17), which we note satisfy the constraints
(16). In particular, (16a) follows from the fact that ψX0 and
ψXi are orthogonal, for i = 1, . . . ,K − 1, and, likewise,
(16b) follows from the fact that ψY0 and ψ
Y
i are orthogonal,
for i = 1, . . . ,K − 1. Finally, (16c) and (16d) follow from
the remaining orthogonality relations among the ψXi and ψ
Y
i ,
respectively.
The expansion (15) in Proposition 2 effectively forms the
basis of what is sometimes referred to as “correspondence
analysis,” which was originated by Hirschfeld [4] and sought
to extend the applicability of the methods of Pearson [8], [9].
Such analysis was later independently developed and further
extended by Lancaster [10], [11], and yet another independent
development began with the work of Gebelein [12], upon
which the work of Re´nyi [13] was based.5 This analysis was
reinvented again and further developed in [14], [15], which es-
tablished the correspondence analysis terminology, and further
interpreted in [16], [17].6 Subsequent developments appear
in [19], [20], and more recent expositions and developments
include [21], [22], and the practical guide [23].
The features (17) in (15) can be interpreted as suitably
normalized sufficient statistics for inferences involving X and
Y . Indeed, since
PY |X(y|x) = PY (y)
[
1 +
K−1∑
i=1
σi f
∗
i (x) g
∗
i (y)
]
(22a)
PX|Y (x|y) = PX(x)
[
1 +
K−1∑
i=1
σi f
∗
i (x) g
∗
i (y)
]
, (22b)
it follows that7
fK−1∗ (x) ,
(
f∗1 (x), . . . , f
∗
K−1(x)
)
5The associated analysis was expressed in terms of eigenvalue decomposi-
tions of BTB instead of the SVD of B, since the latter was not widely-used
at the time.
6This terminology includes that of “inertia,” which is also adopted in a
variety of works, an example of which is [18], which refers to “principal
inertial components.”
7Throughout, we use the convenient sequence notation al , (a1, . . . , al).
5is a sufficient statistic for inferences about y based on x, i.e.,
we have the Markov structure
Y ↔ fK−1∗ (X)↔ X.
Analogously,
gK−1∗ (y) ,
(
g∗1(y), . . . , g
∗
K−1(y)
)
is a sufficient statistic for inferences about x based on y, i.e.,
we have the Markov structure
X ↔ gK−1∗ (Y )↔ Y.
Combining these results, we have
X ↔ (fK−1∗ (X), gK−1∗ (Y ))↔ Y. (23)
Additionally, note that Proposition 2 has additional conse-
quences that are direct result of its connection to the SVD of
B. In particular, since the left and right singular vectors are
related according to
σiψ
Y
i = Bψ
X
i (24a)
σiψ
X
i = B
TψYi , (24b)
it follows from (17) that the f∗i and g
∗
i are related according
to
σi f
∗
i (x) = E
[
g∗i (Y ) | X = x
]
(25a)
σi g
∗
i (y) = E
[
f∗i (X) | Y = y
]
, (25b)
for i = 1, . . . ,K − 1. Moreover, in turn, we obtain, for i, j ∈
{1, . . . ,K − 1},
E
[
f∗i (X) g
∗
j (Y )
]
= E
[
E
[
f∗i (X) | Y = y
]
g∗j (Y )
]
= E
[
σi g
∗
i (Y ) g
∗
j (Y )
]
= σi 1i=j . (26)
The Canonical Dependence Matrix
In our development, it is convenient for our analysis to
remove the zeroth mode from B. We do this by defining the
matrix B˜ whose (y, x)th entry is
B˜(y, x) ,
PX,Y (x, y)− PX(x)PY (y)√
PX(x)
√
PY (y)
(27)
=
K−1∑
i=1
σi ψ
X
i (x)ψ
Y
i (y),
where in the last equality we have expressed its SVD in terms
of that for B, and from which we see that B˜ has singular
values
1 ≥ σ1 ≥ σ2 ≥ · · · ≥ σK−1 ≥ σK = 0,
where we have defined the zero singular value σK as a
notational convenience. Note that we can intrepret B˜ as the
conditional expectation operator E [·|Y = y] restricted to the
(sub)space of zero-mean features f(X), which produces a
corresponding zero-mean features g(Y ). We refer to B˜, which
we can equivalently write in the form8
B˜ =
[√
PY
]−1 [
PY |X −PY 1 1T
] [√
PX
]
(28)
=
K−1∑
i=1
σiψ
Y
i
(
ψXi
)T
, (29)
as the canonical dependence matrix (CDM). Some additional
perspectives on this representation of the conditional expec-
tation operator—and thus the particular choice of SVD—are
provided in Appendix II-C.
It is worth emphasing that restricting attention to features of
X and Y that are zero-mean is without loss of generality, as
there is an invertible mapping between any set of features and
their zero-mean counterparts. As a result, we will generally
impose this constraint.
III. VARIATIONAL CHARACTERIZATION OF THE MODAL
DECOMPOSITION
The feature functions (f∗i , g
∗
i ), i = 1, 2, . . .K − 1, in
Proposition 2 can be equivalently obtained from a variational
characterization, via which the key connection to the correla-
tion maximization problem considered (in turn) by Hirschfeld
[4], Gebelein [12], and Re´nyi [13] is obtained, as we now
develop.
A. Variational Characterizations of the SVD
We begin by summarizing some classical variational results
on the SVD that will be useful in our analysis. First, we have
the following lemma (see, e.g., [24, Corollary 4.3.39, p. 248]).
Lemma 3: Given an arbitrary k1 × k2 matrix A and any
k ∈ {1, . . . ,min{k1, k2}}, we have9
max
{M∈Rk2×k : MTM=I}
∥∥AM∥∥2
F
=
k∑
i=1
σi(A)
2, (30)
where ‖ · ‖F denotes the Frobenius norm of its matrix argu-
ment,10 and where σ1(A) ≥ · · · ≥ σmin{k1,k2}(A) denote the
(ordered) singular values of A. Moreover, the maximum in
(30) is achieved by
M =
[
ψ1(A) · · · ψk(A)
]
, (31)
with ψi(A) denoting the right singular vector of A corre-
sponding to σi(A), for i = 1, . . . ,min{k1, k2}.
Second, the following lemma, essentially due to von Neu-
mann (see, e.g., [25] [24, Theorem 7.4.1.1]), will also be
useful in our analysis, and can be obtained using Lemma 3 in
conjunction with the Cauchy-Schwarz inequality.
8As first used in Appendix II-A, we use 1 to denote a vector of all ones
(with dimension implied by context).
9We use I to denote the identity matrix of appropriate dimension.
10Specifically, the Frobenius norm of an arbitrary matrix A is
‖A‖F , tr
(
A
T
A
)
=
∑
i
σi(A)
2
,
where σi(A) denotes the ith singular value of A, and were tr(·) denotes the
trace of its matrix argument.
6Lemma 4: Given an arbitrary k1 × k2 matrix A, we have
max
{M1∈Rk1×k, M2∈Rk2×k :
M
T
1 M1=M
T
2 M2=I}
tr
(
MT1 AM2
)
=
k∑
i=1
σi(A), (32)
with σ1(A) ≥ · · · ≥ σmin{k1,k2}(A) denoting the (ordered)
singular values of A. Moreover, the maximum in (32) is
achieved by
Mj =
[
ψ
(j)
1 (A) · · · ψ(j)k (A)
]
, j = 1, 2, (33)
with ψ(1)i (A) and ψ
(2)
i (A) denoting the left and right singular
vectors, respectively, of A corresponding to σi(A), for i =
1, . . . ,min{k1, k2}.
B. Maximal Correlation Features
We now have the following result, which relates the modal
decomposition and correlation maximization, and reveals the
role of the Ky Fan k-norms (as defined in, e.g., [24, Sec-
tion 7.4.8]) in the analysis.
Proposition 5: For any k ∈ {1, . . . ,K − 1}, the dominant
k features (17) in Proposition 2, i.e.,
fk∗ , (f∗1 , . . . , f∗k ) and gk∗ , (g∗1 , . . . , g∗k), (34)
are obtained via11
(fk∗ , g
k
∗ ) = arg min
(f
k
,g
k
)∈Fk×Gk
E
[∥∥fk(X)− gk(Y )∥∥2]
= arg max
(f
k
,g
k
)∈Fk×Gk
σ(fk, gk), (35a)
where
σ(fk, gk) , E
[(
fk(X)
)T
gk(Y )
]
(35b)
and
Fk ,
{
fk : E
[
fk(X)
]
= 0, E
[
fk(X) fk(X)T
]
= I
}
(35c)
Gk ,
{
gk : E
[
gk(Y )
]
= 0, E
[
gk(Y ) gk(Y )T
]
= I
}
.
(35d)
Moreover, the resulting maximal correlation is
σ(fk∗ , g
k
∗ ) = E
[(
fk∗ (X)
)T
gk∗ (Y )
]
=
k∑
i=1
σi, (36)
which we note is the Ky Fan k-norm of B˜.12
The quantity (36) is often referred to as the Hirschfeld-
Gebelein-Re´nyi (HGR) maximal correlation associated with
the distribution PX,Y (particularly in the special case k = 1).
11We use ‖ · ‖ to denote the Euclidean norm, i.e., ∥∥ak∥∥ = √∑ki=1 a2i
for any k and ak .
12We use ‖ · ‖(k) to denote the Ky Fan k-norm of its argument, i.e., for
A ∈ Rk1×,k2 ,
‖A‖(k) ,
k∑
i=1
σi(A), (37)
with σ1(A) ≥ · · · ≥ σk(A) denoting its singuar values.
Proof: First, note that the constraints (35c) and (35d) ex-
press (16) in Proposition 2. Next, to facilitate our development,
we define [cf. (4)]
ξXi (x) ,
√
PX(x) fi(x), x ∈ X (38a)
ξYi (y) ,
√
PY (y) gi(y), y ∈ Y. (38b)
for i = 1, . . . ,K We refer to ξXi and ξ
Y
i as the feature vectors
associated with the feature functions fi and gi, respectively,
and we further use ξXi and ξ
Y
i to denote column vectors whose
xth and yth entries are ξXi (x) and ξ
Y
i (y), respectively. Then
σ(fk, gk) =
k∑
i=1
σi(fi, gi) (39a)
with
σi(fi, gi) = E [fi(X) gi(Y )] =
(
ξYi
)T
B ξXi =
(
ξYi
)T
B˜ ξXi ,
(39b)
where the last equality in (39b) follows from the mean
constraints in (35c) and (35d), which imply, for i = 1, . . . ,K,∑
x∈X
√
PX(x) ξ
X
i (x) =
∑
y∈Y
√
PY (y) ξ
Y
i (y) = 0.
In turn, from (39) we have
σ(fk, gk) =
k∑
i=1
(
ξYi
)T
B˜ ξXi = tr
((
ΞY
)T
B˜ ΞX
)
, (40)
where
ΞX ,
[
ξX1 · · · ξXk
]
(41a)
ΞY ,
[
ξY1 · · · ξYk
]
. (41b)
Moreover, from the covariance constraints in (35c) and (35d)
we have (
ΞX
)T
ΞX =
(
ΞY
)T
ΞY = I. (42)
Hence, applying Lemma 4 we immediately obtain that (40) is
maximized subject to (42) by the feature vectors
ΞX = ΨX(k) (43a)
ΞY = ΨY(k), (43b)
with
ΨX(k) ,
[
ψX1 · · · ψXk
]
(44a)
ΨX(k) ,
[
ψX1 · · · ψXk
]
, (44b)
whence f∗i and g
∗
i as given by (17), for i = 1, . . . , k. The
final statement of the proposition follows immediately from
the properties of the SVD; specifically,(
ψYi
)T
B˜ψXi = σi, i = 1, . . . , k.
IV. LOCAL INFORMATION GEOMETRY
Further interpretation of the features fK−1∗ and g
K−1
∗ aris-
ing out of the modal decomposition of Section II benefits
from developing the underlying inner product space. More
specifically, a local analysis of information geometry leads to
key information-theoretic interpretations of (17) as universal
features. Accordingly, we begin with a foundation for such
analysis.
7A. Basic Concepts, Terminology, and Notation
Let PZ denote the space of distributions on some finite
alphabet Z, where |Z| < ∞, and let relint(PZ) denote the
relative interior of PZ, i.e., the subset of strictly positive
distributions.
Definition 6 (-Neighborhood): For a given  > 0, the -
neighborhood of a reference distribution P0 ∈ relint(PZ) is
the set of distributions in a (Neyman) χ2-divergence [26] ball
of radius 2 about P0, i.e.,
N
Z
 (P0) ,
{
P ′ ∈ PZ : D
χ
2(P ′‖P0) ≤ 2
}
, (45a)
where for P ∈ PZ and Q ∈ relint(PZ),
D
χ
2(P‖Q) ,
∑
z∈Z
(
Q(z)− P (z))2
Q(z)
. (45b)
In the sequel, we assume that all the distributions of interest,
including all empirical distributions that may be observed, lie
in such an -neighborhood of the prescribed P0. While we
don’t restrict  to be small, most of our information-theoretic
insights arise from the asymptotics corresponding to → 0.
An equivalent representation for a distribution P ∈ NZ (P0)
is in terms of its information vector
φ(z) , P (z)− P0(z)

√
P0(z)
, (46)
which we note satisfies
‖φ‖ ≤ 1, (47)
with ‖ · ‖ denoting the usual Euclidean norm.13 We will
sometimes find it convenient to express φ = φ(·) as a |Z|-
dimensional column vector φ, according to some arbitrarily
chosen but fixed ordering of the elements of Z.
Hence, we can equivalently interpret the (|Z| − 1)-dimen-
sional neighborhood NZ (P0) as the set of distributions whose
corresponding information vectors lie in the unit Euclidean
ball about the origin. Note that since∑
z∈Z
√
P0(z)φ(z) = 0, (48)
the (|Z| − 1)-dimensional vector space subset
I
Z(P0) =
{
φ :
〈√
P0, φ
〉
= 0 and ‖φ‖ ≤ 1
}
, (49)
with 〈·, ·〉 denoting the usual Euclidean inner product,14 char-
acterizes all the possible information vectors: φ ∈ IZ(P0) if
and only if P ∈ NZ (P0), for all  sufficiently small. It is
convenient to refer to IZ(P0) as information space. When the
13Specifically, for φ defined on Z,
‖φ‖2 ,
∑
z∈Z
φ(z)
2
.
14Specifically, for φ1 and φ2 defined on Z,
〈φ1, φ2〉 ,
∑
z∈Z
φ1(z)φ2(z).
relevant reference distribution P0 is clear from context we will
generally omit it from our notation, and simply use IZ to refer
to this space.
For a feature function h, we let
ξ(z) ,
√
P0(z)h(z) (50)
denote its associated feature vector. As with information vec-
tors, we will sometimes find it convenient to express ξ = ξ(·)
as a |Z|-dimensional column vector ξ, according to the chosen
ordering of the elements of Z. Moreover, there is an effective
equivalence of feature vectors and information vectors, which
the following proposition establishes. A proof is provided in
Appendix IV-A.
Proposition 7: Let P0 ∈ relint(PZ) be an arbitrary reference
distribution, and  a positive constant. Then for any distribution
P ∈ PZ,
h(z) =
1

(
P (z)
P0(z)
− 1
)
(51)
is a feature function satisfying
EP0
[
h(Z)
]
= 0, (52)
and has as its feature vector the information vector of P (z),
i.e.,
ξ(z) = φ(z) =
P (z)− P0(z)

√
P0(z)
. (53)
Conversely, for any feature function h : Z 7→ R such that (52)
holds,
P (z) = P0(z)
(
1 +  h(z)
)
(54)
is a valid distribution for all  sufficiently small, and has as
its information vector the feature vector of h, i.e.,
φ(z) = ξ(z) =
√
P0(z)h(z). (55)
The following corollary of Proposition 7 specific to the case
of (relative) log-likelihood feature functions is further useful
in our analysis. A proof is provided in Appendix IV-B.
Corollary 8: Let P0 ∈ relint(PZ) be an arbitrary reference
distribution and  a positive constant. Then for any distribution
P ∈ NZ (P0) with associated information vector φ, the feature
vector ξLL associated with the relative log-likelihood feature
function15
hLL(z) ,
1

(
log
P (z)
P0(z)
− EP0
[
log
P (Z)
P0(Z)
])
, z ∈ Z
(56)
satisfies16
ξLL(z) = φ(z) + o(1), → 0, z ∈ Z. (57)
Conversely, every feature function h : Z 7→ R satisfying
EP0
[
h(Z)
]
= 0 can be interpreted to first order as a (relative)
log-likelihood, i.e., can be expressed in the form
h(z) =
1

(
log
P (z)
P0(z)
− EP0
[
log
P (Z)
P0(Z)
])
+ o(1), z ∈ Z
(58)
15Throughout, all logarithms are base e, i.e., natural.
16Note that the o(1) term has zero mean with respect to P0, consistent
with ξLL ∈ IZ(P0).
8as → 0 for some P ∈ PZ
A consequence of Proposition 7 is that we do not need to
distinguish between feature vectors and information vectors
in the underlying inner product space. Indeed, note that when
without loss of generality we normalize a feature h so that
both (52) and
EP0
[
h(Z)2
]
= 1,
are satisfied, then we have ξ ∈ IZ(P0), where ξ is the feature
vector associated with h, as defined in (50).
The following lemma, verified in Appendix IV-C, interprets
inner products between feature vectors and information vec-
tors.
Lemma 9: For any P0 ∈ relint(PZ), let h be a feature
function satisfying (52) with associated feature vector ξ ∈
I
Z(P0). Then for any  > 0 and P ∈ NZ (P0) with associated
information vector φ ∈ IZ(P0),
EP [h(Z)] = 
〈
φ, ξ
〉
.
The squared-norm of a feature vector is its variance; specif-
ically, for a feature function h satisfying (52) so ξ ∈ IZ(P0),
EP0
[
h(Z)2
]
= ‖ξ‖2. (59)
However, it is natural to interpret the squared-norm of an
information vector in terms of Kullback-Leibler (KL) diver-
gence17 with respect to P0, which follows as a special case
of the following more general lemma. A proof is provided in
Appendix IV-D.
Lemma 10: For a given P0 ∈ relint(PZ) and  > 0, let
P1, P2 ∈ NZ (P0) be arbitrary, and let φ1 and φ2 denote the
corresponding information vectors, respectively. Then
D(P1‖P2) ,
∑
z∈Z
P1(z) log
P1(z)
P2(z)
=
2
2
‖φ1 − φ2‖2 + o(2),
(60)
a special case of which is, for P ∈ NZ (P0) and with φ
denoting its information vector,18
D(P‖P0) =
2
2
‖φ‖2 + o(2), (61)
since φ0 ≡ 0 is the information vector associated with P0.
Note that as (60) reflects, divergence is symmetric in P1 and
P2 to first order in 
2.
Additionally, in (60) we recognize φ1−φ2 as, to first order,
the information vector associated with the log-likelihood ratio
feature function
hLLR(z) ,
1

(
log
P1(z)
P2(z)
− EP0
[
log
P1(z)
P2(z)
])
. (62a)
In particular, since
log
P1(z)
P2(z)
= log
P1(z)
P0(z)
− log P2(z)
P0(z)
,
17For P,Q ∈ PZ, we use the usual
D(P‖Q) =
∑
z∈Z
P (z) log
P (z)
Q(z)
to denote KL divergence of Q from P .
18Note, for comparison, that D
χ
2 (P‖P0) = 2‖φ‖2.
it follows from the first part of Corollary 8 that (62a) has
feature vector
ξLLR(z) = φ1(z)− φ2(z) + o(1), → 0, z ∈ Z. (62b)
It is also important to appreciate that (60) is invariant to
the choice of reference distribution within the neighborhood,
which is an immediate consequence of the following result,
verified in Appendix IV-E.
Lemma 11: For a given P0 ∈ relint(PZ) and  > 0 suffi-
ciently small that NZ (P0) ⊂ relint(PZ), let P1, P2 ∈ NZ (P0)
be arbitrary, and let φ1 and φ2 be the corresponding infor-
mation vectors. Then for any P˜0 ∈ NZ (P0), the information
vectors
φ˜1(z) ,
P1(z)− P˜0(z)

√
P˜0(z)
and φ˜2(z) ,
P2(z)− P˜0(z)

√
P˜0(z)
satisfy, for each z ∈ Z,
φ˜1(z)− φ˜2(z) =
(
φ1(z)− φ2(z)
)(
1 + o(1)
)
, → 0. (63)
B. Weakly Dependent Variables
An instance of local analysis corresponds to weak depen-
dence between variables, a concept we formally define as
follows.
Definition 12 (-Dependence): Let Z and W be defined over
alphabets Z and W, respectively, and distributed according to
PZ,W ∈ PZ×W, where PZ×W is the (usual) restriction of the
simplex to distributions with strictly positive marginals. Then
Z and W are -dependent if there exists an  > 0 such that19
PZ,W ∈ NZ×W (PZPW ), (64)
where PZ and PW are the marginal distributions associated
with PZ,W .
As related notions of -dependence, we can replace (64)
with one of
PW |Z(·|z) ∈ NW (PW ), all z ∈ Z (65)
PZ|W (·|w) ∈ NZ (PZ), all w ∈W. (66)
Asymptotically, all these notions are equivalent, however,
as the following lemma establishes; a proof is provided in
Appendix IV-F
Lemma 13: Let Z and W be defined over alphabets Z and
W, respectively, and distributed according to PZ,W ∈ PZ×W,
where PZ×W is the (usual) restriction of the simplex to
distributions with strictly positive marginals. When
lim inf
→0
PZ(z) > 0, all z ∈ Z (67a)
lim inf
→0
PW (w) > 0, all w ∈W, (67b)
19Note that the condition (64) is equivalent to
D
χ
2
(
PZ,W
∥∥ PZPW ) ≤ 2,
the left-hand side of which defines mutual information with respect to χ2-
divergence. This mutual information was historically referred to as “mean-
square contingency” [4], a concept introduced by Pearson.
9the following statements are equivalent (as → 0):
PZ,W ∈ NZ×WO() (PZPW ) (68a)
PW |Z(·|z) ∈ NWO()(PW ), all z ∈ Z (68b)
PZ|W (·|w) ∈ NZO()(PZ), all w ∈W. (68c)
Accordingly, any of (68) can be used to characterize O()-
dependence. In the sequel, except where the distinction is
needed, with some abuse of terminology we will use -
dependence and O()-dependence interchangeably.
A further asymptotic equivalence between the notion of -
dependence based on χ2-divergence and one based on KL
divergence is established by the following lemma, whose proof
is provided in Appendix IV-G.
Lemma 14: Under the hypotheses of Lemma 13,
I(Z;W )=O(2) if and only if PZ,W ∈NZ×WO() (PZPW ).
(69)
Finally, for completeness, we have the following asymptotic
equivalences among notions of -dependence based on KL
divergence, analogous to Lemma 13. A proof is provided in
Appendix IV-H.
Lemma 15: Under the hypotheses of Lemma 13, the fol-
lowing statements are equivalent (as → 0):
I(Z;W ) = O(2) (70a)
D
(
PW |Z(·|z)‖PW
)
= O(2), all z ∈ Z (70b)
D
(
PZ|W (·|w)‖PZ
)
= O(2), all w ∈W. (70c)
We will exploit the various equivalences (68)–(70) in our
analysis.
C. The Modal Decomposition of Mutual Information
The modal decomposition (15) of PX,Y leads directly to
a corresponding decomposition of mutual information when
X and Y are weakly dependent. In particular, we have the
following result.
Lemma 16: Let X ∈ X and Y ∈ Y with PX,Y ∈ PX×Y be
-dependent random variables, and let B˜ denote the associated
CDM. Then
I(X;Y ) =
1
2
∥∥B˜∥∥2
F
+ o(2) =
1
2
K−1∑
i=1
σ2i + o(
2), (71)
where the summation is O(2).
Proof: It suffices to make the choices P = PX,Y and
P0 = PXPY in (61) of Lemma 10, and recognize that
the corresponding information vector—which is convenient to
express as a matrix in this case—has elements
φ(x, y) =
PX,Y (x, y)− PX(x)PY (y)

√
PX(x)
√
PY (y)
=
1

B˜(x, y). (72)
Then, since the Frobenius norm of an information vector in
matrix form coincides with its Euclidean norm, and since for
any matrix A whose singular values are σ1(A), . . . , σl(A)
for some l, we have ‖A‖2F =
∑l
i=1 σi(A)
2, (71) follows.
Finally, that the first term on the right-hand side of (71) is at
most O(2) follows from applying the constraint (47) to the
information vector defined via (72).
A key interpetation of the decomposition (71) is as follows.
For each 1 ≤ k ≤ K − 1, the bivariate function
P
(k)
X,Y (x, y) , PX(x)PY (y)
(
1 +
k∑
i=1
σi f
∗
i (x) g
∗
i (y)
)
(73a)
obtained by truncating (15) sums to unity and, for all 
sufficiently small, is nonnegative for all (x, y) ∈ X × Y, so
has the interpretation as a joint distribution for new variables(
X(k), Y (k)
)
, i.e., P (k)X,Y = PX(k),Y (k) , having the same
(original) marginals PX and PY for all such k. Moreover,
these new variables have mutual information
I
(
X(k);Y (k)
)
=
1
2
k∑
i=1
σ2i + o(
2). (73b)
Hence, the kth term in the expansion contributes an increment
of σ2k/2+o(
2) to the mutual information. From this perspec-
tive, the chosen ordering captures the largest proportion of
mutual information from the fewest number of terms. Valuable
complementary perspectives on these order-k distributions will
become apparent later in our development.
D. The Local Geometry of Decision Making
In our development, it will be useful to exploit a geometric
interpretation of traditional binary hypothesis testing, which
we now describe. In particular, suppose we observe m samples
zm1 = (z1, . . . , zm) drawn in an independent, identically
distributed (i.i.d.) manner from either distribution P1 or dis-
tribution P2, where P1, P2 ∈ NZ (P0). As in Section IV-A, let
φ1 and φ2 denote the associated information vectors.
For this problem, for some 1 ≤ k ≤ K − 1, consider a
sequence of k-dimensional statistics
`k = (`1, . . . , `k) (74a)
with
`l =
1
m
m∑
j=1
hl(zj), l = 1, . . . , k, . (74b)
for some feature functions hk = (h1, . . . , hk) with associated
feature vectors ξk = (ξ1, . . . , ξk).
Without loss of generality we restrict our attention to
normalized feature functions such that the statistics
hk(Z) =
(
h1(Z), . . . , hk(Z)
)
are zero mean, unit-variance, and uncorrelated with respect to
P0, i.e.,
EP0
[
hi(Z)
]
= 0, i ∈ {1, . . . , k} (75a)
EP0
[
hi(Z)hj(Z)
]
= 1i=j , i, j ∈ {1, . . . , k}. (75b)
Indeed, if hk(Z) had any other mean and (nonsingular)
covariance structure, then we could apply an invertible trans-
10
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Fig. 1: The local geometry of decision making for dis-
tingishing i.i.d. samples zm over alphabet Z from one of
P1, P2 ∈ PZ based on a statistic ` = (1/m)
∑m
i=1 h
k(zi)
involving feature functions hk. In information space IZ(P0),
where the reference distribution P0 maps to the origin, `
corresponds to the projection of the information vector φˆ for
Pˆ onto subspace spanned by the feature vectors ξk for hk.
The optimum decision rule projects φˆ directly onto φ1 −φ2,
the feature vector associated with the log-likehood ratio hLLR.
formation to `k to generate an equivalent statistic ˜`k with the
desired structure.20
With Pˆ denoting the empirical distribution of the data zm1 ,
we can express (74b) in the form
`l =
∑
z∈Z
Pˆ (z)hl(z) = 
〈
φˆ, ξl
〉
where we have used Lemma 9 with P = Pˆ , and where
φˆ(z) =
1

Pˆ (z)− P0(z)√
P0(z)
. (76)
is the observed information vector [cf. (46)]. The associated
geometry is depicted in Fig. 1.
Our main result is as follows, a proof of which is provided
in Appendix IV-I.
Lemma 17: Given a reference distribution P0 ∈ relint(PZ)
a constant  > 0 and integers m and k, let z1, . . . , zm denote
i.i.d. samples from one of P1 or P2, where P1, P2 ∈ NZ (P0)
and both strictly positive. Then the error probability pe for
deciding whether P1 or P2 is the generating distribution, based
on a statistic `k of the form (74) with normalized feature
functions hk, decays exponentially in m as m → ∞, with
(Chernoff) exponent
lim
m→∞
− log pe
m
, E
h
k =
k∑
l=1
Ehl , (77a)
where
Ehl ,
2
8
〈φ1 − φ2, ξl〉2 + o(2). (77b)
20In particular, with ` denoting the vector representation of `k , if ` has
mean vector µ` and covariance matrix is Λ`, then ˜`, Λ
−1/2
` (`− µ`),
with Λ1/2` denoting any square root matrix of Λ`, has mean µ ˜` = 0 and
covariance matrix Λ ˜` = I as desired.
The k-fold local efficiency ν(hk) of the rule defined by hk
quantifies the goodness of the exponent (77) in Lemma 17
relative to the ideal exponent
E , 
2
8
‖φ1 − φ2‖.
Specifically,
ν(hk) , lim
→0
E
h
k
E
=
∑k
l=1〈φ1 − φ2, ξl〉2
‖φ1 − φ2‖2
. (78)
It follows from Bessel’s inequality that 0 ≤ ν(hk) ≤ 1, and
from (62) that the upper bound is achieved by the choices
h1 = hLLR, and hi ≡ 0, i ∈ {2, . . . , k}, (79)
i.e., the log-likelihood ratio is an optimum statistic, as ex-
pected. In the sequel, we focus on inference scenarios in which
such a statistic cannot be used directly.
V. UNIVERSAL FEATURE CHARACTERIZATIONS
We now develop several complementary formulations of the
universal feature selection problem, and show that they yield
the same features, and that these features are directly related
to the modal decomposition of PX,Y .
As an initial viewpoint, when X and Y are weakly depen-
dent, their conditional distributions are exponential families
in which the features in the modal decomposition (15) are
natural statistics. Specifically, when X and Y are -dependent
according to Definition 12, we have, starting from (22a),
PY |X(y|x) = PY (y) exp
{
K−1∑
i=1
σi f
∗
i (x) g
∗
i (y) + o()
}
,
(80)
where we have used the Taylor series approximation eω =
1 + ω + o(ω) and that the exponent in the first term in (80)
is O(). We recognize the posterior (80) as an exponential
family with natural parameters gK−1∗ (y) and natural statistics
fK−1∗ (x). Moreover, by symmetry we have, or equivalently
via (22b),
PX|Y (x|y) = PX(x) exp
{
K−1∑
i=1
σi f
∗
i (x) g
∗
i (y) + o()
}
,
(81)
from which we see that for inferences about X from Y , the
roles of the features are reversed in the associated posterior:
fK−1∗ (x) are the natural parameters and g
K−1
∗ (y) are the
natural statistics.
Since exponential families with such structure are widely
used in discriminative models for learning, we can interpret
the (80) and (81) as indicating universal feature choices.
Moreover, dimensionally-reduced families of the form
P
(k)
Y |X(y|x) = PY (y) exp
{
k∑
i=1
σi f
∗
i (x) g
∗
i (y) + o()
}
P
(k)
X|Y (x|y) = PX(x) exp
{
k∑
i=1
σi f
∗
i (x) g
∗
i (y) + o()
}
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for some 1 ≤ k ≤ K − 1 represent approximations that maxi-
mize the retained mutual information, as per the discussion in
Section IV-C surrounding (73). We develop and interpret these
posterior distributions further in Section VIII. However, there
are other senses in which the features in (15) are universal,
which we develop first, and which require a data model we
now introduce.
A. Latent Attribute and Statistic Model
In the sequel, we further develop universal features from
the modal decomposition (15) via the introduction of latent
(auxiliary) variables. Latent variable models have a long
history in facilitating both the interpretion and exploitation of
relationships in data. While the original focus was on linear
relationships, corresponding to factor analysis as introduced
by Spearman [27], the modern view is considerably broader;
see, e.g., [28] for a discussion.
As we now describe, our treatment models scenarios in
which the inference task involving X and Y is not known
in advance through the introduction of latent attribute vari-
ables whose values we seek to determine. We emphasize at
the outset that in this model, we treat PX,Y as known or,
equivalently, to have been sufficiently reliably estimated from
training samples, an efficient process for which we will later
discuss.
We begin by formalizing the notion of an attribute.21
Definition 18 (-Attribute): Given  > 0 and PZ ∈
relint(PZ) for some Z, then W on some alphabet W with
2 ≤ |W| ≤ |Z| and having distribution PW ∈ relint(PW) is
an -attribute of Z if W is -dependent on Z, i.e.,
PZ|W (·|w) ∈ NZ (PZ), w ∈W,
PZ|W (·|w) 6∈ NZ0 (PZ) for all w ∈W, and W is conditionally
independent of all other variables in the model given Z.
Such attributes are specified by a collection of parameters.
In particular, we have the following.
Definition 19 (-Attribute Configuration): Given  > 0 and
PZ ∈ relint(PZ) for some Z, then -attribute W of Z is
characterized by its configuration
C
Z
 (PZ) ,
{
W, {PW (w), w ∈W}, {PZ|W (·|w), w ∈W} :
PZ|W (·|w) ∈ NZ (PZ), w ∈W,∑
w∈W
PW (w)PZ|W (z|w) = PZ(z), z ∈ Z
}
.
(82)
which can be equivalently expressed in the form
C
Z
 (PZ) =
{
W, {PW (w), w ∈W}, {φZ|Ww , w ∈W} :
φZ|Ww ∈ IZ(PZ), w ∈W,∑
w∈W
PW (w)φ
Z|W
w (z) = 0, z ∈ Z
}
,
(83)
21More generally, we use attribute to refer to an -attribute in which there
is no restriction on , i.e., it can be arbitrarily large.
where
φZ|Ww (z) ,
PZ|W (z|w)− PZ(z)

√
PZ(z)
, z ∈ Z, w ∈W (84)
define the information vectors associated with the -attribute
W .
In Definition 19, we note that the equivalent form (83) is a
consequence of the fact the constraint∑
w∈W
PW (w)PZ|W (z|w) = PZ(z),
implies the information vectors must satisfy∑
w∈W
PW (w)φ
Z|W
w (z) = 0. (85)
In the context of a given model PX,Y , the attribute variables
U and V for X and Y , respectively, are characterized by the
Markov structure
U ↔ X ↔ Y ↔ V. (86)
More generally, in the case of m samples drawn from PX,Y ,
our model has the Markov structure
U ↔ Xm ↔ Y m ↔ V (87a)
with the conditional independence and memoryless structure
PXm|U (x
m|u) =
m∏
i=1
PX|U (xi|u) (87b)
PYm|V (y
m|v) =
m∏
i=1
PY |V (yi|v) (87c)
PXm,Ym(x
m, ym) =
m∏
i=1
PX,Y (xi, yi). (87d)
The attributes U and V can be interpreted as instances of class
variables, whose values correspond to different categories of
X and Y behavior, respectively.
Our development focuses on the case where U and V
depend only weakly on X and Y . Specifically, we consider
the -dependence
PX|U (·|u) ∈ NX (PX), for all u ∈ U
PY |V (·|v) ∈ NY (PY ), for all v ∈ V.
Via Lemma 10, -dependence can be equivalently expressed
as the condition
D(PX|U (·|u)‖PX) ≤
2
2
(
1 + o(1)
)
, for all u ∈ U (88a)
D(PY |V (·|v)‖PY ) ≤
2
2
(
1 + o(1)
)
, for all v ∈ V, (88b)
which, in turn, of course implies
I(X;U) =
∑
u∈U
PU (u)D(PX|U (·|u)‖PX) ≤
2
2
(
1 + o(1)
)
(89a)
I(Y ;V ) =
∑
v∈V
PV (v)D(PY |V (·|v)‖PY ) ≤
2
2
(
1 + o(1)
)
.
(89b)
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For inferences about attributes U and V , we will generally
consider statistics of the form
Sk , 1
m
m∑
i=1
fk(Xi) and T
k , 1
m
m∑
i=1
gk(Yi), (90)
for some k ∈ {1, . . . ,K−1} and feature choices fk : X 7→ Rk
and gk : Y 7→ Rk. Moreover, in accordance with our earlier
discussion, without loss of generality we restrict our attention
to normalized features, i.e. (fk, gk) ∈ Fk × Gk with Fk and
Gk as defined in (35c) and (35d), respectively. As we will
develop, the particular choices
Sk∗ ,
1
m
m∑
i=1
fk∗ (Xi) and T
k
∗ ,
1
m
m∑
i=1
gk∗ (Yi), (91)
with fk∗ and g
k
∗ as defined in (34) play a special role.
Finally, we will sometimes extend the model (87) to the case
of multidimensional U and V with special structure, which we
term multi-attributes.22
Definition 20 (-Multi-Attribute): Given  > 0, l, and Z over
some alphabet Z, then an attribute W of Z with configuration
C
Z
l(PZ) over alphabet W is an l-dimensional -multi-attribute
W l over alphabet W = W1 × · · · ×Wl if the variables W l
are:
1) such that
|Wi| ≥ 2 and PWi ∈ relint(PWi), i ∈ {1, . . . , l};
2) -dependent on Z, i.e.,
PZ|Wi(·|wi) ∈ NZ (PZ),
PZ|Wi(·|wi) 6∈ NZ0 (PZ),
all wi ∈Wi and i = 1, . . . , l;
3) conditionally independent given Z, i.e.,
P
W
l|Z(w
l|z) =
l∏
i=1
PWi|Z(wi|z), all wl ∈W, z ∈ Z;
and
4) (marginally) independent, i.e.,
P
W
l(wl) =
l∏
i=1
PWi(wi), all w
l ∈W.
We use CZ,l (PZ) to denote the configuration of such a -multi-
attribute variable.
Multi-attribute variables have the following key orthogonal-
ity property. A proof is provided in Appendix V-A.
Lemma 21: For some  > 0 and integer l ≥ 1, let W l be an
-multi-attribute of Z ∈ Z over alphabet W = W1×· · ·×Wl.
Then with the information vector notation
φZ|Wiwi (z) ,
PZ|Wi(z|wi)− PZ(z)

√
PZ(z)
, i = 1, . . . , l, (92)
we have, for i, j ∈ {1, . . . , l},〈
φZ|Wiwi , φ
Z|Wj
wj
〉
= 0, for all i 6= j, wi ∈Wi and wj ∈Wj .
22As in the case of attributes, we more generally use multi-attribute to
refer to an -multi-attribute in which there is no restriction on , i.e., it can
be arbitrarily large.
In addition, multi-attributes admit the following information
vector decomposition.23
Lemma 22: For some  > 0 and integer l ≥ 1, let W l be an
-multi-attribute of Z ∈ Z over alphabet W = W1×· · ·×Wl.
Then with the information vector notation
φ
Z|W l
w
l (z) ,
P
Z|W l(z|w
l)− PZ(z)

√
PZ(z)
, (93)
and φZ|Wiwi as defined in (92), we have
φ
Z|W l
w
l =
l∑
i=1
φZ|Wiwi + o(1). (94)
A proof is provided in Appendix V-B, and exploits the
following simple approximation.
Fact 23: For any integer l ≥ 1 and constants  and
a1, . . . , al, then as → 0
l∏
i=1
(1 +  ai) = 1 + 
l∑
i=1
ai + o(). (95)
For multi-attributes Uk and V k of X and Y , respectively,
we use
φX|Uiui (x) ,
PX|Ui(x|ui)− PX(x)

√
PX(x)
(96a)
φY |Vivi (y) ,
PY |Vi(y|vi)− PY (y)

√
PY (y)
(96b)
to denote the information vectors corresponding to PX|Ui(·|ui)
and PY |Vi(·|vi), respectively.
Note that for the extended Markov model (87), orthogonal-
ity for multi-attribute Uk of Xm further implies that the Uk
are conditionally independent given Xj , each j ∈ {1, . . . ,m},
and Xm are conditionally independent given Ui, each i ∈
{1, . . . , k}, i.e.,
P
U
k|Xj (u
k|xj) =
k∏
i=1
PUi|Xj (ui|xj) (97a)
PXm|Ui(x
m|ui) =
m∏
j=1
PXj |Ui(xj |ui), (97b)
and the orthogonality for multi-attribute V k of Y m implies V k
are conditionally independent given Yj , each j ∈ {1, . . . ,m},
and Y m are conditionally independent given Vi, each i ∈
{1, . . . , k}, i.e.,
P
V
k|Yj (v
k|yj) =
k∏
i=1
PVi|Yj (vi|yj) (98a)
PYm|Vi(y
m|vi) =
m∏
j=1
PYj |Vi(yj |vi). (98b)
23Note that this decomposition implies that an -multi-attribute is an l-
attribute.
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B. Induced Local Geometries of Attribute Variables
We now express the relationships between U, V and X,Y
geometrically. In particular, we show that the local geometry
of PX|U (·|u) in the simplex PX induces a corresponding local
geometry for PY |U (·|u) in the simplex PY via the operator B,
and, likewise, the local geometry of PY |V (·|v) in the simplex
P
Y induces a corresponding local gometry for PX|V (·|v) in
the simplex PX via the adjoint.
Indeed, the Markov relation U ↔ X ↔ Y implies
PY (y) =
∑
x∈X
PY |X(y|x)PX(x)
PY |U (y|u) =
∑
x∈X
PY |X(y|x)PX|U (x|u),
from which we conclude that a neighborhood of PX in the
simplex PX maps to a neighborhood of PY in the simplex P
Y.
In particular, with PX and PY as the reference distributions
in PX and PY, respectively, the information vectors
φX|Uu (x) =
PX|U (x|u)− PX(x)

√
PX(x)
(99a)
φY |Uu (y) =
PY |U (y|u)− PY (y)

√
PY (y)
(99b)
associated with the distributions PX|U (·|u) and PY |U (·|u),
respectively, satisfy
φY |Uu (y) =
1√
PY (y)
∑
x∈X
PY |X(y|x)
√
PX(x)φ
X|U
u (x).
(100)
With φX|Uu and φ
Y |U
u denoting the associated column vectors,
using (10) we can equivalently express (100) in the matrix
form
φY |Uu = Bφ
X|U
u . (101)
Evidently, B maps a local divergence sphere in PX to a local
divergence ellipsoid in PY whose principal axes correspond to
the left singular vectors of B, as Fig. 2 depicts.
Analogously, the Markov relation X ↔ Y ↔ V implies
PX(x) =
∑
y∈Y
PX|Y (x|y)PY (y)
PX|V (x|v) =
∑
y∈Y
PX|Y (x|y)PY |V (y|v),
from which we conclude that a neighborhood of PY in the
simplex PY maps to a neighborhood of PX in the simplex
P
X. In particular, with the same reference distributions, and
using (11), we obtain that the information vectors
φY |Vv (y) =
PY |V (y|v)− PY (y)

√
PY (y)
(102a)
φX|Vv (x) =
PX|V (x|v)− PX(x)

√
PX(x)
(102b)
associated with the distributions PY |V (·|v) and PX|V (·|v) are
related according to
φX|Vv = B
TφY |Vv , (103)
B
BT
 Y1
 Y2
 X2
 X1
 Y2  
Y
1
IX IY
 2  1
 X2
 X1
 1
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1 1
1
1
Fig. 2: The information geometry associated with the DTM
B. For i = 1, . . . ,K − 1, the unit information vector ψXi in
I
X maps via B to the shorter information vector σiψ
Y
i in I
Y,
and the unit information vector ψYi in I
Y maps via BT to the
shorter information vector σiψ
X
i in I
X.
where φY |Vv and φ
X|V
v denote the corresponding column
vectors. In this case, as Fig. 2 also depicts, BT maps a local
divergence sphere in PY to a local divergence ellipsoid in PX
whose principal axes correspond to the right singular vectors
of B.
Finally, we note that there are constraints on the distribu-
tions governing the attributes U and V . In particular, we have
[cf. (85)] ∑
u∈U
PU (u)φ
X|U
u (x) = 0, x ∈ X (104a)∑
v∈V
PV (v)φ
Y |V
v (y) = 0, y ∈ Y. (104b)
C. Minimum Error Probability Universal Features
In this section, we model the universal feature selection
problem as the following game between a system designer
and nature. First, nature chooses the distribution for latent
attribute variables (U, V ) in the Markov chain (86) at random.
Next, before nature reveals its chosen distributions, the system
designer chooses feature functions fk and gk knowing PX,Y
and the probability law according to which nature chooses its
distribution. Finally, after revealing its chosen distributions,
the system designer implements a test for determining (U, V )
with minimum error probability from statistics formed from
its chosen features applied to samples of (X,Y ). The details
are as follows.
Let CX (PX) and C
Y
 (PY ) denote configurations for at-
tributes U and V , respectively, in the sense of Definition 19,
14
i.e.,
C
X
 (PX) =
{
U, {PU (u), u ∈ U}, {PX|U (·|u), u ∈ U} :
PX|U (·|u) ∈ NX (PX), u ∈ U,∑
u∈U
PU (u)PX|U (x|u) = PX(x), x ∈ X
}
(105a)
=
{
U, {PU (u), u ∈ U}, {φX|Uu , u ∈ U} :
φX|Uu ∈ IX, u ∈ U,∑
u∈U
PU (u)φ
X|U
u (x) = 0, x ∈ X
}
C
Y
 (PY ) =
{
V, {PV (v), v ∈ V}, {PY |V (·|v), v ∈ V} :
PY |V (·|v) ∈ NY (PY ), v ∈ V,∑
v∈V
PV (v)PY |V (y|v) = PY (y), y ∈ Y
}
,
(105b)
=
{
V, {PV (v), v ∈ V}, {φY |Vv , v ∈ V} :
φY |Vv ∈ IY, v ∈ V,∑
v∈V
PV (v)φ
Y |V
v (y) = 0, y ∈ Y
}
.
In choosing a configuration pair, nature uses a probability
law in which the ensemble for each attribute is characterized
by rotational invariance, our definition for which relies on the
following concept of spherical symmetry [29], [30].
Definition 24 (Spherical Symmetry): A k1 × k2 random
matrix Z is spherically symmetric if for any orthogonal k1×k1
and k2 × k2 matrices Q1 and Q2, respectively, we have
Z
d
= QT1 Z Q2, (106)
where d= denotes equality in distribution.
Moreover, the following consequence of spherical symmetry is
useful in our analysis; a proof is provided in Appendix V-C.24
Lemma 25: Let Z be a k1 × k2 spherically symmetric
random matrix. Then if A1 and A2 are any fixed matrices
of compatible dimensions, then
E
[∥∥AT1 ZA2∥∥2F] = 1k1k2 ∥∥A1∥∥2F ∥∥A2∥∥2F E
[∥∥Z∥∥2
F
]
. (107)
Our ensemble of interest is defined in terms of spherical
symmetry as follows.
Definition 26 (Rotation Invariant Ensemble): Given  > 0, a
rotationally invariant ensemble (RIE) for an -attribute W of a
variable Z is a collection of attribute configurations of the form
(83), together with a probability measure over the collection
24The proof introduces the notation ei for the (elementary) vector whose
ith element is 1, and all other elements are 0, which we will more generally
find convenient in our analysis.
such that ΦZ|W , the |Z| × |W| matrix whose columns are
φZ|Ww , w ∈W,25 is spherically symmetric.
In what follows, we denote the error probability in decisions
for U and V based on Sk, respectively, via
pU |Se
(
C
X
 (PX), f
k) and pV |Se (CY (PY ), fk), (109a)
and those for the decisions based on T k via, respectively,
pU |Te
(
C
X
 (PX), g
k) and pV |Te (CY (PY ), gk), (109b)
where Sk and T k are as defined in (90) for feature choices
fk : X 7→ Rk and gk : Y 7→ Rk. In turn, we define the error
exponents
E¯U |S
(
fk
)
, lim
m→∞−
ERIE
[
log pU |Se
(
C
X
 (PX), f
k)]
m
(110a)
E¯V |S
(
fk
)
, lim
m→∞−
ERIE
[
log pV |Se
(
C
Y
 (PY ), f
k)]
m
(110b)
E¯U |T
(
gk
)
, lim
m→∞−
ERIE
[
log pU |Te
(
C
X
 (PX), g
k)]
m
(110c)
E¯V |T
(
gk
)
, lim
m→∞−
ERIE
[
log pV |Te
(
C
Y
 (PY ), g
k)]
m
, (110d)
where ERIE
[·] denotes expectation with respect to the RIEs
for CX (PX) and C
Y
 (PY ).
Our main result is the following proposition, which identi-
fies the features the system designer should choose, and the
exponent of the resulting error probability. A proof is provided
in Appendix V-D.
Proposition 27: Given PX,Y ∈ PX×Y and attributes U and
V of X and Y , respectively, each drawn from a RIE for some
 > 0, then for any dimension k ∈ {1, . . . ,K − 1},26(
E¯U |S(fk), E¯V |S(fk), E¯U |T (gk), E¯V |T (gk)
)
≤
(
E¯
X|U
0 
2 k, E¯
Y |V
0 
2
k∑
i=1
σ2i ,
E¯
X|U
0 
2
k∑
i=1
σ2i , E¯
Y |V
0 
2 k
)
+ o(2) (111)
where E¯X|U0 and E¯
Y |V
0 are positive constants that do not
depend on , k, or PX,Y . Moreover, all the inequalities
in (111) simultaneously hold with equality for the choices(
fk∗ , g
k
∗
)
as defined in (34), i.e., the associated multi-objective
maximization has a unique27 Pareto-optimal solution.
25With some abuse of terminology and notation, we will say the wth column
of ΦZ|W is ΦZ|W ew = φ
Z|W
w , to avoid cumbersome exposition. More
precisely, given an (arbitrary) bijective function IW : W 7→ {1, . . . , |W|}
with inverse I−1W ,
Φ
Z|W ,
[
φ
Z|W
I
−1
W (1)
· · · φZ|W
I
−1
W (|W|)
]
, (108)
i.e., the IW(w)th column of Φ
Z|W is ΦZ|W eIW(w) = φ
Z|W
w .
26For arbitrary sequences al and bl of arbitrary length l, we use al ≤ bl
to denote that ai ≤ bi for i ∈ {1, . . . , l}.
27Note that while the optimized multi-objective function is unique, the
features that achieve them need not be, as is the case when there are repeated
singular values.
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We emphasize that the result does not depend on any details
of probability law governing nature’s choice other than the RIE
property. Hence, fk∗ , g
k
∗ are optimum no matter what priors
we might place over various parameters of the configurations
C
X
 (PX),C
Y
 (PY ) generating the RIE. In this sense, their
optimality is fairly strong.
D. Universal Features via a Cooperative Game
In this section, we show how the same universal features
arise as the solution to a cooperative game, which further
reveals the latent variable configurations for which these
features are effectively sufficient statistics. In this game, for
a given k ∈ {1, . . . ,K − 1}, nature chooses configurations
C
X,k
 (PX) and C
Y,k
 (PY ) of multi-attribute variable collections
U = Uk and V = V k in (87), and the system designer
chooses the features fk and gk. Their shared goal is to identify
variables (Uk, V k) that are, in an appropriate sense, most
detectable from the statistics (sk, tk) as defined in (90) in
terms of these features.
The specific shared goal of nature and the system designer
is to maximize the probability that the least detectable of
U1, . . . , Ui and the least detectable of V1, . . . , Vi, for i =
1, . . . , k, are correctly detected, as m→∞.
For the analysis of this game, the following min-max char-
acterization of singular values is useful. [24, Theorem 4.2.6].
Lemma 28 (Courant-Fischer): Let A be a k1 × k2 matrix
with singular values σ1(A) ≥ · · · ≥ σk(A) where k =
min{k1, k2}. Then for every i ∈ {1, . . . , k},
σi(A) = max
{S⊂Rk : dim(S)=i}
min
{φ∈S : ‖φ‖=1}
∥∥Aφ∥∥, (112)
where S denotes a subspace, and the maximum is achieved
by φ = ψRi , a right singular vector of A corresponding to
σi(A).
In addition, in our development the following well-known
inequality, which follows from the fact that ‖ · ‖s is the
matrix norm induced by the (Euclidean) vector norm ‖ · ‖,
is convenient.
Fact 29: For any compatible matrices A1 and A2, we have
‖A1A2‖F ≤ ‖A1‖s ‖A2‖F.
In the sequel, we denote the error probabilities in decisions
based on Sk about each of constituent elements of Uk and
V k, respectively, via
pUi|Se
(
C
X,k
 (PX), f
k) and pVi|Se (CY,k (PY ), fk), (113a)
and those based based on T k via, respectively,
pUi|Te
(
C
X,k
 (PX), g
k) and pVi|Te (CY,k (PY ), gk), (113b)
for i ∈ {1, . . . , k}, where Sk and T k are as defined in (90)
for feature choices fk : X 7→ Rk and gk : Y 7→ Rk. In turn,
we define the error exponents
EUi|S
(
C
X,k
 (PX), f
k) , lim
m→∞
− log pUi|Se
(
C
X,k
 (PX), f
k)
m
(114a)
EVi|S
(
C
Y,k
 (PY ), f
k) , lim
m→∞
− log pVi|Se
(
C
Y,k
 (PY ), f
k)
m
(114b)
EUi|T
(
C
X,k
 (PX), g
k) , lim
m→∞
− log pUi|Te
(
C
X,k
 (PX), g
k)
m
(114c)
EVi|T
(
C
Y,k
 (PY ), g
k) , lim
m→∞
− log pVi|Te
(
C
Y,k
 (PY ), g
k)
m
.
(114d)
Our main result is as follows. A proof is provided in
Appendix V-E.
Proposition 30: Given k ∈ {1, . . . ,K − 1} and PX,Y ∈
P
X×Y, let CX,k (PX) and C
Y,k
 (PY ) denote configurations of -
multi-attribute variables Uk and V k of X and Y , respectively,
for some  > 0. Then(
min
j≤i
EUj |S
(
C
X,k
 (PX), f
k), i ∈ {1, . . . , k},
min
j≤i
EVj |S
(
C
Y,k
 (PY ), f
k), i ∈ {1, . . . , k},
min
j≤i
EUj |T
(
C
X,k
 (PX), g
k), i ∈ {1, . . . , k},
min
j≤i
EVj |T
(
C
Y,k
 (PY ), g
k), i ∈ {1, . . . , k})
≤
(
2
2
, i ∈ {1, . . . , k},
2
2
σ2i , i ∈ {1, . . . , k},
2
2
σ2i , i ∈ {1, . . . , k},
2
2
, i ∈ {1, . . . , k}
)
+ o(2). (115)
Moreover, the inequalities in (115) all hold with equality when(
fk, gk
)
are chosen to be
(
fk∗ , g
k
∗
)
as defined in (34), and
C
X,k
 (PX) and C
Y,k
 (PY ) as chosen to be, respectively,
C
X,k
,∗ (PX)
,
{
Ui = {+1,−1},
{
PUi(ui) = 1/2, ui ∈ Ui
}
,{
PX|Ui(x|ui) = PX(x)
(
1 +  ui f
∗
i (x)
)
,
ui ∈ Ui, x ∈ X
}
, i = 1, . . . , k
}
(116a)
and
C
Y,k
,∗ (PY )
,
{
Vi = {+1,−1},
{
PVi(vi) = 1/2, vi ∈ Vi
}
,{
PY |Vi(y|vi) = PY (y)
(
1 +  vi g
∗
i (y)
)
,
vi ∈ Vi, y ∈ Y
}
, i = 1, . . . , k
}
, (116b)
i.e., the associated multi-objective maximization has a unique
Pareto-optimal solution.
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In addition, from the Markov structure (86) and the modal
structure (25), we immediately obtain the following corollary.
Corollary 31: The optimizing multi-attribute variables Uk
and V k in Proposition 30 have the property that
PX|Vi(x|vi) = PX(x)
(
1 +  vi σi f
∗
i (x)
)
(117a)
PY |Ui(y|ui) = PY (y)
(
1 +  ui σi g
∗
i (y)
)
. (117b)
for i = 1, . . . , k.
Given data (xm, ym) from the extended Markov model (87),
it further follows that (Sk∗ , T
k
∗ ) defined via (91) is, as → 0,
a sufficient statistic for inferences about the optimizing multi-
attributes (Uk, V k), i.e., we have the Markov chains
(Uk, V k)↔ (Sk∗ , T k∗ )↔ (Xm, Y m), → 0 (118)
and
Uk ↔ Sk∗ ↔ T k∗ ↔ V k, → 0. (119)
In particular, we have the following result, a proof of which
is provided in Appendix V-F.
Corollary 32: In the solution to the optimization in Propo-
sition 30 for the extended model (87),
P
U
k
,V
k|Xm,Ym(u
k, vk|xm, ym)
=
1
4k
(
1 + m
k∑
i=1
(
ui s
∗
i + vi t
∗
i
))
+ o(),
(120)
with, consistent with (91),
s∗i =
1
m
m∑
j=1
f∗i (xj) and t
∗
i =
1
m
m∑
j=1
g∗i (yj). (121)
Moreover,
P
U
k|Sk∗ ,Tk∗ ,V k(u
k|sk∗, tk∗, vk) =
1
2k
(
1 + m
k∑
i=1
ui s
∗
i
)
+o()
(122a)
P
V
k|Sk∗ ,Tk∗ ,Uk(v
k|sk∗, tk∗, uk) =
1
2k
(
1 + m
k∑
i=1
ui t
∗
i
)
+o().
(122b)
In essence, Corollary 32 shows that in making inferences
about the (optimizing) attributes Uk and V k from high-
cardinality data (Xm, Y m), it is sufficient to extract a low-
dimensional real-valued sufficient statistic (Sk, T k). Morover,
it is clear that it is sufficient to extract a statistic of dimen-
sion k corresponding to the number of “significant” singular
values of B˜. As importantly, we emphasize that the sufficient
statistic pair (Sk∗ , T
k
∗ ) involves separate processing of X
m and
Y m, and as such implies significantly lower computational
complexity than would generally be required for statistics that
require joint processing of (Xm, Y m).
In addition, as suggested by Corollary 32 and revealed in
its proof,
P
U
k
,V
k|Xm,Ym(u
k, vk|xm, ym)
=
k∏
i=1
PUi,Vi|Xm,Ym(ui, vi|x
m, ym) (123a)
with
PUi,Vi|Xm,Ym(ui, vi|x
m, ym)
=
1
4
(
1 + m(ui s
∗
i + vi t
∗
i )
)
+ o(), (123b)
from which we see that to achieve the optimum exponents
given by (115), it is sufficient for decisions about the attribute
pair (Ui, Vi) to be made based on the statistic (S
∗
i , T
∗
i ) alone.
Moreover, (123a) reveals that although not imposed as a
constraint, the optimizing configuration is such that the Uk are
conditionally independent of Y m (and the V k are conditionally
independent of Xm).
E. Universal Features via an Information Bottleneck
In this section, we show that the same configurations
C
X,k
,∗ (PX) and C
Y,k
,∗ (PY ) that are optimum in the cooperative
game of Section V-D are the solution to a natural mutual
information maximization problem, which provides a third
viewpoint from which to interpret fk∗ and g
k
∗ as universal
features.
Our main result is as follows. A proof is provided in
Appendix V-G.
Proposition 33: Given  > 0, PX,Y ∈ PX×Y, and -multi-
attribute variables U = Uk and V = V k for some k in the
Markov chain (86), then
I(Uk;V k) ≤ 
4
2
k∑
i=1
σ2i + o(
4). (124)
Moreover, the inequality in (124) holds with equality when
the configurations CX,k,∗ (PX) and C
Y,k
,∗ (PY ) of U
k and V k,
respectively, are given by (116), in which case
P
U
k
,V
k(uk, vk)
=
1
4k
(
1 + 2
k∑
i=1
σi ui vi
)
+ o(2), uk, vk ∈ {+1,−1}k.
(125)
We interpret the optimizing multi-attribute pair (Uk, V k) in
Proposition 33, with joint distribution (125), as expressing the
dominant components of the dependency in the relationship
between X and Y as determined by PX,Y . This is reflected
in the fact that
P
U
k
,V
k(uk, vk) =
k∏
i=1
PUi,Vi(ui, vi)
with, for i, j = 1, . . . , k,
PUi,Vj (ui, vj) =
1
4
(
1 + 2 σi ui vj 1i=j
)
+ o(2), (126)
for which [cf. (71)]
I(Ui;Vj) =
4
2
σ2i 1i=j + o(
4). (127)
An immediate consequence of Proposition 33 is that for
observations Xm, Y m from the model (87), we have that
(Sk∗ , T
k
∗ ) is a sufficient statistic for inferences about U
k, V k,
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i.e., Corollary 32 applies. This sufficiency can be equivalently
expressed in the form
lim
→0
I(Uk, V k;Xm, Y m)
I(Uk, V k;Sk∗ , T
k
∗ )
= 1. (128)
Note too that (125) provides a higher-order characterization
of P
U
k
,V
k than that derived from (120). Indeed, from the latter
(setting m = 1 for convenience) we obtain only
P
U
k
,V
k(uk, vk)
=
∑
x∈X,y∈Y
PX,Y (x, y)PUk,V k|X,Y (u
k, vk, x, y)
=
1
4k
∑
x∈X,y∈Y
PX,Y (x, y)
·
(
1 + m
k∑
i=1
(
ui f
∗
i (x) + vi g
∗
i (y)
))
+ o()
=
1
4k
+ o(),
Additionally, it follows from the discussion in Section IV-B
that when Ui = Vi = {+1,−1} and PUi = PVi ≡ 1/2, then
the -multi-attribute constraints PX|Ui(·|ui) ∈ NX (PX) and
PY |Vi(·|ui) ∈ NY (PY ) are equivalent to I(X,Ui) ≤ 2/2
and I(Y ;Vi) ≤ 2/2 as  → 0, for i = 1, . . . , k. As a
result, Proposition 33 can be equivalently expressed in the
form of a solution to a information bottleneck problem [31]
in the weak dependence regime.28 In particular, we have the
following immediate corollary.29
Corollary 34: Given  > 0, PX,Y ∈ PX×Y and variables
U = Uk and V = V k in the Markov chain (86), then
max
U
k
,V
k
I(Uk;V k) =
4
2
k∑
i=1
σ2i + o(
4),
where the maximization is over all configurations of (Uk, V k)
such that: constituent variables (Ui, Vi), i = 1, . . . , k satisfy:
1) max
{
I(Ui;X), I(Vi;Y )
} ≤ 2/2; 2) they are binary and
equiprobable, i.e., Ui, Vi ∈ {+1,−1} and PUi = PVi ≡ 1/2;
3) Uk and V k are each collections of independent variables;
and 4) the Uk and V k are each collections of conditionally
independent variables given X and Y , respectively. Moreover,
the maximum is achieved by the configurations (116).
As an aside, different but related one-sided information
bottleneck problems can also be analyzed within the same
framework of analysis. For example, the following result is
proved in Appendix V-H.30
28For an early application of the use of information bottleneck techniques
in learning, see [32], [33].
29As the proof reveals, sufficiently weak pairwise dependence will suffice
for condition 3, but we impose mutual independence for convenience. More-
over, while condition 4 alone implies a degree of weak marginal dependence,
it is insufficient. Finally, conditions 3 and 4 together can be viewed, in some
sense, as “entropy maximizing” conditions.
30Other variations of this result correspond to avoiding the bi-
nary, equiprobable and mutual information constraits and instead using
D(PX|U (·|u)‖PX) ≤ 2/2 for all u ∈ U. Alternatively, by the equidis-
tant property of capacity-achieving output distributions, we can equivalently
express this divergence constraint as maxPU I(X;U) ≤ 
2
/2.
Proposition 35: Given  > 0, PX,Y ∈ PX×Y and variables
U = Uk and V = V k in the Markov chain (86), then
max
V
k
I(V k;X) = max
U
k
I(Uk;Y ) =
2
2
k∑
i=1
σ2i + o(
2),
where the maximization is over all configurations of (Uk, V k)
such that: constituent variables Ui, Vi, i = 1, . . . , k satisfy:
1) max
{
I(Ui;X), I(Vi;Y )
} ≤ 2/2; 2) they are binary and
equiprobable, i.e., Ui, Vi ∈ {+1,−1} and PUi = PVi ≡ 1/2;
3) Uk and V k are each collections of independent variables;
and 4) the Uk and V k are collections of conditionally inde-
pendent variables given X and Y , respectively. Moreover, the
maximum is achieved by the configurations (116).
As a further comment, work on aspects the more general
information bottleneck problem and the associated role of
hyper-contractivity analysis in its treatment includes [34]–[43].
From this perpective, the development of this section reveals
that a number of the subtleties that complicate such analysis
and lead to anomalous behavior are avoided by the restriction
to local variables.
F. Universal Features via Common Information
As we develop in this section, there is a key relationship be-
tween the optimizing multi-attributes (Uk, V k) in Section V-E
(and Section V-D), and the common information associated
with the pair (X,Y ) characterized by a given joint distribution
PX,Y . Recall that Wyner
31 [46] defines common information
via an auxiliary variable W as
C(X,Y ) = min
PW |X,Y : X↔W↔Y
I(W ;X,Y ). (129)
The results we obtain are for the case where X and Y are
extra-weakly dependent; specifically, for some  > 0,
‖B˜‖∗ ≤ , (130)
where ‖ · ‖∗ denotes the nuclear norm of its argument.32 We
refer to X and Y as sub- dependent in this case, since by
standard norm inequalities [47]
‖B˜‖F ≤ ‖B˜‖∗, (131)
whence PX,Y ∈ NX×Y (PXPY ), i.e., sub- dependence im-
plies -dependence.33 We further use N¯X×Y (PXPY ) to denote
the joint distributions in PX×Y with sub- dependence given
marginals PX and PY , via which (131) expresses
N¯
X×Y
 (PXPY ) ⊂ NX×Y (PXPY ). (132)
31Although we do not make use of them in our treatment, related but
different notions of common information include those due to Ga´cs and Ko¨rner
[44] and Witsenhausen [45].
32Specifically, the nuclear norm of an arbitrary matrix A is
‖A‖∗ , tr
(√
A
T
A
)
=
∑
i
σi(A),
where σi(A) denotes the ith singular value of A. Note that the nuclear norm
is the Ky Fan k-norm with k = rank(A), i.e., ‖A‖∗ = ‖A‖(rank(A)).
33Of course, since ‖A‖∗ ≤
√
rank(A)‖A‖F for any A, we also have
that -dependence implies sub-(K) dependence. In turn, O()-dependence
and sub-O() dependence are equivalent.
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Under sub- dependence, we define the following restricted
common information.
Definition 36 (-Common Information): Given PX,Y ∈
N¯
X×Y
 (PXPY ) for  > 0, the -common information is
C(X,Y ) = min
PW |X,Y ∈P
I(W ;X,Y ), (133)
where
P ,
{
PW |X,Y ∈ PW, some W : X ↔W ↔ Y and
PX|W (·|w)∈NX√δ()(PX), PY |W (·|w)∈NY√δ()(PY ),
for all w∈W and δ(·) > 0 such that lim
→0
δ()→0.
}
.
(134)
In Definition 36, a configuration of W such that PW |X,Y ∈
P takes the form
C
X,Y
 (PX,Y ) ,
{
W, {PW (w), w ∈W},
{PX|W (·|w), w ∈W},
{PY |W (·|w), w ∈W}
}
(135)
subject to the constraints
PX|W (·|w) ∈ NX√δ()(PX), w ∈W, (136a)
PY |W (·|w) ∈ NY√δ()(PY ), w ∈W, (136b)
for some δ such that δ()→ 0 as → 0, and
PX|W (x|w)PY |W (y|w) = PX,Y |W (x, y|w). (137)
In turn, (137) implies the constraint∑
w∈W
PW (w)PX|W (x|w)PY |W (y|w) = PX,Y (x, y), (138)
which further implies the constraints∑
w∈W
PW (w)PX|W (x|w) = PX(x) (139a)∑
w∈W
PW (w)PY |W (y|w) = PY (y). (139b)
Defining the information vectors
φX|Ww (x) ,
PX|W (x|w)− PX(x)√
δ()
√
PX(x)
(140a)
φY |Ww (y) ,
PY |W (y|w)− PY (y)√
δ()
√
PY (y)
, (140b)
and
φ˜X,Y |Ww (x, y) ,
PX,Y |W (x, y|w)− PX(x)PY (y)√
2δ()
√
PX(x)PY (y)
, (140c)
we can equivalently express (135) in the form
C
X,Y
 (PX,Y ) ,
{
W, {PW (w), w ∈W},
{φX|Ww , w ∈W}
{φY |Ww , w ∈W}
}
(141)
subject to the constraints
φX|Ww ∈ IX, w ∈W, (142a)
φY |Ww ∈ IY, w ∈W, (142b)
which correspond to (136), and
φ˜X,Y |Ww (x, y)
= φˇX,Y |Ww (x, y) +
√
δ()
2
φX|Ww (x)φ
Y |W
w (y) (143a)
with
φˇX,Y |Ww (x, y)
, 1√
2
(√
PY (y)φ
X|W
w (x) +
√
PX(x)φ
Y |W
w (y)
)
,
(143b)
as well as
δ()
∑
w∈W
PW (w)φ
X|W
w (x)φ
Y |W
w (y) = B˜(y, x), x ∈ X, y ∈ Y,
(144)
and ∑
w∈W
PW (w)φ
X|W
w (x) = 0, x ∈ X, (145a)∑
w∈W
PW (w)φ
Y |W
w (y) = 0, y ∈ Y, (145b)
which correspond to (137)–(139), respectively. In particular,
we obtain (145) from (139) using (140a)–(140b), and we
obtain (143) from
PX,Y |W (x, y|w) (146)
= PX|W (x|w)PY |W (y|w) (147)
=
(
PX(x) +
√
δ()
√
PX(x)φ
X|W
w (x)
)
· (PY (y) +√δ()√PY (y)φY |Ww (y))
= PX(x)PY (y) +
√
δ()
√
PX(x)PY (y)
·
[√
PY (y)φ
X|W
w (x) +
√
PX(x)φ
Y |W
w (y)
+
√
δ()φX|Ww (x)φ
Y |W
w (y)
]
,
(148)
where we have used (137) and (140a)–(140b), and where we
recognize the term in brackets as
√
2 φ˜X,Y |Ww (x) according to
(140c). Finally, we obtain (144) from the expectation of (148)
with respect to PW , yielding
PX,Y (x, y)
=
∑
w∈W
PW (w)PX|W (x|w)PY |W (y|w)
= PX(x)PY (y)
+
√
PX(x)PY (y)
· δ()
∑
w∈W
PW (w)φ
X|W
w (x)φ
Y |W
w (y),
(149)
where we have used (145), and where we recognize B˜(y, x)
as defined in (27) as the final factor in (149).
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The following variational characterization of the nuclear
(i.e., trace) norm (see, e.g., [48], [49]) is useful in our
development.
Lemma 37: Given an arbitrary k1 × k2 matrix A, we have
min
{k, M1∈Rk1×k, M2∈Rk×k2 :
M1M2=A}
(
1
2
‖M1‖2F +
1
2
‖M2‖2F
)
= ‖A‖∗.
(150)
In particular, we obtain that the -common information is
given by the nuclear norm of B˜. A proof is provided in
Appendix V-I.
Proposition 38: Given PX,Y ∈ N¯X×Y (PXPY ) for  > 0,
we have34
C(X,Y ) ≤ C(X,Y ) = ‖B˜‖∗ + o(), (151a)
where
‖B˜‖∗ =
K−1∑
i=1
σi, (151b)
which is achieved by the configuration
CX,Y∗ (PX,Y )
=
{
W = {±1, . . . ,±(K − 1)},
PW (w) =
σ|w|
2‖B˜‖∗
,
PX|W (x|w) = PX(x)
(
1 + sgn(w) ‖B˜‖1/2∗ f∗|w|(x)
)
,
PY |W (y|w) = PY (y)
(
1 + sgn(w) ‖B˜‖1/2∗ g∗|w|(y)
)}
.
(152)
and δ() =  in (134).
We note that while in general the cardinality of W in the
characterization of Wyner’s common information is known
only to satisfy the upper bound |W| ≤ |X| × |Y|, we obtain
that cardinality |W| = 2(K−1), which is much smaller when
X and/or Y is large, suffices to achieve -common information
as → 0.
Given data (xm, ym) from the extended model
Xm ↔W ↔ Y m, (153a)
with
PXm|W (x
m|w) =
m∏
i=1
PX|W (xi|w) (153b)
PYm|W (y
m|w) =
m∏
i=1
PY |W (yi|w) (153c)
PXm,Ym(x
m, ym) =
m∏
i=1
PX,Y (xi, yi), (153d)
34 Since I(W ;X,Y ) ≥ max{I(W ;X), I(W ;Y )} by the chain rule,
it follows that our result does not change if we further include in (134) of
Definition 36 all distributions PX|W (·|w) and PY |W (·|w) that for all w ∈W
do not depend on , since they will give rise to nonvanishing I(W ;X) and
I(W ;Y ). In essence, the configurations our definition omits are those for
which the PW is increasingly severely imbalanced as → 0.
it further follows from Proposition 38 that
RK−1∗ , SK−1∗ + TK−1∗ (154)
with SK−1∗ and T
K−1
∗ as defined via (91), is, as → 0, a suf-
ficient statistic for inferences about the -common information
variable W , i.e., we have the Markov chain
W ↔ RK−1∗ ↔
(
SK−1∗ , T
K−1
∗
)↔ (Xm, Y m), → 0.
(155)
In particular, we have the following result, a proof of which
is provided in Appendix V-J.
Corollary 39: In the solution to the optimization in Propo-
sition 38 for the extended model (153),
PW |Xm,Ym(w|xm, ym)
=
σ|w|
2‖B˜‖∗
(
1 +m sgn(w) ‖B˜‖1/2∗ r∗|w|
)
+ o(
√
),
(156)
where, consistent with (154),
r∗i = s
∗
i + t
∗
i , (157)
and s∗i and t
∗
i are as defined in (121).
The sufficiency relation of Corollary 39 can be equivalently
expressed in the form
lim
→0
I(W ;Xm, Y m)
I(W ;RK−1∗ )
= 1.
In essence, Corollary 39 shows that in making inferences about
the -common information variable W from high-cardinality
data (Xm, Y m), it is sufficient to extract a low-dimensional
real-valued sufficient statistic RK−1. And we emphasize that
a consequence of the way common information is defined is
that the sufficient statistic RK−1∗ involves separate processing
of Xm and Y m.
G. Relating Common Information to Dominant Structure
The -common information variable W can be related to the
dominant structure sequence pair (UK−1, V K−1). To develop
this, let us equivalently express W as
W ,WK−1 = (W1, . . . ,WK−1), (158a)
where each Wi is a variable defined over alphabet
W◦ , {−1, 0,+1} (158b)
according to
Wi ,

+1 W = i
−1 W = −i
0 otherwise.
(158c)
We can interpret Wi as effectively capturing the -common
information in (Ui, Vi), which is defined, consistent with
Definition 36, as
C(Ui, Vi) = min
PW˜i|Ui,Vi∈P˜
I(W˜i;Ui, Vi), (159)
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where
P˜ ,{
PW˜i|Ui,Vi ∈ P
W˜i , some W˜i : Ui ↔ W˜i ↔ Vi and
PUi|W˜i(·|w˜i)∈N
Ui√
δ()
(PUi), PVi|W˜i(·|w˜i)∈N
Vi√
δ()
(PVi),
for all w˜i∈W˜i and δ(·) > 0 such that lim
→0
δ()→0.
}
.
(160)
In particular, we have the following result, a proof of which
is provided in Appendix V-K.
Corollary 40: Given PX,Y ∈ N¯X×Y (PXPY ) for  > 0,
and let WK−1 be the representation (158) of the optimizing
-common information variable W in Proposition 38. Then
C(X,Y ) = I(W ;X,Y ) =
K−1∑
i=1
I(Wi;X,Y ) + o(), (161)
where
I(Wi;X,Y ) = σi + o(), i = 1, . . . ,K − 1. (162)
Moreover, if (UK−1, V K−1) are the optimizing ˜-multi-
attributes in Proposition 33 for some ˜ > 0, then
C(Ui, Vi) = ˜
2 I(Wi;X,Y ) + o(˜
2), i = 1, . . . ,K − 1.
(163)
The associated data processing implications follow from the
extended Markov structure (153). In particular, an (asymptot-
ically) sufficient statistic for making decisions about Wi from
(Xm, Y m) is
R∗i = S
∗
i + T
∗
i , (164)
i.e., we have the Markov chain
Wi ↔ R∗i ↔ (S∗i , T ∗i )↔ (Xm, Y m), → 0.
In particular, we have the following result, a proof of which
is provided in Appendix V-L.
Corollary 41: For Wi as defined in (158),
PWi|Xm,Ym(wi|x
m, ym)
=

σi
2 ‖B˜‖∗
(
1 +mwi ‖B˜‖1/2∗ r∗i
)
+ o(
√
) wi = ±1(
1− σi‖B˜‖∗
)
+ o(
√
) wi = 0,
(165)
whose dominant term depends on xm, ym only through r∗i .
By comparison, W˜i satisfies the asymptotic Markov struc-
ture
W˜i ↔ Zi ↔ R∗i ↔ (Xm, Y m), ˜, → 0,
where
Zi , Ui + Vi. (166)
In particular, we have the following result, a proof of which
is provided in Appendix V-M.
Corollary 42: For W˜i as defined in (159),
PW˜i|Zi,Xm,Ym(w˜i|zi, x
m, ym)
= o(˜
√
) +
{(
1 + sgn(w˜i zi)
√
σi
)
/2 zi = ±2
0 zi = 0,
(167a)
whose dominant term depends on xm, ym (and thus r∗i ) only
through zi, and
PZi|Xm,Ym(zi|x
m, ym)
= o(˜) +
{(
1 + ˜ m sgn(zi) r
∗
i
)
/4 zi = ±2
1/2 zi = 0,
(167b)
whose dominant term depends on xm, ym only through r∗i .
VI. EFFICIENT LEARNING OF MODAL DECOMPOSITIONS
Since the universal features developed in Section V are
naturally expressed in terms of the modal decomposition
(15) of the joint distribution PX,Y , efficient learning of this
decomposition from data is key to the practical applicability
of these features. We discuss some of the main aspects of such
computational issues in this section.
We begin by more fully describing the scenario of interest.
To this point in our development, for pedagogical reasons our
model has been that PX,Y is known, by which we mean
practically that it has been reliably estimated from some
training phase. When this is the case, the problem of efficiently
computing the modal decomposition is simply one of efficient
computation of the SVD of the associated matrix B˜.
However, in practice, of course, learning PX,Y is an im-
portant aspect of the overall feature selection process in the
inference pipeline. Accordingly, this section describes how this
learning can be accomplished efficiently from samples as part
of the computation of the modal decomposition.
It will be convenient in our exposition to first consider the
modal computation from known PX,Y , then use the resulting
foundation to address the problem of learning the modal
decomposition from samples.
A. Computing the Modal Decomposition
Given PX,Y , computation of the SVD of B˜ is a straightfor-
ward exercise in numerical linear algebra. In particular, from
PX,Y we compute marginals PX and PY , then construct B˜
via (28), then apply any of many well-established numerical
methods for computing the SVD of a matrix—see, e.g., [47],
[50], [51]. However, in this section we further develop an
interpretation of the resulting computation in the context
of probabilistic analysis that will be particularly useful in
the sequel. We emphasize at the outset that the results of
this subsection are largely not new, but rather establish the
viewpoints and interpretations we need for our subsequent
development.
1) Orthogonal Iteration: Among the oldest and simplest
approaches to the computation of the principal singular value
and vector of a matrix is referred to as power iteration or
the power method [47], [50], [51]. Moreover, power iteration
can be used in a sequential manner to recover any number
of the largest singular values and their corresponding singular
vectors. However, when the first 1 < k ≤ K − 1 dominant
modes are desired, it is more efficient to compute them in
parallel via a generalization of power iteration. The most
direct generalization is referred to as orthogonal iteration [47,
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Section 7.3.2].35 This algorithm has a corresponding relation
to the generalized variational characterizations of the SVD we
have used throughout our analysis.
To implement orthogonal iteration, we start with some |X|×
k matrix Ψ¯X,0(k) , which is typically chosen at random, and then
execute the following iterative procedure:
1) Set l = 0.
2) Orthogonalize Ψ¯X,l(k) to obtain Ψˆ
X,l
(k) via the (thin or
reduced) QR decomposition [47]
Ψ¯X,l(k) = Ψˆ
X,l
(k) Θ
X,l
(k) , (168)
in which ΘX,l(k) is a k × k upper triangular matrix.
3) Compute
Ψ¯Y,l(k) = B˜ Ψˆ
X,l
(k) , (169)
then orthogonalize to obtain ΨˆY,l(k) via the (thin or
reduced) QR decomposition
Ψ¯Y,l(k) = Ψˆ
Y,l
(k) Θ
Y,l
(k), (170)
in which ΘY,l(k) is a k × k upper triangular matrix.
4) Produce the update
Ψ¯X,l+1(k) = B˜
TΨˆY,l(k). (171)
5) Increment l and return to Step 2.
The QR decompostions employed in the orthogonalizations
in this algorithm can be directly implemented using, e.g.,
the Gram-Schmidt procedure. However, numerical stability
can be improved in practice through the use of Householder
transformations [47].
The convergence of this procedure depends on the properties
of
A =
(
ΨX(k)
)T
Ψ¯X,0(k) , (172)
where ΨX(k) is the matrix of dominant singular vectors defined
in (44). In particular, using ai,j to denote the (i, j)th entry
of A, when σ1, . . . , σk+1 are unique and there exist distinct
j1, . . . , jk such that ai,ji 6= 0 for each i, then we obtain, as
l→∞, [47, Theorem 7.3.1]
ΨˆX,l(k) → ΨX(k)
ΨˆY,l(k) → ΨY(k)(
ΨˆY,l(k)
)T
B˜ ΨˆX,l(k) → Σ(k),
where Σ(k) is a diagonal matrix with diagonal entries
σ1, . . . , σk. Moreover, convergence is exponentially fast.
36
When σ1, . . . , σk are not distinct (but still σk > σk+1),
natural generalizations of these results are obtained [47, The-
orem 7.3.1].
35A refinement of orthogonal iteration referred to as QR iteration [47,
Section 7.3.3] forms the basis of most practical implementations, and can
be used in conjunction with various acceleration techniques.
36However, it is worth emphasizing that the closer a pair of dominant
singular values are to each other, the poorer the convergence rate.
2) Statistical Interpretation as the ACE Algorithm: The use
of orthogonal iteration to compute the dominant modes in (15)
has a direct statistical interpretation that corresponds to what
is referred to as the alternating conditional expectations (ACE)
algorithm [52], [53].
In particular, choosing the correspondences
fˆi(x) ,
ψˆX,li (x)√
PX(x)
, f¯i(x) ,
ψ¯X,li (x)√
PX(x)
,
gˆi(y) ,
ψˆY,li (y)√
PY (y)
, g¯i(y) ,
ψ¯Y,li (y)√
PY (y)
,
for i = 1, . . . , k, with
ΨˆX,l(k) =
[
ψˆX,l1 · · · ψˆX,lk
]
ΨˆY,l(k) =
[
ψˆY,l1 · · · ψˆY,lk
]
and
Ψ¯X,l(k) =
[
ψ¯X,l1 · · · ψ¯X,lk
]
Ψ¯Y,l(k) =
[
ψ¯Y,l1 · · · ψ¯Y,lk
]
,
we can rewrite the procedure of Section VI-A1 in the form of
Algorithm 1, which iteratively computes both the dominant k
features (fk∗ , g
k
∗ ) and
σ(k) =
k∑
i=1
σi,
the Ky Fan k-norm of B˜. As such, the convergence behav-
ior follows immediately from the corresponding analysis of
orthogonal iteration.37
To obtain Algorithm 1, we use that (168) and (170) can be
equivalently expressed in the form38
f¯k(x) =
(
ΘX(k)
)T
fˆk(x), x ∈ X
g¯k(y) =
(
ΘY(k)
)T
gˆk(y), y ∈ Y,
via which we also obtain∑
x∈X
PX(x) f¯
k(x) f¯k(x)T =
(
Ψ¯X(k))
TΨ¯X(k) =
(
ΘX(k))
TΘX(k)∑
y∈Y
PY (y) g¯
k(y) g¯k(y)T =
(
Ψ¯Y(k))
TΨ¯Y(k) =
(
ΘY(k))
TΘY(k),
since (
ΨˆX(k))
TΨˆX(k) =
(
ΨˆY(k))
TΨˆY(k) = I.
37We emphasize that the Cholesky decompositions in Algorithm 1 are
unique when the associated covariance matrices are full rank, which is the
case when: 1) the singular values are distinct; and 2) the covariance matrix
of the initialization is positive definite, with components correlated with each
of the dominant features in the modal decomposition.
38For convenience, in this derivation, we drop the dependence on iteration
(superscript l) from our the notation, consistent with the notation in Algo-
rithm 1.
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Algorithm 1 ACE Algorithm for Multiple Mode Computation
Require: Joint distribution PX,Y , number of modes k
1. Initialization: randomly choose f¯k(x), ∀x ∈ X
repeat
2a. Center: f¯k(x)← f¯k(x)− E[f¯k(X)], ∀x ∈ X
2b. Cholesky factor:
E
[
f¯k(X) f¯k(X)T
]
=
(
ΘX(k)
)T
ΘX(k)
2c. Whiten:
fˆk(x)← (ΘX(k))−T f¯k(x), ∀x ∈ X
2d. g¯k(y)← E[fˆk(X) | Y = y], ∀y ∈ Y
2e. Center: g¯k(y)← g¯k(y)− E[g¯k(Y )], ∀y ∈ Y
2f. Cholesky factor:
E
[
g¯k(Y ) g¯k(Y )T
]
=
(
ΘY(k)
)T
ΘY(k)
2g. Whiten:
gˆk(y)← (ΘY(k))−T g¯k(y), ∀y ∈ Y
2h. f¯k(x)← E[gˆk(Y ) | X = x], ∀x ∈ X
2i. σˆ(k) ← E[f¯k(X)Tgˆk(Y )]
until σˆ(k) stops increasing.
Additionally, we use that, via (27), (169) and (171) can be
equivalently expressed in the form
g¯k(y) =
1√
PY (y)
∑
x∈X
B˜(y, x)
√
PX(x) fˆ
k(x)
= E
[
fˆk(X) | Y = y]− E[fˆk(X)]
f¯k(x) =
1√
PX(x)
∑
x∈X
B˜(y, x)
√
PY (y) gˆ
k(y)
= E
[
gˆk(Y ) | X = x]− E[gˆk(Y )].
Note, too, that via Bayesian estimation theory, the con-
ditional expectations in Algorithm 1 can be interpreted as
minimum mean-square error (MMSE) estimates, and thus
we can equivalently write the corresponding steps 2h and
2d as optimizations; specifically, we have, respectively, the
variational characterizations
f¯k(·)← arg min
f
k
(·)
E
[∥∥fk(X)− gˆk(Y )∥∥2] (173a)
g¯k(·)← arg min
g
k
(·)
E
[∥∥fˆk(X)− gk(Y )∥∥2] , (173b)
where we note that these optimizations can, themselves, be
carried out by an iterative procedure. Such implementations
can be attractive when there are contraints on fk∗ (·) and gk∗ (·)
based on, e.g., domain knowledge and/or other considerations.
B. Estimating the Modal Decomposition from Data
When the joint distribution PX,Y is unknown, as is common
in applications, but we have (labeled) training data
T , {(x1, y1), . . . , (xn, yn)}, (174)
drawn i.i.d. from PX,Y , we can replace PX,Y in Algorithm 1
with the empirical distribution
PˆX,Y (x, y) ,
1
n
n∑
i=1
1x=xi 1y=yi (175)
to generate an estimate of the modal decomposition. In this
case, the expectations in Algorithm 1 are all with respect to
the corresponding empirical distributions. In particular, those
in steps 2a-b and 2e-f are with respect to, respectively,
PˆX(x) ,
∑
y
PˆX,Y (x, y) and PˆY (y) ,
∑
x
PˆX,Y (x, y),
while those in steps 2d and 2h are with respect to, respectively,
PˆX|Y (x|y) ,
PˆX,Y (x, y)
PˆY (y)
and PˆY |X(y|x) ,
PˆX,Y (x, y)
PˆX(x)
,
and that in step 2i is with respect to PˆX,Y (x, y).
Evidently, in this version of Algorithm 1, the computational
complexity scales with the number of training samples n.
There are a variety of ways to reduce this complexity in
practice. For example, among other possibilities, in each basic
iteration we can choose to operate on only a (comparatively
small) randomly chosen subset of the training data and exploit
bootstrapping techniques.
It is also worth emphasizing that in some scenarios we
may have both labeled and unlabeled training data available,
the latter of which correspond to samples x1, . . . , xn′ and
y1, . . . , yn′ , drawn i.i.d. from PX and PY , respectively. While
labeled data is typically expensive to obtain, since the labeling
process often involves a significant amount of manual labor,
unlabeled data is comparatively inexpensive to obtain, since
no correspondences need be identified. As such, it is often
possible to accurately estimate PX and PY . In such scenarios,
the corresponding version of Algorithm 1 replaces PX,Y with
an estimate based the labeled training data subject the marginal
constraints PX and PY , which can be constructed in a variety
of ways; see, e.g., [54]–[56].
In the sequel, we quantify the accuracy of the modal
decomposition when estimated from data. In light of the
preceding discussion, for this analysis, fˆ∗i , gˆ
∗
i , and σˆi for
i = 1, . . . ,K are defined via the modal decomposition
PˆX,Y (x, y) = PX(x)PY (y)
[
1 +
K∑
i=1
σˆi fˆ
∗
i (x) gˆ
∗
i (y)
]
,
(176)
where σˆ1 ≥ · · · ≥ σˆK ≥ 0 and E
[
fˆ∗i (X) fˆ
∗
j (X)
]
=
E
[
gˆ∗i (Y ) gˆ
∗
j (Y )
]
= 1i=j for i, j ∈ {1, . . . ,K}. We emphasize
that in (176) we only have σˆK = 0 and E
[
fˆi(X)
]
=
E
[
gˆi(Y )
]
= 0 for i ∈ {1, . . . ,K}, when PˆX = PX and
PˆY = PY .
39 Accordingly, in analysis, we will frequently find
it convenient to use the equivalent zero-mean features
fˇ∗i (x) , fˆ∗i (x)− E
[
fˆ∗i (X)
]
(177a)
gˇ∗i (y) , gˆ∗i (y)− E
[
gˆ∗i (Y )
]
(177b)
for i = 1, . . . ,K.
The decomposition (176) corresponds to the singular value
decomposition of the quasi-CDM Bˆ whose (y, x)th entry is
Bˆ(x, y) ,
PˆX,Y (x, y)− PX(x)PY (y)√
PX(x)
√
PY (y)
, (178)
39As such these properties effectively hold when n max{|X|, |Y|}.
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i.e.,
Bˆ ,
[√
PY
]−1 [
PˆY,X −PY PX
] [√
PX
]−1
(179)
=
K∑
i=1
σˆiψˆ
Y
i
(
ψˆXi
)T
, (180)
where the singular vectors in (180) have elements
ψˆXi (x) ,
√
PX(x) fˆ
∗
i (x), x ∈ X, (181a)
ψˆYi (y) ,
√
PY (y) gˆ
∗
i (y), y ∈ Y, (181b)
for i = 1, . . . ,K.
There are several aspects of the modal decomposition esti-
mation whose sample complexity is of interest, which we now
address.
1) Sample Complexity of Maximal Correlation Estimates:
In this section, we determine the number of samples required
to obtain accurate estimates σˆ1, . . . , σˆk of σ1, . . . , σk, for k ∈
{1, . . . ,K}.40 Specifically, we focus on the measure
µk1(PX,Y , PˆX,Y ) ,
k∑
i=1
|σˆi − σi|, (182)
and related quantities.
We begin with the following tail probability bound, a proof
of which is provided in Appendix VI-A.
Proposition 43: For PX,Y ∈ PX×Y, let p0 > 0 be such that
PX(x) ≥ p0 and PY (y) ≥ p0, all x ∈ X, y ∈ Y.
(183)
Then for k ∈ {1, . . . ,K} and 0 ≤ δ ≤√k/2/p0,
P
{
k∑
i=1
∣∣σˆi − σi∣∣ ≥ δ
}
≤ exp
{
1
4
− p
2
0 δ
2n
8k
}
, (184)
where σˆi for i = 1, . . . ,K are defined via (176) with
PˆX,Y denoting the empirical distribution based on n training
samples.
A key consequence of Proposition 43 is the following
corollary.
Corollary 44: Suppose PX,Y ∈ PX×Y is such that (183) is
satisfied for some p0 > 0. Then for k ∈ {1, . . . ,K} and n
sufficiently large that n ≥ 16 ln(4kn),
E
( k∑
i=1
∣∣σˆi − σi∣∣
)2 ≤ 6k + 8k ln(nk)
p20n
, (185)
where σˆi for i = 1, . . . ,K are defined via (176) with
PˆX,Y denoting the empirical distribution based on n training
samples.
The proof of Corollary 44, provided in Appendix VI-B,
makes use of the following simple lemma, which is a straight-
forward exercise in calculus.
Lemma 45: Given a, b > 0, the convex function ϕa,b : R 7→
R defined via
ϕa,b(ω) , ω + ae−bω, (186)
40Although the case k = K is typically less of interest (since σK = 0), we
include it for completeness. For this case, f∗K(X) and g
∗
K(Y ) can be chosen
freely subject to the constraint that they are uncorrelated with fK−1∗ (X) and
g
K−1
∗ (Y ), respectively.
has its minimum at
ω∗ , arg min
ω
ϕa,b(ω) =
1
b
ln(ab), (187)
where it takes value
min
ω
ϕa,b(ω) = ϕa,b(ω∗) =
1 + ln(ab)
b
. (188)
Additional consequences of Proposition 43 and Corollary 44
are that
P
{∣∣∣∣∣
k∑
i=1
(
σˆi − σi
)∣∣∣∣∣ ≥ δ
}
≤ exp
{
1
4
− p
2
0 δ
2n
8k
}
and
E
( k∑
i=1
(
σˆi − σi
))2 ≤ 6k + 8k ln(nk)
p20n
,
respectively, which follow from the triangle inequality; specif-
ically,∣∣‖A1‖(k) − ‖A2‖(k)∣∣ =
∣∣∣∣∣
k∑
i=1
(
σi(A1)− σi(A2)
)∣∣∣∣∣
≤
k∑
i=1
∣∣σi(A1)− σi(A2)∣∣, (189)
for any A1,A2 ∈ Rk1×k2 and k ∈
{
1,min{k1, k2}
}
, with
σ1(·) ≥ · · · ≥ σmin{k1,k2}(·) denoting the ordered singular
values of its (matrix) argument.41
And still further consequences of Proposition 43 and Corol-
lary 44 are that
P
{
k∑
i=1
(
σˆi − σi
)2 ≥ δ2} ≤ exp{1
4
− p
2
0 δ
2n
8k
}
and
E
[
k∑
i=1
(
σˆi − σi
)2] ≤ 6k + 8k ln(nk)
p20n
,
respectively, which follow from the standard norm inequality∥∥ak∥∥ ≤ ∥∥ak∥∥
1
,
∑
i=1
|ai|, any k and ak. (190)
Finally, for -dependent X and Y , variables X(k), Y (k)
defined via (73a) have mutual information I(X(k);Y (k)) given
by (73). Accordingly, a natural estimate of this mutual infor-
mation is
Iˆ(X(k);Y (k)) , 1
2
k∑
i=1
σˆ2i ,
for which the error is
Iˆ(X(k);Y (k))− I(X(k);Y (k)) = 1
2
k∑
i=1
(
σˆ2i − σˆ2i
)
+ o(2).
(191)
The results of Proposition 43 and Corollary 44 can be used
to bound the error (191); specifically, we have the following
corollary, whose proof is provided in Appendix VI-C.
41Note that (189), in turn, means that, more generally, Lemma 104 in
Appendix VI-A also quantifies the stability of Ky Fan k-norms.
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Corollary 46: Suppose PX,Y ∈ PX×Y is such that (183) is
satisfied for some p0 > 0, and let σˆi for i = 1, . . . ,K be de-
fined via (176) with PˆX,Y denoting the empirical distribution
based on n training samples. Then for any k ∈ {1, . . . ,K}
and 0 ≤ δ ≤√k/2/p20,
P
{∣∣∣∣∣12
k∑
i=1
(
σˆ2i − σ2i
)∣∣∣∣∣ ≥ δ
}
≤ exp
{
1
4
− p
4
0 δ
2n
8k
}
, (192)
and, for n such that n ≥ 16 ln(4kn),
E
∣∣∣∣∣12
k∑
i=1
(
σˆ2i − σ2i
)∣∣∣∣∣
2
 ≤ 6k + 8k ln(nk)
p40n
. (193)
More generally, it should be emphasized that, as the proofs
of Proposition 43, Corollary 44, and Corollary 46 reveal, their
results hold not only for the k dominant singular values σˆi
and σi, but for arbitrary (corresponding) subsets of k singular
values.
2) Sample Complexity of Feature Estimates: In this section,
we determine the number of samples required to obtain
accurate estimates
fˇk∗ =
(
fˇ∗1 , . . . , fˇ
∗
k
)
and gˇk∗ =
(
gˇ∗1 , . . . , gˇ
∗
k
)
of the features fk∗ and g
k
∗ , respectively, for k ∈ {1, . . . ,K−1}.
Our development focuses on measuring the accuracy of these
estimates by the extent to which they preserve as much of
the mutual information between X and Y as possible, in the
local sense, corresponding to σ21 + · · · + σ2k. Specifically, we
measure this via42
µk2(PX,Y , PˆX,Y )
, EPY
[∥∥EPX|Y [fk∗ (X)]∥∥2 − ∥∥EPX|Y [fˇk∗ (X)]∥∥2] .
(194)
To facilitate interpretation of the measure (194), note that since∥∥B˜ ΞX∥∥2
F
= EPY
[∥∥EPX|Y [fk(X)]∥∥2] (195)
with ΞX denoting the collection of feature vectors associated
with fk as defined in (41a), we have
max
f
k∈Fk
EPY
[∥∥EPX|Y [fk(X)]∥∥2]
= EPY
[∥∥EPX|Y [fk∗ (X)]∥∥2] = k∑
i=1
σ2i ,
where Fk is as defined in (35c).
We begin with the following tail probability bound, a proof
of which is provided in Appendix VI-D.
42To avoid unnecessarily cumbersome expressions, we have left implicit
the conditioning on fˇk∗ (·) in the expectation in (194).
Proposition 47: Let PX,Y ∈ PX×Y be such that (183) is
satisfied for some p0 > 0. Then for k ∈ {1, . . . ,K} and
0 ≤ δ ≤ 4k,43
P
fˇ
k
∗
{
EPY
[∥∥EPX|Y [fk∗ (X)]∥∥2 − ∥∥EPX|Y [fˇk∗ (X)]∥∥2] ≥ δ}
≤ (|X|+ |Y|) exp{−p0 δ2n
64 k2
}
,
(196)
where fˇ∗i for i = 1, . . . ,K − 1 are defined via (177a) and
(176), with PˆX,Y denoting the empirical distribution based on
n training samples.
Note that by symmetry, it also follows immediately from
Proposition 47 that
P
gˇ
k
∗
{
EPX
[∥∥EPY |X [gk∗ (Y )]∥∥2 − ∥∥EPY |X [gˇk∗ (Y )]∥∥2] ≥ δ}
≤ (|X|+ |Y|) exp{−p0 δ2n
64 k2
}
,
(197)
where, analogously, gˇ∗i for i = 1, . . . ,K − 1 are defined via
(177b) and (176).
A key consequence of Proposition 47 is the following
corollary, whose proof, provided in Appendix VI-E, makes
use of Lemma 45.
Corollary 48: Let PX,Y ∈ PX×Y be such that (183) is
satisfied for some p0 > 0. Then for k ∈ {1, . . . ,K} and
n sufficiently large that
p0n
64
≥ 1(|X|+ |Y|) (198a)
and
p0n
4
≥ ln
(p0n
64
(|X|+ |Y|)) , (198b)
we have
E
fˇ
k
∗
[(
EPY
[∥∥EPX|Y [fk∗ (X)]∥∥2 − ∥∥EPX|Y [fˇk∗ (X)]∥∥2])2]
≤
64k2
(
ln
[
p0n
(|X|+ |Y|)]− 3)
p0n
, (199)
where fˇ∗i for i = 1, . . . ,K − 1 are defined via (177a) and
(176), with PˆX,Y denoting the empirical distribution based on
n training samples, and where (with slight abuse of notation)
we use E
fˇ
k
∗
[·] to denote expectation with respect to the
distribution governing the random map fˇk∗ .
3) Complementary Sample Complexity Bounds: In Proposi-
tion 43, we bound the sample complexity of maximal correla-
tion estimates via a Frobenius norm bound, while in Proposi-
tion 47, we bound the sample complexity of feature estimates
via a spectral norm bound. However, we may interchange
these analyses, using spectral norm bounds to analyze sample
complexity of maximal correlation estimates, and Frobenius
norm bounds to analyze the sample complexity of feature
estimates.
43With slight abuse of notation, we use Pfˇk∗ {·} to denote probability with
respect to the distribution governing the random map fˇk∗ (·).
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In this way, we obtain complementary results. In particular,
we have the following alternative bound on the sample com-
plexity of maximal correlation estimates, a proof of which is
provided in Appendix VI-F.
Proposition 49: For PX,Y ∈ PX×Y, let p0 > 0 be such that
(183) is satisfied. Then for k ∈ {1, . . . ,K} and 0 ≤ δ ≤ k,
P
{
k∑
i=1
∣∣σˆi − σi∣∣ ≥ δ
}
≤ (|X|+ |Y|) exp{−p0 δ2n
4k2
}
,
(200)
where σˆi for i = 1, . . . ,K are defined via (176) with
PˆX,Y denoting the empirical distribution based on n training
samples.
Moreover, Proposition 49 can be used to obtain an alternative
version of Corollary 44.
Likewise, we have the following alternative bound on the
sample complexity of feature estimates, a proof of which is
provided in Appendix VI-G.
Proposition 50: Let PX,Y ∈ PX×Y be such that (183) is
satisfied for some p0 > 0. Then for k ∈ {1, . . . ,K} and
0 ≤ δ ≤ (4/p0)/
√
k/2,
P
fˇ
k
∗
{
EPY
[∥∥EPX|Y [fk∗ (X)]∥∥2 − ∥∥EPX|Y [fˇk∗ (X)]∥∥2] ≥ δ}
≤ exp
{
1
4
− p
2
0 δ
2n
128k
}
, (201)
where fˇ∗i for i = 1, . . . ,K − 1 are defined via (177a) and
(176), with PˆX,Y denoting the empirical distribution based on
n training samples.
Proposition 50 can similarly be used to obtain an alternative
version of Corollary 48.
Comparing (200) to (184) for maximum correlation esti-
mates, and (201) to (196) for feature estimates, we see that
the alternative bounds depend on the parameters in different
ways, and apply in different regimes. As such, each may be
better than the other in different regimes.
4) A Related Measure of Feature Quality: A natural mea-
sure of feature quality closely related to that defined in (194)
is
µk2′(PX,Y , PˆX,Y )
,
∥∥E[fk∗ (X) gk∗ (Y )T]− E[fˇk∗ (X) gˇk∗ (Y )T]∥∥F. (202)
See Appendix VI-H for an analysis of (202), which establishes
that sample complexity bounds very similar to those for (194)
apply.
5) Sample Complexity Error Exponent Analysis: Further
sample complexity results can be obtained in the limit n→∞
via large deviations analysis, complementing the results of
Sections VI-B1–VI-B3.
In this analysis, for a given PˆX,Y we focus on the empirical
DTM Bˆ whose (y, x)th entry is44
Bˆ(x, y) ,
PˆX,Y (x, y)√
PˆX(x)
√
PˆY (y)
, (203)
for which fˆ∗i , gˆ
∗
i , and σˆi for i = 1, . . . ,K are defined via the
modal decomposition
PˆX,Y (x, y) = PˆX(x) PˆY (y)
[
1 +
K−1∑
i=1
σˆi fˆ
∗
i (x) gˆ
∗
i (y)
]
,
(204)
where σˆ1 ≥ · · · ≥ σˆK−1 ≥ 0 and EPˆX
[
fˆ∗i (X) fˆ
∗
j (X)
]
=
EPˆY
[
gˆ∗i (Y ) gˆ
∗
j (Y )
]
= 1i=j for i, j ∈ {1, . . . ,K − 1}.
Eq. (204) corresponds to the singular value decomposition
Bˆ =
K−1∑
i=0
σˆiψˆ
Y
i
(
ψˆXi
)T
, (205)
where for i = 1, . . . ,K − 1 the singular vectors in (205) are
related to the feature vectors in (204) as in (181), and where
[cf. (14)]
σˆ0 = 1, ψˆ
X
0 (x) =
√
PˆX(x), ψˆ
Y
0 (y) =
√
PˆY (y).
Motivated by the analyses in the previous sections, we
consider the following neighborhoods of PX,Y :
S
F
δ(PX,Y ) ,
{
PˆX,Y ∈ PX×Y :
∥∥Bˆ−B∥∥
F
≤ δ
}
(206a)
S
s
δ(PX,Y ) ,
{
PˆX,Y ∈ PX×Y :
∥∥Bˆ−B∥∥
s
≤ δ
}
(206b)
S
k
δ (PX,Y ) ,
{
PˆX,Y ∈ PX×Y :∣∣∣∥∥BΨX(k)∥∥2F − ∥∥BΨˆX(k)∥∥2F∣∣∣ ≤ δ},
1 ≤ k ≤ K − 1,
(206c)
for any δ > 0, where Bˆ is the DTM corresponding to PˆX,Y .
We denote the k dominant singular vectors using ψˆXi , and
ψˆYi , and define
ΨˆX(k) ,
[
ψˆX1 · · · ψˆXk
]
and ΨˆY(k) ,
[
ψˆY1 · · · ψˆYk
]
.
(207)
Our main result relates the error exponents for (206c)
to those of (206a) and (206b); a proof is provided in Ap-
pendix VI-I.
Proposition 51: For any PX,Y ∈ relint(PX×Y), any 0 <
δ < Bmin(PX,Y ) with
Bmin(PX,Y ) , min
x∈X,y∈Y
B(x, y) > 0, (208)
44By contrast, in the preceding sections the analysis focused on the quasi-
CDM defined via (178), which uses true instead of empirical marginals and
removes the zeroth mode, resulting in the decomposition (176). However, the
re-use of notation is convenient. Also, more generally Bˆ(x, y) , 0 for all
(x, y) ∈ X× Y such that PˆX(x) = 0 or PˆY (y) = 0, consistent with (9).
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and SFδ(PX,Y ), S
s
δ(PX,Y ), and S
k
δ (PX,Y ) as defined in (206),
E
(
S
k
4δ
√
k(PX,Y )
) ≥ E−(SFδ(PX,Y )) = E∗(SFδ(PX,Y ))
(209a)
E
(
S
k
4δk(PX,Y )
) ≥ E−(Ssδ(PX,Y )) = E∗(Ssδ(PX,Y ))
≥ E∗
(
S
F
δ(PX,Y )
)
,
(209b)
for k ∈ {1, . . . ,K − 1}, where for S ⊆ PX×Y,
E(S) , − lim sup
n→∞
1
n
logP
{
PˆX,Y ∈ PX×Y\S
}
(210)
E∗(S) , − lim
n→∞
1
n
logP
{
PˆX,Y ∈ PX×Y\S
}
(211)
E−(S) , inf
PˆX,Y ∈PX×Y\S
D(PˆX,Y ‖PX,Y ). (212)
Proposition 51 quantifies, e.g., the relative difficulties of
achieving small ∑
x∈X,y∈Y
(
Bˆ(x, y)−B(x, y))2,
which corresponds to (206a), small45
max
(f,g)∈F1×G1
(
E
[
f(X) g(Y )
]− EPˆX,Y [f(X) g(Y )]),
which corresponds to (206b) when PˆX = PX and PˆY = PY
(and which is a good approximation for moderately large n),
and small∣∣∣EPY [∥∥EPX|Y [fk∗ (X)]∥∥2 − ∥∥EPX|Y [fˆk∗ (X)]∥∥2]∣∣∣
which corresponds to (206c)—and which is closely related to
achieving small∥∥∥E[fk∗ (X) gk∗ (Y )T]− E[fˆk∗ (X) gˆk∗ (Y )T]∥∥∥
F
,
according to the discussion of Section VI-B4.
Finally, the following lemma, whose proof is provided in
Appendix VI-J, provides a local characterization of related
Chernoff exponents.46
Lemma 52: For PZ ∈ relint(PZ) and every h : Z→ R such
that E [h(Z)] 6= 0 and var [h(Z)] > 0, and with PˆZ denoting
the empirical distribution formed from n i.i.d. samples of PZ ,
we have
lim
γ→0+
lim
n→∞
2
γ2n
logP
{∣∣∣∣∣EPˆZ
[
h(Z)
]
E [h(Z)]
− 1
∣∣∣∣∣ ≥ γ
}
= −
(
E [h(Z)]
)2
var [h(Z)]
. (213)
We can apply Lemma 52 to h(Z) = f(X) g(Y ) with Z =
(X,Y ) for different choices of f and g. In particular, it follows
45This is the special (k = 1) case of expressing ‖B− Bˆ‖(k) in the form
max
(f
k
,g
k
)∈Fk×Gk
[
E
[
f
k
(X)
T
g
k
(Y )
]− EPˆX,Y [fk(X)Tgk(Y )]].
46For related local exponent analysis, see, e.g., [57].
immediately that for any PX,Y ∈ relint(PX×Y), and any f and
g such that
E
[
f(X)2
]
= E
[
g(Y )2
]
= 1
E
[
f(X) g(Y )
] 6= 0
var
[
f(X) g(Y )
]
> 0,
we have
− lim
∆→0+
1
∆2
lim
n→∞
1
n
· log
[
P
{∣∣∣∣∣EPˆX,Y
[
f(X) g(Y )
]
E
[
f(X) g(Y )
] − 1∣∣∣∣∣ ≥ ∆
}]
=
1
2
E
[
f(X) g(Y )
]2
var
[
f(X) g(Y )
] . (214)
As one instance of (214), we can choose f = f∗1 and g =
g∗1 to quantify the sample complexity of estimating σ1. As
another, we can choose
f(x) =
1x=x0√
PX(x)
and g(y) =
1y=y0√
PY (y)
,
for some (x0, y0), to quantify the sample complexity of
estimating the (x0, y0)th entry of B, i.e.,
E
[
f(X) g(Y )
]
=
PX,Y (x0, y0)√
PX(x0)
√
PY (y0)
= B(x0, y0).
VII. COLLABORATIVE FILTERING AND MATRIX
FACTORIZATION
A variety of high-dimensional learning and inference prob-
lems can be addressed within the preceding framework of
analysis. One example is the design of recommender systems
[58] based on collaborative filtering [59]. These systems aim
to predict the preferences of individual users for various
items from (limited) knowledge of some of their and other
users’ item preferences, such as may be obtained from rat-
ings data and/or records of prior choices. Among the most
successful forms of collaborative filtering to date have been
matrix factorization methods based on latent factor models
and involving low-rank approximation techniques [60]–[62], a
subset of which are formulated as matrix completion problems
[63]–[66] or variations thereof [67], [68].
In applying such methods, the system designer must (implic-
itly or otherwise) choose: 1) how to model the available data
expressing user preferences; 2) what matrix representation to
factor; and 3) a criterion for evaluating the quality of candidate
factorizations. The large literature in this area reflects the
many choices available. In this section, we formulate the
collaborative filtering problem as one of Bayesian decision
making involving multi-attributes, and show that its solution
corresponds to a matrix factorization method that differs in
some significant respects from existing ones.
A. Bayesian Attribute Matching
As a convenient context popularized in [69], consider the
content-provider problem of recommending movies to sub-
scribers. Let X be the collection of subscribers, and let Y
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be the collection of available movies. In turn, (X,Y ) =
(x, y) ∈ X×Y denotes the event that the next instant a movie
is watched, it will be subscriber x watching movie y, and
PX,Y (x, y) denotes the probability of this event.
With this notation, the associated conditional PY |X(y|x)
denotes the probability that if x is the next subscriber to watch
a movie, he/she will select movie y. From this perspective,
the recommendation problem can be interpreted as identifying
values of y for which this conditional probability is high for
the given x, or more generally sampling from PY |X(·|x). Al-
ternatively, if one seeks to avoid biasing the recommendation
according to PY and replace it with a uniform distribution, we
sample from the distribution proportional to PX|Y (x|·) instead.
In practice, we must estimate PX,Y from data
(x1, y1), . . . , (xn, yn), where (xj , yj) is a record of subscriber
X = xj having selected movie Y = yj to watch at some
point in the past. In particular, we treat these n records as
i.i.d. samples from PX,Y . In the regime of interest, there are
comparatively few training samples n relative to the joint
alphabet size X × Y, so to obtain meaningful results the
procedure for estimating PX,Y must take this into account.
In the sequel, this is accomplished by exploiting attribute
variables, as we now develop.
In developing the key concepts, it is convenient to initially
treat PX,Y as known, then return to the scenario of interest in
which only the empirical distribution PˆX,Y is available.
To begin, we view the multi-attribute variables Uk and V k
in the Markov chain Uk ↔ X ↔ Y ↔ V k obtained in
Section V-D (and Section V-E) as the dominant attributes of
subscribers and movies, respectively. In turn the corresponding
Sk∗ and T
k
∗ , as defined in (91), represent sufficient statistics for
the detection of these attibutes.
Conceptually, for each movie y, there is an associated movie
multi-attribute V k(y) generated randomly from y according to
P
V
k|Y (·|y), as defined via (116b), that expresses its dominant
characteristic. Likewise, for the target subscriber x, there is
an associated movie multi-attribute V k◦ (x) generated randomly
from x according to P
V
k|X(·|x), as defined via (117a), that ex-
presses his/her preferred movie characteristic. Having defined
these multi-attributes, we can express the recommendation
problem as one of Bayesian decision-making among multi-
ple (not mutually exclusive) hypotheses. Specifically, Ey(x)
denotes the event that there is an attribute match with movie
y for subscriber x, i.e.,
Ey(x) ,
{
V k(y) = V k◦ (x)
}
. (215)
The following result characteries the movie recommenda-
tion rule that results from maximizing the expected number
of matches. A proof is provided in Appendix VII-A.
Proposition 53: Given k ∈ {1, . . . ,K−1}, l ∈ {1, . . . , |Y|},
PX,Y ∈ relint(PX×Y), and a collection Yˆ(x) of l (distinct)
movies for subscriber x ∈ X, let the number that are a match
be
M ,
∑
y∈Yˆ(x)
1Ey(x), (216)
where Ey(x) as defined in (215), with the movie multi-
attributes V k(y) (for movie y ∈ Y) and V k◦ (x) (for user x ∈ X)
being independent and distributed according to, respectively,
P
V
k|Y (·|y) and PV k|X(·|x) as defined via Proposition 30 and
Corollary 31, i.e., according to47
P
V
k
◦ ,V
k
,X,Y
(vk◦ , v
k, x, y)
= P
V
K |X(v
k
◦ |x)PV K |Y (vk|y)PX,Y (x, y). (217)
Then
E [M ] ≤ 1
2k
∑
y∈Yˆ∗(x)
(
1 + 2
k∑
i=1
σi f
∗
i (x) g
∗
i (y)
)
+ o(2),
(218)
where
Yˆ
∗(x) ,
{
y∗1(x), . . . , y
∗
l (x)
}
(219)
is constructed sequentially according to
y∗1(x) , arg max
y∈Y
k∑
i=1
σi f
∗
i (x) g
∗
i (y) (220a)
y∗j (x) , arg max
y∈Y\{y∗1 (x),...,y∗j−1(x)}
k∑
i=1
σi f
∗
i (x) g
∗
i (y), (220b)
j = 2, . . . , l.
Moreover, the inequality in (218) holds with equality when
we choose Yˆ(x) = Yˆ∗(x).
Note that in the case l = 1, the criterion in Proposition 53
specializes to the probability of a decision error, which our
result establishes is minimized by the use of the maximum
a posteriori (MAP) decision rule, generalizing the familiar
result for Bayesian hypothesis testing. More generally, Propo-
sition 53 establishes that we maximize the expected number
of matches in our list by an MAP list decision rule: we
recommend to subscriber x the l movies having the l highest
probabilities of an attribute match. Note, too, that using (25b)
we can write the k-dimensional (weighted) inner product that
is the core computation in (220) in the form
k∑
i=1
σi f
∗
i (x) g
∗
i (y) =
k∑
i=1
g∗i (y)E
[
g∗i (Y ) | X = x
]
,
which provides additional interpretation of the maximum inner
product decision rule.
B. Interpretation as Matrix Factorization
To interpret Bayesian attribute matching as a form of matrix
factorization, we have the following result establishing the
decision rule as a maximum likelihood one based on a rank-
reduced approximation to PX,Y .
Corollary 54: Given k ∈ {1, . . . ,K − 1}, l ∈ {1, . . . , |Y|},
and PX,Y ∈ relint(PX×Y), the optimum recommendation list
in Proposition 53 can be expressed in the form
y∗1(x) = arg max
y∈Y
P
(k)
X|Y (x|y) (221a)
y∗j (x) = arg max
y∈Y\{y∗1 (x),...,y∗j−1(x)}
P
(k)
X|Y (x|y), (221b)
j = 2, . . . , l.
47Note that (217) implies, e.g., 1) V k◦ ↔ (X,Y ) ↔ V k; 2) X ↔ Y ↔
V
k; and 3) V k◦ ↔ X ↔ Y . These, in turn, imply, e.g., V k◦ ↔ X ↔ V k
and V k◦ ↔ X ↔ V k .
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where
P
(k)
X|Y (x|y) ,
P
(k)
X,Y (x, y)
PY (y)
.
with P (k)X,Y as defined in (73a).
This corollary is an immediate consequence of the fact that
the objective function in (220) can be equivalently written in
terms of P (k)X,Y ; specifically,
k∑
i=1
σi f
∗
i (x) g
∗
i (y) =
P
(k)
X,Y (x, y)
PX(x)PY (y)
− 1.
Moreover, P (k)X,Y is the distribution corresponding to B˜
(k),
which is the rank-k approximation to B˜ obtained by retaining
the dominant k modes in the SVD of B˜. Equivalently, B˜(k)
is the rank-constrained approximation to B˜ obtained by min-
imizing
∥∥B˜ − B˜(k)∥∥
F
, which follows from the well-known
matrix approximation theorem [70] [24, Corollary 7.4.1.3(a)
and Section 7.4.2] [47, Theorem 2.4.8]:48
Lemma 55 (Eckart-Young): If A and A˜ are k1 × k2
matrices such that A has singular values σ1(A) ≥ · · · ≥
σmin{k1,k2}(A) and rank(A˜) ≤ k, then
∥∥A− A˜∥∥2
F
≥
min{k1,k2}∑
i=k+1
σ2i . (222)
C. Collaborative Filtering Based on Attribute Matching
The preceding results lead directly to a straightforward
collaborative filtering procedure. In particular, given a history
(174) of n prior movie selections by users, modeled as drawn
i.i.d. from PX,Y , we form the empirical distribution PˆX,Y ,
and use this distribution in Proposition 53 and Corollary 54.
Consistent with the discussion in Section VI-B, we focus on
the case in which PX and PY can be accurately estimated,
but PX,Y cannot.
As such, we effectively obtain the dominant k modes from
the modal decomposition (176) using Algorithm 1 with the
empirical distribution, then use the resulting σˆi, fˆ
∗
i , and gˆ
∗
i ,
for i = 1, . . . , k, to form the score function
k∑
i=1
σˆi fˆ
∗
i (x) gˆ
∗
i (y),
whose maxima over y for a given subscriber x produce the
movie recommendations. As our analysis in Section VI-B
reflects, we can expect the estimated modes to be accurate
provided k is sufficiently small relative to n. The complete
procedure takes the form of Algorithm 2.
It is worth emphasizing that the attribute matching approach
to collaborative filtering dictates factoring Bˆ as defined in
(179), which differs from other approaches used in the liter-
ature. For example, popular alternatives include factoring the
matrix representation PˆY,X of PˆX,Y itself [61], and factoring
the matrix representation for pointwise mutual information
48As discussed in [71], the original version of this approximation theorem
was actually due to Schmidt [72].
Algorithm 2 Collaborative Filtering by Attribute-Matching
Require: Subscriber list X, movie list Y, selections history T,
i.e., PˆX,Y , dimension k, recommendation list size l, target
subscriber x
1. Estimate k modes of PX,Y from PˆX,Y via ACE:
σˆi, fˆi(·), gˆi(·), for i = 1, . . . , k
2. Initialize recommendation list: Yˆ∗ = ∅
3. Initialize candidates list: Y¯ = Y
for j = 1, . . . , l do
4a. y∗ ← arg max
y∈Y¯
k∑
i=1
σˆi fˆ
∗
i (x) gˆ
∗
i (y)
4b. Update recommendation list: Yˆ∗ ← Yˆ∗ ∪ {y∗}
4c. Update candidates list: Y¯← Y¯ \ {y∗}
end for
[73] (information density [74]), i.e., the matrix whose (y, x)th
entry is
log
PˆX,Y (x, y)
PX(x)PY (y)
, (223)
as arises in natural language processing [75], [76].
D. Extensions
Finally, a natural alternative to the procedure of Corollary 54
are the recommendations
y∗1(x) = arg max
y∈Y
P
(k)
Y |X(y|x) (224a)
y∗j (x) = arg max
y∈Y\{y∗1 (x),...,y∗j−1(x)}
P
(k)
Y |X(y|x), (224b)
j = 2, . . . , l.
where
P
(k)
Y |X(y|x) ,
P
(k)
X,Y (x, y)
PX(x)
.
Unlike that of Corollary 54, this procedure includes the effect
of PY in its recommendations. It is obtained by replacing (216)
with
M ,
∑
y∈Yˆ(x)
PY (y)1Ey(x),
and analytically extending the local analysis to  = 1, i.e.,
relaxing the weak dependence constraint.
VIII. SOFTMAX REGRESSION
As we develop in this section, a further characterization of
the universal features in Proposition 2 is as the optimizing
parameters in softmax regression (i.e., multinomial logistic
regression) in the weak-dependence regime. Softmax regres-
sion [77], which originated with the introduction of logistic
regression by Cox [78], has proven to be an extraordinarily
useful classfication architecture in a wide range of practical
applications, and has well known approximation properties—
see, e.g., [79]–[81]. As such, viewing our results from this
perspective yields additional interpretations and insights. More
generally, this form of regression can be expressed as an ele-
mentary form of neural network, and thus its analysis is useful
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in relating the preceding results to aspects of contemporary
neural networks.
In softmax regression, for a class index Y and k-
dimensional real-valued data S we fit a posterior of the form
P˜ g,βY |S(y|s) = PY (y) es
T
g(y)+β(y)−α(s),
to some PS,Y by choosing parameters g and β. Note that g
is defined by49 |Y| parameter vectors g(1), . . . , g(|Y|), each of
dimension k. Likewise, β is defined by |Y| scalar parameters
β(1), . . . , β(|Y|).
We characterize the optimizing softmax parameters in the
weak-dependence regime as follows; a proof is provided in
Appendix VIII-A.
Proposition 56: Given PX,Y ∈ PX×Y such that X,Y are
-dependent for some  > 0, a dimension k, and s = f(x) for
some f : X 7→ Rk, let
PS,Y (s, y) =
∑
{x : f(x)=s}
PX,Y (x, y)
be the induced distribution, and let PS denote the associated
induced marginal, with µS its mean, and ΛS its covariance,
which we assume to be nonsingular.50 Let
P˜
Y
s (PY ) ,
{
P ∈ PY :
P = P˜ g,βY |S(y|s) , PY (y) es
T
g(y)+β(y)−α(s)
for some β : Y 7→ R and g : Y 7→ Rk
}
(225)
denote the exponential family with natural statistic g(y) and
natural parameter s ∈ S, where S , f(X). Then
min
P˜Y |S(·|s)∈P˜Ys (PY )
∑
s∈S
PS(s)D
(
PY |S(·|s)
∥∥ P˜Y |S(·|s))
= I(Y ;S)− 1
2
E
[∥∥Λ−1/2S (µS|Y (Y )− µS)∥∥2]+ o(2)
(226)
with
µS|Y (y) , E
[
S|Y = y], (227)
and is achieved by the parameters
g(y) = g∗,S(y) , Λ−1S
(
µS|Y (y)− µS
)
+ o() (228a)
β(y) = β∗,S(y) , −µTS g∗,S(y) + o(), (228b)
i.e.,
P˜ ∗Y |S(y|s)
∝ PY (y) exp
{
(s−µS)TΛ−1S (µS|Y (y)−µS)
}(
1 + o(1)
)
.
(228c)
49In this section, we omit the supercript notation that we previously used
to explicity indicate the dimension of a multi-dimensional variable.
50It is comparatively straightforward to verify that when ΛS is singular, the
proposition holds provided we replace the inverse Λ−1S wherever it appears
with the Moore-Penrose pseudoinverse Λ†S and add to g∗,S(y) any g∅(y) ∈
null(ΛS) such that E
[
g∅(Y )
]
= 0.
A. Relation to Gaussian Mixture Analysis
It is useful to note that the optimum posterior (228c) in
Proposition 56 matches that for a Gaussian mixture in which
the components depend weakly on the class index, despite the
fact that there are no Gaussian assumptions in the proposition.
In particular, suppose that PS|Y (·|y) = N(µS|Y (y),ΛS|Y ),
where ΛS|Y is positive definite and, as the notation reflects,
does not depend on y, and where µS|Y (y) , µS+ e(y) with
E
[
e(Y )
]
= 0 and  > 0. Then
PY |S(y|s)
∝ PY (y)PS|Y (s|y)
∝ PY (y) exp
{
−1
2
(s− µS|Y (y))TΛ−1S|Y (s− µS|Y )
}
= PY (y) exp
{
−1
2
[
(s− µS)TΛ−1S|Y (s− µS)
+ 2 (s− µS|Y (y))TΛ−1S|Y (µS − µS|Y (y))
+ (µS − µS|Y (y))TΛ−1S|Y (µS − µS|Y (y))
]}
(229)
∝ PY (y) exp
{
(s− µS|Y (y))TΛ−1S|Y (µS|Y (y)− µS)
}
· (1 + o(1))
(230)
= PY (y) exp
{
(s−µS)TΛ−1S (µS|Y (y)−µS)
}
(1 + o(1)),
(231)
as  → 0, where to obtain (229) we have used the simple
expansion
s− µS|Y (y) = (s− µS) + (µS − µS|Y (y)),
and to obtain (230) we have used that in the exponent in (229)
the first term does not depend on y, the second term is O(),
and the third term is o(). To obtain (231) we have used that
µS|Y −µS and Λ−1S −Λ−1S|Y are both o(1). Hence, (231) and
(228c) match, to first order.
B. Optimum Feature Design
Proposition 56 describes the optimizing softmax weights
g and biases β for a given choice of f . When we further
optimize over the choice of f , we obtain a direct relation to
the modal decomposition of Proposition 2 and the universal
posterior (80). In particular, we have the following result, a
proof of which is provided in Appendix VIII-B.
Corollary 57: Given dimension k ∈ {1, . . . ,K−1}, if PX,Y
is such that fk∗ as defined in (34) is injective (i.e., a one-to-one
function), then
min
{injective f :
s=f(x)}
∑
s∈S
PS(s)D
(
PY |S(·|s)
∥∥ P˜ ∗Y |S(·|s))
=
1
2
K∑
i=k+1
σ2i + o(
2),
(232)
and is achieved by
fi(x) = f
∗
i (x), x ∈ X, i = 1, . . . , k, (233)
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with f∗i as defined in Proposition 2 . Moreover, for this choice
of f , the parameters
g∗,S(y) =
(
g∗,S1 (y), . . . , g
∗,S
k (y)
)
and β∗,S(y)
in Proposition 56 take the form
g∗,Si (y) = σi g
∗
i (y), y ∈ Y, i = 1, . . . , k, (234a)
β∗,S = 0 (234b)
where g∗i (y) and σi are as defined in Proposition 2, and thus
P˜ ∗Y |S∗(y|fk∗ (x))
∝ PY (y) exp
{
k∑
i=1
σif
∗
i (x) g
∗
i (y)
}(
1 + o(1)
)
.
(235)
C. Neural Network Insights
Since softmax regression can be interpreted as a simple
neural network classifier with a single hidden layer [82], [83],
our results can be equivalently expressed in terms of the
optimization of such networks. Moreover, with the interpre-
tation of universal features as a solution to a local information
bottleneck as developed in Section V-E, these results shed
insight into recent analyses of deep learning based on such
bottlenecks [84]–[88] as well as related information-theoretic
analyses [89].
The neural network architecture associated with softmax
analysis is, in our notation, as depicted in Fig. 3. The input
layer uses a so-called “one-hot” representation of the input
x, corresponding to weights 1x=j . Next, in the hidden layer,
features si = fi(x) of the input x are generated using weights
fi(j). Finally, in the output layer, the (unnormalized) log-
posterior τ(y) is constructed according to
τ(y) =
k∑
i=1
si gi(y) + β(y), y = 1, . . . , |Y|
using output layer weights gi(y) and biases β(y). The τ(y)
are then combined and normalized to produce the posterior
via the softmax processing
P ∗Y |X(y|x) =
eτ(y)
|Y|∑
y
′
=1
eτ(y
′
)
= ς
− ln ∑
y
′ 6=y
eτ(y
′
)−τ(y)
 ,
(236a)
where
ς(ω) , 1
1 + e−ω
(236b)
is the sigmoid function [83].
For such networks and their multi-layer generalizations, the
optimization of the weights and biases is typically carried
out using stochastic gradient descent (SGD) [83]. As such,
Proposition 56 implies that SGD is effectively computing
empirical conditional expectations, and as such corresponds
to an approximation to one step of the ACE algorithm. More
generally, Corollary 57 establishes that jointly optimizing the
softmax parameters and data embeddings (features) can be
accomplished iteratively via the full ACE algorithm.
To see this, let PˆS,Y denote the empirical distribution for
induced training data
Tf = {(s1, y1), . . . , (sn, yn)}
generated from PS,Y , and note that∑
s∈S
PˆS(s)D
(
PˆY |S(·|s)
∥∥ P˜ g,βY |S(·|s))
= Hˆ(Y |S)− EPˆS,Y
[
log P˜ g,βY |S(Y |S)
]︸ ︷︷ ︸
,`(g,β)
,
where `(g, β) is the likelihood function, and Hˆ(Y |S) denotes
the empirical conditional entropy. Then if the number of
training samples is sufficiently large that, effectively,51
PˆY (y) =
∑
s∈S
PˆS,Y (s, y) = PY (y), y ∈ Y,
the maximum-likelihood parameters are, via Proposition 56
gˆ∗,S(y) = Λˆ
−1
S
(
µˆS|Y (y)− µˆS
)
+ o() (237a)
βˆ∗,S(y) = −µˆTS gˆ∗,S(y) + o(), (237b)
where
µˆS = EPˆS
[
S
]
µˆS|Y (y) = EPˆS|Y (·|y)
[
S
]
ΛˆS = EPˆS
[(
S − µˆS
)(
S − µˆS
)T]
,
with
PˆS(s) =
∑
y∈Y
PˆS,Y (s, y), s ∈ S
PˆS|Y (s|y) =
PˆS,Y (s, y)
PY (y)
, s ∈ S, y ∈ Y.
Likewise, further optimizing the likelihood for the training
data (174) with respect to f such that s = f(x) under the
condition that PˆS(s) = PS(s) for s ∈ S yields that
fˆi(x) = fˆ
∗
i (x) and gˆi(y) = σˆi gˆ
∗
i (y), i ∈ {1, . . . , k}
for i ∈ {1, . . . , k}, where fˆi, gˆi, and σˆi are as defined in the
analysis of Section VI-B and can (effectively) be computed
via Algorithm 1; specifically, they characterize the modal
decomposition of the empirical distribution as expressed by
(176).
Such analysis suggests the potential for alternatives to
SGD that more directly approximate empirical conditional
expectation, and for interpretations of the iterative matrix fac-
torizations inherent in, e.g., [90], [91]. Moreover, our analysis
provides an upper bound (232) on performance against which
the performance of various weight optimization strategies can
be measured.
51There are only |Y|−1 degrees of freedom in PY , so that when |S| is large,
as we assume, PY can be more accurately estimated from a given number
of samples than PS,Y , since the latter is described by |S||Y| − 1 degrees of
freedom.
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Fig. 3: A neural network representation of our softmax regression framework. In this network, we use a one-hot representation
of the input x, corresponding to the kronecker weights 1x=j . The hidden layer is characterized by the feature weights fi(j)
for i ∈ {1, . . . , k}, j ∈ {1, . . . , |X|}, and the output layer is parameterized by the weights gi(y) and biases β(y), for
i ∈ {1, . . . , k}, y ∈ {1, . . . , |Y|}. The the softmax processing, as defined in (236), is represented by the sigmoid function ς(·)
and operates on the unnormalized log-posterior τ(y).
Finally—and perhaps as importantly—we can view existing
neural network implementations as a tool for efficiently com-
puting conditional expectations. Indeed, direct computation
of empirical conditional expectations can be prohibitively
expensive in practice for typical alphabet sizes, which the use
of SGD can circumvent.
Ultimately, these insights clarify both the importance of
nonlinear activation functions in neural network, and the value
of multilayer architectures, the details of which will be more
fully described and developed in a subsequent paper.
IX. GAUSSIAN DISTRIBUTIONS AND LINEAR FEATURES
There is a natural counterpart to the development of the
paper to this point for the case when X,Y are jointly Gaussian.
As we will describe, the resulting features in this case are
linear, and closely related to canonical correlation analysis
(CCA) [92]–[94] and principal component analysis (PCA) [8],
[95], [96]. More generally, the associated framework provides
an analysis for the case of arbitrary distributions of continuous-
valued variables subject to linear processing constraints.
A. Gaussian Variables
We begin with some convenient terminology, notation, and
conventions. Our development focuses on Gaussian variables
that take the form of (column) vectors. We use N(µZ ,ΛZ)
to denote the corresponding distribution of such a variable52
Z ∈ RKZ , where µZ and ΛZ denote the associated mean
52In our Gaussian development, to avoid certain notational conflicts we
drop the use of boldface characters for random vectors, but retain them for
nonrandom ones, and to further simplify notation, we also forgo the use of
superscripts to indicate the dimension of a variable, as in Section VIII.
vector and covariance matrix, respectively, parameterizing the
distribution, i.e.,
PZ(z) =
|ΛZ |−1/2
(2pi)KZ/2
exp
{
−1
2
(z − µZ)TΛ−1Z (z − µZ)
}
,
(238)
with | · | denoting the determinant of its argument. Without
loss of generality, we restrict our attention to variables Z such
that ΛZ is (strictly) positive definite since otherwise we may
eliminate the associated redundancy by reducing the dimen-
sionality of Z until the covariance matrix is positive definite.
Also, for simplicity of exposition we restrict our attention to
zero-mean variables whenever possible, while recognizing that
nonzero means are unavoidable when conditioning on other
such variables. The extension to the more general case is
straightforward.
It will frequently be convenient to work with the following
equivalent representation of a random variable.
Definition 58 (Normalized Variable): For a variable Z ∈
RKZ with mean µZ and covariance ΛZ , the corresponding
normalized variable is
Z˜ , Λ−1/2Z (Z − µZ) (239)
and has mean 0 and covariance I.
In the sequel, we will generally use ˜ notation to indicate
variables normalized according to Definition 58.
Next, consider an arbitrary pair of Gaussian variables, Z ∈
RKZ and W ∈ RKW , which are jointly represented by
C =
[
Z
W
]
∼ N(0,ΛC), (240a)
where
ΛC = E
[
CCT
]
=
[
ΛZ ΛZW
ΛWZ ΛW
]
, (240b)
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so Z ∼ N(0,ΛZ), W ∼ N(0,ΛW ), ΛWZ = E
[
WZT
]
, and
ΛZW = Λ
T
WZ .
It will frequently be convenient to express the relationship
between such variables in the familiar innovations form, the
notation for which we summarize as follows.
Lemma 59 (Innovations Form and MMSE Estimation): For
any zero-mean jointly Gaussian variables Z,W characterized
by ΛZ , ΛW , and ΛZW , we have
Z = ΓZ|W W + νW→Z , (241)
with gain matrix
ΓZ|W , ΛZWΛ−1W , (242)
and where νW→Z ∼ N(0,ΛZ|W ) is independent of W and
thus
ΛZ|W = E
[
νW→Z ν
T
W→Z
]
= ΛZ −ΛZWΛ−1W ΛWZ . (243)
Moreover, the MMSE estimate of Z based on W follows
immediately as
Zˆ(W ) = E
[
Z|W ] = ΓZ|W W, (244)
for which the mean-square error (MSE) in the resulting
estimation error νW→Z is, from (243),
λZ|We , E
[∥∥νW→Z∥∥2] = tr(ΛZ|W ). (245)
B. The Modal Decomposition of Covariance
For the model of interest involving zero-mean jointly Gaus-
sian X ∈ RKX and Y ∈ RKY with covariances ΛX and
ΛY , respectively, and cross-covariance ΛXY , it follows that
the correlation structure among the equivalent normalized
variables
A˜ ,
[
X˜
Y˜
]
(246)
is
ΛA˜ =
[
I B˜T
B˜ I
]
, (247)
where
B˜ , Λ−1/2Y ΛY X Λ
−1/2
X = Λ
−1/2
Y ΓY |X Λ
1/2
X (248)
plays the role in Gaussian analysis corresponding to B˜ in the
discrete case [3]. We recognize B˜ as, of course, the central
quantity in CCA, and refer to it as the canonical correlation
matrix (CCM).
The SVD of B˜ takes the form
B˜ = ΨY Σ
(
ΨX
)T
=
K∑
i=1
σiψ
Y
i
(
ψXi
)T
, (249)
with
K , min{KX ,KY }, (250)
where Σ is an KY ×KX diagonal matrix whose K diagonal
entries are σ1, . . . , σK , where
ΨX =
[
ψX1 · · · ψXKX
]
(251a)
ΨY =
[
ψY1 · · · ψYKY
]
(251b)
are KX×KX and KY ×KY orthogonal matrices, respectively,
and where, as before, we order the singular values according
to σ1 ≥ · · · ≥ σK .
Analogous to the case of finite alphabets, B˜ is a contractive
operator representing conditional expectation, i.e., σi ≤ 1 for
i = 1, . . . ,K, as is the case for B˜ in the finite-alphabet
case. In particular, this follows from the following standard
result, a derivation of which we provide for convenience in
Appendix IX-A.
Fact 60: Let M be a matrix such that
Λ =
[
I M
MT I
]
is symmetric, and let σi(M) denote the ith singular value of
M. Then Λ is positive semidefinite if and only if σi(M) ≤ 1
for all i. More specifically, the ith pair of eigenvalues of Λ
are 1± σi(M) and the remaining eigenvalues are all unity.
In turn, the SVD (249) yields the following modal decom-
position of the covariance ΛY X .
Proposition 61: Let X ∈ RKX , Y ∈ RKY be zero-mean
jointly Gaussian variables characterized by ΛX , ΛY , and
ΛXY , and let (249) denote the SVD of its CCM (248). Then
there exist invertible linear mappings (coordinate transforma-
tion)
S∗ , f∗(X) =
[
f∗1 (X) · · · f∗KX (X)
]T , (F∗)TX
(252a)
T ∗ , g∗(Y ) =
[
g∗1(Y ) · · · g∗KY (Y )
]T , (G∗)TY
(252b)
satisfying
E
[
f∗(X) f∗(X)T
]
=
(
F∗
)T
ΛX F
∗ = I (253a)
E
[
g∗(Y ) g∗(Y )T
]
=
(
G∗
)T
ΛY G
∗ = I, (253b)
such that
E
[
g∗(Y ) f∗(X)T
]
= Σ, (254)
i.e.,
ΛY X =
(
G∗
)−T
Σ
(
F∗
)−1
= ΛY G
∗Σ
(
F∗
)T
ΛX . (255)
Proof: Let
F∗ , Λ−1/2X Ψ
X (256a)
G∗ , Λ−1/2Y Ψ
Y , (256b)
which we note satisfy (253)(
F∗
)T
ΛX F
∗ =
(
ΨX
)T
Λ
−1/2
X ΛXΛ
−1/2
X Ψ
X = I(
G∗
)T
ΛY G
∗ =
(
ΨY
)T
Λ
−1/2
Y ΛY Λ
−1/2
Y Ψ
Y = I.
Moreover, since (
F∗
)−1
=
(
ΨX
)T
Λ
1/2
X(
G∗
)−1
=
(
ΨY
)T
Λ
1/2
Y ,
it follows that (255) is satisfied, i.e.,(
G∗
)−T
Σ
(
F∗
)−1
= Λ
1/2
Y Ψ
Y Σ
(
ΨX
)T
Λ
1/2
X = ΛY X ,
where to obtain the last equality we have used (249).
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One consequence of Proposition 61 are the following
conditional expectation relations, which are derived in Ap-
pendix IX-B
Corollary 62: The features f∗ and g∗ defined via (256)
satisfy
Σ f∗(X) = E
[
g∗(Y ) | X] (257a)
Σ g∗(Y ) = E
[
f∗(X) | Y ]. (257b)
Finally, note that B˜ has the interpretation of the gain
matrix in estimates of Y˜ based on X˜ (and vice-versa). In
particular, from Lemma 59 it is readily verified that we have
the innovations form
Y˜ = B˜X˜ + ν˜, (258)
i.e., ΓY˜ |X˜ = B˜, with
E
[
ν˜ν˜T
]
= ΛY˜ |X˜ = I− B˜B˜T,
so the resulting MSE in the MMSE estimate
ˆ˜Y (X˜) = E
[
Y˜ |X˜] = B˜X˜ (259)
is
λ˜e , E
[‖ν˜‖2] = tr(I− B˜B˜T) = KY − ‖B˜‖2F. (260)
As such, the SVD (249) has the further interpretation as a
modal decomposition of the MMSE estimator (259).
C. Variational Characterization of the Modal Decomposition
As in the discrete case, the linear features
(
f∗,g∗
)
in
Proposition 61 can be equivalently obtained from a variational
characterization, via which we obtain the key connection to
CCA [92]–[94].
Proposition 63: For any k ∈ {1, . . . ,K}, let F∗(k) and G∗(k)
denote the first k columns of F∗ and G∗, respectively, in
Proposition 61, i.e.,
S∗(k) ,
(
F∗(k)
)T
X ,
[
f∗1 (X) · · · f∗k (X)
]T
(261a)
T ∗(k) ,
(
G∗(k)
)T
Y ,
[
g∗1(Y ) · · · g∗k(Y )
]T
. (261b)
Then(
F∗(k),G
∗
(k)
)
= arg min
(F(k),G(k))∈L
E
[∥∥FT(k)X −GT(k)Y ∥∥2]
= arg max
(F(k),G(k))∈L
σ(F(k),G(k)), (262)
where
σ(F(k),G(k)) , E
[(
FT(k)X
)T
GT(k)Y
]
= tr
(
GT(k)ΛY XF(k)
)
(263)
and
L ,
{
(F(k),G(k)) : F
T
(k)ΛX F(k) = G
T
(k)ΛY G(k) = I
}
.
(264)
Moreover, the resulting maximal correlation (generalized Pear-
son correlation coefficient) is
σ(F∗(k),G
∗
(k)) = tr
((
G∗(k)
)T
ΛY XF
∗
(k)
)
=
k∑
i=1
σi, (265)
the Ky Fan k-norm of B˜.
Proof: Without loss of generality, we reparameterize F(k)
and G(k) in terms of new matrices
53 ΞX and ΞY according
to
F(k) = Λ
−1/2
X Ξ
X (266a)
G(k) = Λ
−1/2
Y Ξ
Y , (266b)
in which case
σ(F(k),G(k)) = tr
(
GT(k)ΛY XF(k)
)
= tr
((
ΞY
)T
B˜ ΞX
)
,
(267)
and (264) dictates that(
ΞX
)T
ΞX =
(
ΞY
)T
ΞY = I. (268)
From Lemma 4, it follows immediately that (267) is maxi-
mized subject to (268) when we choose
ΞX = ΨX(k) (269a)
ΞY = ΨY(k), (269b)
where
ΨX(k) ,
[
ψX1 · · · ψXk
]
(270a)
ΨY(k) ,
[
ψY1 · · · ψYk
]
, (270b)
and the resulting maximal correlation is (265), i.e.,
F∗(k) = Λ
−1/2
X Ψ
X
(k) (271a)
G∗(k) = Λ
−1/2
Y Ψ
Y
(k), (271b)
as claimed.
D. Local Gaussian Information Geometry
It will sometimes be useful to define a local analysis
for Gaussian variables. For such analysis, there is a natural
counterpart of the χ2-divergence (45b) used in the finite-
alphabet case. In particular, we will make use of the following
notion of neighborhood.
Definition 64 (Gaussian -Neighborhood): For a given
 > 0, the -neighborhood of a K0-dimensional Gaussian
distribution P0 = N(µ0,Λ0) with positive definite Λ0 is
the set of Gaussian distributions in the following generalized
divergence ball of radius 2 about P0, i.e.,
N
K0
 (P0) ,
{
P ′ = N(µ,Λ) : D¯(P ′‖P0) ≤ 2K0
}
, (272a)
where for P = N(µP ,ΛP ) and Q = N(µQ,ΛQ) with positive
definite ΛQ,
D¯(P‖Q) , (µP − µQ)TΛ−1Q (µP − µQ)
+
1
2
∥∥Λ−1/2Q (ΛP −ΛQ)Λ−1/2Q ∥∥2F. (272b)
53We refer to ΞX and ΞY as the feature weights associated with the
linear features S and T , and note that they play the role in Gaussian analysis
corresponding to that played by the feature vectors ΞX and ΞY in the discrete
case.
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Just as D(·‖·), is invariant to a change of coordinates,
D¯(·‖·) is invariant to invertible linear transformation of vari-
ables, i.e., mappings of the form Z ′ = AZ + c with
nonsingular A. In particular, we have the following result.
Lemma 65: Let N(µP ,ΛP ) and N(µQ,ΛQ) be K0-
dimensional Gaussian distributions with nonsingular ΛQ.
Then for any nonsingular matrix A vector c of compatible
dimensions,
D¯
(
N(µP ,ΛP )
∥∥ N(µQ,ΛQ))
= D¯
(
N
(
AµP + c,AΛPA
T) ∥∥ N(AµQ + c,AΛQAT)).
(273)
A proof of this invariance is provided in Appendix IX-C,
and makes use of the following simple identity.
Lemma 66: For any symmetric matrices M1 and M2 of
equal dimension,∥∥M1/21 M2M1/21 ∥∥2F = tr(M1M2M1M2). (274)
E. Weakly Correlated Variables
An instance of the local analysis of Section IX-D corre-
sponds to weak correlation between variables, a concept we
formally define as follows.
Definition 67 (-Correlation): Let Z and W be zero-mean
jointly Gaussian with dimensions KZ and KW , respectively.
Then Z and W are -correlated when
PZ,W ∈ NKZ+KW (PZPW ), (275)
where PZ and PW are the marginal distributions associated
with PZ,W .
The following lemma, a proof of which is provided in
Appendix IX-D, is useful in further characterizing -correlated
variables.
Lemma 68: For any  > 0 and zero-mean, -correlated
jointly Gaussian variables Z,W characterized by ΛZ , ΛW ,
and ΛZW ,
D¯(PZ,W ‖PZPW ) = 2
∥∥ΦZ|W∥∥2
F
, (276)
where
ΦZ|W , 1

Λ
−1/2
Z ΛZWΛ
−1/2
W , (277)
which we refer to as the innovation matrix.
In particular, it follows immediately from Lemma 68 that
Z,W being -correlated is equivalent to the condition∥∥ΦZ|W∥∥2
F
≤ KZ +KW . (278)
It also follows that Z,W are -correlated when, on av-
erage, PZ|W (·|w) ∈ NKZ+KW (PZ). The following lemma
is useful in establishing this result; a proof is provided in
Appendix IX-E.
Lemma 69: For any  > 0 and zero-mean, -correlated
jointly Gaussian variables Z,W characterized by ΛZ , ΛW ,
and ΛZW ,
D¯(PZ|W (·|w)‖PZ) = 2
∥∥ΦZ|Ww∥∥2 + o(2), (279)
where ΦZ|W is as defined in (277).
Our further equivalent condition for -correlation is then
a consequence of the following result, a proof of which is
provided in Appendix IX-F.
Lemma 70: For any  > 0 and zero-mean, -correlated
jointly Gaussian variables Z,W characterized by ΛZ , ΛW ,
and ΛZW , we have
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EPW
[
D¯(PZ|W (·|W )‖PZ)
]
= D¯(PZ,W ‖PZPW )
(
1 + o(1)
)
.
(281)
Finally, yet another such equivalent notion of -correlation
is
I(Z;W ) = D(PZ,W ‖PZPW ) ≤ 2(KZ +KW ) (282)
where for Gaussian distributions, KL divergence takes the
familiar form
D
(
N(µP ,ΛP )‖N(µQ,ΛQ)
)
=
1
2
[
(µP − µQ)TΛ−1Q (µP − µQ)
+ tr
(
Λ−1Q ΛP − I
)− ln∣∣ΛPΛ−1Q ∣∣]. (283)
To establish (282), we make use of the following simple fact,
whose proof is provided in Appendix IX-G.
Fact 71: Let δ be an arbitrary positive constant and A an
arbitrary matrix. Then
ln
∣∣I− δA AT∣∣ = −δ‖A‖2F + o(δ).
As a first step, we have the following result, a proof of
which is provided in Appendix IX-H.
Lemma 72: For any  > 0 and zero-mean, -correlated
jointly Gaussian variables Z,W characterized by ΛZ , ΛW ,
and ΛZW ,
D
(
PZ|W (·|w)
∥∥ PZ) = 12 D¯(PZ|W (·|w) ∥∥ PZ)+ o(2).
(284)
The equivalence (282) is then an immediate consequence
of the following corollary, whose proof is provided in Ap-
pendix IX-I.
Corollary 73: For any  > 0 and zero-mean, -correlated
jointly Gaussian variables Z,W characterized by ΛZ , ΛW ,
and ΛZW ,
I(Z;W ) =
1
2
D¯(PZ,W ‖PZPW )
(
1 + o(1)
)
. (285)
Finally, the following lemma is a useful generalization; a
proof is provided in Appendix IX-J.
Lemma 74: Let PX,Y and QX,Y denote candidate jointly
Gaussian distributions for -correlated variables X,Y with
given covariances ΛX , ΛY , and  > 0, where Λ
P
XY and Λ
Q
XY
denote the respective cross-covariances. Then
D(PX,Y ‖QX,Y ) =
1
2
‖B˜P − B˜Q‖2F + o(2), (286)
54Note, too, that by symmetry we have
EPZ
[
D¯(PW |Z(·|Z)‖PW )
]
= EPW
[
D¯(PZ|W (·|W )‖PZ)
]
. (280)
Indeed, ΦW |Z =
(
Φ
Z|W )T.
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where [cf. (248)]
B˜P = Λ
−1/2
Y Λ
P
Y XΛ
−1/2
X (287a)
B˜Q = Λ
−1/2
Y Λ
Q
YXΛ
−1/2
X . (287b)
F. Modal Decomposition of Jointly Gaussian Distributions
Section IX-B describes how the SVD of B˜ provides a modal
decomposition of covariance for the jointly Gaussian X,Y
model. As related analysis, this section describes how in the
weak correlation regime, this SVD also provides a modal
decomposition of mutual information and, more generally, the
joint distribution PX,Y .
First, since
ΦY |X =
1

B˜, (288)
specializing Lemma 68, we obtain that X,Y are -correlated
when ∥∥B˜∥∥2
F
=
K∑
i=1
σ2i ≤ 2(KX +KY ). (289)
In turn, when X,Y are -correlated we have, specializing
Corollary 73,
I(X;Y ) =
1
2
K∑
i=1
σ2i + o(
2). (290)
An interpretation of (290) is obtained in terms of the modal
decomposition of PX,Y , as we now describe. In this Gaussian
scenario, in contrast to the finite alphabet case, the SVD is
both a logarithmic-domain one and asymptotic. In particular,
observe that as  → 0, with ΛA˜ as given by (247) for A˜ as
defined in (246), we have
Λ−1
A˜
=
[
(I− B˜TB˜)−1 −B˜T(I− B˜B˜T)−1
−B˜(I− B˜TB˜)−1 (I− B˜B˜T)−1
]
=
[
I + B˜TB˜ −B˜T
−B˜ I + B˜B˜T
]
+ o(2) (291)
=
[
I −B˜T
−B˜ I
]
+ o(), (292)
whence
PX˜,Y˜ (x˜, y˜)
= exp
{
−KA
2
ln(2pi)− 1
2
x˜Tx˜− 1
2
y˜Ty˜ + y˜TB˜ x˜+ o()
}
= PX˜(x˜)PY˜ (y˜) exp
{
K∑
i=1
σi x˜
TψXi (ψ
Y
i )
Ty˜ + o()
}
= PX˜(x˜)PY˜ (y˜)
K∏
i=1
exp
{
σi x˜
TψXi (ψ
Y
i )
Ty˜
}(
1 + o(1)
)
.
with KA = KX +KY .
As a result, we have
PX,Y (x, y)
= |ΛX |−1/2|ΛY |−1/2 PX˜,Y˜ (Λ−1/2X x,Λ−1/2Y y)
= PX(x)PY (y)
(
K∏
i=1
eσi f
∗
i (x) g
∗
i (y)
)(
1 + o(1)
)
,
(293)
where f∗i and g
∗
i are the linear functions (252) determined in
Proposition 61.
Furthermore, meaningful approximations to this joint distri-
bution arise by considering, for k < K,
B˜(k)∗ , ΨY(k) Σ(k)
(
ΨX(k)
)T
, (294a)
where
Σ(k) ,
(
ΨY(k)
)T
B˜ ΨX(k) (294b)
is a diagonal matrix whose diagonal elements are σ1, . . . , σk.
In particular, if we let X(k) and Y (k) denote zero-mean jointly
Gaussian variables with the same marginals as X and Y ,
respectively, but covariance55 [cf. (255)]
Λ
(k)∗
Y X , ΛY (k)X(k) = Λ
1/2
Y B˜
(k)
∗ Λ
1/2
X
=
(
G∗(k)
)†T
Σ(k)
(
F∗(k)
)†
= ΛY G
∗
(k) Σ(k)
(
F∗(k)
)T
ΛX , (295)
where F∗(k) and G
∗
(k) are as defined in (271) and Σ(k) is as
defined in (294b), then it follows that the joint distribution of
these new variables takes the form
P
(k)∗
X,Y (x, y) , PX(k),Y (k)(x, y)
= PX(x)PY (y)
(
k∏
i=1
eσi f
∗
i (x) g
∗
i (y)
)(
1 + o(1)
)
,
and
I(X(k);Y (k)) =
1
2
k∑
i=1
σ2i + o(
2).
Nonlinear Features and nonGaussian Distributions: In con-
cluding this section, we briefly discuss connections to nonlin-
ear features and nonGaussian variables. First, with respect to
the former, it is worth noting that if we seek a modal decom-
position of the form (15) for the Gaussian case, an infinite
number of terms must be involved: the modal decomposition
takes the form
PX,Y (x, y) = PX(x)PY (y)
(
1 +
∞∑
i=1
σ˜i f˜
∗
i (x) g˜
∗
i (y)
)
,
(296a)
with
E
[
f˜∗i (X˜)
]
= E
[
g˜∗i (Y˜ )
]
= 0, i=1, 2, . . .
E
[
f˜∗i (X˜) f˜
∗
j (X˜)
]
= E
[
g˜∗i (Y˜ ) g˜
∗
j (Y˜ )
]
= 1i=j , i, j=1, 2, . . . ,
(296b)
55Note that Λ(k)∗YX so-defined is a valid cross covariance matrix, i.e.,[
ΛY Λ
(k)∗
YX(
Λ
(k)∗
YX
)T
ΛX
]
is positive definite, as can be verified using Fact 60.
36
And in such an expansion, it is important to emphasize that
the terms involving linear features need not dominate; a brief
discussion is provided in Appendix IX-K.
Second, with respect to nonGaussian distributions, we first
emphasize that in Proposition 61 (and, in turn, Proposition 63),
only the second-moment properties of the joint distribution
PX,Y are required to derive the optimizing linear features. As
such, those results obviously apply more broadly. Additionally,
when the nonGaussian variables are defined on finite (but
real-valued) alphabets, we can equivalently interpret the CCA
optimization problem as that of HGR maximal correlation
with the features constrained to be linear, i.e., maximizing the
vector correlation (35b) over linear fk and gk. Such constraints
may be practically motivated, for example. In such cases, we
can relate the CCM B˜ from our Gaussian analysis to the
associated CDM B from our discrete analysis; the details are
provided in Appendix IX-L.
Finally, modal decompositions of the form (296) for classes
of nonGaussian distributions, generalizing aspects of the re-
sults of Appendix IX-K, are developed in, e.g., [97]–[99];
see also the references therein, including the early work of
Lancaster [11], [100].
G. Latent Gaussian Attributes and Statistical Model
In this section, we describe useful interpretations of the
modal decomposition for Gaussian variables in terms of latent
variable analysis, in a manner analogous to that of Section V-A
for distributions over finite-alphabets. In this case, our devel-
opment is more directly related to its roots in factor analysis
[101], [102] as introduced by Spearman [27].
We begin with the introduction of latent Gaussian attribute
variables. Although our definition includes a correlation con-
straint, in our Gaussian case analysis we do not limit our
attention to the vanishing correlation regime.
Definition 75 (Gaussian -Attribute): For [cf. (278)]
0 <  ≤
√
KW
KZ +KW
, (297)
the variable W ∈ RKW is a Gaussian -attribute of Z ∈ RKZ
if: 1) KW ≤ KZ and ΛW is nonsingular; 2) W,Z are jointly
Gaussian; 3) W,Z are -correlated but ΛWZ 6= 0; and 4) W
conditionally independent of all other variables in the model
given Z.
Definition 76 (Gaussian -Attribute Configuration): Given
a zero-mean Gaussian variable Z ∈ RKZ with covariance
ΛZ , then for  satisfying (297), an -attribute W of Z is
characterized by its configuration [cf. (278)]
C
KZ
 (ΛZ) =
{
KW , ΛW , Φ
Z|W :
∥∥ΦZ|W∥∥2
F
≤ KZ +KW
}
,
(298)
with ΦZ|W as defined in (277).
As in the case of discrete variables, the notion of a multi-
attribute is also useful in the Gaussian case.
Definition 77 (Gaussian -Multi-Attribute): A Gaussian -
multi-attribute is a Gaussian -attribute satisfying the addi-
tional property that∥∥ΦZ|W∥∥2
s
≤ KZ +KW
KW
, (299)
with ΦZ|W as defined in (277).
Note that (299) is a stronger version of the  correlation
property, since
∥∥ΦZ|W∥∥
s
≤ ∥∥ΦZ|W∥∥
F
≤ KW
∥∥ΦZ|W∥∥
s
.
Definition 78 (Gaussian -Multi-Attribute Configuration):
Given a zero-mean Gaussian variable Z ∈ RKZ with covari-
ance ΛZ , then for  satisfying (297), an -multi-attribute W
of Z is characterized by its configuration [cf. (299)]
C¯
KZ
 (ΛZ)
=
{
KW , ΛW , Φ
Z|W :
∥∥ΦZ|W∥∥2
s
≤ KZ +KW
KW
}
,
(300)
with ΦZ|W as defined in (277).
For inferences about an attribute W , we consider features
of the form
h(Z) = HTZ =
(
Ξ
)T
Z˜,
where Ξ is the associated feature weight matrix. Without loss
of generality, we restrict our attention to normalized (zero-
mean) h(Z), so that56
E
[
h(Z)h(Z)T
]
= HTΛZH =
(
Ξ
)T
Ξ = I.
In the context of a given model PX,Y , the Gaussian -
attribute variables U and V for X and Y , respectively, are
characterized by the (now Gauss-) Markov structure
U ↔ X ↔ Y ↔ V, (301)
where U ∈ RKU and V ∈ RKV for some dimensions KU and
KV .
The following familiar fact will be useful, whose short proof
we provide for convenience in Appendix IX-M.
Fact 79: Normalized zero-mean Gaussian variables
Z˜1, Z˜2, Z˜3 form a Markov chain Z˜1 ↔ Z˜2 ↔ Z˜3 if and only
if
ΛZ˜1Z˜3 = ΛZ˜1Z˜2 ΛZ˜2Z˜3 . (302)
As an application of Fact 79, we have, for example,
ΦY |U = B˜ ΦX|U (303a)
ΦX|V = B˜TΦY |V . (303b)
For inferences about attributes U and V , we will generally
consider statistics of the form
S(k) ,
(
F(k)
)T
X ,
[
f1(X) · · · fk(X)
]T
(304a)
T(k) ,
(
G(k)
)T
Y ,
[
g1(Y ) · · · gk(Y )
]T
(304b)
for some dimension k ∈ {1, . . . ,K} and feature matrices
F(k) ∈ RKX×k and G(k) ∈ RKY ×k. Without loss of
generality we restrict our attention to normalized features, i.e.
56Indeed, if they were not, so long as the columns of Ξ are linearly
independent, so
(
Ξ
)T
Ξ is invertible, we can transform H into H˜ via
H˜ = H
((
Ξ
)T
Ξ
)−1/2
= Ξ
((
Ξ
)T
Ξ
)−1/2
︸ ︷︷ ︸
,Ξ˜
,
where we note
(
Ξ˜
)T
Ξ˜ = I.
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(F(k),G(k)) ∈ L with L as defined in (264). As we will
develop, the particular choices S∗(k), T
∗
(k) defined in (261) play
a special role.
For arbitrary jointly Gaussian W and Z, we use λW |Ze
to denote the MSE in the MMSE estimate of W based
on Z, so with respect to our specific variables of interest,
λU |Se (F(k)), λ
V |S
e (F(k)), λ
U |T
e (G(k)), and λ
V |T
e (G(k)) denote
the associated MSEs, with their dependencies on F(k) and
G(k) made explicit.
H. MMSE Universal Features
In this formulation, we seek to determine optimum k-
dimensional features for estimating a pair of unknown Gaus-
sian attributes (U, V ) for (X,Y ) in the Gauss-Markov model
(301), where k ∈ {1, . . . ,K}.
As in the finite-alphabet setting, we view the configurations
of attributes U and V as randomly drawn by nature from a
RIE. In this case, this ensemble is also defined via the spherical
symmetry of Definition 24.
Definition 80 (Gaussian Rotation Invariant Ensemble):
Given  satisfying (297), the Gaussian rotationally invariant
ensemble (RIE) for an attribute W of a Gaussian variable Z
is the collection of all jointly Gaussian attribute configurations
of the form (298) together with a probability measure over the
collection such that ΦZ|W is spherically symmetric.
Let CKXX (ΛX) and C
KY
Y
(ΛY ) denote configurations for
attributes U and V , respectively, in the sense of Definition 76,
i.e.,
C
KX
X
(ΛX) =
{
KU , ΛU , Φ
X|U :
∥∥ΦX|U∥∥2
F
≤ KU +KX
}
(305a)
C
KY
Y
(ΛY ) =
{
KV , ΛV , Φ
Y |V :
∥∥ΦY |V ∥∥2
F
≤ KV +KY
}
.
(305b)
where [cf. (297)]
0 < 2X ≤
KU
KU +KX
and 0 < 2Y ≤
KV
KV +KY
. (306)
In what follows, we denote the MSE in the MMSE estimates
U and V based on S(k) as defined in (304a), respectively, via
λU |Se
(
C
KX
X
(ΛX),F(k)
)
and λV |Se
(
C
KY
Y
(ΛY ),F(k)
)
,
(307a)
and those for the MMSE estimates based on T(k) as defined
in (304b) via, respectively,
λU |Te
(
C
KX
X
(ΛX),G(k)
)
and λV |Te
(
C
KY
Y
(ΛY ),G(k)
)
.
(307b)
In turn, we let
λ¯U |Se
(
F(k)
)
, ERIE
[
λU |Se
(
C
KX
X
(ΛX),F(k)
)]
(308a)
λ¯V |Se
(
F(k)
)
, ERIE
[
λV |Se
(
C
KY
Y
(ΛY ),F(k)
)]
(308b)
λ¯U |Te
(
G(k)
)
, ERIE
[
λU |Te
(
C
KX
X
(ΛX),G(k)
)]
(308c)
λ¯V |Te
(
G(k)
)
, ERIE
[
λV |Te
(
C
KY
Y
(ΛY ),G(k)
)]
, (308d)
where ERIE
[·] denotes expectation with respect to the Gaus-
sian RIEs for CKXX (ΛX) and C
KY
Y
(ΛY ).
For this scenario, we have following result, a proof of which
is provided in Appendix IX-N.
Proposition 81: Given zero-mean jointly Gaussian X ∈
RKX , Y ∈ RKY characterized by ΛX , ΛY , and ΛXY , and
attributes U and V of X and Y , respectively, each drawn from
a Gaussian RIE for some X and Y , respectively, satisfying
(306), then for any dimension k ∈ {1, . . . ,K}, the multi-
objective minimization
min
(F(k),G(k))∈L
(
λ¯U |Se (F(k)), λ¯
V |S
e (F(k)),
λ¯U |Te (G(k)), λ¯
V |T
e (G(k))
)
(309)
has a unique Pareto optimal solution, which is achieved by(
F∗(k),G
∗
(k)
)
as defined in (256). Moreover,
λ¯U |Se (F
∗
(k)) = tr(ΛU )
[
1− 2XE¯X|U0 k
]
(310a)
λ¯V |Se (F
∗
(k)) = tr(ΛV )
[
1− 2Y E¯Y |V0
k∑
i=1
σ2i
]
(310b)
λ¯U |Te (G
∗
(k)) = tr(ΛU )
[
1− 2XE¯X|U0
k∑
i=1
σ2i
]
(310c)
λ¯V |Te (G
∗
(k))
)
= tr(ΛV )
[
1− 2Y E¯Y |V0 k
]
, (310d)
where E¯X|U0 and E¯
Y |V
0 are nonnegative constants that do not
depend on X , Y , k, or PX,Y .
We emphasize that Proposition 81 is not asymptotic: we do
not require X , Y → 0.
I. MMSE Cooperative Game
A characterization of the associated cooperative game for
MSE minimization, in which nature chooses the attribute that
can be most accurately estimated, is given by the following.
A proof is provided in Appendix IX-O.
Proposition 82: Given zero-mean jointly Gaussian X ∈
RKX , Y ∈ RKY characterized by ΛX , ΛY , and ΛXY ,
parameters X , Y of multi-attributes U and V , respectively,
satisfying (306), and a dimension k ∈ {1, . . . ,K}, then the
multi-objective minimization
min
(C
KX
X
(ΛX),C
KY
Y
(ΛY ))∈C(k),
(F(k),G(k))∈L
(
λU |Se (C
KX
X
(ΛX),F(k)),
λV |Se (C
KY
Y
(ΛY ),F(k)),
λU |Te (C
KX
X
(ΛX),G(k)),
λV |Te (C
KY
Y
(ΛY ),G(k))
)
,
(311)
where
C(k) ,
{(
C
KX
X
(ΛX),C
KY
Y
(ΛY )
)
:
KU = KV = k,∥∥Λ−1U ∥∥s ≤ 1, ∥∥Λ−1V ∥∥s ≤ 1,}, (312)
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has a unique Pareto optimal solution, which is
achieved by
(
F∗(k),G
∗
(k)
)
as defined in (256), and(
C¯
KX
X ,∗(ΛX), C¯
KY
Y ,∗(ΛY )
)
characterized by
ΛU = ΛV = I (313a)
and
ΛXU = X
√
KX + k
k
ΛX F
∗
(k) (313b)
ΛY V = Y
√
KY + k
k
ΛY G
∗
(k). (313c)
Moreover,
λU |Se
(
C¯
KX
X ,∗(ΛX),F
∗
(k),G
∗
(k)
)
= k − 2X(KX + k) (314a)
λV |Se
(
C¯
KY
Y ,∗(ΛY ),F
∗
(k),G
∗
(k)
)
= k − 2Y
(
KY +k
k
) k∑
i=1
σ2i
(314b)
λU |Te
(
C¯
KX
X ,∗(ΛX),F
∗
(k),G
∗
(k)
)
= k − 2X
(
KX+k
k
) k∑
i=1
σ2i
(314c)
λV |Te
(
C¯
KY
Y ,∗(ΛY ),F
∗
(k),G
∗
(k)
)
= k − 2Y (KY + k). (314d)
Note that Proposition 82 is also not asymptotic: it does not
require X , Y → 0. Note, too, that via Proposition 82 we
obtain the multi-attributes U and V for which the features(
F∗(k),G
∗
(k)
)
are sufficient statistics.
J. The Local Gaussian Information Bottleneck
The following result establishes the optimum attributes in
the MMSE cooperative game of Section IX-I coincide with
those of a Gaussian version of the local information double
bottleneck problem. A proof is provided in Appendix IX-P.
Proposition 83: Let X ∈ RKX , Y ∈ RKY be zero-mean
jointly Gaussian variables characterized by ΛX , ΛY , and
ΛXY , and given X , Y > 0, let U and V be Gaussian
X - and Y -multi-attributes of X and Y , respectively, with
KU = KV = k. Then
I(U ;V ) ≤ 
2
X
2
Y
2
(
KX + k
k
)(
KY + k
k
) k∑
i=1
σ2i +o(
2
X
2
Y ),
(315)
where the inequality holds with equality when the configura-
tions of U and V are given by (313), in which case
ΛUV = XY
√
KX + k
k
√
KY + k
k
Σ(k), (316)
where Σ(k) is as defined in (294b).
Proposition 83 can be equivalently expressed in the form of
a solution to a symmetric version of the Gaussian information
bottleneck problem [103] in the weak dependence regime. In
particular, we have the following corollary, a proof of which
is provided in Appendix IX-Q.
Corollary 84: Let X,Y be zero-mean jointly Gaussian
variables characterized by ΛX , ΛY , and ΛXY , and let U and
V be variables in the Gauss-Markov chain (301) such that
we satisfy the independence relations ΛU = ΛV = I, the
conditional independence relations that57 ΛTXUΛ
−1
X ΛXU and
ΛTY V Λ
−1
Y ΛY V are diagonal, and the dependence constraints
max
{
I(Ui;X), I(Vi;Y )
} ≤ 2/2 for i = 1, . . . , k. Then
max
U,V
I(U ;V ) =
4
2
k∑
i=1
σ2i + o(
4). (317)
Moreover, the maximum is achieved by the configurations [cf.
(313b)–(313c)]
ΛXU = ΛX F
∗
(k) (318a)
ΛY V = ΛY G
∗
(k), (318b)
in which case
ΛUV = 
2 Σ(k). (319)
with Σ(k) as defined in (294b).
It further follows that (S∗(k), T
∗
(k)) is a sufficient statistic for
inferences about the optimizing (U, V ), i.e., for any dimension
k ∈ {1, . . . ,K} we have the Markov chains
(U, V )↔ (S∗(k), T ∗(k))↔ (X,Y ) (320)
and
U ↔ S∗(k) ↔ T ∗(k) ↔ V. (321)
In particular, we have the following result; a proof is provided
in Appendix IX-R.
Corollary 85: In the solution to the optimization in Propo-
sition 83,
pU,V |X,Y (u, v|x, y) = pU |X(u|x) pV |Y (v|y) (322)
with
pU |X(·|x) = N
(
 s∗(k) , (1− 2) I
)
(323a)
pV |Y (·|y) = N
(
 t∗(k) , (1− 2) I
)
(323b)
where [cf. (261)] s∗(k) = F
∗
(k) x and t
∗
(k) = G
∗
(k) y, where
we note that (323) depend on (x, y) only through (s∗(k), t
∗
(k)).
Moreover,
pU |S∗(k),T∗(k),V
(
u|s∗(k), t∗(k), v
)
= pU |S∗(k)
(
u|s∗(k)
)
(324a)
pV |S∗(k),T∗(k),U
(
v|s∗(k), t∗(k), u
)
= pV |T∗(k)
(
v|t∗(k)
)
, (324b)
and
pV |X(·|x) = N
(
Σ(k) s
∗
(k) , I− 2 Σ2(k)
)
(325a)
pU |Y (·|y) = N
(
Σ(k) t
∗
(k) , I− 2 Σ2(k)
)
. (325b)
We emphasize that the sufficient statistic pair (S∗(k), T
∗
(k))
involves separate processing of X and Y . We also emphasize
that Corollary 85 is not an asymptotic result—it holds for finite
.
The more classical one-sided Gaussian information bot-
tleneck problem [103] can also be analyzed in the weak-
dependence regime. For example, we have the following result,
a proof of which is provided in Appendix IX-S.
Proposition 86: Let X ∈ RKX , Y ∈ RKY be jointly
Gaussian variables characterized by ΛX , ΛY , and ΛXY , and
57The elements of U are conditionally independent given X when ΛU|X =
ΛU −ΛTXUΛ−1X ΛXU is diagonal, and similarly for the V, Y relation.
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given  > 0, let U and V be variables in the Gauss-Markov
chain (301) such that we satisfy the independence relations
ΛU = ΛV = I, the conditional independence relations
that ΛTXUΛ
−1
X ΛXU and Λ
T
Y V Λ
−1
Y ΛY V are diagonal, and the
dependence constraints max
{
I(Ui;X), I(Vi;Y )
} ≤ 2/2 for
i = 1, . . . , k. Then
max
U
I(U ;Y ) = max
V
I(V ;X) =
2
2
k∑
i=1
σ2i + o(
2). (326)
Moreover, the maximum is achieved by the configurations
(318).
Note, finally, that (S, T ) given by (261a) and (261b) are
sufficient statistics for inferences about the resulting (U, V ),
which we emphasize are obtained by separate processing of
X and Y .
K. Gaussian Common Information
We now develop the relationship between the optimizing
Gaussian multi-attributes (U, V ) in Section IX-J (and Sec-
tion IX-I), and the common information associated with the
pair (X,Y ) characterized by a given joint distribution PX,Y .
In the Gaussian case, common information can be read-
ily evaluated, without the local restriction of the finite-
alphabet case, and takes the following form, as shown in
[104, Corollary 1]. For convenience, the proof is provided in
Appendix IX-T.
Proposition 87: Let X ∈ RKX , Y ∈ RKY be zero-mean
jointly Gaussian variables characterized by ΛX , ΛY , and
ΛXY . Then
C(X,Y ) = min
PW |X,Y :
X↔W↔Y
I(W ;X,Y ) =
1
2
K∑
i=1
log
(
1 + σi
1− σi
)
.
(327)
Moreover, an optimizing PW |X,Y is Gaussian with
ΛXW = ΛX F
∗
(K) Σ
1/2
(K) (328a)
ΛYW = ΛY G
∗
(K) Σ
1/2
(K). (328b)
Note that since for 0 < ω < 1,
1
2
ln
1 + ω
1− ω ≥ ω,
we have
C(X;Y ) ≥
K∑
i=1
σi = ‖B˜‖∗,
where the bound is tight in the limit of weak correlation, i.e.,
C(X;Y )
‖B˜‖∗
→ 1 as ‖B˜‖∗ → 0.
We further have
W ↔ R∗(K) ↔ (S∗(K), T ∗(K))↔ (X,Y ). (329)
where
R∗(K) , S∗(K) + T ∗(K), (330)
with S∗(K) and T
∗
(K) as defined in (261). In particular, we
have the following result, a proof of which is provided in
Appendix IX-U.
Corollary 88: In the solution to the optimization in Propo-
sition 87
E
[
W |X,Y ] = Σ1/2(K)(I + Σ(K))−1R∗(K) (331a)
ΛW |X,Y =
(
I−Σ(K)
)(
I + Σ(K)
)−1
. (331b)
L. Relating Common Information to Dominant Structure
The common information auxiliary variable W of Proposi-
tion 87 is naturally related to the unrestricted dominant (i.e.,
optimizing) multi-attributes (U, V ) of Section IX-I (whose
restricted form arises in Section IX-J). By restricted, we mean
X =
√
k
KX + k
and Y =
√
k
KY + k
in Proposition 82, or, equivalently,  = 1 in Proposition 83. In
particular, the following result, a proof of which is provided
in Appendix IX-V, establishes that common information can
be equivalently characterized by
C(X,Y ) = min
PW |X,Y :
X↔W↔Y
W↔(U,V )↔(X,Y )
I(W ;X,Y ). (332)
so that the optimizing W satisfies
W ↔ (U, V )↔ (S∗(K), T ∗(K))↔ (X,Y ). (333)
Corollary 89: Let X,Y be zero-mean jointly Gaussian
variables characterized by ΛX , ΛY , and ΛXY , and let (U, V )
be the unrestricted dominant K-dimensional multi-attributes.
If Wˇ is chosen so that Wˇ ↔ (U, V ) ↔ (X,Y ) is a Gauss-
Markov chain with
ΛWˇU = ΛWˇV = Σ
1/2
(K), (334)
and ΛWˇ = I, then
I(Wˇ ;X,Y ) = C(X,Y ), (335)
where C(X,Y ) is as given in Proposition 87.
When Wˇ is constructed according to Corollary 89, we have
the additional Markov structure
Wˇ ↔ (U + V )↔ R∗(K) ↔ (X,Y ). (336)
Specifically, we have the following readily verified result.
Corollary 90: With Wˇ as constructed in Corollary 89, we
have
E
[
Wˇ |U, V ] = Σ1/2(K)(I + Σ(K))−1(U + V ) (337)
ΛWˇ |U,V =
(
I−Σ(K)
)(
I + Σ(K)
)−1
. (338)
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M. An Interpretation of PCA
PCA [8], [95], [96] can be interpreted as a special case of the
preceding results. Specifically, in some important instances,
the form of dimensionality reduction realized by PCA corre-
sponds to the optimum k-dimensional statistics S∗ = f
∗(Y )
and T∗ = g
∗(X) as defined in (261a) and (261b), respectively,
for the universal estimation of the unknown k-dimensional
attributes U and V under any of our formulations.
Example: As an illustration, suppose we have the innova-
tions form
Y = X + νX→Y ,
where X and Y are K-dimensional, and where Λν = σ
2
ν I but
ΛX is arbitrary. Moreover, let
ΛX = Υ Λ Υ
T
denote the diagonalization of ΛX , so the columns of
Υ =
[
υ1 · · · υK
]
, (339)
are orthonormal, and Λ is diagonal with entries λ1 ≥ λ2 ≥
· · · ≥ λK . Then it is immediate that ΛY has diagonalization
ΛY = Υ
(
Λ + σ2ν I
)
ΥT.
In this case, it follows immediately that B˜ has SVD
B˜ = Λ
−1/2
Y Λ
1/2
X = Υ︸︷︷︸
=Ψ
Y
(
I + σ2ν Λ
−1)−1/2︸ ︷︷ ︸
=Σ
ΥT︸︷︷︸
=
(
Ψ
X
)T .
(340)
As a result, we have, for a given 1 ≤ k ≤ K, that (261a)
specializes to
F∗(k) =
(
Υ Λ−1/2ΥT
)
Υ(k)
= Υ(k) Λ
−1/2
(k) , (341)
where Υ(k) denotes the K × k matrix consisting of the first
k columns of Υ, i.e.,
Υ(k) =
[
υ1 · · · υk
]
,
and where Λ(k) denotes the k × k upper left submatrix of
Λ, i.e., the matrix whose diagonal entries are λ1, . . . , λk.
Likewise, (261b) specializes to
G∗(k) =
(
Υ
(
Λ + σ2ν I
)−1/2
ΥT
)
Υ(k)
= Υ(k)
(
Λ(k) + σ
2
ν I
)−1/2
. (342)
In turn, it follows from (341) and (342) that the k-
dimensional PCA vector
SPCA = fPCA(X) , ΥT(k)X (343a)
is a sufficient statistic for inferences about the unknown U and
V based on X , and
TPCA = gPCA(Y ) , ΥT(k) Y (343b)
is a sufficient statistic for such inferences based on Y , i.e., we
have the Markov structure
(U, V )↔ SPCA ↔ X (344a)
(U, V )↔ TPCA ↔ Y. (344b)
Beyond this illustrative example, for a general jointly Gaus-
sian pair (X,Y ), the statistics
S(k) =
(
F∗(k)
)T
X and T(k) =
(
G∗(k)
)T
Y
specialize to (invertible transformations of) the PCA statistics
(343) whenever KX = KY = K and ΛX and ΛY are
simultaneously diagonalizable, i.e., when they share the same
set of eigenvectors (339), which is equivalent to the condition
that ΛX and ΛY commute (see, e.g., [24, Theorem 1.3.12]). In
fact, if ΛX has distinct eigenvalues and commutes with ΛY ,
then there is a polynomial pi(·) of degree at most K − 1 such
that ΛY = pi(ΛX), which follows from the Cayley-Hamilton
theorem (see, e.g., [24, Theorem 2.4.3.2 and Problem 1.3.P4]).
N. Efficient Learning of Covariance Modal Decompositions
The linear features f(x) and g(y) in the modal decomposi-
tion of covariance ΛXY are readily constructed via an iterative
procedure. In particular, a natural approach corresponds to
applying orthogonal iteration to B˜ to generate the dominant
modes of its SVD. The resulting procedure has a statistical
interpretation as an ACE algorithm.
To obtain the Gaussian version of the ACE algorithm Al-
gorithm 1, it suffices to note that the conditional expectations
in this case are all linear—specifically,
E
[
FT(k)X | Y = y
]
= FT(k)E [X | Y = y]
= FT(k)ΛXY Λ
−1
Y y (345a)
and
E
[
GT(k)Y | X = x
]
= GT(k)E [Y | X = x]
= GT(k)Λ
T
XY Λ
−1
X x, (345b)
and that [cf. (254)]
E
[
FT(k)X
(
GT(k)Y
)T]
= FT(k)ΛXY G(k). (345c)
The resulting procedure then takes the form of Algorithm 3.
Computational complexity behavior is analogous to the corre-
sponding algorithm for discrete data. As in our discussion of
Section VI-A2, steps 2f and 2c can be equivalently expressed
in their respective variational forms [cf. (173)]
F¯(k) ← arg min
F
E
[∥∥FT(k)X − GˆT(k)Y ∥∥2] (346a)
G¯(k) ← arg min
G
E
[∥∥FˆT(k)X −GT(k)Y ∥∥2] , (346b)
and evaluated iteratively or otherwise.
When the covariance structure ΛX , ΛY , and ΛXY is
unknown, but we have training data
T , {(x1, y1), . . . , (xn, yn)}, (347)
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Algorithm 3 Gaussian ACE, Multiple Mode Computation
Require: Covariance matrices ΛXY , ΛX , and ΛY ; dimen-
sion k
1. Initialization: randomly choose F¯(k)
repeat
2a. Cholesky factor:
F¯T(k)ΛXF¯(k) =
(
ΘX(k)
)T
ΘX(k)
2b. Whiten:
Fˆ(k) = F¯(k)
(
ΘX(k)
)−1
2c. G¯(k) ← Λ−1Y ΛY X Fˆ(k)
2d. Cholesky factor:
G¯T(k)ΛY G¯(k) =
(
ΘY(k)
)T
ΘY(k)
2e. Whiten:
Gˆ(k) = G¯(k)
(
ΘY(k)
)−1
2f. F¯(k) ← Λ−1X ΛTY XGˆ(k)
2g. σˆ(k) ← tr(GˆT(k)ΛY X F¯(k))
until σˆ(k) stops increasing.
drawn i.i.d. from the associated Gaussian distribution, we can
use sample covariance matrices in place of the true ones in
Algorithm 3, viz.,
ΛˆX =
1
n
n∑
i=1
(xi − µˆX) (xi − µˆX)T
ΛˆY =
1
n
n∑
i=1
(yi − µˆY ) (yi − µˆY )T
ΛˆXY =
1
n
n∑
i=1
(xi − µˆX) (yi − µˆY )T,
for example, where
µˆX =
1
n
n∑
i=1
xi and µˆY =
1
n
n∑
i=1
yi.
Sample complexity analysis of modal estimation in this Gaus-
sian case can be carried out in a manner analogous to that
described in Section VI-B.
O. Gaussian Attribute Matching
The preceding analysis can be used to develop the natural
Gaussian counterpart of the Bayesian attribute matching for-
mulation of collaborative filtering in Section VII. Our analysis
can be interpreted as a formulation of a problem of high-
dimensional linear estimation. As such, they can be viewed in
a broader context that includes related results on shrinkage-
based methods (see, e.g., [105] and the references therein) that
generalize James-Stein estimators [106]. Recent work more
directly analogous to the analyses of matrix factorization in,
e.g., collaborative filtering as discussed in Section VII include,
e.g., [48], [107]. As such, this section provides an additional
interpretation of such relationships.
For the purposes of illustration, consider a simple problem
of low-level computer vision. Let Y denote a vector represent-
ing a (e.g., rasterized) KY -pixel target image of some scene
of interest, and let X denote a vector representing a (linearly)
distorted KX -pixel source image of the scene. Such distor-
tions could include, e.g., complex geometric transformations,
nonuniform sampling, spatially-varying filtering, and noise.
Then PY |X(·|x) denotes the probability density for the target
image associated with a given source image x.
Given a choice for k ∈ {1, . . . ,K}, the k-dimensional
variables U and V in the Gaussian Markov chain (301) corre-
spond to the dominant attributes of source and target images,
respectively, and where S∗(k) and T
∗
(k) represent sufficient
statistics for the estimation of these attributes.
Conceptually, for each target image y, there is an associated
target attribute V (y) generated randomly from y according to
PV |Y (·|y) that expresses the dominant attribute of the target
image. Likewise, for the source image x, there is an associated
target attribute V◦(x) generated randomly from x according to
PV |X(·|x).
Next, let ∆y(x) denote how close the target attribute of
target image y is to the target attribute of the source image x,
i.e.,
∆y(x) , V (y)− V◦(x),
and define the set
Yˆ(x) , arg min
y∈RKY
E
[∥∥∆y(x)∥∥2] . (348)
The following characterization of Yˆ(x)—the collection of
target images whose attributes match that of the source im-
age most closely—is useful in our development. A proof is
provided in Appendix IX-W.
Lemma 91: Given k ∈ {1, . . . ,K} and zero-mean jointly
Gaussian X,Y characterized by ΛX , ΛY , and ΛXY , define
k-dimensional Gaussian multi-attributes in the Gauss-Markov
structure (301) according to Corollary 84 for some  > 0. Then
for a given x ∈ RKX and Yˆ(x) as defined (348), it follows
y ∈ Yˆ if and only if the associated (linear) features are related
according to
g∗i (y) = σi f
∗
i (x), i = 1, . . . , k. (349)
Among the target images y for which the attribute match
with x is closest, we seek the most likely, which we denote
using y∗(x). We have the following characterization of y∗(x).
A proof is provided in Appendix IX-X.
Proposition 92: Given k ∈ {1, . . . ,K} and zero-mean
jointly Gaussian X ∈ RKX , Y ∈ RKY characterized by ΛX ,
ΛY , and ΛXY , define k-dimensional Gaussian multi-attributes
in the Gauss-Markov chain (301) according to Corollary 84
for some  > 0. Then for a given x ∈ RKX and Yˆ(x) as
defined (348), we have that
y∗(x) , arg max
y∈Yˆ(x)
pY (y), (350)
with pY = N(0,ΛY ) denoting the marginal for Y , satisfies
y∗(x) =
(
G∗(k)
)†T
Σ(k)
(
F∗(k)
)T
x, (351a)
where the Moore-Penrose pseudoinverse of G(k) takes the
form (
G∗(k)
)†
=
(
G∗(k)
)T
ΛY . (351b)
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The optimizing y∗(x) in Proposition 92 has the interpre-
tation as an MMSE estimate based not on ΛXY but on the
approximation Λ(k)∗XY of rank k defined in (295). In particular,
the following corollary is an immediate consequence of (295).
Corollary 93: An equivalent characterization of (351) in
Proposition 92 is
y∗(x) = Λ(k)∗Y X Λ
−1
X x, (352)
where Λ(k)∗Y X is as defined in (295).
Connections to PCA: As we now illustrate, PCA naturally
arises in special cases of the preceding matching framework.
In particular, returning to the scenario of the example in
Section IX-M, we first interchange the roles of U and V , and
X and Y , obtaining that the optimum target image x∗(y) for
a given source image y based on Gaussian attribute matching
is
x∗(y) =
(
F∗(k)
)†T
Σ(k)
(
G∗(k)
)T
y (353a)
where (
F∗(k)
)†
=
(
F∗(k)
)T
ΛX . (353b)
Gaussian attribute matching in this scenario takes a familiar
form. In particular, specializing (353) using (340), (341), and
(342), we obtain
x∗(y)
= Υ(k)Λ
1/2
(k)
(
I + σ2ν Λ
−1
(k)
)−1/2 (
Λ(k) + σ
2
ν I)
)−1/2
ΥT(k) y
= Υ(k)Λ(k)
(
Λ(k) + σ
2
ν I)
)−1
ΥT(k) y.
The result is, of course, a standard approach to simple
(linear) denoising, whereby a signal of interest is expanded
in the basis prescribed by PCA, only the dominant modes
are retained, and the associated coefficients are appropriately
attenuated. As such, our analysis provides an additional inter-
pretation of such processing, further insights into which also
arise in the next section.
P. Rank-Constrained Linear Regression
In this section, we develop the counterpart to our softmax
regression analysis for jointly Gaussian variables, which is
a form of rank-constrained linear regression. Such regression
problems have a long history. Indeed, Young [108] recognized
the relationship between early factor analysis and low-rank
approximation. Subsequent results on the topic appear in, e.g.,
[109], and, later, in [110, Theorem 10.2.1] [111]. Later still,
interpretations of the special case of PCA in terms of neural
networks appeared in, e.g., [112]–[114], and the general case
of CCA in [115], in which an alternative to the ACE algorithm
of Section IX-N is involved in its implementation. The results
of this section provide some complementary perspectives.
To begin, the counterpart of Proposition 56 is immediate in
the Gaussian case. In particular, the following simple result
expresses that the particular exponential family form is not
restrictive.
Proposition 94: Let X ∈ RKX , Y ∈ RKY be zero-mean
jointly Gaussian variables characterized by ΛX , ΛY , and
ΛXY . Furthermore, given a dimension k ∈ {1, . . . ,K}, let
S = FTX for some KX × k matrix F, so ΛY S = ΛY X F
and ΛS = F
TΛXF are the induced covariances. Then the
joint probability density for S, Y takes the form
PS,Y (s, y) = PY (y)PS|Y (s|y)
= N(y; 0,ΛY ) N
(
s; GTy,ΛS −GTΛY G
)
,
(354)
where
GTY , E
[
S|Y ]. (355)
Proof: It suffices to exploit that since (355) is the MMSE
estimate of S given Y , we have
S = GTY + ν,
where the error ν is independent of Y . Moreover,
ΛS|Y = ΛS −ΛSY Λ−1Y ΛY S = ΛS −GTΛY G,
where to obtain the last equality we have used that
GT = ΛSY Λ
−1
Y .
since S, Y are jointly Gaussian.
In turn, the counterpart to Corollary 57 is the following re-
sult optimizing F, whose proof is provided in Appendix IX-Y.
Proposition 95: Let X ∈ RKX , Y ∈ RKY be -correlated
zero-mean jointly Gaussian variables whose joint density
PX,Y is characterized by ΛX , ΛY , and ΛXY . Furthermore,
given a dimension k ∈ {1, . . . ,K}, let
P˜
KX ,KY
k (ΛX ,ΛY ) ,{
P : P = N
(
0,
[
ΛX Λ˜XY
Λ˜TXY ΛY
])
,
some Λ˜XY with rank(Λ˜XY ) ≤ k
}
(356)
denote the collection of zero-mean jointly Gaussian distribu-
tions with rank-constrained cross-covariance. Then for P˜X,Y ∈
P˜
KX ,KY
k (ΛX ,ΛY ),
D(PX,Y ‖P˜X,Y ) ≥
K∑
i=k+1
σ2i + o(
2),
where the inequality holds with equality when P˜X,Y has cross-
covariance Λ˜Y X = Λ
(k)∗
Y X , with Λ
(k)∗
Y X as given by (295).
This result expresses that among all k-dimensional linear
restrictions S = FTX of the data, that corresponding to
F = F∗(k) is optimum.
In turn, given the choice S =
(
F∗(k)
)T
X , the matrix
G(k)∗ defines the weights in the associated estimate of Y ;
specifically, [cf. (351)]
Yˆ ∗ =
(
Λ
(k)∗
XY
)T
Λ−1X X = ΛY G
∗
(k) Σ(k) S. (357)
We emphasize that the estimate (357), in which Λ(k)∗XY can be
equivalently expressed in the form
Λ
(k)∗
XY =
(
Λ
1/2
X Ψ
X
(k)
)(
Λ
1/2
X Ψ
X
(k)
)†
ΛXY , (358)
is generally different from the MMSE estimator limited to
rank k, which can be expressed in the following form [111],
a derivation of which is provided in Appendix IX-Z.
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Proposition 96: For zero-mean, jointly Gaussian X ∈ RKX
and Y ∈ RKY characterized by covariance ΛX , ΛY , and
ΛXY , then given k ∈ {1, . . . ,K},
Yˆ ◦ = arg min
{Yˆ : Yˆ=Γ˜Y |XX,
rank(Γ˜Y |X)≤k}
E
[‖Y − Yˆ ‖2] = (Λ(k)◦XY )TΛ−1X X,
(359a)
where
Λ
(k)◦
XY =
(
Λ
1/2
X Ψ˜
X
(k)
)(
Λ
1/2
X Ψ˜
X
(k)
)†
ΛXY , (359b)
with Ψ˜X(k) denoting the first (dominant) k columns of Ψ˜
X in
the (alternative) SVD [cf. (249)]
ΛY X Λ
−1/2
X = Λ
1/2
Y B˜ = Ψ˜
Y Σ˜
(
Ψ˜X
)T
(359c)
in which Ψ˜X and Ψ˜Y are orthogonal matrices and Σ˜ is a
diagonal matrix.
We note, in particular, that the generally different estimators
(359) and (357) coincide when ΛY = I, since the SVDs (249)
and (359c) are identical in this case.
Finally, the implied rank-constrained linear regression pro-
cedure is as follows. First, we assume that sufficient unlabeled
training data is available that ΛX and ΛY are accurately
recovered. Second, from the labeled training data we obtain
the empirical covariance ΛˆXY . We then let PˆX,Y denote the
distribution of zero-mean jointly Gaussian variables charac-
terized by ΛX , ΛY , and ΛˆXY and apply Proposition 95
with PX,Y = PˆX,Y to obtain that the (locally) divergence-
minimizing (cross-entropy maximizing) regression parameters
are given by
Λˆ
(k)∗
Y X , ΛY Gˆ
∗
(k) Σˆ(k)
(
Fˆ∗(k)
)T
ΛX , (360)
where Fˆ(k), Gˆ(k), and Σˆ(k) correspond to the k dominant
modes in the modal decomposition of the empirical cross-
covariance, viz., [cf. (255)]
ΛˆY X = ΛY Gˆ
∗ Σˆ
(
Fˆ∗
)T
ΛX . (361)
In turn, the quality of the model fit is given by
D
(
PˆX,Y
∥∥ Pˆ (k)∗X,Y ) = K∑
i=k+1
σˆ2i + o(
2), (362)
where Pˆ (k)∗X,Y denotes the (optimized) distribution of zero-mean
jointly Gaussian variables characterized by ΛX , ΛY , and
Λˆ
(k)∗
XY , and σˆ1, . . . , σˆK are the diagonal entries of Σˆ.
Q. Comments on Nonlinear CCA and PCA
A variety of nonlinear generalizations of CCA and PCA
have been developed. Examples include versions of nonlinear
CCA as developed in [116]–[119], as well as nonlinear PCA
as developed in [120], both of which are expressed via lay-
ered neural network architectures. As such, the relationships
between the results of Sections VIII and IX-P—and between
Sections II and IX-B—may also facilitate interpretating such
forms of CCA and PCA and relating them to their linear
counterparts in ways that extend existing analyses, examples
of which include [96], [121], and particularly the recent work
[122], the analysis of which is perhaps closest in spirit to
that of this paper. Additionally, such nonlinear generalizations
play a role in the analysis of independent component analysis
(ICA), as described in, e.g., [123], [124], and here, too, there
is the potential to complement existing information-theoretic
analyses, such as those in [125]–[128].
X. SEMI-SUPERVISED LEARNING
There are a wide variety of problems that deviate from the
standard supervised learning model on which we have focused
by using labeled data in more limited ways, instead relying
more on unlabeled data in their training. These are typically
referred to as semi-supervised learning problems, and there is
a rich taxonomy and literature; see, e.g., [129] and the many
references therein, including the early work [130]. While a
broader development on the topic is beyond the scope of the
present paper, in this section we briefly discuss some of the
most immediate implications of our analysis to some such
problems.
A. Indirect Learning
A problem of significant interest is that of unsupervised
learning, in which only unlabeled data is available to train the
system. These correspond to clustering problems, and there are
a number of classical approaches, originating with the work
of Pearson [131]; see, e.g., [132] and the references therein
for a summary.
In practice, there can be many valid clusterings of data,
some more useful than others for a given target application.
For instance, in the case of movies, one could cluster by any
number of attributes, including time period, genre, etc. One
can view these alternatives as capturing different measures of
proximity in carrying out the clustering. But if one is interested
in clustering movies according to the way people select movies
to watch, then the measure of proximity is less straightforward
to quantify.
In such cases, auxiliary labeled data can be used to effec-
tively capture the right notion of distance for such problems,
and express them in terms of universal features. To develop
this notion of “indirect” learning, which has similarities in
spirit to methods such as those described in [133], let
X ↔ Y ↔ Z
denote a Markov chain of discrete variables in which Y ∈ Y
represents the data we seek to cluster (e.g., movies), Z ∈ Z
represents the class index, and X ∈ X represents auxiliary data
(e.g., people). We assume that in general X and Y are large
alphabets, but that Z may be comparatively small, and that
we have an empirical distribution PˆX,Y obtained from i.i.d.
training data from PX,Y (e.g., the Neflix database), but no
training samples of Z from which to directly estimate PZ|Y ,
or even PZ .
For this scenario, our universal analysis suggests the follow-
ing procedure. First, for some suitably small k ∈ {1, . . . ,K−
1}, we extract the k dominant modes in the decomposition (15)
from PˆX,Y (via, e.g., the ACE algorithm), then use the result-
ing estimate of g to define a new variable T = g(Y ) ∈ Rk.
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In turn, our softmax analysis reveals that the following model
for the latent variable Z [cf. (228)]
P˜ ∗Z|T (z|t)
∝ PZ(z) exp
{
(t−µT )TΛ−1T (µT |Z(z)−µT )
}(
1 + o(1)
)
(363)
is locally universal, and unsupervised learning corresponds to
fitting this model to the (induced) samples of T .
Our softmax analysis further implies a rather natural model
fitting procedure. In particular, as discussed in Section VIII-A,
the resulting distribution PY , matches, to first order, that of a
Gaussian mixture, where PT |Z(·|z) for z ∈ Z are the Gaussian
components. Hence, this suggests that carrying out Gaussian
mixture modeling on the estimate of PT obtained from the
training data—e.g., via the Expectation-Maximization (EM)
algorithm [134]—to learn the parameters µT |Z(t), ΛT |Z , and
PZ , and (soft) clustering according to the resulting PZ|T (·|t)
is locally optimal. Of course, such soft clustering can be
replaced by any of a number of hard-decision alternatives if
desired, such as that based on the Lloyd algorithm [135],
which correspond to so-called k-means58 clustering on the
induced samples of T = g(Y ).
In practice, this procedure is straightforward to apply and
effective. For example, applying it to, e.g., the Netflix database
yields meaningful movie clusterings. For related developments
and additional insights, see, e.g., [136].
B. Partially-Supervised Learning
Another class of learning system architectures is one in
which labeled data is used to design a classifier of interest,
but the design of the features themselves for such a classifier
is based on unlabeled data. These can be viewed as partially-
supervised learning systems, and can provide performance
close to that of fully supervised architectures while requiring
significantly less labeled training data. In such cases, the
feature extraction step corresponds to unsupervised dimension-
ality reduction, for which there are a variety of well established
methods, both linear and nonlinear; see, e.g., [137].
The characterization of common information in terms of
universal features, as described in Section V-F, suggests a nat-
ural framework for nonlinear dimensionality reduction, and, in
turn, constructing such partially-supervised learning systems,
which we illustrate through an example involving handwritten
digit recognition, using the MNIST database [138].
The MNIST database consists of a set of n = 60 000
training images x(1), . . . , x(n) and a set of n′ = 10 000
test images, each depicting a single handwritten digit from
the set Z , {0, . . . , 9}. We let z(i) ∈ Z denote the label
corresponding to training image x(i), and let z ∈ Z denote that
for a given test image x, which are all provided in the database.
Each training and test image is a black-and-white, 28 × 28
pixels size, and quantized to 8-bits per pixel (corresponding to
intensity levels {0, . . . , 255}), so |X| = 28 ·28 ·256 = 200 704
is the image alphabet size.
58Note that k refers a different quantity (specifically, |Z|) in this nomen-
clature than it does in our use.
Fig. 4: Image representation for the preprocessing stage of
the semi-supervised handwritten digit classifier. Each 28× 28
MNIST database image is decomposed into an array of 6×6 =
36 subimages, each of size 7×7 pixels, and each overlapping
with its immediate neighbors by 3 pixels, horizontally and/or
vertically.
Using the labeled data
(
x(1), z(1)
)
, . . . ,
(
x(n), z(n)
)
, we
seek to train a classifier based on our framework to predict
the label z of a test image x as accurately as possible.
1) Classification Architecture: The architecture we develop
for this application involves three stages in a manner cor-
responding to a two-layer neural network. The first stage
is a preprocessing step that converts the test image x to
a representation y = q(x) from a smaller alphabet Y. In
the second stage, we extract a low-dimensional real-valued
feature r = h(y) from the image representation y. Finally,
in the third stage we classify the image based on this low-
dimensional feature using a predictor ϕ(·), generating label
zˆ = ϕ(h(q(x))).
We restrict our attention to designs based on semi-
supervised learning. Specifically, q and h are designed from
the unlabeled data x(1), . . . , x(n) in an unsupervised manner,
while ϕ is designed in a supervised manner from the reduced
labeled data (
r(1), z(1)
)
, . . . ,
(
r(n), z(n)
)
, (364a)
with
r(d) = h(y(d)), d = 1, . . . , n. (364b)
The details of our classifier design are as follows
Stage 1 (Preprocessing): As depicted in Fig. 4, we first
decompose each MNIST database image into an array of 6×
6 = 36 overlapping subimages, each of size 7×7 pixels, with
immediately neighboring subimages overlapping by 3 pixels,
horizontally and/or vertically. We denote the (i, j)th subimage
by y˜i,j , for i, j = 1, . . . , 6, which takes value in an alphabet
of size |Y˜ | = 7 · 7 · 256 = 12 544.
Second, quantize each subimage in a lossy manner to reduce
the size of the alphabet Y˜ . For this purpose, for each (i, j),
we cluster all the subimages y˜(1)i,j , . . . , y˜
(n)
i,j extracted from
the training data using the “balanced iterative reducing and
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clustering using hierarchies” (BIRCH) algorithm [139], which
is simple and has computationally efficient (linear complexity).
In particular, we use the implementation [140] with threshold
parameter to 256
√
3 and branching factor 1000. Each subim-
age y˜i,j is then represented by the cluster to which it maps,
which we denote using yi,j .
59 We further use y to denote the
resulting composite image presentation, i.e.,
y =
y1,1 · · · y1,6... . . . ...
y6,1 · · · y6,6
 .
Stage 2: Feature Extraction: We generate a k-
dimensional feature from the unlabeled training data that
captures as much of the common information among the
subimages as possible; in our experiment we choose k = 500.
In particular, for each of the m =
(
36
2
)
= 630 pairs(
yi,j , yi′,j′
)
of preprocessed subimages, we determine the
k′ dominant modes of the empirical pairwise distribution
PˆYi,j ,Yi′,j′
generated from the reduced unlabeled training data
y(1), . . . , y(n).
In our experiment we choose k′ = 16, and use Algorithm 1 to
obtain these modes. We then order this aggregate list of k′m =
10 080 modes by singular value, and construct our feature set
from the subset corresponding to the overall k largest singular
values, which we denote using σˆ1, . . . , σˆk.
Specifically, with
{
(il, jl), (i
′
l, j
′
l)
}
denoting the indices
of the subimage pair whose mlth mode has singular value
σˆl, and with fˆ
∗
(il,jl),(i
′
l,j
′
l),ml
and gˆ∗(il,jl),(i′l,j′l),ml denoting
the corresponding feature functions in the decomposition of
PˆYil,jl ,Yi′l,j
′
l
, for a test image with representation y, we choose
as our k-dimensional feature
r = h(y) =
(
h1(y), . . . , hk(y)
)
(365a)
with
hl(y) = fˆ
∗
(il,jl),(i
′
l,j
′
l),ml
(yil,jl) + gˆ
∗
(il,jl),(i
′
l,j
′
l),ml
(yi′l,j
′
l
).
(365b)
We emphasize that, in accordance with our development in
Section V-F that leads to (164), the elements of (365) are
sufficient statistics for the relevant components of the common
information between the associated subimage pairs.
Stage 3 (Feature Classification): The final stage imple-
ments a low-dimensional feature classifier generated from the
reduced labeled training data (364), with h as defined in
(365). In particular, we choose a linear support vector machine
(SVM) [141] for this purpose.
2) Performance Evaluation: When we evaluate the perfor-
mance of the classifier of Section X-B1 on the full the set of
10 000 MNIST test images, we achieve an digit recognition
error probability of 3.02%.
Our classifier, which is characterized by its k = 500 scalar
features, is naturally compared to alternatives with similar
59The resulting alphabets Yi,j differ in size, ranging from roughly 10 for
subimages at the perimeter of the image, to roughly 500 for subimages in the
middle.
numbers of features. For example, one such alternative classi-
fier would omit the preprocessing and feature extraction stages,
and apply a linear SVM directly to the original representation
of image data, corresponding to 28 · 28 = 784 scalar features.
This involves training parameters of the linear classifier in
fully-supervised manner, yet only achieves an error probability
of 8.17% based on our experimental analysis. This reflects the
importance of nonlinearities inherent in the feature formation
stages of our architecture.
As another alternative, we can compare our achitecture to
a deep neural network (DNN) with two hidden layers and
using sigmoidal activation functions [83], and trained in a
fully supervised manner. For instance, using 300 units in the
first layer and 100 units in the second corresponds to a total
of 300 + 100 = 400 scalar features, and yields an error
probability of 3.05% [138], [142], which is comparable to that
of our classifer, which is effectively a network with a single
hidden layer. As such, this reflects the effectiveness of the
universal features extracted via our methodology, which we
further emphasize are designed in an unsupervised manner—
without taking into account the inference task.
As a final evaluation, in Stage 3 of our architecture, we
reduced the amount of (labeled) data used to train the classifier
from n = 60 000 to n/2 = 30 000, while still using all
n unlabeled training samples for Stages 1 and 2. In this
case, we obtain an only mildly degraded error probability of
3.4%, which is a reflection of the efficiency with which our
architecture uses labeled training data, by restricting its use to
the final stage.
XI. CONCLUDING REMARKS
In recent years, there has been rapid growth in activity
in the area of statistical inference and machine learning,
largely motivated by the increasingly abundant computational
resources available for implementing the associated methods,
which in turn has led to an ever-expanding set of rich ap-
plication domains. In turn, the literature on these topics has
expanded commensurately, both in depth and breadth. As such,
beyond its specific contributions, this paper can be viewed
as a constrained effort to identify meaningful connections
and relationships between lines of research—and the corre-
sponding results—that have often been somewhat distinct,
using a convenient local information-theoretic analysis. From
this perpective, there are abundant opportunities for further
research, and the broader challenge of a unifying treatment
remains.
APPENDIX II
APPENDICES FOR SECTION II
A. Proof of Proposition 1
It suffices to show that the maximum eigenvalue of BBT
is at most unity. To this end, note that via (10) and (11) we
have
BBT =
[√
PY
]−1
PY |XPX|Y
√
PY . (366)
Now PY |X and PX|Y are both column-stochastic matrices,
so their product PY |X PX|Y is as well. As such, this product
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has maximum eigenvalue of unity, which follows from, e.g.,
[24, Theorem 8.3.4] and the fact that by definition a matrix
A is column stochastic if 1TA = 1T. Finally, since (366)
is a similarity transformation of PY |X PX|Y , it has the same
eigenvalues.
Finally, (14b) can be verified by direct calculation using (3):∑
x∈X
B(x, y)
√
PX(x) =
1√
PY (y)
∑
x∈X
PX,Y (x, y) =
√
PY (y)∑
y∈Y
B¯(y, x)
√
PY (y) =
1√
PX(x)
∑
y∈Y
PX,Y (x, y) =
√
PX(x).
B. DTM Characterization
As notation, let B(PX,Y ) denote the Y × X dimensional
DTM associated with joint distribution PX,Y . Moreover, let
B
X×Y denote the set of all DTMs, i.e.,
B
X×Y = B(PX×Y), (367)
and let BX×Y◦ denote the set of all DTMs corresponding to
distributions with strictly positive probabilities, i.e.,
B
X×Y
◦ = B(relint(P
X×Y)). (368)
As further notation, for a matrix A, we use A > 0 to denote
that every entry of A is positive, and, likewise A ≥ 0 when
all entries are nonnegative.
The following proposition characterizes BX×Y◦ in (368).
Proposition 97: A matrix M is a DTM corresponding to a
joint distribution in relint(PX×Y) if and only if M > 0 and
‖M‖s = 1, i.e.,
B
X×Y
◦ = {M ∈ R|Y|×|X| : M > 0 and ‖M‖s = 1}, (369)
where ‖ · ‖s denotes the spectral norm of its argument.
Proof: The “only if” part of the claim is immediate.
Indeed, since M = B(PX,Y ) for some strictly positive PX,Y ,
it follows that M > 0. Moreover, as developed in Section II,
‖B(PX,Y )‖s = 1.
For the “if” part of the claim, consider any matrix M ∈
R|Y|×|X| satisfying M > 0 and ‖M‖s = 1. We can contruct
a PX,Y for which M is its DTM. To see this, first note that
MTM > 0, MMT > 0, and λ(MTM) = ‖M‖2s = 1,
where λ(·) denotes the largest eigenvalue of its argument.
Then, applying the Perron-Frobenius theorem [24, Theorem
8.2.2], it follows that there exist unit-norm vectors ψX(M)
and ψY(M) with strictly positive elements such that
MTMψX(M) = ψX(M) and MMTψY(M) = ψY(M).
In turn, this implies that ψX(M) and ψY(M) are the right
and left singular vectors corresponding to the unit principal
singular value of M, respectively, i.e.,
MψX(M) = ψY(M) and MTψY(M) = ψX(M).
(370)
We now define a PX,Y lying on the simplex, and show that
its DTM is M. In particular, we let
PX,Y (x, y) ,
[
PY,X
]
y,x
, x ∈ X, y ∈ Y,
where
PY,X , diag
(
ψY(M)
)
M diag
(
ψX(M)
)
, (371)
with diag(·) denoting a diagonal matrix with diagonal entries
specified by its (vector) argument.
That PX,Y is strictly postive follows by construction, since
the quantities forming PY,X are all strictly positive. To verify
that it sums to unity, observe that∑
x,y
PX,Y (x, y) = 1
TP 1
= 1T diag
(
ψY(M)
)
M diag
(
ψX(M)
)
1
= ψY(M)TMψX(M)
= ψY(M)TψY(M)
= 1.
Moreover, applying (370), we obtain that the marginals take
the form
PY (y) = P 1
= diag
(
ψY(M)
)
M diag
(
ψX(M)
)
1
= diag
(
ψY(M)
)
MψX(M)
= diag
(
ψY(M)
)
ψY(M)
= ψY(M)2 (372a)
and
PX(x) = P
T1
= diag
(
ψX(M)
)
MT diag
(
ψY(M)
)
1
= diag
(
ψX(M)
)
MTψY(M)
= diag
(
ψX(M)
)
ψX(M)
= ψX(M)2, (372b)
where ψX(M)2 and ψY(M)2 are vectors whose elements
are the squares of the elements of ψX(M) and ψY(M),
respectively.
Hence, using (372) in (371) we obtain
M =
[√
diag
(
ψY(M)
)]−1
PY,X
[√
diag
(
ψX(M)
)]−1
=
[√
PY
]−1
PY,X
[√
PX
]−1
, (373)
where PX and PY are diagonal matrices whose diagonal
elements are the elements of PX and PY , respectively, which
are all strictly positive. Hence, M is the DTM corresponding
to the PX,Y we have constructed, i.e., M = B(PX,Y ).
The following generalization of Proposition 97 characterizes
B
X×Y in (367).
Proposition 98: A matrix M is a DTM corresponding
to a joint distribution in PX×Y if and only if M ≥ 0,
‖M‖s = 1, and each of MTM and MMT have a strictly
positive eigenvector corresponding to their unit eigenvalue,
i.e.,
B
X×Y =
{
M ∈ R|Y|×|X| : M ≥ 0, ‖M‖s = 1,
∃ψX(M) > 0 s.t. MTMψX(M) = ψX(M),
∃ψY(M) > 0 s.t. MMTψY(M) = ψY(M)
}
.
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Proof: For the “only if” part, since M = B(PX,Y ) for
some PX,Y ∈ PX×Y, it follows by construction that M ≥ 0,
and as developed in Section II, ‖B‖s = 1 with corresponding
right and left principal singular vectors ψX(M) and ψY (M)
whose elements are {√PX , x ∈ X} and {
√
PY , y ∈ Y},
respectively, which are strictly positive according to our as-
sumption at the outset of this appendix. As such, these strictly
positive ψX(M) and ψY (M) must be eigenvectors of BTB
and BBT corresponding to the unit eigenvalue.
The “if” part follows from the same proof as that for Propo-
sition 97 mutatis mutandis. However, we must be careful when
applying the Perron-Frobenius theorem [24, Theorem 8.3.1] to
M ≥ 0 as it only guarantees that the eigenvectors ψX(M) and
ψY(M) are entrywise nonnegative. If an entry of ψX(M) or
ψY(M) were zero, then the corresponding column or row of
PY,X = diag(ψ
Y(M)) M diag(ψX(M)),
which defines PX,Y , would be zero. In turn, this would imply
that PX(x) = 0 for some x ∈ X or PY (y) = 0 for some
y ∈ Y, which would mean that PX,Y 6∈ PX×Y, so that M could
not be a DTM. Accordingly, we add the ψX(M) > 0 and
ψY(M) > 0 conditions in the statement of the proposition.
Remark 99: It is worth noting that a nonnegative square
matrix A ≥ 0 has strictly positive left and right eigenvectors
corresponding to its Perron-Frobenius eigenvalue (or spectral
radius) ρ(A) if and only if the triangular block form of A
is a direct sum of irreducible nonnegative square matrices
whose spectral radii are also ρ(A)—see Theorem 3.14 and
the preceding discussion in [143, Chapter 2, Section 3]. This
means that MTM and MMT have strictly positive eigen-
vectors corresponding to their spectral radius of unity if and
only if they have the aforementioned direct form structure after
suitable similarity transformations using permutation matrices.
Finally, we establish the following.
Proposition 100: The DTM function B : PX×Y 7→ BX×Y is
bijective and continuous.
Proof: The DTM function B : PX×Y 7→ BX×Y is bi-
jective because: 1) its range is defined to be BX×Y; and
2) the proof of Proposition 97 (and, in turn, its extension
Proposition 98) delineates the inverse function.
To prove that B : PX×Y 7→ BX×Y is continuous, consider
any sequence of distributions {PnX,Y ∈ PX×Y, n = 1, 2, . . . }
such that for all (x, y) ∈ X× Y
lim
n→∞P
n
X,Y (x, y) = PX,Y (x, y).
By the triangle inequality, we have, for all x ∈ X,∣∣PnX(x)− PX(x)∣∣ =
∣∣∣∣∣∑
y∈Y
PnX,Y (x, y)− PX,Y (x, y)
∣∣∣∣∣
≤
∑
y∈Y
∣∣PnX,Y (x, y)− PX,Y (x, y)∣∣,
which implies that PnX(x)→ PX(x) as n→∞ for all x ∈ X.
Likewise, PnY (y) → PY (y) as n → ∞ for all y ∈ Y. Hence,
we have
lim
n→∞
PnX,Y (x, y)√
PnX(x)P
n
Y (y)
=
PX,Y (x, y)√
PX(x)PY (y)
for all (x, y) ∈ X × Y, which means that the elements
of B
(
PnX,Y
)
converge to the elements of B
(
PX,Y
)
, and
where we note that the denominator terms are strictly positive
according to our assumption at the outset of this appendix.
Therefore, the DTM function is continuous.
C. Conditional Expectation Operator Representations
It is reasonable to ask why it is natural to focus on the
SVD of the CDM B˜ corresponding to B˜, as opposed to other
commonly used representations of the conditional expectation
operator PX|Y , such as simply
B0(x, y) , PX,Y (x, y),
or
B1(x, y) ,
PX,Y (x, y)
PX(x)PY (y)
,
whose logarithm is the pointwise mutual information [73] (also
referred to as the information density [74]). While fulling
addressing this question is beyond the scope of the present
development, we can show that B˜ generates inner product
spaces with the “right” properties, and that it does so uniquely
over a reasonable class of candidates.
Our characterization takes the form of the following propo-
sition, in which PX|Y is the representation of the conditional
expectation operator E
[·|Y = y] defined in (11). In particular,
expressing a function f as a length-|X| (column) vector f ,
E
[
f(X)|Y = y] = PTX|Y f .
Proposition 101: Define an inner product on R|X| using a
distribution QX
〈f1, f2〉QX ,
∑
x∈X
QX(x) f1(x) f2(x),
yielding `2(X, QX), and similarly use PY to convert R
|Y| into
`2(Y, PY ), i.e.,
〈g1,g2〉PY ,
∑
y∈Y
PY (y) g1(y) g2(y).
Then
min
QX
max
f∈`2(X,QX)
∥∥PTX|Y f∥∥PY∥∥f∥∥
QX
= 1,
and, moreover,
Q∗X = PX = PY PX|Y
is the unique minimizer.
Proof: Note that for all QX we have 1 ∈ `2(X, QX) with
‖1‖QX = 1. Also,
∥∥PTX|Y 1∥∥PY = ‖1‖PY = 1. Hence,
max
f∈`2(X,QX)
∥∥PTX|Y f∥∥PY∥∥f∥∥
QX
≥ 1, for all PY and QX .
But we know that QX = PX achieves the lower bound, which
proves the minimum. In particular, via Jensen’s inequality we
have
E
[
E [f(X)|Y ]2
]
≤ E
[
E
[
f(X)2|Y
]]
= E
[
f(X)2
]
.
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To prove that PX is the unique minimizer, suppose we use
QX 6= PX for the inner product. Then consider the adjoint
operator, which for f ∈ `2(X, QX) and g ∈ `2(Y, PY ) is
defined by
EPY
[
E
[
f(X)|Y ] g(Y )] = EPX,Y [f(X) g(Y )]
= EPX
[
f(X)E
[
g(Y )|X]]
= EQX
[
f(X)E
[
g(Y )|X] PX(X)
QX(X)
]
.
So the adjoint operator is
(P ∗X|Y g)(x) =
PX(x)
QX(x)
EPY |X
[
g(Y )|X = x].
Now observe that
(P ∗X|Y 1)(x) =
PX(x)
QX(x)
,
so ‖1‖PY = 1 and∥∥P ∗X|Y 1∥∥2QX = ∑
x∈X
QX(x)
PX(x)
2
QX(x)
2 = 1+Dχ2(Q‖P ) > 1,
where the last inequality follows because PX 6= QX . Hence
the largest singular value of P ∗X|Y is strictly greater than unity.
Hence, Q∗X = PX is the unique minimizer.
Note that Proposition 101 shows that given PX,Y , the
only choice of inner products that make PY |X and PX|Y
adjoints and contractive operators (so that the data processing
inequality is satisfied locally) are those with respect to PX and
PY . It also establishes that if we are given only PX|Y , we are
free to choose PY , but we must choose the corresponding PX
for the other inner product to obtain the required contraction
property.
We comment that the restriction in Proposition 101 to
inner products corresponding to weighting by distribution
is natural. In general, each inner product corresponds to a
positive semidefinite matrix A, i.e., 〈f ,g〉A = fTAg. For
simplicity, we neglect the orthogonal matrices in the spectral
decomposition of A, and only consider diagonal matrices A
with strictly positive diagonal entries, which correspond to
weighted inner products. Moreover, we restrict the diagonal
entries to sum to unity to have a “well-defined” problem
(indeed, allowing arbitrary scaling would make the infimum
in our proposition zero).
APPENDIX IV
APPENDICES FOR SECTION IV
A. Proof of Proposition 7
The first part of the proposition is immediate: from (51) we
obtain both
EP0
[
h(Z)
]
=
∑
z∈Z
P0(z)h(z) =
1

∑
z∈Z
(
P (z)− P0(z)
)
= 0,
and
ξ(z) =
√
P0(z)h(z) =
P (z)− P0(z)

√
P0(z)
= φ(z), (374)
where we have further used (50), and where to obtain the last
equality we have used (46). The second part of the proposition
is trivially true when h ≡ 0. When h 6≡ 0, it suffices to note
that P in (54) satisfies∑
z∈Z
P (z) =
∑
z∈Z
P0(z) + EP0
[
h(Z)
]
= 1,
and that P (z) ∈ [0, 1] whenever
 ≤ min
 −1min
z∈Z
h(z)
,
1−max
z∈Z
P0(z)
max
z∈Z
h(z) max
z∈Z
P0(z)
 ,
where we have used that since h 6≡ 0,
min
z∈Z
h(z) < 0 and max
z∈Z
h(z) > 0,
and that since P0 ∈ relint(PZ),
max
z∈Z
P0(z) < 1.
Finally, using, in turn, (46), (54), and (50), we obtain
φ(z) =
P (z)− P0(z)

√
P0(z)
=
√
P0(z)h(z) = ξ(z).
B. Proof of Corollary 8
To obtain the first part of the corollary, we have that given
P there exists h such that
1

log
P (z)
P0(z)
=
1

log
(
1 + h(z)
)
= h(z) + h(z), (375)
with h(z) denoting an o(1) term, where to obtain the first
equality we have used (51), and to obtain the second equality
we have used the first-order Taylor series approximation
log(1 + ω) = ω + o(ω). In turn, using (52) it follows that
hLL(z) = h(z) + h˜(z) (376)
where h˜ is a function such that
h˜(z) = o(1), → 0, z ∈ Z and EP0
[
h˜(Z)
]
= 0.
(377)
Multiplying both sides of (376) by
√
P0(z) yields the (57).
To obtain the second part of the corollary, we use from (54)
that given h satisfying (52) there exists P such that (375) holds
for sufficiently small . Subtracting the mean with respect to
P0 from (375) then yields (58).
C. Proof of Lemma 9
We have
EP [h(Z)] =
∑
z∈Z
P (z)h(z)
=
∑
z∈Z
(
P0(z) + 
√
P0(z) φ(z)
) ξ(z)√
P0(z)
(378)
=
∑
z∈Z
√
P0(z) ξ(z) + 
∑
z∈Z
φ(z) ξ(z) (379)
= 
〈
φ, ξ
〉
, (380)
where to obtain (378) we have used (46) and (50), and to
obtain (380) we have used that (52), i.e., ξ ∈ IZ(P0), implies
that the first term in (379) is zero in accordance with (49).
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D. Proof of Lemma 10
With the feature functions
Li(z) ,
1

(
Pi(z)
P0(z)
− 1
)
we have, for i = 1, 2,
log
Pi(z)
P0(z)
= log
(
1 + Li(z)
)
= Li(z)−
1
2
2Li(z)
2 + o(2) (381)
= 
φi(z)√
P0(z)
− 1
2
2
φi(z)
2
P0(z)
+ o(2), (382)
where to obtain (381) we have used the second-order Taylor
series approximation
log(1 + ω) = ω − 1
2
ω2 + o(ω2), as ω → 0,
and where to obtain (382) we have used (53) from the first
part of Proposition 7. Hence,
log
P1(z)
P2(z)
= log
P1(z)
P0(z)
− log P2(z)
P0(z)
= 
φ1(z)− φ2(z)√
P0(z)
− 1
2
2
φ1(z)
2 − φ2(z)2
P0(z)
+ o(2),
and, in turn,
D(P1‖P2)
=
∑
z∈Z
P1(z) log
P1(z)
P2(z)
=
∑
z∈Z
P0(z) log
P1(z)
P2(z)
+
∑
z∈Z
(
P1(z)− P0(z)
)
log
P1(z)
P2(z)
=
∑
z∈Z
P0(z) 
φ1(z)− φ2(z)√
P0(z)
−
∑
z∈Z
P0(z)
1
2
2
φ1(z)
2 − φ2(z)2
P0(z)
+
∑
z∈Z

√
P0(z)φ1(z) 
φ1(z)− φ2(z)√
P0(z)
−
∑
z∈Z

√
P0(z)φ1(z)
1
2
2
φ1(z)
2 − φ2(z)2
P0(z)
+ o(2)
= 0− 1
2
2
∑
z∈Z
(
φ1(z)
2 − φ2(z)2
)
+ 2
∑
z∈Z
φ1(z)
(
φ1(z)− φ2(z)
)
+ o(2)
=
1
2
2
[‖φ2‖2 − ‖φ1‖2 + 2‖φ1‖2 − 2〈φ1, φ2〉]+ o(2)
=
1
2
2‖φ1 − φ2‖2 + o(2).
E. Proof of Lemma 11
To obtain (63), it suffices to note that since
P˜0(z) = P0(z) + 
√
P0(z) φ˜0(z)
for some φ˜0(z) such that ‖φ˜0‖ ≤ 1, we have, for i = 1, 2,
φ˜i(z) =
Pi(z)− (P0(z) + 
√
P0(z) φ˜0(z))

√
P0(z) + 
√
P0(z) φ˜0(z)
=
(
Pi(z)− P0(z)
)− √P0(z) φ˜0(z)

√
P0(z)
√
1 +  φ˜0(z)√
P0(z)
=
(
φi(z)− φ˜0(z)
) (
1 + o(1)
)
,
where to obtain the last equality we have used that (1 +
ω)−1/2 = 1 + o(1) as ω → 0.
F. Proof of Lemma 13
It suffices to note that since
D
χ
2
(
PZ,W
∥∥ PZPW ) = EPZ [Dχ2(PW |Z(·|Z) ∥∥ PW )]
= EPW
[
D
χ
2
(
PZ|W (·|W )
∥∥ PZ)] ,
we have for all z ∈ Z,
D
χ
2
(
PW |Z(·|z)
∥∥ PW ) min
z
′∈Z
PZ(z
′)
≤ D
χ
2
(
PZ,W
∥∥ PZPW )
≤ max
z
′∈Z
D
χ
2
(
PW |Z(·|z′)
∥∥ PW ),
and, similarly, for all w ∈W,
D
χ
2
(
PZ|W (·|w)
∥∥ PZ) min
w
′∈W
PW (w
′)
≤ D
χ
2
(
PZ,W
∥∥ PZPW )
≤ max
w
′∈W
D
χ
2
(
PZ|W (·|w′)
∥∥ PZ),
where both the constituent minima are finite and nonzero as
→ 0 due to (67).
G. Proof of Lemma 14
The “if” part of the lemma follows from using O()-
dependence between Z and W in the form (68c) with
Lemma 10 to obtain
D(PZ|W (·|w)‖PZ) =
2
2
∥∥φZ|Ww ∥∥2+o(2), w ∈W, (383)
where for each w ∈W,
φZ|Ww (z) ,
PZ|W (z|w)− PZ(z)

√
PZ(z)
, z ∈ Z
is the information vector associated with PZ|W (·|w), and for
which
∥∥φZ|Ww ∥∥ ≤ 1. Alternatively, the inequality
D(p‖q) ≤ ln(1 +D
χ
2(p‖q)) ≤ D
χ
2(p‖q),
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valid for all finite Z and p, q ∈ PZ, which is derived in, e.g.,
[144, Theorem 5], is sufficient to obtain this part of the lemma,
using p = PZ,W and q = PZPW .
To obtain the “only if” part of the lemma, note that for any
finite Z and p, q ∈ PZ, we have, using Pinsker’s inequality
[145],
D
χ
2(p‖q) ≤ 1
minz∈Z q(z)
∑
z∈Z
(
p(z)− q(z))2
≤ 1
minz∈Z q(z)
(∑
z∈Z
∣∣p(z)− q(z)∣∣)2
≤ 2D(p‖q)
minz∈Z q(z)
. (384)
The result then follows setting, again, p = PZ,W and q =
PZPW , since the minimum in (384) is finite and nonzero due
to (67).
H. Proof of Lemma 15
It suffices to note that since
I(Z;W ) , D
(
PZ,W
∥∥ PZPW )
= EPZ
[
D
(
PW |Z(·|Z)
∥∥ PW )]
= EPW
[
D
(
PZ|W (·|W )
∥∥ PZ)] ,
we have for all z ∈ Z,
D
(
PW |Z(·|z)
∥∥ PW ) min
z
′∈Z
PZ(z
′)
≤ I(Z;W ) ≤ max
z
′∈Z
D
(
PW |Z(·|z′)
∥∥ PW ),
and, similarly, for all w ∈W,
D
(
PZ|W (·|w)
∥∥ PZ) min
w
′∈W
PW (w
′)
≤ I(Z;W ) ≤ max
w
′∈W
D
(
PZ|W (·|w′)
∥∥ PZ),
where both the constituent minima are finite and nonzero as
→ 0 due to (67).
I. Proof of Lemma 17
Since the rule is to decide based on comparing the projection
k∑
i=1
`i
(
EP1
[
hi(Z)
]− EP2[hi(Z)])
to a threshold, via Crame´r’s Theorem [146] the error exponent
under Pi is
Ei(λ) = min
P∈S(λ)
D(P‖Pi), (385)
where
S(λ) ,
{
P ∈ PZ :
EP
[
hk(Z)
]
= λEP1
[
hk(Z)
]
+ (1− λ)EP2
[
hk(Z)
]}
.
(386)
Now since (75a) holds, from Lemma 9 we obtain
EPi [hl(Z)] =  〈φi, ξl〉, i = 1, 2 and l = 1, . . . , k,
which we express compactly as
EPi
[
hk(Z)
]
=  〈φi, ξk〉, i = 1, 2.
Hence, the constraint (386) is expressed in information space
as
〈φ, ξl〉 = 〈λφ1 + (1− λ)φ2, ξl〉, l = 1, . . . , k,
i.e.,
〈φ, ξk〉 = 〈λφ1 + (1− λ)φ2, ξk〉. (387)
In turn, the optimizing P in (385), which we denote by P ∗,
lies in the exponential family through Pi with natural statistic
hk(z), i.e., the k-dimensional family whose members are of
the form
log P˜
θ
k(z) =
k∑
l=1
θl hl(z) + logPi(z)− α(θk),
for which the associated information vector is
 φ˜
θ
k(z) =
k∑
l=1
θl ξl(z) +  φi(z)− α(θk)
√
P0(z) + o(),
so
 〈φ˜
θ
k , ξl〉 = θl +  〈φi, ξl〉+ o(),
where we have used (75b). Hence, via (387) we obtain that
the intersection with the linear family (386) is at P ∗ = P
θ
k∗
with
θ∗l =  〈λφ1 + (1− λ)φ2 − φi, ξl〉+ o(),
and thus
Ei(λ) = D(P
∗‖Pi)
=
1
2
∥∥∥∥ k∑
l=1
θ∗k ξl
∥∥∥∥2 + 12α(θk∗)2 + o(2)
=
1
2
k∑
l=1
(
θ∗k
)2
+
1
2
α(θk
∗
)2 + o(2)
=
2
2
k∑
l=1
〈λφ1 + (1− λ)φ2 − φi, ξl〉2 + o(2), (388)
where to obtain the second equality we have again exploited
(75b), and where to obtain the last equality we have used that
α
(
θk
∗)
= o(2)
since θk
∗
= O() and
α(0) = 0, and ∇α(0) = EPi
[
hk(Z)
]
=  〈φi, ξk〉 = O().
Finally, E1(λ) = E2(λ) when λ = 1/2, so the overall error
probability has exponent (77).
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APPENDIX V
APPENDICES FOR SECTION V
A. Proof of Lemma 21
Via (92), we have∑
z∈Z
φZ|Wiwi (z)φ
Z|Wj
wj (z)
=
1
2
[∑
z∈Z
PZ|Wi(z|wi)PZ|Wj (z|wj)
PZ(z)
−
∑
z∈Z
(
PZ|Wi(z|wi) + PZ|Wj (z|wj)
)
+
∑
z∈Z
PZ(z)
]
= 0,
where the first sum within the brackets is 1 since, using the
pairwise marginal and conditional independencies,
PZ|Wi(z|wi)PZ|Wj (z|wj)
PZ(z)
=
PWi|Z(wi|z)PWj |Z(wj |z)PZ(z)
PWi(wi)PWj (wj)
=
PWi,Wj |Z(wi, wj |z)PZ(z)
PWi,Wj (wi, wj)
= PZ|Wi,Wj (z|wi, wj).
B. Proof of Lemma 22
Due to the conditional independence among the W k,
P
Z|Wk(z|w
k) =
PZ(z)
P
W
k(wk)
k∏
i=1
PWi|Z(wi|z)
=
PZ(z)
pi
(
wk
) k∏
i=1
PZ|Wi(z|wi)
PZ(z)
, (389)
with
pi
(
wk
)
=
P
W
k(wk)∏k
i=1 PWi(wi)
=
∑
z
′
PZ(z
′)
k∏
i=1
PZ|Wi(z
′|wi)
PZ(z
′)
.
Moreover,
PZ(z)
k∏
i=1
PZ|Wi(z|wi)
PZ(z)
= PZ(z)
k∏
i=1
(
1 +
√
PZ(z)
φZ|Wiwi
)
= PZ(z) + 
√
PZ(z)
k∑
i=1
φZ|Wiwi + o(), (390)
where to obtain (390) we have used Fact 23. In turn, summing
(390) over z we obtain
pi
(
wk
)
= 1 + o(), (391)
where we have used that since φZ|Wiwi ∈ IZ,∑
z
√
PZ(z)φ
Z|Wi
wi
(z) = 0.
Hence, using (390) and (391) with (93) in (389), we obtain
(94).
C. Proof of Lemma 25
First, note that the (i, j)th entry of AT1 Z A2 is a
T
1,iZa2,j ,
where a1,i and a2,j denote the ith and jth columns of A1 and
A2, respectively. Hence,
E
[∥∥AT1 Z A2∥∥2F] = E[∑
i,j
(
aT1,i Z a2,j
)2]
=
∑
i,j
E
[(
aT1,iZ a2,j
)2]
. (392)
Next, with Zij denoting the (i, j)th element of Z, note that
E
[(
aT1,iZ a2,j
)2]
= E
[(
aT1,iQ
T
1,i︸ ︷︷ ︸
,a˜T1,i
Z Q2,j a2,j︸ ︷︷ ︸
,a˜2,j
)2]
(393)
=
∥∥a1,i∥∥2 ∥∥a2,j∥∥2 E[(eT1 Z e1︸ ︷︷ ︸
=Z11
)2]
(394)
where to obtain (393) we have used Definition 24 with
orthogonal matrices Q1,i and Q2,j , and to obtain (394) we
have chosen Q1,i and Q2,j so that
a˜1,i =
∥∥a1,i∥∥ e1 and a˜2,j = ∥∥a2,j∥∥ e1.
In turn, substituting (394) into (392) yields
E
[∥∥AT1 Z A2∥∥2F] = E [Z211] ∑
i,j
∥∥a1,i∥∥2 ∥∥a2,j∥∥2
= E
[
Z211
] ∑
i
∥∥a1,i∥∥2 ∑
j
∥∥a2,j∥∥2
= E
[
Z211
] ∥∥A1∥∥2F ∥∥A2∥∥2F. (395)
Finally, with Q˜l denoting the permutation matrix that inter-
changes the first and lth columns of the identity matrix, it
follows from Definition 24 with Q1 = Q˜i and Q2 = Q˜j that
Zij
d
=Z11, and thus
E
[∥∥Z∥∥2
F
]
= k1k2 E
[
Z211
]
,
which when used in conjunction with (395) yields (107).
D. Proof of Proposition 27
Without loss of generality, as discussed in Section IV-D
we assume that fk and gk are normalized according to (35c)
and (35d), so the associated feature vectors ΞX and ΞY ,
respectively, satisfy (42).
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We first analyze the error probability in decisions about the
value of V based on Sk. To begin, we have
E¯V |S(fk) = lim
m→∞
−ERIE
[
log pV |Se (C
Y
 (PY ), f
k)
]
m
= ERIE
[
lim
m→∞
− log pV |Se (CY (PY ), fk, v∗, v′∗)
m
]
(396)
= ERIE
[
EV |S(CY (PY ), f
k, v∗, v
′
∗)
]
, (397)
where to obtain the (396) we have used standard pairwise
exponent analysis. Specifically, (with slight abuse of notation)
pV |Se (C
Y
 (PY ), f
k, v, v′) denotes the pairwise error probability
distinguishing distinct v and v′ in V based on sk, and
(v∗, v
′
∗) = arg min
{v,v′∈V : v 6=v′}
pV |Se (C
Y
 (PY ), f
k, v, v′), (398)
whose dependence on fk and CX (PX) we leave implicit in
our notation. Finally, in (397) we have used the notation
EV |S(CY (PY ), f
k, v, v′)
, lim
m→∞
− log pV |Se (CY (PY ), fk, v, v′)
m
for any distinct v and v′.
Now
EV |S(CY (PY ), f
k, v, v′)
=
2
8
k∑
i=1
((
φX|Vv − φX|Vv′
)T
ξXi
)2
+ o(2) (399)
=
2
8
∥∥(ΞX)TBT(φY |Vv − φY |Vv′ )∥∥2 + o(2) (400)
=
2
8
∥∥(ΞX)TBTΦY |V (ev − ev′)∥∥2 + o(2), (401)
where to obtain (399) we have used Lemma 17 with φY |Vv
and φY |V
v
′ as defined in (102a), to obtain (400) we have
used (103), and in (401) we have exploited elementary vector
notation (with an abuse of notation as discussed in footnote
25). Moreover, for fixed v and v′,
ERIE
[
EV |S(CY (PY ), f
k, v, v′)
]
= ERIE
[
2
8
∥∥(ΞX)TBTΦY |V (ev − ev′)∥∥2
]
+ o(2)
=
2 ERIE
[∥∥ΦY |V ∥∥2
F
]
4 |Y| |V|
∥∥B ΞX∥∥2
F
+ o(2) (402)
where to obtain (402) we have used Lemma 25.
Then since (402) does not depend on v or v′, it follows
from the law of total expectation that (397) satisfies
ERIE
[
EV |S(CY (PY ), f
k, v∗, v
′
∗)
]
= 2
ERIE
[∥∥ΦY |V ∥∥2
F
]
4 |Y| |V|︸ ︷︷ ︸
,E¯Y |V0
∥∥B ΞX∥∥2
F
+ o(2) (403)
≤ E¯Y |V0 2
k∑
i=1
σ2i + o(
2), (404)
where to obtain (404) we have used Lemma 3 with the relevant
constraint in (42) induced by our choice of normalization
(35c). Moreover, the inequality in (404) holds with equality
when we choose ΞX according to (43a), i.e., the optimal
features are fk = fk∗ .
We analyze the error probability in decisions about V based
on T k similarly. In particular, we obtain
E¯V |T (gk) = lim
m→∞
−ERIE
[
log pV |Te (C
Y
 (PY ), g
k)
]
m
=
2 ERIE
[∥∥ΦY |V ∥∥2
F
]
4 |Y| |V|
∥∥ΞY ∥∥2
F
+ o(2) (405)
= E¯
Y |V
0 
2 k + o(2), (406)
for any ΞY satisfying (42), i.e., any choice of (normalized)
gk.
We obtain the error probability in decisions about the value
of U from symmetry considerations. In particular, it suffices
to interchange the roles of U and V , and X and Y—so B
is replaced with its adjoint—in the preceding analysis, which
yields that
E¯U |T (gk) ≤
ERIE
[∥∥ΦX|U∥∥2
F
]
4 |X| |U|︸ ︷︷ ︸
,E¯X|U0
2
k∑
i=1
σ2i + o(
2),
with equality when gk = gk∗ , and
E¯U |S(fk) = E¯X|U0 
2 k + o(2),
for any choice of (normalized) fk.
It follows that the inequalities in (111) simultaneously all
hold with equality for the choices fk = fk∗ and g
k = gk∗ .
E. Proof of Proposition 30
Without loss of generality, as discussed in Section IV-D
we assume that fk and gk are normalized according to (35c)
and (35d), so the associated feature vectors ΞX and ΞY ,
respectively, satisfy (42).
53
We first analyze the error probability in decisions about the
value of V k based on Sk. To begin, the error exponent in
decisions about Vi satisfies
EVi|S(CY,k (PY ), f
k)
≤ EVi|S(CY,k (PY ), fk, vi, v′i) (407)
=
2
8
∥∥(ΞX)TBT(φY |Vivi − φY |Viv′i )∥∥2 + o(2) (408)
≤ 
2
2
max
vi∈Vi
∥∥(ΞX)TBTφY |Vivi ∥∥2 + o(2) (409)
≤ 
2
2
∥∥ΞX∥∥2
s
max
vi∈Vi
∥∥BTφY |Vivi ∥∥2 + o(2) (410)
≤ 
2
2
max
vi∈Vi
∥∥BTφY |Vivi ∥∥2 + o(2) (411)
=
2
2
max
vi∈Vi
∥∥BTφ˜Y |Vivi ∥∥2(δY |Vivi )2 + o(2) (412)
≤ 
2
2
max
vi∈Vi
∥∥BTφ˜Y |Vivi ∥∥2 + o(2) (413)
=
2
2
∥∥BTφ˜Y |Vi∗ ∥∥2 + o(2), (414)
where (407) follows from standard pairwise error analysis
with EVi|S(CY,k (PY ), f
k, vi, v
′
i) denoting the pairwise error
exponent in distinguising distinct vi and v
′
i in Vi, to obtain
(408) we have adapted (400) in the proof of Proposition 27,
to obtain (409) we have used the triangle inequality, to obtain
(410) we have used Fact 29, to obtain (411) we have used that∥∥ΞX∥∥
s
=
∥∥ΞY ∥∥
s
= 1, and to obtain (412) and (413) we have
used the decomposition
φY |Vivi = φ˜
Y |Vi
vi
δY |Vivi
where
∥∥φ˜Y |Vivi ∥∥ = 1 and ∣∣δY |Vivi ∣∣ ≤ 1. In (414), we have
introduced the notation
φ˜Y |Vi∗ , arg max{
φ˜
Y |Vi
vi
: vi∈Vi
}∥∥BTφ˜Y |Vivi ∥∥2,
and note that since V k is a multi-attribute, by Lemma 21 the
matrix
Φ˜Y |V
k
∗ ,
[
φ˜Y |V1∗ · · · φ˜Y |Vk∗
]
(415a)
has orthogonal columns, so
(
Φ˜Y |V
k
∗
)T
Φ˜Y |V
k
∗ = I. (415b)
Hence, for each i ∈ {1, . . . , k},
max
C
Y,k
 (PY ),f
k
min
j≤i
EVj |S(CY,k (PY ), f
k)
≤ max
C
Y,k
 (PY ),f
k
min
j≤i
2
2
∥∥BTφ˜Y |VjB ∥∥2 + o(2) (416)
= max
Φ˜
Y |V i
B :
(Φ˜
Y |V i
B )
T
Φ˜
Y |V i
B =I
min
j≤i
2
2
∥∥BTφ˜Y |VjB ∥∥2 + o(2)
(417)
= max
S⊂RKY : dim(S)=i
min
φ˜∈S : ‖φ˜‖=1
2
2
∥∥BTφ˜∥∥2 + o(2)
(418)
=
2
2
σ2i + o(
2), (419)
where to obtain (416) we have used (414), to obtain (417) we
have used (415), to obtain (418) we have used the definition
of a subspace, and to obtain (419) we have used Lemma 28.
We further note that the inequalities leading to the right-
hand side of (419) hold with equality for all i ∈ {1, . . . , k}
when we choose
Vi = {+1,−1} and φY |Vi+1 = −φY |Vi−1 = ψYi ,
for i = 1, . . . , k (so pVi(+1) = pVi(−1) = 1/2), and
ΞX = ΨX(k),
with ΨX(k) as defined in (44). In particular, the equalities
leading to (414) all hold with equality with these choices so
(416) holds with equality, and, via Lemma 28, (419) holds
when S is the space spanned by the columns of ΨY(i) and
φ˜ = ψYi .
We similarly analyze the error probability in decisions about
Uk based on Sk. In particular, the error exponent in decisions
about Ui satisfies
EUi|S(CX,k (PX), f
k) ≤ 
2
2
∥∥φ˜X|Ui∗ ∥∥2 + o(2), (420)
where we have used the decomposition
φX|Uiui = φ˜
X|Ui
ui
δX|Uiui
with
∥∥φ˜X|Uiui ∥∥ = 1 and ∣∣δX|Uiui ∣∣ ≤ 1, and where
φ˜X|Ui∗ , arg max{
φ˜
X|Ui
ui
: ui∈Ui
}∥∥φ˜X|Uiui ∥∥2.
Analgously, we note that since Uk is a multi-attribute, by
Lemma 21 the matrix
Φ˜X|U
k
∗ ,
[
φ˜X|U1∗ · · · φ˜X|Uk∗
]
(421a)
has orthogonal columns, so(
Φ˜X|U
k
∗
)T
Φ˜X|U
k
∗ = I. (421b)
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Hence, for each i ∈ {1, . . . , k},
max
C
X,k
 (PX),f
k
min
j≤i
EUj |S(CX,k (PX), f
k)
≤ max
S⊂RKY : dim(S)=i
min
φ˜∈S : ‖φ˜‖=1
2
2
∥∥φ˜∥∥2 + o(2)
(422)
=
2
2
+ o(2). (423)
In this case, it is straightforward to verify that the correspond-
ing inequalities leading to (423)—and so to (420) as well—all
hold with equality when
Ui = {+1,−1} and φX|Ui+1 = −φX|Ui−1 = φ˜X|Ui∗ ,
for any Φ˜X|U
k
∗ satisfying (421b), and when Ξ
X = Φ˜X|U
k
∗ .
The associated error probabilities for decisions about Uk
and V k based on T k follow from symmetry considerations. In
particular, it suffices to interchange the roles of U and V , and
X and Y—so B is replaced with its adjoint—in the preceding
analysis. This immediately yields that for i ∈ {1, . . . , k},
max
C
X,k
 (PX),g
k
min
j≤i
EUj |T (CX,k (PX), g
k) =
2
2
σ2i + o(
2),
(424)
which is achieved by the choices
Ui = {+1,−1} and φX|Ui+1 = −φX|Ui−1 = ψXi ,
for i = 1, . . . , k (so pUi(+1) = pUi(−1) = 1/2), and
ΞY = ΨY(k),
with ΨY(k) as defined in (44).
And it likewise yields, also for i ∈ {1, . . . , k}, that
max
C
Y,k
 (PY ),g
k
min
j≤i
EVj |T (CY,k (PY ), g
k) =
2
2
+ o(2), (425)
which is achieved by the choices
Vi = {+1,−1} and φY |Vi+1 = −φY |Vi−1 = φ˜Y |Vi∗ ,
for any Φ˜Y |V
k
∗ satisfying (415b), and when Ξ
Y = Φ˜Y |V
k
∗ .
It follows that the inequalities in (115) simultaneously all
hold with equality for the choices fk = fk∗ and g
k = gk∗ . and
(116).
F. Proof of Corollary 32
First, note that
P
U
k|Xm,Ym(u
k|xm, ym)
= P
U
k|Xm(u
k|xm) (426)
=
k∏
i=1
PUi|Xm(ui|x
m) (427)
=
k∏
i=1
PUi(ui)
PXm|Ui(x
m|ui)
PXm(x
m)
=
k∏
i=1
PUi(ui)
m∏
j=1
PX|Ui(xj |ui)
PX(xj)
(428)
=
(
1
2
)k k∏
i=1
m∏
j=1
(
1 +  ui f
∗
i (xj)
)
(429)
=
(
1
2
)k1 +  k∑
i=1
ui
m∑
j=1
f∗i (xj)
+ o()
(430)
=
(
1
2
)k(
1 + m
k∑
i=1
ui si∗
)
+ o(), (431)
where to obtain (426) we have used the Markov structure
(87a), to obtain (427) we have used that Uk is a multi-attribute
of Xm, to obtain (428) we have used (87b) and (87d) with
(97b), to obtain (429) we have used (116a), and to obtain (430)
we have used Fact 23.
Next, from symmetry considerations, we obtain the analo-
gous result
P
V
k|Xm,Ym(v
k|xm, ym) =
(
1
2
)k(
1 + m
k∑
i=1
vi t
∗
i
)
+o(),
(432)
We then obtain (120) by substituting (431) and (432) into
P
U
k
,V
k|Xm,Ym(u
k, vk|xm, ym)
= P
U
k|Xm,Ym(u
k|xm, ym)P
V
k|Xm,Ym(v
k|xm, ym),
which is a consequence of the Markov structure (87a).
Finally, using the preceding results we have
P
U
k|Sk∗ ,Tk∗ ,V k(u
k|sk∗, tk∗, vk)
=
P
U
k
,V
k|Sk∗ ,Tk∗ (u
k, vk|sk∗, tk∗)
P
V
k|Sk∗ ,Tk∗ (v
k|sk∗, tk∗)
=
P
U
k
,V
k|Xm,Ym(u
k, vk|xm, ym) + o()
P
V
k|Ym(v
k|ym) + o()
=
P
U
k|Xm(u
k|xm)P
V
k|Ym(v
k|ym) + o()
P
V
k|Ym(v
k|ym) + o()
= P
U
k|Xm(u
k|xm) + o(),
which combined with (431) verifies (122a), and (122b) follows
from symmetry considerations.
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G. Proof of Proposition 33
The following lemma is useful in our proof.
Lemma 102: Given  > 0 and configurations CX (PX) and
C
Y
 (PY ) for -attributes U and V , respectively, we have
PU,V (u, v)
PU (u)PV (v)
= 1 + 2 σ˜(u, v), (433)
and
I(U ;V ) =
4
2
∑
u∈U,v∈V
PU (u)PV (v) σ˜(u, v)
2 +o(4), (434)
where
σ˜(u, v) ,
(
φY |Vv
)T
BφX|Uu . (435)
Proof of Lemma 102: First, we obtain (433) via
PU,V (u, v)
PU (u)PV (v)
=
∑
x∈X,y∈Y
PY |V (y|v)PY |X(y|x)PX|U (x|u)
PY (y)
=
∑
x∈X,y∈Y
PY,X|U (y, x|u) + PX,Y |V (x, y|v)− PX,Y (x, y)
+
PY |V (y|v)− PY (y)√
PY (y)
· PX,Y (x, y)√
PX(x)
√
PY (y)
· PX|U (x|u)− PX(x)√
PX(x)
= 1 + 2 σ˜(u, v), (436)
with σ˜(u, v) as defined in (435). In turn, we obtain (434) via
I(U ;V )
= D(PU,V ‖PUPV )
=
∑
u∈U,v∈V
PU,V (u, v) log
PU,V (u, v)
PU (u)PV (v)
=
∑
u∈U,v∈V
PU,V (u, v)
[
2σ˜(u, v)− 
4
2
σ˜(u, v)2 + o(4)
]
(437)
=
∑
u∈U,v∈V
PU (u)PV (v)
[
1 + 2σ˜(u, v)
]
·
[
2σ˜(u, v)− 
4
2
σ˜(u, v)2 + o(4)
]
(438)
=
4
2
∑
u∈U,v∈V
PU (u)PV (v) σ˜(u, v)
2 + o(4), (439)
where to obtain (437) we have used (433) and the Taylor series
expansion log(1 + ω) = ω − ω2/2 + o(ω2), where to obtain
(438) we have again used (433), and where to obtain (439)
we have used that∑
u∈U,v∈V
PU (u)PV (v) σ˜(u, v) = 0
as a consequence of (104), since σ˜(u, v) takes the form (435).
Proceeding to the proof of Proposition 33, we have
I(Uk;V k)
=
4
2
∑
u
k
,v
k
P
U
k(uk)P
V
k(vk) σ˜(uk, vk)2 + o(4) (440)
≤ 
4
2
max
u
k
,v
k
σ˜(uk, vk)2 + o(4)
=
4
2
((
φY |V
k)T
BφX|U
k)2
+ o(4) (441)
=
4
2
( k∑
i=1
k∑
j=1
(
φY |Vi
)T
BφX|Uj
)2
+ o(4) (442)
=
4
2
∥∥(ΦY |V k)TB ΦX|Uk∥∥2
F
+ o(4) (443)
=
4
2
∥∥(Φ˜Y |V k∆Y |V k)TB Φ˜X|Uk∆X|Uk∥∥2
F
+ o(4)
(444)
≤ 
4
2
(
max
i
∥∥φY |Vi∥∥2)(max
i
∥∥φX|Ui∥∥2)
· ∥∥Φ˜Y |V k∥∥2
s
∥∥B Φ˜X|Uk∥∥2
F
+ o(4) (445)
≤ 
4
2
∥∥B Φ˜X|Uk∥∥2
F
+ o(4) (446)
≤ 
4
2
k∑
i=1
σ2i + o(
4), (447)
where to obtain (440) we have used (434) of Lemma 102 with
U = Uk and V = V k so
σ˜(uk, vk) ,
(
φ
Y |V k
v
k
)T
Bφ
X|Uk
u
k , (448)
in (441) we have introduced the notation
φX|U
k
, φX|U
k
u
k
max
and φY |V
k
, φY |V
k
v
k
max
where
(ukmax, v
k
max) , arg max
u
k
,v
k
σ˜(uk, vk)2.
To obtain (442) we have used Lemma 22 together with the
notation
φX|Ui , φX|Ui
u
max
i
and φY |Vi , φY |Vi
v
max
i
with
ukmax = (u
max
1 , . . . , u
max
k )
vkmax = (v
max
1 , . . . , v
max
k ),
and in (443) we have introduced the notation
ΦX|U
k
,
[
φX|U1 · · · φX|Uk
]
ΦY |V
k
,
[
φY |V1 · · · φY |Vk
]
.
To obtain (444) have used the factorizations
ΦX|U
k
= Φ˜X|U
k
∆X|U
k
ΦY |V
k
= Φ˜Y |V
k
∆Y |V
k
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where, due to Lemma 21,
(
Φ˜X|U
k)T
Φ˜X|U
k
=
(
Φ˜Y |V
k)T
Φ˜Y |V
k
= I
and where ∆X|U
k
and ∆Y |V
k
are diagonal matrices, to obtain
(445) we have repeatedly used Fact 29, to obtain (446) we have
used the properties of the factorization, and to obtain (447) we
have used Lemma 3. Finally, it is straightforward to verify that
the inequalities leading to (447) all hold with equality when
we choose the particular configurations (116), i.e., when
φX|Uiui = uiψ
X
i , ui ∈ {+1,−1} (449a)
φY |Vivi = viψ
Y
i , vi ∈ {+1,−1}. (449b)
To obtain (125), first note that, starting from (448),
σ˜(uk, vk) =
(
φ
Y |V k
v
k
)T
Bφ
X|Uk
u
k
=
(
k∑
i=1
φY |Vivi
)T
B
 k∑
j=1
φ
X|Uj
uj
+ o(1) (450)
=
(
k∑
i=1
viψ
Y
i
)T
B
 k∑
j=1
uj ψ
X
j
+ o(1) (451)
=
k∑
i=1
k∑
j=1
uj vi
(
ψYi
)T
BψXj + o(1)
=
k∑
i=1
ui vi σi + o(1), (452)
where to obtain (450) we have used Lemma 22 to obtain (451)
we have used (449), and to obtain (452) we have used (12a).
Hence, using (433) in Lemma 102 with U = Uk and V =
V k and substituting (452), we obtain
P
U
k
,V
k(uk, vk) = P
U
k(uk)P
V
k(vk)
(
1 + 2 σ˜(uk, vk)
)
=
1
4k
(
1 + 2
k∑
i=1
ui vi σi
)
+ o(2),
viz., (125).
H. Proof of Proposition 35
First, we note that, in accordance with the discussion of
Section IV-B, the conditions of the proposition imply that Uk
has a configuration of the form CX,(1+o(1)). Next, we have
I(Uk;Y ) =
1
2k
∑
u
k
D(P
Y |Uk(·|u
k)‖PY ) (453)
=
2
2k+1
∑
u
k
∥∥φY |Uk
u
k
∥∥2 + o(2) (454)
=
2
2k+1
∑
u
k
∥∥BφX|Uk
u
k
∥∥2 + o(2) (455)
=
2
2k+1
∑
u
k
∥∥∥∥∥B
k∑
i=1
φX|Uiui
∥∥∥∥∥
2
+ o(2) (456)
=
2
2
k∑
i=1
∥∥BφX|Ui∥∥2 + o(2) (457)
=
2
2
∥∥B ΦX|Uk∥∥2
F
+ o(2)
=
2
2
∥∥B Φ˜X|Uk ∆X|Uk∥∥2
F
+ o(2) (458)
≤ 
2
2
∥∥B Φ˜X|Uk∥∥2
F
∥∥∆X|Uk∥∥2
s
+ o(2) (459)
≤ 
2
2
∥∥B Φ˜X|Uk∥∥2
F
+ o(2)
≤ 
2
2
k∑
i=1
σ2i + o(
2), (460)
where to obtain (453) we have used that all configurations uk
are equiprobable due to condition 1, to obtain (454) we have
used Lemma 10, to obtain (455) we have used (101) with
U = Uk, to obtain (456) we have used Lemma 22, and to
obtain (457) we have used that constraint 2 implies that
φ
X|Ui
+1 = −φX|Ui−1 , φX|Ui , (461)
for i = 1, . . . ,K − 1, since∑
x
PUi(u)φ
X|Ui
u = 0.
To obtain (458) we have used the notation
ΦX|U
k
,
[
φX|U1 · · · φX|Uk
]
with factorization
ΦX|U
k
= Φ˜X|U
k
∆X|U
k
where, due to Lemma 21,(
Φ˜X|U
k)T
Φ˜X|U
k
= I (462)
and ∆X|U
k
is a diagonal matrix whose ith diagonal entry is
‖φX|Ui‖ ≤ 1 + o(1). To obtain (459) we have used Fact 29,
and to obtain (460) we have used Lemma 3 with the constraint
(462). Furthermore, the inequalities leading to (460) hold with
equality when we choose
ΦX|U
k
= ΨX(k),
with ΨX(k) as defined in (44), so the optimum configuration is
(116a).
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The corresponding result, including (116b), for the maxi-
mization of I(V k;X) subject to I(Vi;Y ) ≤ 2/2 and the other
corresponding constraints follows immediately from symmetry
considerations.
I. Proof of Proposition 38
First, without loss of generality let us choose δ(·) such that
δ() ≥ , (463)
in which case, we have, for all  sufficiently small,
PX,Y ∈ N¯X×Y (PXPY ) (464)
⊂ NX×Y (PXPY ) (465)
⊂ NX×Yδ() (PXPY ) (466)
⊂ NX×Y√
2δ()
(PXPY ). (467)
where (464) is given, where (465) follows from (132), where
(466) follows from (463), and where (467) holds when  ≤ 2.
Next, from (143) and (142) it follows that for w ∈W,
φ˜X,Y |Ww (x, y) = φˇ
X,Y |W
w (x, y) + o(1), x ∈ X, y ∈ Y,
(468)
wherein∥∥φˇX,Y |Ww ∥∥2
=
1
2
∑
x,y
(√
PY (y)φ
X|W
w (x) +
√
PX(x)φ
Y |W
w (y)
)2
=
1
2
(∑
x,y
PY (y)φ
X|W
w (x)
2 +
∑
x,y
PX(x)φ
Y |W
w (y)
2
)
=
1
2
(∥∥φX|Ww ∥∥2 + ∥∥φY |Ww ∥∥2) (469)
≤ 1. (470)
Hence,
PX,Y |W (·, ·|w) ∈ NX×Y√2δ()(1+o(1))(PXPY ), w ∈W. (471)
Furthermore, due to (467) and (471), we may apply
Lemma 11 with P1 = PX,Y |W (·, ·|w), P2 = PX,Y , P0 =
PXPY , and P˜0 = PX,Y to
φX,Y |Ww (x, y) ,
PX,Y |W (x, y|w)− PX,Y (x, y)√
2δ()
√
PX,Y (x, y)
(472)
yielding
φX,Y |Ww (x, y) = φ˜
X,Y |W
w (x, y)−
B˜(y, x)√
2δ()
+ o(1)
= φˇX,Y |Ww (x, y) + o(1), (473)
where to obtain (473) we have used both (468) and that (466)
implies |B˜(y, x)| ≤ δ(). Combining (473) with (470), we
conclude
PX,Y |W (·, ·|w) ∈ NX×Y√2δ()(1+o(1))(PX,Y ), w ∈W. (474)
As a result, for all w ∈W,
D(PX,Y |W (·, ·|w)‖PX,Y )
= δ()
∥∥φX,Y |Ww ∥∥2 + o(δ()) (475)
= δ()
∥∥φˇX,Y |Ww ∥∥2 + o(δ()), (476)
where to obtain (475) we have used the special case of
Lemma 10, and to obtain (476) we have used (473). In turn,
I(W ;X,Y )
=
∑
w∈W
PW (w)D(PX,Y |W (·, ·|w)‖PX,Y )
= δ()
∑
w∈W
PW (w)
∥∥φˇX,Y |Ww ∥∥2 + o(δ()) (477)
=
δ()
2
∑
w∈W
PW (w)
(
‖φX|Ww ‖2 + ‖φY |Ww ‖2
)
+ o(δ()),
(478)
where to obtain (477) we have used (476), and where to obtain
(478) we have used (469).
Hence, we seek to minimize (478) subject to the constraint
(144). To this end, let us define
Φ˜X|W ,
√
δ() ΦX|W
√
PW (479)
Φ˜Y |W ,
√
δ() ΦY |W
√
PW , (480)
where, consistent with the notation and terminology in Defi-
nition 26, ΦX|W is a |X| × |W| matrix whose wth column is
φX|Ww , where Φ
Y |W is a |Y|× |W| matrix whose wth column
is φY |Ww , and where PW is a |W| × |W| diagonal matrix
whose wth diagonal entry is PW (w). Then we can equivalently
express the constraint (144) in the form
B˜ = Φ˜Y |W
(
Φ˜X|W
)T
, (481)
and the objective function (478) as
I(W ;X,Y ) =
1
2
(
‖Φ˜X|W ‖2F + ‖Φ˜Y |W ‖2F
)
+ o(δ())
≥ ‖B˜‖∗ + o(δ()), (482)
where to obtain the inequality we have used Lemma 37 with
(481).
It is straightforward to verify that the inequality in (482)
holds with equality subject to the constraints in (141) when
we choose the configuration for W according to
W = {±1, . . . ,±(K − 1)} (483a)
φ
X|W
i = −φX|W−i =
√
σi
σ˜i δ()
ψXi , i = 1, . . . ,K − 1
(483b)
φ
Y |W
i = −φY |W−i =
√
σi
σ˜i δ()
ψYi , i = 1, . . . ,K − 1
(483c)
PW (i) = PW (−i) =
1
2
σ˜i, i = 1, . . . ,K − 1, (483d)
where
σ˜i ,
σi∑K−1
i
′
=1
σi′
. (483e)
Specifically, with the choices (483) we have∥∥φX|Ww ∥∥ ≤ 1 and ∥∥φY |Ww ∥∥ ≤ 1
since
K−1∑
i=1
σi = ‖B˜‖∗ ≤  ≤ δ()
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from PX,Y ∈ N¯X×Y (PXPY ) as given and the choice (463), so
the constraints (142) are satisfied. Moreover, we satisfy con-
straints(145) by the symmetric construction of our information
vector sets. And we satisfy the constraint (144) by construction
since
δ()
∑
w∈W
PW (w)φ
Y |W
w
(
φX|Ww
)T
= δ()
K−1∑
i=1
σi
δ()
ψYi
(
ψXi
)T
= B˜,
where last equality follows from (29). Finally, evaluating the
leading term in (478) we obtain
δ()
2
∑
w∈W
PW (w)
(‖φX|Ww ‖2 + ‖φY |Ww ‖2)
=
δ()
2
(
2
K−1∑
i=1
σi
δ()
)
=
K−1∑
i=1
σi,
so the inequality in (482) is achieved with equality.
It remains only to choose δ(·) satisfying (463) and
lim→0 δ() = 0. The leading term in (478) with the configu-
ration (483) does not depend on this choice, so we focus on
the o(δ()) term, which is minimized by the choice δ() = ,
yielding (151). In turn, (152) is obtained by rewriting (483)
using (140a)–(140b) and (17).
J. Proof of Corollary 39
We have, for the extended model (153),
PXm,Ym|W (x
m, ym|w)
= PXm(x
m)PYm(y
m)
·
m∏
l=1
(
1 + sgn(w) ‖B˜‖1/2∗ f∗|w|(xl)
)
·
(
1 + sgn(w) ‖B˜‖1/2∗ g∗|w|(yl)
)
(484)
= PXm(x
m)PYm(y
m)
·
(
1 +m sgn(w) ‖B˜‖1/2∗ r∗|w|
)
+ o(
√
)
(485)
= PXm,Ym(x
m, ym)
·
(
1 +m sgn(w) ‖B˜‖1/2∗ r∗|w|
)
+ o(
√
),
(486)
where to obtain (484) we have used (152) and (153), to obtain
(485) we have used that X,Y are sub- dependent so (130)
holds, together with Fact 23 and (157), and to obtain (486) we
have used that since sub- dependence implies |B˜(y, x)| ≤ 
for all x ∈ X and y ∈ Y,
PX,Y (x, y) = PX(x)PY (y)+O() = PX(x)PY (y)+o(
√
),
whence
PXm,Ym(x
m, ym) = PXm(x
m)PYm(y
m) + o(
√
).
Finally, substituting PW from (152) and using (486) in
PW |Xm,Ym(w|xm, ym) =
PXm,Ym|W (x
m, ym|w)PW (w)
PXm,Ym(x
m, ym)
yields (156).
K. Proof of Corollary 40
For the first part of the corollary, note that (162) and (151)
together imply (161). To show (162), we begin by defining
φX,Y |Wiwi ,
PX,Y |Wi(x, y|wi)− PX,Y (x, y)√
2
√
PX,Y (x, y)
, wi ∈W◦.
(487)
Then, since
PX,Y |Wi(x, y|+ 1) = PX,Y |W (x, y|i)
PX,Y |Wi(x, y| − 1) = PX,Y |W (x, y|−i).
we have
φ
X,Y |Wi
+1 = φ
X,Y |W
i = φˇ
X,Y |W
i + o(1) (488a)
φ
X,Y |Wi
−1 = φ
X,Y |W
−i = φˇ
X,Y |W
−i + o(1), (488b)
where φX,Y |Ww and φˇ
X,Y |W
w are as defined in (472) (setting
δ() = ) and (143b), respectively.
Next, note that
PX,Y |Wi(x, y|0)
=
1
PWi(0)
∑
{j : j 6=i}
(
1− PWj (0)
)
PX,Y |{Wj 6=0}(x, y) (489)
=
1
(1− σ˜i)
∑
{j : j 6=i}
σ˜j PX,Y |{Wj 6=0}(x, y) (490)
=
1
2(1− σ˜i)
∑
{j : j 6=i}
σ˜j
(
PX,Y |W (x, y|j)
+ PX,Y |W (x, y|−j)
)
, (491)
where to obtain (489) we have used that the events {Wi 6= 0},
i = 1, . . . ,K − 1 form a partition of sample space, to obtain
(490) we have used (483d), and to obtain (491) we have used
that
PX,Y |{Wj 6=0}(x, y)
=
PX,Y |Wj (x, y|+1)PW (j) + PX,Y |Wj (x, y|−1)PW (−j)
PW (j) + PW (−j)
=
1
2
(
PX,Y |W (x, y|j) + PX,Y |W (x, y|−j)
)
.
Hence,
φ
X,Y |Wi
0
=
1
2(1− σ˜i)
∑
{j : j 6=i}
σ˜j
(
φ
X,Y |W
j + φ
X,Y |W
−j
)
(492)
=
1
2(1− σ˜i)
∑
{j : j 6=i}
σ˜j
(
φˇ
X,Y |W
j + φˇ
X,Y |W
−j
)
+ o(1)
(493)
= o(1), (494)
where to obtain (492) we have used (491) with (472) (setting
δ() = ) and (487), to obtain (493) we have used (488), and
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to obtain (494) we have used (143b) with (483b)–(483c) to
conclude that the term in parentheses is zero, since for w ∈W,
φˇX,Y |Ww
= sgn(w)
√
σ|w|
2σ˜|w| 
(√
PY (y)ψ
Y
|w| +
√
PX(x)ψ
X
|w|
)
.
(495)
From (488) with (470), and from (494), we conclude
PX,Y |Wi(·, ·|wi) ∈ NX×Y√2(1+o(1))(PX,Y ), wi ∈W◦,
whence
D(PX,Y |Wi(·, ·|j)‖PX,Y )
= 
∥∥φX,Y |Wij ∥∥2 + o()
=


∥∥φˇX,Y |Wi ∥∥2 + o() j = +1

∥∥φˇX,Y |W−i ∥∥2 + o() j = −1
o() j = 0,
(496)
where to obtain the first equality we have used the special case
of Lemma 10, and to obtain the second equality we have used
(488) and (494). In turn, we obtain (162) via
I(Wi;X,Y ) =
∑
j∈W◦
PWi(j)D(PX,Y |Wi(·, ·|j)‖PX,Y )
= 2  PW (i)
∥∥φˇX,Y |Wi ∥∥2 + o() (497)
= σi + o(), (498)
where to obtain the (497) we have used the first equality in
(483d), and to obtain (498) we have used the second equality
in (483d) and that∥∥φˇX,Y |Ww ∥∥2
=
σ|w|
2σ˜|w|
∑
x,y
(√
PY (y)ψ
X
|w|(x) +
√
PX(x)ψ
Y
|w|(y)
)2
(499)
=
σ|w|
σ˜|w| 
. (500)
To obtain (499) we have used (495), and to obtain (500) we
have used (142).
Turning now to the second part of the corollary, consistent
with Definition 36,
C(Ui, Vi) = min
PW˜i|Ui,Vi : Ui↔W˜i↔Vi
I(W˜i;Ui, Vi). (501)
by adapting the analysis of Proposition 38 we used to obtain
C(X,Y ). In particular, from (126) we have that the counter-
part to (3) is
Bi(ui, vi) ,
PUi,Vi(ui, vi)√
PUi(ui)
√
PVi(vi)
=
1
2
(
1+˜2 σi ui vi
)
+o(˜2)
for ui, vi ∈ {−1,+1}, and that to (8) is
Bi ,
[√
PVi
]−1
PVi,Ui
[√
PUi
]−1
=
1√
2
[
1 1
1 −1
]
︸ ︷︷ ︸
,ΨVi
[
1 0
0 ˜2 σi
] [
1 1
1 −1
]
1√
2︸ ︷︷ ︸
,
(
Ψ
Ui
)T
+o(˜2).
Note too that the counterpart to (28), i.e.,
B˜i ,
[√
PVi
]−1 [
PVi,Ui −PVi PUi
] [√
PUi
]−1
satisfies
‖B˜i‖∗ = ˜2 σi + o(˜2) ≤ ˜2 ‖B˜‖∗ + o(˜2) ≤ ˜2 + o(˜2),
so
PUi,Vi ∈ N¯
Ui×Vi
˜
2
+o(˜
2
)
(PUiPVi).
Hence, the counterpart of (151) in Proposition 38 for the new
variables (Ui, Vi) is
C(Ui, Vi) = ˜
2 σi + o(˜
2).
as , ˜→ 0, and thus (163) follows.
L. Proof of Corollary 41
Since the event Wi = j is the event W = ji for
j ∈ {−1,+1}, the cases wi = ±1 in (165) follow immediately
from Corollary 39. The case wi = 0 in (165) is then
determined by the constraint that the result is a distribution.
M. Proof of Corollary 42
First note that (167b) is readily obtained from (123b),
exploiting that ui and vi are uniquely determined in the cases
zi = ±2. Second, note that
PW˜i|Zi,Xm,Ym(w˜i|zi, x
m, ym)
=
∑
{(ui,vi) :
ui+vi=zi}
PW˜i|Ui,Vi(w˜i|ui, vi)
· PUi,Vi|Zi,Xm,Ym(ui, vi|zi, x
m, ym),
(502)
which is obtained by exploiting (166) and the structure in W˜i
implicit in (159). To obtain (167a) from (502) we use that
PW˜i|Ui,Vi(w˜i|ui, vi) =
1
2
(
1 + sgn(w˜i zi)
√
σi
)
+ o(˜
√
),
which is obtained by adapting Corollary 39, and that the
second factor in the summation in (502) is unity when zi = ±2
since ui and vi are uniquely determined in these cases.
APPENDIX VI
APPENDICES FOR SECTION VI
A. Proof of Proposition 43
Our proof makes use of two lemmas. The first is the
following vector generalization of Bernstein’s inequality [147,
Theorem 2.4].
Lemma 103 (Bernstein Inequality (Vector Version)): For
some dimension d, let Z˜1, . . . , Z˜n ∈ Rd be independent zero-
mean random vectors such that for some constant c > 0,
P
{
‖Z˜i‖ ≤ c
}
= 1, i = 1, . . . , n.
Moreover, let c¯ ∈ (0, c2] be a constant such that
1
n
n∑
i=1
E
[
‖Z˜i‖2
]
≤ c¯.
60
Then, for all 0 ≤ δ ≤ c¯/c,60
P
{∥∥∥∥∥ 1n
n∑
i=1
Z˜i
∥∥∥∥∥ ≥ δ
}
≤ exp
{
1
4
− δ
2n
8c¯
}
.
The second lemma is the following.
Lemma 104: Given dimensions k1 and k2 and any two
matrices A1,A2 ∈ Rk1×k2 , we have, for every k ∈{
1, . . . ,min{k1, k2}
}
,
k∑
i=1
∣∣σi(A1)− σi(A2)∣∣ ≤ √k ‖A1 −A2‖F. (503)
Proof of Lemma 104: We have
k∑
i=1
∣∣σi(A1)− σi(A2)∣∣ ≤ k∑
i=1
σi(A1 −A2) (504)
≤
√
k
√√√√ k∑
i=1
σi(A1 −A2)2 (505)
≤
√
k
√√√√min{k1,k2}∑
i=1
σi(A1 −A2)2
=
√
k ‖A1 −A2‖F, (506)
where to obtain (504) we use the following standard inequality
(see, e.g., [148, Theorem 3.4.5]):
Lemma 105 (Lidskii Inequality): Given dimensions k1 and
k2 and any matrices A1,A2 ∈ Rk1×k2 , we have, for every k ∈{
1,min{k1, k2}
}
and 1 ≤ i1 < i2 < · · · < ik ≤ min{k1, k2},
k∑
j=1
∣∣σij (A1)− σij (A2)∣∣ ≤ ‖A1 −A2‖(k),
where σ1(·) ≥ · · · ≥ σmin{k1,k2}(·) denote the ordered
singular values of its (matrix) argument.
In turn, to obtain (505) we use the Cauchy-Schwarz inequality,
and to obtain (506) we use the definition of the Frobenius
norm.
Our proof of Proposition 43 proceeds as follows. First, for
each i ∈ {1, . . . , n} let Zi denote a random |Y| × |X| matrix
with (y, x)th element
Zi(x, y) ,
1{Xi=x, Yi=y} − PX(x)PY (y)√
PX(x)PY (y)
, x ∈ X, y ∈ Y.
Accordingly, the Z1, . . . ,Zn are i.i.d. and E
[
Zi
]
= B˜. Now
Z˜i , Zi − E
[
Zi
]
= Zi − B˜ (507)
60As noted in [147], this bound does not depend on d.
satisfies
∥∥Z˜i∥∥2F = ∑
x∈X
∑
y∈Y
(
1{Xi=x, Yi=y} − PX,Y (x, y)
)2
PX(x)PY (y)
≤ 1
p20
∑
x∈X
∑
y∈Y
(
1{Xi=x, Yi=y} − PX,Y (x, y)
)2
(508)
=
1
p20
[∑
x∈X
∑
y∈Y
1{Xi=x, Yi=y}
− 2
∑
x∈X
∑
y∈Y
1{Xi=x, Yi=y} PX,Y (x, y)
+
∑
x∈X
∑
y∈Y
PX,Y (x, y)
2
]
(509)
≤ 2
p20
, c2 (510)
where to obtain (508) we have used (183), and where to obtain
(510) we have used that in (509) the first term within the
brackets is unity, the second is upper bounded by zero, and
the third term is upper bounded by unity since∑
z∈Z
q(z)2 ≤
∑
z∈Z
q(z) = 1, any (countable) Z and q ∈ PZ.
(511)
Moreover,
1
n
n∑
i=1
E
[∥∥Z˜i∥∥2F]
= E
[∥∥Z˜1∥∥2F] (512)
≤ 1
p20
∑
x∈X
∑
y∈Y
var
[
1{X1=x, Y1=y}
]
(513)
=
1
p20
∑
x∈X
∑
y∈Y
[
PX,Y (x, y)− PX,Y (x, y)2
]
(514)
≤ 1
p20
, c¯, (515)
where to obtain (512) we have used that Z˜1, . . . , Z˜n are i.i.d.,
to obtain (513) we take the expectation of (508), to obtain
(514) we have used that
var
[
1{X1=x, Y1=y}
]
= PX,Y (x, y)− PX,Y (x, y)2
since 1{X1=x, Y1=y} is a Bernoulli random variable, and to
obtain (515) we have used that the second term in (514) is
upper bounded by zero.
Finally, for 0 ≤ δ ≤√k/2/p0 we have
P
{
k∑
i=1
∣∣σˆi − σi∣∣ ≥ δ
}
≤ P
{
‖Bˆ− B˜‖F ≥
δ√
k
}
(516)
= P
{∥∥∥∥∥ 1n
n∑
i=1
Z˜i
∥∥∥∥∥
F
≥ δ√
k
}
(517)
≤ exp
{
1
4
− p
2
0 δ
2n
8k
}
, (518)
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where to obtain (516) we have used Lemma 104, to obtain
(517) we have used that
Bˆ− B˜ = 1
n
n∑
i=1
Z˜i, (519)
and to obtain (518) we have used Lemma 103 with [cf. (510)]
c =
√
2/p0 and [cf. (515)] c¯ = 1/p
2
0 (and construed the
associated Z˜i as vectors).
B. Proof of Corollary 44
First, we have
k∑
i=1
∣∣σˆi − σi∣∣ ≤ k∑
i=1
(
σˆi + σi
)
(520)
= ‖Bˆ‖(k) + ‖B˜‖(k)
≤ k
(
1 + ‖Bˆ‖s
)
(521)
≤ k
(
1 + ‖Bˆ‖F
)
, (522)
where to obtain (520) we have used the triangle inequality,
to obtain (521) we have used that ‖A‖(k) ≤ k‖A‖s for any
matrix A ∈ Rk1×k2 and k ∈ {1, . . . ,min{k1, k2}}, and to
obtain (522) we have used the standard inequality
‖A‖s ≤ ‖A‖F for any matrix A. (523)
In turn,
‖Bˆ‖2F =
∑
x∈X
∑
y∈Y
(
PˆX,Y (x, y)− PX(x)PY (y)
)2
PX(x)PY (y)
≤
∑
x∈X
∑
y∈Y
[
PˆX,Y (x, y)
2
PX(x)PY (y)
+ PX(x)PY (y)
]
≤
∑
x∈X
∑
y∈Y
[
PˆX,Y (x, y)
2
p20
+ PX(x)PY (y)
]
(524)
≤ 1
p20
+ 1 (525)
≤ 2
p20
, (526)
where to obtain (524) we have used (183), and to obtain (525)
we have used (511).
Next, with the event
Eδ ,
{
k∑
i=1
∣∣σˆi − σi∣∣ ≥ δ
}
, 0 ≤ δ ≤ 1
p0
√
k
2
,
we have61
E
( k∑
i=1
∣∣σˆi − σi∣∣
)2
= E
( k∑
i=1
∣∣σˆi − σi∣∣
)2 ∣∣∣∣∣∣Ecδ
P {Ecδ}
+ E
( k∑
i=1
∣∣σˆi − σi∣∣
)2 ∣∣∣∣∣∣Eδ
P {Eδ}
≤ δ2 + k2
(
1 +
√
2
p0
)2
exp
{
1
4
− p
2
0 δ
2n
8k
}
, (527)
where to obtain the inequality we have used that P {Ecδ} ≤ 1,
(522) with (526), and (184) in Proposition 43.
To obtain the tightest bound, we optimize (527) over δ,
yielding (185). In particular, we have
E
( k∑
i=1
∣∣σˆi − σi∣∣
)2
≤ min
δ
δ2 + k2(1 + √2
p0
)2
exp
{
1
4
− p
2
0 δ
2n
8k
}
=
8k
p20 n
1 + ln
k2(1 + √2
p0
)2
e1/4
p20n
8k
 (528)
≤ 8k
p20n
(
3
4
+ ln(kn)
)
(529)
=
6k + 8k ln(kn)
p20n
, (530)
where to obtain (528) we recognize that the right-hand side
of (527) takes the form of (186) with the mappings
a = k2
(
1 +
√
2
p0
)2
e1/4, b =
np20
8k
, ω = δ2, (531)
and apply Lemma 45, and to obtain (529) we have used that
p0 +
√
2 ≤ 2 since p0 ≤ 1/2 as min{|X|, |Y|} ≥ 2, and that
ln(2) ≥ 1/2.
It remains to determine conditions under which
ω∗ , δ2∗ =
8k
p20n
ln
k2(1 + √2
p0
)2
e1/4
p20n
8k
 (532)
satisfies the conditions of Proposition 43, viz.,
0 ≤ ω∗ ≤
k
2p20
. (533)
Proceeding, since from (532) we have
ω∗ ≤
8k
p20n
(
ln(4kn) +
1
4
− ln(8)︸ ︷︷ ︸
<0
)
<
k
2p20
[
16
n
ln(4kn)
]
61We use (·)c to denote set complement.
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where to obtain the first inequality we have again used that
p0 +
√
2 ≤ 2. Hence, the second inequality in (533) is satisfied
when n is sufficiently large that n ≥ 16 ln(4kn).
Moreover, since from (532) we also have
ω∗ =
8k
p20n
ln
[
k
(
p0 +
√
2
)2
e1/4
n
8
]
>
8k
p20n
ln
(n
4
)
,
where to obtain the inequality we have used that k ≥ 1, p0 >
0, and e1/4 > 1. Hence, the first inequality in (533) is satisfied
when n ≥ 4, which we note is satisfied when our condition for
satisfying the second inequality in (533) is. Indeed, satisfying
n ≥ 16 ln(4kn) even for k = 1 requires n ≥ 96.
C. Proof of Corollary 46
First, note that∣∣∣∣∣12
k∑
i=1
(
σˆ2i − σ2i
)∣∣∣∣∣ ≤ 12
k∑
i=1
∣∣σˆ2i − σ2i ∣∣
=
1
2
k∑
i=1
∣∣σˆi − σi∣∣(σˆi + σi)
≤ 1
2
(
σˆ1 + σ1
) k∑
i=1
∣∣σˆi − σi∣∣,
where
σ1 + σˆ1 =
∥∥B˜∥∥
s
+
∥∥Bˆ∥∥
s
≤ 1 + ∥∥Bˆ∥∥
F
(534)
≤ 1 +
√
2
p0
(535)
=
p0 +
√
2
p0
≤ 2
p0
, (536)
whence ∣∣∣∣∣12
k∑
i=1
(
σˆ2i − σ2i
)∣∣∣∣∣ ≤ 1p0
k∑
i=1
∣∣σˆi − σi∣∣. (537)
To obtain (534) we have used (523) and that B˜ is contractive,
and to obtain (535) we have used (526) in the proof of
Corollary 44, and to obtain (536) we have used that p0 ≤ 1/2
as min{|X|, |Y|} ≥ 2.
Hence, we obtain (192) from (537) via
P
{∣∣∣∣∣12
k∑
i=1
(
σˆ2i − σ2i
)∣∣∣∣∣ ≥ δ
}
≤ P
{
1
p0
k∑
i=1
∣∣σˆi − σi∣∣ ≥ δ
}
= P
{
k∑
i=1
∣∣σˆi − σi∣∣ ≥ p0 δ
}
≤ exp
{
1
4
− p
4
0 δ
2n
8k
}
where to obtain the final inequality we have used (184), which
holds for 0 ≤ p0 δ ≤
√
k/2/p0. Moreover, we obtain (193)
from (537) via
E
∣∣∣∣∣12
k∑
i=1
(
σˆ2i − σ2i
)∣∣∣∣∣
2
 ≤ E
 1
p20
(
k∑
i=1
∣∣σˆi − σi∣∣
)2
≤ 6k + 8k ln(nk)
p40n
,
where to obtain the final equality we have used (185).
D. Proof of Proposition 47
Our proof makes use of two lemmas. The first is the
following matrix generalization of Bernstein’s inequality [149,
Theorem 1.6].
Lemma 106 (Bernstein Inequality (Matrix Version)): For
some dimensions d1 and d2, let Z˜1, . . . , Z˜n ∈ Rd1×d2 be
independent, zero-mean random matrices such that for some
constant c > 0,
P
{
‖Z˜i‖s ≤ c
}
= 1, i = 1, . . . , n.
Moreover, let c¯ ∈ (0, c2] be a constant such that
max
{∥∥∥∥∥ 1n
n∑
i=1
cov
(
Z˜i
)∥∥∥∥∥
s
,
∥∥∥∥∥ 1n
n∑
i=1
cov
(
Z˜Ti
)∥∥∥∥∥
s
}
≤ c¯,
where for an arbitrary random matrix W
cov(W) , E
[(
W − E[W])(W − E[W])T] .
Then, for all 0 ≤ δ ≤ c¯/c,
P
{∥∥∥∥∥ 1n
n∑
i=1
Z˜
∥∥∥∥∥
s
≥ δ
}
≤ (d1 + d2) exp
{
−3δ
2n
8c¯
}
.
The second of these lemmas is as follows.
Lemma 107: Given A1,A2 ∈ Rk1×k2 and k ∈{
1, . . . ,min{k1, k2}
}
, we have
0 ≤ ∥∥A1ΨA1(k)∥∥2F − ∥∥A1ΨA2(k)∥∥2F ≤ 4k ∥∥A1∥∥s ∥∥A1 −A2∥∥s,
(538)
where ψAi denotes the right singular vector of A correspond-
ing to σi(A), and
ΨA(k) ,
[
ψA1 · · · ψAk
]
,
which has orthnormal columns.
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Proof of Lemma 107: The left-hand inequality follows
immediately from Lemma 3. For the right-hand inequality, we
have∥∥A1ΨA1(k)∥∥2F − ∥∥A1ΨA2(k)∥∥2F
=
k∑
i=1
(∥∥A1ψA1i ∥∥2 − ∥∥A1ψA2i ∥∥2)
≤
k∑
i=1
∣∣∣∥∥A1ψA1i ∥∥2 − ∥∥A1ψA2i ∥∥2∣∣∣ (539)
=
k∑
i=1
∣∣∣∥∥A1ψA1i ∥∥− ∥∥A1ψA2i ∥∥∣∣∣ (∥∥A1ψA1i ∥∥+ ∥∥A1ψA2i ∥∥)
≤ 2 ∥∥A1∥∥s k∑
i=1
∣∣∣∥∥A1ψA1i ∥∥− ∥∥A1ψA2i ∥∥∣∣∣ (540)
≤ 2 ∥∥A1∥∥s k∑
i=1
(∣∣∣∥∥A1ψA1i ∥∥− ∥∥A2ψA2i ∥∥∣∣∣
+
∣∣∣∥∥A2ψA2i ∥∥− ∥∥A1ψA2i ∥∥∣∣∣) (541)
≤ 2 ∥∥A1∥∥s k∑
i=1
(∣∣σi(A1)− σi(A2)∣∣+ ∥∥(A1 −A2)ψA2i ∥∥)
(542)
≤ 2 ∥∥A1∥∥s k∑
i=1
(∣∣σi(A1)− σi(A2)∣∣+ ∥∥A1 −A2∥∥s)
(543)
≤ 4k ∥∥A1∥∥s ∥∥A2 −A1∥∥s, (544)
where to obtain (539) we have used the triangle inequality, to
obtain (540) we have used Fact 29, to obtain (541) we have
again used the triangle inequality, to obtain (542) we have used
that
∥∥A1ψA1i ∥∥ = σi(A1) and ∥∥A2ψA2i ∥∥ = σi(A2), and the
(reverse) triangle inequality, to obtain (543) we have again
used Fact 29, and to obtain (544) we have used the following
standard inequality [24, Corollary 7.3.5(a)] [150, Theorem 1]:
Lemma 108 (Weyl Inequality): For every A1,A2 ∈ Rk1×k2 ,
we have, with K , min{k1, k2},
max
1≤i≤K
∣∣σi (A1)− σi (A2)∣∣ ≤ ∥∥A1 −A2∥∥s. (545)
Our proof of Proposition 47 proceeds as follows. First, with
fˇi as defined in (177a) and ψˆ
X
i as defined via (181a), we have
EPY
[∥∥EPX|Y [fk∗ (X)]∥∥2 − ∥∥EPX|Y [fˇk∗ (X)]∥∥2]
=
∥∥B˜ ΨX(k)∥∥2F − ∥∥B˜ ΨˆX(k)∥∥2F (546)
≤ 4k ∥∥B˜∥∥
s
∥∥B˜− Bˆ∥∥
s
(547)
≤ 4k ∥∥B˜− Bˆ∥∥
s
, (548)
where to obtain (546) we have used (195), to obtain (547) we
have used Lemma 107, and to obtain (548) we have used that∥∥B˜∥∥
s
≤ 1.
Now let Bˆi denote an |Y| × |X| matrix with (y, x)th entry
Bˆi(x, y) ,
1Xi=x, Yi=y√
PX(x)PY (y)
,
and let
Z˜i , Bˆi −B,
which we note is consistent with the definition (507) in the
proof of Proposition 43 and thus E
[
Z˜i
]
= 0. Then we have∥∥Z˜i∥∥s = ∥∥Bˆi −B∥∥s
≤ ∥∥B∥∥
s
+
∥∥Bˆi∥∥s (549)
= 1 +
1√
PX(Xi)PY (Yi)
(550)
≤ 1 + 1
p0
, c, (551)
where to obtain (549) we have used the spectral norm triangle
inequality, to obtain (550) we have used that ‖B‖s = 1 and Bˆi
has a single nonzero entry so (with the usual abuse of notation
as discussed in footnote 25) eYi and eXi are its principal left
and right singular vectors, respectively, and to obtain (551) we
have used the definition of p0.
Next, we have∥∥∥∥∥ 1n
n∑
i=1
cov(Z˜i)
∥∥∥∥∥
s
=
∥∥cov(Z˜1)∥∥s (552)
=
∥∥E[(Bˆ1 −B)(Bˆ1 −B)T]∥∥s
=
∥∥E[Bˆ1BˆT1 ]−BBT∥∥s
≤ ∥∥BBT∥∥
s
+
∥∥E[Bˆ1BˆT1 ]∥∥s (553)
= 1 + max
y∈Y
∑
x∈X
PX|Y (x|y)
PX(x)
(554)
≤ 1 + 1
p0
max
y∈Y
∑
x∈X
PX|Y (x|y) (555)
= 1 +
1
p0
, (556)
where to obtain (552) we have used that the Z˜1, . . . , Z˜n are
identically distributed, to obtain (553) we have again used the
triangle inequality, to obtain (554) we have used that σ20 = 1 is
the principal singular value of BBT, and that Bˆ1Bˆ
T
1 is a diag-
onal matrix whose (y, y)th entry is 1Y1=y/
(
PX(X1)PY (y)
)
,
so E
[
Bˆ1Bˆ
T
1
]
has (y, y)th entry
E
[
1Y1=y
PX(X1)PY (y)
]
=
∑
x
′∈X, y′∈Y
PX,Y (x
′, y′)
1y′=y
PX(x
′)PY (y
′)
=
∑
x∈X
PX,Y (x, y)
PX(x)PY (y)
=
∑
x∈X
PX|Y (x|y)
PX(x)
,
and to obtain (555) we have again used the definition of p0.
Moreover, interchanging the roles of x and y, we have, by
symmetry,∥∥∥∥∥ 1n
n∑
i=1
cov(Z˜Ti )
∥∥∥∥∥
s
=
∥∥∥∥∥ 1n
n∑
i=1
cov(Z˜i)
∥∥∥∥∥
s
= 1 +
1
p0
, c¯,
(557)
where to obtain the second equality we have used (556).
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Finally, we have
P
fˇ
k
∗
{
EPY
[∥∥EPX|Y [fk∗ (X)]∥∥2 − ∥∥EPX|Y [fˇk∗ (X)]∥∥2] ≥ δ}
≤ P
{∥∥B˜− Bˆ∥∥
s
≥ δ
4k
}
(558)
≤ P
{∥∥∥∥∥ 1n
n∑
i=1
Z˜i
∥∥∥∥∥
s
≥ δ
4k
}
(559)
≤ (|X|+ |Y|) exp{−3n
8
(
1
1 + 1/p0
)(
δ
4k
)2}
(560)
≤ (|X|+ |Y|) exp{−p0 δ2 n
64 k2
}
, (561)
where to obtain (558) we have used (548), to obtain (559) we
have used (519), to obtain (560) we have used Lemma 106,
and to obtain (561) we have again used that p0 ≤ 1/2 since
min{|X|, |Y|} ≥ 2.
E. Proof of Corollary 48
First, adapting our notation from (194) for convenience,
µ˜2
(
fˇk∗
)
, EPY
[∥∥EPX|Y [fk∗ (X)]∥∥2 − ∥∥EPX|Y [fˇk∗ (X)]∥∥2]
=
∥∥B˜ΨX(k)∥∥2F − ∥∥B˜ΨˆX(k)∥∥2F (562)
≤ ∥∥B˜ΨX(k)∥∥2F
≤ ∥∥B˜∥∥2
s
∥∥ΨX(k)∥∥2F (563)
≤
k∑
i=1
∥∥ψXi ∥∥2 (564)
= k, (565)
where to obtain (562) we have used (546), to obtain (563) we
have used Fact 29, to obtain (564) we have used that
∥∥B˜∥∥
s
≤
1, and to obtain (565) we have used that the singular vectors
have unit norm.
Next, with the event
Eδ ,
{
µ˜2
(
fˇk∗
) ≥ δ} , 0 ≤ δ ≤ 4k,
we have that the left-hand side of (199) is bounded according
to
E
fˇ
k
∗
[
µ˜2
(
fˇk∗
)2]
= E
fˇ
k
∗
[
µ˜2
(
fˇk∗
)2 ∣∣∣ Ecδ]P {Ecδ}
+ E
fˇ
k
∗
[
µ˜2
(
fˇk∗
)2 ∣∣∣ Eδ]P {Eδ}
≤ δ2 + k2(|X|+ |Y|) exp{−p0 δ2n
64k2
}
(566)
where to obtain the inequality we have used that P {Ecδ} ≤ 1,
(565), and Proposition 47.
To obtain the tightest bound, we optimize (566) over δ,
yielding (199). In particular, we have
E
fˇ
k
∗
[
µ˜2
(
fˇk∗
)2] ≤ min
δ
(
δ2 + k2
(|X|+ |Y|) exp{−p0 δ2n
64k2
})
=
64k2
p0n
[
1 + ln
(
k2
(|X|+ |Y|) p0n
64k2
)]
(567)
=
64k2
p0n
(
ln
[(|X|+ |Y|)p0n]+ [1− ln(64)])
≤ 64k
2
p0n
(
ln
[(|X|+ |Y|)p0n]− 3), (568)
where to obtain (567) we recognize that the right-hand side
of (566) takes the form of (186) with the mappings
a = k2
(|X|+ |Y|), b = p0n
64k2
, ω = δ2, (569)
and apply Lemma 45, and to obtain the last inequality we have
used that ln(64) ≥ 4.
It remains to impose the constraints 0 ≤ δ∗ ≤ 4k on the
minimizer δ∗, which we equivalently express in the form 0 ≤
ω∗ ≤ 16k2 using (569). Substituting (187) from Lemma 45
for ω∗ and using a and b from (569), the constraint ω∗ ≥ 0
imposes (198a), viz.,
p0n
64
≥ 1(|X|+ |Y|) .
Meanwhile, the constraint ω∗ ≤ 16k2 imposes (198b), viz.,
p0n
4
≥ ln
(p0n
64
(|X|+ |Y|)) .
F. Proof of Proposition 49
To obtain Proposition 49, we adapt the proof of Proposi-
tion 43, replacing the use of the Frobenius norm of Lemma 104
with the following spectral norm bound:
Lemma 109: Given dimensions k1 and k2 and any two
matrices A1,A2 ∈ Rk1×k2 , we have, for every k ∈{
1, . . . ,min{k1, k2}
}
,
k∑
i=1
∣∣σi(A1)− σi(A2)∣∣ ≤ k ‖A1 −A2‖s. (570)
Proof of Lemma 109: We have
k∑
i=1
∣∣σi(A1)− σi(A2)∣∣ ≤ k∑
i=1
σi(A1 −A2) ≤ k ‖A1 −A2‖s,
where the second inequality follows from Lemma 105.
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In particular, to establish Proposition 49, we replace (516)–
(518) in Appendix VI-A with
P
{
k∑
i=1
∣∣σˆi − σi∣∣ ≥ δ
}
≤ P
{
‖Bˆ− B˜‖s ≥
δ
k
}
(571)
= P
{∥∥∥∥∥ 1n
n∑
i=1
Z˜i
∥∥∥∥∥
s
≥ δ
k
}
(572)
≤ (|X|+ |Y|) exp{−p0 δ2n
4k2
}
,
0 ≤ δ ≤ k,
(573)
where to obtain (571) we use Lemma 109, then, as in the proof
of Proposition 47, to obtain (572) we use (519), and to obtain
(573) we use Lemma 106 with (551) and (557) providing c
and c¯, respectively, and that p0 ≤ 1/2.
G. Proof of Proposition 50
We adapt the proof of Proposition 47, replacing the use of
the spectral norm bound of Lemma 107 with the following
Frobenius norm bound:
Lemma 110: Given A1,A2 ∈ Rk1×k2 and k ∈{
1, . . . ,min{k1, k2}
}
, we have
0 ≤ ∥∥A1ΨA1(k)∥∥2F − ∥∥A1ΨA2(k)∥∥2F ≤ 4√k ∥∥A1∥∥s ∥∥A1 −A2∥∥F,
(574)
where ΨA(k) is as defined in Lemma 107.
Proof of Lemma 110: First, reproducing (542) from the
proof of Lemma 107, we have∥∥A1ΨA1(k)∥∥2F − ∥∥A1ΨA2(k)∥∥2F
≤ 2 ∥∥A1∥∥s
(
k∑
i=1
∣∣σi(A1)− σi(A2)∣∣
+
k∑
i=1
∥∥(A1 −A2)ψA2i ∥∥
)
.
(575)
For the second sum in (575), we have(
k∑
i=1
∥∥(A1 −A2)ψA2i ∥∥
)2
≤ k
k∑
i=1
∥∥(A1 −A2)ψA2i ∥∥2
(576)
= k
∥∥(A1 −A2)ΨA2(k)∥∥2F
≤ k ∥∥A1 −A2∥∥2F (577)
where to obtain (576) we use the Cauchy-Schwarz inequality,
and to obtain (577) we use Lemma 3, recognizing that the
right-hand side of (30) is upper bounded by ‖A‖2F. Hence,
using Lemma 104 to bound the first term in (575), and (577)
to bound the second, we obtain (574).
To establish Proposition 50, starting from (546) in Ap-
pendix VI-D, but using Lemma 110 instead of Lemma 107,
the bound (548) becomes
EPY
[∥∥EPX|Y [fk∗ (X)]∥∥2 − ∥∥EPX|Y [fˇk∗ (X)]∥∥2]
=
∥∥B˜ ΨX(k)∥∥2F − ∥∥B˜ ΨˆX(k)∥∥2F
≤ 4
√
k
∥∥B˜− Bˆ∥∥
F
. (578)
In turn, (558)–(561) then becomes [cf. (196)]
P
fˇ
k
∗
{
EPY
[∥∥EPX|Y [fk∗ (X)]∥∥2 − ∥∥EPX|Y [fˇk∗ (X)]∥∥2] ≥ δ}
≤ P
{∥∥B˜− Bˆ∥∥
F
≥ δ
4
√
k
}
(579)
= P
{∥∥∥∥∥ 1n
n∑
i=1
Z˜i
∥∥∥∥∥
s
≥ δ
4
√
k
}
(580)
≤ exp
{
1
4
− p
2
0 δ
2n
128k
}
, 0 ≤ δ ≤ (4/p0)
√
k/2,
(581)
where, as in the proof of Proposition 43, to obtain (580) we
use (519), and to obtain (581) we use Lemma 103, with (510)
and (515) again providing c and c¯, respectively.
H. Analysis of Feature Quality Measure (202)
To begin, we have∥∥E[fk∗ (X) gk∗ (Y )T]− E[fˇk∗ (X) gˇk∗ (Y )T]∥∥F
=
∥∥(ΨY(k))TB˜ΨX(k) − (ΨˆY(k))TB˜ΨˆX(k)∥∥F
=
∥∥(ΨY(k))TB˜ΨX(k) − (ΨˆY(k))TBˆΨˆX(k)
− (ΨˆY(k))TB˜ΨˆX(k) + (ΨˆY(k))TBˆΨˆX(k)∥∥F
=
∥∥(Σ(k) − Σˆ(k))− (ΨˆY(k))T(B˜− Bˆ)ΨˆX(k)∥∥F, (582)
where Σˆ(k) is a diagonal matrix whose diagonal elements are
σˆ1, . . . , σˆk.
This measure exhibits similar sample complexity behavior
to that obtained in Section VI-B2. To see this, note that in this
case we have∥∥(Σ(k) − Σˆ(k))− (ΨˆY(k))T(B˜− Bˆ)ΨˆX(k)∥∥F
≤ ∥∥Σ(k) − Σˆ(k)∥∥F + ∥∥ΨˆY(k)∥∥s︸ ︷︷ ︸
=1
∥∥(B˜− Bˆ)ΨˆX(k)∥∥F,
(583)
where we have used, in turn, the triangle inequality for the
Frobenius norm, and Fact 29, and where the spectral norm is
unity because ΨˆY(k) has orthonormal columns. Moreover, the
first term in (583) satisfies, using Lemma 109,∥∥Σ(k) − Σˆ(k)∥∥F ≤ k∑
i=1
|σi − σˆi| ≤ k
∥∥B˜− Bˆ∥∥
s
, (584)
while the remaining term satisfies
∥∥(B˜− Bˆ)ΨˆX(k)∥∥F ≤
√√√√ k∑
i=1
σi
(
B˜− Bˆ)2 (585)
≤
k∑
i=1
σi
(
B˜− Bˆ) (586)
≤ k ∥∥B˜− Bˆ∥∥
s
, (587)
where to obtain (585) we have used Lemma 3, and to obtain
(586) we have used (190). Using (584) and (587) in (583),
and, in turn, (582) yields∥∥E[fk∗ (X) gk∗ (Y )T]−E[fˇk∗ (X) gˇk∗ (Y )T]∥∥F ≤ 2k ∥∥B˜− Bˆ∥∥s.
(588)
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Thus, we obtain a bound of the same form (to within a factor
of two) as that for the measure (194), for which we obtained
EPY
[∥∥EPX|Y [fk∗ (X)]∥∥2 − ∥∥EPX|Y [fˇk∗ (X)]∥∥2]
≤ 4k ∥∥B˜− Bˆ∥∥
s
. (589)
As such analogous sample complexity bounds follow.
Finally, as in Section VI-B3, we can similarly replace the
use of the spectral norm with the Frobenius norm. In particular,
(584) can be replaced with∥∥Σ(k) − Σˆ(k)∥∥F ≤ k∑
i=1
|σi − σˆi| ≤
√
k
∥∥B˜− Bˆ∥∥
F
, (590)
where we now use Lemma 104 instead of Lemma 109. Using
(590), and the simple upper bound∥∥(B˜−Bˆ)ΨˆX(k)∥∥F ≤ ∥∥B˜−Bˆ∥∥F ∥∥ΨˆX(k)∥∥s︸ ︷︷ ︸
=1
≤ ∥∥B˜−Bˆ∥∥
F
(591)
instead of (587), in (583) yields∥∥E[fk∗ (X) gk∗ (Y )T]− E[fˇk∗ (X) gˇk∗ (Y )T]∥∥F
≤ (1 +√k) ∥∥B˜− Bˆ∥∥
F
≤ 2
√
k
∥∥B˜− Bˆ∥∥
F
, (592)
the second (looser) inequality of which matches (to within
a factor of two) that for the measure (194), for which we
obtained
EPY
[∥∥EPX|Y [fk∗ (X)]∥∥2 − ∥∥EPX|Y [fˇk∗ (X)]∥∥2]
≤ 4
√
k
∥∥B˜− Bˆ∥∥
F
. (593)
As such analogous sample complexity bounds follow in this
form too.
I. Proof of Proposition 51
First, note that SFδ , S
s
δ , and S
k
δ are non-empty as they contain
PX,Y , and bounded since P
X×Y is bounded in R|X|×|Y|. In
addition, our proof makes use of the following lemma.
Lemma 111: For any PX,Y ∈ relint(PX×Y) and δ > 0, let
S
F
δ(PX,Y ), S
s
δ(PX,Y ), and S
k
δ (PX,Y ) be as defined in (206).
Then
P1) SFδ(PX,Y ), S
s
δ(PX,Y ) ⊆ relint(PX×Y) are compact sets
for every 0 < δ < Bmin(PX,Y ), with Bmin(·) as defined
in (208).
P2) SFδ(PX,Y ) ⊆ Sk4δ√k(PX,Y ) for every δ > 0.
P3) SFδ(PX,Y ) ⊆ Ssδ(PX,Y ) ⊆ Sk4δk(PX,Y ) for every δ > 0.
Proof of Lemma 111: To establish property P1 for
S
s
δ(PX,Y ), fix any 0 < δ < Bmin(PX,Y ), and consider the
set62
M
s
δ(PX,Y )
,
{
M ∈ R|Y|×|X| : M ≥ 0, ‖M‖s = 1, ‖M−B‖s ≤ δ
}
.
We first show that Msδ(PX,Y ) is closed. To this end, take any
sequence {Mn ∈Msδ(PX,Y ), n = 1, 2, . . . } such that Mn →
62As in Appendix II-B, we use A ≥ 0 to denote that all the entries of A
are nonnegative.
M ∈ R|Y|×|X| as n→∞. Then, clearly M ≥ 0 and ‖M‖s =
1 (by continuity of the spectral norm). Moreover, we have
‖M−B‖s ≤ ‖M−Mn‖s + ‖Mn −B‖s
≤ lim
n→∞ ‖M−Mn‖s + δ
≤ δ,
where the first inequality is the triangle inequality, the second
inequality follows from using the fact that Mn ∈ Msδ(PX,Y )
and then letting n→∞, and the final inequality holds because
Mn →M. Hence, Msδ(PX,Y ) is closed.
Next, we show that Msδ(PX,Y ) ⊆ BX×Y◦ , with BX×Y◦ as
defined in (368). Due to (369), it suffices to show that M > 0
for every M ∈ Msδ(PX,Y ), which we obtain by noting that
for every x ∈ X and y ∈ Y, we have, with M(x, y) denoting
the (y, x)th entry of M,
M(x, y) ≥ B(x, y)− |M(x, y)−B(x, y)| (594)
≥ B(x, y)− ‖M−B‖s (595)
≥ Bmin(PX,Y )− δ (596)
> 0, (597)
where to obtain (594) we have used the triangle inequality, to
obtain (595) we have used that for an arbitrary matrix A with
entries ai,j ,
|ai,j | = |eTi Aej | ≤ ‖ei‖‖A‖s‖ej‖ = ‖A‖s, all i, j,
with the inequality due to Lemma 4, where to obtain (596)
we have used that M ∈ Msδ(PX,Y ) and (208), and where to
obtain (597) we have used the given constraint on δ.
Now via Proposition 97 it follows that Sδ(PX,Y ) is the
preimage of Msδ(PX,Y ) ⊆ BX×Y◦ under the DTM function
B(·), so Sδ(PX,Y ) ⊆ relint(PX×Y). Furthermore, since,
as shown in Proposition 100, the restricted DTM function
B : relint(PX×Y) 7→ BX×Y◦ is continuous, Sδ(PX,Y ) is closed
because Msδ(PX,Y ) is closed [151, Corollary, p. 87]. Since
S
s
δ(PX,Y ) is also bounded, it is compact [151, Theorem 2.41].
Property P1 for SFδ(PX,Y ) is obtained in a directly analo-
gous manner. In particular, since the Frobenius norm is also
continuous and satisfies the triangle inequality, it suffices to
follow the same analysis, but now with respect to the set
M
F
δ(PX,Y )
,
{
M ∈ R|Y|×|X| : M ≥ 0, ‖M‖s = 1, ‖M−B‖F ≤ δ
}
.
To obtain property P2, we use the fact that [cf. (578)]∣∣∣∥∥B ΨX(k)∥∥2F − ∥∥B ΨˆX(k)∥∥2F∣∣∣ ≤ 4√k ∥∥B− Bˆ∥∥F,
which is obtained in precisely the same manner as (578), from
which it follows immediately that SFδ(PX,Y ) ⊆ Sk4δ√k(PX,Y ).
Analogously, to obtain property P3, we use the fact that [cf.
(548)] ∣∣∣∥∥B ΨX(k)∥∥2F − ∥∥B ΨˆX(k)∥∥2F∣∣∣ ≤ 4k ∥∥B− Bˆ∥∥s,
which is obtained in precisely the same manner as (548), from
which it follows immediately that Ssδ(PX,Y ) ⊆ Sk4δk(PX,Y ).
Finally, for the remaining part of property P3, we use the
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standard norm inequality ‖A‖s ≤ ‖A‖F, for any matrix A,
obtaining SFδ(PX,Y ) ⊆ Ssδ(PX,Y ).
Proceeding to the proof of Proposition 51, with the nota-
tion (210)–(212) we have, via Sanov’s theorem [146, Theo-
rem 2.1.10],
E−
(
S
F
δ(PX,Y )
)
= E∗
(
S
F
δ(PX,Y )
)
(598)
E−
(
S
s
δ(PX,Y )
)
= E∗
(
S
s
δ(PX,Y )
)
(599)
E−
(
S
k
δ (PX,Y )
) ≤ E(Skδ (PX,Y )), (600)
for 0 < δ < Bmin(PX,Y ) with Bmin(·) as defined in
(208), where to obtain (598) and (599) we have used that
P
X×Y\SFδ(PX,Y ) and PX×Y\Ssδ(PX,Y ), respectively, are open
sets (with respect to PX×Y), since SFδ(PX,Y ) and S
s
δ(PX,Y )
are closed according to property P1 of Lemma 111. Hence,
(209a) follows according to
E
(
S
k
4δ
√
k(PX,Y )
) ≥ E−(Sk4δ√k(PX,Y )) (601)
≥ E−
(
S
F
δ(PX,Y )
)
(602)
= E∗
(
S
F
δ(PX,Y )
)
, (603)
where to obtain (601) we have used (600), to obtain (602) we
have used that
P
X×Y\Sk4δ√k ⊆ PX×Y\SFδ,
which follows from property P2 of Lemma 111, and to
obtain (603) we have used (598). Analogously, (209b) follows
according to
E
(
S
k
4δk(PX,Y )
) ≥ E−(Sk4δk(PX,Y )) (604)
≥ E−
(
S
s
δ(PX,Y )
)
(605)
= E∗
(
S
s
δ(PX,Y )
)
(606)
≥ E∗
(
S
F
δ(PX,Y )
)
, (607)
where to obtain (604) we have used (600), to obtain (605) we
have used the first subset relation in
P
X×Y\Sk4δk ⊆ PX×Y\Ssδ ⊆ PX×Y\SFδ, (608)
which follows from property P3 of Lemma 111, to obtain
(606) we have used (599), and to obtain (607) we have used
(598) and the second subset relation in (608).
J. Proof of Lemma 52
Our proof makes use of the following special case of
Sanov’s Theorem [146, Theorem 2.1.10, Exercise 2.1.19],
[152, Theorem 2.1]:
Lemma 112: For every distribution PZ ∈ PZ, and every
closed and convex subset S ⊆ PZ of probability distributions
that has non-empty interior, we have that the empirical distri-
bution PˆZ formed from n i.i.d. samples of PZ satisfies
lim
n→∞
1
n
logP
{
PˆZ ∈ S
}
= − min
QZ∈S
D(QZ‖PZ),
where the minimum is achieved by a unique distribution.
Without loss of generality we may restrict our attention to
the case in which E [h(Z)] > 0. For any γ > 0, define the
sets
S
+
γ ,
{
QZ ∈ PZ : EQZ [h(Z)] ≥ (1 + γ)E [h(Z)]
}
S
−
γ ,
{
QZ ∈ PZ : EQZ [h(Z)] ≤ (1− γ)E [h(Z)]
}
where
EQZ [h(Z)] ,
∑
z∈Z
QZ(z)h(z).
Furthermore, since we will eventually let γ → 0, we may
assume that
0 < γ < min
{(
maxz∈Z h(z)
E [h(Z)]
−1
)
,
(
1−minz∈Z h(z)
E [h(Z)]
)}
,
so that
min
z∈Z
h(z) < (1− γ)E [h(Z)] < (1 + γ)E [h(Z)] < max
z∈Z
h(z),
where minz∈Z h(z) < maxz∈Z h(z) because var [h(Z)] > 0.
Hence, S+γ and S
−
γ are closed and convex sets that have non-
empty interiors. Using Lemma 112, we have
lim
n→∞
1
n
logP
{
PˆZ ∈ S+γ
}
= − min
QZ∈S+γ
D(QZ‖PZ)
= −D(Q+Z‖PZ) (609)
lim
n→∞
1
n
logP
{
PˆZ ∈ S−γ
}
= − min
QZ∈S−γ
D(QZ‖PZ)
= −D(Q−Z‖PZ), (610)
where the (unique) minimizing distributions Q+Z ∈ S+γ and
Q−Z ∈ S−γ are members of the exponential family
QZ(z; θ) = PZ(z) exp {θ h(z)− α(θ)} , z ∈ Z,
with natural parameter θ ∈ R. Recall that the (infinitely
differentiable) log-partition function
α(θ) , log
(
E [exp {θ h(Z)}])
has derivatives
α′(θ) = EQZ(·;θ) [h(Z)]
α′′(θ) = varQZ(·;θ) [h(Z)] > 0,
where the second derivative is strictly positive because every
element of Z has positive probability under QZ(·; θ). The
minimizing distributions are Q+Z = QZ(·; θ+) and Q−Z =
QZ(·; θ−), where the optimal parameters θ+ > 0 and θ− < 0
are chosen to satisfy (cf. [152, Example 2.1])
α′(θ+) = EQZ(·;θ+) [h(Z)] = (1 + γ)E [h(Z)] ,
α′(θ−) = EQZ(·;θ−) [h(Z)] = (1− γ)E [h(Z)] .
Now assume that
lim
γ→0+
D(Q+Z‖PZ)
γ2
= lim
γ→0+
D(Q−Z‖PZ)
γ2
=
1
2
(
E [h(Z)]
)2
var [h(Z)]
(611)
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and define
S
±
γ , S+γ ∪ S−γ =
{
QZ ∈ PZ :
∣∣∣∣EQZ [h(Z)]E [h(Z)] − 1
∣∣∣∣ ≥ γ} .
(612)
Since S+γ and S
−
γ are disjoint, we have P
{
PˆZ ∈ S±γ
}
=
P
{
PˆZ ∈ S+γ
}
+ P
{
PˆZ ∈ S−γ
}
. Hence, via the Laplace prin-
ciple it follows that
− lim
n→∞
1
n
logP
{
PˆZ ∈ S±γ
}
= min
{
D(Q+Z‖PZ) , D(Q−Z‖PZ)
}
, (613)
where we have used (609) and (610). Applying (611) to (613),
and recognizing (612), we obtain (213) as desired.
Thus, it remains only to show (611). To this end, consider
the function
d(θ) , D(QZ(·; θ)‖PZ), θ ∈ R.
It is straightforward to verify that
d(θ) = θ α′(θ)− α(θ)
d′(θ) = θ α′′(θ)
d′′(θ) = α′′(θ) + θ α′′′(θ),
which means that d(0) = d′(0) = 0, and d′′(0) = α′′(0) =
var [h(Z)]. Hence, by Taylor’s theorem we have
lim
θ→0
d(θ)
θ2
=
1
2
var [h(Z)] . (614)
Now given any τ ∈ R, there exists a unique θτ such that
α′(θτ ) = EQZ(·;θτ ) [h(Z)] = (1 + τ)E [h(Z)] ,
since α′ is strictly increasing (since α′′ is strictly positive).
Next, observe that
lim
τ→0
d(θτ )
τ2
= lim
τ→0
d(θτ )
θ2τ
lim
τ→0
θ2τ
τ2
=
var [h(Z)]
2
(
lim
τ→0
θτ
τ
)2
=
var [h(Z)]
2
(
dθτ
dτ
∣∣∣∣
τ=0
)2
=
var [h(Z)]
2
(
E [h(Z)]
α′′(0)
)2
=
E [h(Z)]2
2 var [h(Z)]
, (615)
where the second equality follows from (614), the fact that
θτ → 0 as τ → 0 (by the continuity of the inverse of α′(·)),
and the continuity of t 7→ t2, where the third equality follows
from the definition of derivative and the fact that θ0 = 0 (since
α′(0) = E [h(Z)]), where the fourth equality holds because
dθτ
dτ
∣∣∣∣
τ=0
=
(
dτθ
dθ
∣∣∣∣
θ=0
)−1
with
τθ =
α′(θ)
E [h(Z)]
− 1,
and where the fifth equality holds because α′′(0) = var [h(Z)].
In turn, setting τ = γ > 0 and θτ = θ+ > 0 yields
lim
γ→0+
D(Q+Z‖PZ)
γ2
= lim
τ→0+
d(θτ )
τ2
, (616a)
and setting τ = −γ < 0 and θτ = θ− < 0 yields
lim
γ→0+
D(Q−Z‖PZ)
γ2
= lim
τ→0−
d(θτ )
τ2
. (616b)
Finally, replacing the right-hand sides of (616) with (615)
yields (611).
APPENDIX VII
APPENDICES FOR SECTION VII
A. Proof of Proposition 53
From (216), it follows immediately that
E [M ] =
∑
y∈Yˆ(x)
P
{
Ey(x)
}
(617)
≤ max
{Yˆ(x)⊂Y : |Yˆ(x)|=l}
∑
y∈Yˆ(x)
P
{
Ey(x)
}
(618)
=
∑
y∈Yˆ∗(x)
P
{
Ey(x)
}
, (619)
where
y∗1(x) = arg max
y∈Y
P
{
Ey(x)
}
(620a)
y∗i (x) = arg max
y∈Y\{y∗1 (x),...,y∗i−1(x)}
P
{
Ey(x)
}
, (620b)
i = 2, . . . , l.
It remains only to evaluate the constituent event probabili-
ties, which are obtained as follows:
P
{
Ey(x)
}
= P
{
V k(y) = V k◦ (x)
}
=
∑
{vk,vk◦ : vk=vk◦}
P
V
k|Y (v
k|y)P
V
k|X(v
k
◦ |x)
=
∑
v
k
P
V
k|Y (v
k|y)P
V
k|X(v
k|x),
wherein, using (116b) and (117a),
P
V
k|Y (v
k|y)P
V
k|X(v
k|x)
=
k∏
i=1
(
PVi|Y (vi|y)PVi|X(vi|x)
)
=
k∏
i=1
(
PY |Vi(y|vi)PVi(vi)
PY (y)
PX|Vi(x|vi)PVi(vi)
PX(x)
)
=
1
22k
k∏
i=1
((
1 +  vi g
∗
i (y)
)(
1 +  vi σi f
∗
i (x)
))
=
1
22k
k∏
i=1
(
1+ vi
(
σi f
∗
i (x)+g
∗
i (y)
)
+2σi f
∗
i (x) g
∗
i (y)
)
.
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Hence,
P
{
Ey(x)
}
=
1
22k
k∏
i=1
∑
vi
(
1+ vi
(
σi f
∗
i (x)+g
∗
i (y)
)
+2σi f
∗
i (x) g
∗
i (y)
)
=
1
2k
k∏
i=1
(
1 + 2σi f
∗
i (x) g
∗
i (y)
)
=
1
2k
(
1 + 2
k∑
i=1
σi f
∗
i (x) g
∗
i (y)
)
+ o(2),
the nonvanishing term of which we note is a monotonic
function of the quantity being maximized in (220).
APPENDIX VIII
APPENDICES FOR SECTION VIII
A. Proof of Proposition 56
First, without loss of generality we impose the constraints
E
[
g(Y )
]
= 0 and E
[
β(y)
]
= 0, (621)
since other solutions are simple reparameterizations.
It is convenient to first establish the following special case
of Proposition 56.
Lemma 113: Let the hypotheses of Proposition 56 be
satisfied, together with the further constraints
µS = 0 and ΛS = I. (622)
Then
min
P˜Y |S(·|s)∈P˜Ys (PY )
∑
s∈S
PS(s)D
(
PY |S(·|s)
∥∥ P˜Y |S(·|s))
= I(Y ;S)− 1
2
E
[∥∥µS|Y (Y )∥∥2]+ o(2), (623)
and is achieved by the parameters
g(y) = g∗,S(y) , µS|Y (y)+o() and β(y) = β∗,S(y) , o(),
(624a)
i.e.,
P˜ ∗Y |S(y|s) ∝ PY (y) es
T
µS|Y (y)
(
1 + o(1)
)
. (624b)
Using Lemma 113, we establish Proposition 56 as follows.
First, let us assume ΛS is nonsingular, and let
s˜ , Λ−1/2S
(
s− µS
)
(625)
so
µS˜ = 0 and ΛS˜ = I.
Then we may rewrite P˜ g,βY |S(y|s) in the form
P˜ g,βY |S(y|s) = PY (y) exp
{
s˜Tg˜(y) + β˜(y)− α˜(s˜)
}
(626)
, P˜ g˜,β˜
Y |S˜(y|s˜) (627)
where
g˜(y) , Λ1/2S g(y) (628)
β˜(y) , µTSg(y) + β(y) (629)
α˜(s˜) , α
(
µS + Λ
1/2
S s˜
)
, (630)
and for which E
[
g˜(Y )
]
= 0 and E
[
β˜(Y )
]
= 0.
Using these definitions, we have
g˜∗,S(y) = EPS˜|Y (·|y)
[
S˜
]
+ o()
= Λ
−1/2
S
(
µS|Y (y)− µS
)
+ o() (631)
where to obtain the first equality we have used Lemma 113,
and to obtain (631) we have used (625). Combining (631) with
(628) yields (228a). Similarly, via Lemma 113 we obtain
β˜∗,S(y) = o(),
which when combined with (629) yields (228b). In turn, we
obtain (226) via
min
P˜Y |S˜(·|s)∈P˜
Y
s˜ (PY )
∑
s˜∈S
PS˜(s˜)D
(
PY |S˜(·|s˜)
∥∥ P˜Y |S˜(·|s˜))
= I(Y ; S˜)− 1
2
E
[∥∥µS˜|Y (Y )∥∥2]+ o(2)
= I(Y ;S)− 1
2
E
[∥∥Λ−1/2S (µS|Y (Y )− µS)∥∥2]+ o(2),
where to obtain the first equality we have used Lemma 113,
and to obtain the second we have used (625) and the invariance
of mutual information to coordinate transformations.
It remains only to establish Lemma 113.
Proof of Lemma 113: First, note that
D(PY,S‖P˜Y |SPS) = I(Y ;S)− E
[
STg(Y )− α(S)
]
︸ ︷︷ ︸
,˜`(g,β)
, (632)
so we seek to maximize ˜`(g, β). Moreover, note that since
χ2-divergence is an f -divergence, it satisfies a data processing
inequality [153], so S, Y are -dependent for any choice of f
that induces S.
Fixing s ∈ S, note that PY |S(·|s) ∈ NY (PY ) and, more-
over, P˜ 0,0Y |S(·|s) = PY . Hence, it follows that the optimizing
P˜ g,βY |S(·|s) is such that P˜ g,βY |S(·|s) ∈ NY (PY ), and thus we may
restrict our search to parameters (g, β) in this neighborhood.
In turn, defining
φ˜Y |Ss (y) ,
P˜ g,βY |S(y|s)− PY (y)

√
PY (y)
,
it follows from (225) that
2
∑
y∈Y
φ˜Y |Ss (y)
2 =
∑
y∈Y
PY (y)
(
es
T
g(y)+β(y)−α(s) − 1)2 ≤ 2,
so
sTg(y) + β(y)− α(s) = o(1).
Hence, for the Taylor series expansions63 (in )
g(y) =
2∑
i=0
ig(i)(y) + o(2) (633a)
β(y) =
2∑
i=0
iβ(i)(y) + o(2) (633b)
α(s) =
2∑
i=0
iα(i)(s) + o(2), (633c)
63In this analysis we assume the existence of these Taylor series.
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wherein g(i)(y), β(i)(y), and α(i)(s) for i ∈ {0, 1, 2} do not
depend on , it follows that
sTg(0)(y) + β(0)(y) = α(0)(s). (634)
But due to (621), in the Taylor series (633) we must also have
E
[
g(i)(Y )
]
= 0 and E
[
β(i)(Y )
]
= 0, i ∈ {0, 1, 2}.
(635)
Taking the expectation of both sides of (634) with respect to
PY then yields that
α(0)(s) = 0. (636)
Next, with
τ (i)s (y) , sTg(i)(y) + β(i)(y), i = 1, 2, (637)
and using the Taylor series
eω =
l∑
j=0
1
j!
ωj + o(ωl),
we obtain that Z(s) , eα(s), via (225), can be expressed in
the form
Z(s) =
∑
y∈Y
PY (y) e
s
T
g(y)+β(y)
= EPY
[
exp
{
2∑
i=1
iτ (i)s (Y ) + o(
2)
}]
= EPY
[( 2∑
j=0
j
1
j!
τ (1)s (Y )
j + o(2)
)
·
( 1∑
j=0
2j
1
j!
τ (2)s (Y )
j + o(2)
)(
1 + o(2)
)]
= 1 +
2∑
i=1
iυi(s) + o(
2),
with
υ1(s) , EPY
[
τ (1)s (Y )
]
= 0 (638a)
υ2(s) , EPY
[
1
2
τ (1)s (Y )
2 + τ (2)s (Y )
]
=
1
2
EPY
[
τ (1)s (Y )
2],
(638b)
where we have used (634) with (636) to conclude τ (0)s = 0,
and that
EPY
[
τ (i)s (Y )
]
= 0, i = 1, 2, . . .
due to (635).
Next, using the Taylor series
ln(1 + ω) = ω − 1
2
ω2 + o(ω2),
we obtain that α(s) = lnZ(s) is of the form
α(s) =
( 2∑
i=1
iυi(s)
)
− 1
2
( 2∑
i=1
iυi(s)
)2
+ o(2).
So in the Taylor series (633c) for α(s), we obtain
α(1)(s) = υ1(s) = 0 (639a)
α(2)(s) = υ2(s)−
1
2
υ1(s)
2 = υ2(s). (639b)
We write ˜`(g, β) in (632), which we seek to maximize, in
the form
˜`(g, β) =
2∑
i=0
iE
[
STg(i)(Y )− α(i)(S)]+ o(2) (640)
=
2∑
i=1
iE
[
STg(i)(Y )− α(i)(S)]+ o(2) (641)
= E
[
STg(1)(Y )
]
+ 2 E
[
STg(2)(Y )
]− 2 E[α(2)(S)]+ o(2)
(642)
= E
[
STg(1)(Y )
]− 2 E[α(2)(S)]+ o(2), (643)
where to obtain (640) we have used (633), to obtain (641) we
have used that
E
[
STg(0)(Y )− α(0)(S)] = −E[β(0)(Y )] = 0,
due to (634) and (635), to obtain (642) we have used (639a),
and to obtain (643) we have used that the second term in (642)
is o(2), which follows from the fact that for any i
E
[
STg(i)(Y )
]
= E
[
ST
]
E
[
g(i)(Y )
]︸ ︷︷ ︸
=0
+O() ∈ O(),
since PS,Y ∈ NX×Y (PSPY ).
Hence, we write (643) in the form
˜`(g, β) = ˜`2
(
g(1), β(1)
)
+ o(2), (644a)
with
˜`
2
(
g(1), β(1)
)
, E
[
STg(1)(Y )
]− 2 E[α(2)(S)], (644b)
where we note ˜`2(g
(1), β(1)) ∈ O(2). In addition, we note
that there is no dependence on g(0) and β(0) in (644b). Indeed,
they can be freely chosen subject to the constraints (635), and
those choices have no effect on the resulting P˜ g,βY |S(·|s); for
example, we may choose
g(0)(y) = 0 and β(0)(y) = 0, all y ∈ Y.
Proceeding, to express the second term in (644b) in terms
of g(1)(y) and β(1)(y), note that, using (638b) and (637),
υ2(s) =
1
2
EPY
[
τ (1)s (Y )
2]
=
1
2
EPY
[(
sTg(1)(Y ) + β(1)(Y )
)2]
, (645)
so
2 EPS
[
α(2)(S)
]
= 2 EPS
[
υ2(S)
]
(646)
=
2
2
EPY
[
EPS
[(
STg(1)(Y )
)2]
+ β(1)(Y )2
]
(647)
=
2
2
EPY
[∥∥g(1)(Y )∥∥2]+ 2
2
EPY
[
β(1)(Y )2
]
, (648)
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where to obtain (646) we have used (639b), to obtain (647)
we have used (645) and (622), and where to obtain (648) we
have used Lemma 25 with (622) (and k1 = k and k2 = 1).
Since β(1)(y) only appears in (644b) through the second
term in (648), we conclude that its optimum value is
β
(1)
∗,S(y) ≡ 0. (649)
Combining the remainder of (648) with the first term in (644b),
we then have, by the Cauchy-Schwarz inequality,
˜`
2
(
g(1), β
(1)
∗,S
)
= EPS,Y
[(
S − 
2
g(1)(Y )
)T
g(1)(Y )
]
= EPY
[
EPS|Y
[
S − 
2
g(1)(Y )
]T
g(1)(Y )
]
≤ 
√
EPY
[∥∥∥EPS|Y [S − 2 g(1)(Y )]∥∥∥2
]
·
√
EPY
[∥∥g(1)(Y )∥∥2] (650)
where the inequality holds with equality when
g(1)(Y ) ∝ EPS|Y
[
S − 
2
g(1)(Y )
]
= EPS|Y [S]−

2
g(1)(Y ),
(651)
for some nonnegative constant of proportionality, i.e., when
g(1)(Y ) = cEPS|Y [S] (652)
for 0 ≤ c ≤ 2/. In this case,
˜`
2
(
g(1), β
(1)
∗,S
)
=  c
(
1− 
2
c
)
EPY
[∥∥EPS|Y [S]∥∥2]
=
1
2
(
1− (1−  c)2)EPY [∥∥EPS|Y [S]∥∥2]
≤ 1
2
EPY
[∥∥EPS|Y [S]∥∥2] , (653)
where equality is achieved when c = 1/. Hence, the optimum
value of g(1)(y) is
g
(1)
∗,S(y) =
1

µS|Y (y), (654)
which we note has E
[
g
(1)
∗,S(Y )
]
= 0, as our constraints (635)
dictate. In turn, substituting the right-hand side of (653) into
(632) via (644), we obtain (623) as desired.
Moreover, the corresponding g∗,S(y) and β∗,S(y) satisfy
(624a) as desired, i.e., P˜ ∗Y |S(y|s) takes the form (624b).
B. Proof of Corollary 57
First, without loss of generality we impose on f the con-
straints (35c), so
µS = 0 and ΛS = I, (655)
Next, note that since f is injective, by the invariance of mutual
information to coordinate transformations, the first term on the
right-hand side of (226) is I(X;Y ), which doesn’t depend on
f . Accordingly, we have, specializing the second term on the
right-hand side of (226) to the case (655),
f∗ = arg max
f∈Fk
EPY
[∥∥EPˆX|Y [f(X)]∥∥2]
= arg max
Ξ
X
∥∥B˜ ΞX∥∥2
F
,
where B˜ is as defined in (28), ΞX is the |X|×k matrix whose
ith column is the feature vector associated with fi, the ith
element of f , and the maximization with respect to ΞX is
subject to the constraint(
ΞX
)T
ΞX = I,
which corresponds to (35c). Accordingly, applying Lemma 3,
we obtain
ΞX = ΨX(k),
i.e.,
fi(x) = f
∗
i (x), i = 1, . . . , k,
Finally, to obtain (234a) we use (25b) in (228a) with (655),
and (234b) follows immediately via (228b).
APPENDIX IX
APPENDICES FOR SECTION IX
A. Proof of Fact 60
Suppose M is k1 × k2. Let ψLi and ψRi denote the left
and right singular vectors of M corresponding to σi(M), for
i = 1, . . . ,min{k1, k2}. Then[(
ψLi
)T (
ψRi
)T]T and [(ψLi )T −(ψRi )T]T
are eigenvectors of Λ with eigenvalues 1 + σi(M) and
1 − σi(M), respectively. The remaining max{k1, k2} −
min{k1, k2} eigenvalues are 1 and, if k2 > k1, correspond
to eigenvectors [
0
(
ψRj
)T]T ,
for j = k1 + 1, . . . , k2. Likewise, if k1 > k2 these unity
eigenvalues correspond to eigenvectors[(
ψLj
)T
0
]T
,
for j = k2 + 1, . . . , k1. Hence, we conclude that the
eigenvalues are nonnegative if and only if σi(M) ≤ 1 for
i = 1, . . . ,min{k1, k2}.
B. Proof of Corollary 62
Applying (255) we have
E
[
g∗(Y ) | X] = E[(G∗)TY | X]
=
(
G∗
)T
ΓY |XX
=
(
G∗
)T
ΛY XΛ
−1
X X
=
(
G∗
)T(
G∗
)−T
Σ
(
F∗
)−1
Λ−1X X
= Σ
(
ΨX
)T
Λ
1/2
X Λ
−1
X X
= Σ
(
F∗
)T
X
= Σ f∗(X)
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and, analogously,
E
[
f∗(X) | Y ] = E[(F∗)TX | Y ]
=
(
F∗
)T
ΓX|Y Y
=
(
F∗
)T
ΛXY Λ
−1
Y Y
=
(
F∗
)T(
F∗
)−T
Σ
(
G∗
)−1
Λ−1Y Y
= Σ
(
ΨY
)T
Λ
1/2
Y Λ
−1
Y Y
= Σ
(
G∗
)T
Y
= Σ g∗(Y ).
C. Proof of Lemma 65
First, we have
(AµP + c− (AµQ + c))T
· (AΛQAT)−1(AµP + c− (AµQ + c))
= (µP − µQ)TATA−TΛ−1Q A−1A(µP − µQ)
= (µP − µQ)TΛ−1Q (µP − µQ). (656)
Second, we have∥∥(AΛQAT)−1/2(AΛPAT−AΛQAT)(AΛQAT)−1/2∥∥2F
= tr
((
AΛQA
T)−1A(ΛP −ΛQ)AT
· (AΛQAT)−1A(ΛP −ΛQ)AT) (657)
= tr
(
A−TΛ−1Q
(
ΛP −ΛQ
)
Λ−1Q
(
ΛP −ΛQ
)
AT
)
= tr
(
Λ−1Q
(
ΛP −ΛQ
)
Λ−1Q
(
ΛP −ΛQ
))
(658)
=
∥∥Λ−1/2Q (ΛP −ΛQ)Λ−1/2Q ∥∥2F, (659)
where to obtain (657) we have used used Lemma 66, to obtain
(658) we have used the invariance of the trace operator to
cyclic permutations, and to obtain (659) we have again used
used Lemma 66. Combining (656) and (659) with (272b), we
obtain (273).
D. Proof of Lemma 68
With
C˜ ,
[
Z˜
W˜
]
, (660)
via (240), we have
ΛC˜ = E
[
C˜C˜T
]
=
[
I ΦZ|W
ΦZ|W I
]
,
Thus,
D¯
(
N(0,ΛC˜)
∥∥ N(0, I)) = 1
2
∥∥ΛC˜ − I∥∥2F
=
1
2
∥∥∥∥∥
[
0 ΦZ|W

(
ΦZ|W
)T
0
]∥∥∥∥∥
2
F
= 2
∥∥ΦZ|W∥∥2
F
. (661)
E. Proof of Lemma 69
We obtain
D¯(PZ|W (·|w)‖PZ)
= D¯(PZ˜|W˜ (·|w˜)‖PZ˜) (662)
= 2 w˜T
(
ΦZ|W
)T
ΦZ|W w˜
+
1
2
∥∥∥(I− 2ΦZ|W (ΦZ|W )T)− I∥∥∥2
F
(663)
= 2
∥∥ΦZ|W w˜∥∥2 + 4
2
∥∥ΦZ|W (ΦZ|W )T∥∥2
F
= 2
∥∥ΦZ|W w˜∥∥2 + o(2),
where to obtain (662) we have used Lemma 65, and to obtain
(663) we have used (272b) and the fact that
Z˜ = ΦZ|W W˜ + νW˜→Z˜ ,
where ΦZ|W is as defined in (277) and
E
[
νW˜→Z˜ν
T
W˜→Z˜
]
= I− 2ΦZ|W (ΦZ|W )T.
F. Proof of Lemma 70
We have
EPW
[
D¯(PZ|W (·|W )‖PZ)
]
= 2 E
[∥∥ΦZ|W W˜∥∥2]+ o(2) (664)
= 2
∥∥ΦZ|W∥∥2
F
+ o(2) (665)
= D¯(PZ,W ‖PZPW )
(
1 + o(1)
)
, (666)
where to obtain (664) we have used Lemma 69, to obtain (665)
we have used Lemma 25 (with k1 = KW and k2 = 1) since
W˜ is spherically symmetric, and to obtain (666) we have used
Lemma 68.
G. Proof of Fact 71
Let the ith singular value of A be λi. Then it suffices to
note that
ln
∣∣I− 2A AT∣∣ = ln∏
i
(
1− 2λ2i
)
= ln
(
1− 2
∑
i
λ2i + o(
2)
)
= −2
∑
i
λ2i + o(
2)
= −2‖A‖2F + o(2).
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H. Proof of Lemma 72
We have
D
(
PZ|W (·|w)
∥∥ PZ)
= D
(
PZ˜|W˜ (·|w˜)
∥∥ PZ˜) (667)
=
1
2
[
2
∥∥ΦZ|W w˜∥∥2
+ tr
((
I− 2ΦZ|W (ΦZ|W )T)− I)
− ln
∣∣∣I− 2ΦZ|W (ΦZ|W )T∣∣∣]
=
2
2
∥∥ΦZ|W w˜∥∥2 + o(2) (668)
=
1
2
D¯(PZ|W (·|w)‖PZ) + o(2), (669)
where to obtain (667) we have used the coordinate invariance
of KL divergence, to obtain (668) we have used Fact 71, and
to obtain (669) we have used Lemma 69.
I. Proof of Corollary 73
We have
I(Z;W ) = EPW
[
D
(
PZ|W (·|W )
∥∥ PZ)]
=
1
2
EPW
[
D¯
(
PZ|W (·|W )
∥∥ PZ)]+ o(2) (670)
=
1
2
D¯
(
PZ,W
∥∥ PZPW )+ o(2) (671)
where to obtain (670) we have used Lemma 72, and to obtain
(671) we have used Lemma 70.
J. Proof of Lemma 74
First, via (283) and the invariance of divergence to coordi-
nate tranformations we have
D(PX,Y ‖QX,Y )
=
1
2
[
tr
((
ΛQ
X˜,Y˜
)−1
ΛPX˜,Y˜ − I
)
− ln∣∣ΛPX˜,Y˜ (ΛQX˜,Y˜ )−1∣∣]
(672)
where
ΛPX˜,Y˜ =
[
I B˜TP
B˜P I
]
and ΛQ
X˜,Y˜
=
[
I B˜TQ
B˜Q I
]
. (673)
Next, using (673) with (291) we obtain(
ΛQ
X˜,Y˜
)−1
ΛPX˜,Y˜
=
[
I + B˜TQB˜Q −B˜TQ
−B˜Q I + B˜Q B˜TQ
] [
I B˜TP
B˜P I
]
+ o(2)
=
[
I + B˜TQ(B˜Q − B˜P ) (B˜P − B˜Q)T
B˜P − B˜Q I + B˜Q(B˜Q − B˜P )T
]
+ o(2),
so
tr
((
ΛQ
X˜,Y˜
)−1
ΛPX˜,Y˜ −I
)
= 2 tr
(
B˜Q(B˜Q − B˜P )T
)
+ o(2)
= 2
∥∥B˜Q∥∥2F−2 tr(B˜QB˜TP )+ o(2).
(674)
Finally, using Fact 71 and the block matrix determinant
identity we obtain
ln
∣∣ΛPX˜Y˜ ∣∣ = ln∣∣I− B˜TP B˜P ∣∣ = −∥∥B˜P∥∥2F + o(2) (675a)
ln
∣∣ΛQ
X˜Y˜
∣∣ = ln∣∣I− B˜TQB˜Q∣∣ = −∥∥B˜Q∥∥2F + o(2), (675b)
so substituting (674) and (675) in (672) yields (286).
K. Nonlinear Features of Gaussian Distributions
For the Gaussian case, in a modal decomposition of the form
(296), only some of the features f˜∗1 , g˜
∗
1 , f˜
∗
2 , g˜
∗
2 , . . . are linear,
which is implied by expanding the exponentiation operator in
(293) using a Taylor Series. For instance, when KX = KY =
1, one obtains Mehler’s decomposition [154]
PX˜,Y˜ (x˜, y˜) = PX˜(x˜)PY˜ (y˜)
[
1 +
∞∑
i=1
ρi pii(x˜)pii(y˜)
]
,
(676a)
where ρ = λX˜Y˜ = E
[
X˜Y˜
]
, and where pii is the (scaled)
ith-order Hermite polynomial
pii(x˜) ,
1√
i!
(−1)iex˜
2
/2 d
i
dx˜i
e−x˜
2
/2, i = 1, 2, . . . . (676b)
Note that f˜∗i = g˜
∗
i = pii satisfy (296b) as required, and that
the features corresponding to the dominant mode (i = 1) are
linear: pi1(υ) = υ.
For K > 1 [with (250)], the modal decomposition of the
form (296) is straightforward to derive as a generalization of
(676), and involves the corresponding multivariate Hermite
polynomials—see, e.g., [155], [156]. However, it is important
to emphasize that if K > 1 and k > 1, then the k dominant
modes need not, in general, be linear, as the following example
shows.
Example: Suppose KX = KY = k = 2, (X˜1, Y˜1) and
(X˜2, Y˜2) are independent, and ρl = λX˜lY˜l = E
[
X˜lY˜l
]
for
l = 1, 2. Then we have the decomposition
PX˜,Y˜ (x˜, y˜) = PX˜1(x˜1)PX˜2(x˜2)PY˜1(y˜1)PY˜2(y˜2)
·
[
1 +
∞∑
i=1
ρi1 pii(x˜1)pii(y˜1)
]
·
[
1 +
∞∑
i=1
ρi2 pii(x˜2)pii(y˜2)
]
,
which when expanded is of the form (296). But if ρ21 > ρ2,
then the dominant feature pair is
f˜∗1 (x˜) = pi1(x˜1) = x˜1
g˜∗1(y˜) = pi1(y˜1) = y˜1,
corresponding to singular value σ˜1 = ρ1, while the features
for the next largest singular value are
f˜∗2 (x˜) = pi2(x˜1) = (x˜
2
1 − 1)/
√
2
g˜∗2(y˜) = pi2(y˜1) = (y˜
2
1 − 1)/
√
2,
corresponding to singular value ρ21, rather than the linear
features corresponding to singular value ρ2.
74
L. Linear Features for NonGaussian Distributions
The following proposition directly relates the CCM B˜ from
our Gaussian analysis to the associated CDM B from our
discrete analysis.
Proposition 114: Let X ⊂ RKX and Y ⊂ RKY be finite sets
with probability mass function PX,Y such that E [X] = 0 and
E [Y ] = 0, and let B be as defined in (8). Then
ΠY B
(
ΠX
)T
= BG, (677)
where BG is as defined in (248) (with the notation refined to
distinguish it from B), and where
ΠX = X
√
PX and Π
Y = Y
√
PY , (678)
with X and Y denoting KX × |X| and KY × |Y| matrices
whose columns are the vectors in X and Y, respectively.
Proof: Given X = {x1, . . . , x|X|} ⊂ RKX and Y =
{y1, . . . , y|Y|} ⊂ RKY , consider (without loss of generality)
arbitrary zero-mean, unit-variance features f : X 7→ R and
g : Y 7→ R, whose corresponding feature vectors are ξX ∈ IX
and ξY ∈ IY, respectively.
In addition, let fL(x) =
(
ξXG
)T
x and gL(y) =
(
ξYG
)T
y de-
note the linear MMSE approximations to f and g, respectively,
i.e.,
ξXG = arg min
ξG∈RKX
E
[(
ξTGX − f(X)
)2]
(679a)
ξYG = arg min
ξG∈RKY
E
[(
ξTG Y − g(Y )
)2]
(679b)
Without loss of generality, we assume that ΛX = I and
ΛY = I, since if not they can be converted to this form
by linear transformation. Then, from standard linear (MMSE)
estimation theory it follows that
ξXG = E
[
f(X)XT
]
= X
√
PX︸ ︷︷ ︸
,ΠX
ξX (680a)
ξYG = E
[
g(Y )Y T
]
= Y
√
PY︸ ︷︷ ︸
,ΠY
ξY , (680b)
where X and Y are matrices whose columns are the vectors
in X and Y, respectively, and where the matrices ΠX and ΠY
characterize the associated projections.
Next, note that if f is linear, i.e.,
f(x) = ζTG x (681)
for some ζG, then(
ΠX
)T
ζG =
√
PX X
TζG = ξ
X
since XTζG is a vector whose xth element is f(x).
Now for any feature f with feature vector ξX , the feature
vector ξY , B ξX corresponds to the feature g(y) =
E [f(X) | Y = y]. To see this, it suffices to note that ξY has
elements
ξY (y) =
∑
x∈X
B(x, y) ξX(x)
=
∑
x∈X
1√
PY (y)
PY |X(y|x)
√
PX(x)
√
PX(x) f(x)
=
√
PY (y)
∑
x∈X
PX|Y (x|y) f(x)︸ ︷︷ ︸
=g(y)
In turn, specializing f to the case (681) yields
B
(
ΠX
)T
ζG =
√
PY E
[
ζTG X
∣∣ Y ],
and specializing the resulting g in (680b) with (679b) yields
ΠY B
(
ΠX
)T
ζG = arg min
ξG∈RKY
E
[(
ξTG Y − E
[
ζTG X
∣∣ Y ])2]
= arg min
ξG∈RKY
E
[(
ξTG Y − ζTG X
)2]
(682)
= Λ−1Y ΛY X ζG (683)
= BG ζG (684)
To obtain (682) we have used
E
[(
ξTG Y − ζTG X
)2]
= E
[(
ξTG Y − E
[
ζTG X
∣∣ Y ])2]
+ E
[(
ζTG X − E
[
ζTG X
∣∣ Y ])2]
− 2E
[(
ζTG X − E
[
ζTG X
∣∣ Y ])
· (ξTG Y − E[ζTG X ∣∣ Y ])],
where we note that the second term does not depend on ξG,
and that the last term is zero due to the orthogonality property
of MMSE estimators. In turn, to obtain (683) we recognize
(682) as a linear MMSE estimation problem, whose solution
depends only on the first and second moments of (X,Y ), and
to obtain (684) we use (248). Finally, since (684) holds for all
ζG, we obtain (677) as desired.
M. Proof of Fact 79
It suffices to note that
ΛZ˜1Z˜3 = E
[
E
[
Z˜1Z˜
T
3 |Z˜2
]]
= E
[
E
[
Z˜1|Z˜2
]
E
[
Z˜3|Z˜2
]T]
= E
[
ΛZ˜1Z˜2 Z˜2 Z˜
T
2 Λ
T
Z˜3Z˜2
]
= ΛZ˜1Z˜2 ΛZ˜2 ΛZ˜2Z˜3
= ΛZ˜1Z˜2 ΛZ˜2Z˜3 .
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N. Proof of Proposition 81
Without loss of generality, we restrict S(k) and T(k) so that
they are normalized with respect to PX and PY , respectively,
i.e.,
(
F(k),G(k)
) ∈ L as defined in (264). Accordingly, we
have the representations (266) in which ΞX and ΞY satisfy
(268).
For the MMSE estimation of V based on S(k), the MSE is
λV |Se
(
C
KY
Y
(ΛY ),F(k)
)
= tr
(
Λ
1/2
V ΛV˜ |S(k)Λ
1/2
V
)
= tr(ΛV )− 2Y
∥∥Λ1/2V (ΦY |V )TB˜ ΞX∥∥2F (685)
where we have used (303b), so
λ¯V |Se
(
F(k)
)
= ERIE
[
λV |Se
(
C
KY
Y
(ΛY ),F(k)
)]
= tr(ΛV )−
2Y
KVKY
tr(ΛV )E
[∥∥ΦY |V ∥∥2
F
] ∥∥B˜ ΞX∥∥2
F
(686)
≥ tr(ΛV )
[
1− 
2
Y
KVKY
E
[∥∥ΦY |V ∥∥2
F
] k∑
i=1
σ2i
]
, (687)
where to obtain (686) we have used Lemma 25, and to obtain
(687) we have used Lemma 3. It further follows from Lemma 3
that the inequality (687) holds with equality when we choose
ΞX according to (269a).
For the MMSE estimation of U based on S(k), the MSE is
λU |Se
(
C
KX
X
(ΛX),F(k)
)
= tr
(
Λ
1/2
U ΛU˜ |S(k)Λ
1/2
U
)
= tr(ΛU )− 2X
∥∥Λ1/2U (ΦX|U)TΞX∥∥2F (688)
so
λ¯U |Se
(
F(k)
)
= ERIE
[
λU |Se
(
C
KX
X
(ΛX),F(k)
)]
= tr(ΛU )−
2X
KUKX
tr(ΛU )E
[∥∥ΦX|U∥∥2
F
] ∥∥ΞX∥∥2
F
(689)
= tr(ΛU )
[
1− 
2
X k
KUKX
E
[∥∥ΦX|U∥∥2
F
]]
, (690)
for any (admissible) choice of F(k), where to obtain (689) we
have used Lemma 25, and to obtain (690) we have used that∥∥ΞX∥∥2
F
= k due to (268). Hence, the unique Pareto optimal
choice of F(k) in (309) is as given by (269a).
Via a symmetry argument (corresponding to interchanging
the roles of X and Y , and U and V , and noting that B˜ and
B˜T share the same singular values), it follows that
λ¯V |Te
(
G(k)
)
= tr(ΛV )
[
1− 
2
Y k
KVKY
E
[∥∥ΦY |V ∥∥2
F
]]
λ¯U |Te
(
G(k)
) ≥ tr(ΛU )
[
1− 
2
X
KUKX
E
[∥∥ΦX|U∥∥2
F
] k∑
i=1
σ2i
]
,
with equality in the latter when G(k) is given by (269b).
Hence, the unique Pareto optimal choice of G(k) in (309)
is as given by (269a).
Finally, we note that we obtain (310) by recognizing that
E¯X|U =
E
[∥∥ΦX|U∥∥2
F
]
KUKX
and E¯Y |V =
E
[∥∥ΦY |V ∥∥2
F
]
KVKY
.
O. Proof of Proposition 82
For the MMSE estimation of V based on S, the MSE is,
starting from (685),
λV |Se
(
C
KY
Y
(ΛY ),F(k),
)
= tr(ΛV )− 2Y
∥∥Λ1/2V (ΦY |V )TB˜ ΞX∥∥2F
= tr(ΛV )− 2Y
∥∥Λ1/2V QY |V ∆Y |V (Φ˜Y |V )TB˜ ΞX∥∥2F
(691)
≥ tr(ΛV )− 2Y
∥∥Λ1/2V ∥∥2s ∥∥∆Y |V ∥∥2s ∥∥(Φ˜Y |V )TB˜∥∥2F ∥∥ΞX∥∥2s
(692)
≥ tr(ΛV )− 2Y
∥∥Λ1/2V ∥∥2s (KY + kk
) k∑
i=1
σ2i (693)
≥ k − 2Y
(
KY + k
k
) k∑
i=1
σ2i , (694)
where to obtain (691) we have expressed ΦY |V in terms of
its SVD
ΦY |V = Φ˜Y |V ∆Y |V
(
QY |V
)T
, (695)
where the KY × k matrix Φ˜Y |V has orthonormal columns,
i.e., (
Φ˜Y |V
)T
Φ˜Y |V = I, (696)
∆Y |V is a k×k diagonal matrix, and QY |V is k×k orthogonal
matrix. To obtain (692) we have (repeatedly) used Fact 29 and
the fact that QY |V is orthogonal, and to obtain (693) we have
used that ΞX satisfies (268), that∥∥∆Y |V ∥∥2
s
=
∥∥ΦY |V ∥∥2
s
≤ KY + k
k
(697)
since V is a Gaussian multi-attribute and so satisfies the prop-
erty of Definition 77, and applied Lemma 3 with the constraint
(696). And to obtain (694) we have used the last constraint in
(312), which implies that none of the singular values of ΛV
are smaller than unity. Finally, it is straightforward to verify
that the inequalities leading to the right-hand side of (694)
hold with equality when
ΛV = I (698a)
ΦY |V =
√
KY + k
k
ΨY(k) (698b)
and
ΞX = ΨX(k). (699)
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For the MMSE estimation of U based on S, the MSE is,
starting from (688),
λU |Se
(
C
KX
X
(ΛX),F(k)
)
= tr(ΛU )− 2X
∥∥Λ1/2U (ΦX|U)TΞX∥∥2F
≥ tr(ΛU )− 2X
∥∥Λ1/2U ∥∥2s ∥∥∆X|U∥∥2s ∥∥(Φ˜X|U)TΞX∥∥2F
(700)
≥ tr(ΛU )− 2X
∥∥Λ1/2U ∥∥2s (KX + k) (701)
≥ k − 2X
(
KX + k
)
, (702)
where to obtain (700) we have used Fact 29, expressing ΦX|U
in terms of its SVD
ΦX|U = Φ˜X|U∆X|U
(
QX|U
)T
, (703)
where the KY × k matrix Φ˜X|U has orthonormal columns,
i.e., (
Φ˜X|U
)T
Φ˜X|U = I, (704)
∆X|U is a k×k diagonal matrix, and QX|U is k×k orthogonal
matrix. To obtain (701) we have used that Φ˜X|U satisfies (704)
and ΞX satisfies (268), Lemma 3, and that∥∥∆X|U∥∥2
s
=
∥∥ΦX|U∥∥2
s
≤ KX + k
k
(705)
since U is a Gaussian multi-attribute and so satisfies the
property of Definition 77. To obtain (702) we have used the
penultimate constraint in (312), which implies that none of
the singular values of ΛU are smaller than unity. Finally, the
inequalities leading to the right-hand side of (702) hold with
equality when, for example,
ΛU = I (706a)
ΦX|U =
√
KX + k
k
ΨX(k) (706b)
and ΞX is chosen according to (699).
Via a symmetry argument (corresponding to interchanging
the roles of X and Y , and U and V , and noting that B˜
and B˜T share the same singular values), it follows that
λU |Te
(
C
KX
X
(ΛX),G(k)
)
is minimized by choosing (706) and
ΞY = ΨY(k), (707)
and that λV |Te
(
C
KY
Y
(ΛY ),G(k)
)
is minimized by choosing,
for example, (698) and (707). The unique pareto optimality
of the choices then follows. Finally, (313) is obtained by
combining the characterizations
ΛXU = X Λ
1/2
X Φ
X|U and ΛY V = Y Λ
1/2
Y Φ
Y |V
(708)
with (706b), (698b), and (271).
P. Proof of Proposition 83
First, since mutual information is invariant to coordinate
transformations, without loss of generality we may choose
ΛU = ΛV = I, in which case U˜ = U and V˜ = V . Then, using
the conditional independencies associated with the Markov
chain (301) we have
ΛUV = E
[
E
[
U V T
∣∣ X˜, Y˜ ]]
= E
[
E
[
U
∣∣ X˜]E[V T ∣∣ Y˜ ]]
= XY E
[(
ΦX|U
)T
X˜ Y˜ TΦY |V
]
= XY
(
ΦX|U
)T
B˜TΦY |V . (709)
Hence, with
C˜ ,
[
U
V
]
so ΛC˜ =
[
I ΛUV
ΛTUV I
]
,
we have
I(U ;V )
= −1
2
log |ΛC˜ |
= −1
2
log
∣∣I−ΛUV ΛTUV ∣∣
=
2X
2
Y
2
∥∥(ΦY |V )T B˜ ΦX|U∥∥2
F
+ o(2X
2
Y ) (710)
≤ 
2
X
2
Y
2
∥∥B˜ Φ˜X|U∥∥2
F
· ∥∥Φ˜Y |V ∥∥2
s
∥∥∆X|U∥∥2
s
∥∥∆Y |V ∥∥2
s
+ o(2X
2
Y ) (711)
≤ 
2
X
2
Y
2
(
KX + k
k
)(
KY + k
k
) k∑
i=1
σ2i + o(
2
X
2
Y ),
(712)
where to obtain (710) we have used (709) with Fact 71, to
obtain (711) we have used the SVDs (703) and (695) with
(repeatedly) Fact 29, and to obtain (712) we have used both
Lemma 3 with (704), and both (705) and (697). Finally, it is
straightforward to verify that the inequality (712) is achieved
with equality when ΦY |V and ΦX|U are chosen according to
(698b) and (706b), respectively, which correspond to (313b)–
(313c). With these choices, (709) specializes to
ΛUV = XY
√
KX + k
k
√
KY + k
k
(
ΨX(k)
)T
B˜TΨY(k)
= XY
√
KX + k
k
√
KY + k
k
Σ(k),
where we have used (294b).
Q. Proof of Corollary 84
It suffices to note from Corollary 73 that U and V so
constrained correspond to X(1 + o(1))- and Y (1 + o(1))-
multi-attributes with
X , 
√
k
KX + k
and Y , 
√
k
KY + k
. (713)
In particular, the multi-attribute property (299) specialized to
U is obtained via
77
∥∥ΦX|U∥∥2
s
= λmax
((
ΦX|U
)T
ΦX|U
)
=
1
2X
λmax
(
ΛTXUΛ
−1
X ΛXU
)
= max
i∈{1,...,k}
∥∥φX|Ui∥∥2
≤ KX + k
k
(
1 + o(1)
)
,
where to obtain the second equality we have used that ΛU = I,
and to obtain third equality we have used that ΛTXUΛ
−1
X ΛXU
is diagonal. To obtain the inequality, note that with X as
defined,
I(Ui;X) = 
2
X
∥∥φX|Ui∥∥2 + o(2X) ≤ 2 = 2X (KX + kk
)
,
whence ∥∥φX|Ui∥∥2 ≤ KX + k
k
(
1 + o(1)
)
.
The corresponding result for V follows from symmetry. Fi-
nally, substituting for X and Y in the right-hand side of
(315) yields (317),
R. Proof of Corollary 85
First, (322) holds from the conditional independence in the
definition of an attribute. Next, since the variables are jointly
Gaussian, it suffices to obtain the associated second moment
characterization. In particular, using that ΦX|U = ΨX(k) and
(261a) we have
E [U |X] =  (ΦX|U)TX˜
=  S∗(k) (714)
and
ΛU |X = I− 2
(
ΦX|U
)T
ΦX|U
= I− 2(F∗(k))TΛXF∗(k)
= (1− 2) I, (715)
whence (323a). And via a symmetry argument (corresponding
to interchanging the roles of X and Y , and U and V ), we
obtain (323b) from (323a).
Next,
pU |S∗(k),T∗(k),V
(
u|s∗(k), t∗(k), v
)
=
pU,V |S∗(k),T∗(k)
(
u, v|s∗(k), t∗(k)
)
pV |S∗(k),T∗(k)(v|s
∗
(k), t
∗
(k))
=
pU,V |X,Y (u, v|x, y)
pV |X,Y (v|x, y)
= PU |X(u|x)
= pU |S∗(k)
(
u|s∗(k)
)
. (716)
verifying (324a), and (324b) follows from symmetry consid-
erations.
Finally, to obtain (325a) we have
E [V |X] =  (ΦY |V )TB˜ X˜
= 
(
ΨY(k)
)T
B˜ X˜
= Σ(k)
(
ΨX(k)
)T
X˜
= Σ(k) S
∗
(k),
and
ΛV |X = I− 2
(
ΦY |V
)T
B˜ B˜TΦY |V
= I− 2 (ΨY )TB˜ B˜TΨY
= I− 2 Σ(k)
(
ΨX
)T
ΨX Σ(k)
= I− 2 Σ2(k).
Via a symmetry argument, we obtain (325b) from (325a).
S. Proof of Proposition 86
First, since the constraints on U and V coincide with those
of Corollary 84, from the proof of the latter we obtain that
U and V are X(1 + o(1))- and Y (1 + o(1))-multi-attributes
with X and Y as given by (713).
As such, for the maximization of I(U ;Y ) we have
I(Y ;U) = I(Y˜ ;U)
=
2X
2
∥∥B˜ ΦX|U∥∥2
F
+ o(2X) (717)
=
2X
2
∥∥B˜ Φ˜X|U∆X|U∥∥2
F
+ o(2X) (718)
≤ 
2
X
2
∥∥B˜ Φ˜X|U∥∥2
F
∥∥∆X|U∥∥2
s
+ o(2X) (719)
≤ 
2
X
2
∥∥B˜ Φ˜X|U∥∥2
F
(
KX + k
k
)
+ o(2X) (720)
≤ 
2
2
k∑
i=1
σ2i + o(
2), (721)
where to obtain (717) we have used Lemma 68 with Corol-
lary 73, to obtain (718) we have used the SVD (703), to obtain
(719) we have used Fact 29, to obtain (720) we have used the
(705), and to obtain (721) we have used Lemma 3 with (704).
Finally, it is straightforward to verify that the inequalities all
hold with equality when ΦX|U is chosen according to (706b),
which corresponds to (318a).
Via a symmetry argument (corresponding to interchanging
the roles of X and Y , and U and V , and noting that B˜ and
B˜T share the same singular values), it follows that
I(V ;X) ≤ 
2
2
k∑
i=1
σ2i + o(
2),
where the inequality holds with equality when ΦY |V is chosen
according to (698b), which corresponds (318b).
T. Proof of Proposition 87
To simplify the exposition, we first consider the case KX =
KY = K. First, as defined in (261), S
∗ , S∗(K) and T ∗ ,
S∗(K) are invertible transformations of X and Y , respectively,
with [cf. (254)]
ΛS∗ = ΛT∗ = I and ΛT∗S∗ = Σ
and S∗ ↔ X ↔W ↔ Y ↔ T ∗, a special case of which is
S∗i ↔W ↔ T ∗i , i = 1, . . . ,K. (722)
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Then
I(W ;X,Y )
= I(W ;S∗, T ∗) (723)
=
K∑
i=1
I(W ;S∗i , T
∗
i |(S∗)i−1, (T ∗)i−1) (724)
=
K∑
i=1
I(S∗i , T
∗
i ;W, (S
∗)i−1, (T ∗)i−1)
− I(S∗i , T ∗i ; (S∗)i−1, (T ∗)i−1)︸ ︷︷ ︸
=0
(725)
=
K∑
i=1
I(W ;S∗i , T
∗
i ) + I((S
∗)i−1, (T ∗)i−1;S∗i , T
∗
i |W )︸ ︷︷ ︸
≥0
(726)
≥
K∑
i=1
I(W ;S∗i , T
∗
i ) (727)
=
K∑
i=1
I(W ;S∗i ) + I(W ; , T
∗
i |S∗i ) (728)
=
K∑
i=1
I(W ;S∗i ) +
(
I(S∗i ,W ;T
∗
i )− I(S∗i ;T ∗i )
)
(729)
=
K∑
i=1
I(W ;S∗i ) + I(W ;T
∗
i )− I(S∗i ;T ∗i ) (730)
≥
K∑
i=1
I(E
[
S∗i |W
]
;S∗i ) + I(E
[
T ∗i |W
]
;T ∗i )− I(S∗i ;T ∗i )
(731)
≥
K∑
i=1
RS∗i (DS
∗
i
) +RT∗i (DT
∗
i
)− I(S∗i ;T ∗i ) (732)
=
1
2
K∑
i=1
log
1− σ2i
DS∗iDT
∗
i
, (733)
where to obtain (723) we have used the invariance of mutual
information to coordinate transformation, to obtain (724) have
used chain rule of mutual information, to obtain (725) we
have used the chain rule of mutual information and note that
the second term is zero since the S∗i , T
∗
i are independent of
(S∗)i−1, (T ∗)i−1, to obtain (726) we have used the chain rule
of mutual information on the first term in (725), to obtain
(727) we neglect the second term in (726), to obtain (728)
we use the chain rule of mutual information, to obtain (729)
we use the chain rule of information on the second term in
(728), to obtain (730) we have used (722), to obtain (731) we
have used the data processing inequality, and to obtain (732)
we have used the definition of the (Gaussian) rate-distortion
function (see, e.g., [157, Chapter 13]).
Now
DS∗i = E
[(
S∗i − E
[
S∗i |W
])2]
= 1− E
[
E
[
S∗i |W
]2]︸ ︷︷ ︸
,δ
S
∗
i
(734)
DT∗i = E
[(
T ∗i − E
[
T ∗i |W
])2]
= 1− E
[
E
[
T ∗i |W
]2]︸ ︷︷ ︸
,δ
T
∗
i
(735)
and
σ2i = E
[
E
[
S∗i T
∗
i |W
]]2
= E
[
E
[
S∗i |W
]
E
[
T ∗i |W
]]2
≤ E
[
E
[
S∗i |W
]2] E [E[T ∗i |W ]2]
= δS∗i δT
∗
i
, (736)
where we have used the Cauchy-Schwarz inequality.
Hence, the lower bound (733) is minimized by maximizing(
1 − δS∗i )(1 − δT∗i
)
for each i ∈ {1, . . . ,K}, subject to the
constraint (736), which is a straightforward exercise, yielding
δS∗i = δT
∗
i
= σi, whence
I(W ;X,Y ) ≥ 1
2
K∑
i=1
log
(
1 + σi
1− σi
)
.
To show that the lower bound is achieved, choose W such
that W,X, Y are jointly Gaussian, and let W ∈ RK be zero-
mean with ΛW = I. Finally, choose
ΛS∗W = ΛT∗W = Σ
1/2. (737)
Then using Fact 79, we confirm that with W so defined, S∗ ↔
W ↔ T ∗ since
ΛS∗W Λ
T
T
∗
W = Σ = ΛS∗T∗ .
Finally, exploiting the resulting conditional independence
structure, we have
I(W ;S∗, T ∗) =
K∑
i=1
I(Wi;S
∗
i , T
∗
i )
=
K∑
i=1
I(Wi;S
∗
i ) + I(Wi;T
∗
i )− I(S∗i ;T ∗i )
= −1
2
K∑
i=1
[
log(1− λS∗iWi) + log(1− λT∗i Wi)
+ log(1− λS∗i T∗i )
]
=
1
2
K∑
i=1
log
1− σ2i
(1− σi)(1− σi)
=
1
2
K∑
i=1
log
1 + σi
1− σi
.
The extension to the case KX 6= KY is straightforward. In
particular, when KX ≤ KY , we write
B˜ = ΨY−Σ−
(
ΨX
)T
,
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where the KY ×KX matrix ΨY− is formed from the first KX
columns of ΨY , and where the KX×KX matrix Σ− is formed
from the first KX rows of Σ (the rest being all zeros). In the
associated analysis, we then replace (737) with
ΛS∗W = Σ
1/2
−
ΛT∗W = Σ
1/2.
Likewise, when KX > KY we write
B˜ = ΨY Σ˜−
(
ΨX−
)T
,
where the KX ×KY matrix ΨX− is formed from the first KY
columns of ΨX , and where the KY ×KY matrix Σ˜− is formed
from the first KY columns of Σ (the rest being all zeros). In
this case, the associated analysis replaces (737) with
ΛS∗W = Σ
1/2
ΛT∗W = Σ˜
1/2
− .
The result in both cases can be expressed in the form
ΛXW = Λ
1/2
X Ψ
X
(K) Σ
1/2
(K)
ΛYW = Λ
1/2
Y Ψ
Y
(K) Σ
1/2
(K),
and, in turn, (328).
U. Proof of Corollary 88
With
A∗ ,
[
S∗
T ∗
]
we have, as a straightforward exercise in linear algebra,
E
[
W |X,Y ] = E[W |S∗, T ∗]
= ΛW,A∗ Λ
−1
A
∗A∗
=
[
Σ
1/2
(K) Σ
1/2
(K)
] [ I Σ(K)
Σ(K) I
]−1 [
S∗(K)
T ∗(K)
]
= Σ
1/2
(K)
(
I + Σ(K)
)−1 [
I I
] [S∗(K)
T ∗(K)
]
,
and
ΛW |X,Y = ΛW |S∗,T∗
= I−ΛTW |A∗Λ−1A∗ΛW |A∗
= I− 2Σ(K)
(
I + Σ(K)
)−1
=
(
I−Σ(K)
)(
I + Σ(K)
)−1
.
V. Proof of Corollary 89
It suffices to verify that Wˇ so defined has ΛWˇX and ΛWˇY
matching (328), i.e., that[
ΛWˇX ΛWˇY
]
=
[
ΛWˇU ΛWˇV
] [ I ΛUV
ΛTUV I
]−1 [
ΛUX ΛUY
ΛV X ΛV Y
]
=
[
ΛWX ΛWY
]
(738)
holds. But from (318) and (319) with  = 1, and using Fact 79
with (255), we have[
ΛUX ΛUY
ΛV X ΛV Y
]
=
[
I Σ(K)
Σ(K) I
] [(
F∗(K)
)T
ΛX 0
0
(
G∗(K)
)T
ΛY
]
and ΛUV = Σ(K), and from (328) we have[
ΛWX ΛWY
]
= Σ
1/2
(K)
[(
F∗(K)
)T
ΛX
(
G∗(K)
)T
ΛY
]
.
Hence, with the choices (334), it follows that (738) holds.
W. Proof of Lemma 91
First, note that
E
[∥∥V (y)− V◦(x)∥∥2]
= E
[
tr
((
V (y)− V◦(x)
)(
V (y)− V◦(x)
)T)]
= tr ΛV (y)−V◦(x) +
∥∥E[V (y)− V◦(x)]∥∥2 (739)
= tr
(
ΛV |Y
)
+ tr
(
ΛV |X
)
+
∥∥E[V |Y = y]− E[V |X = x]∥∥2, (740)
where to obtain (739) we have used the trivial identity
E
[
ZZT
]
= ΛZ + E
[
Z
]
E
[
Z
]T
, and to obtain (740) we have
used that V (y) and V◦(x) are independent and distributed
according to PV |Y (·|y) and PV |X(·|x), respectively.
Finally, substituting (323b) and (325a) from Corollary 85
into (740), we obtain
E
[∥∥V (y)− V◦(x)∥∥2]
= 2k − k 2 − 2
k∑
i=1
σ2i + 
2
k∑
i=1
(
gi(y)− σi fi(x)
)2
and the lemma follows.
X. Proof of Proposition 92
First, we rewrite (349) in the equivalent form(
ΨY(k)
)T
y˜ = Σ(k)
(
ΨX(k)
)T
x˜. (741)
Next, we note that the objective function pY (y) in (350) is a
monotonically decreasing function of ‖y˜‖, and thus we seek to
find the mininum norm solution y˜∗(x) to (741). Via familiar
linear algebra results—see, e.g., [24, Problem 7.3.P9]—the
solution follows as
y˜∗(x) =
(
ΨY(k)
)†T
Σ(k)
(
ΨX(k)
)T
x
= ΨY(k)Σ(k)
(
ΨX(k)
)T
x˜. (742)
Rewriting (742) in terms of y and x and using standard
pseudoinverse properties then yields (351).
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Y. Proof of Proposition 95
We have
D
(
PX,Y
∥∥ P (k)X,Y ) = ∥∥B˜− B˜(k)∥∥2F + o(2) (743)
≥
K∑
i=k+1
σ2i + o(
2), (744)
where to obtain (743) we have used Lemma 74 with B˜ as
defined in (248) and
B˜(k) , Λ−1/2Y Λ
(k)
Y XΛ
−1/2
X , (745)
and to obtain (744) we have used Lemma 55 together with
the fact that rank
(
B˜(k)
) ≤ k since rank(Λ(k)XY ) ≤ k and
ΛX and ΛY are positive definite. Finally, it is straightfoward
to verify that the inequality (744) holds with equality when
B˜(k) = B˜(k)∗ , with B˜
(k)
∗ as given in (294).
Z. Proof of Proposition 96
First, with the gain matrix [cf. (242)] ΓY |X = ΛY X Λ
−1
X
we rewrite the optimization in (359a) as
arg min
Γ˜Y |X : rank(Γ˜Y |X)≤k
EPX,Y
[∥∥Y − Γ˜Y |XX∥∥2]
= arg min
Γ˜Y |X : rank(Γ˜Y |X)≤k
(
EPX,Y
[∥∥Y − ΓY |XX∥∥2]
+ EPX
[∥∥(ΓY |X − Γ˜Y |X)X∥∥2])
(746)
= arg min
Γ˜Y |X : rank(Γ˜Y |X)≤k
EPX
[∥∥(ΓY |X − Γ˜Y |X)X∥∥2]
(747)
= arg min
Γ˜Y |X : rank(Γ˜Y |X)≤k
∥∥(ΓY |X − Γ˜Y |X)Λ1/2X ∥∥2F,
(748)
where to obtain (746) we have used the orthogonal properties
of the error in the MMSE estimate, and to obtain (747) we
have used that the first term does not depend on Γ˜Y |X .
In turn, with
A , ΓY |XΛ1/2X = ΛY X Λ
−1/2
X and A˜ , Γ˜Y |XΛ
1/2
X ,
(749)
we can rewrite (748) in the form
min
Γ˜Y |X : rank(Γ˜Y |X)≤k
∥∥(ΓY |X − Γ˜Y |X)Λ1/2X ∥∥2F
= min
A˜ : rank(A˜)≤k
∥∥A− A˜∥∥2
F
, (750)
since rank
(
A˜
) ≤ k if and only if rank(Γ˜Y |X) ≤ k since ΛX
is nonsingular. Hence, with the SVD for A expressed in the
form (359c), it follows form Lemma 55 that the minimum on
the right-hand side of (750) is achieved by the choice
A˜ = Ψ˜Y(k)Σ˜(k)
(
Ψ˜X(k)
)T
= A Ψ˜X(k)
(
Ψ˜X(k)
)T
,
i.e., using (749),
Γ˜Y |X = ΛY XΛ
−1/2
X Ψ˜
X
(k)
(
Ψ˜X(k)
)T
Λ
−1/2
X
= ΛY X
((
Ψ˜X(k)
)T
Λ
1/2
X
)† (
Ψ˜X(k)
)T
Λ
−1/2
X
=
(
Λ
−1/2
X Ψ˜
X
(k)
(
Λ
1/2
X Ψ˜
X
(k)
)†
ΛXY
)T
where we obtain the second and third equalities using standard
pseudoinverse properties. Finally, since
Λ
(k)◦
XY = ΛX Γ˜
T
Y |X ,
we obtain (359).
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