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ABSTRAK
Firda Amalia. 2017. ESTIMASI PARAMETERMODEL REGRESI MULTI-
VARIAT BAYESIAN DENGAN DISTRIBUSI PRIOR NONINFORMATIF
JEFFREYS. Fakultas Matematika dan Ilmu Pengetahuan Alam. Universitas
Sebelas Maret.
Metode Bayesian merupakan metode yang dapat digunakan untuk meng-
estimasi parameter model regresi multivariat. Dalam metode Bayesian terdapat
dua distribusi yaitu distribusi prior dan posterior. Distribusi posterior dipe-
ngaruhi oleh pemilihan distribusi prior. Distribusi prior Jereys merupakan je-
nis distribusi prior noninformatif, yaitu distribusi prior yang digunakan apabila
tidak diketahui informasi parameter. Distribusi prior noninformatif Jereys di-
gabungkan dengan informasi data sampel menghasilkan distribusi posterior. Dis-
tribusi posterior digunakan untuk mengestimasi parameter.
Tujuan penelitian ini untuk mengestimasi parameter model regresi mul-
tivariat menggunakan metode Bayesian dengan distribusi prior noninformatif
Jereys. Selanjutnya estimasi parameter tersebut diterapkan pada data posisi
simpanan masyarakat di Provinsi Papua dan Papua Barat bulan Januari 2010
hingga April 2017.
Hasil penelitian ini adalah estimasi parameter  dan  yang keduanya
diperoleh dari nilai ekspektasi variabel random fungsi distribusi posterior margi-
nal. Distribusi posterior marginal untuk  dan  adalah distribusi normal multi-
variat dan invers Wishart. Namun dalam perhitungan nilai ekspektasi, melibat-
kan integral dari fungsi yang sulit ditentukan nilainya. Oleh karena itu diperlukan
pendekatan dengan melakukan pembangkitan sampel random yang sesuai dengan
karakteristik distribusi posterior marginal masing-masing parameter mengguna-
kan algoritme MCMC Gibbs sampling. Hasil algoritme MCMC Gibbs sampling
adalah sampel bangkitan barisan matriks (i) dan (i) dengan i = 1; 2; :::;M .
Estimasi parameter untuk  dinyatakan sebagai ^ = 1
M
PM
i=1 
(i) dan estimasi
parameter untuk  dinyatakan sebagai ^ = 1
M
PM
i=1
(i). Pada penerapan, hasil
yang diperoleh adalah nilai estimasi parameter ^ dan ^ untuk data posisi sim-
panan masyarakat di Provinsi Papua dan Papua Barat bulan Januari 2010 hingga
April 2017 dengan 40000 pembangkitan sampel dinyatakan sebagai
b =
0BBBBBB@
1405:4  2399:581
1:328982 0:5335725
0:0430088 0:0201185
 1788:845  399:6135
1CCCCCCA dan b =
0@ 1820164 452920:7
452920:7 661584:4
1A :
Kata kunci: model regresi multivariat, metode Bayesian, prior noninformatif
Jereys, Gibbs sampling
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ABSTRACT
Firda Amalia. 2017. PARAMETER ESTIMATION OF MULTIVARIATE
REGRESSION MODEL USING BAYESIAN WITH NONINFORMATIVE
JEFFREYS' PRIOR DISTRIBUTION. Faculty of Mathematics and Natural
Sciences. Universitas Sebelas Maret.
Bayesian method is a method that can be used to estimate the parameters of
multivariate regression model. Bayesian method has two distributions, there are
prior and posterior distributions. Posterior distribution is inuenced by the selec-
tion of prior distribution. Jereys' prior distribution is a kind of noninformative
prior distribution. This prior is used when the information about parameter not
available. Noninformative Jereys' prior distribution is combined with the sample
information resulting the posterior distribution. Posterior distribution is used to
estimate the parameter.
The purposes of this research are to estimate the parameters of multivariate
regression model using Bayesian method with noninformative Jereys' prior dis-
tribution. Then the parameter estimation was applied to the data of outstanding
on private deposits in Papua and West Papua on January 2010 to April 2017.
The results of this research are parameter estimation of  and  which
were obtained from expected value of random variable of marginal posterior dis-
tribution function. The marginal posterior distributions for  and  are multi-
variate normal and inverse Wishart. However, in calculation of the expected value
involving integral of a function which dicult to determine the value. Therefore,
approach is needed by generating of random samples according to the posterior
distribution characteristics of each parameter using MCMC Gibbs sampling al-
gorithm. The result of MCMC Gibbs sampling algorithm is the matrix random
sample (i) and (i) with i = 1; 2; :::;M . The parameter estimation for  is
^ = 1
M
PM
i=1 
(i) and the parameter estimation for  is ^ = 1
M
PM
i=1
(i). The
results of this application are the parameter estimation value ^ and ^ for the
outstanding on private deposits in Papua and West Papua on January 2010 to
April 2017 with 40000 generating samples given below
b =
0BBBBBB@
1405:4  2399:581
1:328982 0:5335725
0:0430088 0:0201185
 1788:845  399:6135
1CCCCCCA and b =
0@ 1820164 452920:7
452920:7 661584:4
1A :
Keywords: multivariate regression model, Bayesian method, noninformative
Jereys' prior, Gibbs sampling
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