Self-learning Monte Carlo (SLMC) method is a general algorithm to speedup MC simulations. Its efficiency has been demonstrated in various systems by introducing an effective model to propose global moves in the configuration space. In this paper, we show that deep neural networks can be naturally incorporated into SLMC, and without any prior knowledge, can learn the original model accurately and efficiently. Demonstrated in quantum impurity models, we reduce the complexity for a local update from O(β 2 ) in Hirsch-Fye algorithm to O(β ln β), which is a significant speedup especially for systems at low temperatures.
of parameters and training them blindly, we show how to design highly efficient neural networks that respect the symmetry of the system, with very few parameters yet capturing the dynamics of the original model quantitatively. The generality of this approach is guaranteed by the mathematical fact that DNNs are able to accurately approximate any continuous functions given enough fitting parameters [31, 32] . Practically, our DNNs can be trained with ease using back-propagation-based algorithms [33] , and can be directly evaluated in dedicated hardwares [34] . Compared with other machine learning models in SLMC such as the restricted Boltzmann machine [19, 24] , which can be regarded as a fully-connected neural network with one hidden layer, our DNNs have greater expressibility (more hidden layers) and flexibility (respecting the symmetry of the model).
As a concrete example, we demonstrate SLMC with DNNs on quantum impurity models. In the following, we first review SLMC for fermion systems. We then implement the simplest neural networks and test their performances. Next, we show how the visualization of these networks helps design a more sophisticated convolutional neural network that is more accurate and efficient. Finally, we discuss the complexity of our algorithm.
SLMC for Fermions For an interacting fermion system, the partition function is given by Z = Tr[e −βĤ f ], where β = 1/T is the inverse temperature, and the trace is over the grand-canonical ensemble. One often applies the Trotter decomposition e −βĤ f = The Monte Carlo sampling is in the configuration space of S. The probability p of accepting a move, for example in the Metropolis-Hastings algorithm, is the weight ratio between two configurations: p(S 1 → S 2 ) = 
The rationale of minimizing this error will be discussed shortly later. Following the maximum likelihood principle, in practice one could minimize the MSE on a given data set called the training set {S, W [S]}, which is obtained from the Monte Carlo simulation of the original model. This training set is of small size compared with that of the whole configuration space, but is considered typical mimicking the distribution of the original model because it is generated by the importance sampling. Importantly, the training data taken from the Markov chain should be independently distributed in order for the maximum likelihood estimation to work well. One then uses the trained effective model to propose global moves. Starting from a given configuration S 1 , one first performs standard Monte Carlo simulations on the effective model S 1 → S 2 → . . . → S n . Configuration S n is accepted by the original Markov chain with the probability [18, 20] 
As proven in Supplemental Material [38] , the acceptance rate p , defined as the expectation of configuration acceptation probability p defined in Eq. (3), is directly related to the MSE in Eq. (2) as (ln p) 2 = MSE. This means MSE serves as a very good estimation of the acceptance rate. Indeed, we will see in the following that these two quantities correspond with each other very well.
The acceleration of SLMC can be analyzed as follows. Denote the computational cost of computing W [S] and W eff [S; α] given S as T and T eff , and the autocorrelation time of a measurement without SLMC as τ . Suppose T ≥ T eff , one can always to make enough ( τ ) updates in the effective model so that the proposed configuration S n is uncorrelated with S 1 . In this way, to obtain two independent configurations without or with SLMC, it takes time O(τ T ) and O((τ T eff +T )/ p ). If simulating effective model is efficient τ T eff T , as demonstrated by cases studied in Ref. [20, 21] , the acceleration is of order p τ .
In principle, there is no limitation on the functional form of H eff [S; α]. In the following, we choose to construct H eff [S; α] using neural networks of different architectures. To be concrete, we study the asymmetric Anderson model with a single impurity [39] 
whered σ andĉ k are the fermion annihilation operator for the impurity and for the conduction electrons respectively.n d,σ ≡d † σdσ ,n d = σ=↑/↓n d,σ . With different fillings, this model hosts very different low-temperature behaviors identified by the three regimes: local moment, mixed valence and empty orbital [40] . The HubbardStratonovich transformation on the impurity site is (up to a constant factor)
with cosh λ = e ∆τ U/2 . In total there are L auxiliary spins, one at each imaginary time slice denoted as a vector s ≡ S. For impurity problems, one may integrate out the continuous band of conducting electrons explicitly and update with Hirsch-Fye algorithm [41, 42] . In the following, the conduction band is assumed to have semicircular density of states ρ(ε)
The half bandwidth D = 1 is set to be the energy unit.
Fully-Connected Neural Networks To gain some insight on how to design the neural network as the effective model, we first implement the simplest neural network, which consists of several fully-connected layers. Its structure is shown schematically in the inset of Fig. 1 . The effect of i-th fully-connected layer can be summarized as
, where a i is the input/output vector of the i-th/(i − 1)-th layer. W i , b i , f i are the weight matrix, bias vector, and the nonlinear activation function of such layer. The layer is said to have N i neurons when W i is of size N i ×N i−1 . This structure as the variational wavefunction in quantum many-body systems has recently been studied extensively [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] .
We take the auxiliary Ising spin as the input vector s ≡ a 1 . It is propagated through two nonlinear hidden layers with N 1 and N 2 neurons, and then a linear output layer. The output is a number represents the corresponding weight ln W eff [s] . We trained the fullyconnected neural networks of different architectures and in different physical regimes. The details on the networks and training can be found in Supplemental Material [38] .
As shown in Fig. 1 , the trained neural network resembles the original model very well. It retains high acceptance rates (> 70%) steadily throughout all the parameter regimes. In addition, e − √ MSE indeed shares the same trend with the acceptance rate p . This suggests that to compare different effective models, one can directly compare the MSE instead of computing the acceptance rate every time. To extract more features from neural networks, we visualize the weight matrix of the first layers in Fig. 2 . The most striking feature is its sparsity. Although the network is fully-connected by construction, most of weight matrix elements vanish after the training, and thus the network is essentially sparsely connected. Clearly, even without any prior knowledge of the system, and using only field configurations and their corresponding energies, the neural network can actually "learn" that the correlation between auxiliary spins is short ranged in imaginary time.
Weight matrices in neural networks of different chemical potentials look similar. The main difference lies in the magnitude of the matrix elements. Shown in Fig. 2 , the neural network could capture the relative effective interaction strength. When the chemical potential moves away from half-filling, less occupation on the impurity site n d leads to a weaker coupling between the auxiliary spins and the impurity electrons, according to the Hubbard-Stratonovich transformation Eq. (7). This further causes the decrease of interaction between the auxiliary spins induced by conducting electrons.
We end this section by briefly discussing the complexity of fully-connected neural networks. The forward propagation of the spin configuration in the fullyconnected network involves three matrix-vector multipli- Fig. 1 . The "nonzero" matrix element is defined as the element that is greater than 10% of the maximum element in all 7 weight matrices W1 from networks trained at 7 different chemical potentials. Only around 3% elements are nonzero in these weight matrices.
cations. Each multiplication takes computational cost
, with L the number of imaginary-time time slices that is usually proportional to βU . Thus the running time for a local update in the effective model is T eff = O(L 2 ). In the Hirsch-Fye algorithm, each local update also takes time T = O(L 2 ) [41, 42] . Since T eff = T , SLMC based on fully-connected networks has no advantage in speed over the original Hirsch-Fye algorithm. In the next section, we will show that by taking advantage of the sparse-connection found in the neural network, we can reduce the complexity and make the acceleration possible.
Exploit the Sparsity The sparsity found in the previous section inspires us to design a neural network that is sparsely connected by construction. Moreover, it is known physically that the interaction between the auxiliary spins in imaginary time is translationally invariant, i.e., only depends on |τ i − τ j |. A neural network that has both properties is known as the "(1D) convolutional neural network" [33] . Instead of doing matrix multiplications as in fully-connected networks, convolutional networks produce their output by sliding inner product denoted by * : The first layer is a convolutional layer with two kernels (dark and light blue) of size 3. The stride of the sliding inner product is 2. The second layer is a fully-connected layer and the last layer is a linear layer.
mathematical description of such networks can be found in Supplemental Material [38] .
The key parameters in convolutional neural networks are the number and size of kernels and the stride of sliding inner product. The setup of these parameters can be guided from the fully-connected neural networks: The number and the size of kernels is determined according to the pattern of weight matrices in the fully-connected neural networks, and the stride could be chosen to be half of the kernel size to avoid missing local correlations. For example, for the model whose weight matrix is shown in Fig. 2 , we could choose 2 kernels of size 9 for the first convolutional layer with a stride 3. Then several convolutional layers designed in the same spirit are stacked until the size of the output is small enough. Finally, one adds a fully-connected layer to produce the final output.
Compared with the fully-connected network, the convolutional network has much fewer trainable parameters, which explicitly reduces the redundancy in the parametrization. The fully-connected networks in Fig. 2 typically have 10 5 trainable parameters, while the convolutional networks have only 10 2 -smaller by three orders of magnitude.
The performance of convolutional networks are shown in Fig. 4 . The measured fermion imaginary-time Green's function is shown in the Supplemental Material [38] . Interestingly, the acceptance rate of global moves proposed by convolutional networks are sometimes even higher than those proposed by fully-connected networks. In principle, fully-connected networks with more parameters have greater expressibility. However, for this specific Anderson model, the parameterization of the effective model has a lot of redundancy, as the auxiliary spin interactions are local and are translationally invariant. The convolutional networks reduce this redundancy by construction, and are easier to train potentially due to the smaller parameter space.
The fewer parameters not only make the network easier to train, but also faster to evaluate. Each slide inner product has the computational cost O(L). It is important to notice that the strides of the sliding inner product are greater than one so that the dimensions of intermediate outputs keep decreasing. In this way, the number of the convolutional layers is of order O(ln L) because of the large stride. The final fully-connected layer is small. Propagating through such layer only costs a constant computational time that is insensitive to L. To summarize, each local update on the effective model has
. Since the autocorrelation time for the desired observable is at least of order τ = Ω(L) in order for every auxiliary spin to be updated once, i.e. τ T eff ≥ T , the acceleration with respect to the original Hirsch-Fye algorithm is then τ T /(τ T eff + T ) ≈ T /T eff , of order p L/ ln L. It is especially significant for large L. This efficiency allows us to train effective models at very low temperatures very effectively (Fig. 4(b) ), whereas training a fully-connected network is very costly, if possible at all.
Conclusion In this paper, we showed how to integrate neural networks into the framework of SLMC. Both the architecture of the networks and the way we design these networks are general and not restricted to impurity mod-els. This work can help design neural networks as effective models in more complicated systems, thereby introducing the state-of-art deep learning hardwares into the field of computational physics.
Particularly for impurity models, we demonstrated that the complexity of the convolutional network for a local update is improved to O(L ln L). We note that there exist continuous-time Monte Carlo algorithms that generally outperform the discrete-time Hirsch-Fye algorithm [53, 54] . Although similar self-learning approaches have already been implemented in these systems [22, 23] , designing an accurate effective model in these continuoustime algorithms is not straightforward as the size of the field configuration keeps changing during the simulation. Looking forward, there have already been attempts introducing machine learning into dynamical mean-field theory (DMFT) [55, 56] . It will be interesting to accelerate DMFT simulation by integrating SLMC into their impurity solvers [57] . Moreover, it is worthwhile to develop more advanced network architectures beyond convolutional networks, e.g., networks that are invariant under permutations of the input [58] . We leave all these attempts for future work. 
Supplemental Material for "Self-learning Monte Carlo with Deep Neural Networks"
From Eq. (2) to Eq. (3), we note the fact that half of the configurations have ∆(S 2 )−∆(S 1 ) < 0. From Eq. (3) to Eq. (4) we have assumed E S∼W [S]/Z ∆(S) = 0, meaning our effective model is unbiased. Hence we obtain ⟨(ln p)
If the effective model is biased with E S∼W [S]/Z ∆(S) = µ, the formula becomes ⟨(ln p)
2 ⟩ = MSE − µ 2 . This is a manifestation of the bias-variance tradeoff in statistics.
Compared with the coefficient of determination R 2 defined in Ref. [2] , this quantity is directly related to the acceptance rate, which further determines the efficiency of SLMC. It is more meaningful to use this quantity to characterize how well the effective model resembles the original model.
II. FULLY-CONNECTED NEURAL NETWORKS
Mathematical Description A fully-connected neural network is composed of several fully-connected layers. The effect of i-th fully-connected layer can be summarized as a i+1 = f i (W i a i + b i ), where a i is the input/output vector of the i-th/(i − 1)-th layer. W i , b i , f i are the weight matrix, bias vector, and the nonlinear activation function of such layer. The layer is said to have N i neurons when W i is of size N i × N i−1 .
Training Data The training set is small compared with that of the whole configuration space. In order for the neural network to perform well, the limited training data should to be as typical as possible. Therefore they are generated by importance sampling from the Monte Carlo simulation of the original model. Also, these data are sufficiently independent from each other.
The training data {s, ln W [s]} are all fed directly into the neural network without normalization. The input auxiliary spins are ±1, which are already pretty well-conditioned. We do not normalize ln W [s] (typically of order 10) because the third layer is a linear layer which should automatically scale the data.
The size of the training set is 30000, which is always larger than the trainable parameters to prevent over-fitting. The size of the test set is 10000.
Training Hyperparameters The neural networks are trained with TensorFlow [3] using back-propagation algorithm. All the network training in this paper were done in a laptop, and every training task was completed within 10 minutes.
We use mini-batch training with batch size 128. All the training is completed using the Adam optimizer [4] with a learning rate 0.001. Xavier initialization [5] for the weights, and constant initialization to 0.01 for the biases are adopted. Since our networks are relatively small, the loss would converge to a satisfactory level in several hundreds of epochs for a training starting from scratch. Typical loss during the training can be found in Fig. 1 . In order to Table. II.
obtain good visualization, proper choice of regularization is necessary. We always use both L 1 and L 2 regularization with strength 0.005 to encourage sparsity. Iterative Training When computing Fig. 1 in the main text, we used the technique of iterative training. Instead of training a new effective model from scratch for every chemical potential µ, we only do so once (for example, for the µ = 0 model). For other chemical potentials, we train effective models using the already trained model as the starting point. The losses would then converge typically in less than 5 epoches. This technique is particularly useful when a lot of similar models need to be simulated systematically.
Performance Benchmark In benchmarking the performance of the neural network, the MSE is evaluated on a test set of independent configurations. The acceptance rate is averaged over 5000 consecutive proposals of global moves. Each global move involves 10L local updates on the effective model so that the proposed configuration is uncorrelated with the original one.
Effect of Network Size The performance of the neural networks with respect to the network size is summarized in Table. I. For simplicity, we always fix N 2 = N 1 /2. As long as L ∼ N 1 , the MSEs could be minimized to a reasonable value. More complex neural networks could not enhance the performance significantly, possibly due to the increasing redundancy in large networks.
Effect of Activation Function We have tested the three activation functions: rectified linear unit (ReLU), sigmoid, tanh.
ReLU: f (x) = max{x, 0},
sigmoid:
tanh: f (x) = tanh x = 1 − e −2x
1 + e −2x .
The performance of the effective models are not very sensitive to the choice of activation functions. Nevertheless, we empirically found ReLU neural networks are much easier to train especially in the empty orbital regime, i.e., small µ. 
III. CONVOLUTIONAL NEURAL NETWORKS

Mathematical Description
The convolutional neural network used in this paper is composed of several convolutional layers and several fully-connected layers.
The input and the output of each convolutional layer, instead of being vectors, are now generally matrices. The input vector of auxiliary spin can be seen as a L × 1 matrix. The large weight matrix is replaced by several small matrices called "kernels". The effect of the convolutional layer is the sliding inner product (also called cross-correlation) between the kernels h and the input matrix a, which is defined as
where h j is the j-th kernel. The size of the kernel is d, and the stride of the sliding inner product is t. l is the number of kernels in the previous convolutional layer. We take the periodic boundary condition (also called padding) for the sliding inner product (not shown in Fig. 3 in the main text for simplicity). Suppose there are n kernels, and the dimension of the input matrix is a x × a y , then the dimensions of the kernels should be d × a y , and the dimension of the output matrix is a x /t × n. The effect of i-th such layer can be denoted compactly as a i+1 = f i (a i * h i + b i ). b i is the bias associated with kernel h i . After propagating the input through several convolutional layers, the matrix is flattened into a vector so that it can be used as the input of subsequent fully-connected layers. In the literature, this operation is often formally performed by a "flatten layer" in between the convolutional layers and the fully-connected layers.
Structures of the Networks See Table. II. The activation functions for all convolutional networks are ReLU.
Training Hyperparameters The size of the data set, the initialization, the regularization and the learning rate are all the same as those of the fully-connected network, except that there is no L 1 regularization for convolutional networks. Typical loss during the training can be found in Fig. 1 . Iterative training is also used in computing Fig. 4(a) in the main text.
We note that for convolutional layers, there exists possibility that the network was stuck at some local minima of the loss function, possibly because the landscape of the loss function is very drastic due to the small number of trainable parameters. One should always try to train the network for two or three times and pick the best one on the validation set.
Effect of Kernel Number The performance of the convolutional networks with respect to the kernel size is shown in Fig. 2(a) . Here only the kernel number of the first layer is varied. As can be seen, the performance decreases significantly when the number is smaller than two, which is in accordance with Fig. 2 in the main text that there are mainly two features in the auxiliary spin configuration. The performance would be slightly improved if the kernel number is further increased beyond two.
Effect of Kernel Size The performance of the convolutional networks with respect to the kernel size is shown in Fig. 2(b) . Here only the kernel size of the first layer is varied. Large kernel size leads to better acceptance rates, probably because of the fewer trainable parameters in these networks.
IV. MEASURED GREEN'S FUNCTION
The Green's function of impurity electrons is defined as
where ⟨· · ·⟩ β ≡ Tr[e −βĤ · · ·]/Tr[e −βĤ ] is the thermal ensemble average, T τ is the time-ordering operator, andd σ is the impurity electron annihilation operator (see Eq. (4)-(6) in the main text). In the definition, we have already exploited the translational symmetry in the imaginary time. Since spin is conserved in the asymmetric Anderson model, we have G ↑↓ (τ ) = G ↓↑ (τ ) = 0 and G(τ ) ≡ G ↑↑ (τ ) = G ↓↓ (τ ). In Fig. 3 we show measured G(τ ) using SLMC.
