Let G be a connected graph, and let f be a function mapping V (G) into N. We define f (H) = v∈V (H) f (v) for each subgraph H of G. The function f is called an IC-coloring of G if for each integer k in the set {1, 2, · · · , f (G)} there exists an (induced) connected subgraph H of G such that f (H) = k, and the IC-index of G, M (G), is the maximum value of f (G) where f is an IC-coloring of G. In this paper, we show that M (K m,n ) = 3 · 2 m+n−2 − 2 m−2 + 2 for each complete bipartite graph K m,n , 2 ≤ m ≤ n.
Introduction
Given a connected graph G. Let f be a function mapping V (G) into N. We define f (H) = v∈V (H) f (v) for each subgraph H of G. Then, f is called an IC-coloring of G if for each integer k in the set [1, f (G)] = {1, 2, · · · , f (G)} there exists an (induced) connected subgraph H of G such that f (H) = k. Clearly, the constant function f (v) = 1 for each v ∈ V (G) is an IC-coloring in which f (G) = |V (G)|. It is interesting to know the maximum value of f (G), such that f is an IC-coloring of G. This maximum value is defined as the IC-index of G, denoted by M (G). We say that f is a maximal IC-coloring of G if f is an IC-coloring of G with f (G) = M (G).
The study of the IC-index of a graph originated from the so-called postage stamp problem in Number Theory, which has been extensively studied in the literature [1, 6 9, 11, 13 16] . In 1992, G. Chappel formulated IC-colorings as "subgraph sums problem" and he observed the IC-index of cycle C n is bounded above by n 2 − n + 1, i.e., M (C n ) ≤ n 2 − n + 1. Later, in 1995, Penrice [12] introduced the concept of stamp covering of G and he showed that (1) M (K n ) = 2 n − 1 and (2) M (K 1,n ) = 2 n + 2 for all n ≥ 2. Then, in 2005, Salehi et al proved that M (K 2,n ) = 3 · 2 n + 1 for n ≥ 2 [13] . In this paper, we prove that for 2 ≤ m ≤ n, M (K m,n ) = 3 · 2 m+n−2 − 2 m−2 + 2.
Preliminaries
We start with a couple of lemmas which are basic counting tools we shall use in the proof of our main result. For convenience, a sequence c 1 , c 2 , · · · , c n of integers 0 or 1 will be referred to as a binary sequence.
Lemma 2.1. Let a 1 , a 2 , · · · , a n be n positive integers which have the properties that a 1 = 1 and a i ≤ a i+1 ≤ i j=1 a j + 1 for i = 1, 2, · · · , n − 1. Then, for each ∈ [1, n j=1 a j ], there exists a binary sequence c 1 , c 2 , · · · , c n such that = n j=1 c j a j . Proof. By induction on n. Clearly, it holds for n = 1. Assume that it holds for n = k ≥ 1. Let ∈ [1, Next, we explore several necessary conditions for the existence of an IC-coloring of a graph G. Without mention otherwise, all graphs we consider in what follows are connected. For graph terms, we refer to [17] .
Hence, we have a contradiction and the proof is complete. 
Also by the assumption, it is easy to see
, then by the hypothesis, we have
contradiction. Therefore, we have the proof.
The following facts are useful in proving our main result.
Lemma 2.5. Let r 1 , r 2 , · · · , r n be n numbers. If there are two integers i and k such that 1 ≤ i < k ≤ n and r i < r k , then
Lemma 2.6. Let f be an IC-coloring of a graph G, and let G has induced connected subgraphs. If there are 2k distinct induced connected subgraphs
Now, we are ready for the main result.
Main Result
First, we establish the lower bound of M (K m,n ). Figure 1 for an example): (a)
Then, we have
It is left to show that f is an IC-coloring of G. For convenience, we rename the vertices of G to be
Now, we will prove that there is an induced connected subgraph H of G such that
Otherwise, < S > G is disconnected and thus S is an independent set of size at least two. Since G = (A, B) is a complete bipartite graph, we also have S ⊆ A or S ⊆ B but not both. Note that A = {u 1 , u 2 } {u j |j ∈ [n + 3, m + n]} and B = {u j |j ∈ [3, n + 2]} by the definition of f . To complete the proof, we consider the following four cases. Case 2. u 1 ∈ S, u 2 / ∈ S and S ⊆ A Let = min{j|c j = 1 and j ≥ n + 3}. Then by the definition of f , we have f (u ) =
Let = min{j|c j = 1 and j ≥ 3}. Since |S| ≥ 2, we have 3
We remark here that we intend to prove that M (K m,n ) is equal to the lower bound obtained in Proposition 3.1. Therefore, we shall prove that the lower bound is also the upper bound. First, we estimate the number of induced connected subgraphs of K m,n .
Therefore, the number of induced connected subgraphs of K m,n is equal to (m + n) + (2 m − 1)(2 n − 1).
Note that the number of distinct induced connected subgraphs of G does provide a natural upper bound for M (G). But, after an IC-coloring is given, we may have distinct induced connected subgraphs which receive common values and thus the upper bound will be smaller. In what follows, we obtain several properties of a maximal IC-coloring f of K m,n . Proof. Suppose, to the contrary, there exist two distinct vertices u and v such that f (u) = f (v). Now, depending on the distribution of u and v in A ∪ B, we have three cases to consider: (1) u ∈ A and v ∈ B, (2) u, v ∈ A and (3) u, v ∈ B. Observe that if there exists a set S ⊆ (A ∪ B)\{u, v} such that H 1 = S ∪ {u} G and H 2 = S ∪ {v} G are two induced connected subgraphs of G, then f (H 1 ) = f (H 2 ). Therefore, the number α of such subsets S gives the number of graph pairs which have the same function value. Then, by Lemma 2.6 and Proposition 3.2, we conclude that f (G) ≤ 2 m+n − (2 m + 2 n ) + (m + n + 1) − α. So, α determines the upper bound of f (G). By direct counting, it is not difficult to see that there are (2 m−1 − 1)(2 n−1 − 1) + 1, 2 m−2 (2 n − 1) + 1 and (2 m − 1)2 n−2 + 1 subsets S for the above three cases respectively to produce graph pairs with the same function value. Thus,
Hence, by Proposition 3.1, f is not a maximal IC-coloring, a contradiction. This concludes the proof.
The following proposition is essential to the proof of the main theorem.
Proposition 3.4. Let f be a maximal IC-coloring of G = K m,n . Then, we have
(2) f 4 ≤ 13 and equality holds only if
Proof. The conclusion of (1) and f 4 ≤ 13 are easy to see, we assume that f 4 = 13. We claim that H = {u 1 , u 2 , u 3 , u 4 } G ∼ = K 2,2 . First, we need an inequality.
Therefore, we have ( * ). Now, we are ready for the proof of (2). Note that f (u i 1 ) =
j=1 f (u j ) + 1 for i 1 = 1 or 2. Suppose that f 4 = 13 and H is not isomorphic to K 2,2 . Since G is a complete bipartite graph, H is ismorphic to either K 1,3 or I 4 (an independent set of size 4). ∈ E(G).
by Lemma 2.4. This contradicts to the assumption that f 4 = 13. Hence, u 3 u 1 ∈ E(G) and u 3 u 2 ∈ E(G). By the assumption, f (u 4 ) = 7 > f 3 − f (u 1 ) and {u 1 , u 2 , u 4 } is an independent set. If m + n = 4, then we have a contradiction to that f is an IC-coloring of G by Lemma 2.4. Otherwise, m + n ≥ 5 and hence n ≥ 3. By Lemma 2.4, f (u 5 ) ≤ f (u 1 ) + f (u 4 ) = 8. This implies that f 5 ≤ 21. Hence, by ( * ), we have
By Proposition 3.1, it contradicts to that f is a maximal IC-coloring of G.
Since G is a complete bipartitle graph, either (1) and Lemma 2.4. This implies that f 4 ≤ 12. This is a contradiction to our assumption. Hence, u 2 u 3 / ∈ E(G) and so (1) and Lemma 2.4. Also, by our assumption, it is easy to see that f (u 3 ) = 4, f (u 4 ) = 6 > f 3 − f (u 2 ) and {u 2 , u 3 , u 4 } is an independent set. By Lemma 2.4, f (u 5 ) ≤ f (u 2 ) + f (u 4 ) = 8. This implies that f 5 ≤ 21. Then by ( * ) in Case 1, we have f (G) < 3 · 2 m+n−2 − 2 m−2 + 2, a contradiction. Hence, (2) is proved. Next, we prove (3). Since t = 2 is a similar case, we prove the case t = 1.
Suppose, to the contrary, that f (u j ) > f j−1 − 1 = f j−1 − f (u 1 ) for some j ∈ [5, m + n]. Then by Lemma 2.4, if j = m + n, then f is not an IC-coloring of G and we are done.
This implies that
Since j ≥ 5 and n ≥ 2, we have
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By Proposition 3.1, it contradicts to the assumption that f is a maximal IC-coloring of G and we have the proof of (3). Finally, we prove (4) .
Then by ( * ), we have
This is a contradiction and we have the proof of (4).
From (2) of Proposition 3.4, it is true for m = n = 2. So, assume that n ≥ 3. By Proposition 3.3, we may let
This implies that (by letting i = 4)
Since f is a maximal coloring, by (3) of Proposition 3.4. we have f (u j ) ≤ f j−1 − t provided j ∈ [5, m + n] and u j u t / ∈ E(G) where t = 1 or 2. This implies r ≤ −1 or −2 depending on t = 1 or 2. Thus, by ( * ), we have
On the other hand, f 4 = 13 and the graph H induced by {u 1 , u 2 , u 3 , u 4 } G is isomorphic to K 2,2 by (2) of Proposition 3.4. Clearly, there are m − 2 vertices in one partite set of G − H and n − 2 vertices in the other partite set. Therefore, since n − 2 ≥ m − 2,
Hence, we have the proof. In what follows, we assume that u 1 u 2 / ∈ E(G). By (1) and (2) n ≥ 3, we have f 4 = 10 ≤ 3 · 2 4−2 − 2 4−(n+2) − 1. This is a contradiction to that f is a maximal IC-coloring of G by (4) of Proposition 3.4. Hence, 5 ≤ f (u 4 ) ≤ 7. First, we claim that H is isomorphic to K 2,2 . Suppose not. If {u 1 , u 2 , u 3 } is an independent set, then by Lemma 2.4 and f (u 3 ) = 3 > f 2 − f (u 1 ), we have f (u 4 ) ≤ f (u 1 ) + f (u 3 ) = 4, a contradiction. Hence, u 3 is adjacent to u 1 and u 2 . Thus, {u 1 , u 2 , u 4 } must be an independent set. Since 
Then by (3) of Proposition 3.4, r ≤ −2 in ( * ) if u 4+ ∈ V 1 . Now, the proof follows by considering the following two cases.
. By Lemma 2.5 and ( * ), we have
Otherwise, there exists a u k ∈ V 2 such that f (u k ) = f k−1 + 1. Let i be the smallest integer such that f (u i ) = f i−1 + 1 and Moreover, let |V 2 | = t. We claim that i = max{k|v k ∈ V 2 }. Suppose not. Let j be the smallest positive integer such u i+j ∈ V 2 . Then i + j ≤ m + n and by Lemma 2.4, either
. This contradicts to the definition of f . Hence j ≥ 2. This implies that for k ∈ [i + 1, i + j − 1], u k ∈ V 1 and r k−i ≤ −2 in ( * ) by (3) of Proposition 3.4. Therefore, by Lemma 2.5, ( * ) and ( * * ), 
Since i + (j + 3) ≤ m + n + 3 ≤ 2n + 3, either i < n + 2 or j + 3 < n + 2. This implies 
Since i ≥ 5 and j ≥ 2, we have 2 i+j−3 ≥ −3 · 2 j−1 + 10 and 2
Again, this is not possible. Hence, we have the claim i = max{k|v k ∈ V 2 }. Now, since i = max{k|u k ∈ V 2 }, we have i − 4 ≥ t ≤ n − 2 and r −4 ≤ 0 provided that u ∈ V 2 and = i in ( * ). By Lemma 2.5 and ( * ), we have On the other hand, if f (u i+1 ) ≤ f (u i ) + f (u 4 ), then by ( * * * ), we have Therefore, the case left to check is that i = 5. First, we evaluate f (u 6 ) and f 6 . By assumption and Lemma 2.3, f (u 6 ) ≤ f (u 5 ) + f (u 4 ) ≤ (f 4 + 1) + f (u 4 ) = 21, and f 6 = f 4 + f (u 5 ) + f (u 6 ) ≤ f 4 + (f 4 + 1) + f (u 6 ) ≤ 48. Now, if there exist a k ≥ 7 such that u k ∈ V 2 . Let = min{j ≥ 7|u j ∈ V 2 }. Then for each k ∈ [7, − 1], u k ∈ V 1 and hence r k−6 ≤ −2 in ( * ). By Lemma 2.5 and ( * ), we have 
