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Statistical mechanics is founded on the assump-
tion that a system can reach thermal equilibrium,
regardless of the starting state. Interactions be-
tween particles facilitate thermalization, but, can
interacting systems always equilibrate regardless
of parameter values ? The energy spectrum of a
system can answer this question and reveal the
nature of the underlying phases. However, most
experimental techniques only indirectly probe the
many-body energy spectrum. Using a chain of
nine superconducting qubits, we implement a
novel technique for directly resolving the energy
levels of interacting photons. We benchmark this
method by capturing the intricate energy spec-
trum predicted for 2D electrons in a magnetic
field, the Hofstadter butterfly. By increasing dis-
order, the spatial extent of energy eigenstates at
the edge of the energy band shrink, suggesting the
formation of a mobility edge. At strong disorder,
the energy levels cease to repel one another and
their statistics approaches a Poisson distribution -
the hallmark of transition from the thermalized to
the many-body localized phase. Our work intro-
duces a new many-body spectroscopy technique
to study quantum phases of matter.
Introduction. Consider a system of interacting parti-
cles isolated from the environment. Imagine it is initially
prepared in a very low entropy state far from equilib-
rium. It is often observed that the system acts as its
own thermal reservoir and approaches the equilibrium
state. In this thermal phase the system shows ergodic be-
havior, where it uniformly explores all accessible states
over time. Recent works discuss the emergence of an-
other phase for the system in certain parameter regime
where ergodicity breaks down and thermal equilibrium
becomes unattainable [1–9]. This finding is rather sur-
prising, since intuitively one may think that interacting
systems are always able to thermalize themselves. This
phase is referred to as the many-body localized (MBL)
phase [10–18]. The conventional quantum phase transi-
tions, e.g. from para- to ferro-magnetic, are character-
ized by changes in the groundstate of the system. How-
ever, the signatory differences between the thermalized
and MBL phases are in dynamical behaviors, indicating
that the transition involves change in the properties of all
many-body eigenstates of the system. Hence the physics
goes beyond the ground-state and requires study of the
entire energy spectrum, which constitutes an experimen-
tal challenge.
In classical physics, the characteristic (eigen) frequen-
cies of the system and the shape of these vibrational
modes are fundamental for understanding and designing
mechanical structures and electrical circuits. Similarly, in
quantum physics, the quantized eigen-energies and their
associated wave-functions provides extensive information
for predicting the chemistry of molecules or physics of
condensed matter systems. Regardless of the underlying
mechanism, creating local perturbations and recording
the subsequent vibrational response of the system as a
function of time can reveal the characteristic modes of
that system [19]. Our method for measuring the energy
spectrum of a Hamiltonian is based on this and is ex-
tremely simple. For fixed Hamiltonians, the state of a
system evolves according to Schrödinger equation
|ψ(t)〉 =
∑
α
Cαe
−iEαt/~|φα〉, (1)
where Eα is an eigen-energy of the Hamiltonian and |φα〉
is the corresponding eigenstate. Eqn. (1) implies that
{Eα} and {Cα} determine the frequencies and the am-
plitudes of the modulations in ψ(t), respectively. The
similarity of Eqn. (1) and a Fourier transform (FT) re-
lation suggests that the frequencies observed in the FT
of the evolution could in principle reveal {Eα}. In ad-
dition, the magnitudes of FT terms provide {Cα}; these
coefficients set the relative contribution of each |φα〉 to a
given dynamics.
Using 9 superconducting qubits, we constructed a 1D
bosonic lattice and implement a spectroscopy method
based on the above-mentioned fundamental postulate of
quantum mechanics. Each of our qubits can be thought
of as a nonlinear oscillator. The Hamiltonian of the chain
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2Figure 1. Time-domain spectroscopy.(a) Pulse sequence
used to measure eigenvalues of a time-independent Hamilto-
nian, Eqn. (2) with J/2pi = 50MHz, U = 0, and µn/2pi ran-
domly chosen from [0, 100]MHz. Initially, all the qubits are
in the |0〉 state. Using a microwave pulse, one of the qubits
is then placed on the superposition of |0〉 and |1〉 state (Q8
depicted here). The coefficients in the Hamiltonian are set
by applying square pulses on the qubits {Qn} and couplers
{CP}. After the evolution, a microwave pi/2 pulse is applied
to the qubit in order to measure 〈σXn 〉 or 〈σYn 〉. (b) Typical
dataset showing 〈σXn 〉 and 〈σYn 〉 versus time. (c) The FT of
χ1(n) = 〈σXn 〉 + i〈σYn 〉 for n ∈ {1, 2, ..., 9}. The peaks in the
FT correspond to the eigenvalues of the Hamiltonian. The
probability of a Fock state on Q6 to be in the 9th eigenstate
P9,6 is highlighted. (d) Average of the FT amplitudes shown
in (c). Averaging is done to show all 9 peaks in one curve.
can be described by the Bose-Hubbard model
HBH =
9∑
n=1
µna
†
nan +
U
2
9∑
n=1
a†nan(a
†
nan − 1)
+ J
8∑
n=1
a†n+1an + a
†
nan+1, (2)
where a† (a) denotes the bosonic creation (annihilation)
operator, µn is the on-site potential, J is the hopping
rate between nearest neighbour lattice sites, and U is
the on-site interaction. The qubit frequency, the nearest
neighbor coupling, and nonlinearity set µn, J , and U ,
respectively [20–22]. In our system, we can vary the first
two in ns time-scales, but U is fixed.
In Fig. 1 we show how to identify the eigen-energies
of Eqn. (2) when it describes hopping of a single pho-
ton in a disordered potential. In the beginning of the
sequence there is no photon in the system and all the
qubits are in |0〉 state. Then, we place the nth qubit
Qn in the superposition of |0〉 and |1〉 state (Fig. 1(a)).
We measure the evolution of 〈σXn 〉 and 〈σYn 〉, where σX
and σY are Pauli operators (acting on the |0〉 and |1〉
sub-space) (Fig. 1(b)). From the 〈σXn 〉 and 〈σYn 〉 mea-
surements we construct χ1(n) ≡ 〈σXn 〉+ i〈σYn 〉. Next, we
vary n from 1 to 9 to assure that the energy spectrum
is fully resolved. By varing n the initial states form a
complete basis, and then every energy eigen-state is cer-
tain to have some overlap with one of the initial states
and hence can be detected. Fig. 1(c) shows the FTs of
χ1(n) for each Qn in which distinct peaks can be readily
identified. The result of averaging the FTs is depicted
in Fig. 1(d), where 9 peaks appear and their frequencies
are the 9 eigen-energies of the Hamiltonian. The par-
ticular choices of initial states and the observables are
made to avoid appearance of undesired energy peaks in
the spectrum [23].
Simulating 2D electrons. Next, we demonstrate
our capability to accurately set the terms in a spe-
cific Hamiltonian and resolve the corresponding eigen-
energies. We simulate the problem of Bloch electrons on
a 2D lattice subject to a perpendicularly applied mag-
netic fieldB [24, 25]. The magnetic length (lB =
√
~/eB)
and lattice constant a characterize the electron’s motion,
and their interplay sets the physics. The resulting energy
spectrum was first calculated by Hofstadter and resem-
bles a butterfly [24]. For typical crystals, the magnetic
field required to ’squeeze’ one flux quantum through the
unit cell is of the order of several tens of thousands of
Tesla, too high to be experimentally feasible. Recently,
some features associated with the Hofstadter’s butter-
fly were experimentally realized using super-lattices in
graphene and cold atom systems [26–30].
The Hofstadter energy spectra can be parameterized
by a single dimensionless magnetic field b = a2eB/h
which counts the number of magnetic flux quanta per
unit cell. In the tight binding approximation the
Schrödinger equation takes the form of 1D Harper Hamil-
tonian [24]
HHarper = ∆
9∑
n=1
cos(2pinb)a†nan+J
8∑
n=1
a†n+1an+a
†
nan+1.
(3)
The HHarper is the special case of HBH , reached by set-
ting µn = ∆ cos(2pinb) and exciting only one photon in
the system, i.e. U = 0. Note that in this limit the
fermionic or bosonic nature of the particle does not mat-
ter. In Fig. 2, we vary b from 0 to 1 and realize 100 dif-
ferent HHarper. Similar to Fig. 1, for each b value, initial
states with nth qubit excited are created and the evolu-
tion of 〈σXn 〉 and 〈σYn 〉 are measured, and n is varied from
1 to 9. For each b value, Fig. 2(a) shows the magnitude
summation of the FT of {χ1(n)}.
For large lattices with many energy levels, it is theo-
3Figure 2. Hofstadter butterfly. In Eq. (3), we set on-site
potentials ∆/2pi = 50MHz and coupling J/2pi = 50MHz.
(a) Data similar to Fig. 1(d) is shown for 100 values of di-
mensionless magnetic field b ranging from 0 to 1. (b) For
each b value, we identify 9 peaks and plot their location as a
colored dot. The numerically computed eigenvalues of Eq. (2)
are shown with gray lines. The color of each dot is the dif-
ference between the measured eigenvalue and the numerically
computed one.
retically known that for rational b all energy bands split
into sub-bands, and for irrational b the spectra become
fractal and form a Cantor set. Since we have only 9 lev-
els, what we see in Fig. 2(a) are the remnants of those
bands. Nevertheless, the overall measured spectrum still
resembles a butterfly. We focus on this featureful pattern
of level crossings and meanderings and ask how well the
measurements match simulation. In Fig. 2(b), we present
the numerically computed eigen-energies with solid gray
lines and the measured peaks in (a) with colored dots.
The color of the dots shows the distance in MHz of the
peaks from the simulation values. The average deviation
is 3.5MHz. This implies we can set the matrix elements
of the Hamiltonian, which in this case includes 17 terms,
with < 2% error. This unprecedented capability in con-
trolling a large quantum system is achieved through care-
ful modeling of the qubits as non-linear resonators.
By placing two photons in the system, we next study
the simplest interacting cases (U 6= 0, with no mapping
to electronic system). The rest of data presented in this
work is taken by using the following procedure (2-photon
protocol). We realize a quasi-periodic potential by set-
ting µn = ∆ cos(2pinb). In total, 4 different irrational
values of b ∈ [0, 1] are chosen and the corresponding re-
sults are averaged. The irrational choice of b assures
that the periodicity of the potential and lattice are in-
commensurate. In Eqn. (2), we set J/2pi = 50MHz,
which results in U/J = 3.5. The initial states are made
by placing two qubits (Qn and Qm) in the superposition
of the |0〉 and |1〉 states. We measure two-point corre-
lations and construct χ2(n,m) ≡ 〈σXn σXm〉 − 〈σYn σYm〉 +
i〈σXn σYm〉 + i〈σYn σXm〉. The peaks observed in the FT of
χ2(n,m) are the eigen-energies ofHBH in the two-photon
manifold [23].
Energy level statistics in an interacting sys-
tem. Perhaps the most direct way of examining er-
godic dynamics and its breakdown is by studying the
distribution of the energy levels [31–33]. Using the 2-
photon protocol, we measure the evolution of χ2(n,m)
for various strengths of disorder ∆. We identify the
peaks in the FT of χ2(n,m) as the energy levels Eα.
Let sα = Eα+1 − Eα be the nearest-neighbor spacings
(illustrated Fig. 3(a)), and level separation uniformity
rα ≡ min{sα, sα−1}/max{sα, sα−1}. From our measured
{Eα} we compute the associated {rα} and construct their
probability distribution (PD, Fig. 3(b)). For low disor-
der, the PD is mainly centered around the rα values close
to half, and with increase of disorder the histogram’s
peak shifts toward smaller rα values.
It has been postulated that in the ergodic phase the
statistics of levels is the same as the ensemble of real
Hermitian random matrices, which follow the Gaussian
Orthogonal ensemble (GOE) [33]. In the localized phase,
the energy levels become uncorrelated due to disorder
and hence it is expected to show a Poisson distribution
in energy landscape. The probability distribution of {rα}
for the ergodic and many-body localized phases, respec-
tively, are
PDGOE(r) =
27
4
r + r2
(1 + r + r2)5/2
, PDPoisson(r) =
2
(1 + r)2
.
(4)
In Fig. 3(c), we focus on ∆/J = 1 and 5, showing the
measured histograms with dots and the numerical sim-
ulations with solid lines. The dashed lines are plots of
Eqn. (5), providing the expected behavior in the ther-
modynamic limit (number of sites Nq → ∞), and for
limiting values of ∆/J . In contrast to these cases, the fi-
nite size of our chain results in features that can be seen
in both data and simulation. When disorder is small,
the energy eigenstates are extended across the chain (we
will show this in Fig. 4,) and hence the energy levels re-
pel each other. Consequently, there are strong correla-
tions between the levels and an equidistant distribution
of levels would be favorable. When ∆ becomes larger,
the eigenstates become localized in space and unaware
of each others presence at a given energy and level re-
4Figure 3. Level statistics and transition from GOE to Poisson. In Eqn. (2), we set hopping to J/2pi = 50MHz which
fixes U/J = 3.5. In total, 4 different irrational values of b ∈ [0, 1] are chosen and the results are averaged. (a) The schematic
of energy levels shows how rα is defined. (b) The measured histogram of P (r) measured for various ∆/J values is presented in
color. (c) The measured histogram P (r) of {rα} for ∆/J = 1 and 5. The dashed lines are plots of PPoisson and PGOE according
to Eqn. (5), and the solid lines are numerical simulations. The change from GOE toward Poisson is indicative of vanishing of
level repulsion when ∆ becomes larger.
pulsion ceases. Therefore, the levels independently dis-
tribute themselves, showing a Poisson distribution in the
energy landscape. The exact realization of Poisson dis-
tribution takes place only when J/∆ → 0 ; in our case
J/∆ = 0.2, which is where the peak in the histogram
appears. Since the Poisson distribution is the signature
of independent events, we conclude that the transition
from ergodic to localized phase is associated with van-
ishing correlations in energy levels.
Spatial extend of eigen-energies. A key signature
of transition from ergodic to MBL phase is the change
in the localization length of the system from being ex-
tended over entire system to localized over a few lattice
sites. This physics can be studied by measuring the prob-
ability of each energy eigen-state being present at each
lattice site {Pα,n} [23]. In our method, the frequencies of
the FT signal give the eigen-energies, and from the mag-
nitude of the FT terms {Pα,n} can be measured. For
instance, P9,6 is highlighted in Fig. 1(c). In the study
of metal-insulator transition [31, 34], a common way to
quantify the extension in real-space or energy landscape
is via the second moment of the probabilities, defined by
Participation Ratio (PR)
PRSpace(α) ≡ 1/
∑
n
P 2α,n, PREnergy(n) ≡ 1/
∑
α
P 2α,n.
(5)
PRSpace indicates the number of sites over which an en-
ergy eigenstate |φα〉 has an appreciable magnitude. Sim-
ilarly, PREnergy measures how many energy eigenstates
have significant presence on lattice site n. Note that the
first moment of the probability distributions is normal-
ization conditions
∑
α Pα,n = 1 and
∑
n Pα,n = 1.
Demonstrated that we can fully resolved the energy
Figure 4. Participation ratio and Mobility edges. In
Eqn. (2), we set b = (
√
5 − 1)/2, J/2pi = 50MHz, which re-
sults in U/J = 3.5.We measure the evolution of χ2(n,m) =
〈σXn σXm〉 + 〈σYn σYm〉 + i〈σXn σYm〉 + i〈σYn σXm〉 for all pairs of
n,m ∈ {1, 2, ..., 9} as a function time for various strengths
of disorder ∆. From the magnitude of the peaks seen in
the FT of the data the probabilities relating the positions of
two-photon Fock states to energy eigenstates {Pα,n} are ex-
tracted. See [23] for details. The computed (a) PRSpace and
(b) PREnergy based on Eqn. (4) are plotted. The Emax−Emin
is the width of the energy band at a given ∆.
5Figure 5. Quantum correlations. In Eqn. (2), we set b =
(
√
5 − 1)/2, J/2pi = 50MHz, and U/2pi = 175MHz. We
measure Sm,n = |〈σ1mσ2n〉 − 〈σ1m〉〈σ2n〉| as a function time for
various strengths of disorder ∆, where σ1, σ2 ∈ {σX , σY } and
m,n ∈ {1, 2, ..., 9}. All (9
2
)
= 36 possible pairs of qubits are
excited. The color shows Sm,n averaged over time (from 0
to 250 ns) and combinations with the same |m − n|. The
change of correlations from almost uniform to exponentially
decaying is consistent with change in behavior from ergodic
to localized.
spectrum of the two-photon energy manifold, we now
extract {Pα,n}. In Fig. 4(a), we compute PRSpace for
various disorder strengths and present them in the or-
der of increasing energy. In this energy manifold, there
are 36 single (e.g. |001000100〉) and 9 double occupancy
states (e.g. |000020000〉), which gives (92) + (91) = 45
energy levels. For low disorder (∆/J < 1), PRSpace is
about 8, indicating almost all energy eigenstates are ex-
tended over the entire chain of 9 qubit lattice sites. As
the strength of disorder increases, the eigenstates with
their energies close to the edge of the energy band start
to shrink, while eigenstates with energies in the middle
of the band remain extended at larger disorders. This is
consistent with the notion that localization begins at the
edges of the band, and a mobility edge forms (the yellow
hue) and approaches the center of the band as disorder
becomes stronger [34]. This is similar with the Anderson
localization picture, in which localization begins at the
edges of the band, and a mobility edge forms (the yellow
hue) and approaches the center of the band as disorder
becomes stronger [34]. However, the existence of mobil-
ity edge has been theoretically questioned, and proper
investigation of it requires going to larger systems and
finite size scaling [18, 35–37]. Given that numerical exact
diagonalization is limited to small size systems, scaling
up the experiment could shed light on this matter and
general understanding of MBL [38, 39].
In Fig. 4(b), we plot the PREnergy, which shows that as
the disorder becomes stronger, the number of eigenstates
present at a given lattice site reduces, indicating that
eigenstates are becoming localized on lattice sites. Fur-
thermore, with increasing disorder, the eigenstates are
avoiding the edges of the chain and more eigenstates have
presence toward the center of the chain. The changes in
PRSpace and PREnergy are the fastest near ∆/J = 2,
suggestive of a phase transition that has been smeared
out due to finite size effects. Nevertheless, we emphasize
that the quantum phase transition to the MBL phase is
only defined in the thermodynamic limit (Nq →∞) [16].
Given the finite size of our system and the presence of
only two interacting particles, it is interesting that we see
several signatures associated with the MBL phase tran-
sition.
Quantum correlations. To provide a comprehen-
sive picture of the transition to the localized phase, we
study two-site quantum correlations Sm,n as a function
of disorder strength ∆ and distance between lattice sites
|m−n|. We measure Sm,n ≡ |〈σ1mσ2n〉−〈σ1m〉〈σ2n〉|, where
σ1, σ2 ∈ {σX , σY } andm,n ∈ {1, 2, ..., 9}, for allm and n
combinations and Pauli operators. Fig. 5(a) shows S˜m,n,
computed by averaging Sm,n over time and all possible
combinations with the same |m−n|. For ∆ up to ∆/J ≈
2, S˜m,n is rather symmetric in |m−n|, and for ∆/J > 2 it
exponentially decays with |m− n|. Intuitively, strong ∆
creates large potential barriers that wave-functions can-
not tunnel through and consequently correlations can-
not develop. Interestingly, for |m − n| < 3, as disorder
becomes stronger, S˜m,n becomes larger, indicating that
correlations cannot propagate far and locally build up in
the potential ’puddles’. These observations are consistent
with the signatures of the transitions from the metallic
phase, where correlations are distance independent, to
the localized phase where they decay rapidly with dis-
tance.
Conclusion. Our work demonstrates the novel infor-
mation about various phases that can be extracted if one
directly resolves the energy levels of a system. Our find-
ings signifies the generality of the MBL phenomena and
the fact that its underlying physics prevails regardless of
the details of the system. Our work demonstrates that
novel properties of various phases can be extracted by
directly measuring the energy levels of a system. It is
interesting to consider the application of this method to
a device with a few tens of qubits where classical simu-
lations will begin to fail. The technique presented here
is scalable to more qubits but is ultimately limited by
the frequency broadening that results from decoherence.
For large systems, the level spacing becomes exponen-
tially denser and the current approach needs to be re-
vised; promising methods are suggested in [38, 40]. Nev-
ertheless, the valuable computational resource that our
platform offers resides in measuring the dynamics of ob-
servables and quickly becomes intractable for classical
computers.
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1. DEVICE: THE SUPERCONDUCTING QUBITS WITH GMON ARCHITECTURE
Figure S1. An optical micrograph of the
device which consists of 9 qubits in a 1D
chain with adjustable coupling between ev-
ery pair of qubits. The qubits appear as
small vertical rectangles in the middle of
the chip. The couplers are the two square
loops that are between the qubits. The
wiring lines that are routed to the perime-
ter of the chip are used to control the
qubits and the interaction between them.
The meandering lines above the qubits
are the readout resonators. The qubits
are connected with an adjustable coupler.
Each qubit is a non-linear LC resonator,
and the two qubits are inductively coupled
through the mutual inductance to a cou-
pler loop. The coupler loop has a single
Josephson junction, which can be tuned
by applying magnetic flux into the coupler
loop, allowing variable coupling strength
between the two qubits in a few ns time
scales. For a detailed discussion of princi-
ple of operation and calibration routines,
see references [1–4].
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22. SPECTROSCOPY BASED ON FUNDAMENTAL POSTULATE OF QUANTUM MECHANICS
According to the time-independent Schro¨dinger equation, the time evolution of the state of the system |ψ(t)〉 is given
|ψ(t)〉 =
∑
α
Cαe
−iEαt|φα〉, (1)
where Cα = 〈φα|ψ0〉, and |ψ0〉 is the initial state. On the other hand, an observable in the energy basis can be written
as
Oˆ =
∑
α,α′
Oα′,α|φα′〉〈φα|, (2)
where Oα′,α = 〈φα′ |Oˆ|φα〉 and accordingly its expectation value is:
O(t) = 〈ψ(t)|Oˆ|ψ(t)〉 =
∑
α,α′
Oα′,αCαC
∗
α′e
−i(Eα−Eα′ )t. (3)
For our spectroscopy purpose, we are interested in energies Eα and not energy differences Eα−Eα′ . The above relation
suggests that when measuring any observable one will generally end up with energy differences. It is not obvious a
priori how to avoid energy differences. However, proper choices of observables and initial states can help to overcome
this issue, enabling extraction of eigen-energies. A key observation here is that one should somehow fix Eα′ to a specific
energy, i.e., a reference energy. See the schematic in Fig. S2.
2.1 Energy differences vs. absolute energies
We illustrate the method by considering first a simple example of two coupled harmonic oscillators described by the
tight-binding Hamiltonian
Hdimer = ω(a
†
1a1 + a
†
2a2)− J(a†1a2 +H.c.), (4)
where ω is the frequency of the oscillators, J is the hopping rate, a1 and a2 are bosonic annihilation operators acting
on the first and the second oscillators, respectively. The single-photon eigenstates are |φ±〉 = (|10〉 ± |01〉)/
√
2 with
the eigen-energies E± = ω ± J , where |10〉 = a†1|00〉, |01〉 = a†2|00〉 and |00〉 is the vacuum. Different choices of initial
states and observables are shown in Fig. S2 (right panel). One quickly realizes that a†a would have energy differences
and not suitable; but a might, if the proper initial state is chosen. A proper initial state would be the superposition
of the relevant number state (here the |10〉 state) that has one particle and the vacuum |00〉. The vacuum here serves
as the appropriate reference state and has energy Eα′ = 0. Since a is non-Hermitian an hence not an observable,
a cannot be measured directly. However, it can be easily inferred from its Hermitian "quadratures" σX and σY as
〈a〉 = 〈σX〉+ i〈σY 〉, where σX = |1〉〈0|+ |0〉〈1| and σY = i|1〉〈0| − i|0〉〈1| are Hermitian and hence observable.
Figure S2. (a) The schematic shows that generally operators, such as Oˆ connect different levels, and hence in their observables
one would see the energy differences of the levels. The raising a† and lowering a operators connect states in different manifolds.
It is a fortunate coincidence that there is a manifold with only one state in it, the vacuum manifold, which can act as a energy
reference. The initial states that are superposition of vacuum state and some other state are necessary for having a functional
protocal. (b) We show expectation values of different operators for two different initial states, associated with the example that
we used. Note that both proper initial states and choice of operators are needed to have a useful protocol.
32.2 Single-particle spectroscopy: generalization
Now let us consider a general particle-conserving interacting Hamiltonian H in a lattice and assume first that there
is only one particle in the system. As before, we choose an initial state as a product state of the form
|ψ0〉n = |0〉1|0〉2...
( |0〉n + |1〉n√
2
)
...|0〉N−1|0〉N = 1√
2
(|Vac〉+ |1n〉) , (5)
whereN is the number of sites, n ∈ {1, 2, .., N}, |Vac〉 ≡ |0〉1|0〉2...|0〉N is the vacuum state and |1n〉 = |0〉1|0〉2...|1〉n...|0〉N
is a one-photon Fock state. The state at time t is
|ψ(t)〉n = 1√
2
(
|Vac〉+
∑
α
Cα,ne
−iE(1)α t|φ(1)α 〉
)
, (6)
where α ∈ {1, 2, .., N}, Cα,n = 〈φ(1)α |1n〉 and |φ(1)α 〉 is the one-photon eigenstate with the eigen-energy E(1)α . The
expectation value of χ1(n) ≡ 〈σXn 〉+ i〈σYn 〉 takes the form
χ1(n) =
1
2
∑
α
|Cα,n|2e−iE(1)α t. (7)
Non-vanishing peak amplitudes |Cα,n|2 > 0 can be assured by varying the initial state, i.e. varying n, to span the
space of the single-photon manifold.
2.3 Two-particle spectroscopy: generalization
The initial states are product states of the form
|ψ0〉n,m = |0〉1|0〉2...
( |0〉n + |1〉n√
2
)
...
( |0〉m + |1〉m√
2
)
...|0〉N−1|0〉N = 1
2
(|Vac〉+ |1n,1m〉) + 1
2
(|1n〉+ |1m〉) , (8)
where n 6= m, and m,n ∈ {1, 2, .., N} and |1n,1m〉 = |0〉1|0〉2...|1〉n...|1〉m...|0〉N are the two-photon Fock states. The
state at time t is
|ψ(t)〉n,m = 1
2
|Vac〉+∑
β
Cβ,(n,m)e
−iE(2)β t|φ(2)β 〉
+ 1
2
(∑
α
(Cα,n + Cα,m)e
−iE(1)α t|φ(1)α 〉
)
, (9)
where β ∈ {1, 2, .., 12N(N+1)}, |φ(2)β 〉 is an energy eigenstate in the two-photon manifold with the corresponding energy
E
(2)
β and Cβ,(n,m) = 〈φ(2)β |1n,1m〉. A generalized two-photon lowering operator can be constructed as
χ2(n,m) ≡ 〈σXn σXm〉 − 〈σYn σYm〉+ i〈σXn σYm〉+ i〈σYn σXm〉. (10)
This operator measures the phase difference between the vacuum and the two-photon state, while projecting out the
one-photon component to avoid measuring the energy differences E(2)β − E(1)α . Its expectation value takes the form
χ2(n,m) =
1
4
∑
β
|Cβ,(n,m)|2e−iE
(2)
β t. (11)
One might observe that with our choice of initial states, we do not directly cover all the space in the two-photon
subspace since we did not include double-occupancy states such as |2n〉 ≡ |0〉1|0〉2...|2〉n...|0〉N . However, in the soft-core
limit U/J = 3.5 where we operate, all 45 two-photon eigenstates |φ(2)β 〉 have appreciable overlap with our choice of initial
states. Therefore, their energies can be measured as shown in the main text. As one get to the hardcore limit with
U/J →∞, mainly 36 out of 45 eigen-energies will be picked up by χ2(n,m), which again are all the physically relevant
ones to probe the physics of the system in this regime.
4Figure S3. Spectroscopy of energy levels in the two-photon manifold The protocol for taking data in the two-photon
manifold is very similar to the method illustrated in Fig. (1) of the main text. (a) A typical time-domain measurement of the
two-point correlations that are needed for constructing χ2(n,m). For this data set n = 5 and m = 7. Similar measurements are
done for every m,n ∈ {1, 2, .., N} with n 6= m. (b) The magnitude of the Fourier transform of χ2(n,m) for all m and n choices
with m,n ∈ {1, 2, .., N} and n 6= m. (c) Average of Fourier transforms presented in (b).
52.4 Computation of the Participation Ratio
Here, we discuss in details how the participation ratios in the two-photon manifold are measured and computed. In
the Bose-Hubbard Hamiltonian
HBH =
9∑
n=1
µna
†
nan +
U
2
9∑
n=1
a†nan(a
†
nan − 1) + J
8∑
n=1
a†n+1an + a
†
nan+1, (12)
we set J/2pi = 50MHz. By design of the chip, U is fixed U/2pi = 175MHz. We realize a quasi-periodic potential by
setting µn = ∆ cos(2pinb), where b = (
√
5 − 1)/2. We vary ∆ from 0 to ∆/2pi = 300MHz. Choosing the inverse of
the so-called golden ratio for b stems from the fact that this irrational number is considered to be "very" irrational
number, meaning that approximating it in terms of ratio of integers involves large numbers. Nevertheless, in setting
the parameters in the lab, there is no meaningful distinction between rational and irrational numbers. We chose this
number just to reduce the chance of commensurability with the lattice, which could have been the case if we chose a
number close to 0.5 or 0.33.
Initial states are made by placing two qubits (Qn and Qm) in the superposition of the |0〉 and |1〉 state. We
measure two-point correlations and construct χ2(n,m) ≡ 〈σXn σXm〉 − 〈σYn σYm〉 + i〈σXn σYm〉 + i〈σYn σXm〉. We consider all
pairs of qubits for the initial states n,m ∈ {1, 2, ..., 9}. In the two-photon energy manifold, there are 36 single (e.g.
|13,17〉 = |001000100〉) and 9 double occupancy states (e.g. |25〉 = |000020000〉), which gives
(
9
2
)
+
(
9
1
)
= 45 energy
levels. In the two-photon energy manifold of Egn. (2), we create all 36 single-occupation initial states:
|ψ0〉n,m ≡ |0〉1|0〉2...
( |0〉n + |1〉n√
2
)
...
( |0〉m + |1〉m√
2
)
...|0〉N−1|0〉N (13)
In the average of the magnitude of FT of data (summed over all these 36 initial states), we identify 45 peaks. This
constitute {Eα}, a set of 45 eigen-energies of the Hamiltonian. Note that the number of initial states that one can begin
with is technically infinitely many. Using more initial states only adds to the confidence for the detected peaks. Since
all the eigen-energies of the Hamiltonian has been identified, by choosing one of the initial states, (e.g. |001000100〉),
we can see how extended it is in the energy landscape. This is done by considering the FT of the data and reading the
magnitude of FT for all Eα values. Therefore in the expansion
|ψ0〉n,m =
∑
α
Cα,(n,m)|φα〉 (14)
we now know {Pα,(n,m)} = {|Cα,(n,m)|2}. Next, we want to extract the expansion of Fock states |1n〉 from the expansions
of our initial states that involved two photons. This is simply done by adding probabilities of the initial states which
share one of the excited qubits Pα,n =
∑
m Pα,(n,m). Now we can compute
PREnergy(n) ≡ 1∑
α
P 2α,n
, (15)
which is a measure of the spread of a real-space localized state in energy landscape. Note that since
∑
α
Pα,n = 1,
the PREnergy is the simplest non-trivial moment of the probability distribution, which tells us about the spread of
wavefunctions. The expansion of energy eigenstate in real space |φα〉 =
∑
n Cα,n|1n〉 is readily done by summing over
n
PRspace(α) ≡ 1∑
n
P 2α,n
. (16)
6Figure S4.
Computation of the
Participation Ratio
in the single-photon
manifold. (a) This is
the same plot as Fig.1 (c)
of the main text and for
the ease of comparison is
represented in here. (b)
After identification of the
peaks, we ask what is the
magnitude of FT (false
color) at each site (vertical
axis) for a given eigen-
energy (horizontal axis).
We normalize the am-
plitudes such that∑
n Pα,n = 1 and∑
α Pα,n = 1.
2.5 Resolving the spectrum for large Hilbert-spaces
In this section, we address the main technical challenge that arises when dealing with a large many-body system.
What sets the limit on how small and large energy differences we can resolve?
In the current work the main limitation comes from the data collecting rate. Each panel in the two-photon manifold
(Fig 3,4, and 5), where we change ∆ in about 20 steps, took about 2 days to be collected. Recall that we generated
all single-occupancy two-photon states for every realization of the Hamiltonian. This is not a fundamental limit and
one can take data for longer time, but we impose this limit ourselves. Instead of taking data with this rate for a longer
time, we are addressing the core of this issue and working on improving our data taking rate. There are indications
that with fast resetting techniques and better data streaming, we can improve the data taking rate by two orders of
magnitude. These ideas will be tested and implemented in the future generations of our devices. These methods would
help to push the limitations for implementation of our spectroscopy method to be limited only by the coherent time of
the system.
When the system size N is increased, missing some energy peaks in the measurement will eventually become un-
avoidable because the resolution in the energy Fourier spectrum is fixed by the coherence time of the system. Here,
we analyze what happen to level statistics when some levels are missing. To study the deviation from the ideal level
spacing distributions, we use the Kullback-Leibler divergence and estimate the efficiency of our method
DKL(P‖Q) =
∑
l
P (rl) log
(
P (rl)
Q(rl)
)
. (17)
The KL divergence is close to zero when the two distributions P and Q are close. In Fig. S5(a) we show the number
of missing levels for different parameter regimes and a fixed resolution of 1MHz. Even for a finite size N = 18, it is
interesting that one misses more levels close to the critical point of the AA model ∆ ≈ 2J . This is expected because
close to the critical point, some levels cluster and the statistics is neither Poisson nor GOE. Therefore, for a finite
resolution of the Fourier spectrum, there would be more missing levels. Fig. S5(b) shows a second step to test the
efficiency of our method. We calculate numerically the KL divergence for a fixed resolution which leads to different
number of missing levels for different parameters.
7Figure S5. The effect of miss-
ing levels in level statistics We
numerically simulate a system of
two interacting particles in a lat-
tice with N = 18 sites and J/2pi =
50MHz. (a) For a fixed resolution
of 1MHz, we calculate the percent-
age of missing levels for different
parameter regimes. (b) To deter-
mine the effect of missing levels on
the statistics we use the Kullback-
Leibler (KL) divergence between
the measured distribution (which
had missing levels) to the distribu-
tion without missing levels.
3. TWO-POINT QUANTUM CORRELATIONS
Here we discuss the details of the two-point correlation measurements and also provide the numerical simulations. In
the Bose-Hubbard Hamiltonian
HBH =
9∑
n=1
µna
†
nan +
U
2
9∑
n=1
a†nan(a
†
nan − 1) + J
8∑
n=1
a†n+1an + a
†
nan+1, (18)
we set J/2pi = 50MHz. By design of the chip, U is fixed U/2pi = 175MHz. We realize a quasi-periodic potential by
setting µn = ∆ cos(2pinb), where b = (
√
5− 1)/2, and vary ∆.
In the data presented in Fig. (5) of the main text, The initial states are made by placing two qubits (Qn and Qm)
in the superposition of the |0〉 and |1〉 states. We measure Sm,n = |〈σ1mσ2n〉 − 〈σ1m〉〈σ2n〉|, where σ1, σ2 ∈ {σX , σY } and
m,n ∈ {1, 2, ..., 9}, for all m and n combinations and choices of Pauli operators. The number of pairs of qubits that
one can pick for exciting initially and measuring the two-point correlation is
(
9
2
)
= 36. The total number of choices for
Pauli operators is 4 (XX,Y Y,XY, Y X), which means that 36× 4 = 144 distinct Sm,n are measured. Next, we average
Sm,n over time, from 0 to 250 ns, and over the 4 choices of the Pauli operators, and over all qubit pair combinations
with the same |m− n|. This gives S˜m,n for a given realization of Hamiltonian (a given ∆/J) as a function of |m− n|.
Figure S6. Numerical
calculation of the
quantum correla-
tions We consider
J/2pi = 50MHz, which
fixes the interaction
U/J = 3.5. The time-
averaged(from 0 to 250
ns) correlation Sm,n =
|〈σ1mσ2n〉 − 〈σ1m〉〈σ2n〉| for
b = (
√
5 − 1)/2 and a
system size N = 9 is
(a) experimentally mea-
sured (same as Fig. 5
in the manuscript),
and (b) numerically
computed.
84. HAMILTONIANS USED IN THIS WORK
4.1 Mapping the 2D quantum Hall model to the 1D Harper model
An electron moving in a 2D lattice with a perpendicular magnetic field b is described by the quantum Hall model,
HIQH = Jx
∑
n,m
(
aˆ†n,maˆn+1,m +H.c.
)
+ Jy
∑
n,m
(
aˆ†n,maˆn,m+1e
2pibn +H.c.
)
(19)
where Jx and Jy are hopping strength along x and y axes respectively, see Fig.S7. For a periodic boundary condition
on the y-direction, one can define the quantum fourier transform aˆ†n,m =
∑
k e
−ikmaˆ†n,k. Substituting this to Eq.19, we
get HIQH =
∑
kHk, where
Hk = 2Jy
∑
n
cos(2pibn+ k)aˆ†n,kaˆn,k + Jx
∑
n
(
aˆ†n,kaˆn+1,k +H.c.
)
(20)
The 1D harper model is then achieved by dropping the index k in aˆn,k and replacing 2Jy and Jx with ∆ and J ,
respectively. We set k = 0 in the main text. Edge states in the Harper model has been studied in [5].
Figure S7. Illustration of the 2D Quantum Hall model and its mapping to the 1D Harper model.
4.2 Aubry-Andre model
In the absence of interactions (or at single-particle level), the Eqn. 3 of the main text is the celebrated Aubry-Andre
(AA) model[6, 7]. We compare this model with the well-studied Anderson model. In 1D or 2D Anderson model, any
amount of disorder would localize the entire system and there is no phase transition, or transition is at zero disorder.
However, in the 3D Anderson model there is a localization-delocalization transition, where a mobility edge appears [8].
Similar to the 3D Anderson model, the 1D AA model exhibits a localization-delocalization transition. In the AA model,
when ∆ = 2J , all the eigenstates are fully localized (delocalized) for ∆ > 2J (∆ < 2J) and the localization length is
independent of the energy and is solely determined by the ratio between ∆ and J [7]. Therefore, the AA model does
not exhibit mobility edge [9]. The main difference between the 3D Anderson model and the AA model is that in the
AA model, the delocalized phase is characterized by ballistic transport, i.e., scattering events are rare[6]. This implies
a ballistic spreading of an initial state localized at a given site.
Now let us discuss briefly the effect of interactions in the AA model (Eqn. 2 of the main text) and a discussion
about the signatures of the mobility edge. In the interacting case, one can use the basis of single-particles states of
the AA model and in this representation, the interaction act as a hopping term in energy space, allowing transitions
between different single-particle states [7]. In systems with a single-particle mobility edge, like 3D Anderson model, the
interaction couples localized and delocalized states[9]. This happens because for a given strength of disorder, localized
and delocalized states coexist. In the case of the AA model, as there is not mobility edge in the noninteracting case, the
interaction just couples single-particle states which are either localized or delocalized. The signatures of the mobility
edge observed in the experiment can be explained as a consequence of the interaction between the two particles in the
lattice. When they are located at a distance smaller that the single-particle localization length, they form a bound
state that spreads ballistically, as it has been reported in the literature [10]. When the particles are far apart, i.e., at a
distance longer than the localization length, they remain localized. This argument explain the coexistence of localized
9and delocalized states in the interacting model for a fixed disorder and provides an explanation for the signatures of
the mobility edge seen in Fig. (3).
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