Abstract. Let µ 1 ≥ . . . ≥ µn > 0 and µ 1 + · · · + µn = 1. Let X 1 , . . . , Xn be independent non-negative random variables with EX 1 = . . . = EXn = 1, and let Z = n i=1 µ i X i . Let M = max 1≤i≤n µ i = µ 1 , and let δ > 0 and T = 1 + δ. Both Samuels and Feige formulated conjectures bounding the probability P (Z < T ) from above. We prove that Samuels' conjecture implies a conjecture of Feige.
Introduction
Let n ∈ Z ≥1 , µ 1 ≥ . . . ≥ µ n > 0 and µ 1 + · · · + µ n = 1. Let X 1 , . . . , X n be independent non-negative random variables with EX 1 = . . . = EX n = 1, and let Z = n i=1 µ i X i . Let M = max 1≤i≤n µ i = µ 1 , and let δ > 0 and T = 1 + δ. Feige [1] , [2] proves a weaker version of the following conjecture, with the constant 
We can have equality here sometimes. If M = max 1≤i≤n µ i = µ 1 , and X 2 = . . . = X n = 1, and
n . Taking n → ∞ shows that the conjecture is not true for any constant bigger than 1 e . Samuels [3] has a related conjecture.
Conjecture 1.2.
Here we can have equality for all µ 1 ≥ . . . ≥ µ n > 0: Let i ∈ {1, . . . , n}, let X j = 1 for every j > i, and if j ≤ i, then let
The goal of this paper is to prove the following theorem. 
Proof of the theorem
During the proof we will use several lemmas related to the function Φ, these are collected together in the last section.
We assume that Conjecture 1.2 holds. Let
for every i ∈ {1, . . . , n}. Take an i which minimizes the right hand side. Note that Φ µj σi ,
by Lemma 3.2, we obtain
by Lemma 3.4. So
where the second inequality follows from Lemma 3.3. So Conjecture 1.2 indeed implies Conjecture 1.1.
A few lemmas related to the function Φ
The following simple inequality will be used in the proof of Lemma 3.3.
Proof. We need to show 1 − e −t ≥ t 1+ t e−1 , or equivalently (1 + t e−1 )(1 − e −t ) ≥ t.
Let f : R → R, t → (1 + t e−1 )(1 − e −t ) − t. Then f is a smooth function, f (0) = 0, f ′ (t) = 1 e−1 e −t ((e − 2)(1 − e t ) + t) and f ′′ (t) = The following lemma states that Φ is strictly decreasing in its first variable.
The series expansion clearly shows that ϕ is strictly decreasing in [0, 1). Thus
The following lemma gives a lower bound for Φ, which is used at end of the proof of Theorem 1.1.
Proof. If µ = 0, then Φ(µ, ρ) = − So it is enough to prove that h ′′ α (t) ≤ 0 for every t ∈ (0, 1). Let t ∈ (0, 1), then h α (t) = t(2 + (6α − 3)t + 4(α 2 − α)t 2 ) (1 − t + αt) 2 (1 + αt) 2 + 2 log 1 − t 1 + αt .
