Abstract. Diffuse optical tomography is formulated as inverse coefficient problems for the diffusion equation. Iterative inversion schemes such as the Levenberg-Marquardt algorithm are known to fail when initial guesses are not close to the true value of the coefficient to be reconstructed. In this paper, we investigate how this weakness of iterative schemes is overcome by the use of Monte Carlo. We present a toy model of diffuse optical tomography for which the Levenberg-Marquardt algorithm fails to work but the MetropolisHastings Markov chain Monte Carlo works. We show that our proposed hybrid scheme solves the inverse problem efficiently by preparing a good initial guess by Monte Carlo and then computing the reconstructed value with the Levenberg-Marquardt algorithm starting from the found initial guess.
Introduction
Inverse diffusion problems appear when we try to find the structure of optical properties of a highly-scattering random medium such as biological tissue using light propagating in the medium of interest. Since the energy density of light in such random media is governed by the diffusion equation in the macroscopic regime, in which the propagation distance of light is much larger than the transport mean free path, inverse problems for the diffusion equation are concerned. Diffuse optical tomography is a medical imaging modality which obtains tomographic images using infrared light. In addition to the ability of finding tumors such as women's breast cancer [1] , function such as brain activity [2] can be studied with diffuse optical tomography [3, 4, 5] .
When the absorption coefficient, diffusion coefficient, or both are reconstructed, diffuse optical tomography is formulated as coefficient inverse problems of the diffusion equation. Newton-type iterative methods such as the Levenberg-Marquardt algorithm are commonly used to solve related inverse problems. See [6, 7] for commonly used numerical techniques for diffuse optical tomography. For these numerical methods to work, it is important to use a good initial guess for the initial value of the iteration. Therefore the knowledge of optical properties such as the diffusion coefficient and absorption coefficient of the background tissue is necessary. However, in-vivo measurements have to be done in a small region of order 1 mm to investigate optical properties of each organ. Hence although this is a long-standing issue [8, 9, 10] , optical properties in biological tissue are not yet fully understood [11] . Therefore sometimes it is not easy to set good initial guesses. Solving inverse problems by the Bayesian approach has been sought as an alternative way of obtaining reconstructed images. The Bayesian inversion with the Metropolis-Hastings Markov chain Monte Carlo was used in [12, 13] . In [14] , the Bayesian approach was used for diffuse optical tomography. Using the Bayesian approach, optical properties of the human head (scalp, skull, and brain) were investigated [15] . For the Markov chain Monte Carlo (MCMC), the reader is referred to the textbooks by Robert and Casella [16] , by Liu [17] , and by Nakamura and Potthast [18] .
Although the Markov-chain Monte Carlo approach is in principle able to escape from local minima, it is computationally time consuming and moreover is difficult to find precise values of unknown quantities due to statistical error. In this paper, we propose a hybrid numerical scheme of Markov-chain Monte Carlo and iterative methods. By developing a toy model for diffuse optical tomography, we examine when the iterative scheme fails by being trapped by a local minimum and how the Markov-chain Monte Carlo approach is able to escape from such local minima. Even though practical models have a cost function with different local minima, the global minimum often cannot be found. The toy model devised in this paper is simple enough to explicitly understand the structure of the cost function, which has a local minimum and a global minimum. We propose a hybrid scheme in which the Markov-chain Monte Carlo is first used to solve the inverse problem, and then an iterative method is used after the burn-in time to determine the value of an unknown quantity with an initial guess from the Markov-chain Monte Carlo.
Diffusion equation
2.1. Half space in two dimensions. Let us obtain approximate solutions of the diffusion equation with spatially varying absorption coefficient in the twodimensional half space using the Born approximation.
Throughout this paper, Ω denotes the half space in R 2 , i.e., Ω = R 2 + := {x ∈ R 2 ; x 1 ∈ R, x 2 > 0}, and ∂Ω is the boundary of Ω, i.e., the x 1 -axis. Let us define
where positive constant T denotes the measurement time. We consider the following diffusion equation.
, and ∂ ν = ν · ∇ = −∂ x2 with the outer unit normal ν. Here x i ∈ ∂Ω is the position of the ith source (i = 1, 2, . . . , M s ). We assume that γ is a positive constant and is a nonnegative constant. Let us write the absorption coefficient b(x) ≥ 0 as
where b 0 is a constant and the perturbation δb(x) spatially varies.
2.2. Rytov approximation. Let us assume that δb is small. Within the (first) Born approximation u is given by
where u 0 (x, t; x i ) is the solution to the following diffusion equation.
and the Green's function G(x, t; y, s) satisfies
We obtain (see Appendix A)
Furthermore,
G(x, t; y, s) = e −b0(t−s)
for t ≥ s and G(x, t; y, s) = 0 when t < s. The complementary error function is defined by erfc(z) = (2/ √ π)
To obtain the expression of the Rytov approximation, we introduce ψ 0 , ψ 1 as [19] u 0 = e ψ0 , u = e ψ0+ψ1 .
By plugging the above expressions of u, u 0 into the Born approximation and keeping terms of O(δb), we obtain
That is, we have
The (first) Rytov approximation is thus given by
(1) Although both of the Born and Rytov approximations are the first-order approximation, the superiority of the latter has been discussed [20, 21] .
3. Diffuse light 3.1. Absorption inhomogeneity. We detect the out-going light from each source on the boundary at x j (j = 1, 2, . . . , M d ). During 0 < t < T , measurements are performed at times t k (k = 1, 2, . . . , M t ). The measured data y ijk usually contain some noise e ijk . That is, we can write
where u(x j , t k ; x i ) is given in (1). We assume the Gaussian noise given by
where
is the normal distribution with mean 0 and variance σ 2 e . We set σ e = 0.03 (3% noise). Let us suppose that the inhomogeneity δb(x) is given by
where η, x 02 are positive constants. Here, f a (x 1 ) is given by
where a > 1.1 is a constant. In this paper, we assume that in (3), η, x 02 are known but only a is unknown. For a fixed x 1 , the function f a (x 1 ) has a local minimum at a = 0 with height f 0 (x 1 ) = 0 and the local maximum at a = −2 1 + (1 − tanh x 2 1 ). We note that f 1.1 (x 1 ) is larger than the local maximum. On the other hand, as is shown in Fig. 1 , the function f a (x 1 ) has one peak at x 1 = 0 and the maximum value is f a (0) = a 2 (a + 3), f a monotonically decays for |x 1 | > 0, and f a → 0 as |x 1 | → ∞.
To numerically calculate u(x, t; x i ), we begin by defining
Then we have
g(x 2 , t; y 2 , s)g(y 2 , s; 0, 0) ds. (4) is plotted for a = 1.3, 1.5, and 1.7.
Therefore we obtain
g(x 2 , t; y 2 , s)g(y 2 , s; 0, 0) ds dy .
By substituting δb in (3), which contains the unknown parameterā, we can express the energy density as
The energy density u is more explicitly written as
For the numerical evaluation of erfc, we note that Fig. 2 . We assume the following physiological parameters.
where c = 0.3/1.37 is the speed of light in the medium, µ s = 1 mm −1 is the reduced scattering coefficient, and µ a = 0.02 mm −1 is the absorption coefficient for the radiative transport equation. For δb in (3), we put η = 300, a = 1.5,
Finally, we prepare y ijk in (2) by adding noise after computing (5). We add 3% Gaussian noise. 
Inverse problems by iterative schemes
Let U ∈ R MsM d Mt be the vector from measurements and F (a) ∈ R MsM d Mt be the vector from simulation, i.e., where y ijk and u(x j , t k ; x i ; a) are given in (2) and (5), respectively. To distinguish, the true value of a is denoted byā. We let F (a) denote the derivative of F (a) with respect to a. We note that the minimization problem of
with the regularization parameter λ is equivalent to the iteration [22, 23] 
By modifying (8) according to [24] , our algorithm of the Levenberg-Marquardt method is described below.
Algorithm 1: Levenberg-Marquardt.
1. Set k = 0 and λ = 1. 2. Calculate F (a k ) and the Jacobian F (a k ) = ∂F (a k )/∂a k . 3. Calculate S(a k ) = r T r, where r = U − F (a k ). . If S(a k + δ) < S(a k ), set a k+1 = a k + δ. Then put k + 1 → k and go back to Step 2. Repeat the above procedure until one of the stopping criteria |δ| < 10 −4 and S < 10 −14 is fulfilled.
Prepare
A = (F (a k )) T F (a k ) and v = F (a k ) T r. Note A, v ∈ R. 5. Solve (A + λdiag(A)) δ = (1 + λ)Aδ = −v. 6. Obtain S(a k + δ) and R = [S(a k ) − S(a k + δ)] / [δ(2v − Aδ)].
Inverse problems by Markov-chain Monte Carlo

Bayes formula.
Let f prior (a) be the prior probability density and L(U |a) be a function proportional to the likelihood density. According to the Bayes formula, the conditional probability densities π(a|U ) is given by
Since noise is Gaussian, we have
In this paper we simply set f prior (a) = 1, which means no a priori knowledge is used for a.
The Metropolis-Hastings algorithm.
Each bin f of the histogram for π(a|U ) is obtained as
for sufficiently large k max . Using the Metropolis-Hastings algorithm, we can evaluate the above integral even when the normalization factor of π(a|U ) is not known and only the relation π(a|U ) ∝ L(U |a)f prior (a) is available.
Let us express π(a|U ) as p * (a) = π(a|U ).
We will find p * (a) using a sequence p 1 , p 2 , . . . as
We suppose that p k+1 (a) is obtained from p k (a) (Markov chain) as
We choose the transition kernel K(a , a) so that the desired p * (a) is obtained in the limit. The transition kernel satisfies K(a , a) ≥ 0, ∀a, a and
Let us write K(a , a) as
We give the proposal distribution q(a |a) as
where ε is a parameter. In the numerical calculation below we set
We see that the following α(a , a) can be used.
With the above-mentioned α, the detailed balance is satisfied, i.e.,
Indeed for p(a )q(a|a ) ≥ p(a)q(a |a), we have [18] α(a , a)q(a |a)p(a) = q(a |a)p(a)
A similar calculation holds for p(a )q(a|a ) < p(a)q(a |a). Suppose that (a k ) is the Metropolis-Hastings Markov chain and moreover the proposal q(a|a ) satisfies
which implies that the chain is aperiodic, and q(a |a) > 0 for every a, a ∈ supp π, which implies irreducibility. Then we have for
The Metropolis-Hastings algorithm is summarized below.
Algorithm 2: Metropolis-Hastings.
6. Two-dimensional optical tomography 6.1. Failure of iterative schemes. We note that
Hence F (0) = 0. For sufficiently small > 0, we have F ( ) > 0, F (− ) < 0, |F (± )| 0, and U − F (± ) < 0. Therefore if we start the iteration from a 0 = , we obtain |a 1 | < , |a 2 | < |a 1 |, . . . . Thus the sequence a k approaches 0 and can never arrive at a (> 1.1).
Let us consider how the norm U − F (a) 2 depends on a. From (5), we have 10 .
For a given y 1 , the function |dā(a; y 1 )| 2 has one global minimum at a =ā, one local minimum at a = −2 1 + tanh y 2 1
10
, and one local maximum at a = 0. Therefore, the above expression of U − F (a) implies that the Levenberg-Marquardt algorithm fails when the initial value a 0 is negative. Figure 5 shows |dā(a, y 1 )| 2 forā = 1.5 and tanh(y Fig. 8 , the light blue line shows the average of the obtained a k from k = 99 to k = 999, which is 1.6845 with standard deviation 0.11347. Now we propose to combine Algorithms 1 (the LM method) and 2 (the MCMC-MH method). The procedure of the hybrid algorithm is shown below.
Algorithm 3: Hybrid.
1. Choose an initial guess a 0 , which is not necessarily close to the global minimum. 2. Obtain a reconstructed value a k b using Algorithm 2. 3. Switch to Algorithm 1 with the initial value a k b and reconstructā. At the k b th MCS (Monte Carlo step) when the calculation arrives at a steady state and starts to fluctuate, we record the obtained reconstructed value a k b and switch from Algorithm 2 to Algorithm 1 and start the Levenberg-Marquardt algorithm with the initial value the recorded a k b . After the burn-in time, it is found that we can set k b = 99 in our simulation. This procedure of the hybrid scheme is illustrated in Fig. 9 . The correct value ofā is reconstructed by the proposed hybrid method even when the simulation experiences a local minimum. The initial value a k b = 1.8257 and the simulation stops at a * = 1.6841 (a * = a k b +3 ). The reconstructed a * is not exactly 1.5 due to noise. 
Concluding remarks
Practical inverse problems are usually complicated and the cost function has many local minima. As a result, it is not easy to study if the algorithm converges to the global minimum or how the numerical scheme of interest is trapped by local minima. The toy model presented in this paper is simple enough to understand the structure of the cost function, but complicated enough to have one local minimum and one global minimum. In this paper, we used the naive Markov chain Monte Carlo of the Metropolis-Hastings algorithm in order to test the proposed hybrid inversion scheme. In more realistic situations, however, more sophisticated algorithms will be needed. The delayed rejection scheme reduces the net rejection rate [25] . In the adaptive Metropolis algorithm, parameters in the proposal distribution are adjusted during Monte Carlo steps [26] . The DRAM algorithm, which combines the above-mentioned two schemes, was also proposed [27] .
where (y, s) ∈ Ω T . For t ≥ s, we obtain K(x, t; y, s) = e + λ 2K = 1 γ e −ps e −iqy1 δ(x 2 − y 2 ), x 2 ∈ R.
By the Fourier transform with respect to x 2 , we obtain K(x 2 , y 2 ) = 1 2λγ e −ps e −iqy1 e −λ|x2−y2| .
We obtainĜ N aŝ G N (x 2 , y 2 ) =Ĝ N (x 2 ; p, q; y, s)
=K(x 2 ; p, q; y 1 , y 2 , s) +K(x 2 ; p, q; y 1 , −y 2 , s)
e −ps e −iqy1 e −λ|x2−y2| + e −λ|x2+y2| .
We obtainφ (x 2 , y 2 ) = −1 1 + λ Ĝ N (0, y 2 )e −λx2 = −1 λγ(1 + λ ) e −ps e −iqy1 e −λ(x2+y2) .
The following relation can be readily verified. Thus we arrive at the following solution for t ≥ s.
G(x, t; y, s) = e × erfc x 2 + y 2 + 2γ(t − s)/ 4γ(t − s) .
