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WHENDOES STABILIZABILITY IMPLY THE EXISTENCE OF INFINITE
HORIZON OPTIMAL CONTROL IN NONLINEAR SYSTEMS?∗
NOBORU SAKAMOTO†
Abstract. The paper addresses an existence problem for infinite horizon optimal control when the sys-
tem under control is exponentially stabilizable or stable. Classes of nonlinear control systems for which
infinite horizon optimal controls exist are identified in terms of stability, stabilizability, detectability and
growth conditions. The result then applies to estimate the existence region of stable manifolds in the as-
sociated Hamiltonian systems. Applications of the results also include the analysis for turnpike property
in nonlinear finite horizon optimal control problems by a geometric approach.
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1. Introduction. Optimal control problems (OCPs) are of significance from the
mathematical and engineering viewpoints, as applications and extensions of Calcu-
lus of Variations aswell as design tools for systems describing engineering processes.
There are two approaches to OCPs, one from sufficiency of optimality (Dynamic Pro-
gramming [8] developed by Bellman) and the other from necessity (Maximum Prin-
ciple [39] developed by Pontryagin). We refer to [4, 11, 15, 31] for the theory of OCPs
and to [10] for a survey on OCPs from mathematical and engineering viewpoints.
OCPs for infinite horizon are of special interest in engineering and economics since
the stability issues are inherently involved in such problems.
In the Dynamic Programming approach for infinite horizon OCPs, one derives a
nonlinear partial differential equation, calledHamilton-Jacobi-Bellman equation (HJBE),
the solution of which gives an optimal control as a feedback law. There is large
amount of research on solution method for HJBEs, for which we refer to [2, 32, 34, 1]
for Taylor expansion method and to [29, 6, 5, 47, 36, 46] for other numerical or al-
gebraic approaches (see [7] for a survey on the numerical methods for HJBE). Inter-
estingly, when one applies these methods, no information for the solvability region
is available and only local solvability around an equilibrium is examined, which
amounts to the stabilizability and detctability of linear part. For instance, swing-
up and stabilization feedbcks for inverted pendulum and acrobot are obtained in
[25, 26] by numerically solving HJBEs. However, no theory a priori guarantees the
solvability of the OCPs for initial pending positions.
In this paper, motivated from linear control theory, wewish to clarify under what
conditions stabilizability (or stability) guarantees the solvability of infinite horizon
OCPs. In our study, we restrict ourselves to affine nonlinear control systems and to
cost functionals that consist of a quadratic term on inputs and nonnegative penalty
function on states. We make full use of these structures to prove that if free dynam-
ics is globally exponentially stable and input matrix is bounded, an optimal control
exists globally and that if the control system is exponentially stabilizable, certain
growth conditions at infinity are satisfied and detectability and coercivity conditions
on the penalty function on the states are satisfied, then, an optimal control exists in
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the stabilizable region. The results allow us to establish links between infinite hori-
zon OCPs and works in nonlinear stability and stabilizability such as the notion of
zero dynamics and backstepping method in [35, 27, 28, 53, 49].
Another motivation of the paper arises from turnpike phenomena in optimal
control. It is often observed that under certain conditions optimal control and corre-
sponding trajectory for finite (but long) horizon problem are exponentially close to
their steady-state optimum counterparts most of time in the control process except
for beginning and end thin intervals. Turnpike is a metaphor used in econometrics
[33] for this behavior of optimally controlled systems as, when traveling from one
place to a distant place, we always take highway to cover the distance at the best
rate[18]. In control theory, this property is observed first in [54, 44] as dichotomy or
saddle point property. We refer to [14, 55] for general accounts on turnpike theory in
control systems. The turnpike phenomena are investigated from nonlinear control
[3, 52], Hamilton-Jacobi theoretic [43], PDEs [41, 42, 22, 51, 56], dissipative system
theoretic [17, 21, 19, 9, 20] and geometric (or dynamical system theoretic) [48] view-
points. The framework in [48] to study the turnpike is based on stable and unstable
manifolds of associated Hamiltonian system with an OCP. It is shown that turnpike
occurs if stable and unstable manifolds satisfy certain conditions. Under some con-
ditions on the linear part of systems, the problem to find solvability region for OCPs
is equivalent to estimate the existence region of a stable manifold in the base space
(control space) for associated Hamiltonian systems.
The structure of the paper is as follows. In § 2, the Direct Method of Calculus of
Variations is applied to show the existence of optimal control for exponentially stable
and stabilizable cases. In § 3, the existence of costates p(t) defined on [0,∞) with
p(∞) = 0 is shown, which is equivalent to the existence of stable manifold. In § 4,
we show several classes of nonlinear systems in which the results in this paper are
applicable. One of them is a class where stable and unstable manifolds in associated
Hamiltonian systems exist with a canonical projection property to the base space,
and therefore, the turnpike occurs in finite interval OCPs.
2. Existence of optimal control. Let us consider a nonlinear control system of
the form
(2.1) x˙ = f(x) + g(x)u, x(0) = x0,
where f : Rn → Rn and g : Rn → Rn×m are C2 maps. Let us assume that x = 0 is an
equilibrium of x˙ = f(x); f(0) = 0. The OCP for (2.1) is to find a control input u that
minimizes a cost functional. In this paper, we consider a cost functional of the form
(2.2) J =
∫ ∞
0
|u(t)|2/2 + h(x(t)) dt
with control set L2((0,∞);Rm). The function h : Rn → R is a locally Lipschitz
nonnegative function h(x) > 0 with h(0) = 0 that penalizes x in the process of
control. J is a functional on L2((0,∞);Rm) taking values in R+ ∪ {+∞} and we
denote its value for u by J(u). When a solution to (2.1) for a u ∈ L2((0,∞);Rm) has
finite escape time, we set J(u) =∞.
The first problem we tackle in the paper is to determine the conditions under
which stability/stabilizability of (2.1) guarantees the existence of optimal control
(2.1)-(2.2). Throughout this section, the initial condition x(0) = x0 for (2.1) is fixed.
Since input function is not assumed to be piecewise continuous, we use a gener-
alized notion of solution for ordinary differential equations (ODEs). For an ODE,
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a Carathéodory solution is an absolute continuous function defined on an interval
I ⊂ R such that it satisfies the ODE except on a subset of I which has zero Lebesgue
measure (see, e.g., page 28 of [23]).
LEMMA 2.1. For each u ∈ L2((0,∞);Rm) and t0 > 0, there exists a unique solution
passing through (t0, x0) in the sense of Carathéodoy for (2.1).
Proof. Take an arbitrary compact setK ⊂ Rn. Then,
|f(x) + g(x)u(t)| 6 sup
K
|f(x)|+ sup
K
‖g(x)‖ |u(t)|
(2.3)
|f(x1) + g(x1)u(t)− f(x2)− g(x2)u(t)| 6 |f(x1)− f(x2)|+ ‖g(x1)− g(x2)‖ |u(t)|
6 (Mf +Mg|u(t)|)|x1 − x2|,
(2.4)
where ‖ · ‖ is the matrix induced norm andMf ,Mg are constants such that
|f(x1)− f(x2)| 6Mf |x1 − x2|, ‖g(x1)− g(x2)‖ 6Mg|x1 − x2|
for all x1, x2 in K . The right hands of (2.3), (2.4) are locally integrable functions of
t. Therefore, from Theorems 5.1 and 5.3 in § 1 of [23], there exists a unique solution
that is absolute continuous.
For u ∈ L2((0,∞);Rm), let us denote the corresponding solution for (2.1) by x(u).
PROPOSITION 2.2. Assume that for each bounded set U in L2((0,∞);Rm), the cor-
responding set {x(u) |u ∈ U } is bounded in C0([0, T ];Rn) for any T > 0. Assume
also that there exists a u ∈ L2((0,∞);Rm) such that J(u) < +∞. Then, there exists a
u¯ ∈ L2((0,∞);Rm) such that J(u¯) = infL2((0,∞);Rm) J .
Proof. Step 1. From the existence of a u ∈ L2((0,∞);Rm) such that J(u) < ∞,
there exists a minimizing sequence {um} ⊂ L2((0,∞);Rm). For sufficiently large
m, we have J(um) < 1 + infL2((0,∞);Rm) J and therefore, {um} is a bounded set.
By Banach-Alaoglu Theorem, up to subsequence, um weakly converges to a u¯ ∈
L2((0,∞);Rm). Let xm := x(um). Then, from the assumption, {xm} is uniformly
bounded. We will show that xm is equicontinuous. Let us take arbitrary t1 < t2.
Then,
|xm(t2)− xm(t1)| 6
∫ t2
t1
|f(xm(s))|+ ‖g(xm(s))‖ |um(s)| ds
6 C1|t2 − t1|+ C2
∫ t2
t1
|um(s)| ds
6 C1|t2 − t1|+ C2
√
|t2 − t1|‖um‖L2((0,∞);Rm)
6 C1|t2 − t1|+ C2 sup
m∈N
‖um‖L2((0,∞);Rm)
√
|t2 − t1|,
where we have taken constants C1, C2 > 0 such that
|f(xm(t))| < C1, ‖g(xm(t))‖ < C2 for t > 0,m ∈ N
by using the uniform boundedness of xm. This proves that xm is equicontinuous.
From Ascoli-Arzelá Theorem, up to subsequence xm uniformly converges to an x¯ ∈
C0([0,∞);Rn) on any finte interval [0, T ], T > 0.
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Next, we prove that x¯ = x(u¯). Since
xm(t) = x0 +
∫ t
0
f(xm(s)) + g(xm(s))um(s) ds,
and uniform convergence of xm to x¯, it suffices to prove that
∫ t
0
g(xm(s))um(s) ds→
∫ t
0
g(x¯(s))u¯(s) ds asm→∞
from the uniqueness of solutions of initial value problems. First we note that
∣∣∣∣
∫ t
0
g(xm(s))um(s)− g(x¯(s))um(s) ds
∣∣∣∣ 6
∫ t
0
‖g(xm(s))− g(x¯(s))‖ |um(s)| ds
6
(∫ t
0
‖g(xm(s))− g(x¯(s))‖2 ds
)1/2(∫ t
0
|um(s)|2 ds
)1/2
6 sup
m∈N
‖um‖L2((0,∞);Rm)
(∫ t
0
‖g(xm(s))− g(x¯(s))‖2 ds
)1/2
→ 0 asm→∞.(2.5)
Let [ · ]j denote the j-th component of a vector for j = 1, . . . , n. Then, the operator
u ∈ L2((0,∞);Rm) 7→
∫ t
0
[g(x¯(s))u(s)]j ds
is a linear bounded functional for each t > 0 since
∣∣∣∣
∫ t
0
[g(x¯(s))u(s)]j ds
∣∣∣∣ 6
∫ t
0
‖g(x¯(s))‖ |u(s)| ds
6
(∫ t
0
‖g(x¯(s))‖2 ds
)1/2
‖u‖L2((0,∞);Rm).
Therefore, we have
(2.6) lim
m→∞
∫ t
0
g(x¯(s))um(s) ds =
∫ t
0
g(x¯(s))u¯(s) ds
from the weak convergence of um in L2((0,∞);Rm). From (2.5) and (2.6),
lim
m→∞
∫ t
0
g(xm(s))um(s) ds = lim
m→∞
[∫ t
0
g(x¯(s))um(s) ds+
∫ t
0
(g(xm(s))− g(x¯(s)))um(s) ds
]
=
∫ t
0
g(x¯(s))u¯(s) ds.
Step 2. For sufficiently largem,
1 + inf
L2((0,∞);Rm)
J >
∫ ∞
0
1
2
|um(t)|2 + h(xm(t)) dt
>
∫ ∞
0
h(xm(t)) dt = ‖h(xm)1/2‖L2((0,∞);R)
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and {h(xm)1/2} is a bounded set in L2((0,∞);R). Replacing
∫∞
0
dt with
∫ T
0
dt, it is
also a bounded set in L2((0, T );R) for all T > 0. By Banach-Alaoglu Theorem and
the diagonal argument, up to subsequence, we have
h(xm)
1/2 → l weakly in L2((0,∞);R),
h(xm)
1/2 → l weakly in L2((0, T );R) for all T > 0,
asm→∞ for some l ∈ L2((0,∞);R). On the other hand,
∫ T
0
|h(xm(t))− h(x¯(t))|2 dt→ 0 asm→∞ for all T > 0,
implying that
h(xm)
1/2 → h(x¯)1/2 strongly in L2((0, T );R) for all T > 0.
From the uniqueness of weak limit, we have h(x¯) = l on [0, T ] for all T > 0. Thus,
we have shown that
(2.7) h(xm)1/2 → h(x¯)1/2 weakly in L2((0,∞);R).
Step 3. From the weak convergence of um to u¯ in L2((0,∞);Rm), h(xm)1/2 to h(x¯)1/2
in L2((0,∞);R) and lower semi-continuity of norm for weak topology,
‖u¯‖L2((0,∞);Rm) 6 lim inf
m→∞
‖um‖L2((0,∞);Rm),
‖h(x¯)1/2‖L2((0,∞);R) 6 lim inf
m→∞
‖h(xm)1/2‖L2((0,∞);R),
and it holds that
J(u¯) =
∫ ∞
0
1
2
|u¯(t)|2 + h(x¯(t)) dt 6 1
2
lim inf
m→∞
‖um‖L2((0,∞);Rm) + lim inf
m→∞
∫ ∞
0
h(xm(t)) dt
= lim inf
m→∞
J(um) = inf
L2((0,∞);Rm)
J.
This proves that u¯ is an optimal control.
2.1. Exponentially stable case. In this section, we consider the case where the
free dynamics x˙ = f(x) in (2.1) is globally exponentially stable. That is, there exist
constant µ(x0) > 0 and K(x0) > 0 which may depend on x0 such that the following
estimate for the corresponding solution x(t, x0) holds
|x(t, x0)| 6 Ke−µt for t > 0, x0 ∈ Rn.
THEOREM 2.3. Assume that g(x) is bounded in Rn and free dynamics x˙ = f(x) is
globally exponentially stable. Assume also that Df(x) is bounded in Rn.1 Then, for each
x0 ∈ Rn, there exists an optimal control for (2.1)-(2.2).
1 These assumptions are necessary to have V (x) defined on Rn.
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Proof. We prove that the assumptions in Proposition 2.2 are satisfied. Namely,
we show that for any u ∈ L2((0,∞);Rm), the corresponding solution belongs to
H1((0,∞);Rn) and hence, for any bounded setU ⊂ L2((0,∞);Rm), the correspond-
ing set {x(u) |u ∈ U } is bounded in C0([0, T ];Rn) for all T > 0.
x ∈ L2((0,∞);Rn): From the global exponential stability of x˙ = f(x) and the bound-
edness of Df(x), there exist a C1 function V : Rn → R positive constants c1, c2, c3
and c4 such that for all x ∈ Rn
i) c1|x|2 6 V (x) 6 c2|x|2
ii) DV (x)f(x) 6 −c3|x|2
iii) |DV (x)| 6 c4|x|
(see, e.g., page 180 of [28]). Using the above inequalities and the boundedness of
‖g(x(t))‖ on the trajectory, one can derive
d
dt
V (x(t)) 6 −cV (x(t)) + c′|u(t)|2, t > 0,
for some positive constants c, c′ (which depend on g). Applying Gronwall’s inequal-
ity and the quadratic estimates on V , it follows that
|x(t)|2 6 c|x0|2e−c
′t +K
∫ t
0
e−c
′(t−s)|u(s)|2 ds, t > 0
for some positive constants c, c′ andK (that depend on U and g). Since
∫ ∞
0
(∫ t
0
e−c
′(t−s)|u(s)|2 ds
)
dt =
1
c′
(∫ ∞
0
|u(t)|2 dt− lim
t→∞
e−c
′t
∫ t
0
ec
′s|u(s)|2 ds
)
and the second term on the right is 0, we have
(2.8)
∫ ∞
0
|x(t)|2 dt 6 c
c′
|x0|2 + 1
c′
‖u‖2L2((0,∞);Rm).
x˙ ∈ L2((0,∞);Rn): Applying Lemma A.3 with H(x) = |x|2, we know that x(t) is
bounded for t > 0. Therefore,
∫ ∞
0
|x˙(t)|2 dt =
∫ ∞
0
|f(x(t)) + g(x(t))u(t)|2 dt
6 2
∫ ∞
0
|f(x(t))|2 + ‖g(x(t))‖2 |u(t)|2 dt
6 2M2
∫ ∞
0
|x(t)|2 dt+ sup
t>0
‖g(x(t))‖2
∫ ∞
0
|u(t)|2 dt
6 2M2‖x‖2L2((0,∞);Rn) + sup
t>0
‖g(x(t))‖2‖u‖2L2((0,∞);Rm),
where M > 0 is a constant satisfying |f(x)| 6 M |x| in a bounded set that contains
{x(t) | t > 0}. This and (2.8) show that x ∈ H1((0,∞);Rn) with
(2.9) ‖x‖H1((0,∞);Rn) 6 c1 + c2‖u‖L2((0,∞);Rm)
for some positive constants c1, c2.
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Now, we have for t ∈ [0, T ], where T > 0 is arbitrary,
|x(t)| 6
∫ t
0
|x˙(s)| ds+ |x0|
6
√
t‖x˙‖L2((0,∞);Rn) + |x0|
6
√
T‖x‖H1((0,∞);Rn) + |x0| 6 CT + C′T ‖u‖L2((0,∞);Rm), from (2.9)
for some positive constants CT , C′T that depend on T . This proves that the assump-
tions in Proposition 2.2 are satisfied and therefore optimal control exists.
2.2. Exponentially stabilizable case. In this subsection, we consider (2.1) for a
more general case where there exists a C1 exponentially stabilizing feedback control
u = k(x) with k(0) = 0 for initial points in U . Let us recall zero-state detectability for
nonlinear systems, which is often imposed in OCPs.
DEFINITION 2.4. System x˙ = f(x) and output y = h(x) (or, simply the pair (f, h)) is
said to be zero-state detectable for a neighborhood U ⊂ Rn of the origin if the following
holds. If a solution x(t) with x(0) ∈ U satisfies h(x(t)) = 0 for t > 0, then x(t) → 0 as
t→∞.
PROPOSITION 2.5. Suppose that h is a C1 function which is coercive, namely, h(x)→
∞ if |x| → ∞. Take positive constants R, µ such that h(x) > µ if |x| > R. Assume
also that the pair (f, h) is zero-state detectable for an open set containing |x| 6 R. Let
δ(t) ∈ L2((0,∞);Rn). Assume finally that solution xδ(t) for x˙ = f(x) + δ(t) satisfies
h(xδ(t))→ 0 as t→∞. Then, xδ(t)→ 0 as t→∞.
Proof. From the coercivity of h, {xδ(t)| t > 0} is bounded in Rn. Using Bolzano-
Weierstrass Theorem, there exists a subsequence {xδ(tn)}, tn → ∞ (n → ∞), such
that xδ(tn) → x¯ as tn → ∞. Define δn(t) := δ(tn + t), fn(t, x) := f(x) + δn(t) and
ξn := xδ(tn). Note that ξn → x¯ as n→∞. We consider initial value problem
x˙ = fn(t, x), x(0) = ξn.
Let ϕn(t) denote the solution of the above problem. One then notices that ϕn(t) =
xδ(tn + t) and therefore ϕn(t) is bounded for t > 0. Also, let ϕ(t) be the solution on
[0, t1] for
x˙ = f(x), x(0) = x¯.
Write f0(t, x) := f(x). Then, for any bounded set D¯ ∈ Rn, there exists a constant
M > 0 such that for any x, y ∈ D¯ it follows that
|fn(t, x)− f0(t, x)| 6 |δn(t)|,∫ t
0
|δn(s)| ds =
∫ t+tn
tn
|δ(s)| ds→ 0, as n→∞ for t > 0,
∫ t2
t1
|δn(t)| dt 6
√
t2 − t1‖δ‖L2((0,∞);Rn) for 0 6 t1 6 t2,
|fn(t, x)− fn(t, y)| = |f(x)− f(y)| 6M |x− y|.
Now all the assumptions in Proposition A.5 are satisfied. Therefore, ϕn → ϕ uni-
formly on [0, t1] as n → ∞. However, from the boundedness of ϕn, ϕ is defined on
[0,∞) and also bounded for t > 0. Take a constant Mh > 0 such that in a bounded
set that contains ϕn(t) and ϕ(t) for t > 0,
|h(x) − h(y)| 6Mh|x− y|
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holds for all x, y in the bounded set. Then we have
0 6 h(ϕ(t)) 6Mh|ϕn(t)− ϕ(t)| + h(xδ(tn + t))
for t > 0. Taking the limit n→∞, we obtain
h(ϕ(t)) = 0 for t > 0.
We have then |ϕ(t)| 6 R for t > 0. From the detectability of (f, h) for the open set
containing |x| 6 R, we have ϕ(t) → 0 as t → ∞ and therefore xδ(t) → 0 as t → ∞
since ϕn → ϕ uniformly on [0, T ] as n→∞ for any T > 0.
THEOREM 2.6. Assume that system (2.1) is exponentially stabilizable by a C1 feedback
control for U ⊂ Rn and that h is a C1 function of x ∈ Rn. Assume also that the pair (f, h)
is zero-state detectable for an open set containing |x| 6 ρ for some ρ > 0. Assume finally
that there exist positive constants p, cf , cg and a constant 0 6 θ < 1 such that
|f(x)| 6 cf |x|p+θ(2.10a)
‖g(x)‖ 6 cg|x|p/2+θ(2.10b)
for sufficiently large x ∈ Rn and that there exists a positive constants ch such that
(2.11) h(x) > ch|x|p
for x with |x| > ρ. Then, for x0 ∈ U , OCP (2.1)-(2.2) has an optimal control u¯ ∈
L2((0,∞);Rm).
Proof. Let k(x) be aC1 exponentially stabilizing feedback and let ue(t) = k(x(t)).
Then Je := J(ue) < +∞ since the closed loop solution satisfies the exponential de-
cay and around the origin we have estimates on k and h; |k(x)| 6 Mk|x|, h(x) 6
Mh|x| for some constantsMh,Mk > 0. There exists a minimizing sequence {um} ⊂
L2((0,∞);Rm), which is bounded inL2((0,∞);Rm) as in the proof of Proposition 2.2,
such that
lim
m→∞
J(um) = inf
L2((0,∞);Rm)
J, J(um) < Je (m ∈ N).
Let xm = x(um). Then, we have
∫∞
0 h(xm(t)) dt < ∞. From Lemma A.3 with
H(x) = h(x), h(xm(t)) → 0 as t → ∞ and xm(t) is bounded for t > 0. With the
correspondence
δ(t)←→ g(xm(t))um(t), xδ ←→ xm, R←→ ρ,
in Proposition 2.5, we have xm ∈ C0([0,∞);Rn), xm(t)→ 0 as t→∞.
We next prove that xm(t) is uniformly bounded. Let Lm := supt>0 |xm(t)| and
we prove that supm∈N Lm <∞. Define Im ⊂ R by
Im := {t > 0 | |xm(t)| > Lm/2}.
Assume that supm∈N Lm = ∞ and take {mk} ⊂ N such that Lmk → ∞ as mk → ∞.
WHEN DOES STABILIZABILITY IMPLY THE EXISTENCE OF OPTIMAL CONTROL? 9
Then, formk sufficiently large,
Je >
∫ ∞
0
h(xmk(t)) dt
>
∫
Imk
h(xmk(t)) dt
> ch
∫
Imk
|xmk(t)|p dt by (2.11)
> ch
(
Lmk
2
)p
|Imk |,
where | · | denotes length (Lebesgue measure) of interval. Thus we have
(2.12) |Imk | 6 CLmk−p,
where C > 0 is independent of mk. Next we compute the length of trajectory con-
necting spheres |x| = Lmk and |x| = Lmk/2, which is
∫
Imk
|x˙mk(t)| dt 6
∫
Imk
|f(xmk(t))|+ ‖g(xmk)‖ |umk(t)| dt
6 |Imk | sup
Lmk/26|x|6Lmk
|f(x)| + sup
Lmk/26|x|6Lmk
‖g(x)‖
∫
Imk
|umk(t)| dt
6 |Imk | sup
Lmk/26|x|6Lmk
|f(x)|
+
√
|Imk | sup
Lmk/26|x|6Lmk
‖g(x)‖ sup
m∈N
‖um‖L2((0,∞);Rm)
6 c1|Imk |Lmkp+θ + c2
√
|Imk |Lmkp/2+θ, by (2.10a) and (2.10b)
where c1, c2 are positive constants independent of mk. Then, from (2.12) it follows
that ∫
Imk
|x˙mk(t)| dt 6 CLmkθ,
whereC > 0 is a constant independent ofmk. However, the left-side of above grows,
at least, as O(|Lmk |), which is a contradiction.
The rest of the proof is the same as Proposition 2.2.
Remark 2.7. Although exponential stability of free dynamics x˙ = f(x) implies
exponential stabilizability, Theorem 2.6 does not include Theorem 2.3 since in Theo-
rem 2.3 h ≡ 0 is allowed.
3. Stable manifold analysis of associated Hamiltonian system. In this section,
we additionally assume that h(x) is C2 and Dh(0) = 0. The second problem treated
in the paper is to give estimates on a stable manifold of the associated Hamiltonian
system for OCP (2.1)-(2.2);
x˙ = f(x)− g(x)g(x)⊤p(3.1a)
p˙ = −Df(x)⊤p+ 1
2
D(p⊤g(x)g(x)⊤p)⊤ −Dh(x)⊤.(3.1b)
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Let us explain the motivation of the second problem in the paper using a simple
example
x˙ = −x+ x2 + u, J =
∫ ∞
0
u(t)2/2 dt.
This system is globally exponentially stabilizable by u = −x2 and Hamiltonian sys-
tem is
(3.2) x˙ = −x+ x2 − p, p˙ = p− 2xp.
The optimal control is u = 0 for all x(0) ∈ R and the stable manifold for the Hamil-
tonian system (3.2) exists only in x < 1. In (3.2), there are two equilibrium; (x, p) =
(0, 0), (1, 0) and heteroclinic orbits connecting them exist. To guarantee the global ex-
istence of stable manifold, one realizes that the detectability condition is necessary.
The Hamiltonian system (3.1a)-(3.1b) appears in two ways; one from the suf-
ficient condition based on the Dynamic Programming and the HJBE and the other
from the necessary condition based on Pontryagin’s maximum principle. We note
that as shown in [24], the transversality condition of maximum principle does not
hold for infinite horizon case in general and given an optimal trajectory x(t) the proof
for the existence of p(t) for (3.1a)-(3.1b) on [0,∞) satisfying p(∞) = 0 is required.
PROPOSITION 3.1. Suppose that h(x) is C2 andDh(0) = 0.
(i) Assume that hypotheses in Theorem 2.3 are satisfied. Then, for any x0 ∈ Rn, Hamil-
tonian system (3.1a)-(3.1b) admits a unique solution (x(t), p(t)) defined on [0,∞) sat-
isfying x(0) = x0 and (x(t), p(t))→ 0 as t→∞.
(ii) If all the hypotheses in Theorem 2.6, then for any x0 ∈ U , Hamiltonian system (3.1a)-
(3.1b) admits a unique solution (x(t), p(t)) defined on [0,∞) satisfying x(0) = x0 and
(x(t), p(t))→ 0 as t→∞.
Proof. The proofs for (i) and (ii) are almost the same since exponential stabiliz-
ability by C1 feedback implies that the linear part of f and constant part of g(x) are
linearly stabilizable and the zero-state detectability of (f, h) implies that the linear
part of f and the quadratic part of h are linearly detectable.
Take an x0 for which an optimal control exists by either Theorem 2.3 or Theo-
rem 2.6. Let us write
f(x) = Ax + ϕ(x), ϕ(x) = O(|x|2), g(x) = B + g˜(x), g˜(x) = O(|x|)
h(x) =
1
2
|Cx|2 + h˜(x), h˜(x) = O(|x|3), |x| → 0,
where ϕ, g˜(x) and h˜(x) are higher order C2 maps. Now (A,B) is stabilizable and
(C,A) is detectable. Then, the following Riccati equation has a solution P1 > 0
PA+A⊤P − PBB⊤P + C⊤C = 0
with Reλ(A−BB⊤P1) < 0. Also, take a solution P2 6 0 for the following Lyapunov
equation
P (A−BB⊤P1)⊤ + (A−BB⊤P1)P = BB⊤.
The Hamiltonian system (3.1a)-(3.1b) can be written as
d
dt
[
x
p
]
= Ham
[
x
p
]
+
[
ϕ(x) − Φ(x(t))p
−Dϕ(x(t))⊤p+ 12D(p⊤g(x(t))g(x(t))⊤p)⊤ −Dh˜(x(t))⊤
](3.3)
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where
Ham =
[
A −BB⊤
−C⊤C −A⊤
]
, Φ(x) = Bg˜(x)⊤ + g˜(x)B⊤ + g˜(x)g˜(x)⊤.
Using a symplectic transformation (see, e.g., [32, 45] for detail)
L =
[
I P2
P1 I + P1P2
]
, L−1 =
[
I + P2P1 −P2
−P1 I
]
,
the linear part Ham is block-diagonalized
L−1HamL =
[
A−BB⊤P1 0
0 −(A−BB⊤P1)⊤
]
.
Let us introduce new coordinates ξ, η by
(3.4)
[
x
p
]
= L
[
ξ
η
]
=
[
ξ + P2η
P1ξ + (P1P2 + I)η
]
=
[
ξ + P2η
P1x+ η
]
.
The Hamiltonian system is then written as
d
dt
[
ξ
η
]
= Ham
[
ξ
η
]
+ L−1
[
ϕ(x)− Φ(x(t))p
−Dϕ(x(t))⊤p+ 12D(pg(x)g(x)⊤p)⊤ −Dh˜(x(t))⊤
]
,
and (3.3) is written as
d
dt
[
x
p
]
= Ham
[
x
p
]
+
[
γ1(x, p)
γ2(x, p)
]
with appropriately defined γ1(x, p), γ2(x, p). Note that γj(x, p) = O((|x| + |p|)2),
|x|+ |p| → 0, j = 1, 2. In the coordinates (ξ, η), we have
(3.5)
d
dt
[
ξ
η
]
=
[
(A−BB⊤P1) 0
0 −(A−BB⊤P1)⊤
] [
ξ
η
]
+
[
ν1(ξ, η)
ν2(ξ, η)
]
,
where νj(ξ, η) = O((|ξ|+|η|)2), |ξ|+|η| → 0, j = 1, 2. It is known (see, e.g., Page 111 of
[16]) that in (3.5), there exists a unique C1 stable manifold η = θ(ξ) in a neighborhood
of (ξ, η) = (0, 0) satisfying θ(0) = 0,Dθ(0) = 0 such that the solution ξ(t), η(t) satisfy
ξ(t) = θ(η(t)) for t > 0 and ξ(t), η(t) → 0 provided that η(0) = θ(ξ(0)). Now we
have the following equivalence.
There exist a t1 > 0 and p(t) defined on [t1,∞) for (3.3) such that p(t)→ 0 as t→∞
⇔ There exist a ξ1 ∈ Rn such that x(t1) = ξ1 + P2θ(ξ1).
For ⇐, if the second statement is true, a solution (ξ(t), η(t)) for (3.5) passing
through (ξ1, θ(ξ1)) at t = t1 satisfies η(t) = θ(ξ(t)) for all t > t1 and (ξ(t), η(t)) → 0
as t → ∞. Defining (x(t), p(t)) by (3.4), (x(t), p(t)) satisfies (3.3) and (x(t), p(t)) → 0
as t→∞. The converse uses the uniquness of stable manifold.
Now, since θ(0) = 0,Dθ(0) = 0 and
∂
∂ξ
(ξ + P2θ(ξ))
∣∣∣∣
ξ=0
= I,
the solution ξ1 for
x(t1) = ξ + P2θ(ξ),
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uniquely exists by the Implicit Function Theorem if |x(t1)| is sufficiently small. Such
a t1 exists from x(t)→ 0 as t→∞.
To prove that p(t) satisfying (3.3) exists on [0,∞), we note that
D(p⊤g(x)g(x)⊤p)⊤ = 2
[
Dg1(x)
⊤p · · · Dgm(x)⊤p
]
g(x)⊤p
= −2 [Dg1(x)⊤p · · · Dgm(x)⊤p] u
= −2

 m∑
j=1
ujDgj(x)
⊤

 p
=: −2L(x, u)p,
where L(x, u) is linear in u. Therefore, the second equation in (3.3) is
p˙ = −[Df(x(t))⊤ + L(x(t), u(t))]p −Dh(x(t))⊤.
This is a linear equation for p and solution exists in the sense of Carathéodory for all
t ∈ [0,∞) for optimal u ∈ L2((0,∞);Rm).
Let pi : Rn × Rn → Rn be the canonical projection; pi(x, p) = x. Then, we have the
following result on the estimate on stable manifolds.
THEOREM 3.2. Suppose that h(x) is C2 andDh(0) = 0.
(i) Assume that hypotheses in Theorem 2.3 are satisfied. Then, for the Hamiltonian system
(3.1a)-(3.1b), the stable manifold ΛS exists around the origin satisfying pi(ΛS) = R
n.
(ii) If all the hypotheses in Theorem 2.6, Then, for the Hamiltonian system (3.1a)-(3.1b),
the stable manifold ΛS exists around the origin satisfying U ⊂ pi(ΛS).
4. Applications. This section first provides a tool to weaken the growth condi-
tions in Theorem 2.6. Let x = (x1, x2) with x1 ∈ Rn1 , x2 ∈ Rn2 , n1 + n2 = n. Rewrite
(2.1) as
d
dt
[
x1
x2
]
=
[
f1(x1, x2)
f2(x1, x2)
]
+
[
g1(x1, x2)
g2(x1, x2)
]
u,
where fj : Rn → Rnj , gj : Rn → Rnj×m, j = 1, 2. Let ϕR : Rn2 → R be a C∞ cutoff
function such that ϕR(x2) = 1 for |x2| < R and ϕR(x2) = 0 for |x2| > R + 1. Define
f˜R(x1, x2) := f(x1, ϕR(x2)x2) and g˜R(x1, x2) := g(x1, ϕR(x2)x2).
PROPOSITION 4.1. Assume that (2.1) is C1-exponentially stabilizable for U ⊂ Rn and
that h, which is C1, satisfies (2.11) for some positive constants p, ch, ρ and for |x| > ρ.
Suppose that (f, h) is zero-state detectable for an open set containing |x| 6 ρ. Assume
finally the following.
(i) For any R > 0, there exist positive constants cf = cf (R), cg = cg(R) and 0 6 θ < 1
which is independent ofR such that f˜R and g˜R satisfy (2.10a) and (2.10b), respectively,
for sufficiently large x ∈ Rn.
(ii) There exist constants cf2 > 0, cg2 > 0, 0 6 θ2 < 1 such that
|f2(x1, x2)| 6 cf2|x2|p+θ2(4.1a)
‖g2(x1, x2)‖ 6 cg2|x2|p/2+θ2(4.1b)
for all (x1, x2) ∈ Rn.
Then, an optimal control uR ∈ L2((0,∞);Rm) exists for an OCP x˙ = f˜R(x) + g˜R(x)u,
x(0) = x0 ∈ U and cost functional (2.2). Moreover, for sufficiently large R, it is an optimal
control for the original problem (2.1)-(2.2).
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Proof. Suppose that ue = k(x) is the exponentially stabilizing feedback for x0 ∈
U and let xe(t) be the corresponding solution. If R > maxt>0 |xe(t)|, the correspond-
ing solution is in the ball |x| < R and the solution satisfies |x2| < R for t > 0 and
therefore, ue exponentially stabilizes x˙ = f˜R(x)+ g˜R(x)u, x(0) = x0. Let Je(x0) be the
value of (2.2) for this control. Next, we show that (f˜R, h) is zero-state detectable for a
set containing |x| 6 ρ for sufficiently large R. To this end, we assume that a solution
xR(t) for x˙ = f˜R(x) satisfies h(xR(t)) = 0 for t > 0. Then, |xR(t)| 6 ρ from (2.11).
Therefore, for R > ρ, xR(t) is a solution to x˙ = f(x) since |x2R(t)| 6 ρ < R, where
we denote xR(t) = (x1R(t), x2R(t)), xjR(t) ∈ Rnj , j = 1, 2. From the detectability
assumption on (f, h), we have xR(t) → 0, t → ∞. Now, the existence of the optimal
control uR follows from Theorem 2.6.
We prove that there exists an R such that the corresponding optimal solution
x¯R(t) satisfies |x¯2R(t)| < R for all t > 0. If this is true, the cutoff function has no
effect on the OCP defined by f˜R, g˜R and (2.2) and therefore uR is an optimal con-
trol for the original problem (2.1)-(2.2). Since x¯2R(t) → 0, t → ∞ (by Lemma A.3,
Proposition 2.5), define
LR := max
t>0
|x¯2R(t)|,
IR := {t > 0 | |x¯2R(t)| > LR/2} .
We assume that LR →∞ asR→∞ and derive a contradiction. Wemay assume that
R 6 LR. Then, for sufficiently large R,
Je(x0) >
∫ ∞
0
h(x¯R(t)) dt
> ch
∫
IR
|x¯R(t)|p dt by (2.11)
> ch
∫
IR
|x¯2R(t)|p dt > ch|IR|
(
LR
2
)p
and thus we have
(4.2) |IR| 6 CLR−p 6 CR−p, C independent of R.
Next, we give an estimate on the length of x¯2R(t) in IR. To do this, we note from (4.1)
that f˜2R, g˜2R satisfy the estimates
|f˜2R(x1, x2)| 6 cf2|R+ a|p+θ2(4.3a)
‖g˜2R(x1, x2)| 6 cg2|R+ a|p/2+θ2(4.3b)
for (x1, x2) ∈ Rn, where a > 0 is a constant independent of R. Now we compute the
length
∫
IR
∣∣∣∣ ddt x¯2R(t)
∣∣∣∣ dt 6
∫
IR
|f˜2R(x¯R(t))|+ ‖g˜2R(x¯R)‖|uR(t)| dt
6 c2f |IR|(R+ a)p+θ2
+ c2g
√
|IR|‖uR‖L2((0,∞);Rm)(R + a)p/2+θ2 by (4.3)
6 C′(R + a)θ2 6 C′(LR + a)
θ2 by (4.2)
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where C′ is a positive constant independent of R since ‖uR‖2L2((0,∞);Rm) < 2Je(x0).
If LR → ∞ as R → ∞, the left-side of the above grows at least as O(LR), which is
a contradiction. If R > supR>0 LR, then |x¯2R(t)| < R for t > 0. This choice of R is
possible for every x0 ∈ U and the proposition has been proved.
4.1. Feedback linearizable systems. A control system (2.1) is said to be feedback
linearizable (see [28] page 293 or [27] for more detail) in a domain U ⊂ Rn containing
the origin if there exist a C1 diffeomorphism T : U → Rn such that T (0) = 0 and the
change of coordinates y = T (x) transforms (2.1) into
y˙ = Ay +Bβ(y)−1[u− α(y)]
with (A,B) controllable and α(y), β(y) are C1 with β(y) being a nonsingular matrix
for y ∈ T (U). If (2.1) is feedback linearizable in U , the input transformation u =
α(y) + β(y)v brings the system into y˙ = Ay + Bv. It is possible to prove that a
feedback linearizable system in U is exponentially stabilizable for U in the following
way. Take a matrix K ∈ Rm×n and an open set V ⊂ T (U) such that all the solutions
of y˙ = (A + BK)y starting from V at t = 0 stay in T (U) for t > 0 and converge to
y = 0 as t → ∞. Also, from the controllability of (A,B), for any y0 ∈ T (U), there
exists a piece-wise continuous control that brings y0 to a point in V within T (U) in
finite time. Hence, for any x0 ∈ U there is a control ue with which an exponential
estimate holds for the corresponding solution of (2.1).
Example 1 ([28] page 296). A mathematical model of a synchronous generator
connected to an infinite bus is
d
dt

x1x2
x3

 =

 x2−a[(1 + x3) sin(x1 + δ)− sin δ]− bx2
−cx3 + d[cos(x1 + δ)− cos δ]

+

00
1

 u
where a, b, c and δ are positive constants. It is feedback linearizable in U := {−δ <
x1 < pi − δ} ⊂ R3. This system satisfies the growth conditions (2.10a), (2.10b) for
p > 1, θ = 0 in R3. Therefore, for any h(x) satisfying h(0) = 0, Dh(0) = 0 and (2.11)
for some ch > 0 and ρ > 0, optimal control exists for initial values in U .
Example 2 (A 2-dimensional pendulum in [46, 25, 37]). A pendulum on a cart
problem is a popular test bed for nonlinear control theory and if the cart position is
neglected, we have a system of the form
x˙1 = x2
x˙2 =
sinx1 − x22 sinx1 cosx1
1 + sin2 x1
− cosx1
1 + sin2 x1
u
where x1 is the angle of the pendulum from vertical (up). For U := {|x1| < pi2 } ⊂ R2,
the system is feedback linearizable and growth conditions (2.10a), (2.10b) are sat-
isfied for p > 2, θ = 0 and thus, for a suitable h, optimal control exists in U .
In [25, 37], however, exponentially stabilizing feedback swing-up controls (namely
(x1(0), x2(0)) = (pi, 0)) are designed by computing a stable manifold of an associated
Hamiltonian system. Moreover, it has been reported that for h(x) = ε(|x1|2 + |x2|2)
with ε small, a number of feedback swing-up stabilization controls exist for a single
cost functional (2.2). Each control effectively uses reaction (or swing) of the pendu-
lum and the more swings are used during the control, the smaller the cost value gets.
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In [25], a detailed account of this phenomenon (namely, the existence of multiple so-
lutions to an HJE) is shown using 3D figures of the stable manifold. However, it has
not been confirmed whether or not an optimal control that minimizes the cost func-
tional exists. Now, using Theorem 2.6, we can answer this question by saying that as
long as ε > 0, there exists an optimal control that achieves the minimum value of the
cost. The question whether or not infinitely many swing-up controllers for the HJE
exist, when h = 0, is still open.
4.2. Systems with globally exponentially stable zero dynamics. It is known
(see, e.g., [13], [27]) that under suitable conditions such as relative degree condition,
system (2.1), when it is a single input system, can be transformed by a smooth coor-
dinate change and a smooth feedback transformation into
η˙ = q(η, ξ1)(4.4a)
ξ˙1 = ξ2, . . . , ξ˙r = v(4.4b)
where ξj(t) ∈ R1, j = 1, . . . , r, η(t) ∈ Rn−r and v ∈ R1 is a new input. This sys-
tem transformation is important to understand the system structure from an input-
output viewpoint and η˙ = q(0, η) is called zero dynamics describing the dynamics
on which the system output y = ξ1 is identically zero.
In this subsection, we are interestedmerely in an OCP for (4.4a)-(4.4b)with input
v and a cost functional. Suppose that zero dynamics η˙ = q(0, η) is globally exponen-
tially stable. Then, there exists a smooth feedback control that exponentially stabi-
lizes (4.4a)-(4.4b) for all initial conditions in Rn. Suppose, in addition, that for any
R > 0 there is a C = C(R) > 0 such that q(η, ϕR(ξ1)ξ1) satisfies a growth condition
|q(η, ϕR(ξ1)ξ1)| 6 C|η|p
for sufficiently large ξ1 and η, where ϕR is the cutoff function and p > 0 is a con-
stant independent of R. We consider an OPC (4.4a)-(4.4b) and J =
∫∞
0
|v|2/2 +
h(ξ1, . . . , ξr, η) dt, where h > 0 is C1 with h(0) = 0, Dh(0) = 0 and satisfies (2.11)
for p > 0 above and some constants ch > 0, ρ > 0. Assume, in addition, that h is
zero-state detectable with (4.4a)-(4.4b) in Rn. Then, from Proposition 4.1, a solution
exists for the OCP for any initial conditions.
Example 3. Consider a 3-dimensional system
x˙1 = −x1 + x21x2
x˙2 = x3
x˙3 = u.
This system is in the form (4.4a)-(4.4b) with globally exponentially stable zero dy-
namics x˙1 = −x1 and is globally exponentially stabilizable. Consider also an OCP
for this system with a quadratic cost functional J = 12
∫∞
0 u
2 + x21 + x
2
2 + x
2
3 dt. This
problem does not satisfy the growth condition in Theorem 2.6, but, with a cutoff
function on x2, the right-side of the first equation −x1 + ϕR(x2)x21x2 satisfies the
hypotheses in Proposition 4.1. Therefore, the solution for this OCP exists globally.
4.3. Turnpike analysis. Let us consider a finite horizon OCP for (2.1) with
(4.5) JT =
∫ T
0
|u(t)|2/2 + h(x(t)) dt,
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where h(x) = x⊤C⊤Cx, C ∈ Rr×n, and x(T ) = xf is specified.
Suppose that uT is an optimal control and xT is the optimal trajectory. The op-
timal control uT is said to enjoy the turnpike property if for any ε > 0, there exists an
ηε > 0 such that
|{t > 0 | |uT (t)|+ |xT (t, x0)| > ε}| < ηε
for all T > 0, where ηε depends only on ε, f , g, h, and x0 and | · | denotes length
(Lebesgue measure) of interval. A necessary condition for optimality is the existence
of (x(t), p(t)), 0 6 t 6 T for the Hamiltonian system (3.1a)-(3.1b) with x(0) = x0,
x(T ) = xf .
In [48], it is shown that one of the sufficient conditions for the OCP to have a
solution with turnpike property is that at an equilibrium of the Hamiltonian system,
a stable manifold ΛS exists and satisfies x0 ∈ Int(pi(ΛS)) and an unstable manifold
ΛU exists and satisfies xf ∈ Int(pi(ΛU )), where Int represents the interior of a set in
R
n. We show, in the following example, that those conditions can be examined using
the results of the present paper.
Example 4. Backstepping design is one of popular and powerful feedback design
methods which is applied widely in practice (see, e.g., [12, 30, 49]). In this section,
we show a class of nonlinear control systems for which turnpike occurs for all initial
and terminal conditions using backstepping stabilization.
Let us consider nonlinear control systems of the form
x˙1 = f1(x1) + g1(x1)x2(4.6a)
x˙2 = f2(x1, x2) + g2(x1, x2)u,(4.6b)
where x1, x2 ∈ Rn are the sates and u ∈ Rn is the control. We assume that (0, 0) is an
equilibrium of (4.6a)-(4.6b), that fj , gj , j = 1, 2 are smooth and that g1(x1), g2(x1, x2)
are invertible for all x1, x2.
The backstepping technique is a cascade design, in which (4.6a) is stabilized
with a virtual stabilizing input x2 = α(x1) and then obtain a feedback control that
stabilizes the error system for z := x2 − α(x1). A typical feedback stabilization
using backstepping under the above conditions is, first, obtain α(x1) that globally
exponentially stabilizes (4.6a) with a Lyapunov function V1(x1), such as α(x1) =
g1(x1)
−1[−f1(x1) − x1]. Next, with a new coordinates (x1, z) where z = x2 − α(x1),
the overall exponentially stabilizing feedback is given as
u = g2(x1, z + α(x1))
−1
[−f2(x1, z + α(x1)) + α˙(x1)− g1(x1)⊤DV1(x1)⊤ − z] .
For above α(x1), one takes V1(x1) = |x1|2/2 and the global exponential stability
of the closed loop system is guaranteed with V (x1, z) = V1(x1) + |z|2/2 and V˙ =
−|x1|2 − |z|2. The time-reversed system of (4.6a)-(4.6b) is
x′1 = −f1(x1)− g1(x1)x2(4.7a)
x′2 = −f2(x1, x2)− g2(x1, x2)u,(4.7b)
where (·)′ = ddτ , τ = −t. This system can also be globally exponentially stabilized
via backstepping method. Thus for OCPs with cost functionals satisfying growth
conditions in Theorem 2.6 or Proposition 4.1, one can give estimates on the existence
regions of stable and unstable manifolds in associated Hamiltonian systems via The-
orem 3.2. The result in [48] then applies to predict the occurrence of turnpike.
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For example, a nonlinear system
x˙1 = x
2
1 + (1 + x
2
1)x2
x˙2 = x
2
2 + u
satisfies the conditions above and is globally exponentially stabilizable at the origin
via a smooth backstepping feedback. For a cost functional
J =
1
2
∫ ∞
0
u2 + x21 + x
2
2 dt,
one readily sees that Proposition 4.1 can be applied. Then, using Theorem 3.2 for
this OCP, the stable manifold S of the associated Hamiltonian system at the origin
exists with pi(S) = R2 and applying the same argument for the time-reversed OCP
replacing t by τ , the unstable manifold U of the Hamiltonian system at the origin
exists with pi(U) = R2. Therefore, we conclude that for all initial and terminal states
the finite horizon OCP
J =
1
2
∫ T
0
u2 + x21 + x
2
2 dt,
with sufficiently large T has the optimal control that enjoys the turnpike property.
Remark 4.2. In [48], a numerical example is worked out in detail in which turn-
pike occurs for all x0 and for sufficiently small xf using the global exponential stabi-
lizability. The example also exhibits the peaking phenomenon [50] during the turn-
pike.
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Appendix A. Useful results. This Appendix includes several preliminary
propositions and lemmas for the proofs of the main results.
PROPOSITION A.1. Let D ⊂ Rn+1 be an open set and let F : D → Rn, (t, x) ∈ D 7→
F (t, x), be a map which is measurable in t and continuous in x. For positive α, β, let us
introduce notations Iα(t0), Bβ(x0) representing the sets
Iα(t0) = {t > 0 | |t− t0| 6 α}, Bβ(x0) = {x ∈ Rn | |x− x0| 6 β}.
Let U ⊂ Rn be a compact set and assume that one can take β¯ > 0 such that
V := [0,∞)×
⋃
x0∈U
Bβ¯(x0) ⊂ D.
Assume also that there exist 0 < α, 0 < β 6 β¯ and functions m(t), k(t) such that the
following are satisfied,
|F (t, x)| 6 m(t) on V, and
∫
Iα(t0)
m(t) dt 6 β for all t0 > 0,(A.1a)
|F (t, x)− F (t, y)| 6 k(t)|x− y| on V, and
∫
Iα(t0)
k(t) dt 6
1
2
for all t0 > 0.
(A.1b)
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Then, for any t0 > 0, x0 ∈ U , there exists a unique solution x(t, t0, x0) to x˙ = F (t, x)
passing through (t0, x0) defined on Iα(t0) satisfying |x(t, t0, x0) − x0| 6 β for t ∈ Iα(t0),
where α, β are independent of t0. This x is a continuous map defined on
⋃
t0>0
(Iα(t0) ×
{t0})× U .
Proof. Define a closed setA inC0(Iα(0);Rn) and an operator T : A → C0(Iα(0);Rn)
by
A = {ϕ ∈ C0(Iα(0);Rn) |ϕ(0) = 0, |ϕ(t)| 6 β for t ∈ Iα(0)}
(Tϕ)(t) =
∫ t0+t
t0
F (s, ϕ(s− t0) + x0) ds.
Then for t ∈ Iα(0), we have
|(Tϕ)(t)| 6
∫ t0+t
t0
|F (s, ϕ(s− t0) + x0) ds
6
∫ t0+t
t0
m(s) ds
6
∫
Iα(t0)
m(s) ds 6 β,
where we have used (s, ϕ(s − t0) + x0) ∈ V for s ∈ [t0, t0 + t] and (A.1a), implying
that Tϕ ∈ A . Since (Tϕ)(0) = 0, we confirm that T : A → A .
Next, take ϕ, ϕ¯ ∈ A and t ∈ Iα(0). Then,
|(Tϕ)(t)− (T ϕ¯)(t)| 6
∫ t0+t
t0
|F (s, ϕ(s− t0) + x0)− F (s, ϕ¯(s− t0) + x0)| ds
6
∫ t0+t
t0
k(s)|ϕ(s− t0)− ϕ¯(s− t0)| ds
6 ‖ϕ− ϕ¯‖C0(Iα(0);Rn)
∫
Iα(t0)
k(s) ds
6
1
2
‖ϕ− ϕ¯‖C0(Iα(0);Rn),
where we have used (s, ϕ(s− t0) + x0), (s, ϕ¯(s− t0) + x0) ∈ V for s ∈ [t0, t0 + t] and
(A.1b). Therefore, by Contraction Mapping Theorem, there exists a unique ϕ ∈ A
such that
ϕ(t) =
∫ t0+t
t0
F (s, ϕ(s− t0) + x0) ds.
Defining x(t) = ϕ(t − t0) + x0, x(t) is the unique solution of x˙ = F (t, x) passing
through (t0, x0) defined on Iα(t0), where α is independent of t0.
If we regard T = T(t0,x0), we have proved that T(t0,x0) is a uniform contraction
with respect to (t0, x0) in [0,∞)×U . Therefore, from Uniform Contraction Mapping
Theorem, the fixed point ϕ is continuous function of (t0, x0) and therefore, x(t, t0, x0)
is a continuous function in t ∈ Iα(t0) and (t0, x0) ∈ [0,∞)× U , where α is indepen-
dent of t0.
LEMMA A.2. suppose that f : Rn → Rn is C1 and that g : Rn×m is Lipschitz contin-
uous. Let U ⊂ Rn be a compact set and let
V := [0,∞)×
⋃
x0∈U
Bβ(x0).
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Then, for u ∈ L2((0,∞);Rm), there exist α, β > 0 and m(t), k(t) such that (A.1a)-(A.1b)
in Proposition A.1 are satisfied. Moreover, there exists anM > 0 which is independent of t0
such that
|x(t, t0, x0)| 6M for t ∈ Iα(t0), t0 > 0.
Proof. Let Bβ,U :=
⋃
x0∈U
Bβ(x0). We show that the conditions in Proposi-
tion A.1 are satisfied. First,
|f(x) + g(x)u(t)| 6 |f(x)|+ ‖g(x)‖ |u(t)|
6 sup
x∈Bβ,U
|f(x)|+ sup
x∈Bβ,U
‖g(x)‖ |u(t)| := m(t).
Then, for t0 > 0,∫
Iα(t0)
m(t) dt 6 2α sup
x∈Bβ,U
|f(x)|+ sup
x∈Bβ,U
‖g(x)‖
∫
Iα(t0)
|u(t)| dt
6 2α sup
x∈Bβ,U
|f(x)|+√α sup
x∈Bβ,U
‖g(x)‖‖u‖L2((0,∞);Rm).
Also, we have
|f(x) + g(x)u(t)− f(y)− g(y)u(t)| 6 |f(x)− f(y)|+ ‖g(x)− g(y)‖ |u(t)|
6 sup
x∈Bβ,U
‖Df(x)‖ |x− y|+ Lg|x− y| |u(t)| := k(t),
where Lg is a Lipschitz constant for g in Bβ,U . Then, for Iα(t0), t0 > 0,∫
Iα(t0)
k(t) dt 6 2α sup
x∈Bβ,U
‖Df(x)‖+√αLg‖u‖L2((0,∞);Rm).
We can find α, β > 0 independently of t0 satisfying
2α sup
x∈Bβ,U
|f(x)|+√α sup
x∈Bβ,U
‖g(x)‖‖u‖L2((0,∞);Rm) < β,
2α sup
x∈Bβ,U
‖Df(x)‖+√αLg‖u‖L2((0,∞);Rm) <
1
2
,
showing that all the conditions in Proposition A.1 are satisfied. Since |x(t, t0, x0) −
x0| < β for t ∈ Iα(t0) and we can take an r > 0 such that if x0 ∈ U then |x0| < r,
|x(t, t0, x0)| 6 |x0|+ β < r + β,
right side of which is independent of t0.
LEMMA A.3. LetH : Rn → R be a nonnegative locally Lipschitz function, which is co-
ercive. Let x(t) be a solution to (2.1) such that
∫∞
0
H(x(t)) dt <∞ for a u ∈ L2((0,∞);Rm).
Then, x(t) is bounded for t > 0 andH(x(t))→ 0 as t→∞.
Proof. From the assumptions on H , there exist constants R > 0, µ > 0 such that
|x| > R ⇒ µ < H(x).(A.2)
Take the compact set U in Lemma A.2 as U = BR(0). Take also α andM in the same
proposition. We note that if x(t¯) ∈ U for some t¯ > 0, then,
(A.3) |x(t)| < M for t ∈ Iα(t¯),
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whereM and α are independent of t¯. We next prove the following claim. If a nonneg-
ative integrable function ψ(t) satisfies
∫∞
0 ψ(t) dt <∞, then, for any l > 0 and ε > 0,
there exists a Tl,ε > 0 such that for any τ > Tl,ε, there exists a t¯ ∈ [τ − ε, τ + ε] such
that ψ(t¯) < l. Suppose that the claim is not true. Then, there exist l > 0 and ε > 0
such that for any T > 0, there exists a t > T such that ψ(t) > l for all t ∈ [t− ε, t+ ε].
From this, we take a sequence {tn}, tn > 0, tn + 2ε < tn+1, tn → ∞ (n → ∞) such
that ψ(t) > l for all t ∈ [tn − ε, tn + ε]. Then we have
∫ ∞
0
ψ(t) dt >
∞∑
n=1
∫ tn+ε
tn−ε
ψ(t) dt >
∞∑
n=1
2lε =∞,
which is a contradiction. Now we apply this claim with l = µ and ε = α. Then, there
exists a Tµ,α > 0 such that for any τ > Tµ,α, there exists a t¯ ∈ [τ − α, τ + α] such that
H(x(t¯)) 6 µ. Then, from (A.2), we have |x(t¯)| 6 R, equivalently, x(t¯) ∈ U . Then,
from (A.3),
(A.4) |x(t)| < M for t ∈ Iα(t¯).
But, t¯ ∈ [τ − α, τ + α] implies that τ ∈ Iα(t¯). Then, from (A.4), |x(τ)| < M . We
emphasize that M and α are independent of t¯ and τ is any sufficiently large time
(larger than Tµ,α). Therefore, on [Tµ,α,∞), x(t) is bounded. Since x(t) is continuous,
it is bounded for [0,∞) and thus H(x(t)) is uniformly continuous on [0,∞) since H
is locally Lipschitz. From Barbalat’s Lemma (see, e.g., [40]), we have H(x(t)) → 0 as
t→∞.
Remark A.4. Lemma A.3 can be seen as a nonlinear finite-dimensional modifica-
tion of Datko-Pazy Theorem (see [38], Page 116, Theorem 4.1). Namely, in addition
to the hypothes in Lemma A.3, assume that for any ε > 0, there exists a δε > 0 such
that H(x) < δε if |x| < ε. Then, x(t)→ 0 as t→∞.
The following Proposition is a generalization of Lemma 3.1 on Page 24 in [23] for
Carathéodory solution.
PROPOSITION A.5. LetD ⊂ Rn+1 be an open set. Form = 0, 1, . . . , let fm : D → Rn
be maps such that fm(t, x) are measurable in t for each x and continuous in x for each t. For
fm(t, x), m = 0, 1, 2, . . . , assume the following hypotheses. For any compact D¯ ⊂ D, there
exist integrable k0(t), km(t), k¯m(t),m = 1, 2, . . ., such that
|f0(t, x)| 6 k0(t) for (t, x) ∈ D¯,
|fm(t, x)− f0(t,m)| 6 km(t) for (t, x) ∈ D¯,∫
I
km(t) dt→ 0 (m→∞) for any interval I ⊂ D¯,∫
I
km(t) dt 6 C|I| for any interval I ⊂ D¯,
where C > 0 is a constant independent ofm,
|fm(t, x)− fm(t, y)| 6 k¯m(t)|x − y| for (t, x), (t, y) ∈ D¯,∫
I
k¯m(t) dt is bounded form ∈ N, I ⊂ D¯.
Let xm ∈ Rn, m = 0, 1, 2, . . ., be points such that xm → x0 whenm →∞. Let finally ϕm
be a solution for
x˙ = fm(t, x)
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passing through (t0, xm), m = 0, 1, 2, . . .. If ϕ0(t) is a unique solution defined on a finite
interval [a, b], then, for sufficiently largem, ϕm is defined on [a, b] and uniformly converges
to ϕ0 on [a, b] asm→∞.
Proof. Let S := {(t, ϕ0(t)) | t ∈ [a, b]} and U be a compact set inD which contains
S in its interior; S ⊂ U ⊂ D. By the hypotheses, there exist integrable km(t) in U ,
m = 0, 1, 2, . . ., such that
|f0(t,m)| 6 k0(t) for (t, x) ∈ U,(A.5)
|fm(t, x)− f0(t, x)| 6 km(t) for (t, x) ∈ U, m = 1, 2, . . . ,(A.6) ∫
I
km(t) dt→ 0 asm→∞ for I ⊂ U,(A.7) ∫
I
km(t) dt 6 C|I| for I ⊂ U,(A.8)
where C > 0 is a constant independent ofm. Take α > 0, β > 0 such that
Iα(t¯)×Bβ(x¯) ⊂ U for (t¯, x¯) ∈ S,∫
I
k0(s) + km(s) ds 6 β for I ⊂ Iα(t0), m ∈ N.(A.9)
For sufficiently large m, Iα(t0) × Bβ(xm) ⊂ U holds and ϕm(t) is defined on Iα(t0)
satisfying |ϕm(t)− xm| 6 β for t ∈ Iα(t0), which is from
|fm(t, x)| 6 |f0(t, x)|+ km(t)
6 k0(t) + km(t) by (A.5)
and (A.9). This shows (t, ϕm(t)) ∈ Iα(t0) × Bβ(xm) ⊂ U and ϕm(t) is uniformly
bounded. Moreover, for t1 < t2 in Iα(t0),
|ϕm(t2)− ϕm(t1)| 6
∫ t2
t1
|fm(s, ϕm(s))| ds
6
∫ t2
t1
k0(s) + km(s) ds 6
∫ t2
t1
k0(s) ds+ C(t2 − t1)
by (A.8) and therefore ϕm is equicontinuous. By using Ascoli-Arzelá Theorem, up to
subsequence, we have
ϕm → ϕ¯ uniformly on Iα(t0)
for some ϕ¯ ∈ C(Iα(t0);Rn). We will show ϕ¯ = ϕ0 by using the integral equation for
ϕm;
(A.10) ϕm(t) = xm +
∫ t
t0
fm(s, ϕm(s)) ds.
Using the hyphotheses, let k¯m(t) be integrable functions on Iα(t0),m = 1, 2, . . ., such
that
|fm(t, x)− fm(t, y)| 6 k¯m(t)|x − y| for (t, x), (t, y) ∈ U(A.11) ∫ t
t0
k¯m(s) ds is bounded form and t ∈ Iα(t0).(A.12)
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Then, it follows that, for t0 6 t 6 t0 + α,∣∣∣∣
∫ t
t0
fm(s, ϕm(s)) ds−
∫ t
t0
f0(s, ϕ¯(s)) ds
∣∣∣∣
6
∫ t
t0
|fm(s, ϕm(s))− f0(s, ϕ¯(s))| ds
6
∫ t
t0
|fm(s, ϕm(s))− fm(s, ϕ¯(s))| ds +
∫ t
t0
|fm(s, ϕ¯(s))− f0(s, ϕ¯(s))| ds
6
∫ t
t0
k¯m(s)|ϕm(s)− ϕ¯(s)| ds+
∫ t
t0
km(s) ds by (A.6), (A.11)
6 ‖ϕm − ϕ¯‖C(Iα(t0);Rn)
∫ t
t0
k¯m(s) ds+
∫ t
t0
km(s) ds
→ 0 (m→∞),
where we have used the uniform convergence of ϕm to ϕ¯, (A.7) and (A.12). Now,
taking the limit m → ∞ in (A.10) shows that ϕ¯ is a solution for x˙ = f0(t, x) passing
through (t0, x0). Thus, the uniqueness of initial value problem implies that ϕ¯ = ϕ0.
This means that for every convergent subsequence of {ϕm} on Iα(t0) converges to
ϕ0 and therefore, ϕm uniformly converges to ϕ0 on Iα(t0).
Replacing xm with ϕm(t0+α), x0 with ϕ0(t0+α) and t0 with t0+α and applying
the above procedure, one obtains ϕm(t) defined on [t0−2α, t0+2α] that is uniformly
convergent to ϕ0. Repeating this, the uniform convergence of ϕm(t) to ϕ0(t) on [a, b]
is proved.
REFERENCES
[1] C. O. AGUILAR AND A. J. KRENER, Numerical solutions to the Bellman equation of optimal control,
Journal of Optimization Theory and Applications, 160 (2014), pp. 527–552, https://doi.org/10.
1007/s10957-013-0403-8.
[2] E. G. AL’BREKHT, On the optimal stabilization of nonlinear systems, Journal of Applied Mathematics
and Mechanics, 25 (1961), pp. 1254–1266.
[3] B. D. O. ANDERSON AND P. V. KOKOTOVIC,Optimal control problems over large time intervals, Auto-
matica, 23 (1987), pp. 355–363.
[4] M. ATHANS AND P. L. FALB, Optimal Control: An Introduction to the Theory and Its Applications,
McGrow-Hill, New York, 1966.
[5] R. W. BEARD AND T. W. MCLAIN, Successive Galerkin approximation algorithms for nonlinear optimal
and robust control, Int. J. Control, 71 (1998), pp. 717–743.
[6] R. W. BEARD, G. N. SARDIS, AND J. T. WEN, Galerkin approximations of the generalized Hamilton-
Jacobi-Bellman equation, Automatica, 33 (1997), pp. 2195–2177.
[7] S. C. BEELER, H. T. TRAN, AND H. T. BANKS, Feedback control methodologies for nonlinear systems,
Journal of Optimization Theory and Applications, 107 (2000), pp. 1–33.
[8] R. BELLMAN,Dynamic Programming, Princeton University Press, Princeton, New Jersey, 1957.
[9] J. BERBERICH, J. KÖHLER, F. ALLGÖWER, AND M. A. MÜLLER, Indefinite linear quadratic optimal
control: Strict dissipativity and turnpike properties, IEEE Control Systems Letters, 2 (2018), pp. 399–
404.
[10] A. E. BRYSON,Optimal control-1950 to 1985, IEEE Control Systems Magazine, 16 (1996), pp. 26–33.
[11] A. E. BRYSON, JR. AND Y.-C. HO, Applied Optimal Control, Hemisphere Publishing, Washington,
D.C., 1975. Revised printing.
[12] C. I. BYRNES ANDA. ISIDORI,New results and examples in nonlinear feedback stabilization, Syst. Control
Lett., 12 (1989), pp. 437–442.
[13] C. I. BYRNES ANDA. ISIDORI,Asymptotic stabilization of minimum phase nonlinear systems, IEEETrans.
Automat. Control, 36 (1991), pp. 1122–1137.
[14] D. A. CARLSON, A. HAURIE, AND A. LEIZAROWITZ, Infinite Horizon Optimal Control, Springer-
Verlag, Berlin Heidelberg, 2nd ed., 1991.
WHEN DOES STABILIZABILITY IMPLY THE EXISTENCE OF OPTIMAL CONTROL? 23
[15] L. CESARI,Optimization – Theory and Applications, Springer-Verlag, New York, 1983.
[16] S.-N. CHOW AND J. K. HALE,Methods of Bifurcation Theory, Springer-Verlag, 1982.
[17] T. DAMM, L. GRÜNE, M. STIELER, AND K. WORTHMANN,An exponential turnpike theorem for dissi-
pative discrete time optimal control problems, SIAM J. Control Optim., 52 (2014), pp. 1935–1957.
[18] R. DORFMAN, P. A. SAMUELSON, AND R. M. SOLOW, Linear Programming and Economic Analysis,
McGraw-Hill, New York, 1958.
[19] T. FAULWASSER, M. KORDA, C. N. JONES, AND D. BONVIN,On turnpike and dissipativity properties
of continuous-time optimal control problems, Automatica, 81 (2017), pp. 297–304.
[20] L. GRÜNE AND R. GUGLIELMI, Turnpike properties and strict dissipativity for discrete time linear qua-
dratic optimal control problems, SIAM J. Control Optim., 56 (2018), pp. 1282–1302.
[21] L. GRÜNE AND M. A. MÜLLER,On the relation between strict dissipativity and turnpike properties, Syst.
Control Lett., 90 (2016), pp. 45–53.
[22] M. GUGAT, E. TRÉLAT, AND E. ZUAZUA, Optimal Neumann control for the 1d wave equation: Finite
horizon, infinite horizon, boundary tracking terms and the turnpike property, Systems and Control
Letters, 90 (2016), pp. 61–70.
[23] J. K. HALE,Ordinary Differential Equations, Krieger Publishing Company, Florida, 2nd ed., 1980.
[24] H. HALKIN, Necessary conditions for optimal control problems with infinite horizons, Econometrica, 42
(1974), pp. 267–272.
[25] T. HORIBE AND N. SAKAMOTO, Optimal swing up and stabilization control for inverted pendulum via
stable manifold method, IEEE Trans. on Control System Technology, 26 (2017), pp. 708–715.
[26] T. HORIBE AND N. SAKAMOTO,Nonlinear optimal control for swing up and stabilization of the Acrobot
via stable manifold approach: Theory and experiment, IEEE Trans. on Control System Technology,
27 (2019), pp. 2374–2387.
[27] A. ISIDORI,Nonlinear Control Systems, Springer Verlag, London, 3rd ed., 1995.
[28] H. K. KHALIL,Nonlinear Systems, Macmillan Pub. Co., New York, 1st ed., 1992.
[29] G. KREISSELMEIER AND T. BIRKHÖLZER,Numerical nonlinear regulator design, IEEE Trans. Automat.
Control, 39 (1994), pp. 33–46.
[30] M. KRSTIC´, I. KANELLAKOPOULUS, AND P. KOKOTOVIC´, Nonlinear and Adaptive Control Design,
John Wiley & Sons, Inc., New York, 1995.
[31] D. LIBERZON, Calculus of Variations and Optimal Control Theory, Princeton University Press, New
Jersey, 2012.
[32] D. L. LUKES, Optimal regulation of nonlinear dynamical systems, SIAM J. Control Optim., 7 (1969),
pp. 75–100.
[33] L. MCKENZIE,Turnpike theorems for a generalized Leontief model, Econometrica, 31 (1963), pp. 165–180.
[34] C. NAVASCA AND A. J. KRENER, Patchy solutions of Hamilton-Jacobi-Bellman partial differential equa-
tions, Lecture Notes in Control and Information Sciences, 364 (2007), pp. 251–270, https://doi.
org/10.1007/978-3-540-73570-0_20.
[35] H. NIJMEIJERAND A. VAN DER SCHAFT,Nonlinear Dynamical Control Systems, Springer-Verlag, New
York, 1990.
[36] T. OHTSUKA, Solutions to the Hamilton-Jacobi equation with algebraic gradients, IEEE Trans. Automat.
Control, 56 (2011), pp. 1874–1885.
[37] Y. OISHI AND N. SAKAMOTO,Numerical computational improvement of the stable-manifold method for
nonlinear optimal control, IFAC-PapersOnLine, 50 (2017), pp. 5103–5108, https://doi.org/10.
1016/j.ifacol.2017.08.777. In Proc. 20th IFACWorld Congress.
[38] A. PAZY, Semigroups of linear operator and applications to partial differential equations, Springer-Verlag,
New York, 1983.
[39] L. S. PONTRYAGIN, V. G. BOLTYANSKII, R. V. GAMKRELIDZE, AND E. F. MISHCHENKO,The Math-
ematical Theory of Optimal Processes, John Wiley & Sons, Inc., New York, London, 1962.
[40] V. M. POPOV,Hyperstability of Control Systems, Springer-Verlag, New York, 1973.
[41] A. PORRETTA AND E. ZUAZUA, Long time versus steady state optimal control, SIAM J. Control Optim.,
51 (2013).
[42] A. PORRETTA AND E. ZUAZUA, Remarks on long time versus steady state optimal control, Springer
INdAM Series, 15 (2016), pp. 67–89.
[43] A. RAPAPORT AND P. CARTIGNY, Turnpike theorems by a value function approach, ESAIM: Control,
Optimisation and Calculus of Variations, 10 (2004), pp. 123–141.
[44] R. T. ROCKAFELLAR, Saddle points of Hamiltonian systems in convex problems of Lagrange, Journal of
Optimization Theory and Applications, 12 (1973), pp. 367–390.
[45] N. SAKAMOTO,Analysis of the Hamilton-Jacobi equation in nonlinear control theory by symplectic geome-
try, SIAM J. Control Optim., 40 (2002), pp. 1924–1937.
[46] N. SAKAMOTO,Case studies on the application of the stable manifold approach for nonlinear optimal control
design, Automatica, 49 (2013), pp. 568–576.
[47] N. SAKAMOTO AND A. J. VAN DER SCHAFT,Analytical approximation methods for the stabilizing solu-
24 NOBORU SAKAMOTO
tion of the Hamilton-Jacobi equation, IEEE Trans. Automat. Control, 53 (2008), pp. 2335–2350.
[48] N. SAKAMOTO AND E. ZUAZUA, The turnpike property in nonlinear optimal control — A geometric
approach. in preparation (An extended version of the paper presented at CDC 2019), 2020.
[49] R. SEPULCHRE, M. JANKOVIC´, AND P. V. KOKOTOVIC´, Constructive Nonlinear Control, Springer-
Verlag London, London, 1997.
[50] H. J. SUSSMANN AND P. V. KOKOTOVIC,The peaking phenomenon and the global stabilization of nonlin-
ear systems, IEEE Trans. Automat. Control, 36 (1991), pp. 424– 440.
[51] E. TRÉLAT, C. ZHANG, AND E. ZUAZUA, Steady-state and periodic exponential turnpike property for
optimal control problems in Hilbert spaces, SIAM J. Control Optim., 56 (2018), pp. 1222–1252.
[52] E. TRÉLAT AND E. ZUAZUA, The turnpike property in finite-dimensional nonlinear optimal control, Jour-
nal of Differential Equations, 258 (2015), pp. 81–114.
[53] A. J. VAN DER SCHAFT,L2-Gain and Passivity Techniques in Nonlinear Control, Springer International
Publishing, 3rd ed., 2017.
[54] R. R. WILDE AND P. V. KOKOTOVIC, A dichotomy in linear control theory, IEEE Trans. Automat.
Control, 17 (1972), pp. 382–383.
[55] A. J. ZASLAVSKI,Turnpike properties in the calculus of variations and optimal control, Springer, 2006.
[56] E. ZUAZUA, Large time control and turnpike properties for wave equations, Annual Reviews in Control,
44 (2017), pp. 199–210.
