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Methods for computing the solution of partial differential equation typically require
three key ingredients, namely: (1) how to represent the simulation domain, (2) how
to represent the approximate solution and (3) how to enforce the governing equation.
For example, the Finite Element Method requires a mesh to satisfy conditions (1)
and (2). Doing so, however, places strict requirements on the mesh that are difficult
to meet in applications.
This thesis mainly concentrates on utilizing the Generalized Moving Least Squares
approximation in order to fulfill requirement (2) of the three key ingredients. Thereby,
we reduce the requirements on the mesh to represent the unknown functions. Gen-
eralized Moving Least Squares builds a polynomial approximation for a function by
minimizing the squared residual errors at specific locations throughout the domains.
vi
In the first part, we will fulfill condition (1) by a point-cloud (particle) representation
of the simulation domain and condition (3) with a finite-difference-like collocation
scheme on the strong form of the Partial Differential Equations at the particle loca-
tions. We apply this scheme to solve steady-state Stokes flow. Our results indicate
that the error for both velocity and pressure field exhibits a high-order convergence
rate. Additionally, the performance benchmarks suggest that our parallel implemen-
tation of the method is scalable for larger systems, and thus has potential to be
executed on sizeable supercomputing clusters.
In the second part, we will borrow the framework from the Finite Element Method
and satisfy condition (1) with a mesh. The resulting method has compactly supported
discontinuous shape functions which are generated from generalized moving least
squares. These discontinuous polynomials are then applied within a Discontinuous
Galerkin variational formulation with interior penalty to accomplish condition (3).
Since the basic functions are separated from the shape of the underlying elements,
the dependence on the mesh quality is, therefore, removed. We derive a priori error
bounds of this formulation, specifically for solving Poisson’s boundary value problem
and the linear elasticity problem. The numerical result demonstrates the expected
convergence behavior even on poor-quality meshes. Moreover, we have found that
this scheme is able to maintain much higher stability, when compared against the
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Physical systems are often well modeled by the solution of partial differential equa-
tions (PDE). Accordingly, a lot of effort has been dedicated towards solving the
boundary value problems of PDE. Methods for the computational solution of PDE
typically require three key ingredients, namely:
1. how to represent the problem domain,
2. how to represent the approximate solution, and
3. how to enforce the governing equations.
Take the well-established finite element method (FEM) as an example. There the
domain is discretized into elements, typically triangles and quadrilaterals (for two
dimensional problems) or tetrahedra and hexagons (for three dimensional problems).
The connectivity of these elements creates a mesh. In the limits that the size of the
elements get smaller, the triangulated mesh will converge towards the exact simulation
domain.
FEM was first introduced in structural mechanics more than half a century ago
[20]. The shape functions are formulated based on the discrete elements’ shapes,
and are related to work in the mathematics community more than a century ago
[14]. The solution is then approximated by these shape functions over each element.
Particularly, the unknowns in a FEM problem are the nodal values, and the solution
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within each element can be computed from the known nodal values.
In FEM, governing equations are enforced weakly through a variational formula-
tion. Roughly speaking, the governing PDE is first multiplied by a weight function
(also referred to as test function) and the integral over the whole domain is collected
into a bi-linear form. The highest order derivative of said bi-linear form can be re-
duced through integration by parts, thus allowing the shape functions to have a lower
order of regularity. After that, all the integrals inside the bi-linear form are evaluated
over each element (either exactly or numerically through Gauss’ quadrature) with the
help of these shape functions. This gives us a system of equation, from which we can
compute the unknown nodal values with appropriate choices of pre-conditioners and
solvers.
Despite having gained a lot of success, in both scientific research and engineering
application, there are certain drawbacks that render mesh-based methods not suit-
able for all problems. As discussed in the previous paragraph, a mesh is crucial in the
entire simulation pipeline, and thus it is necessary to acquire one of “good quality”.
A poor-quality mesh can cause one, if not all, the requirements to break down. For
instance, in FEM, generating the shape functions requires the Jacobian of transform-
ing the reference elements to the global ones being used in the simulation. If the
Jacobian turns out to be zero, negative or singular due to the elements being too
strongly warped from the parent domain, the entire simulation will break down. This
is commonly seen in time-evolution elasticity problems involving large deformation,
where the mesh distorts after each load increment and can produce entanglements.
Other well-recognized methods such as finite volume methods [29] also require meshes
to supply the required ingredients listed above. This shows how important meshes are
in these approaches, and researchers typically refer to them as mesh-based methods.
There has been significant effort to resolve the issues with meshes. One can start
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with generating adequate meshes at the beginning, preferably through autonomous
computer code. However, the process still requires intensive human labor to generate
desirable meshes, as studies have shown that this task can require up to 75% of the
total time-to-solution in a simulation workflow [8], Figure 1·1. Another approach
would be to remap or ‘fix’ the meshes once entanglements or distortions appear. Yet,
[31] reports that the currently available approaches for this remedy remain unreliable
and inefficient, especially for three-dimensional problems.
Fig. 1·1 Study on time spent in different tasks among a simulation pipeline
[8].
Figure 1·2 also illustrates one example of the consequences of performing sim-
ulation with sub-par meshes. A body with fixed displacement at the bottom was
experiencing a uniform traction at the top, and the resulting displacement field was
computed with FEM on four meshes with different qualities. Comparing to the solu-
tion on a ‘decent’ mesh (left), the displacement at the corner can be swayed from the
expected value by up to 30% on meshes with inadequate triangulation (second left
and right). This illustrates the importance of using a mesh with appropriate quality,
in order to guarantee a successful outcome for the computer model. The dependence
on the quality of a mesh propagates through the entire foundation of FEM, as sev-
eral key properties, such as inverse inequalities, condition numbers, and convergence
4
estimates are strongly dependent on having a good quality mesh [40].
Fig. 1·2 Effect of poor-quality meshes on Finite Element Method simulation
[1].
In an effort to mitigate the heavy reliance on the quality of the meshes, the idea of
eliminating or reducing such dependence has naturally evolved. Hence, mesh-free or
meshless methods were introduced. One of the oldest candidates of meshless methods
is smooth particle hydrodynamics (SPH) [33], which has been applied to problems in
astrophysics and recently free-surface flows. For these methods, the domain is repre-
sented through point-cloud distributions, as illustrated in Figure 1·3. These points,
often referred to as ‘particles’, are typically placed inside the geometric shape of the
domain, either through a structured grid or just randomly scattered in space. The
main reason for SPH gaining attention is that it is capable of handling the distortion
in the evolved domain relatively easy (simply by moving the particles/points, rather
than deforming and fixing the simplices). Generating the points distribution is also
rather straightforward, as it does not involve complicated algorithmic routines and
there are fewer (known) constraints on how ‘good’ the point clouds have to be.
Unknown functions within meshless methods are now represented using splines
(such as radial basis functions) or polynomials (such as moving least squares) that
interpolate the unknown function near these points. These splines or polynomials
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are constructed by either using the entire domain or only considering small vicinity
at certain locations. This idea is analogous to how scattered data approximation
is achieved in the fields of computational graphics and parametric estimation [44].
In SPH, the function at a point is approximated by the weighted average of all the
points within the range of a smoothing kernel of choice. In a sense, the concept is
mathematically similar to applying a low-pass filter on the function.
In SPH, the system of PDE is typically enforced in its strong form via the col-
location method. They have their own discrete version of the derivative operators
appearing in the system of equations. For instance, in SPH, the spatial derivative of
a function is approximated based on the spatial derivative of the smoothing kernel.
Governing PDE, such as mass or momentum conservation, are then formulated using
these discrete expressions.
Fig. 1·3 Difference between mesh-based methods (left) and meshless meth-
ods (right).
Despite the appeal of mesh independence, however, there are certain pitfalls for
meshless methods. At a practical level, the domain needs to be represented in some
manner independent of the point cloud, so that the particles can be placed in the
domain and those on the boundary can be identified. More fundamentally, however,
concepts of consistency, compatibility and convergence are not well established for
meshless methods, in contrast to more conventional mesh-based approaches where
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these analyses have been well-developed. SPH, in its most common form, for example,
lacks even zeroth order consistency and can only work with problems requiring low
order approximation due to the incurred instabilities of the method [31]. Additionally,
the generated point clouds still need to have some degree of ‘goodness’ in them, as
the performance of SPH is sensitive to the particle configuration [37]. Besides, the
procedure for applying boundary conditions is far from clear. Either there have to
be particles lying precisely along the boundary, or there needs to be a proposal on
how to handle situations where particles are placed some distance away from the
boundary. Furthermore, there is no refinement in the h-p sense (i.e., this is akin
to increasing polynomial orders for the shape functions or reducing element size in
FEM to produce more accurate numerical results), making it harder to identify good
practices to increase the accuracy and efficiency of the method.
Instead of going too far on either ends of the meshless/mesh-based spectrum, a
couple of methods have emerged on the middle ground. In a sense, they can be clas-
sified as belonging to a group of ‘semi-meshless’ methods. To be more precise, some
of them focus on working with sub-standard meshes that can be easily generated
computationally, such as element-free Galerkin methods [7]. Others look at utilizing
meshless approximations for either constructing the shapes functions (in FEM) or
building the stencils (in FD), while retaining the other routines on the substandard
meshes [19]. These meshless approximations can, for example, come from splines
fitting routines, such as radial basis functions or other local polynomials approxima-
tions. Because these approximations do not require any knowledge of the underlying
elements, the strict constraints on mesh quality are, as a result, remarkably weakened.
This thesis will mainly concentrate on utilizing Generalized Moving Least Squares
(GMLS) approximation as a way to build an interpolating function for the unknown
solution of the PDE system. Basically, we aim to use GMLS to handle the second
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required ingredient for the computational solution of PDE, as previously stated. We
will present the details of building this GMLS approximation in chapter 2. Then, we
will show how this approximation can be applied into two different manners: one on
a point-cloud distribution (meshless approach) and one on a discrete triangulation
(semi-meshless approach). Referring to the three key ingredients listed at the begin-
ning of this chapter, we use a similar approach to approximate the unknown function
and change both the representation of the simulation domain and the enforcement of
the governing equations.
In the meshless approach, the domain is represented with point-cloud distribu-
tions. Here, we look at the collocation solution directly from the strong form of the
governing PDE. Specifically, we will present in chapter 2 how to directly use the
computed GMLS approximation to solve for the PDE system under investigation,
namely the boundary value problems of Poisson’s equation. Following up, we will
demonstrate in chapter 3 how the Stokes problem can be formulated, discretized with
GMLS, and solved as a coupled system of equations. The numerical solution is im-
plemented in the COMpatible PArticle DiscREtization (COMPADRE) [27], which allows
the method to be executed in parallel and thus shows potential for scalability to larger
problems. The benchmark included in this chapter reveals that our implementation
exhibits good scaling and hence strong capability for high performance computing.
For the semi-meshless approach, GMLS is used to construct FEM’s interpolating
functions by using centroids of the discretized elements as the distribution of points
cloud. Since GMLS interpolation only needs the positions and the function values
at neighboring particles, it is not affected by the shapes of the underlying elements.
Additionally, the basic functions computed from this approach are piece-wise poly-
nomials, in a sense that they are discontinuous from one element to another. Thus,
they can be utilized in a Discontinuous Galerkin (DG) FEM variational formulation.
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This idea was originally proposed in [26].
The overall approach, labelled as DG-GMLS, will be presented in chapter 4. This
thesis contributes an a prior error analysis for applying this method to solving Pois-
son’s problem with Dirichlet boundary condition. In order to confirm our analytical
results on the expected convergence behavior, we perform a refinement study for the
numerical solution, using Symmetric Interior Penalty method (SIPG), at different
polynomial orders used in the GMLS reconstruction.
Chapter 5 will examine the DG-GMLS solution for the linear elasticity problem
with Dirichlet boundary condition. We have shown that this method, since it builds
on top of the variational form of the conventional DG-FEM, retains useful properties
such as continuity, coercivity, consistency, and convergence properties. We will also
show that the DG-GMLS scheme applied here also converges optimally at a rate
of the polynomial order used in GMLS. Our claim will be verified by comparing
the numerical result from the computational implementation against an analytical
example.
It is also observed from the numerical results in [26] that the stabilization term
does not rely as heavily on the mesh size as the traditional DG-FEM method does.
This suggests that the stabilization parameters can be defined without the scaling
that is inversely proportional to the average edge length. Therefore, the largest
eigenvalue of the bilinear form can be reduced, which allows the global stiffness matrix
to be better conditioned. In time-dependent non-linear problems, the size of time
step is controlled by the condition number (see, for example, [35]). Additionally,
matrices with small condition number can be solved with fewer iterations. Overall, the
total computational time for the simulation pipeline would be significantly reduced.
Chapter 6 will layout an attempt to explain such behavior analytically in the DG-
GMLS scheme. The thesis will then conclude with chapter 7, in which we will address
9
some possible future research and extensions to the current work.
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Chapter 2
Basic concepts of Generalized Moving Least
Squares
Scattered data approximation is gaining interest in the field of engineering. It mainly
aims at reconstructing or approximating a function, either scalar or vector, with
provided ‘data’ at ‘scattered’ locations. One of the oldest ideas to achieve such task is
through local polynomial reproduction. To construct these representations effectively,
moving least squares was introduced.
Approximation by moving least squares has been developed originally for the
purpose of curve fitting. There were evidences of fitting-curve methods, through min-
imization of the average squared residual, dated back to as early as the 18th century
[34]. Such approaches have also been applied for surface generation by extending the
weighted ordinary least squares to bi-variate problems [28].
The authors of [41] have modified the least-square framework to incorporate a
compactly supported kernel, and have demonstrated that this approach could be
used to obtain finite-difference-like discretization for strong form PDE. In this chap-
ter, we will describe the fundamentals of generalized moving least squares (GMLS)
approximation. The principle components will first be listed and established based on
the spirit of the classical moving least squares method. Following that, we will look
at possible variants of GMLS by changing one or more of the required components of
GMLS. Finally, we will end with an example application showing how the computed
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approximation can be used to obtain finite difference collocation solutions of Poisson
equations, both in case of pure Dirichlet and mixed Dirichlet-Neumann boundary
conditions.
2.1 Generalized Moving Least Squares Approximations
GMLS builds a polynomial approximation for a function by minimizing the squared
residual errors at specific locations throughout the entire domain. These minimization
problems only use points within a small vicinity of the investigating location. The
main ingredients of GMLS include:
• a set of data points distributed quasi-uniformly throughout the domain,
• a set of basis functions, here taken to be polynomials, that represent the ap-
proximation and,
• the objective function, representing the approximation error, that is minimized
in the local least-square problems.
By altering the definition of the function space and the local least-square objective
function, different variants of the GMLS approximation can be obtained, several of
which are used in solving steady state Stokes flow.
2.1.1 Basic GMLS approximation
Figure 2·1 illustrates the basic concepts of GMLS. A set of N scattered “particles” or
“nodes” are given at locations xi ∈ Ω, i = 1, . . . , N , as are values of the function u(x) ∈
C∞(Ω) at those locations, ui = u(xi). The first ingredient for GMLS approximation
requires that the distribution of these points is quasi-uniform [44], i.e. in the sense
that all particles are separated by a finite distance, maintain polynomial uni-solvency
12
Fig. 2·1 Illustration for basic concepts of generalized moving least squares.






The fill distance, hXh,Ω, is the radius of the largest ball across the whole domain
Ω that can fit between the given nodal points. An approximate reconstruction of
the function u from its values ui is computed by choosing a target point xT , and a






T ci(xT ) = p(x)c(xT ). (2.2)
This approximation remains valid in the neighborhood of xT . The approximation in
equation (2.2) is called a local polynomial reproduction of order m if for the family
of functions {pi(x)} < ∞, (i = 1, 2, . . . , Q), we achieve exact approximation for all
polynomials of order m. In such case, the following point-wise error bound is available
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from [44]:
|u(x)− uGMLS(x;xT )| ≤ CGMLShm+1Xh,Ω|u|Cm+1(Ω) ∀||x− xT || ≤ hXh,Ω, (2.3)




The multi-index notation is used here [17], i.e.:
|β| = β1 + β2 + · · ·+ βn, (2.5)
Dβu(x) =
∂|β|
∂xβ11 · · · ∂xβnn
u(x1, . . . , xn), (2.6)
In equation (2.2),
p(x) = [p1(x), p2(x), . . . , pQ(x)]
is a row vector of linearly independent expansion functions such that
span(p1, . . . , pQ) = πm(R
d),
and
c(xT ) = [c1, c2, . . . , cQ]
T
is a column vector of coefficients specific to the target location. This introduces the
second necessity for GMLS: the set of basis functions representing the approximation.
The coefficient column vector c is computed by solving the following optimization
problem for a fixed point xT :














uj − p(xj)Tc(xT )
]2












W (||xT − xj||), (2.10)
where xj, j = 1, . . . , NT are the locations of those particles within a distance ǫ of xT .
Here, W (r) is a radially symmetric kernel with compact support over a ball of radius














, r < ǫ,
0, otherwise.
(2.11)
Figure 2·2 illustrates how W (r) changes within the neighboring distance of the target
location. The error functional JLS in equation (2.10) is the sum of the squares of
Fig. 2·2 Plot of W (r).
the residuals of all data points within the “support region” of the target xT . The
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three ingredients for GMLS are now fulfilled, and we can proceed with solving for the
coefficient vectors c.
Equation (2.10) can be rewritten as:
JLS = (Pc(xT )− u)T W (Pc(xT )− u) , (2.12)
where:
u = [u1, u2, . . . , uNT ]








p1(x1) p2(x1) . . . pQ(x1)



























W = diag [W (d1),W (d2), . . . ,W (dNT )] , dj = ||xT − xj||. (2.15)
Taking the partial derivatives of the cost function JLS in equation (2.12) with respect




A(xT )c(xT ) = B(xT )u. (2.17)








B(xT ) = [W (d1)p(x1),W (d2)p(x2), . . . ,W (dNT )p(xNT )] = P
TW . (2.19)
From equation (2.17):
c(xT ) = A(xT )
−1B(xT )u = Ruu(xT )u, (2.20)
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where Ruu(·) ∈ RQ×NT . It is worth noting that the matrix A is invertible [30], which
is guaranteed by the unisolvency condition for large enough neighbor size ǫ. The
moving least-squares approximation of a scalar field u at location xT is therefore
given by substituting equation (2.20) into equation (2.2):
uGMLS(x;xT ) = p(x)c(xT ) = p(x)Ruu(xT )u. (2.21)
For efficiency and simplicity, in our work, the basis functions p(x) are chosen as
the Taylor monomials scaled by the kernel support ǫ for conditioning purposes. In
1D, the monomials are:








Here xT is the x-coordinate of the target point in 1D. For 3D, the basis functions are




















Here, xT = {xT , yT , zT} is the coordinate of the target point.
2.1.2 GMLS Variant - Constraining the function space of the approxima-
tion
The GMLS can be modified to capture the incompressibility in the solution of the
velocity field of incompressible Stokes flow. To do so, the set of basis functions can
be altered to become the space of divergence-free vector polynomials instead. Let
the set of such mth order polynomials be defined as πdivm (R
d). For example, in the
















































The coefficients can then be evaluated similarly to the previous section. Let v(·)
be a vector field in Rd. A polynomial approximation for the vector function v can





ψ i(x)ci(xT ) = Ψ(x)c(xT ). (2.24)
Here, each ψ i(·) is a divergence-free vector basis function, and:
Ψ(x) = [ψ1(x),ψ2(x), . . . ,ψQd(x)],
is a d−dimensional vector of Qd columns and d rows such that:




The coefficient column vector c(·) ∈ RQd×1 is similarly computed by solving an opti-
mization problem for a fixed point xT :




















































where the index m in equation (2.29) loops through each of the basis functions inΨ(·),
i.e. m = 1, . . . , Qd. The solution to the minimization problem in equation (2.25) is












W (dj)ψm(xj) · vj. (2.30)
There are Qd equations coming from (2.30) since m is the only free index. Thus,
a linear algebra system of Qd equations can be obtained to solve for Qd unknowns
of the coefficient vector c(xT ). Finally, the following approximation for the vector
function vGMLS(·), and subsequently for the polynomial approximation of vGMLS(·),
can be obtained:
V = [v1,v2, . . . ,vNT ]
T =






c(xT ) = Rvv(xT )V (2.32)
vGMLS(x;xT ) = Ψ(x)
Tc(xT ) = Ψ(x)Rvv(xT )V (2.33)
For the sake of clarity, the dimensions of these matrices and vectors are Rvv(·) ∈
R
Qd×NT and V (·) ∈ RNT×d.
2.1.3 GMLS Variant - Incorporate constraints on the local least-square
problems
Another possible variant for GMLS is by changing the objective function in the local
least-squares problems. By introducing additional constraints, we can impose condi-
tions on the approximation in order to, for example, enforce Neumann conditions on
boundary particles of a bounded domain Ω. Specifically, this formulation focuses on
the following case of:
n · ∇u = h, if x ∈ Γ = ∂Ω, (2.34)
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in which n is the outward normal vector of the domain Ω. The condition (2.34) is
then enforced through the choice of GMLS expansion coefficients rather than through
collocation. Therefore, in order to enforce the constraint in equation (2.34), the
optimization problem in equation (2.7)-(2.10) is modified as follows:







[uj − uGMLS(xj;xT )]2W (||xT − xj||), (2.36)
s.t. n · ∇uGMLS(xT ;xT ) = h(xT ). (2.37)
Constraint (2.37) applies only to target points on the Neumann boundary. The con-
strained optimization problem in equation (2.35)-(2.37) can be rewritten to include
a Lagrange multiplier. Using the polynomial approximation in equation (2.2) and
following a similar procedure, but with an added Lagrange multiplier yields:







[uj − uGMLS(xj;xT )]2W (||xT − xj||)





[uj − p(xj)c(xT )]2W (||xT − xj||)
+ λ(xT )
[(



































When taking the derivative of the polynomial approximation uGMLS, the xT spatial
dependence of the coefficient vector c is neglected. Similar to before, the functional
JLS−N can be consolidated into matrix-vector multiplication form:
JLS−N = (Pc(xT )− u)T W (Pc(xT )− u)
+ λ(xT ) [(n(xT ) · (∇p(x)|x=xT ) c(xT ))− h(xT )] . (2.42)






























Taking the derivative of JLS−N in equation (2.42) with respect to the unknown






























where F (xT ) = ∇p(xT )Tn(xT ), and u, P and W are defined in equations (2.13),
(2.14) and (2.15), respectively. By solving the linear algebra problem in equation
(2.46), a new expression for the coefficient vector c(xT ) can be obtained:
[
Ruu(xT ) Ruh(xT )


















Ruu(xT ) Ruh(xT )







or, with Ruu(·) ∈ RQ×NT and Ruh(·) ∈ RQ×1:
c(xT ) = Ruu(xT )u+Ruh(xT )h(xT ). (2.49)
2.1.4 GMLS Variant - Derivative approximations by modified objective
function
The last GMLS variant that will be described here is the so-called staggered GMLS
scheme. For this case, both the set of basis functions and the local least-squares
objective functions are changed. For more details with regards to the implementation
and analysis of the staggered scheme, please refer to [43].
The staggered scheme approximates the derivative of a scalar field at the midpoint
between nodes with a vector function. Analogous to the previous approximations, let
πvm(R
d) be the set of vector polynomial of order m and denote a gradient vector field





φi(x)ci(xT ) = Φ(x)c(xT ). (2.50)
Here Φ(x) = [φ1(x),φ2(x), . . . ,φQv(x)] is a collection where each of the column is a




coefficient vector c is now the solution of the following minimization problem:

























q(x) · dx is equal to pj − p(xT ) via























φi(x) · dx. (2.53)



























The following vectors are defined:











ξ1(x1) ξ2(x1) . . . ξQv(x1)



























p = [p1(x), p2(x), . . . , pNT (x)]
T , (2.57)
ρ = [(p1 − p(xT )) , (p2 − p(xT )) , . . . , (pNT − p(xT ))]T = Dp, (2.58)
where D is similar to a finite difference stencil. Equation (2.54) can be rewritten into
the following form:
JLS−S = (Ξc(xT )− ρ)T W (Ξc(xT )− ρ) . (2.59)













Bs(xT ) = [W (d1)ξ(x1),W (d2)ξ(x2), . . . ,W (dNT )ξ(xNT )] = Ξ
TW , (2.63)
c(xT ) = As(xT )
−1Bs(xT )ρ = As(xT )
−1Bs(xT )Dp. (2.64)
Hence, the vector function q, and thus ∇p, can be approximated by substituting
equation (2.64) into equation (2.50):




∇p ≈ Φ(x)Rqq(xT )p. (2.65)
If desired, the Laplacian of p can now be approximated by taking divergence of both
sides of equation (2.65):
∇2p = ∇ · (∇p) = ∇ · q ≈ ∇ · qh(x;xT )
= ∇ · (Φ(x)Rqq(xT )p)
= (∇ ·Φ(x))Rqq(xT )p (2.66)
2.1.5 GMLS approximation of operators
Once the approximation of the field u(x) at the target location xT is obtained, differ-
ential operators on u(·) at the said location can also be approximated. For example,
using multi-index notation from equation (2.6), the approximation of the derivatives
of u(x) at xT is obtained by differentiating equation (2.2) with respect to x:
Dβu(x) ≈ DβuGMLS(x;xT ) = DβH(x)u, (2.67)
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Noticeably, the spatial dependence of c(xT ) in equation (2.68) is neglected, and the
derivatives are applied directly to the polynomial basis p(x). Thus:





This form of derivative is referred to as the so-called diffuse derivative in [32]. Previ-
ous work showed that approximation with the ‘diffuse’ derivative is bounded and con-
verges to the exact derivative with a rate of h
m+1−|β|
X,Ω [32]. Compared to other analysis
of the explicit derivative where the spatial dependence of the coefficient vector is not
neglected [3], the optimal convergence rate remains the same for the ‘diffuse’ deriva-
tive. Therefore, the discretization in this work will focus around diffusive derivative
due to its computational efficiency.
2.2 Examples: collocation solutions of Poisson equation
2.2.1 Solving Poisson equation with Dirichlet boundary
In this section, we are aiming to solve the following boundary value problem of Pois-
son’s equation with Dirichlet boundary condition:
∇2u = f, x ∈ Ω, (2.69)
u = g, x ∈ Γ = ∂Ω. (2.70)
Here u(x) ∈ R is a scalar field; f(x) ∈ R and g(x) ∈ R are predefined scalar functions.
In our particular examples, the domain Ω is chosen to be a cube (and hence Ω ⊂ R3).
The Poisson’s boundary value problem is solved by enforcing the governing equa-
tion at a certain number of locations NΩ inside the domain Ω, while the Dirichlet
boundary conditions are being enforced at NΓ points along the boundary Γ. Let IΩ
and IΓ be the sets of unique internal points and boundary points, respectively. Thus,
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the sizes of these sets are |IΩ| = NΩ and |IΓ| = NΓ, in which the union of these sets
is the entire set of N particles (i.e. |IΩ ∪ IΓ| = NΓ +NΩ = N and IΩ ∩ IΓ = ∅). We
can then specify the governing equation (2.69) and the Dirichlet boundary condition
in equation (2.70) as follows:
∇2u(xI) = f(xI), I ∈ IΩ, (2.71)
u(xI) = g(xI), I ∈ IΓ. (2.72)
We use the approximation in equation (2.68) evaluated at the same point as the
target point (i.e. x = xT = xI) to approximate the Laplacian in the left hand side
of equation (2.71), using the formula for the coefficient vector in equation (2.68), as
follows:
∇2uI ≈ ∇2 (p(x)|x=xI ) cI , I ∈ IΩ. (2.73)
Using equation (2.73), the set of governing equations for the boundary value Poisson




cI = fI , I ∈ IΩ. (2.74)
We note that equation (2.74) is computed at particle I using its corresponding neigh-








lIjuj = fI , I ∈ IΩ, (2.75)





Here NI is the number of neighbors of particle I.
In addition to the NΩ equations from the interior of the domain, we have NΓ
equations from the Dirichlet boundary conditions from equation (2.72). We now
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δIJ , for I ∈ IΓ
lIj, for I ∈ IΩ




g(xI), for I ∈ IΓ
f(xI), for I ∈ IΩ
(2.79)
Here we introduce a local-to-global index mapping:
J = LtG(I, j), (2.80)
Equation (2.80) represents mapping from the jth local neighbor of particle I to its
respective global label J .
2.2.2 Solving Poisson equation with mixed Dirichlet-Neumann boundary
In this section, we are aiming to solve the following boundary value problem of Pois-
son’s equation with pure Neumann boundary condition. The governing equation is
similar to equation (2.69), except now we have the following conditions on the bound-
ary:
u(x) = g(x), x ∈ ΓD, (2.81)
n · ∇u = h, x ∈ ΓN . (2.82)
Here ΓD and ΓN are unique regions on the boundary where Dirichlet and Neumann
boundary condition are applied, respectively (i.e. ΓD ∩ ΓN = ∅ and ΓD ∪ ΓN = Γ).
Also, n = [nx, ny, nz] is the outward unit normal vector at the boundary, and h(x) ∈ R
is a predefined scalar function. As we did with the Dirichlet boundary condition, we
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apply the Neumann boundary condition at the location of each particle that is on our
Neumann boundary:
u(xI) = g(xI), I ∈ IΓD , (2.83)
∇u(xI) · n(xI) = h(xI), I ∈ IΓN . (2.84)
Again, IΓD and IΓN are the sets of unique boundary points which correspond to parts
of the Dirichlet and Neumann boundary condition, respectively. Using the previous
notation, the sizes of these sets are |IΓD | = NΓD and |IΓN | = NΓN . Therefore, the
union of these sets is the entire boundary domain of NΓ particles. Or more specifically,
|IΓD ∪ IΓN | = NΓD +NΓN = NΓ; IΓD ∩ IΓN = ∅ and IΓD ∪ IΓN = IΓ.
In addition to enforcing equation (2.73) at all points, we also require the constraint
in equation (2.82) to hold at all collocation points along the Neumann boundary,
xI , I ∈ IΓN . Therefore, in a manner similar to how equation (2.73) is used to evaluate
the Laplacian of the field u inside Ω, we can derive the same equation for the Laplacian





cI , I ∈ IΓN . (2.85)
Using the result obtained from equation (2.49), the Laplacian operator in the govern-








(Ruu(xI)u+Ruh(xI)hI) = fI , I ∈ IΓN . (2.87)








Ruh(xI)hI , I ∈ IΓN , (2.88)
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l̂Ijuj = fI − βIhI , I ∈ IΓN , (2.89)
l̂I =
[







Hence, the Poisson problem with mixed Dirichlet and Neumann boundary condition
has two different sets of GMLS problems, depending whether the points lie internally
or on part of the boundary where the Neumann condition is applied. Overall, we can













δIJ , for I ∈ IΓD
l̂Ij, for I ∈ IΓN
lIj, for I ∈ IΩ






g(xI), for I ∈ IΓD
f(xI)− β(xI)h(xI), for I ∈ IΓN
f(xI), for I ∈ IΩ
(2.93)
2.3 Overview of numerical implementation
We will briefly discuss the software implementation for the collocation solution of
PDE in finite difference (strong) form with GMLS. The work in this thesis is built
on top of COMPADRE [27]. There are two main components: TOOLKIT and Harness.
The TOOLKIT is a stand-alone software that is capable of solving the least-squares
optimization problems and evaluating the finite-difference-like stencils. With the aid
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of Figure 2·3, TOOLKIT requires the coordinates of three sets of points: source points,
target points and evaluation points. In our case where we are using GMLS to solve
PDE, the set of evaluation points has been conveniently chosen to coincide with the
set of target points. There are certain scenarios where users want to distinguish these
two sets, for instance in the context of filling missing data with parametric fitting;
see [18] as an example.
We then need to specify the choice of GMLS flavors, among which are the three
variants mentioned before. After that, entries for the local least squares problems are
calculated and assembled into matrices A(xT ) and B(xT ) for the local linear algebra
problems per equation (2.17). Each linear algebra problem is then solved to obtain
the vectors of coefficients at the corresponding target point. The collected vectors of
coefficients can either be stored for external usage, or forwarded to Harness to be
assembled into the global matrix corresponding to the system of PDE in question.
The bold font specifies the area in which the author has contributed to the code base.
Fig. 2·3 Schematic of COMPADRE TOOLKIT.
The Harness part of COMPADRE is built to directly capture the calculated results
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from TOOLKIT and transfer them to the assemble routine of the global sparse matrix
system which represents the discretization for the PDE strong form. According to
Figure 2·4, the problem formulation provides the coordinates of the points, which
will be used to generate the corresponding neighbor lists. It is also worth pointing
out that the target points and source points overlap entirely (and also the evaluation
points) for our collocation solution of PDE with GMLS interpolation. Additionally,
the choice of GMLS variants involved in the PDE formulation will be selected. All
this information is passed into TOOLKIT for calculating the coefficient vectors at each
target location. The coefficients are then assembled into the global sparse matrix
system, which can then be solved based on the user’s choice of numerical method,
pre-conditioners and tolerance.
Fig. 2·4 Schematic of COMPADRE Harness.
The author’s contribution to Harness is labelled in bold font, including the collo-
cation examples of Poisson’s boundary value problems described earlier in this chapter
and also the steady-state Stokes flow in chapter 3. Harness also includes the 3D im-
plementation of the variational DG-GMLS scheme, which will be presented in chapter
4. Further details in terms of the software packages of choice, as well as the parallel
implementation of COMPADRE will be described in chapter 3.
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2.4 Summary
In this chapter, the collocation solution for PDE using GMLS interpolation has been
outlined. More specifically, the discretization, along with assembly methods and
approaches for handling boundary conditions have been illustrated. Building on this
idea, the next chapter will explain how to use this framework to obtain a numerical
solution of the steady Stokes problem through collocation of the PDE strong form.
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Chapter 3
Solving Stokes equations using GMLS
interpolation and collocation
Generally, numerical schemes for Stokes equation demand some forms of compatibility
between the pressure and velocity fields. For example, in FEM there is an inf-sup
condition that constrains the choices of combinations of interpolation functions for
pressure and velocity [4]. Finite difference and finite volume methods typically use
staggered grids or two separate sets of vertices in order to compute the pressure and
velocity [39, 6]. Some meshless methods have been able to gain success by borrowing
the same ideas; see for example [25].
The method described in this chapter comes from [43], where a compatible mesh-
less discretization scheme on one set of particles is achieved. In this strong-form
discretization, a staggered GMLS approximation for the pressure is combined with a
divergence-free GMLS approximation for the velocity. The overall framework shows
convergence at the same order for both the velocity and the pressure on a single set of
particles. Additionally, such discretization allows the global sparse system to be pre-
conditioned easily, either with incomplete LU or adaptive multi-grid, which improves
the efficiency of the iterative solver for the discretization.
In this chapter, we will establish how the derivative estimators would be assembled
into a collocation scheme for the strong-form solution of steady-state Stokes flow by
laying out the steps to obtain the resulting block matrix system. We will also describe
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the software implementation for the numerical solution and also address the potential
scalability of our approach. To showcase the accuracy of our solution, we first use
manufactured solutions from polynomials and trigonometric functions, in order to
test exact reconstruction and asymptotic convergence, respectively. We also use an
analytical result from steady-state Stokes flow around a sphere to further confirm
the high-order convergence rates. For exhibiting the possibility of extending our
implementation towards large-scale simulation, we perform a weak-scaling study to
evaluate the computational efficiency.
3.1 Governing equations
In this work, the steady Stokes problem is considered:
−ν∇2v +∇ϕ = f , x ∈ Ω, (3.1)
∇ · v = 0, x ∈ Ω (3.2)
v = w, x ∈ Γ, (3.3)
where the domain Ω ⊂ Rd has a piecewise continuous boundary Γ = ∂Ω, v(x) and
ϕ(x) are velocity and pressure, ν is the kinematic viscosity, and f(x) and w(x) are
given data and Dirichlet conditions.
Using the vector identity ∇2v = −∇ × ∇ × v + ∇(∇ · v) along with equation
(3.2), equation (3.1) can be rewritten as:
ν∇×∇× v +∇ϕ = f , x ∈ Ω (3.4)
Taking the divergence on both sides of equation (3.4), the following equation for ϕ is
obtained:
∇2ϕ = ∇ · f , x ∈ Ω. (3.5)
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Now a boundary condition for the pressure field is required. By examining equation
(3.4) along the boundary Γ of the domain, a dot product of both sides with the
unit normal vector n̂, which is assumed to be provided, can be performed along the
boundary:
νn̂ · (∇×∇× v) + n̂ · ∇ϕ = n̂ · f , x ∈ Γ. (3.6)
Therefore, by choosing the velocity from an appropriate space of divergence-free vector
fields so that equation (3.2) holds, the Stokes problem in equations (3.1) and (3.3) is
equivalent to the following coupled system of equations:
ν∇×∇× v +∇ϕ = f , x ∈ Ω, (3.7)
v = w, x ∈ Γ, (3.8)
∇2ϕ = ∇ · f , x ∈ Ω, (3.9)
νn̂ · (∇×∇× v) + n̂ · ∇ϕ = n̂ · f , x ∈ Γ. (3.10)
Here, the velocity field has a Dirichlet boundary condition applied along the boundary
Γ in equation (3.8), while the pressure field has a pure Neumann boundary condition
from equation (3.10).
3.2 Solution of steady state Stokes flow via collocation
The method used here is described in further detail in [42]. The Stokes collocation
formula is solved by enforcing the governing equations (3.7) and (3.9) at a certain
number of locations NΩ inside the domain Ω, while the boundary conditions of equa-
tion (3.8) and (3.10) are being enforced at NΓ points along the boundary Γ = ∂Ω. Let
IΩ and IΓ be the sets of unique internal points and boundary points, respectively. The
size of these sets, therefore, are |IΩ| = NΩ and |IΓ| = NΓ, in which the union of these
sets is the entire domain of N particles (i.e. |IΩ ∪ IΓ| = NΩ +NΓ and IΩ ∩ IΓ = ∅).
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The governing equations (3.7)-(3.10) can then be specified as follows:
ν∇×∇× v(xI) +∇ϕ(xI) = f(xI), I ∈ IΩ, (3.11)
v(xI) = w(xI), I ∈ IΓ, (3.12)
∇2ϕ(xI) = ∇ · f(xI), I ∈ IΩ, (3.13)
νn̂ · (∇×∇× v(xI)) + n̂ · ∇ϕ(xI) = n̂ · f(xI), I ∈ IΓ. (3.14)
From equation (2.33), the velocity field v can be approximated with GMLS using
a divergence-free basis. The approximation of the resulting vector function when an
operator is applied on it can then be evaluated. For example, the approximate curl
on the vector field, at location xI , can be obtained as:
(∇×∇× v) (x) ≈ ∇×∇× vGMLS(x;xI) = ∇×∇× (Ψ(x)c(xI)) , (3.15)
Equation (3.15) can be rewritten with a finite-difference like stencil:
(∇×∇× v) (xI) ≈
∑
j∈supp(WIj)
α3Ijvj, for I ∈ Ω. (3.16)
where j ∈ supp(WIj) identifies neighboring particle j of particle I.
For particles inside the domain Ω, the Laplacian of the pressure field can be
approximated using the staggered scheme described in section 2.1.4. Similarly, the





α2Ijϕj, for I ∈ Ω. (3.17)
In order to incorporate the Neumann boundary conditions for the pressure field, the
results of section 2.1.3 are used. We rewrite equation (3.10) to combine with equation
36
(3.9):
∇2ϕ = ∇ · f , x ∈ Ω, (3.18)
n̂ · ∇ϕ = n̂ · f − νn̂ · (∇×∇× v) , x ∈ Γ. (3.19)
Then equation (3.19) is equivalent to equation (2.34). In equation (2.34), we let
sI = ∇ · f(xI) and hI = n̂(xI) · f(xI) − νn̂(xI) · (∇×∇× v(xI)). Then, using
the form of the coefficient c from equation (2.49), the Laplacian operator for pressure








(Rϕϕ(xI)ϕ +Rϕh(xI)hI) = sI , if I ∈ IΓ. (3.21)








Rϕh(xI)hI , if I ∈ IΓ, (3.22)






equation (3.22) can be re-written into:
∑
supp(WIj)
α2Ijϕj = ∇ · f(xI)− βIhI , for I ∈ IΓ. (3.23)







α1Ijϕj = ∇·f(xI)−βIn̂(xI)·f(xI) for I ∈ IΓ.
(3.24)
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δIJ , for I ∈ IΓ,









0, for I ∈ IΓ,










n̂I ·α3Ij, for I ∈ IΓ,










w(xI), for I ∈ IΓ,









∇ · f(xI)− βIn̂I · f(xI), for I ∈ IΓ,
∇ · f(xI), for I ∈ IΩ,
(3.28)
where a local-to-global index mapping is used. To be specific, the following equation:
J = LTG(I, j), (3.29)
represents the mapping from the jth local index of particle I to its respective global
index J . Since the pressure field is effectively the Poisson problem with a pure
Neumann boundary condition, the solution contains a constant vector that must
be accounted for in order to obtain a unique solution. Here, a zero-mean pressure
field is enforced by adding a single Lagrange multiplier to the Poisson problem. This
gives rise to the last row and column in equation (3.25). The 0 and 1 blocks are
N -by-1 row vectors of 0s and 1s, respectively.
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3.3 Implementation
The solution is implemented in COMPADRE [27]. There are two levels of parallelism
in the implementation. The top level consists of domain decomposition through the
ZOLTAN package [9], which splits the simulation domain into smaller domains. These
domains are allocated to computing nodes, with communication managed through
MPI. With reference to figure 3·1, the simulation domain, which contains the point-
cloud distribution, is split into sub-domains. This division is based on the geometry
properties of the global bounding box, and load-balancing is maintained to make sure
the computational cost for communication between processors is optimized.
Fig. 3·1 Domain decomposition for cross-processor execution in COMPADRE.
At each node, parallel threads are executed to solve the least-squares problems
at the local level, as illustrated in figure 3·2. First, all the entries for the matrices
A and B in the local least squares problems are computed at all target locations.
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These entries are then flattened out and stored as contiguous arrays on the memory’s
footprint. The local GMLS problem is then solved in batches using LAPACK package
[2], in which the calculated dimensions for these matrices is used to determine the
strides. The parallel execution of code and data management is implemented using
the KOKKOS library [16].
Fig. 3·2 Thread parallelization within a local node in COMPADRE.
For the global sparse matrix system, block Gauss-Seidel is used as the precondi-
tioner through the MueLu package [36] inside the Trilinos project [22]. It is noted
that this is not the optimal choice, and will be addressed further in the discussion.
3.4 Results
The simulation domain used for these tests is a bi-unit cube with dimension [−1, 1]×
[−1, 1]×[−1, 1]. The particles are placed in cubic lattice uniformly and equally distant
from each other across the cube, and boundary particles lie on the six outer faces. Let
N be the number of particles along each direction. Therefore, there are N ×N ×N



















Table 3.2 Quartic polyno-
mial.
3.4.1 Manufactured solution: polynomial case
The first cases will focus on manufacturing a solution that can be exactly reproduced
from the basis functions. It is expected that the solution will be computed within
numerical precision error. For this test, the manufactured solution when solving with








 , ϕ = x(1 + x+ y) + y(1 + y + z) + z(1 + z + z2), (3.30)








 , ϕ = x(x2+y2+z2+xy+yz+xz)+y(y2+z2+yz)+z3. (3.31)
In both cases, the velocity is chosen to be divergence-free. Using this implementation,
the root mean square errors are collected in table 3.1 and table 3.2, respectively.
3.4.2 Manufactured solution: trigonometric case




sin y sin z
sin x sin z
sin x sin y

 , p = sin x sin y sin z. (3.32)
Here, the reconstructed field does not lie in the space spanned by the basis func-
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Fig. 3·3 Convergence study for manufactured Stokes solution in 3D.
tions. Therefore, it is expected that the L2 error for the solution will converge with
the same order as the basis functions used. More specifically, solutions obtained us-
ing quadratic basis functions will show second-order error convergence, while quartic
basis functions will show fourth order convergence for the root mean square error. As
more particles are added to the simulation, and thus reducing the particles spacing,
the errors shown in Figure 3·3 converge as expected in the asymptotic regime.
3.4.3 Weak scaling performance
In this section, the potential scalability of this approach is demonstrated. The ratio
between degrees of freedom and number of processors used is kept constant as more
processors are deployed to solve the Stokes problem. As seen in Figure 3·4, the
time taken for assembling the block matrix system and solving least-squares GMLS
problems remain quite constant in the weak scaling study. This is because these
tasks are executed at the thread level, which is well performed when implemented
with KOKKOS packages. The solving time, however, does not follow the same trend.
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Fig. 3·4 Weak scaling performance for the manufactured solution from equa-
tion (3.32) with COMPADRE, using approximately 1200 particles per processor.
The solve time increases slowly with problem size despite the concomitant increasing
of number of cores. This can be partially attributed to the sub-optimal choice of
pre-conditioner.
3.4.4 Trade-off between solving time and accuracy
Figure 3·5 shows the trade-off between solving time and accuracy between using
quadratic and quartic polynomial basis. Because the quartic polynomial basis con-
sists of larger local least-squares problems, there are more non-zero entries in the
global block system of the assembled Stokes solver, especially in the off-diagonal
ones. Consequently, it takes longer to solve the Stokes flow with GMLS using quartic
polynomial basis functions than quadratic ones. However, as the resolution enters
the asymptotic regime in figure 3·5, the slope for the 4th order solver is significantly
smaller when compared to the one obtained from the 2nd order solver. This sug-
gests that the trade-off gain between solving time and numbers of significant figures
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Fig. 3·5 Trade-off between solving time and root-mean squared error for
second and fourth order basis. For a desired error below 10−5, it is more
efficient to use a fourth order basis
is better for GMLS with quartic polynomials.
3.4.5 Analytic solution - flow around sphere
One of the fundamental results in low Reynolds number hydrodynamics is the Stokes’
solution for steady flow past a sphere. Let a = 1 be the radius of the sphere placed at
the center (0, 0, 0) inside the box [−2, 2]× [−2, 2]× [−2, 2]. Particles on the boundary
of the sphere and the surfaces of the box are labeled red in Figure 3·6. The internal
particles, colored blue in Figure 3·6, are placed uniformly in the space between the
boundary surfaces. These particles are placed with average distance h away from
each other. In order to define the analytical solution, a spherical coordinate system
(r, θ, φ) is used, in which the origin (0, 0, 0) is placed at the sphere’s center. Let W be
the magnitude of the upward ambient velocity along the polar axis. The boundary
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condition for the velocity field v = (vr, vθ, vφ) is:
vr = vφ = 0, at r = a, (3.33)
vr = W cos θ, vθ = −W sin θ, at r = ∞. (3.34)
With that, the analytical solution for the components in the fluid is:


















vφ = 0, (3.37)






In the following results, we choose ν = 1, W = 10 and a = 1.
Fig. 3·6 Sliced view of the simulation domain for Stokes’ test case.
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The computed result is compared to the analytical formula. Figures 3·7 and 3·8
compare the values of the computed and analytical fields along the axis line of x =
y = 0. It is apparent that the computation provides better results as the simulation
domain gets refined (the particle’s spacing h decreases). This is also observed from
the contour plot on the plane y = 0, as illustrated on figures 3·9 and 3·10. The
convergence rate for the root mean square error for this case is shown in figure 3·11.
Fig. 3·7 Plot of pressure across the line x = 0, y = 0.
Fig. 3·8 Plot of velocity’s magnitude across the line x = 0, y = 0.
3.5 Summary
This chapter presents the software implementation of solving the steady state Stokes
flow with generalized moving least squares in COMPADRE. A previous paper [42] pre-
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Fig. 3·9 Scatter plot of pressure in the plane y = 0.
Fig. 3·10 Scatter plot of velocity’s magnitude in the plane y = 0.
sented for the first time a fully meshless method for the Stokes problem that is able
to achieve high-order convergence for both the velocity and the pressure, while main-
taining a sparse discretization. We have showed that the behavior demonstrated in
[42] extends to 3D. We also demonstrated that the methodology lends itself to scal-
able parallel implementation with encouraging scaling behavior for large problems.
Unlike mesh-based methods, this meshless approach does not require computationally
expensive mesh generation. The cost of generating a compatible point cloud is neg-
ligible when compared to the cost of solving the entire system of partial differential
equations. After having demonstrated the accuracy and efficiency of the approach,
analytical solutions are used to systematically benchmark the necessary components
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Fig. 3·11 Convergence rate for refinement study of Stokes’ flow around
sphere with quadratic GMLS.
to use the scheme to study steady-state Stokes flow.
The performance demonstrated in the weak scaling study indicates the promising
scalability for this implementation, as the numerical solver has two parallelism levels.
The domain decomposition, achieved through Zoltan2, is allocated to each computing
node and communication between them is handled through MPI. The local least-square
problems are allocated to threads in each node, which use the shared memory on
their respective parent node. The parallelism at the thread level is handled through
KOKKOS. Block Gauss-Seidel pre-conditioner is applied through MueLu package inside
the Trilinos project. It is also worth noting that the pre-conditioner used for solving
the block system is far from the optimal one. We expect the solving time would




One of the most prominent disadvantages of strong form solutions of PDE is the lack of
the sound mathematical foundations explaining why the methods work. In contrast,
FEM, built on a variational formulation of the problem, has important properties
such as bounds and continuity, along with coercivity and convergence which have
been studied extensively, see for example [40].
The method described in this chapter is proposed in [26]. Here, an interpolation
over each discrete element is generated by constructing a GMLS interpolation on
point distributions of elements’ centroids. Consequently, the basic functions do not
conform to the elements’ shape. This allows us to take advantage of the well-founded
error analysis of discontinuous Galerkin (DG) weak formulations of the PDE, while
also alleviating the strict dependence of shape functions on the elements’ quality. As
previously stated, we will refer to the method described here as DG-GMLS.
The idea of replacing the traditional shape functions by mesh-free ones is not new.
Mesh-free Galerkin methods [7] share the same perspective. However, as their ba-
sis functions are not polynomials, the product integration requires a hefty number of
quadrature points for accuracy, and therefore can be prohibitive in terms of computa-
tional cost. Reducing the order of integration is a possible remedy, however doing so
can introduce numerical instabilities [13]. For DG-GMLS, since the resulting basis is
a piecewise polynomial, integration of the products appearing in the weak formulation
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can be computed accurately with relatively few Gauss’ quadrature points [26]. Fur-
thermore, unlike shape functions in iso-parametric FEM methods, the interpolations
used here are polynomials in the global domain.
In this chapter, we will present the details for the traditional DG-FEM method, in
the context of the Poisson boundary value problem. These include the notation, the
definition of the underlying mesh, and certain useful norms, properties and inequal-
ities which will be useful for the analysis of the DG-GMLS method since they only
differ by the choice of shape functions. We will then introduce and describe how shape
functions are generated in DG-GMLS, and perform analysis to show that they indeed
inherit continuity, coercivity and convergence properties of the traditional DG-FEM
method. We will conclude with numerical results to verify our claims.
The notation used here follows that used in a lot of traditional DG-FEM books, see
for example [12]. In this chapter, we look at the DG-FEM solution to the boundary
value problem of the Poisson equation, namely:
−∇2u = f, in Ω (4.1)
u = 0, on ∂Ω, (4.2)
We assume that the solution u has some desired continuity in our analysis. In order
to specify such property, let us describe the domain discretization.
4.1 DG-GMLS scheme
Let Th be a compatible decomposition of the original computational domain Ω.
Specifically, we say that the mesh Th is quasi-uniform, meaning that there exists
a positive constant γ > 0, bounded away from zero, such that:
γhmin ≥ hmax, (4.3)
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where hmin and hmax are the minimum and maximum diameter of the elements of
K ∈ Th, respectively. The diameter of an element is defined as the smallest circle
(in 2D) or sphere (in 3D) so that the element lies entirely inside the circle. In two
dimension, this is also referred to as the circumscribing circle or circumcircle. The
quasi-uniform condition shows that the sizes of any two elements in Th are similar up
to a constant ratio γ. For quasi-uniform grids, the mesh size is usually described in
terms of hmax.
From this, we assume that our solution u can be represented by polynomials up
to order r + 1 within each element, and the solution can be discontinuous from one
element to the next. Specifically, our assumption requires that:
u ∈
{
u|u ∈ Cr+1(K) for all K ∈ Th
}
. (4.4)
The function space for the numerical solution, defined here as Vh, is thus required
to also be piecewise polynomials up to order r+1, i.e. they can be discontinuous from
one element to the next neighboring one. This motivates the idea of using GMLS to
reconstruct the polynomials within each cell K ∈ Th. Such polynomial expression
can then be used to evaluate the inner product terms of the bilinear form in equation
(4.27) and the right hand side term of the discrete problem in equation (4.28).
Figure 4·1 shows the schematic of this hybrid scheme. We consider one degree
of freedom within each element, and associate it with the element’s centroid. The
target points, about which the GMLS reconstruction takes place, are chosen to be
the centroid of each element. In order to interpolate our function over an element,
we use the values at neighboring elements to create a GMLS approximation within
the current element. For example, to construct an approximation over element 6○
(colored blue) in figure 4·1, we recruit the neighbors at centroids of elements within
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Fig. 4·1 Schematic for DG-GMLS scheme.
the radius ǫ of xT6 , i.e. elements 3○, 5○ and 7○. Thus, one could then provide the

























vGMLS(x;xT1), x ∈ K1
vGMLS(x;xT2), x ∈ K2
vGMLS(x;xT3), x ∈ K3
.. etc ..
or, in a more simplified way:
vh(x) = vGMLS(x;xTj), x ∈ Kj, ∀Kj ∈ Th. (4.5)
Each target point xTj is placed at the centroid of the corresponding element Kj. It
is worth pointing out that the polynomials obtained using GMLS reconstruction are
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independent of the individual element shape and, therefore, tolerant to ‘bad’ element
geometries. The particle distribution is only required to be quasi-uniform, so that
we can ensure uni-solvency for GMLS approximation at each target point. Having
that condition satisfied, the function vh is a piecewise polynomial. We can provide a
mathematical definition for the function space vh ∈ Vh as:
Vh = {v|vKi = vGMLS(x;xTi) for all Ki ∈ Th} , (4.6)
where vKi = v(x|x ∈ Ki), i.e. the function’s value inside each element. It is apparent
that this new definition of Vh is a subset of the function space of piecewise polyno-
mials of degree ≤ r, which is a common choice in the traditional DG-FEM method.
Therefore, most of the analytic result and mathematical foundations for DG-FEM
can easily be applied into DG-GMLS, and the analysis of the DG-GMLS method can
be done by inheriting the steps from the DG-FEM for the most parts. The remarkable
difference where the two methods divorce is at the approximation step in which the
error bound from GMLS interpolation is applied instead.
4.2 Problem formulation
4.2.1 Norms and function space definition
We start with the definition of the norms and seminorms. For a smooth function v
on a domain Q, the square norm in L2(Q) is given as:
||v||20,Q ≡ |v|20,Q =
∫
Q
v2 dQ , (4.7)
The space of functions where the square norm is finite, i.e.:
||v||20,Q <∞, (4.8)
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is notated as H0(Q), and is a Hilbert space. Functions in H0(Q) are also said to
have finite energy. Generally, functions in Hk(Q) will have finite energy for their k-th
derivative. Using multi-index notation as introduced in equation (2.5) and (2.6), in



















dx1 · · · dxn . (4.9)
Also, the k seminorm is also defined, for which only the derivatives of order exactly
|α| = k are included in the sum. In two dimensions, for example, the seminorm
associated with H1(Q) of v would look like:



























The reason for this only being a seminorm is because |v|k,Q can be zero when v is a
polynomial of degree less than k.
4.2.2 Weak formulation
Fig. 4·2 Domain representation with DG elements.
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For an arbitrary vh ∈ Vh, we can obtain the weak form of equation (4.1) by






fvh dΩ ∀vh ∈ Vh. (4.11)
Since Ω is discretized into Th, as shown in Figure 4·2, the left hand side of equation








(−∇2u)vh dK ∀v ∈ Vh,











∇u · ∇vh dK −
∫
∂K
∇uvh · n d∂K

 ∀vh ∈ Vh. (4.12)
The main difference between our function space Vh and H
1(Ω) is that the shape
functions are not continuous from one element to the next (hence DG). In order
to transform equation (4.12) into a discrete formulation, we need to find a way to
represent the integration term of the function space Vh on the boundary ∂K between
adjacent elements.
4.2.3 Definition of averages and jumps
Let’s consider a simple case of a domain Ω with two elements K+ and K−, with
their respective outward normal vectors n+ and n− at the shared BC edge, as shown
in Figure 4·3. Let (v+h , v−h ) and (τ+h , τ−h ) be the piecewise smooth scalar valued and
vector valued functions, respectively, on each of K+ and K−. The averages for these
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Fig. 4·3 A simple domain with two elements.























+ + v−h n
−, (4.15)
Jτ hKs := τ
+
h · n+ + τ−h · n−. (4.16)
On a boundary edge of the simulation domain i.e. for edges in ∂Ω, these operators
are instead defined as followed:
{{vh}} := vh, (4.17)
{{τ h}} := τ h, (4.18)
JvhK := vhn, (4.19)
Jτ hKs := τ h · n. (4.20)
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|∇v+h |+ |∇v−h |
)
, (4.24)
4.2.4 The magic formula
Here, we borrow the terminology from [12], in which equation (4.25) was described
as the “magic formula”. For any scalar function vh ∈ Vh and vector function τ h ∈





vhτ h · nK d∂K = 〈JvhK, {{τ h}}〉Eh + 〈{{vh}}, Jτ hK〉E0h . (4.25)
To prove the magic formula for a domain with two elements, we use the illustration





































































h · n− de−













by changing the direction of integration and using n+ = −n−









h − v−h τ−h
)
· n+ de+
by definition of the jump and average on the boundary
























a1b1 − a2b2 =
1
2
(a1 + a2) (b1 − b2) +
1
2
(b1 + b2) (a1 − a2)






{{vh}}Jτ hKs + {{τ h}}JvhK de+
using the definition across internal edges and n+ = −n−
= 〈{{τ h}}, JvhK〉E∂
h
+ 〈{{vh}}, Jτ hKs〉E0
h
+ 〈{{τ h}}, JvhK〉E0
h
as BC is the only internal edge here
= 〈{{τ h}}, JvhK〉Eh + 〈{{vh}}, Jτ hKs〉E0h ∴
We can generalize this process to a triangulated domain with more than two
elements, and thus equation (4.25) is proven. With this, we have all the required
ingredients to revisit equation (4.12) and start formulating its discrete form.
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4.3 Discrete formulation and bilinear form for DG Poisson
By applying the magic formula from equation (4.25) into the last term on the right
hand side of equation (4.12), we can rewrite equation (4.12) as:
∫
Ω
(−∇2u)vh dΩ = (∇u,∇vh)Th − 〈{{∇u}}, JvhK〉Eh − 〈J∇uKs, {{vh}}〉E0h , ∀vh ∈ Vh.
When u is the exact solution, the jump J∇uKs is zero, as there is no discontinuity
between elements inside the domain. Thus, using the inner product notation from
equation (4.34), we arrive at:
(−∇2u, vh)Th = (∇u,∇vh)Th − 〈{{∇u}}, JvhK〉Eh , ∀vh ∈ Vh. (4.26)
It is worth noting that while first inner product in equation (4.26) is positive definite
and symmetric, the same cannot be said for the second term. In order to repair this
issue, two stabilization terms are then added. The first term balances the fluxes that
arose in equation (4.26) via:
δ〈{{∇vh}}, JuhK〉Eh .
The choice of δ here provides different options that have been introduced at different
times in the DG community. In particular:
• for δ = −1, we have symmetric interior penalty method or SIPG.
• for δ = 1, we have non-symmetric interior penalty method or NIPG.
• for δ = 0, we have incomplete interior penalty method or IIPG.
In most cases, these variations are oriented towards specific applications, see for
examples [5, 15, 11, 38]. To ensure that the overall bilinear form is positive definite,
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we have also added the second customary (in DG) stabilization term, which reads:
αstab
hmin
〈JuhK, JvhK〉Eh , αstab > 0,
with hmin is the smallest of the elements’ diameters in Th. This penalty term is added
to enhance weak continuity of the numerical solution. Therefore, a stabilized bilinear
form has been introduced:
aδ(uh, vh) := (∇uh,∇vh)Th − 〈{{∇uh}}, JvhK〉Eh




Subtituting aδ(·, ·) into the original weak form of the Poisson problem in equation
(4.11) provides us the following discrete problem in the variational formulation:
Find uh ∈ Vh such that:
aδ(uh, vh) = (f, vh)Th , ∀vh ∈ Vh, (4.28)
where aδ(·, ·) is defined in equation (4.27).
We now need to check continuity, consistency and coercivity for the bilinear form
aδ(·, ·), while also ensuring that our computed solution uh from the discrete problem
in equation (4.28) is a good approximation and will converge to the exact solution
u. Thus, we need to introduce a norm that is well-suited to the setting we have
established so far: piecewise polynomials on triangulated elements.
4.4 Inequalities in space of piecewise smooth polynomial
The following mathematical instruments are necessary for the analysis. Most of them
are inherited from the analysis of FEM, see for example [40]. Once again, as Vh lies
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inside the space of piecewise up-to-degree-r polynomials, we can use inequalities that
have been proved and studied for the latter one for our DG-GMLS analysis.
4.4.1 Trace inequality
The trace inequality for a function vh ∈ Vh inside an element K ∈ Th states that







, ∀vh ∈ Vh, (4.29)
where CT is uniquely defined for each element K, but it does not depend on the
size of the element. Here, to stay consistent with how the quasi-uniform condition is
specified in equation (4.3), h is the diameter of the element’s circumcircle.
4.4.2 Inverse inequality
For every vh ∈ Vh which is a polynomial of degree ≤ r, the following inequality holds:
|vh|2s,K ≤ CIh−2(s−k)||vh||2k,K , for s, k ∈ N and k ≤ s, (4.30)
where h is the diameter of K’s circumcircle. In the majority of our analysis, the




||vh||20,K , ∀vh ∈ Vh. (4.31)
It is worth noting that the constants CT and CI in equations (4.29) and (4.31)
belong to the element. In order to represent the entire mesh, we denote:
C̃T = max {CT , for all K ∈ Th} (4.32)
C̃I = max {CI , for all K ∈ Th} . (4.33)
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4.4.3 Remarks on the inverse inequality
In classical FEM with iso-parametric elements, the constant in the inverse inequality,
equation (4.31), usually grows on sliver elements. These are elements in which the
ratios between their circumcircles and incircles (or inscribed circle, defined as the
largest circle that is contained within a triangle) are substantial. Figure 4·4 shows an
example, where the inner radius rin is much smaller than the outer radius rout. This
behavior has also been observed through numerical examples in [21]. Therefore, the
constant CI , and consequently C̃I, will become large and thus the inequality would
not be as useful.
Fig. 4·4 An example of slivers.
In our DG-GMLS method, the shape functions are constructed with GMLS ap-
proximation. Therefore, we assume that the constants CI for each element will be
bounded, even on sliver elements. Hence, the global constant C̃I will provide a more
meaningful bound for our analysis. The numerical result presented later in this chap-
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ter quantitatively supports our claim here, as asymptotic convergence at optimal rate
can still be observed on extremely substandard meshes. We will leave the proof of
our assumption for future work.
4.4.4 DG elements and DG norms
Figure 4·2 illustrates the decomposition of the computational domain Ω into compat-
ible triangular elements. We denote:
• the set of all elements by Th.
• the set of all edges by Eh.
• the set of all internal edges by E0h.
• the set of all boundary edges by E∂h .






























fg de . (4.37)
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We define the following norms for a vh piecewise smooth inside an elementK ∈ Th:










|vh|2k+1,h = |∇vh|2k,h, (4.40)
where k is an integer, i.e. k ∈ N. They are commonly referred to as the broken
Sobolev norms in the DG literature, see for example [38]. The DG norm is now
defined as:
||vh||2DG = ||vh||2j + |∇vh|20,h. (4.41)
4.4.5 Inequalities using DG norms
We obtain the following inequalities for the DG norms. For piecewise smooth scalar
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as CT ≤ C̃T, CI ≤ C̃I from equations (4.32-4.33)






since h ≥ hmin ⇒ 1/h ≤ 1/hmin





≤ 4C̃T(C̃I + 1)
hmin
|∇uh|20,h (4.43)
using the definition in equation (4.39)
























































C̃T(C̃I + 1)||vh||j |∇uh|0,h (4.44)
by the jump norm definition in equation (4.38)
Using the DG norm definition in equation (4.41), we arrive at:
〈JvhK, {{∇uh}}〉Eh ≤
√
C̃T(C̃I + 1)||vh||DG||uh||DG. (4.45)
With this, we are now ready to analyse the bilinear form aδ(·, ·) in equation (4.27)
and investigate the convergence of our solution from the discrete problem in equation
(4.28).
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4.5 Analysis of DG-GMLS solution for Poisson problem
Let u be the exact solution, and thus JuK = 0. Using equation (4.11), and the result
from equation (4.26), we know that:
(−∇2u, vh)Th = (∇u,∇vh)Th − 〈{{∇u}}, JvhK〉Eh = (f, vh)Th , ∀vh ∈ Vh. (4.46)
In equation (4.27), the stabilized bilinear form aδ introduces two additional terms
which involves the jump of u across the edges. With JuK = 0, those two terms are
zero. Therefore, for every δ and αstab, using equation (4.46) gives us:
aδ(u, vh) = (∇u,∇vh)Th − 〈{{∇u}}, JvhK〉Eh = (f, vh)Th , ∀vh ∈ Vh. (4.47)
4.5.1 Orthogonality
With uh solving the discrete problem in equation (4.28), the Galerkin orthogonality
is obtained, i.e.:
aδ(u, vh)− aδ(uh, vh) = (f, vh)Th − (f, vh)Th , vh ∈ Vh
⇒ aδ(u− uh, vh) = 0, vh ∈ Vh. (4.48)
by linearity of the bilinear form
4.5.2 Continuity
Let’s examine each term of aδ(·, ·). Here, we are using piecewise-smooth functions





















































































































by absolute value inequality
≤ |∇uh|0,h |∇vh|0,h
by definition in equation (4.40)
≤ ||uh||DG||vh||DG (4.49)
by definition in equation (4.41)
For the second term:
|〈{{∇uh}}, JvhK〉Eh | ≤
√
C̃T(C̃I + 1)||uh||DG||vh||DG (4.50)
by inequality in equation (4.45)
Next, the third term:
|δ〈{{∇vh}}, JuhK〉Eh | ≤ |δ| |〈{{∇vh}}, JuhK〉Eh |




C̃T(C̃I + 1)||vh||DG||uh||DG (4.51)
by inequality in equation (4.45)
































































































































































by definition of jump norm in equation (4.38)
≤ αstab||uh||DG||vh||DG (4.52)
by definition of DG norm in equation (4.41)












































Looking at the definition of the bilinear form, we have, for vh ∈ Vh:









by the definition of these norms in (4.38) and (4.39)




Then, multiply both sides by minus one:
−〈JvhK, {{∇vh}}〉Eh ≥ −
√
C̃T(C̃I + 1)||vh||j|vh|1,h. (4.55)























by definition of the jump norm in equation (4.38)
Applying equations (4.55) and (4.56) into equation (4.54), we have:
aδ(vh, vh) ≥ |∇vh|20,h − (1− δ)
√
C̃T(C̃I + 1)|vh|1,h||vh||j + αstab||vh||2j . (4.57)
The right hand side of equation (4.57) is analogous to the following quadratic form:
x2 − axy + by2,
in which the following inequality will hold:





under some values of a, b and c. In fact, looking at:




= (1− c)x2 − axy + (b− c)y2































Equation (4.59) is non-negative when the coefficient of y2 is non-negative. Hence, for
the inequality of (4.58) to hold, we require:
b− c− a
2
4(1− c) ≥ 0 ⇔ b ≥ c+
a2
4(1− c) . (4.60)
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Hence, using a = (1−δ)
√
C̃T(C̃I + 1), b = αstab and c = α
∗, the inequality in equation
(4.57) can be written as:





with αstab ≥ α∗ +
(1− δ)2C̃T(C̃I + 1)
4(1− α∗) (4.62)
Therefore, with αstab satisfying the condition of equation (4.62), we have:
aδ(vh, vh) ≥ α∗||vh||2DG, ∀vh ∈ Vh, (4.63)
using the definition of the DG norm in equation (4.41).
4.5.4 Consistency
With the results of continuity and coercivity, we can combine them together and
obtain the consistency result. We let u be the solution to the main problem in
equation (4.1) and uh ∈ Vh be the solution to the approximate problem in equation
(4.28), for all vh ∈ Vh, we have:
α∗||u− uh||2DG ≤ aδ(u− uh, u− uh)
by coercivity in equation (4.63)
= aδ(u− uh, u− vh) + aδ(u− uh, vh − uh)
by linearity of bilinear form
= aδ(u− uh, u− vh)
by orthogonality in equation (4.48). (4.64)
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Now, if we take the absolute value for both sides of equation (4.64) and use the
continuity in equation (4.53):





C̃T(C̃I + 1) + αstab
)
||u− uh||DG||u− vh||DG. (4.65)




C̃T(C̃I + 1) + αstab
α∗
||u− vh||DG ∀vh ∈ Vh. (4.66)
Therefore, akin to the consistency properties in FEM, this gives us a control on the
discretization error in the solution space Vh in terms of DG norm between the solution
space and the approximation space.
4.5.5 Approximation error with GMLS interpolation
To bound the DG norm of the approximation error, we start with the point-wise error
bound for GMLS, which was proved in [32]. For a function u(x) ∈ Cr+1(K), where
the element K is the domain of interest:
||Dαu(x)−DαuGMLS(x;xT )||L∞(K) ≤ CGMLShr+1−|α|X,K |u|Cr+1(K), (4.67)
for |α| ≤ r, using the definition of the seminorm in equation (2.4). We note that
this seminorm is defined for Cr+1(K) functions, rather than Sobolev norms. For now,
let’s pick |α| = s, and use the definition of the L∞ norm on the left term of equation
(4.67):
|Dsu(x)−DsuGMLS(x;xT )| ≤ max
x∈K
|Dsu(x)−DsuGMLS(x;xT )|
= ||Dsu(x)−DsuGMLS(x;xT )||L∞(Ω). (4.68)
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We can now square both sides of equation (4.68) and integrate over the whole domain:
|Dsu(x)−DsuGMLS(x;xT )|2 ≤ ||Dsu(x)−DsuGMLS(x;xT )||L∞(K)
∫
K






|Ds (u(x)− uGMLS(x;xT )) |2 dK ≤ meas(K)||Dsu(x)−DsuGMLS(x;xT )||L∞(K)
as ||Dsu(x)−DsuGMLS(x;xT )||L∞(K) is constant within K. Thus:
|u(x)− uGMLS(x;xT )|2s,K ≤ meas(K)||Dsu(x)−DsuGMLS(x;xT )||2L∞(K)
|u(x)− uGMLS(x;xT )|s,K ≤
√
meas(K)||Dsu(x)−DsuGMLS(x;xT )||L∞(K), (4.69)
where the meas(K) is the measure of the domain K. To be more specific, this would
be the surface area of the triangular element in two dimensions and the volume of
the tetrahedral element in three dimension, respectively. Combining equation (4.69)
with equation (4.67), and let us replace uGMLS(x;xT ) with uI ∈ Vh as the GMLS
representation of u on Vh, we have:










per equation (2.4). We can roughly get a relationship between hX,K and the global
mesh’s diameter hmax with the help of Figure 4·5.
In Figure 4·5, let h1 be the diameter of the circumcircle with center at O1. Clearly,
in order to include the centroid O2 as a neighbor for the GMLS approximation, we
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Fig. 4·5 Conceptual diagram to determine hX,K .
need to choose a window size that is larger than h1. Therefore, we need to set the
window size to be equal to h1 times a constant. In short, for all elementsK, we assume
our mesh admits a positive constant Cǫ > 0 so that the value of hX,K satisfies:
hX,K ≤ Cǫhmax, (4.71)
We can then rewrite equation (4.70) into:
|u− uI |s,K ≤ Cr+1−sǫ CDG-GMLShr+1−smax |u|Cr+1(K). (4.72)
4.5.6 Convergence
Let uI ∈ Vh be the approximation of the exact solution of u on Vh. It is useful to
distinguish the difference between uI and uh here, as uI does not solve the problem
in equation (4.28), but is rather just a GMLS representation of u inside each element
Ki. Define the error function eh ∈ Vh as eh := uh − uI , we have:
aδ (eh, eh) = aδ (eh, uh − uI)
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= aδ (eh, u− uI)





C̃T(C̃I + 1) + αstab
)
||eh||DG||u− uI ||DG
by continuity in equation (4.53)





C̃T(C̃I + 1) + αstab
)
. Also, using the coercivity result in
equation (4.63):
aδ (eh, eh) ≥ α∗||eh||2DG (4.74)
Combining equation (4.73) and (4.74), we have:





⇔ ||uh − uI ||DG ≤
MDG
α∗
||u− uI ||DG (4.75)
Now, based on the triangle inequality:
||u− uh||DG = || (u− uI)− (uh − uI) ||DG
≤ ||u− uI ||DG + ||uh − uI ||DG
≤ ||u− uI ||DG +
MDG
α∗
||u− uI ||DG by equation (4.75)







||u− uI ||DG. (4.76)
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This result claims that for uh ∈ Vh solving the discrete problem in equation (4.28),
the discrete solution uh is close to the exact solution u on the equivalent DG norm,
and the discrepancy between the computed solution and the exact one is bounded by
the best approximation, uI one can get of u on the space of Vh.
With this, we can provide the bound for the DG norm of the approximation error.
Let’s first look at the first component of the DG norm, which was defined as the jump
norm in equation (4.38):























































































































































||uI − u||20,K + h|uI − u|21,K
)



















||uI − u||20,K + CI ||uI − u||20,K
)


















































using quasi-uniform property in equation (4.3)
By choosing s = 1 in equation (4.72), we can bound the remaining term:
∑
K∈Th






Therefore, the bound of the DG norm of (uI − u) can be evaluated using the results
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4γ2CT (1 + CI)C
2(r+1)




























we can tidy up equation (4.79) into:



















Hence, the error between the DG-GMLS solution uh and the exact solution u
on Vh is converging at rate r when performing mesh refinement, with r being the
polynomial order used in GMLS approximation for basic functions. Therefore, as long
as our exact solution to the Poisson problem is ‘smooth enough’ for the seminorm in
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equation (4.72) to exist inside each element Ki, the solution obtained from solving
the discrete problem (4.28) is converging to the exact solution.
4.6 Numerical results
The DG-GMLS scheme is implemented in the COMPADRE software [27], with the SIP
penalty term, i.e. δ = −1. For implementation details, please refer to [26]. The
domain Ω for the Poisson equation (4.1) is chosen to be a two-dimensional square,
i.e. Ω = ([0, 2] × [0, 2]). The grid is then uniformly divided into square triangles.
Additionally, a manufactured solution is used, i.e.:











to provide the Dirichlet boundary condition as required in equation (4.2) and the
forcing term on the right hand side. We first keep the value of the stabilization pa-
rameter αstab to be 100, just so that our DG-GMLS with SIPG is stable for solving.
Figure 4·6 shows the behavior of DG-GMLS in the refinement analysis. The error
graph is plotted for different polynomial orders used in computing the GMLS inter-
polation. It is apparent that the DG norm for the RMS error between the analytical
and computed solution converges asymptotically to the respective GMLS polynomial
order used. This verifies our analysis in equation (4.80).
We also ran our implementation in a three-dimensional domain. This time, Ω is
chosen to be a cube, i.e. Ω = ([0, 2]× [0, 2]× [0, 2]) with tetrahedral elements. Here,
the following manufactured solution is used:
















Figure 4·7 shows how different components of the DG norm of the error converges in
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Fig. 4·6 Refinement study for solving Poisson with DG-GMLS in 2D.
the choice of quadratic and quartic GMLS polynomials. Again, this demonstrates that
for an rth-order GMLS polynomial approximation on each element, the DG-GMLS
approach obtains optimal r-th order convergence.
From the report [26], the Poisson’s equation is also solved on a two-dimensional
mesh of two concentric circles of radius 0.5 and 1.0 for the inner and outer circle,
respectively, as shown in Figure 4·8. The close-up view of these extremely distorted
elements indicates that their interior angles are approaching π. Dirichlet boundary
condition is applied at the inner and outer boundary of the domain, using the manu-
factured solution in equation (4.82). Third-order polynomials are utilized for GMLS
approximations in this case.
The convergence of the DG norm for the discrepancy between the analytical and
the computed solution on the most heavily distorted mesh (right one on Figure 4·8),
is shown in Figure 4·9. Even on such poor quality mesh, DG-GMLS provides optimal
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Fig. 4·7 Refinement study for solving Poisson with DG-GMLS in 3D.
Fig. 4·8 Distorted mesh used for bench-marking DG-GMLS in [26].
rates of convergence as expected. This is greatly advantageous compared to the
traditional DG-FEM, as we can now perform simulation even on ill-conditioned grids.
4.7 Conclusion and remarks
In this chapter, we have demonstrated our analysis of the DG-GMLS approach when
applied to the Poisson’s boundary value problem. The traditional shape functions are
replaced with GMLS interpolations computed from centroids of elements. As a result,
this choice of shape functions still produce piecewise polynomials that are discontinu-
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Fig. 4·9 Convergence for the error in DG norm on the most heavily distorted
mesh (right, Figure 4·8).
ous from one element to the next, and thus the analysis of DG-GMLS follows that of
the traditional DG-FEM method. We have shown here that the DG-GMLS approach
inherits continuity, coercivity, consistency and convergence properties. Since the ba-
sis functions are no longer conforming to the elements’ shapes, the strict dependence
on mesh quality is lessened. Results from DG-GMLS method on poor-quality meshes
have confirmed this advantage of the method. We will further examine this aspect of
mesh in-dependency in chapter 6.
As a reminder, we have assumed that the constant appeared in the inverse in-
equality, equation (4.31), would not blow up for meshes with slivers. This allows
us to say that the constant appears in the convergence results, equation (4.81), is
well bounded. The numerical results have provided evidence to support, to some
extent, this assumption. We suspect that this can be explained with the fact that the
basic functions are constructed with GMLS approximation. For prospective work,
establishing the proper inverse inequality for DG-GMLS, with correct bound for the
constant term, would strengthen the claim even further.
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Chapter 5
Linear elasticity with DG-GMLS
In this chapter, we are illustrating the use of DG-GMLS for the linear elasticity prob-
lem. The steps are essentially similar to the ones used in the Poisson’s problem, with
one of the difference being the additional necessity of applying the Korn’s inequality
on top of the inverse inequality to prove the coercivity of the bilinear form. We will
start with showing the weak formulation and how it can be reformulated into the
triangulated domain. After that, we will perform the analysis by demonstrating the
consistency and coercivity of the discretized bilinear form, followed by providing the
error bound of the solution. The numerical result showing the expected convergence
behavior will be shown at the end.
5.1 Problem formulation
The linear elastic deformation of an isotropic solid is described in term of the stress
tensor σ, the strain tensor ǫ, the displacement vector u and the body force vector f .
The two material-dependent quantities are denoted by λ, the first Lamé parameter,
and µ, the shear modulus or the second Lamé parameter. We also have the following
governing equations in the physical domain Ω:
the equilibrium equation: −∇ · σ = f in Ω, (5.1)








the constitutive law: σ(u) = 2µǫ(u) + λ(∇ · u)I = C : ǫ(u), (5.3)
elasticity tensor: Cijkl = µ (δikδjl + δilδjk) + λδijδkl, (5.4)
boundary condition: u = 0 on ∂Ω. (5.5)

































2µ+ λ λ λ 0 0 0
λ 2µ+ λ λ 0 0 0
λ λ 2µ+ λ 0 0 0
0 0 0 2µ 0 0
0 0 0 0 2µ 0
































We can talk about the eigenvalues of C as:
Cijkl = κǫij,
where κ is the eigenvalue and ǫij is the eigenstrain. The maximum and minimum
eigenvalues of elasticity tensor are:
κmax(Cijkl) = 3λ+ 2µ (5.7)
κmin(Cijkl) = 2µ. (5.8)
5.2 Continuous variational formulation
We define first the space for the test functions as:
V =
{
v|v ∈ (H10 (Ω))d
}
, (5.9)
with the subscript 0 indicates theH1 space with zero boundary condition of (H1(Ω))d,
per equation (5.5), and d = 2 or d = 3 is the dimension of the problem. The variational
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form can then be obtained by multiplying both sides of the equilibrium equation (5.1)
with a test function v ∈ V and integrate over Ω:
∫
Ω
v(−∇ · σ) dΩ =
∫
Ω
f · v dΩ ∀v ∈ V .




v · σn d∂Ω +
∫
Ω
∇v · σ dΩ =
∫
Ω
f · v dΩ ∀v ∈ V .
With the boundary condition in equation (5.5), the integral over the boundary ∂Ω is




∇v : 2µǫ(u) dΩ +
∫
Ω
∇v : λ(∇ · u)I dΩ =
∫
Ω
f · v dΩ ∀v ∈ V .




∇v : 2µǫ(u) dΩ = 2µ
∫
Ω
ǫ(v) : ǫ(u) dΩ ,
while the second term is reformulated through the following identity:
∇v : (∇ · u)I = (vx,x + vy,y + vz,z) (ux,x + uy,y + uz,z)
= (∇ · v) (∇ · u) .
We, therefore, arrive at the following bilinear form:









(∇ · u) (∇ · v) dΩ , (5.12)
5.3 DG-GMLS discretization
We let Th be a quasi-uniform decomposition of the computational domain Ω, as
defined in equation (4.3). We first need to define the function spaces for DG-GMLS,
similar to equation (4.6), in this case for a vector-value function.
Vh = {v|vKi = vGMLS(x;xTi) for all Ki ∈ Th} , (5.13)




ǫ(u) : ǫ(vh) dK + λ
∫
K




ǫ(u) : ǫ(vh) dK + λ
∫
K





ǫ(u) : ǫ(vh) dK + λ
∫
K
ǫ(vh) : (∇ · u)I dK








σ(u) : ǫ(vh) dK
from the constitutive law (5.3)
= (Cǫ(u), ǫ(vh))K , (5.14)
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for all vh ∈ Vh. Additionally, we can also apply Green formula to each term of




ǫ(u) : ǫ(vh) dK + λ
∫
K






(ǫ(u)nK) · vh d∂K −
∫
K








(∇ · u)nK · vh d∂K −
∫
K










(−2µ (∇ · ǫ(u))− λ∇(∇ · u)) · vh dK . (5.15)
From the equilibrium equation (5.1) and the constitutive law (5.3), we have:
f = −∇ · σ
= −∇ · (2µǫ(u) + λ(∇ · u)I)
= −2µ (∇ · ǫ(u))− λ∇(∇ · u),
since:
∇ · ((∇ · u)I) = ∇(∇ · u)
Also, we define the following traction operator:
T (u) := σ(u)n = 2µ (ǫ(u)n) + λ (∇ · u)n. (5.16)




T (u) · vh d∂K +
∫
K
f · vh dK = 〈T (u),vh〉∂K + (f ,vh)K . (5.17)
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Combining equation (5.14) and (5.17), we arrive at the following equation:
(Cǫ(u), ǫ(vh))K = 〈T (u),vh〉∂K + (f ,vh)K . (5.18)













〈T (u),vh〉∂K + (f ,vh)Th (5.19)
Analogous to the magic formula in equation (4.25), the first term on the right






〈σ(u)nK ,vh〉∂K = 〈{{T (u)}}, JvhK〉Eh+〈JT (u)K, {{vh}}〉E0h ,
with the definition for the jumps and the averages of the traction T and the vector-





T (u)+ + T (u)−
)
, (5.20)
{{T (u)}} = 1
2
(















If we choose u to be the exact solution for the linear elasticity problem, equilibrium in
forces requires T (u)+ = −T (u)−, thus the jump term of the traction operator JT (u)K




(Cǫ(u), ǫ(vh))Th − 〈{{T (u)}}, JvhK〉Eh = (f ,vh)Th (5.24)
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Similar to the Poisson problem in chapter 4, the first term on the left hand side of
equation (5.24) is symmetric and positive definite, but the same cannot be said for
the second term. In order to remedy for both of these issues, two terms are added:
Bδ(u,vh) := (Cǫ(u), ǫ(vh))Th − 〈{{T (u)}}, JvhK〉Eh
+ δ〈{{T (vh)}}, JuK〉Eh +
αstab
hmin
〈JuK, JvhK〉Eh , (5.25)
where δ = −1, 0, 1 corresponding to three different methods as mentioned in chapter
4, αstab is the stabilization parameter and hmin is the smallest diameter of the mesh.
The discrete formulation for the linear elasticity problem now reads:
Find uh ∈ Vh such that:
Bδ(uh,vh) = (f ,vh)Th , ∀vh ∈ Vh, (5.26)
where Bδ(·, ·) is defined in equation (5.25).
5.4 Norms and inequalities for vector-valued functions
We provide the following definition for the L2 norm of a vector-valued function:
v(v1, v2, · · · , vd) ∈ Rd,
on a domain Q as:










v2i dQ . (5.27)
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using the multi-index notation in equation (2.5) and (2.6) with |α| = 1. Similarly,
















































by the definitions in equations (5.27) and (5.28).

































by the definition in equation (5.27).
We also want to introduce the mesh representation for CT and CI with:
C̃T = max {CT , for all K ∈ Th} (5.32)
C̃I = max {CI , for all K ∈ Th} (5.33)
5.5 Analysis
For u solving the linear elasticity problem exactly, the jump JuK across element edges
is zero, thus making the third and forth terms of Bδ disappear. Therefore, combining
equation (5.24) with the bilinear form in equation (5.25) gives us:
Bδ(u,vh) = (Cǫ(u), ǫ(vh))Th − 〈{{T (u)}}, JvhK〉Eh = (f ,vh)Th , ∀vh ∈ Vh (5.34)
5.5.1 Orthogonality
From the solution of the discrete problem uh in equation (5.26) and the exact solution
u of the linear elasticity problem, the Galerkin orthogonality holds, i.e.:
Bδ(u− uh,vh) = 0, ∀vh ∈ Vh. (5.35)
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5.5.2 Continuity
Let’s first define the jump norm and the DG norm that correspond to the vector
function vh ∈ Vh:










DG norm: ||vh||2DG := |vh|21,h + ||vh||2j . (5.38)






∣+ |〈{{T (uh)}}, JvhK〉Eh |






































|Cǫ(uh)| : |ǫ(vh)| dK










































































2 dK = |vh|21,K
Also, since the largest eigenvalue for the elasticity tensor C is 3λ+ 2µ from equation


























≤ (3λ+ 2µ)||uh||DG||vh||DG. (5.41)
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Now, onto the second term of equation (5.39):























|{{T (uh)}}| · |JvhK| de

























by Cauchy-Schwarz inequality (5.42)





















{{λ(∇ · uh)nK}}2 de

 (5.43)




































































































































































































































{{∇ · uh}}2 de






















































































































CT (1 + CI)||∇uh||20,K



























by definition in equation (5.37)
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We now have all the tools to revisit equation (5.42):
























































































4µ2 + λ2|uh|1,h||vh||j (5.47)





4µ2 + λ2||uh||DG||vh||DG (5.48)
by the DG norm definition in equation (5.38)
Similarly, the third term in equation (5.39) can also be proved that:




4µ2 + λ2||uh||DG||vh||DG. (5.49)
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by definition of the jump norm in equation (5.36)
≤ αstab||uh||DG||vh||DG. (5.51)
by definition of the DG norm in equation (5.38)
Finally, by substituting equations (5.41), (5.48), (5.49) and (5.51) into equation

















4µ2 + λ2 + αstab
)
,
we thus have proved the continuity property for Bδ(·, ·):
|Bδ(uh,vh)| ≤ QC ||uh||DG||vh||DG, ∀uh,vh ∈ Vh. (5.52)
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5.5.3 Coercivity
In order to demonstrate coercivity, we need the Korn’s inequality. From [23], [10] and
[38], the Korn inequality is derived on the broken Sobolev space, i.e. the cumulative
space of H1 functions inside each discrete element. In our defined function space
Vh, the GMLS approximation within each element K satisfies the properties of H
1
functions in each element. Therefore, we can use the Korn’s inequality from [38] for


















 ≥ |vh|21,h, ∀vh ∈ Vh, (5.53)
















































ǫ(vh) : ǫ(vh) dK


















ǫ(vh) : ǫ(vh) dK ≥
1
C̃K
|vh|21,h − ||vh||2j , ∀vh ∈ Vh. (5.54)
by the definition of the jump norm in equation (5.36)
For coercivity property, we examine:
Bδ(vh,vh) = (Cǫ(vh), ǫ(vh))Th − 〈{{T (vh)}}, JvhK〉Eh









〈JvhK, JvhK〉Eh , (5.55)
Again, let’s examine each term of equation (5.55). Using the fact that the smallest


























using Korn’s inequality in equation (5.54)
≥ 2µ
C̃K
|vh|21,h − 2µ||vh||2j (5.56)
The second term requires parts of the derivation carried out for continuity. Recall
that, from equation (5.47), we have:

































4µ2 + λ2|vh|1,h||vh||j (5.57)
by quasi-uniform property of the mesh in equation (4.3)
If we then multiply both sides of equation (5.57) with −(1− δ), we have:





























by definition of the jump norm in equation (5.36)









+ (αstab − 2µ) ||vh||2j . (5.60)
This is similar to the quadratic form of x2 − axy + by2 that was analyzed in the
previous chapter. Therefore, there exists a constant β∗ > 0 whenever αstab is large
enough so that the following inequality holds:
2µ
C̃K










using the DG norm’s definition in equation (5.38). Thus, for large enough αstab, the
coercivity results can then be written as:
Bδ(vh,vh) ≥ β∗||vh||2DG. (5.61)
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5.5.4 Consistency
For consistency, we will need to use the continuity and coercivity results. As previ-
ously defined, u is the solution to the linear elasticity problem defined in equations
(5.1-5.5) and uh is the solution to the discrete form of equation (5.26), we have from
coercivity result:
β∗||u− uh||2DG ≤ Bδ(u− uh,u− uh)
≤ Bδ(u− uh,u− vh) + Bδ(u− uh,vh − uh) ∀vh ∈ Vh
by linearity of the bilinear form
≤ Bδ(u− uh,u− vh)
by orthogonality in equation (5.35). (5.62)
Again, taking absolute value on both sides of equation (5.62) gives:
β∗||u− uh||2DG ≤ |Bδ(u− uh,u− vh)|
≤ QC ||u− uh||DG||u− vh||DG
by continuity result in equation (5.52). (5.63)




||u− vh||DG ∀vh ∈ Vh. (5.64)
This gives us the consistency result, which is similar to the one derived in chapter 4.
The main difference here is that both QC and β
∗ now include material constants λ
and µ. This means that for certain materials, this ratio can become significant (for
example, in the case of incompressible materials, see [24]), causing our solution uh
to not converge to the exact solution u. In traditional FEM, this is a well-known
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behavior and is referred to as the ‘Poisson locking’ phenomenon. Our analysis so far
does not predict locking will occur, but neither does it show that it will not occur.
5.5.5 GMLS approximation error with vector field
We can look to extend the bound provided in equation (4.70) and extend it to the
vector function. Let u(x) := (u1, u2, · · · , ud) where d is the dimension of the vector.
Let uI ∈ Vh be the GMLS representation of u on Vh. We can start with the left
term:






























































By using the same concept for choosing hX,K as equation (4.71), we arrive at the final
result by rewriting equation (5.66) into:
|u− uI |s,K ≤ Cr+1−sǫ CDG-GMLS,Vhr+1−smax |u|Cr+1(K). (5.67)
with Cǫ > 0 per equation (4.71).
5.5.6 Convergence
As previously defined, let uI ∈ Vh be the GMLS approximation of the exact solution
of u on Vh. It is worth remarking one more time that uI does not solve equation
(5.26) (uh does). Again, we will define the error function eh := uh − uI . Using the
coercivity results, we have:
Bδ(eh, eh) ≥ β∗||eh||2DG. (5.68)
We can also have:
Bδ(eh, eh) = Bδ(eh,uh − uI)
= Bδ(eh,u− uI)
using the Galerkin orthogonality from (5.35)
≤ QC ||eh||DG||u− uI ||DG. (5.69)
Combining equations (5.68) and (5.69), we have:





||u− uI ||DG. (5.70)
106
Additionally, using the triangle inequality, we have:
||u− uh||DG = ||(u− uI)− (uh − uI)||DG
≤ ||u− uI ||DG + ||uh − uI ||DG



















||u− uI ||DG. (5.71)
Similar to the analysis of the DG-GMLS solution for Poisson’s problem, we look
at bounding the DG norm for the error (u−uI). First, we can bound the jump norm
in equation (5.36):



















































































||uI − u||20,K + h|uI − u|21,K
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||uI − u||20,K + CI ||uI − u||20,K
)


















































as quasi-uniform property of Th in equation (4.3)
From equation (5.67), we can obtain bound for the remaining term of the DG norm,
by again using s = 1:
∑
K∈Th






Similar to the DG solution of the Poisson problem, the bound of the DG norm of
(uI − u) can also be determined using the results in equations (5.72) and (5.73):
||uI − u||2DG ≤
∑
K∈Th














4γ2CT (1 + CI)C
2(r+1)




























equation (5.74) is equivalent to:






In conclusion, the error between the best approximation uI ∈ Vh of the exact so-
lution u and the discrete solution uh ∈ Vh is bounded by the seminorm |u|Cr+1(K).











Equation (5.76) states that the DG norm for the error will converge at the rate
of hrmax, with hmax being the largest element’s diameter in Th, and r is the order of
polynomials used in constructing the shape functions with GMLS approximation.
5.6 Numerical results
We use COMPADRE to implement the DG-GMLS solution for the linear elasticity prob-
lem. Here, we focus on three-dimensional domain Ω with Ω = ([0, 2]× [0, 2]× [0, 2]).
109
The grid is uniformly triangulated into tetrahedral elements. To comply with the
boundary condition in equation (5.5), we use the following manufactured solution:



























































with λ = 1 and µ = 1. Figure 5·1 shows the convergence behavior over mesh refine-
ment. It is clear from the graph that the DG norm of the error converges optimally,
i.e. second-order for quadratic GMLS polynomials and forth-order for quartic GMLS
polynomials, respectively.
Fig. 5·1 Refinement study for solving linear elasticity with DG-GMLS in
3D.
5.7 Conclusion
We have performed error analysis for the DG-GMLS solution of a linear elasticity
problem in this chapter. Similar to the procedure carried out in chapter 4, we have
shown that the scheme also satisfy continuity, coercivity, consistency and convergence
properties comparable to the conventional results from DG-FEM method.
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One element that was overlooked in the entire analysis is how the constants in the
coercivity result, equation (5.61), and continuity result, equation (5.52) depend on
the material constants’ λ and µ. It would be fruitful to study how these results will be
applied to incompressible materials, since locking would yield poor approximations





In chapter 4, the inequality in equations (4.45) are derived using the trace inequalities,
which introduce a factor of 1/hmin that gets absorbed into the jump norm. While
this bound may be the best possible one for the traditional DG-FEM where the basis
functions of piece-wise polynomials are conforming with the elements, this is not
necessarily true for our case with DG-GMLS. Our basis functions are constructed
with local optimization, in which the centroids from adjacent elements contribute to
the least-squares problem. Thus, it is reasonable to expect that the discontinuity in
the interpolated function from one element to the next can be bounded differently.
We explain this intuition through the aid of Figure 6·1 with a simple example in
one dimension. Here, u(x) is the unknown function that we wish to approximate. In
this diagram, elements are separated by dashed vertical lines and their centroids are
annotated along the axis. Let element 1 and 2 be the adjacent ones being considered,
and let their corresponding shape functions be uGMLS(x1) and uGMLS(x2). For sim-
plicity, we assume here that the GMLS solution at each centroid will require five local
points, the respective centroids plus two neighbors on each side, to fit a linear func-
tion. Specifically, the neighbors of element 1 are centroids lying in the blue-shaded
region, and likewise for the neighbors in element 2 in green-shaded region. As the two
GMLS problems for element 1 and 2 share four similar points (out of five) in their
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Fig. 6·1 A simple diagram showing the discontinuity of DG-GMLS in 1D.
local least-square solvers, we can expect the discontinuity:
|uGMLS(xm; x1)− uGMLS(xm; x2)|
at the point xm of the shared edge to be small. Consequently, from this result, we
hope that the inner products on the left hand side of equation (4.45) can be bounded
without the previously defined DG norm, which consists of the 1/hmin term in the
jump norm. From equation (4.27), the second and third term in the bilinear form aδ
are the main factors causing aδ to be indefinite. Additionally, they both are scaled
with a magnitude of 1/
√
hmin per equation (4.43), in which the factor is introduced by
the trace inequality. Therefore, the stabilization term 〈JuhK, JvhK〉Eh has to be scaled
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by a factor of 1/hmin in order to counter both of those terms, and thus make the
overall bilinear form to be positive definite.
If in the DG-GMLS scheme, the inner product 〈JvhK, {{∇uh}}〉Eh does not scale
with 1/
√
hmin, then we would not need to magnify the stabilization term with respect
to the mesh size. In fact, we can reduce the bilinear form down to using the char-
acteristic length h∗ (which is different from the minimum element’s diameter hmin)
of:
aδ(uh, vh) := (∇uh,∇vh)Th − 〈{{∇uh}}, JvhK〉Eh (6.1)
+ δ〈{{∇vh}}, JuhK〉Eh +
αstab
h∗
〈JuhK, JvhK〉Eh , (6.2)
By setting the value of the characteristic length h∗ = 1, the inverse scaling of αstab
with respect to the element’s diameter can be removed. This means that the largest
eigenvalue of the discretized bilinear form would not be as large, which gives us
a better condition number for aδ. Since the size of time step is controlled by the
condition number [35], the fact that the stabilization term of aδ does not need to be
magnified with respect to the mesh size allows larger time step for transient problems.
Therefore, the overall computational cost could be reduced. We will start with looking
at the inner product:
〈JvhK, {{∇uh}}〉Eh ,
which consists of the jump in vh and the average of ∇uh.
6.1 Analysis of the jump term
Let’s further examine the approximation on the jump norm through the aid of figure
6·2. Here, a simple domain Ω contains two elements K1 and K2, with their corre-
sponding centroid xT1 and xT2 and their respective outward normal vectors n1 and
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n2 at the shared edge BC.
Fig. 6·2 A simple domain for DG-GMLS with two elements.
Let h be the distance between the two centroids, and let x be the intersecting
point between the connecting line of the two centroids and the shared edge BC. We
can represent the coordinate xT2 in terms of the centroid of T1 via:
vGMLS(x;xT2) = vGMLS(x;xT1 + hd12) (6.3)
d12 =
xT2 − xT1
||xT2 − xT1 ||
. (6.4)
This allows us to rewrite JvhK as:
JvhK = vGMLS(x;xT1)n1 + vGMLS(x;xT2)n2
by the jump definition in equation (4.15)
= vGMLS(x;xT1)n1 + vGMLS(x;xT1 + hd)n2
= (vGMLS(x;xT1)− vGMLS(x;xT1 + hd))n1 (6.5)
since n1 = −n2.
Let f(h) = vGMLS(x;xT1 + hd), where d is an arbitrary vector. For convenience, let
us introduce another variable x̃T = xT1 + hd. We can apply Taylor’s theorem to
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achieve:









(t) dt 0 ≤ t ≤ h, (6.7)
where R1(h) is the remainder from the approximation of f(h). We now need to




















The last equality in equation (6.8) provides the formula in index notation. By sub-
stituting equation (6.8) into equation (6.6), we have:
vGMLS(x;xT2) = vGMLS(x; x̃T )
= vGMLS(x;xT1) +R1(h),
and thus:
vGMLS(x;xT2)− vGMLS(x;xT1) = R1(h). (6.9)
We can now apply the jump notation and take absolute value for both sides of equation
(6.9) to arrive at:
|JvhK| = |R1(h)| (6.10)
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We can bound the remainder term R1(h) through the Taylor’s theorem. If there exists













: 0 ≤ t ≤ h
}
, (6.11)
then R1(h) is bounded through:
|R1(h)| ≤Mh. (6.12)
Therefore, we need to find an expression for the derivative of f(h). For now, we will
assume that the bound in equation (6.10) is well defined. We also suspect that there
could be some relationship between the jump JvhK and the derivative of v(x), which
will be highlighted in our example in appendix B. Detailed derivations to support
these claims will be saved for further research. In this thesis, we will use equation














6.2 Re-visiting the inequalities with DG norm










































































































































































































































































































































































since h ≤ hmax
























































de ≤ C̃T(C̃I + 1)hmax
2
|∇TvGMLS(x;xT )|20,h . (6.18)






















|∇TvGMLS(x;xT )|0,h |∇uh|0,h (6.19)
using the quasi-uniform property of Th in equation (4.3)
This means that for the second and third term in the bilinear form of equation (4.27),
the indefinite terms have bounded magnitude compared to the traditional DG-FEM
method. Using our previous discussion, the stabilization parameter, thus, would not
need to be scaled by 1/hmin in order to make the bilinear form aδ positive definite.
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We will present numerical results to further support our claim here.
6.3 Numerical results
Let us also re-define the jump norm using the characteristic length h∗ to be consistent













We first look at how the error convergence in the DG norm, equation (6.21) will be
affected when we change the value of h∗. Our first test is on the Poisson problem,
using fourth-order polynomials for GMLS approximation of the shape functions. From
Figure 6·3, it is apparent that the error still converges optimally regardless of h∗, in
which ‘edge’ denotes the average edge size and ‘window’ denotes the support size for
GMLS approximation. Even in the extreme case of h∗ = 1, we still obtain forth-order
convergence.
Fig. 6·3 Characteristic length invariant for solving Poisson with DG-GMLS.
This same behavior is also captured in the DG-GMLS solver for linear elasticity
problem. For consistency, let us re-introduce the bilinear form and the jump norm
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involved:
Bδ(u,vh) := (Cǫ(u), ǫ(vh))Th − 〈{{T (u)}}, JvhK〉Eh
+ δ〈{{T (vh)}}, JuK〉Eh +
αstab
h∗
〈JuK, JvhK〉Eh , (6.22)






Likewise, the changes in the value of h∗ will affect the bilinear form in equation
(6.22) and the DG norm for vector field in equation (6.23). Here, we use a GMLS
reconstruction of third-order polynomials. Figure 6·4 illustrates that the error norm
always demonstrates third-order convergence, consistent with the result obtained in
chapter 5, despite the changes in the value of h∗.
Fig. 6·4 Characteristic length invariant for solving linear elasticity with DG-
GMLS.
6.4 Summary
In this chapter, it is shown through numerical results that the performance of DG-
GMLS is invariant with the choice of characteristic length. We have also presented
potential reasons that could explain such behavior. Particularly, since the GMLS
construction uses a lot of overlapping points when moving from one element to an-
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other, as shown in Figure 6·1, the discontinuity over the shared edges can behave
much more ‘nicely’ compared to the conventional DG-FEM. This is shown in our
numerical results, in which we have changed the choice of characteristic length used
in the assembly of the bilinear form and the calculation of the DG norm. The results
show that the errors converge optimally, even in the situation where we omit the
presence of the characteristic length in the bilinear form and the DG norm (i.e. by
setting h∗ = 1).
There are multiple potential advantages that could result from this observation.
First of all, this could mean that the bilinear form, when discretized with DG-GMLS
scheme, can achieve higher stability, compared to DG-FEM. Therefore, solving a
more stabilized system iteratively will require fewer iterations, thus decreasing the
computational effort involved. Moreover, DG-GMLS also suggests that the largest
eigenvalue for the discretized bilinear form will not be as large when compared against
the traditional DG-FEM. Therefore, the condition number of the discretized bilinear
form would be smaller, which can be advantageous for several reasons. Because of the
lower maximum eigenvalue, this allows for explicit time-marching schemes in transient
problems to have bigger time step. Moreover, iterative solvers converge faster on
matrices with smaller condition numbers. Consequently, the overall execution time




We have presented two different approaches for solving systems of Partial Differen-
tial Equations with Generalized Moving Least Squares. Firstly, we demonstrated
in chapter 2 how to generate finite-difference-like stencils on arbitrary point clouds
in order to solve PDE in their strong-form. In particular, we computed the finite-
difference-like stencils by solving the local least-squares GMLS problems. After that,
entries from the stencils are assembled into a global sparse matrix, which can then
be solved. There are certain benefits to this approach. Certain requirements for the
approximate solution, such as the divergence-free property, can be enforced through
the choice of GMLS basis functions. Furthermore, the boundary conditions can be
applied conveniently through additional constraints on the local GMLS optimization
problem. Computationally, the local least-square problems are relatively cheap to be
solved on a single thread, and parallelization is straightforward since these problems
are independent from each other. We have also presented the structure of the software
framework COMPADRE, on which we implement our numerical schemes.
In chapter 3, we implemented a compatible GMLS discretization for the strong-
form steady-state Stokes equations. The governing PDE was formulated as a coupled
system, with a Dirichlet boundary condition for velocity field and a pure Neumann
boundary condition for pressure field. For constructing the stencils at each point, we
utilized a GMLS staggered scheme for the pressure field along with a divergence-free
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GMLS basis for the velocity field. The resulting global matrix can be conveniently
preconditioned, either with incomplete LU or adaptive multi-grid. We have shown
that our implemented solution for steady-state Stokes flow demonstrates high-order
convergence, consistent with the order of interpolation. The nested parallelization,
at thread levels among a processor and cross-processor communication, enables the
scalability of the simulation. Through our weak-scaling study, we showed that our
method can be applied towards large-scale problems running on multiple processors.
The choice of preconditioners is a potential research area in the future.
Chapters 4 and 5 illustrate how GMLS interpolation can be used in a variational
formulation to create what we would call a semi-meshless method. To be precise, the
Discontinuous Galerkin with Generalized Moving Least Squares approach applies a
different type of shape functions than the conventional DG Finite Element Frame-
work. The shape functions here are constructed using GMLS approximation using
element centroids as the point cloud. As a result, these shape functions are inde-
pendent of the element shapes, allowing the method to perform even on meshes with
sub-par qualities. We derived here the asymptotic rates of convergence of DG-GMLS
through analytic derivations for Poisson and linear elasticity with Dirichlet boundary
condition. However, since this is a development on top of the well-studied finite ele-
ment method, other forms of boundary conditions can also be applied. Our numerical
results for both of these problems supports this claim, in both two-dimensional and
three-dimensional test cases. Results from [26] also show that the solution does not
deteriorate on poor-quality meshes.
It is observed through simulation that the stabilization parameter can be relaxed
more in DG-GMLS compared to DG-FEM. More specifically, the indefinite terms in
the bilinear form, when discretized with DG-GMLS, is suspected to be proportional
to the average mesh size (rather than inversely proportional like the conventional DG-
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FEM). This suggests that the introduced stabilization does not need to be enhanced
as much to ensure better conditioning on the discretized bilinear form. There are
plenty of computational advantages that can exploit such a property, in particular
the improvement of the iterative solver and wider time steps for transient problems.
We suspect this phenomenon can be explained by examining how the GMLS approx-
imation varies with respect to the target locations. The rough ideas are presented in
chapter 6, and further investigation is reserved for later work.
There are several interesting questions, besides the previously stated ones, that
would be exciting for future endeavors. One of the most interesting aspect would be
to gain more insight into the points set. In solving the strong-form PDE with GMLS,
we have conveniently placed the evaluation points on top of the target locations and
the source points. Effectively, these three sets of points coincide. While this method
works as it, this leaves room for questioning if certain other configurations can be
deployed.
Fig. 7·1 Improvement idea on DG-GMLS.
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Similarly, in the DG-GMLS scheme, we have used the centroids of the elements
to build the points cloud for the GMLS approximation, as seen on the left of Figure
7·1. Effectively, this makes generating the shape functions not fully meshless as we
have previously claimed. It would be worth studying suitable approaches in extreme
scenarios that would fully divorce the point clouds from the underlying mesh, as shown
on the right of Figure 7·1. In that case, we would have to propose the algorithms
for working with elements that can either include more than one point (resulting in
more than one available GMLS approximation) or none at all. The latter case may
require one to devise a strategy of choosing which ‘faraway’ GMLS approximation
to be used in the ‘empty’ element. Alternatively, one can approach the problems
from a different perspective: given a point cloud, one wishes to generate elements
with centroids coincide with the points in the provided distribution. This creates
opportunities to borrow from well-developed approaches, such as Voronoi diagram
and Delaunay triangulation. Nevertheless, we believe that there is plenty of room for
deeper investigation to further explore the use of GMLS in solving PDE numerically.
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Appendix A
Examining the derivative of the GMLS
approximation
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vGMLS(xT ; x̃T )
= d · ∂
2
∂h∂x̃T
vGMLS(xT ; x̃T ) as d is a unit vector
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since d is a unit vector
= didj
∂2
∂ (x̃T )i (x̃T )j








where xTt := xT1 + td. We also need to express the first and second derivative of
vGMLS(x;xT ) with respect to xT . With refer to the definitions in chapter 2, recall
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that the solution to GMLS gives us:
uGMLS(x;xT ) = p(x)c(xT ) = p(x)Ruu(xT )u,
with the vector u encapsulating the nodal value of u(·) at the neighbors of xT . Now,
we assume that our neighbor size will be large enough that all N points on the domain
will always be included in the least-square computation. We further assume (without
loss of generality) that p(x) is the global set of Taylor monomials centered at one
point in the domain. This means that only Ruu term is dependent on xT . If we recall
that from equations (2.18) and (2.19):








B(xT ) = [W (d1)p(x1),W (d2)p(x2), . . . ,W (dNT )p(xNT )] .
It is apparent that only the kernel W (dj) with dj = ||xT − xj|| is dependent on xT .
From our choice of kernel in equation (2.11):













, ||xj − xT || < ǫ,
0, otherwise,
(A.2)
we can easily conclude that W (||xT −xj||) is differentiable with respect to xT within
our assumption, albeit the derivatives can be discontinuous at the boundary of the
neighboring size, i.e. when
xj = xT ± ǫ
xj − xT
||xj − xT ||
. (A.3)
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By regularizing W (r) at r = ǫ, however, a C∞ alternative of the kernel function can







As the inverse of A exist, and A is differentiable with respect to xT by inspection,








A DG-GMLS example in one dimension
Let us get a sense of how the GMLS approximation changes over the target location
by the help of a simple example in one dimension. Borrowing the idea from Figure
6·1, we present the following coordinates and labels.
Fig. B·1 A simple example of DG-GMLS in 1D.
In Figure B·1, each element has a size of h, so for example element 0 will have
















Let’s look at our choice of kernel here. Using (2.11), we can set the window size
to only allow one centroid on each side to be included in the compact support. In
particular, we have:















, |xj − xT | < 3h2 ,
0, otherwise,
. (B.1)
We will use the scale-and-shifted Taylor polynomial up to first order for our basis





































W (|x0 − x1|) 0 0
0 W (|x1 − x1|) 0






W (h) 0 0
0 W (0) 0













We can then substitute the derived formulation in equations (B.3) and (B.4) into













































































This gives us the value for the GMLS approximation of u(x1) as:































(x− x1) (−u(x0) + u(x2)) . (B.8)
We can immediately check that equation (B.8) can reproduce linear functions exactly.































































(x− x2) (−u(x1) + u(x3)) . (B.10)
If we evaluate the jump of uGMLS at the shared vertex x = 2h:







































































































(u(x3)− 3u(x2) + 3u(x1)− u(x0)) . (B.11)




















h (u′(x2)− 2u′(x1) + u′(x0))

















Simply speaking, equation (B.12) indicates that the jump in uGMLS(·) at the element
edge is related to the third derivative of u(x).
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