Methods: The estimator performance is measured using a Monte Carlo simulation with an idealized model of a photon counting detector that includes only pileup and quantum noise. Transmitted x-ray spectra are computed for a calibration phantom. The transmitted spectra are used to compute random data for photon counting detectors with pileup. Detectors with small and large dead times are considered. Neural network training data with extremely low noise are computed by averaging the random detected data with pileup for a large numbers of exposures of the phantom. Each exposure is equivalent to a projection image or one projection of a computed tomography scan. Training data with high noise are computed by using data from one exposure. Finally, training data are computed by adding random data to the low noise data. The added random data are multivariate normal with zero mean and covariance equal to the sample covariance of data for an object with properly chosen attenuation.
INTRODUCTION
The estimator is used with the Alvarez-Macovski method 1 . In this method, the x-ray attenuation coefficient is approximated as a linear combination of basis functions of energy multiplied by coefficients that depend only on the material composition at each point within the object.
The estimator computes the line integrals of the coefficients from transmitted x-ray measurements with different energy spectra. Recently, neural networks have been suggested for this application 2,3,4 by using the universal function approximation theorem 5 to invert the nonlinear transformation from the the line integrals to the spectral measurements.
If the number of spectral measurements is equal to the number of basis functions then any estimator that inverts the deterministic transformation is the maximum likelihood estimator and it gives optimal performance 1, 6, 7 . That is, in the limit of large photon counts it is unbiased and has covariance equal to the Cramer-Rao lower bound (CRLB) 8 .
If the number of spectral measurements is greater than the number of basis functions then simply inverting the transformation does not necessarily give optimal results.
For this case, the optimal estimator needs to use the probability distribution of the measurement noise to provide optimal performance 9 .
Systems with more spectral measurements than the number of basis functions are becoming increasingly important because of the introduction of photon counting detectors into medical x-ray imaging systems 10 . With these detectors, we can use pulse height analysis (PHA) to categorize the energy of individual photons into separate energy bins. The counts in each bin constitute a separate spectral measurement and the number of bins depends on technical factors of the detector design 11 but is typically larger than the basis set dimension.
There is no explicit way to incorporate the noise probability distribution with a neural network but in the past noise has been added to the training data to improve the generalizability of the network 12, 13, 14, 15 . For our application, the noise variance varies exponentially with the variables being estimated and the off diagonal terms of the covariance also change with these variables 16 . Therefore, it is not clear whether adding noise to the training data will result in optimal performance and what is the proper level of noise to provide this performance. These questions are examined in this paper.
The approach used is to train the neural network with Current state of the art photon counting detectors have defects including incomplete photon energy measurement due to K radiation and Compton scattered photon escape, charge sharing and trapping, polarization and other effects 10, 17 . As the detector state of the art improves, we can expect these defects may be reduced to negligible levels. However, all photon counting detectors have a finite response time and, since the inter-arrival times of x-ray photons on the detector sensor are exponentially distributed 18 , there will always be a non-zero probability for two or more photons to enter the detector during its response time no matter how small. In addition, x-ray quantum noise is, of course, universal. In order to focus on these fundamental issues an idealized model that includes only quantum noise and pileup is used with a Monte studied noise but used noisy training data from a single exposure of the calibration phantom. Touch et al. 4 ,20 used a neural network to correct projection data for defects and deadtime of photon counting detectors. They then reconstructed data from individual PHA bins to produce images of the object attenuation at a set of different xray energies instead of the basis set coefficient images produced by the estimator of this paper.
METHODS

A. The estimation problem
For biological materials and an externally administered high atomic number contrast agent we need three or more functions to accurately approximate the attenuation coefficient 21 ,
In this equation, a i (r) are the basis set coefficients, f i (E)
are the basis functions and the subscripts are i = 1 . . . 3.
As implied by the notation, the basis set coefficients a i (r)
are functions only of the position r within the object and the basis functions f i (E) are functions only of the x-ray energy E. Contrast agents with more than one high atomic number element may require additional functions of energy.
Neglecting scatter, the expected value of the number of transmitted photons n k for effective spectrum S k (E) is
where nspect is the number of spectral measurements, denotes expected value and the integral in the exponent is on a line from the x-ray source to the detector. With pulse height analysis the effective spectrum for an energy bin measurement can be idealized to be
where S incident (E) is the x-ray spectrum incident on the detector and Π k (E) is a rectangle function equal to one inside the energy bin and zero outside.
Using Eq. 1, the line integral in Eq. 2 can be expressed
where A i =´a i (r) dr, i = 1 . . . 3. The A i can be summarized as the components of the A-vector A and the measurements by a vector N whose components are the measurements with the effective spectra, n k , k = 1 . . . n spect . Since the x-ray transmission is exponential in A, we can approximately linearize the measurements by taking logarithms. The results is the log measurement
where N 0 is the expected value of the measurements with no object in the beam and the division means that corresponding elements of the vectors are divided.
Eq. 2 defines a relationship between A and the expected value of the measurement vector, L(A) . In an x-ray system, the objective of the estimator is to invert the relationship with noisy data and to compute the best estimate of the A-vector taking into account the probability distribution of the noise.
B. The neural network estimator
The neural network shown in Step wedges of three materials with known thicknesses have known A-vectors at points in the three dimensional space. The transmitted flux through the calibration phantom is measured using the clinical x-ray system. The measurement data are stored by the system computer in a memory to be used to train the neural network as discussed in Sec. 2.B. See the estimator block diagram in Fig. 1. for training (70%), validation (15%), and final testing (15%).
The stopping criterion was that the error with the validation set not decrease for six iterations or the maximum epochs, 500, were reached.
The neural network was used with all input data including those that fall outside the convex hull of the training data.
C. The neural network training data
The neural network was trained using measurements of the calibration phantom shown in The calibrator data are acquired with the clinical xray imaging system and do not require additional physics instruments that may be unavailable in clinical institutions.
With a fan beam computed tomography system, the actual path lengths through different parts of phantom can be computed from its dimensions and the known geometry of the x-ray system by developing a method to locate the calibrator accurately with respect the the scanner gantry such as affixing pins to the phantom and scanning it. 
D. Training with noisy data
The Monte Carlo simulation described in Sec. 2.I was used to study the optimal training data noise level. 
E. Model for photon counting data with pulse pileup
The idealized model for photon counting data with pileup is described in detail in a previous paper 16 and is summarized here. The response of photon counting detectors with pileup to an incident photon is modeled with the dead time parameter, τ 11 , which is the minimum time between two photons that are recorded as separate events. Two models are commonly used to describe the recorded counts with pileup: paralyzable and non-paralyzable. The nonparalyzable model is used in this paper. Measurements by Taguchi et al. 24 indicate it is more accurate at higher count rates with their detectors and it also leads to simpler analytical results 25 .
A model is also needed for the recorded energies with pileup. One approach is to assume that the recorded energy is proportional to the integral of the sensor charge pulses during the dead time 24 . An idealization of this model was used that assumes that the recorded energy is the sum of the energies of the photons that arrive during the dead time regardless of how close the arrival time of a photon to the end of the period 26 . The idealized model assumes that the photon energy is converted completely into charge carriers so there are no losses due to Compton or Rayleigh scattering and all K-fluorescence radiation is re-absorbed within the sensor. All of the carriers are assumed to be collected so that there is no charge trapping or charge sharing with nearby detectors.
F. Probability distribution of pulse height analysis data with pileup
Using the idealized pulse pileup model described in the previous Sec. 2.E, the probability distribution of PHA data with pileup is modeled as multivariate normal with the expected value and covariance in 16 .
In the table,
is the expected value of the number of photons incident on the detector during the measurement time, T , and 16 .
If the probability of a zero recorded photon count value is negligible, as is the case with the large expected values of counts required for material selective imaging, the parameters of the normal distribution of the logarithm L data 27 can be computed from the formulas in Table I using:
N1 N2 .
(7)
G. The CRLB for A-vector noise with pileup
The CRLB is the minimum covariance for any unbiased estimator and is a fundamental limit from statistical estimator theory. It is the inverse of the Fisher information matrix F whose elements are 28
where L is the logarithm of the likelihood and the symbol denotes the expected value. Kay 29 shows that the Fisher information matrix for multivariate normal data with expected value L(A) and covariance C L has elements
where the tr [] is the trace of a matrix. The CRLB was computed numerically by approximating the derivatives in Eq. 9 from the first central difference.
For example, to compute ∆L we first compute the spectra through the object with attenuation A and then with A+∆A. The transmitted spectra are not affected by pileup since they occur before the measurement. These transmitted spectra are then used to compute the expected values of the measurements with pileup using the formulas in Sec. 2.F. We can similarly compute the difference of the covariance of the log data C L using the formulas in that section.
H. The test object for Monte Carlo simulation
The performance of the neural network estimator was tested with objects with A-vectors on three lines through 
I. Random data for Monte Carlo simulation
The Monte Carlo simulation compared the mean squared error, the variance, and the square of the bias of the A-vector estimates to the Cramèr-Rao lower bound.
The generation of the random data for the simulation started with the computation of a 120 kilovolt x-ray tube spectrum using the TASMIP algorithm of Boone and Seibert 30 . The number of photons incident on the object for each detector element or pixel was set to 10 6 . The measurement time was assumed to be 10 milliseconds so the rate of photons incident on the detector with no object in the beam was 10 8 photons per second. Two cases of pileup were computed by setting the detector dead times to 10 and 1 nanoseconds. These result in zero object thickness pileup parameters, η 0 , of 1 and 0.1 respectively.
As discussed in Sec. 2.C, a basis set consisting of the attenuation coefficients of acrylic plastic, aluminum, and an iodine contrast agent simulant consisting of 20% no pileup with pileup A calibration phantom with 30 steps for each material was implemented. The thicknesses were geometrically spaced from zero to 20, 1.5 and 0.125 g/cm 2 for each of the calibration materials respectively. These were chosen to be greater than the object values so all L measurements except for noise will fall within the calibration data convex hull.
For a single A-vector on one of the lines in Fig. 3, the TASMIP x-ray tube spectrum was used with Eq. 6
to compute the spectrum and the expected value of the total number of transmitted photons incident on the detector sensor during the measurement time. The sensor was assumed to be perfectly absorbing so the signal for each photon was proportional to the photon energy. The recorded energy with pulse pileup was computed using the pileup model described in Sec. 2.E. Five bin PHA was done on the recorded energies. The PHA energy response functions were computed with an algorithm that maximized the SNR with no pileup and were assumed to be perfect rectangles. The algorithm for the optimal bins is described in a previous paper 16 .
The expected values and covariance of the recorded PHA bin counts were computed from the formulas in Table   I . These were used to compute the parameters of the multivariate normal distributed log data L using Eq. 7. These data were used to test the neural network estimators.
J. Estimator performance
The estimator performance was computed for the three training data sets and for the two cases of the dead time parameter, 1 and 10 nanoseconds. The neural networks were trained as described in Sec. 2.D. The input data to the estimators were computed as described in Sec. 2.I.
The estimates of the networks were computed using the same random data as inputs so their output noise could be directly compared. The mean square error MSE of the estimates for 2000 trials was computed as
where N trails is the number of trials,Â is the estimate and A actual is the actual A-vector value. Notice that the MSE is a vector quantity with a value for each component of A.
The sample variance and the square of the sample bias of the estimates were also computed. These were plotted after normalizing by dividing by the CRLB variance. A comparison with weight decay and early stopping,"
RESULTS
A. Mean squared error
