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DISTANCES BETWEEN BANACH SPACES
N.J.Kalton and M.I.Ostrovskii
Abstract. The main object of the paper is to study the distance between Banach
spaces introduced by Kadets. For Banach spaces X and Y , the Kadets distance is
defined to be the infimum of the Hausdorff distance d(BX , BY ) between the respective
closed unit balls over all isometric linear embeddings of X and Y into a common
Banach space Z. This is compared with the Gromov-Hausdorff distance which is
defined to be the infimum of d(BX , BY ) over all isometric embeddings into a common
metric space Z. We prove continuity type results for the Kadets distance including
a result that shows that this notion of distance has applications to the theory of
complex interpolation.
1. Introduction
The standard notion of distance between two Banach spaces is the Banach-Mazur
distance which is defined by
dBM (X, Y ) = log inf{‖T‖‖T
−1‖ : T : X → Y is an isomorphism}.
(It is usual to omit the logarithm, but for consistency we will include it). The
Banach-Mazur distance is only finite when X and Y are isomorphic. The main
object of this paper is to study a measure of distance we call the Kadets distance and
certain related notions of distance. The Kadets distance has natural applications
in interpolation theory which we explain.
We recall that if Z is a Banach space and X and Y are closed subspaces of Z
the gap or opening Λ(X, Y ) is defined as the Hausdorff distance between the closed
unit balls BX and BY of X and Y i.e.
Λ(X, Y ) = max{ sup
y∈BY
d(y, BX), sup
x∈BX
d(x,BY )}.
If X and Y are arbitrary Banach spaces we define the Kadets distance
dK(X, Y ) = inf
Z,U,V
Λ(UX, V Y )
where the infimum is taken over all Banach spaces Z and all linear isometric em-
beddings U : X → Z and V : Y → Z.
This distance was apparently introduced by Kadets [15] who proved for example
that limp→2 dK(ℓp, ℓ2) = 0. However the basic idea seems to be implicit in some
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earlier work of Krein, Krasnoselskii and Milman [20], Brown [5] and Douady [10].
The second author studied the notion in [22] and proved that dK satisfies the tri-
angle law but that there are non-isomorphic Banach spaces X and Y for which
dK(X, Y ) = 0 (thus dK is a “pseudo-metric”). In the same paper there is a com-
pleteness result: if (Xn) is a sequence of Banach spaces Cauchy with respect to dK
then there is a Banach space X so that limn→∞ dK(Xn, X) = 0.
There is a series of papers studying the general problem of the identifying prop-
erties which are stable under small perturbations in the Kadets distance (see [2],
[5] [10], [20], [22], [23], [24] and [25]). Precisely a property P is called stable if there
exists ǫ > 0 so that if X has P and dK(X, Y ) < ǫ then Y has P. We refer to the
survey article [24] Chapter 6: a partial list of stable properties includes reflexivity,
super-reflexivity, B-convexity (nontrivial Rademacher type), the Banach-Saks prop-
erty, the alternate-signs Banach Saks property and the property of not containing
ℓ1.
The Kadets distance is clearly related to the notion of Gromov-Hausdorff dis-
tance between metric spaces (see [11],[27]; the precise definition is given in Section
2). It is natural to introduce the Gromov-Hausdorff distance between two Banach
spaces X and Y as
dGH(X, Y ) = inf
Z,U,V
d(UBX , V BY )
where the infimum is taken over all isometries of U : X → Z and V : Y → Z into
a common metric space Z (here d(UBX , V BY ) is the Hausdorff distance between
UBX and V BY .) Thus the Gromov-Hausdorff distance is simply the nonlinear ana-
logue of the Kadets distance. It is not difficult to see that this definition coincides
with computing the standard Gromov-Hausdorff distance between the unit balls
BX , BY as metric spaces. Let us remark at this point that a related global notion
was considered in [4] and [12].
In this paper we first compare these two notions of distance. It is worth pointing
out that one must distinguish between the case of complex scalars and real scalars,
because there are examples ([3],[17],[31]) of complex Banach spaces which are real-
isometric but not even complex-isomorphic. Gromov-Hausdorff distance cannot
distinguish complex structures.
We show that (for real scalars) while Gromov-Hausdorff distance is not equivalent
to the Kadets distance, the two notions are equivalent if one restricts to Banach
spaces which are nice enough. For example if X is B-convex (i.e. has non-trivial
Rademacher type) or ifX∗ embeds into an L1−space then dGH(Xn, X)→ 0 implies
dK(Xn, X) → 0. If X is isomorphic to either c0 or ℓ∞ then dGH(Xn, X) → 0
implies dBM (Xn, X) → 0. On the other hand dGH(ℓp, ℓ1) → 0 as p → 1 while
dK(ℓp, ℓ1) = 1 if p > 1. The precise identification of the class on which the two
distances are equivalent is related to the notion of a K−space introduced in [16]
(see [18]) and to the theory of twisted sums.
In fact for real scalars, Gromov-Hausdorff distance is equivalent to a notion of
distance analogous to the Kadets distance but allowing the superspace Z to be a
quasi-Banach space.
These results are developed in Section 3, after some preliminary results in Section
2. In Section 4, we then apply our techniques to prove a number of continuity-type
results for the Kadets metric. For example we show that in an obvious sense
the map X → X∗ is continuous for the Kadets metric, and even more one has
dK(X
∗, Y ∗) ≤ 2dK(X, Y ) for any pair of Banach spaces. We also show that if
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(X0, X1) is a complex Banach couple and Xθ = [X0, X1]θ are the spaces obtained
by the (Calderon´) method of complex interpolation (cf. [6]) then the map θ → Xθ
is continuous for the Kadets distance for 0 < θ < 1. This result is closely related
to recent work on uniform homeomorphisms between the unit balls of two Banach
spaces using complex interpolation methods (cf. [8]). We give precise estimates
here and obtain the estimate for 1 < p, q <∞,
dK(ℓp, ℓq) ≤ 2
sin(π|1/p− 1/q|/2)
sin(π(1/p+ 1/q)/2)
which improves earlier estimates (see [15], [22]). We remark that in [23] or [24] (pp.
292, 303) there is a lower estimate dK(ℓp, ℓq) ≥
1
2(2
1/p − 21/q).
Finally in Section 5, we make some remarks on the topology of the pseudo-
metric space of all Banach spaces with a given density character with either notion
of distance. We point out that results on stability or openness of some property
lead automatically to results on complex interpolation spaces, and also show that
the continuity results of the previous section lead to new stable or open properties.
We identify the component of ℓ1 for the Kadets distance and raise the question of
identifying the components of ℓ2 and c0. We do not know if the set of separable
Banach spaces is connected for the Gromov-Hausdorff distance. We also show that
if 1 < p 6= 2 < ∞ the set of spaces isomorphic to ℓp is non-separable for both
notions of distance.
2. Gromov-Hausdorff distance and Kadets distance.
We first recall the notion of Gromov-Hausdorff distance between metric spaces.
It will be convenient to expand the definition to include pseudo-metric spaces. We
recall that if M is a set, a pseudo-metric on M is a map d : M ×M → [0,∞)
which is symmetric and satisfies the triangle law, the condition d(x, x) = 0, but not
necessarily the condition d(x, y) = 0 implies x = y. Suppose A and B are metric
spaces (or pseudo-metric spaces) with bounded metrics. We define the Gromov-
Hausdorff distance between A and B denoted dgh(A,B) to be the infimum of all
ǫ ≥ 0 so that there is a pseudo-metric space M and isometric embeddings iA :
A → M and iB : B → M such that the Hausdorff distance dM (iAA, iBB) ≤ ǫ. If
M is any set of metric spaces then dgh defines a pseudo-metric on M; note that
dgh(A,B) = 0 does not necessarily imply that A and B are isometric (unless they
are compact).
We will be interested in an alternative formulation. For convenience we denote
by F(A,B) the collection of all pairs (φ, ψ) of maps φ : A → B and ψ : B → A.
If (ψ, φ) is such pair let G = G(φ, ψ) be the union of the graphs of ψ, φ. We define
D(φ, ψ) to be the supremum of all quantities 12 |dA(a1, a2) − dB(b1, b2)| over all
a1, a2 ∈ A, b1, b2 ∈ B with (ai, bi) ∈ G for i = 1, 2.
In the special case when φ is invertible and ψ = φ−1, D(φ, ψ) is the supremum
of all quantities 1
2
|dB(φa1, φa2)− dA(a1, a2)| where a1, a2 ∈ A.
Theorem 2.1. Let A and B be bounded metric spaces. Then
dgh(A,B) = inf
(φ,ψ)∈F
D(φ, ψ).
Proof. First supposeM is a pseudo-metric space and that A and B are isometrically
embedded inM. Let ǫ be the Hausdorff distance between A and B. Then if σ > ǫ we
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can define φ : A→ B and ψ : B → A so that dM (a, φa), dM(ψb, b) < σ for all a ∈ A
and b ∈ B. Now for (ai, bi) ∈ G = G(φ, ψ) we clearly have |dA(a1, a2)−dB(b1, b2)| <
2σ.
To obtain the converse direction suppose (φ, ψ) given and that D(ψ, φ) = σ. We
let M = A ∪ B (disjoint union) and define a pseudo-metric dM as follows. We let
dM coincide with dA on A and with dB on B. If a ∈ A and b ∈ B then
dM (a, b) = inf
(a′,b′)∈G
(dA(a, a
′) + dB(b
′, b)) + σ.
We must check this is a pseudo-metric on A ∪ B a1, a2 ∈ A and b ∈ B. We
check that dA(a1, a2) ≤ dM (a1, b)+dM (a2, b). To do this suppose that (α1, β1) and
(α2, β2) ∈ G. Then
dB(β1, b) + dB(β2, b) ≥ dB(β1, β2)
≥ dA(α1, α2)− 2σ.
Hence
dA(a1, α1) + dB(β1, b) + dA(α2, a2) + dB(β2, b) ≥ dA(a1, a2)− 2σ
which establishes our claim.
We can also show that dM (a1, b) ≤ dA(a1, a2) + dM (a2, b). We omit the details
which are easy. Arguing symmetrically with A,B interchanged gives the conclusion
that dM is a pseudo-metric. Clearly dM (a, φa) ≤ σ and dM (ψb, b) ≤ σ. This shows
that dgh(A,B) ≤ σ.
IfX and Y are Banach spaces we define the Gromov-Hausdorff distance dGH(X, Y )
to be the Gromov-Hausdorff distance between their closed unit balls BX , BY , i.e.
dGH(X, Y ) = dgh(BX , BY ). Equivalently dGH(X, Y ) is the infimum of the Haus-
dorff distance d(BX , BY ) over all isometric embeddings of X, Y into a common
metric space M. To establish this last comment, suppose d is any metric on the
formal union BX ∪BY , which coincides with the respective norm-distances on BX
and BY . We can extend d to X ∪ Y by defining d again to coincide with the
norm-distance on each of X and Y and for x ∈ X, y ∈ Y ,
d(x, y) = inf
u∈BX ,v∈BY
{‖x− u‖X + d(u, v) + ‖y − v‖Y }.
We leave the details to the reader.
Let us note here that our definition applies to both real and complex Banach
spaces, but there are complex Banach spaces which are real-isometric and not even
complex-isomorphic ([3], [17], [31]). In view of this, Gromov-Hausdorff distance is
most natural for the category of real Banach spaces.
Corollary 2.2. If X and Y are Banach spaces and dGH(X, Y ) < σ then there
exist maps φ : BX → BY and ψ : BY → BX such that:
|‖x− ψ(y)‖X − ‖y − φ(x)‖Y | < 2σ
whenever x ∈ BX , y ∈ BY .
The Kadets distance dK(X, Y ) is defined to be the infimum of the gap Λ(X, Y )(=
d(BX , BY )) over all linear isometric embeddings of X and Y into a common Banach
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space Z. Here our definition can equally be applied to the real or complex case. The
Kadets distance is again a pseudo-metric on any set of Banach spaces (see [15] [22]).
We clearly have the inequality dGH(X, Y ) ≤ dK(X, Y ).
We now give a similar formulation of the Kadets distance. Let Fh(X, Y ) be
the set of all pairs of homogenous maps Φ : X → Y and Ψ : Y → X such that
‖Φ(x)‖Y ≤ ‖x‖X and ‖Ψ(y)‖X ≤ ‖y‖Y for all x ∈ X and y ∈ Y. We define
∆ = ∆(Φ,Ψ) to be the least constant such that
∣∣∣∣∣∣‖
m∑
i=1
xi −
n∑
j=1
Ψ(yj)‖X − ‖
m∑
i=1
Φ(xi)−
n∑
j=1
yj‖Y
∣∣∣∣∣∣ ≤ ∆

 m∑
i=1
‖xi‖X +
n∑
j=1
‖yj‖Y


for all x1, . . . , xm ∈ X and y1, . . . , yn ∈ Y.
In the special case when Ψ = Φ−1 (and hence Φ is norm-preserving) notice ∆ is
the least constant such that∣∣∣∣∣‖
m∑
i=1
Φ(xi)‖Y − ‖
m∑
i=1
xi‖X
∣∣∣∣∣ ≤ ∆
m∑
i=1
‖xi‖X .
Theorem 2.3. If X, Y are Banach spaces then
dK(X, Y ) = inf
(Φ,Ψ)∈Fh
∆(Ψ,Φ).
Proof. If X and Y are isometrically embedded in Z and d(BX , BY ) < σ we can
construct (Φ,Ψ) ∈ Fh with ‖x − Φ(x)‖Z ≤ σ‖x‖X and ‖y − Ψ(y)‖Y ≤ σ‖y‖Y
whenever x ∈ X and y ∈ Y. It is then trivial that ∆(Φ,Ψ) ≤ σ.
For the converse direction, let us suppose that (Φ,Ψ) ∈ Fh(X, Y ) are given and
that ∆(Φ,Ψ) = σ. We will define Z to be the direct sum X ⊕ Y equipped with an
equivalent norm. Precisely we define
‖(u, v)‖Z = inf

‖x0‖X + ‖y0‖Y + σ(
m∑
i=1
‖xi‖X +
n∑
j=1
‖yj‖Y )


where the infimum is taken over all {xi}
m
i=0 in X and {yj}
n
j=0 in Y such that
u = x0 +
m∑
i=1
xi +
n∑
j=1
Ψ(yj)
and
v = y0 +
m∑
i=1
Φ(xi) +
n∑
j=1
yj .
We show that ‖(u, 0)‖Z = ‖u‖X (and then it follows similarly that ‖(0, v)‖Z =
‖v‖Y .) Indeed suppose
u = x0 +
m∑
xi +
n∑
Ψ(yj)
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and
0 = y0 +
m∑
i=1
Φ(xi) +
n∑
j=1
yj .
It follows from our condition that
‖
m∑
i=1
xi +
n∑
j=1
Ψ(yj)‖X ≤ ‖y0‖Y + σ(
m∑
i=1
‖xi‖X +
n∑
j=1
‖yj‖Y ).
Hence
‖u‖X ≤ ‖x0‖X + ‖y0‖Y + σ(
m∑
i=1
‖xi‖X +
n∑
j=1
‖yj‖Y ).
This shows that ‖(u, 0)‖Z = ‖u‖X .
Clearly the construction yields that Λ(X, Y ) ≤ σ since ‖(x,Φ(x))‖Z ≤ σ‖x‖X
and ‖(Ψ(y), y)‖Z ≤ σ‖y‖Y . 
There is an amusing way to interpret ∆(Φ,Ψ). Form the vector sequence spaces
ℓ1(X) and ℓ1(Y ) and define Φ˜((xn)) = (Φ(xn)) and Ψ˜((yn)) = (Ψ(yn)). We can
consider the pair (Φ˜, Ψ˜) ∈ Fh(ℓ1(X), ℓ1(Y )). Then consider the unit ball Bℓ1(X)
with the pseudo-metric induced by the seminorm |(xn)|X = ‖
∑∞
n=1 xn‖X ; similarly
consider Bℓ1(Y ) with the seminorm |(yn)|Y defined in the analogous way.
Then ∆(Φ,Ψ) = D(Φ˜, Ψ˜) for the unit balls of ℓ1(X) and ℓ1(Y ) equipped with
the pseudo-metrics induced by these seminorms. We leave the details to the reader.
It is natural to ask for a theorem of the type of Theorem 2.3 but with Φ a bijection
and Ψ = Φ−1. This can be done at the cost of a constant in the calculations.
Theorem 2.4. Let X and Y be a Banach spaces with dK(X, Y ) < σ <
1
6 . Then
there is a norm-preserving bijection Ω : X → Y such that if x1, . . . , xn ∈ X then∣∣∣∣∣‖
n∑
i=1
Ω(xi)‖Y − ‖
n∑
i=1
xi‖X
∣∣∣∣∣ ≤ 14σ
n∑
i=1
‖xi‖X .
Proof. First we observe that if dK(X, Y ) < 1/2 thenX and Y have the same density
character (cf. [20] or [24] 6.23). We will suppose that X and Y are simultaneously
embedded into a common Banach space Z with d(BX , BY ) = δ < σ. Let us pick a
maximal collection of vectors (xi : i ∈ I) in SX such that if |a| = 1 and i 6= j then
‖xi−axj‖X > 4σ. Then there exist vectors (yi : i ∈ I) in SY with ‖xi−yi‖Z < 2δ.
If y ∈ SY then there exists x ∈ SX with ‖y − x‖Z < 2δ and so there exists i ∈ I
and |a| = 1 such that ‖y− ayi‖Z < 8σ. On the other hand if i 6= j and |a| = 1 then
‖yi − ayj‖Z > 4(σ − δ).
We can now partition SX into sets (Ai : i ∈ I) such that if x ∈ Ai and |a| = 1
then ax ∈ Ai and further that ‖x− xi‖X ≤ 2σ implies x ∈ Ai while x ∈ Ai implies
that there exists a with |a| = 1 and ‖x− axi‖X ≤ 4σ. We then define A
′
i by taking
one representative u from each set {ax : |a| = 1} contained in Ai with the property
‖u− xi‖X ≤ 4σ.
In the same way we can partition SY into sets (Bi : i ∈ I) such that if y ∈ Bi
and |a| = 1 then ay ∈ Bi and further that ‖y − yi‖X ≤ 2(σ − δ) implies y ∈ Bi
while y ∈ Ai implies that there exists a with |a| = 1 and ‖y−ayi‖X ≤ 8σ. We then
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define B′i by taking one representative v from each set {ay : |a| = 1} contained in
Bi with the property ‖v − yi‖X ≤ 8σ.
It is easy to see that the sets A′i, B
′
i have the same cardinality for each i and
so we can define a bijection Ω : SX → SY such that Ω(A
′
i) = B
′
i, Ω(ax) = aΩ(x)
when |a| = 1. If x ∈ SX then there exists i ∈ I and |a| = 1 with ax ∈ A
′
i. Thus
Ω(ax) ∈ B′i and so ‖x−Ω(x)‖Z ≤ 14σ.
The result now follows immediately. 
Let us give one immediate application of Theorem 2.3.
Theorem 2.5. Let X and Y be real Banach spaces and suppose Z is a metric
linear space equipped with an invariant metric dZ . Suppose X and Y are linearly
and isometrically embedded into Z. Then dK(X, Y ) ≤ dZ(BX , BY ).
Remark. Thus it would make no difference in the definition of dK to allow Z to be
a metric linear space instead of a Banach space.
Remark. The proof given below can be extended to complex spaces, if we further
assume that the metric dZ is invariant under multiplication by e
iθ for 0 < θ <
2π. For the real case invariance under multiplication by −1 follows from additive
invariance since dZ(−x,−y) = dZ(x− y, 0) = dZ(x, y).
Proof. Suppose σ > dZ(BX , BY ). Then we can define Φ : SX → BY and Ψ :
SY → BX such that dZ(x,Φ(x)) ≤ σ and dZ(Ψ(y), y) ≤ σ for all x, y. Since the
metric is translation-invariant it is clear that we can suppose Φ(−x) = −Φ(x) and
Φ(−y) = Φ(y). We then extend Φ and Ψ to be homogenous.
Now if x1, . . . , xm ∈ SX and y1, . . . , yn ∈ SY then
dZ(
m∑
i=1
xi +
n∑
j=1
Ψ(yj),
m∑
i=1
Φ(xi) +
n∑
j=1
yj) ≤ (m+ n)σ.
It follows that since ‖x‖X = dZ(x, 0) for x ∈ X and ‖y‖Y = dZ(y, 0) for y ∈ Y
we have: ∣∣∣∣∣∣‖
m∑
i=1
xi +
n∑
j=1
Ψ(yj)‖X − ‖
n∑
i=1
Φ(xi) +
n∑
j=1
yj‖Y
∣∣∣∣∣∣ ≤ (m+ n)σ.
From this it follows easily that if r1, . . . , rm, s1, . . . , sn are integers that∣∣∣∣∣∣‖
m∑
i=1
rixi +
n∑
j=1
Ψ(sjyj)‖X − ‖
n∑
i=1
Φ(rixi) +
n∑
j=1
sjyj‖Y
∣∣∣∣∣∣ ≤ (
m∑
i=1
ri +
n∑
j=1
sj)σ.
Clearly the same inequality then holds for r1, . . . , rm, s1, . . . , sn rational and then
even real by a density argument. This implies that ∆(Φ,Ψ) ≤ σ. 
Now suppose 0 < r < 1. We recall that an r-norm on a real or complex vector
space X is a map x→ ‖x‖X such that:
(1) ‖x‖X > 0 if x 6= 0,
(2) ‖αx‖X = |α|‖x‖X for α ∈ K, x ∈ X
(3) ‖x1 + x2‖
r ≤ ‖x1‖
r + ‖x2‖
r for x1, x2 ∈ X.
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Here K = R or K = C. Notice that in [18] this is called an r-subadditive quasi-
norm. If the metric d(x1, x2) = ‖x1− x2‖
r
X makes X complete we say that X is an
r-normed quasi-Banach space.
Now suppose X and Y are Banach spaces (so that X and Y are also r-normed
quasi-Banach spaces for any 0 < r < 1.) We define dr(X, Y ) to be the infimum
of d(BX , BY ) over all linear isometric embeddings of X and Y into an r-normed
quasi-Banach space Z. Note here that the r-norm does not induce a metric on Z
so this is not covered by the preceding theorem. There is, however an analogue of
Theorem 2.3 for this situation. If (Φ,Ψ) ∈ Fh then we define ∆r(Φ,Ψ) to be the
least constant ∆r such that we have for any x1, . . . , xm ∈ X and y1, . . . , yn ∈ Y
that∣∣∣∣∣∣‖
m∑
i=1
xi −
n∑
j=1
Ψ(yj)‖
r
X − ‖
m∑
i=1
Φ(xi)−
n∑
j=1
yj‖
r
Y
∣∣∣∣∣∣ ≤ ∆rr(
m∑
i=1
‖xi‖
r
X +
n∑
j=1
‖yj‖
r
Y ).
In an exactly analogous fashion we may prove:
Theorem 2.6. If X and Y are Banach spaces then
dr(X, Y ) = inf
(Φ,Ψ)∈Fh
∆r(Ψ,Φ).
3. Comparison of metrics
Proposition 3.1. Suppose X and Y are Banach spaces and (Φ,Ψ) ∈ Fh(X, Y ).
Let σ = ∆(Φ,Ψ). Then
(1) Given y ∈ Y there exists x ∈ X with ‖x‖X ≤ ‖y‖Y and ‖y−Φ(x)‖Y ≤ 2σ‖y‖Y
(2) If x ∈ X then ‖Φ(x)‖Y ≥ (1− σ)‖x‖X .
(3) If x1, . . . , xn ∈ X and
∑n
k=1 xk = 0 then
‖
n∑
k=1
Φ(xk)‖Y ≤ σ
n∑
k=1
‖xk‖X .
Proof. (1) Just take x = Ψ(y). Then ‖x − Ψ(y)‖X = 0 so that ‖y − Φ(x)‖Y ≤
σ(‖x‖X + ‖y‖Y ) ≤ 2σ‖y‖Y . (2) and (3) are immediate from the definition of
∆(Φ,Ψ). 
In a very similar way we can establish:
Proposition 3.2. Suppose 0 < r < 1. Suppose X and Y are Banach spaces and
(Φ,Ψ) ∈ Fh(X, Y ). Let σ = ∆r(Φ,Ψ). Then
(1.) Given y ∈ Y there exists x ∈ X with ‖x‖X ≤ ‖y‖Y and ‖y − Φ(x)‖Y ≤
21/rσ‖y‖Y
(2.) If x ∈ X then ‖Φ(x)‖Y ≥ (1− σ
r)1/r‖x‖X .
(3.) If x1, . . . , xn ∈ X and
∑n
k=1 xk = 0 then
‖
n∑
k=1
Φ(xk)‖Y ≤ σ(
n∑
k=1
‖xk‖
r
X)
1/r.
Our interest in Propositions 3.1 and 3.2 is to establish a converse.
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Proposition 3.3. Let X and Y be Banach spaces and suppose Φ : X → Y is a
homogeneous map satisfying 1
2
‖x‖X ≤ ‖Φ(x)‖Y ≤ ‖x‖X such that for a constant
0 ≤ σ < 1 we have:
(1) Given y ∈ Y there exists x ∈ X with ‖x‖X ≤ ‖y‖Y and ‖y −Φ(x)‖Y ≤ σ‖y‖Y
(2) If x1, x2, x3 ∈ X and
∑3
k=1 xk = 0 then
‖
3∑
k=1
Φ(xk)‖Y ≤ σ
3∑
k=1
‖xk‖X .
Then if Ψ : Y → X is a homogenous map satisfying ‖Ψ(y)‖X ≤ ‖y‖Y and ‖y −
Φ(Ψ(y))‖Y ≤ σ‖y‖Y (whose existence is guaranteed by (1)) we have
|‖x−Ψ(y)‖X − ‖y − Φ(x)‖Y | ≤ 6σ(‖x‖X + ‖y‖Y ).
Furthermore for each 0 < r < 1 there is a universal constant C = C(r) such that
∆r(Φ,Ψ) ≤ Cσ.
If further we have :
(3) If x1, . . . , xn ∈ X and
∑n
k=1 xk = 0 then
‖
n∑
k=1
Φ(xk)‖Y ≤ σ
n∑
k=1
‖xk‖X ,
then ∆(Φ,Ψ) ≤ 20σ.
Proof. Suppose x ∈ X and y ∈ Y. Then
‖Φ(x)− Φ(Ψ(y))− Φ(x−Ψ(y))‖Y ≤ 2σ(‖x‖X + ‖y‖Y ).
Hence
‖Φ(x)− y −Φ(x−Ψ(y))‖Y ≤ 3σ(‖x‖X + ‖y‖Y ).
It follows that
‖Φ(x)− y‖Y ≤ ‖x−Ψ(y)‖X + 3σ(‖x‖X + ‖y‖Y )
and
‖x−Ψ(y)‖X ≤ ‖Φ(x)− y‖Y + 6σ(‖x‖X + ‖y‖Y ).
This proves the first part of the Proposition.
Notice that the same proof yields that for 0 < r < 1,
|‖x−Ψ(y)‖rX − ‖y −Φ(x)‖
r
Y | ≤ 6
rσr(‖x‖X + ‖y‖Y )
r.
Now suppose 0 < r ≤ 1 and that there is a constant τ so that for any x1, . . . , xn ∈
X with
∑n
i=1 xi = 0 we have
(3.1) ‖
n∑
Φ(xi)‖Y ≤ τ(
n∑
‖xi‖
r
X)
1/r.
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First suppose y1, . . . , yn ∈ Y and
∑n
i=1 yi = 0. Let v =
∑n
i=1Ψ(yi). Then
‖
n∑
i=1
Φ(Ψ(yi))−Φ(v)‖Y ≤ 2
1/rτ(
n∑
i=1
‖yi‖
r
Y )
1/r.
Thus
‖
n∑
i=1
yi −Φ(v)‖Y ≤ (2
1/rτ + σ)(
n∑
i=1
‖yi‖
r
Y )
1/r.
It follows that
‖v‖X ≤ 2‖Φ(v)‖Y ≤ (2
1+1/rτ + 2σ)(
n∑
i=1
‖yi‖
r
Y )
1/r.
Now suppose that x1, . . . , xm ∈ X and y1, . . . , yn ∈ Y. Let u =
∑m
i=1 xi and
v =
∑n
j=1 yj . Then
|‖u−Ψ(v)‖rX − ‖v − Φ(u)‖
r
Y | ≤ 6
rσr(
m∑
i=1
‖xi‖
r
X +
n∑
j=1
‖yj‖
r
Y ).
However we also have:
‖Ψ(v)−
n∑
j=1
Ψ(yj)‖
r
Y ≤ 2(2
1+1/rτ + 2σ)r
n∑
j=1
‖yj‖
r
Y
and
‖Φ(u)−
m∑
i=1
Φ(xi)‖
r
X ≤ 2τ
r
m∑
i=1
‖xi‖
r
X .
Combining these we have
∆r(Φ,Ψ) ≤ (6
rσr + 2τ r + 2(21+1/rτ + 2σ)r)1/r.
The final part of the Proposition is then immediate taking r = 1 and τ = σ.
For the remaining case we observe that for 0 < r < 1 (2) implies that (3.1) holds
with a constant τ = Cσ where C depends on r. This is a well-known calculation
first observed in [16] (see also [18] p.91). Suppose x1, . . . , xn are nonzero in X and
x∗ ∈ X∗ with ‖x∗‖X∗ = 1. Define a linear map T : ℓ
n
r → X by Tei = xi/‖xi‖X ;
then ‖T‖ ≤ 1 and (2) implies that the functional F (ξ) = x∗(ΦT (ξ)) satisfies
|F (ξ1 + ξ2)− F (ξ1)− F (ξ2)| ≤ 2σ(‖ξ1‖r + ‖ξ2‖r).
Appealing to Lemma 5.8 of [18] we have
|x∗(Φ(
n∑
i=1
xi))−
n∑
i=1
x∗(Φ(xi))| ≤ 2(
n∑
i=1
(2/i)1/r)σ(
n∑
i=1
‖xi‖
r
X)
1/r.
This establishes the Proposition, since
∑∞
i=1(2/i)
1/r <∞. 
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Lemma 3.4. Suppose ǫ > 0. Then there exists σ = σ(ǫ) > 0 so that if X and Y
are real Banach spaces and (φ, ψ) ∈ F(BX , BY ) with D(φ, ψ) < σ then there exists
a homogeneous map Φ : X → Y such that 12‖x‖X ≤ ‖Φ(x)‖Y ≤ ‖x‖X for x ∈ X
and:
1. Given y ∈ Y there exists x ∈ X with ‖x‖X ≤ ‖y‖Y and ‖y − Φ(x)‖Y ≤ ǫ‖y‖Y
2. If x1, x2, x3 ∈ X and
∑3
k=1 xk = 0 then
‖
3∑
k=1
Φ(xk)‖Y ≤ ǫ(
3∑
k=1
‖xk‖X).
Proof. Suppose first D(φ, ψ) = σ. Let φ(0) = y ∈ BY . Then there exists v ∈ BY
with ‖y−v‖Y = 1+‖y‖Y . Thus ‖ψ(v)‖X ≥ 1+‖y‖Y −2σ. It follows that ‖φ(0)‖Y ≤
2σ. From this it follows similarly that for any x ∈ BX we have ‖x‖X − 4σ ≤
‖φ(x)‖Y ≤ ‖x‖X + 4σ.
Now let us assume the conclusion of the Lemma is false.
Indeed if this is so we can find a sequence of pairs of Banach spaces (Xn, Yn)
and pairs of functions (φn, ψn) with D(φn, ψn) <
1
n2
but such that for every ho-
mogeneous map Φ : Xn → Yn with
1
2‖x‖Xn ≤ ‖Φ(x)‖Xn ≤ ‖x‖Xn either (1) or (2)
fails.
We will in particular define Φn : X → Y to be a homogenous map such that
either Φn(x) = (1 +
4
n )
−1φn(x) or Φn(x) = −(1 +
4
n )
−1φn(−x) when ‖x‖X =
1
n .
As long as n ≥ 20 we then have 12‖x‖Xn ≤ ‖Φn(x)‖Yn ≤ ‖x‖Xn .
Now let U be a nonprincipal ultrafilter on N. We form the ultraproducts XU =∏
U
(Xn) and YU =
∏
U
(Yn). thus XU can be realized as the Hausdorff quotient of
the seminormed space ℓ∞(Xn) with the seminorm ‖x‖XU = limn∈U ‖xn‖Xn where
x = (xn). We refer to [13] or [9] for details about ultraproducts.
Define a map Ω : XU → YU by
Ω(x) = (nφn(
1
n
xn))
∞
n=1
(where we defined φn(x) = 0 if ‖x‖Xn > 1.). We may argue that Ω is well-defined
since
1
n
‖xn − un‖Xn −
2
n2
≤ ‖φn(
1
n
xn)− φn(
1
n
un)‖Yn ≤
1
n
‖xn − un‖Xn +
2
n2
if ‖xn‖Xn , ‖un‖Xn ≤ n. The same inequality implies that Ω is an isometry.
If y = (yn) ∈ ℓ∞(Yn) we can define xn = nψn(yn/n) for all but finitely many n.
Then ‖φn(xn/n)− yn/n‖Yn ≤
2
n2 . It follows that Ω is onto.
We also note that since ‖φn(0)‖Yn ≤
2
n2 we have Ω(0) = 0. It follows from the
Mazur-Ulam theorem ([21], [29]) that Ω is linear.
Now notice that if ‖xn‖Xn = 1 then Ω(x) = (Φn(xn)) (as elements of the ul-
traproduct). Since Φn is homogeneous this means that for every x ∈ XU we have
Ω(x) = (Φn(xn)).
Since (1) or (2) fails for every n ≥ 20 we can assume that for some set P ∈ U
we have (1) failing for every n ∈ P or (2) failing for every n ∈ P. If (1) fails there
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exists y = (yn) with yn ∈ SYn such that if n ∈ P then ‖yn−Φn(xn)‖ ≥ ǫ whenever
‖xn‖Xn ≤ 1. This contradicts the fact that Ω is an onto isometry.
Similarly if (2) fails then there exist xk = (xkn) for k = 1, 2, 3 with
∑3
k=1 ‖xkn‖Xn =
1,
∑3
k=1 xkn = 0 and ‖
∑3
k=1Φn(xkn)‖Yn ≥ ǫ for n ∈ P. This contradicts the lin-
earity of Ω. 
It is perhaps worth recording a result implicit in this argument:
Proposition 3.5. Suppose (Xn) and (Yn) are two sequences of real Banach spaces
for which limn→∞ dGH(Xn, Yn) = 0. Then for any non-principal ultrafilter U on N
the ultraproducts
∏
U
(Xn) and
∏
U
(Yn) are isometric.
Now we are able to establish that for 0 < r < 1 we have equivalence for the
metrics dGH and dr.
Theorem 3.6. Suppose 0 < r < 1. Then there is a function f = fr : (0, 1]→ (0, 1]
with limǫ→0 f(ǫ) = 0 such that for every pair of real Banach spaces X and Y we
have
2−2/r+1dGH(X, Y ) ≤ dr(X, Y ) ≤ f(dGH(X, Y )).
Remark. It would be interesting to find an explicit function f satisfying the condi-
tions of the theorem.
Proof. In fact the upper estimate follows immediately from Proposition 3.3 and
Lemma 3.4.
For the lower estimate we begin by noticing that if (Φ,Ψ) ∈ Fh(X, Y ) and
∆r(X, Y ) = σ then for x1, . . . , xm ∈ X and y1, . . . , yn ∈ Y we have, by putting
u =
∑m
i=1 xi −
∑n
j=1Ψ(yj),
‖
m∑
i=1
Φ(xi)−
n∑
j=1
yj − Φ(u)‖Y ≤ 2
1/rσ(
m∑
i=1
‖xi‖
r
X +
n∑
j=1
‖yj‖
r
Y )
1/r.
Since ‖Φ(u)‖Y ≤ ‖u‖X this implies that
‖
m∑
i=1
Φ(xi)−
n∑
j=1
yj‖Y ≤ ‖u‖X + 2
1/rσ(
m∑
i=1
‖xi‖
r
X +
n∑
j=1
‖yj‖
r
Y )
1/r.
By using this and the symmetrical calculation with X, Y interchanged we obtain
∣∣∣∣∣∣‖
m∑
i=1
xi −
n∑
j=1
Ψ(yj)‖X − ‖
m∑
i=1
Φ(xi)−
n∑
j=1
yj‖Y
∣∣∣∣∣∣ ≤ 21/rσ

 m∑
i=1
‖xi‖
r
X +
n∑
j=1
‖yj‖
r
Y


1/r
.
If we let φ and ψ be the restrictions of Φ and Ψ to the respective unit balls and
apply the above inequality for m+ n ≤ 2 we obtain that D(φ, ψ) ≤ 22/r−1σ. 
We now recall the definition of K−space from [16] or [18]. We say that a Banach
space X is a K−space if there is a constant κ (we denote the best such constant by
κ(X)) such that whenever f : X → R is a homogeneous function satisfying
|f(x1 + x2)− f(x1)− f(x2)| ≤ ‖x1‖X + ‖x2‖X
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there is a linear functional g : X → R with |f(x)−g(x)| ≤ κ‖x‖X for all x ∈ X. It is
also natural to consider the notion of a K0−space. We say that a Banach space X
is a K0−space if there is a constant κ0 (we denote the best such constant by κ0(X))
such that whenever f : X → R is a homogeneous function, which is bounded on
BX and satisfies
|f(x1 + x2)− f(x1)− f(x2)| ≤ ‖x1‖X + ‖x2‖X
there is a linear functional x∗ ∈ X∗ with |f(x) − x∗(x)| ≤ κ0‖x‖X for all x ∈ X.
Clearly κ0(X) ≤ κ(X). If X has the Bounded Approximation Property it may be
shown that X is a K0-space if and only if X is a K-space. In general however this
equivalence is not known.
It is known that a Banach space X is a K−space if X has nontrivial type ([16])
or if X∗ is isomorphic to a subspace of L1 (see [19]).
Theorem 3.7. Suppose 0 < r < 1. Then there is a constant C = C(r) so that if
X is a K0−space then for any Banach space Y , dK(X, Y ) ≤ Cκ0(X)dr(X, Y ).
In particular if X is a real K0−space then for any sequence of Banach spaces
(Xn) we have limn→∞ dGH(Xn, X) = 0 implies limn→∞ dK(Xn, X) = 0.
Remark. Notice that this theorem applies if X is super-reflexive or if X is isomor-
phic to c0 or C(K) for some compact Hausdorff space. As we note later in the case
when X is isomorphic to c0 or ℓ∞ one can show that limn→∞ dBM (Xn, X) = 0
whenever limn→∞ dGH(Xn, X) = 0 (again for real spaces only).
Proof. Suppose (Φ,Ψ) ∈ Fh(X, Y ), and σ = ∆r(Φ,Ψ). Then for x1, x2 ∈ X we
have
‖Φ(x1 + x2)− Φ(x1)−Φ(x2)‖Y ≤ 2
2/r−1σ(‖x1‖X + ‖x2‖X).
If ‖y∗‖Y ∗ = 1 then there is a linear map g : X → R such that
|y∗(Φ(x))− g(x)| ≤ 22/r−1σκ0(X)‖x‖X .
Now if
∑n
i=1 xi = 0 we obtain
|
n∑
i=1
y∗(Φ(xi))| ≤ 2
2/r−1σκ0(X)
n∑
i=1
‖xi‖X .
This in turn implies that
‖
n∑
i=1
Φ(xi)‖ ≤ 2
2/r−1σκ0(X)
n∑
i=1
‖xi‖X .
The result follows on appealing to Proposition 3.3. 
Example. We now show by example that the Kadets and Gromov-Hausdorff dis-
tances are not equivalent for general Banach spaces. To see this we show that
limp→1 dGH(ℓp, ℓ1) = 0. It is known (cf[22] or [24]) that dK(ℓ1, ℓp) = 1 for all p > 1.
We consider the Mazur map φ : Bℓp → Bℓ1 which is defined by
φ(ξ) = (sgn ξn|ξn|
p)∞
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for ξ = (ξn). Let ψ = φ
−1 and then we compute D(φ, ψ). We need only estimate∣∣‖ξ − η‖ℓp − ‖φ(ξ)− φ(η)‖ℓ1 ∣∣
over all ξ, η ∈ Bℓp . Clearly∣∣∣‖ξ − η‖ℓp − ‖ξ − η‖pℓp
∣∣∣ ≤ 2p − 2.
For any a, b ∈ R we have the estimate
||a− b|p − |sgn a|a|p − sgn b|b|p|| ≤ (2p−1 − 1)(|a|p + |b|p).
To see this note that if s, t ≥ 0 we have
sp + tp ≤ (s+ t)p ≤ 2p−1(sp + tp).
This implies that if 0 ≤ s ≤ t then
(t− s)p ≤ tp − sp ≤ (t− s)p + (2p−1 − 1)(sp + (t− s)p).
The required inequality now follows by considering cases.
Now by summing we obtain∣∣∣‖ξ − η‖pℓp − ‖φ(ξ)− φ(η)‖ℓ1
∣∣∣ ≤ 2p − 2.
This implies that D(φ, ψ) ≤ 2(2p − 2). Hence dGH(ℓ1, ℓp) ≤ 2(2
p − 2) → 0 as
p→ 1. 
4. Continuity of certain maps for the Kadets metric
In this section, we will establish a number of continuity-type results for the
Kadets distance. Thus for example Theorem 4.3 below can be interpreted as saying
that the map X → X∗ is continuous for the Kadets distance.
Theorem 4.1. Let Z be a Banach space and let E, F be closed subspaces of Z.
Then
dK(Z/E, Z/F ) ≤ 2Λ(E, F ).
Remark. A somewhat different version of this result can be found in the unpublished
manuscript [14].
Proof. Let X = Z/E and Y = Z/F. Suppose σ > Λ(E, F ). Let qX and qY be the
respective quotient maps. If θ > 1 we can define a homogeneous map fX : X → Z
such that qXfX = IX and ‖fXx‖Z ≤ θ‖x‖X . We make a similar definition of
fY . Finally define Φ : X → Y by Φ(x) = θ
−1qY fX(x) and Ψ : Y → X by
Ψ(y) = θ−1qXfY (y).
Suppose x1, . . . , xm ∈ X and y1, . . . , yn ∈ Y. Let u =
∑m
i=1 xi +
∑n
j=1Ψ(yj).
Then fX(u) −
∑m
i=1 fX(xi) − θ
−1
∑n
j=1 fY (yj) ∈ E. It follows that there exists
z ∈ F with
‖fX(u)−
m∑
fX(xi)− θ
−1
n∑
fY (yj)− z‖Z ≤ σ(θ(‖u‖X +
m∑
‖xi‖X)+
n∑
‖yj‖Y .)
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Since ‖u‖X ≤
∑m
i=1 ‖xi‖X +
∑n
j=1 ‖yj‖Y this implies that
‖θΦ(u)− θ
m∑
i=1
Φ(xi)− θ
−1
n∑
j=1
yj‖Y ≤ 2σθ(
m∑
i=1
‖xi‖X +
n∑
j=1
‖yj‖Y ).
Note ‖Φ(u)‖Y ≤ ‖u‖X so that if v =
∑m
i=1 Φ(xi) +
∑n
j=1 yj we obtain that
‖v‖Y ≤ ‖u‖X + (2σ + (1− θ
−2))(
m∑
i=1
‖xi‖X +
n∑
j=1
‖yj‖Y ).
Combined with the corresponding converse inequality this implies that
∆(Φ,Ψ) ≤ 2σ + (1− θ−2).
The result now follows. 
It is interesting to note that there is a converse to this result.
Theorem 4.2. Suppose X and Y are Banach spaces, and suppose σ > dK(X, Y ).
Then there is a Banach space Z with closed subspaces E, F such that Z/E is iso-
metric to X, Z/F is isometric to Y and Λ(E, F ) ≤ σ. Furthermore E is isometric
to Y and F is isometric to X.
Proof. Suppose that (Φ,Ψ) ∈ Fh(X, Y ) with ∆(Φ,Ψ) ≤ σ. We apply the construc-
tion of Theorem 2.3. As there, we define Z to be algebraically X ⊕ Y and then
define the norm by
‖(u, v)‖Z = inf

‖x0‖X + ‖y0‖Y + σ m∑
i=1
‖xi‖X + σ
n∑
j=1
‖yj‖Y


where the infimum is taken over all x0, . . . , xm ∈ X and y0, . . . , yn ∈ Y such that
u = x0 +
∑m
j=1 xj +
∑n
j=1Ψ(yj) and v = y0 +
∑m
j=1 Φ(xj) +
∑n
j=1 yj .
Now we have Λ(X, Y ) ≤ σ, where X is identified with X ⊕ {0} and Y with
{0} ⊕ Y. Let us compute Z/Y : this is easily seen to be isometric to X since
inf
y∈Y
‖(x, y)‖Z = ‖(x,Φ(x))‖Z = σ‖x‖X .
Similarly Z/X is isometric to Y . 
Remark. If X and Y are separable then so is Z and there is a quotient map of ℓ1
onto Z. It may then be verified that if σ > dK(X, Y ), X and Y can be represented
as ℓ1/E and ℓ1/F where Λ(E, F ) ≤ 2σ.
Theorem 4.3. Suppose X and Y are Banach spaces. Then dK(X
∗, Y ∗) ≤ 2dK(X, Y ).
Remark. The reverse inequality (i.e. dK(X, Y ) ≤ cdK(X
∗, Y ∗)) is not valid. In
order to see this consider the case X∗ = Y ∗ = l1, X = c0, Y =predual of l1,
non-isomorphic to c0. Proposition 5.3 of [24] imply that dK(X, Y ) ≥ 1/2. On the
other hand dK(X
∗, Y ∗) = 0.
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Proof. Suppose σ > dK(X, Y ). Then as in Theorem 4.2, there is a Banach space
Z and closed subspaces E, F with Λ(E, F ) ≤ σ and Z/E = X, Z/F = Y. We then
have dK(X
∗, Y ∗) ≤ Λ(E⊥, F⊥). We now use the fact that Λ(E⊥, F⊥) ≤ 2Λ(E, F )
which is well-known (cf. Theorem 3.4(d) and 3.13 of [24]); we will provide a direct
proof. If z∗ ∈ E⊥ and ‖z∗‖Z∗ = 1 then for f ∈ F we have |z
∗(f)| ≤ σ‖f‖Z. By the
Hahn-Banach theorem there exists u∗ ∈ Z∗ with ‖u∗‖Z∗ ≤ σ and z
∗ − u∗ ∈ F⊥.
Then ‖z∗ − u∗‖Z∗ ≤ 1 + σ and so d(z
∗, BF⊥) ≤ 2σ. It follows by symmetry that
Λ(E⊥, F⊥) ≤ 2σ. 
Theorem 4.4. If X, Y are Banach spaces then we have
(1) dK(X
∗∗, Y ∗∗) ≤ dK(X, Y )
(2) For any fixed ultrafilter U on N dK(XU , YU ) ≤ dK(X, Y )
(3) dK(X
∗∗/X, Y ∗∗/Y ) ≤ 8dK(X, Y ).
Proof. For (1) observe simply that X and Y are embedded into a common Banach
space Z thenX∗∗, Y ∗∗ can be identified withX⊥⊥, Y ⊥⊥ in Z∗∗ and Λ(X⊥⊥, Y ⊥⊥) ≤
Λ(X, Y ). For (2) we may use a similar argument with ZU . For (3) we use 4.2.
If σ > dK(X, Y ) there is a Banach space Z with closed subspaces E, F with
Λ(E, F ) ≤ σ and such that Z/E is isometric to X and Z/F is isometric to Y.
Furthermore from the construction we have Z = E + F. Consider Z∗∗; then it is
easy to verify that Λ(E⊥⊥, F⊥⊥) ≤ σ. Let QX : Z → X and QY : Z → Y be the
quotient maps. Now suppose z∗∗ ∈ Z + F⊥⊥ with ‖z∗∗‖Z∗∗ = 1 and that ǫ > 0.
Then Q∗∗Y z
∗∗ ∈ X ⊂ X∗∗ so that there exists z ∈ Z with ‖z‖Z ≤ (1+ǫ) and QY z =
Q∗∗Y z
∗∗. Thus z∗∗−z ∈ F⊥⊥. Now pick e∗∗ ∈ E⊥⊥ with ‖z∗∗−z−e∗∗‖Z∗∗ ≤ (2+ǫ)σ.
Thus d(z∗∗, E⊥⊥+Z) ≤ 2σ. This and the similar inequality with E, F reversed leads
to the estimate Λ(Z + F⊥⊥, E⊥⊥ + Z) ≤ 4σ. Now note that Z∗∗/(Z + F⊥⊥) is
isometric to Y ∗∗/Y and Z∗∗/(Z +E⊥⊥) is isometric to X∗∗/X. Now Theorem 4.1
gives the result. 
We now turn to complex interpolation of Banach spaces. We present an approach
which encompasses several such situations.
Let E be a complex Banach space and U is an open subset of the complex plane
C which is conformally equivalent to the unit disk D. We define an interpolation
field X to be a vector space of E-valued analytic functions f : U → E equipped
with a norm ‖ · ‖X such that X is a Banach space and such that the following two
conditions hold:
(1) If ϕ : U → D is a conformal equivalence then we have f ∈ X if and only if
ϕf ∈ X and ‖f‖X = ‖ϕf‖X .
(2) Each evaluation f → f(w) for w ∈ U is bounded from X to E.
If X is an interpolation field we define for each w ∈ U the Banach space Xw to
be the set of x ∈ E such that there exists f ∈ X with f(w) = x equipped with the
quotient norm ‖x‖w = inf{‖f‖X : f(w) = x}.
This definition is easily seen to encompass the standard definitions of complex
interpolation spaces in the literature by taking U to be the open strip S = {w : 0 <
ℜw < 1}. It also covers the interpolation method introduced by Coifman, Cwikel,
Rochberg, Sagher and Weiss in [7].
Our main result is that the map w → Xw is continuous for the Kadets metric.
To state our result we introduce the pseudo-hyperbolic metric on U . If ξ, η ∈ U let
h(ξ, η) be the pseudo-hyperbolic distance on U defined by h(ξ, η) = |ϕ(η)|(= h(η, ξ))
where ϕ : U → D is a conformal equivalence with ϕ(ξ) = 0.
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Theorem 4.5. Let U be an open subset of the complex plane which is conformally
equivalent to the unit disk, and let F be an interpolation field on U . Then if ξ, η ∈ U ,
dK(Xξ, Xη) ≤ 2h(ξ, η).
Proof. The argument is very similar to that of Theorem 4.1. Suppose θ > 1. We
define a homogenous map φξ : Xξ → X with the property that φξ(x; ξ) = x and
‖φξ(x)‖X ≤ θ‖x‖ξ. Define Φ : Xξ → Xη by Φ(x) = θ
−1φξ(x; η) and similarly let
Ψ : Xη → Xξ be defined by Ψ(y) = θ
−1φη(y; ξ).
Now suppose x1, . . . , xm ∈ Xξ and y1, . . . , yn ∈ Xη. Let u =
∑m
i=1 xi+
∑n
j=1Ψ(yj)
and v =
∑m
i=1Φ(xi) +
∑n
j=1 yj . We note that
φξ(u; ξ)−
m∑
i=1
φξ(xi; ξ)− θ
−1
n∑
j=1
φη(yj ; ξ) = 0.
Let ϕ be a conformal map of U onto D with ϕ(ξ) = 0. Then there exists f ∈ X
with
φξ(u)−
m∑
i=1
φξ(xi)− θ
−1
n∑
j=1
φη(yj) = ϕf.
Using the fact that ‖f‖X = ‖ϕf‖X , we obtain
‖θΦ(u)− θ
m∑
i=1
Φ(xi)− θ
−1
n∑
j=1
yj‖η ≤ 2θ|ϕ(η)|(
m∑
i=1
‖xi‖ξ +
n∑
j=1
‖yj‖η).
It follows that
‖v‖η ≤ ‖u‖ξ + (2h(ξ, η) + (1− θ
−2))(
m∑
i=1
‖xi‖ξ +
n∑
j=1
‖yj‖η).
With the symmetrical inequality this leads to
∆(Φ,Ψ) ≤ 2h(ξ, η) + (1− θ−2)
and the result follows. 
We can apply these results to standard interpolation couples. Let X0, X1 be a
Banach couple and let Xθ = [X0, X1]θ be the standard complex interpolation space
obtained by the Calderon method.
Corollary 4.6. If 0 < θ < φ < 1 then
dK(Xθ, Xφ) ≤ 2
sin(π(φ− θ)/2)
sin(π(φ+ θ)/2)
.
Proof. Define
ϕ(z) =
sin(π(z − θ)/2)
sin(π(z + θ)/2)
.
Then ϕ is a conformal mapping of the strip {z : 0 < ℜz < 1} onto the open unit
disk with ϕ(θ) = 0. 
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Corollary 4.7. If 1 < p < q <∞ then for the (complex) spaces ℓp, ℓq we have:
dK(ℓp, ℓq) ≤ 2
sin(π(1/p− 1/q)/2)
sin(π(1/p+ 1/q)/2)
.
Remark. In fact Corollary 4.7 holds for the corresponding real spaces. One way to
see this is to note that the pair (Φ,Ψ) of Theorem 4.4 can be can be constructed
even in the case θ = 1 and then map real sequences to real sequences. 
Remark. The estimate of Corollary 4.6 improves on previous estimates ([15], [22]).
The best known lower estimate ([23]) is
dK(ℓp, ℓq) ≥ 2
1/p−1 − 21/q−1.
Remark. We can also consider complex interpolation of quasi-Banach spaces. If we
fix 0 < r < 1 and allow E in our definition to be an r-Banach space it is easy to
show that the map ξ → Xξ is continuous for the pseudo-metric dr. By interpolating
between ℓr when r < 1 and ℓ2 one can then see that limp→1 dGH(ℓp, ℓ1) = 0 as
verified directly in the previous section.
The Kadets and Gromov-Hausdorff topologies
Let ℵ be any arbitrary but fixed cardinal. Then we may consider the pseudo-
metric space Bℵ of all Banach spaces with density character at most ℵ with the
Kadets or Gromov-Hausdorff pseudo-metrics. We note that there are examples of
non-isomorphic Banach spaces for which dK(X, Y ) = 0. An easy way to construct
examples is to fix 1 < s <∞ and take a sequence 1 < pn <∞ with limn→∞ pn = s,
but pn 6= s for all n. Then X = ℓs⊕2 ℓ2(ℓpn) and Y = ℓ2(ℓpn) satisfy dK(X, Y ) = 0.
This follows easily from the estimate from Corollary 4.6,
dK(ℓ2(ℓpn), ℓ2(ℓrn)) ≤ 2 sup
n
| sin(π(p−1n − r
−1
n )/2)|
sin(π(p−1n + r
−1
n )/2)
.
Clearly these spaces are non-isomorphic. If one takes s = 1 then one gets an
example where dGH(X, Y ) = 0 but dK(X, Y ) = 1 since ℓ1 embeds in X but not Y.
We will be interested in this section in the topology of the (pseudo-)metric spaces
Bℵ with the Kadets or Gromov-Hausdorff distances (we will sometimes use the term
metric with the understanding that the spaces actually considered are the Hausdorff
quotients). We consider a fixed cardinal ℵ to avoid certain set-theoretic problems;
the collection of all Banach spaces fails to be a set. The most interesting choice of
ℵ is of course ℵ0 the set of separable Banach spaces; however in computing duals,
biduals etc. it is necessary to consider larger cardinals. We observe that each set
Bℵ is clopen (closed and open) in any larger Bℵ′ .
Let P be a property of Banach spaces; then for each cardinal ℵ we may consider
the set P = Pℵ of all X ∈ Bℵ with property P, so that we can think of P as a set.
We will say (following [24]) that P is stable if there exists a fixed α > 0 so that
X ∈ P and dK(X, Y ) < α imply Y ∈ P. We will say that P is respectively clopen,
open, closed if (for each ℵ) the set P is respectively clopen, open or closed for the
Kadets pseudo-metric. Obviously a stable property is clopen; also the negation of
a stable or clopen property is also stable or clopen.
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There are many known examples of stable properties. Let us list some:
(1) X is separable.
(2) X does not contain ℓ1.
(3) X is reflexive.
(4) X is super-reflexive.
(5) X has nontrivial type.
See [22], [23] and [24], where other stable properties are also discussed. . We do
not know of any examples of clopen properties which are not stable.
The following Proposition is trivial from Theorem 4.3 and Theorem 4.4. Notice
that this proposition was known for stable properties (cf. [24], [2]) and for open
properties only under some restrictions ([24], [2]).
Proposition 5.1. Suppose P is a stable (respectively clopen, open, closed) prop-
erty; then the properties P∗ = {X : X∗ ∈ P}, Pco = {X : X∗∗/X ∈ P} and
PU = {X : XU ∈ P} for some fixed ultrafilter U on N are also stable (respectively,
clopen, open, closed) .
Note that for (1) and (2) above this leads to new stable properties:
{X : X∗ is separable} and {X : X∗ does not contain ℓ1}.
Let us also mention some examples of open properties:
(6) X is isomorphic to ℓ1.
(7) X is isomorphic to ℓ∞.
(8) X is injective.
(9) X is isomorphic to c0.
We refer again to [22], [23] and [24]. In fact, in each example it is easy to
show additionally that the Kadets distance defines a topology equivalent on the
set to the Banach-Mazur distance, i.e. limn→∞ dK(Xn, X) = 0 if and only if
limn→∞ dBM (Xn, X) = 0. Notice that we also have that the following are open
properties by Proposition 5.1:
(10) X∗ is isomorphic to ℓ1.
(11) X is a L1-space.
Let us add to the list the following simple further open properties:
Proposition 5.2. The properties “X is isomorphic to a subspace of c0” and “X
is isomorphic to a subspace of ℓ∞” are open.
Proof. We prove only the former assertion. Assume that X is a Banach space with
Banach-Mazur distance less than λ to a subspace of c0. Suppose dK(X, Y ) <
1
2λ+1
.
Then Y is separable. There is a separable Banach space Z which contains X and
Y isometrically so that σ = Λ(X, Y ) < 12λ+1 . Let T : X → c0 be a linear operator
with ‖x‖X ≤ ‖Tx‖c0 ≤ λ‖x‖X . Then T may be extended to an operator T : Z → c0
with ‖T‖ ≤ 2λ (cf [30]). If y ∈ Y then there exists x ∈ X with ‖x‖X ≤ ‖y‖Y and
‖x− y‖Z ≤ σ‖y‖Y . Then
‖Ty‖c0 ≥ ‖Tx‖c0 − 2λσ‖y‖Y ≥ (1− σ − 2λσ)‖y‖Y .
Thus Y is also isomorphic to a subspace of c0. 
Theorem 5.3. The property “κ0(X) <∞” is open.
Proof. SupposeX is a Banach space with κ0 = κ0(X) <∞. Suppose dK(X, Y ) < σ,
where (14+56κ0)σ < 1. Then there exists a bijective norm-preserving homogeneous
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map Ω : X → Y such that for x1, . . . , xn ∈ X we have∣∣∣∣∣‖
n∑
k=1
Ω(xk)‖Y − ‖
n∑
k=1
xk‖X
∣∣∣∣∣ ≤ 14σ
n∑
k=1
‖xk‖X .
Now suppose f : Y → R is a homogeneous map which is bounded on BY and
such that |f(y1+y2)−f(y1)−f(y2)| ≤ ‖y1‖Y +‖y2‖Y . Since f is bounded a weak
∗
compactness argument shows the existence of a best approximation y∗ ∈ Y ∗ so that
supy∈BY |f(y)− y
∗(y)| =M is minimized.
Let ϕ = f − y∗. Suppose x1, x2 ∈ X . Then ‖Ω(x1 + x2) − Ω(x1) − Ω(x2)‖Y ≤
28σ(‖x1‖X + ‖x2‖X). Hence
|ϕ(Ω(x1 + x2))− ϕ(Ω(x1) + Ω(x2))| ≤ (28σM + 2)(‖x1‖X + ‖x2‖X).
Now
|ϕ(Ω(x1) + Ω(x2))− ϕ(Ω(x1))− ϕ(Ω(x2))| ≤ ‖x1‖X + ‖x2‖X
so that we conclude that
|ϕ(Ω(x1 + x2))− ϕ(Ω(x1))− ϕ(Ω(x2))| ≤ (28σM + 3)(‖x1‖X + ‖x2‖X).
It follows that there exists x∗ ∈ X∗ so that
|ϕ(Ω(x))− x∗(x)| ≤ κ0(28σM + 3)‖x‖X .
Now suppose y1, . . . , yn ∈ Y and
∑n
k=1 yk = 0. Let x =
∑n
k=1Ω
−1(yk). Then
‖x‖X ≤ 14σ
∑n
k=1 ‖yk‖Y .
Notice that
|
n∑
k=1
ϕ(yk)− ϕ(Ω(x))| = |
n∑
k=1
ϕ(ΩΩ−1yk)− ϕ(Ω(x))− x
∗(
n∑
k=1
Ω−1(yk)− x)|
≤ κ0(3 + 28σM)(1 + 14σ)
n∑
k=1
‖yk‖Y .
Now
|ϕ(Ω(x))| ≤M‖x‖X ≤ 14σM
n∑
k=1
‖yk‖Y
so that we finally obtain
|
n∑
k=1
ϕ(yk)| ≤ C
n∑
k=1
‖yk‖Y
where
C = (14σM + κ0(6 + 56σM)) .
Now define a sublinear functional on Y by
p(y) = inf
(
n∑
ϕ(yk) + C
n∑
‖yk‖Y :
n∑
yk = y
)
.
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Notice that if
∑n
k=1 yk = y then
n∑
k=1
ϕ(yk) + C
n∑
k=1
‖yk‖Y ≥ ϕ(y)− C‖y‖Y
so that p is well-defined. Let h be any linear functional on Y so that h(y) ≤ p(y)
for all y. Then h(y) ≤ ϕ(y) + C‖y‖Y and by applying to −y we have h(y) ≥
ϕ(y)− C‖y‖Y . Thus |h(y)− ϕ(y)| ≤ C‖y‖Y .
Now considering f − y∗ − h we see that we must have M ≤ C and so if (14 +
56κ0)σ < 1 we have
M ≤
6κ0
1− 14σ − 56σκ0
.
and this gives an estimate for κ0(Y ). 
The notions of stable and open properties are most naturally applied to inter-
polation scales.
Proposition 5.4. Suppose (X0, X1) is a Banach couple and that Xθ = [X0, X1]θ.
If P is a stable property and there exists 0 < θ < 1 so that Xθ has property P then
Xφ has P for every 0 < φ < 1.
Proof. This is immediate from Corollary 4.6. 
Remark. This can be applied to each of the stable properties listed above. This
yields a number of results, many of which are certainly known to specialists. For
the example the case of reflexivity can be deduced from Calderon´’s original paper
[6]. However we feel this general framework for such a result has some interest.
Proposition 5.5. Suppose (X0, X1) is a Banach couple and that Xθ = [X0, X1]θ.
If P is an open property and there exists 0 < θ < 1 so that Xθ has property P then
there exists ǫ > 0 so that Xφ has P for every φ with |φ− θ| < ǫ.
Here we single out three special cases which seem to be new and of some interest:
Proposition 5.6. Suppose (X0, X1) is a Banach couple and that Xθ = [X0, X1]θ.
Suppose there exists 0 < θ < 1 so that Xθ is isomorphic to c0 (respectively isomor-
phic to a subspace of c0, resp. isomorphic to ℓ1) then there exists ǫ > 0 so that Xφ
is isomorphic to c0 (respectively isomorphic to a subspace of c0, resp. isomorphic
to ℓ1) for every φ with |φ− θ| < ǫ.
Remarks. Of course, Propositions 5.4-5.6 apply to general interpolation fields.
Proposition 5.4 suggests it is of interest to make the following definition. Let
X be an arbitrary Banach space. We will say that the (Kadets) component, CX of
X is the intersection of all clopen properties containing X. Clearly if (X0, X1) is a
Banach couple then for all 0 < θ, φ < 1 we have that Xφ is in the component of
Xθ.
We first state some elementary properties of components.
Proposition 5.7. Let X be an arbitrary Banach space. Then:
(1) Y ∈ CX if and only if CY = CX .
(2) For every Y ∈ CX the density character dens X = dens Y and dens X
∗ = dens
Y ∗.
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(3) If Y ∈ CX and Y1 is isomorphic to Y then Y1 ∈ CX .
(4) If Y is an arbitrary Banach space then for any subspace E we have Y/E⊕E ∈
CX if and only if Y ∈ CX .
Remark. Note that (3) allows us not to specify any special norm on the spaces in
(4).
Proof. (1) is elementary. For (2) note that the sets {Y : dens Y = dens X} and
{Y : dens Y ∗ = dens X∗} are both clopen.
For (3) observe as in Proposition 6.7 of [24] that there is a family of isomorphic
copies of Y , Yt for 0 ≤ t ≤ 1, say, so that t → Yt is continuous for the Kadets
distance, with Y0 = Y.
For (4) we use Lemma 5.9 of [24]. Let Z = Y ⊕1 Y/E and let Q : Y → Y/E be
the quotient map. For any t ∈ R with t 6= 0 we let Gt = {(ty, Qy) : y ∈ Y }. Then
it is easy to show that lims→t Λ(Gs, Gt) = 0 for any t ∈ R. If t = 0 we define G0 =
E⊕1 Y/E. Then using Lemma 5.9 of [24] we also have lims→0 Λ(Gs, G0) = 0. Thus
the map t → Gt is continuous for the Kadets distance. However Gt is isomorphic
to Y for all t 6= 0 while G0 = E ⊕1 Y/E. 
Proposition 5.8. We have X ∈ Cℓ1 if and only if X is separable and contains a
copy of ℓ1.
Proof. Since the set of X which is both separable and contains a copy of ℓ1 is
stable inclusion is immediate. Conversely suppose X is any separable Banach space
containing a subspace E isomorphic to ℓ1. Then X is in the same component as
ℓ1 ⊕1 X/E. Let F be the kernel of a quotient map from ℓ1 onto X/E. Let G =
ℓ1(F ) ⊕ ℓ1(X/E) ∈ Cℓ1 . Since the map Y → Y ⊕1 X/E is trivially seen to be
continuous for the Kadets metric the set {Y ⊕1 X/E;Y ∈ Cℓ1} is connected and
meets Cℓ1 since G ⊕1 (X/E) is isomorphic to G. Thus ℓ1 ⊕1 X/E ∈ Cℓ1 and so
X ∈ Cℓ1 . 
Problem 1. What is the component of c0? Similar techiques to the above Proposition
show that this contains all infinite-dimensional subspaces of c0. Proposition 5.7 (4)
does not help to give any other examples, since being a subspace of c0 is a three-
space property ([1]).
Problem 2. What is the component of ℓ2? This is contained in the stable set of
all separable super-reflexive spaces. We do not know if it coincides with this set.
This is related to Pisier’s notion of θ−Hilbertian spaces ([28]); any space which is
θ−Hilbertian for θ > 0 belongs to Cℓ2 .
One can obviously introduce the notion of a Gromov-Hausdorff component in an
analogous fashion. Clearly the Gromov-Hausdorff component of X , GX contains
CX . Since the map p → ℓp is continuous for the Gromov-Hausdorff distance for
p ∈ [1,∞) we have that Gℓ1 = Gℓ2 . It seems quite possible that this will correspond
with the collection of all separable Banach spaces so we ask:
Problem 3. Is the set of all separable Banach spaces connected for the Gromov-
Hausdorff distance? We are unable to decide if c0 is in Gℓ2 so it would be interesting
to identify Gc0 .
Let us take this opportunity to make a few remarks about the Gromov-Hausdorff
distance.
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Proposition 5.9. The following properties are open for the Gromov-Hausdorff
distance:
(1) X is isomorphic to c0
(2) X is isomorphic to ℓ∞,
(3) κ0(X) <∞
(4) X has nontrivial type.
(5) X has nontrivial cotype.
(6) X∗ has nontrivial type.
(7) X∗ has nontrivial cotype.
Furthermore, on the sets defined by properties (1) and (2) Gromov-Hausdorff
distance defines a topology equivalent to the Banach-Mazur distance.
Proof. (1) and (2) follow almost immediately from Theorem 3.7, and the remarks
above. In a similar way (3) follows from Theorem 3.7 and Theorem 5.3. Then (4)
follows since if X has nontrivial type then κ0(X) <∞ again by using Theorem 3.7.
To establish (5),(6) and (7) we use Proposition 3.5. Indeed it is immediate from
3.5 that the property “ℓ∞ is finitely representable in X” is closed for the Gromov-
Hausdorff distance. Let us establish (6) and (7) by showing that for a fixed Banach
space E the condition “E is finitely representable in X∗” is closed for the Gromov-
Hausdorff distance. Then we may take E = ℓ1 and E = ℓ∞.
To show this last statement it suffices to suppose E finite-dimensional. Then if
Xn converges to X in Gromov-Hausdorff distance i.e. dGH(Xn, X) → 0 and E is
finitely representable in each X∗n it is immediate that E is isometric to a subspace
of (
∏
U
(Xn))
∗. Hence by Theorem 3.5 E embeds isometrically into the space X∗
U
.
Now (X∗)U embeds naturally into X
∗
U
as a norming subspace by the identification
x∗(x) = lim
n∈U
x∗n(xn).
The space of operators L(E,X∗
U
) is naturally a dual space ofE⊗πXU and L(E, (X
∗)U )
is norming as a subspace. Hence J : E → X∗
U
is an isometry we can find a net
Jα : E → (X
∗)U so that Jα → J weak
∗ and ‖Jα‖ ≤ 1. By the weak
∗ lower-
semicontinuity of the norm in X∗
U
it follows that for any ǫ > 0 there exists α with
(1 − ǫ)‖e‖E ≤ ‖Jα‖(X∗)U ≤ ‖e‖E for e ∈ E. Hence E is finitely representable in
(X∗)U and thus also in X
∗. 
Remark. It has been conjectured by the first author that κ0(X) < ∞ might be
equivalent to the property that X∗ has finite cotype.
We conclude the paper by showing that the collection of all separable Banach
spaces is not itself separable for either the Gromov-Hausdorff or Kadets distances.
More precisely we show:
Theorem 5.10. Suppose 1 < p <∞ and p 6= 2. Then the set of Banach spaces X
isomorphic to ℓp is not separable in either Kadets or Gromov-Hausdorff distances.
Proof. First notice that since κ0(ℓp) < ∞ the two pseudo-metrics dK and dGH
define equivalent topologies on the set Ip of all isomorphic copies of ℓp. Secondly
since X → X∗ is a homeomorphism on the set of reflexive spaces for the Kadets
pseudo-metric it suffices to consider 1 < p < 2.
We shall consider spaces ℓp(En) where each En is a finite-dimensional Hilbert
space. Each such space is isomorphic to ℓp by an old result of Pe lczyn´ski [26]. We
will prove the following Lemma:
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Lemma 5.11. There exists σ0 > 0 so that if (En) and (Fn) are two sequences
of finite-dimensional Hilbert spaces and dK(ℓp(En), ℓp(Fn)) < σ0 then there is a
bijection π : N → N so that 14 dimEn ≤ dimFπ(n) ≤ 10 dimEn.
Proof of the lemma. We will write X = ℓp(En) and Y = ℓp(Fn). A typical element
of X will be denoted x = (xn)
∞
n=1 with a similar notation for Y. We also adopt the
convention that η will denote a function of σ satisfying limσ→0 η(σ) = 0 which may
vary from occurence to occurence.
First observe that by Theorem 2.4 there exists a homogeneous, norm-preserving
bijection Ω : X → Y with the property that if x1, . . . ,xn ∈ X then∣∣∣∣∣‖
n∑
k=1
Ωxk‖Y − ‖
n∑
k=1
xk‖X
∣∣∣∣∣ ≤ 14σ
n∑
k=1
‖xk‖X .
Suppose u,v ∈ SX have disjoint supports, i.e. ‖un‖En‖vn‖En = 0 for each n.
Then ‖u±v‖X = 2
1/p and hence ‖Ω(u)±Ω(v)‖Y ≥ 2
1/p− 28σ. Let Ω(u) = y and
Ω(v) = z. Then we have
21/p − 28σ ≤ (
1
2
‖y + z‖2Y +
1
2
‖y − z‖2Y )
1/2
=
(
(
∞∑
k=1
2−p/2‖yk + zk‖
p
Fk
)2/p + (
∞∑
k=1
2−p/2‖yk − zk‖
p
Fk
)2/p
)1/2
≤
(
∞∑
k=1
(
1
2
‖yk + zk‖
2
Fk
+
1
2
‖yk − zk‖
2
Fk
)p/2
)1/p
=
(
∞∑
k=1
(‖yk‖
2
Fk
+ ‖zk‖
2
Fk
)p/2
)1/p
≤
(
∞∑
k=1
max(‖yk‖Fk , ‖zk‖Fk)
p
)1/p−1/2( ∞∑
k=1
(‖yk‖
p
Fk
+ ‖zk‖
p
Fk
)
)1/2
.
This implies an estimate that
(
∞∑
k=1
max(‖yk‖Fk , ‖zk‖Fk)
p
)1/p
≥ 21/p − η(σ)
and hence an estimate(
∞∑
k=1
min(‖yk‖Fk , ‖zk‖Fk)
p
)1/p
≤ η(σ).
Now suppose y ∈ SY is supported on exactly one co-ordinate m say. Let
Ω−1(y) = x. Then we can write x = u + v disjointly where ‖u‖X ≥ ‖v‖X ,
and ‖u‖pX ≤ ‖v‖
p
X + max ‖xn‖
p
En
. Let w = Ω(u) and z = Ω(v). Then since
‖u‖X , ‖v‖X ≤ 1 we obviously have that min(‖wm‖Fm , ‖zm‖Fm) ≤ η. Now
‖y − Ω(u)− Ω(v)‖Y ≤ 42σ
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so that
‖ym − wm − zm‖Fm ≤ 42σ
and hence
‖wm + zm‖Fm ≥ 1− 42σ.
From this we have an estimate max(‖wm‖Fm , ‖zm‖Fm) ≥ 1−η. This in turn means
‖u‖X ≥ 1− η and hence an estimate max ‖xn‖Fn ≥ 1− η.
It follows that if σ is small enough there is a unique n = n(y) so that ‖xn‖Fn ≥
1− η.
Now suppose that y1 and y2 are both unit vectors with the same singleton
support m. If n(y1) 6= n(y2) we will have ‖Ω
−1(y1) ± Ω
−1(y2)‖X ≥ 2
1/p − η but
min(‖y1 ± y2‖Y ) ≤ 2
1/2. Again for σ small enough this is a contradiction. Hence
we conclude that n is a function only of m.
Applying the same technique to X and Y interchanged we obtain two maps
π : N → N and ρ : N → N such that if y = Ωx and both are unit vectors then:
(a) if x is supported only at m then ‖yπ(m)‖Fpi(m) ≥ 1− η and
(b) if y is supported only at m then ‖xρ(m)‖Eρ(m) ≥ 1− η.
Now if x is supported only at m then y = z + w where ‖z‖Y ≥ 1 − η and
‖w‖Y ≤ η are disjoint and z is supported only at π(m). Thus
‖x−Ω−1(z)−Ω−1(w)‖X ≤ 42σ
from which it follows that for σ small enough we must have ρ(π(m)) = m and
similarly π(ρ(m)) = m. Thus π is a bijection.
Pick a maximal subset (ξk)k∈J of BEm with ‖ξk−ξl‖Em >
1
2 . Then |J | ≤ 5
dimEm .
Let xk be the element of X with zeros everywhere except ξk in the mth position.
Suppose ζ ∈ SFpi(m) ; let z be the similarly defined element of Y with exactly one
nonzero element ζ. Let x = Ω−1z. Then there exists k ∈ J with ‖x − xk‖X ≤
1
2
+ η(σ). Then
‖z− Ω(xk)−Ω(x− xk)‖Y ≤ 42σ.
Hence
‖z−Ω(xk)‖Y ≤
1
2
+ η(σ).
Now let (ψk) be the π(m)−co-ordinate of Ω(xk). We have
‖ζ − ψk‖Fpi(m) ≤
1
2
+ η(σ).
For σ small enough this implies that (ψk)k∈J is a 3/4-net in BFpi(m) so that
|J | ≥ (4/3)dimFpi(m) .
We conclude that dimFπ(m) ≤ C dimEm where C = log 5/ log(4/3) ≤ 10. This
proves the lemma. 
Proof of the theorem. For each infinite subset M of N form the space XM =
ℓp(ℓ
102n
2 )n∈M . The lemma shows these are uniformly separated. 
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