L. Weng introduced new zeta functions. We prove that all zeros of Weng's zeta functions for SL (2, 3, 4, 5) , Sp(4) and G 2 are simple and on the critical line.
Introduction
We recall the Riemann-Siegel formula [11, 14] Here the symbol 0 1 means that the path of integration is a line of slop 1 crossing the real axis between 0 and 1 and directed from upper right to lower left. In fact, the Riemann-Siegel approximation formula that can be obtained by moving the path to the right has been used extensively for many problems in Analytic Number Theory. We have to mention that sF (s) is entire and we immediately obtain the functional equation for ζ(s) from the Riemann-Siegel formula. With this representation of ζ(s), we may investigate the behavior of zeros of ζ(s), for ζ(s) has a zero whenever arg F (1/2 + it) ≡ π/2 mod π (t ∈ R). In particular, we might apply Proposition 3.1 for understanding the precise location of zeros of ζ(s). Unfortunately, with the Riemann-Siegel formula, it looks very difficult to prove that all complex zeros of ζ(s) lie on Re s = 1/2, because F (s) seems to have infinitely many zeros in Re s > 1/2 and also in Re s < 1/2. We may try to find a different type representation of ζ(s) so that we can apply the sign change method (like Proposition 3.1) in knowing the precise position of zeros of ζ(s). However, this approach hasn't been successful. On the other hand, the author [6] - [10] influenced by the Riemann-Siegel formula has demonstrated the exact location of zeros for some functions involving zeta functions. Nevertheless we do not know the behavior of zeros of zeta functions through these results, we content those examples, for we know the location of zeros of them.
Recently, Weng [19] - [25] introduced new zeta functions based on deep theories in Arithmetic Geometry and Automorphic Forms. Indeed, Weng's zeta functions have the similar structure as the Riemann-Siegel formula (see the equation (2.2)). Weng's zeta functions are linear combinations of complete zeta functions. Usually, these linear combinations do not satisfy the analogue of the Riemann hypothesis. In [7] , the author showed that all but finitely many complex zeros of many truncations of the Eisenstein series are on Re s = 1/2 and simple, but even truncations that approximate the zeta function 4ζ(s)L(s, χ −4 ) violate the Riemann hypothesis. Thus, we hardly expect that Weng's zeta functions fulfill the analogue of the Riemann hypothesis. Interestingly, in this article, we prove that Weng's zeta functions for SL (2, 3, 4, 5) , Sp (4) and G 2 satisfy the Riemann hypothesis.
In order to introduce Weng's zeta functions, we need some backgrounds in Automorphic Forms. For this purpose, we mostly follow [25] . Also, see [1] , [5] , [17] and [21] . We let F be a number field with A = A F its ring of adèles. Let G be a quasi-split connected reductive algebraic group over F . Let Z be the central subgroup of G. Fix a Borel subgroup P 0 of G over F . Write P 0 = M 0 U 0 where M 0 is a maximal torus and U 0 is the unipotent radical of P 0 . Let P ⊃ P 0 be a parabolic subgroup of G over F . Write P = M U with M 0 ⊂ M the standard Levi and U the unipotent radical. Let W be the Weyl group of the maximal F -split subtorus of M 0 in G. Let ∆ 0 be the set of simple roots. ρ P denotes half the sum of roots in U . We fix a maximal compact subgroup K of G(A) such that P (A) ∩ K = (M (A) ∩ K)(U (A) ∩ K). 
Define by m P : G(A)
We write X(G) F for the additive group homomorphisms from G to GL(1) over F . We form the real vector space a G = Hom F (X(G) F , R). We set a P = a M (P = M U ) and a 0 = a P 0 . We write ∆ P 0 for the set of simple roots in P . Let ∆ P be the set of linear forms on a P obtained by restriction of elements in the complement ∆ 0 − ∆ P 0 . We write ∆ 0 = { α : α ∈ ∆ 0 } for the set of simple weights. Set ∆ P = { α : α ∈ ∆ 0 − ∆ P 0 }. We write τ p for the characteristic function of the subset {t ∈ a P : (t) > 0, ∈ ∆ P }.
Fix a sufficiently regular T ∈ a 0 (α(T ) 0 for any simple root α). For a continuous function
where A P is the central subgroup of M (P = M U ), φ P (x) = U (F )\U (A) φ(nx)dn and the sum is over all parabolic subgroups containing P 0 (see [1] , [2] ).
We recall that a function φ : G(F ) \ G(A) → C is called an automorphic form of G if φ is smooth and of moderate growth, φ is K-finite, i.e., the C-span of all
and φ is Z-finite, i.e., the Cspan of all D(X)ϕ parametrized by all X ∈ Z is finite dimensional, where Z denotes the center of the universal enveloping algebra and D(X)ϕ denotes the derivative of ϕ along X. Also, φ is called an M -level automorphic form if it is a smooth, right K-finite function from
For φ an M -level automorphic form, we form the associated Eisenstein series E(φ, λ)(g) by
Here C + P denotes a certain positive chamber in a P and λ = (λ 1 , . . . , λ r ), where r is the rank of the group. Furthermore, if φ is a cusp form, then we obtain that the Eisenstein period
is the coroot associated to α and for g ∈ G(A)
and P = M U . Following Weng [25] , define the period ω
Also, see [22] and [24] .
Let G be a classical semisimple algebraic group over Q. For the intertwining operator acting on constant function 1 over the Borel subgroup P 0 , by the Gindikin-Karpelevich [13] , we have
the standard positive Weyl chamber and ξ(s
Let P be a fixed maximal parabolic subgroup of G. Then, P corresponds to a simple root α P ∈ ∆ 0 . We write ∆ 0 \ {α P } = {β 1 , . . . , β r−1 }, where r = r(G) denotes the rank of G. Following Weng [25] , define the period ω
where with the constraint of taking residues along with (r − 1) singular hyperplanes
, there is only one variable λ i 0 left among λ i 's, re-scale it when necessary and rename it λ P . There are minimum integers I = I(G/P ), J = J(G/P ) and finitely many factors
ξ (a i λ P + b i ) admits only finitely many poles and there are no factors of special ξ values in the denominator of the product ω
Then the function ξ G/P Q,o (s) admits a meromorphic continuation to the complex plane C with finitely many poles. We conjecture that the function has a functional equation
where c is a constant in Q. Finally, to move the critical line to the standard one on Re (s) = 1/2, define the Weng zeta function ξ [25] conjectures that all zeros of the zeta function ξ G/P Q (s) are on Re s = 1/2, i.e., the analogue of the Riemann hypothesis for the zeta function holds.
Weng [25, pp. 38-43] provides the following ten zeta functions:
for SL (4) ;
for Sp (4) ;
where each zeta function is associated with a maximal parabolic subgroup for each group. Note that the number of Weng's zeta functions for each group depends on the number of its maximal parabolic subgroups. One may expect that these zeta functions fulfill the analogue of the Riemann hypothesis. It is shown in [12] , [15] , [16] , [17] , [22] , [23] that all zeros of five zeta functions ξ [15] , [16] , [17] has developed a method based on [12] and was able to prove that these five zeta functions satisfy the analogue of the Riemann hypothesis. However, his method is not applicable to the other more complicated zeta functions ξ
. In this paper, we overcome a technical difficulty of his so that we justify the analogue of the Riemann hypothesis for these zeta functions. Furthermore, we will show that all zeros of the above ten zeta functions are simple. Namely, we have Theorem 1. All zeros of ten Weng's zeta functions ξ
are on Re (s) = 1/2 and simple.
The author in [6] , [9] and [10] has established a method for demonstrating the precise location of zeros of some functions. Applying the method , we will show Theorem 1. We note that using a method [9] with a numerical computation, we can readily justify the simplicity of zeros of ξ G/P Q (s). Also, see [4] .
We have seen a small number of meaningful examples having the analogue of the Riemann hypothesis. We should mention that Weng's zeta functions are based on rich theories and have nice structural properties, namely, these functions are not randomly given. On the other hand, we readily notice that Weng's zeta functions do not have Euler product formulas. Amazingly, first several examples satisfy the analogue of the Riemann hypothesis. In particular, the function ξ SL(5)/P 2,3 Q satisfying the analogue of the Riemann hypothesis is very instructive, because it consists of 37 terms and no example like this has been found. Thus, it is worth to study the behavior of zeros of Weng's zeta functions. For a vision about the zeta functions, see [25, p. 34 ].
Weng's zeta functions
Following [25, pp. 38-43, equations (1)- (10)], we recall Weng's zeta functions that are appeared in Theorem 1 and use our function ξ(s) as the function ξ Q (s). See the complete list of them in the appendix section. We set
Observe that for each j = 1, . . . , 10, we have
where
. In order to understand the precise location of zeros of ξ j , we will apply Proposition 3.1 to ξ j (s) with this representation. (This is an old idea in knowing the behavior of zeros of a given function and see references, except for [1] , [2] , [5] , [13] .) We note that the functions f 1 (s), . . . , f 10 (s) are meromorphic functions. We multiply these functions by appropriate polynomials P 1 (s), . . . , P 10 (s) so that P 1 (s)f 1 (s), . . . , P 10 (s)f 10 (s) are entire functions and we have
And define f 1 (s), . . . , f 10 (s), P 1 (s), . . . , P 10 (s), as follows:
ξ(2s);
We need the following. (5) only, because this case is the most hardest one and the other cases are readily obtained.
It is not hard to see that ξ 6 (s) has no double poles at s = 3/5, 4/5. However, justifying the fact that ξ 6 (s) has no simple poles at s = 3/5 is very complicated. We now show this. We set
in the Laurant seris of ξ 6 (s) at s = 3/5.
We recall ξ 6 (s) = ξ
in Appendix A.1. We rewrite Then, we have
We easily see that the coefficient of 1/(s − 3/5) in the Laurant series of g 1 (s) + g 2 (s) at s = 3/5 vanishes. Thus, κ is the coefficient of 1/(s − 3/5) in the Laurant series of g 3 (s) at s = 3/5. Using the facts [18] that ζ(s) has a simple pole at s = 1 with its residue 1 and ξ(s) = ξ(1 − s), we have
where a is a constant and G 1 (s), G 2 (s) are analytic at s = 3/5. By applying this to g 3 (s), we see that κ is the coefficient of 1/(s − 3/5) in the Laurant series of the following at s = 3/5:
It is not hard to see that the sum of terms involving the constant 'a' in the last function has no poles at s = 3/5. Thus, 25κ is the coefficient of s − 3/5 in the Talyor series of the following at s = 3/5:
, because the rational function
has a zero at s = 3/5. Thus, we have 25κ = g 4 (3/5). Using ξ (−1) = −ξ (2), we readily obtain that the sum of terms of g 4 (3/5) involving ξ (2) and ξ (−1) vanishes. Also we can easily see that the sum of the rest terms of g 4 (3/5) is zero. Hence, we conclude κ = 0. Thus, ξ 6 (s) has no poles at s = 3/5.
The real zeros in Lemma 2.1 come from those of P j (s), and ξ j (1/2) = 0. Thus, we see that Theorem 1 is equivalent to the statement that all complex zeros of the function P j (s)ξ j (s) are simple and on Re s = 1/2, and the function P j (s)ξ j (s) have only these real zeros. The precise information of zeros in Lemma 2.1 will be important for the proof of Proposition 3.2
Proof of Theorem 1
For each j = 1, . . . , 10, we define the function W j (z) by
Then we have
where ± depends on the degree of P j (s).
All zeros of ξ j (s) are on Re s = 1/2.
We will show that all zeros of W 1 (z), . . . , W 10 (z) are real, except for the purely imaginary zeros that come from (2.1).
The following [3, p. 215] is crucial for our proof of Theorem 1.
Lemma 3.1. Let U (z) and V (z) be real polynomials. Assume that U ≡ 0 and that W (z) = U (z) + iV (z) has exactly n zeros (counted with multiplicity) in the lower half-plane. Then U (z) can have at most n pairs of conjugate complex zeros (again counted with multiplicity).
We note that W (z) + W (z) = 2U (z) and W (z) − W (z) = 2iV (z). Applying this lemma, we immediately have
where H(z) is a nonzero polynomial having N many zeros (counted with multiplicity) in the lower half-plane, α ∈ R, Im ρ n 0 (n = 1, 2, . . .), and the infinite product converges uniformly in any compact subset of C. Then, W (z) + W (z) (or W (z) − W (z)) has at most N pair of conjugate complex zeros (counted with multiplicity).
We note that Proposition 3.1 plays a crucial role for the proof of Theorem 1.
Proof of Proposition 3.1.
We define the function w n (z) (n = 1, 2, . . .) by
Then, w n (z) has at most N many zeros in the lower half-plane. By Lemma 3.1, w n (z)+w n (z) has at most N pairs of conjugate complex zeros. Since w n (z) + w n (z) converges uniformly to W (z) + W (z) in any compact subset of C, w n (z) + w n (z) has at most N pairs of conjugate complex zeros. Similarly, we prove the proposition for W (z) − W (z). We complete the proof of the proposition.
We apply Proposition 3.1 in showing that all complex zeros of ξ j (s) (j = 1, . . . , 10) are on Re s = 1/2. For this purpose, we need the following. 
where each H j (z) is a polynomial sharing exactly the same zeros of W j (z) in the lower halfplane, α ∈ R, Im ρ j,n 0 (j = 1, . . . , 10, n = 1, 2, 3 . . .) and the product converges uniformly in any compact subset of C.
See Appendix A.2 for more precise locations of zeros in Proposition 3.2 (1).

Proof of Proposition 3.2.
Comparing the terms in f j (s) (j = 1, 2, . . . , 10), we can choose the major term in a given region and then we get the following. 
Here −y 0 is a sufficiently large constant, 
) and for j = 2, . . . 10, we have
Proof of Lemma 3.2. Before we prove this lemma, it is better to mention how to choose ξ j,i (s) and q j,i (s). We recall (2.1). Then, we can roughly write
. Namely, we choose the dominant term in ξ j,1 (s). Using the functional equation ξ(s) = ξ(1 − s), the similar way with a careful consideration due to the rational functions R j,k (s) works in choosing ξ j,2 (s) and q j,2 (s).
For a fixed constant κ, we have
that immediately follows from the fact that for Re s 0, Γ(s)/Γ(s + κ) ∼ s −κ as |s| → ∞. Using (3.3), we readily see that for each j = 1, . . . , 10, the dominant term of f j (s) in D j is the function q j,1 (s)ξ j,1 (s) as in our lemma and we obtain (b), except for j = 4, 5, 9, 10. We have two dominant terms q j,1 (s)ξ j,1 (s), q j,2 (s)ξ j,2 (s) in the left half-plane for j = 4, 5, 9, 10. Using (3.3) and the functional equation ξ(s) = ξ(1 − s), we see that For the complete proof of (a), we recall in [18, pp. 30 , 45] that
. .) and the product converges uniformly in any compact subset of C. Using this, we immediately have
because each term is less than 1. Hence we have
Using this and the fact that we can write
where for each k, ξ k j (s) is a product of functions ξ(as + b) (a, b : constants) and q k j (s) is its coefficient (a rational function), we have
where R k j (s) is taken by (3.5) . Note that
More carefully, we examine |R k j (s)q k j (s)/q j,1 (s)| (some terms are very complicated and so a computational analysis (Mathematica, Maple or PARI/GP) might be useful) and then we see that for j = 2, . . . , 10 (the case j = 1 is trivial), we obtain
where D 2 , . . . , D 10 (for some cases, we can have bigger domains satisfying (a)) are as in our lemma.
We provide the proof for the case j = 4. The other cases can be done by the similar way. For j = 4, we have
Using this and (3.6), it is not hard to see that for s ∈ D 4 , we obtain
where a = 16ξ(2)
We complete the proof of Lemma 3.2.
We now justify Proposition 3.2 using Lemma 3.2. By Lemma 3.2 (b), we immediately have (2) , and using the formulas in Lemma 3.2 (a), (b) with the standard method [18, p. 212], we get (3).
We now explain how we show that for each j = 1, . . . , 10, W j (z) precisely has the number of zeros in the lower half-plane Im z < 0. The case j = 1 is easily obtained by the fact that the Riemann zeta function ζ(s) has no zeros in Re s 1. From Lemma 3.2 (a) and the zerofree region of ζ(s), P j (s)f j (s) does not have zeros in D j and so it suffices to consider the zeros of f * (2 j 10), we then conclude that, when Re s > 1/2, there are no zeros for P 1 (s)f 1 (s); one zero for P 2 (s)f 2 (s), P 3 (s)f 3 (s) and P 4 (s)f 4 (s); two zeros for P 5 (s)f 5 (s), P 7 (s)f 7 (s) and P 8 (s)f 8 (s); three zeros for P 6 (s)f 6 (s), P 9 (s)f 9 (s) and P 10 (s)f 10 (s).
This shows (1) in our proposition.
We prove (4). Using (1), f j (s) = f j (s) and the Hadamard product factorization, we have (3.2) with a different α j and an extra factor e z/ρ j,n −z/ρ j,n = e (ρ j,n −ρ j,n )z/|ρ j,n | 2 in the infinite product. Note that (1) and (2), we see that
is finite so that we can take the factor e ∞ n=1 (ρ j,n −ρ j,n )z/|ρ j,n | 2 out of the infinite product. Hence, we obtain (3.2) satisfying all conditions in (4), except for α j ∈ R. We now prove this. Using Lemma 3.2 (c), we have
Letting ρ j,n = α j,n + β j,n i (α j,n , β j,n ∈ R) and using Proposition 3.2 (4), we have
as y → ∞. By (2)- (4), we obtain
By this, (3.7) and (3.8), we conclude that Im α j = 0. We are done.
In order to prove that all zeros of ξ j (z) (j = 1, . . . , 10) are on Re s = 1/2, we still need a small observation.
Claim. For j = 1, . . . , 10, suppose that Ξ j (z) has n many zeros in a given quadrant of the complex plane. Then, Ξ j (z) has at least 4n many complex zeros.
Proof. From the fact that Ξ j (z) = Ξ j (−z) and Ξ j (z) = ±Ξ j (−z), we see that if ρ is a complex zero of Ξ j (z), then so are ±ρ, ±ρ. Thus the claim follows.
By (3.1), Proposition 3.1 and Proposition 3.2 (1), (4), we obtain that all zeros of Ξ 1 (z) are real; there exist at most two complex zeros for Ξ 2 (z), Ξ 3 (z) and Ξ 4 (z); there exist at most four complex zeros for Ξ 5 (z), Ξ 7 (z) and Ξ 8 (z); there exist at most six complex zeros for Ξ 6 (z), Ξ 9 (z) and Ξ 10 (z).
By this and Lemma 2.1, Ξ 2 (z), Ξ 3 (z) and Ξ 4 (z) have two purely imaginary zeros, Ξ 5 (z) has four purely imaginary zeros and Ξ 6 (z) has six purely imaginary zeros. Hence, the (purely imaginary) exceptional zeros for Ξ 3 (z), . . . , Ξ 6 (z) come from those real zeros of P 3 (s)ξ 3 (s), . . . , P 6 (s)ξ 6 (s) in Lemma 2.1. Namely, all zeros of ξ j (z) (j = 1, . . . , 6) are on Re s = 1/2. As for the zeros of ξ j (s), j = 7, . . . , 10, we go as follows. Using the same argument together with Claim, Ξ 7 (z) and Ξ 8 (z) have either two purely imaginary zeros or four purely imaginary zeros, and Ξ 9 (z) and Ξ 10 (z) have either four purely imaginary zeros or six purely imaginary zeros. Then we can conclude that for each j = 7, . . . , 10, all complex zeros of ξ j (s) are on Re s = 1/2 and ξ j (s) has possibly two exceptional real zeros. In fact, the exceptional zeros do not exit. For this, we have to show that all real zeros of P j (s)ξ j (s) (j = 7, . . . , 10) are those in Lemma 2.1. By virtue of a computational way, from the argument change of each P j (s)ξ j (s) on the boundary of the region −1.5 Re s 2.5 and |Im s| 0.5, P j (s)ξ j (s) in the region has the same number of zeros as in Lemma 2.1 and ξ j (s) > 0 in 2.5 < s 35. Using ξ(s) > 0 (s > 1) and ξ(s)/ξ(s + 1) < 1/2 (s > 30), we obtain that for s > 35,
Thus, we get the desired result.
We have demonstrated that all zeros of ξ j (s) (j = 1, . . . , 10) are on Re s = 1/2.
3.2 All zeros of ξ j (s) are simple.
In the previous section, we demonstrated that all zeros of ξ j (s) are on Re s = 1/2. Thus, in order to complete the proof of Theorem 1, it suffices to show that all complex zeros of ξ j (s) are simple, for we know that ξ j (1/2) = 0. We note that we have
Thus, we know that ξ j (1/2 + it) = 0 precisely when arg(W j (t)) ≡ 0 mod π (j = 1, 3, 7, 8, 9, 10);
For the simplicity of complex zeros of ξ j (s), we carefully investigate arg(W j (t)) for t ∈ R. It suffices to consider this in the upper half-plane Im s > 0. Note that
By this and Proposition 3.2 (1), (4), we conclude that arg(W 1 (t)) and arg(W 2 (t)) are strictly increasing. Thus, all complex zeros of ξ 1 (s) and ξ 2 (s) are simple.
Let 33 t 1 < t 2 such that t 2 − t 1 < 1/100. By (3.9) and Proposition 3.2 (4), we see that for j = 3, . . . , 10, arg(W j (t 2 )) − arg(W j (t 1 )) is bigger than
Recall that H j (z) is a polynomial sharing exactly the same zeros of W j (z) in the lower halfplane. By Proposition 3.2 (1), it is easy to see that for t 1 , t 2 with 33 t 1 , 0 < t 2 −t 1 < 1/100, the second sum in (3.10) is bigger than
(j = 4, 5). (j = 4, 5).
From this, (3.11) and (3.10), we see that for j = 3, . . . , 10, arg(W j (t 2 )) − arg(W j (t 1 )) is positive for 33 < t 1 and 0 < t 2 − t 1 < 1/100 and so arg(W j (t)) increases strictly in t > 33. Hence, all zeros of these ξ j (s)'s in Im s > 33 are simple. By a computational way (Mathematica, Maple or PARI/GP), we know the graph of each arg(W j (t)) in 0 < t 34 and then we see that all zeros of ξ j (s) are simple in the region. Thus, we conclude that all complex zeros of ξ j (s) are simple.
Appendix
A.1 The list of Weng's zeta functions for SL (2, 3, 4, 5) , SP (4) and G 2 in [25, pp. 38-43] . In the region D j (j = 2, . . . , 10), we approximate zeros of ξ j (s) by a computational way using the argument principle together with a contour plot. In the lower half-plane Im z < 0, there exist exactly 
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