Context. Many algorithms to solve Kepler's equations require the evaluation of trigonometric or root functions. Aims. We present an algorithm to compute the eccentric anomaly and even its cosine and sine terms without usage of other transcendental functions at run-time. With slight modifications it is applicable for the hyperbolic case, too. Methods. Based on the idea of CORDIC, it requires only additions and multiplications and a short table. The table is independent of eccentricity and can be hardcoded. Its length depends on the desired precision. Results. The code is short. The convergence is linear for all mean anomalies and eccentricities e (including e = 1). As a stand-alone algorithm, single and double precision is obtained with 29 and 55 iterations, respectively. One half or two third of the iterations can be saved in combination with Newton's or Halley's method at the cost of one division.
Introduction
Kepler's equation relates the mean anomaly M and the eccentric anomaly E in orbits with eccentricity e. For elliptic orbits it is given by E − e sin E = M(E).
(1)
The function is illustrated for eccentricities 0, 0.1, 0.5, 0.9, and 1 in Fig. 1 . It is straight forward to compute M(E). But in practice usually M is given and the inverse function E(M) must be solved.
The innumerable publications about the solution of Kepler's equation (Colwell 1993 ) highlights its importance in many fields of astrophysics (e.g. exoplanet search, planet formation, star cluster evolution), astrodynamics, and trajectory optimisation. N-body hybrid algorithms also make use of this analytic solution of the two-body problem (Wisdom & Holman 1991) . Nowadays, computers can solve Eq. (1) quickly. But the speed increase is counterbalanced by large data sets, simulations, and extensive data analysis (e.g. with Markov chain Monte Carlo). This explains ongoing efforts to accelerate the computation with software and hardware, e.g. by parallelising and usage of GPUs (Graphic Processing Units) (Ford 2009 ).
Newton-Raphson iteration is a common method to solve Eq. (1) and employs the derivative E ′ . In each step n the solution is refined by
A simple starting guess might be E 0 = M + 0.85e (Danby 1987) . Each iteration comes at the cost of evaluating one cosine and one sine function. Hence one tries to minimise the number of iterations. This can be done with a better start guess. E.g. Markley (1995) provides a starting guess better than 10 −4 by inversion of a cubic polynomial which however requires also transcendental functions (4 roots). Boyd (2007) term and yielded with root finding methods a maximum error of 10 −10 after inversion of a polynomial of degree fifteen. Another possibility to reduce the iteration is to use higher order corrections. For instance Padé approximation of order [1/1] leads to Halley's method.
Precomputed tables can be an alternative way for fast computation of E. Fukushima (1997) used a table equally spaced in E to accelerate a discretised Newton method, while Feinstein & McLaughlin (2006) proposed an equal spacing in M, i.e. a direct lookup table which must be e-dependent and therefore twodimensional. Both tables can become very large depending on the desired accuracy.
So often the solution of the transcendental Eq. (1) comes back to other transcendental equations which themselves need to A&A proofs: manuscript no. ke_cordic be solved in each iteration. This poses the questions how those often built-in functions are solved and whether there is a way to apply a similar, more direct algorithm to Kepler's equation.
The implementation details of those built-in functions are hardware and software dependent. But sine and cosine are often computed with Taylor expansion. After range reduction and folding into an interval around zero, Taylor expansion is here quite efficient yielding 10 −16 with 17th degree at π 4 . Kepler's equation can also be Taylor expanded (Stumpff 1968) but that is less efficient, in particular for e=1 and around M = 0 where the derivative becomes infinite. Similarly, root or arcsine functions are other examples where the convergence of the Taylor expansion is slow. For root-like functions, one again applies NewtonRaphson or bisection methods. The arcsine can be computed as arcsin(x) = arctan(
where Taylor expansion of the arctangent function is efficient and one root evaluation is needed.
An interesting alternative method to compute trigonometric functions is the CORDIC (Coordinate Rotation Digital Computer) algorithm which was developed by Volder (1959) for realtime computation of sine and cosine functions and which for instance found application in pocket calculators. CORDIC can compute those trigonometric and other elementary functions in a simple and efficient way.
In this work we will study whether and how the CORDIC algorithm can be applied to Kepler's equation. the additional term e sin E. For the special case e = 0, the eccentric and mean anomalies unify and the iteration converges to
One major key point of CORDIC is that, besides the angle E n , it propagates simultaneously the Cartesian representation, which are cosine and sine terms of E n . The next iterations are obtained through trigonometric addition theorems
which is a multiplication with a rotation matrix
Here we introduced the abbreviations c n = cos E n and s n = sin E n . Since the iteration starts with E 0 = 0, we have simply c 0 = cos E 0 = 1 and s 0 = sin E 0 = 0. The cos α n and sin α n terms can also be precomputed using α n from Eq. (7) and stored in a table listing the triples (α n , cos α n , sin α n ). Now we have eliminated all function calls for sine and cosine of E and α in the iteration. This is also true and important for the sin E n term in Eq. (6) which is simply gathered during the iteration process as s n via Eq. (12). Figures 2 and 3 illustrate exemplary the convergence for input M = 2 − sin 2 ≈ 1.0907 and e = 1 towards E = 2.
In Appendix A we provide a little python code which implements the algorithm described in this section. A slightly more elegant formulation is possible with complex numbers z n = exp(iE n ) = cos E n +i sin E n and a n = exp(iα n ) = cos α n +i sin α n . Then Eq. (12) becomes z n+1 = a n+1 z n or z n+1 = a * n+1 z n depending on σ n and in Eq. (6) the substitution sin E n = Im(z n ) has to be done.
A more detailed comparison with CORDIC is given Appendix B. Before we analyse performance in Sect. 5.3, we outline some optimisation possibilities in the next section.
Variants and refinements

Minimal rotation base
The algorithms in Sect. 2 and B use always positive or negative rotation directions. While after n rotations the maximum error should be smaller then α n , still previous iterations can be closer to the convergence limit. In Fig. 2 , for instance, E 3 is closer to E than E 4 and E 5 . Consecutive rotations will compensate this. A very extreme case is M = 0, where E 0 = 0 is already the exact value, but the first rotation brings it to E 1 = 90
• followed by only negative rotation towards zero.
CORDIC requires positive and negative rotations to have always the same scale K n after n iterations (Appendix B). But since we could not pull out K n from the iteration, we can depart from this concept and allow for only zero and positive rotations which could be called unidirectional (Jain et al. 2013) or onesided (Maharatna et al. 2004) . The decision to rotate or not to rotate becomes
Thereby we will compose E n in Eq. (3) by minimal rotations and can expect also a better propagation of precision. Moreover, while the term sin(E n + α n+1 ) = s n c a + c n s a still needs to be computed in each iteration to derive for σ n+1 , the term c n+1 is updated only when σ n+1 = 1 which will be on average in about 50% of the cases. Note also that with the minimal rotation base the curve in Eq. (1) is approached from below.
CORDIC-like Newton method
The convergence of the CORDIC-like algorithms in Sect. 2 and 3.1 is linear, while Newton's method is quadratic. Of course, our algorithm can serve start values (and their cosine and sine terms) for other root finders at any stage. The quadratic convergence should bring the accuracy from, e.g., 10
−8 down to 10 −16 at the cost of mainly one division. We think this should be preferred over the other possible optimisations mentioned in Sect. B.
Still, we do not want to lose the ability to provide the cosine and sine terms after one (or more) Newton iterations. We can propagate them simultaneously in a similar manner as in Eqs. (4) and (12) but now using small angle approximations. Newton's method (Eq. (2)) proposes directly a rotation angle
(So there is no need to check for a rotation direction σ n .) For small angles, there are the approximations sin α ≈ α and cos α ≈ 1. If one works with double precision (2 −53 ), the error ǫ(α) = |1 − cos α| < α 2 2 is negligible, i.e. smaller than 2 −54 ≈ 5.5 · 10 −17 , when |α| < 7.5 · 10 −9 (given for a 29 ). Then we can write
Halley's method
Halley's method has a cubic convergence. Ignoring third order terms, one can apply the approximations sin α ≈ α and cos
6 | is negligible in double precision, when α < 3 √ 6 · 2 −54 = 6.93·10 −6 given for α 19 ≈ 5.99· 10 −6 . Similar to Sect. 3.2, the iteration scheme with corotation for Halley's method is
Hyperbolic mode
For eccentricities e ≥ 1, Kepler's equation is
This case can be treated similar to the elliptic case, when the trigonometric terms are replaced by hyperbolic analogues. Equations (6), (7), and (12) become
where a sign change in Eq. (23) leads to hyperbolic rotations. This equation set covers a range of H ∈ [−4 ln 2, 4 ln 2]. However, H extends to infinity. In the elliptic case, this is handled by an argument reduction which makes use of the periodicity. In hyperbolic case, the corresponding nice base points H 0 are
For m = 0, this becomes H 0 = 0, c 0 = 1, and s 0 = 0, i.e. similar as in the elliptic case. For m 0, the start triple is still simple to compute using only additions and bitshifts. The main challenge is to obtain the integer m from mean anomaly M. In elliptic case, this needs a division with 2π; in hyperbolic case, it becomes a logarithmic operation. It is shown in Fig. 4 and Appendix D that
provides start values with the required coarse accuracy of better than 4 ln 2. In floating point representation (IEEE 754), the second argument in the maximum function of Eq. (27) extracts simply the exponent of M/e. In fixed point representation, it is the most significant non-zero bit (Walther 1971 ). This means a logarithm call is not necessary (c.f. Appendix A.2). The hyperbolic iterations do not return cos H and sin H, but cosh H and sinh H which are the quantities needed to compute distance, velocity, and Cartesian position.
Accuracy and performance study
Accuracy of the minimal rotation base algorithm
The CORDIC-like algorithms have a linear convergence rate. The maximum error for E n in iteration n is given by α n . For instance, we expect from Eq. (7) α 22 < 10 −6 , α 29 < 10 −8 (single precision), α 42 < 10 −12 and α 55 < 10 −16 (double precision). To verify if double precision can be achieved in practice, we forward calculated with Eq. (1) 1 000 (M(E), E) pairs uniformly sampled in E over [0, π] . Here E might be seen as the true value. Then we injected M into our algorithms to solve the inverse problem E(M).
The differences between recomputed and true eccentric anomaly, δ 55 = |E 55 − E|, are shown in Fig. 5 for the cases e = 0.5, 0.9, and 1. For M 0.25 and e ≤ 1, the deviations are smaller than 10 −15 and close to machine precision ǫ as indicated by the grey lines. Towards M = 0 and e > 0.9, the scatter increases. Figure 6 enlarges extremely this corner by plotting the deviations against the logarithm of E for e = 0.5, 0.999 999 999 9, and 1. The deviations δ 55 become large in this corner, because the inversion of Eq. (1) is ill-posed. For e = 1, third order expansion of Eq. (1) 
If the quadratic term in 1 − 1 6 E 2 is below machine precision ǫ, it cannot be propagated numerically in the subtraction and leads to a maximum deviation of E < √ 6ǫ ≈ 10 −8 at E = 10 −8 (M = 10 −24 ). Figure 7 illustrates the ill-posed problem. For e = 1 and very small M, the cubic approximation provides a very accurate reference. For comparison, we overplot our E 55 solution as well as computer generated pairs E-sin(E),E. Both exhibit a discretisation of 10 −8 in E. We conclude that Newton's, Halley's, and other methods which directly try to solve Eq. (1) are as well only accurate to 10 −8 in this corner when operating with double precision! Therefore, the M, E pairs mentioned above were not generated with built-in sin()-function but using a Taylor expansion of Kepler's equations
The term in brackets was called rest function of sine by Stumpff (1959) . We find that the deviations follow approximately the form δ 55 (E, e) = |E 55 − E| ≈ 10 −16 + 10
as indicated by the curves in Fig. 5 and 6. For very small M and E, the constant term 10 −16 dominates. Then the middle term, which is related to the derivative of Eq. (1), sets in. Finally, the linear term 10 −16 E takes over which describes the accuracy to which E can be stored. The middle term leads to an ascending and a descending branch which can be approximated by 10
−16 E 1−e and 10 −16 2 E and forms a local maximum. The two lines intersect at E ≈ √ 2(1 − e) and δ 55 (e) ≈ 10 −16 2 1−e . For highest resolvable eccentricity below one, this provides δ(e = 1 − 10 −16 ) ≈ √ 2 · 10 −8 .
Accuracy of algorithm variants
We find that the algorithm with positive and negative rotations (E 0 . 9 9 9 9 9 9 9 9 0 . 9 9 9 9 9 9 0 . 9 9 9 9 0 . 9 9 Comparison of the computer approximations M(E) = E − e sin E (red) and our algorithm E 55 (M) (blue) with a cubic root (black; from wellposed inversion of a third-order Taylor expansion).
3·10
( Fig. C.2 ). For instance for e = 0.9, it is limited to 10 −15 and it ranges up to 10 −5 for e = 1 at M = 10 −16 (E = 10 −5 ). The combination of one final Newton iteration with E 29 as suggested in Sect. 3.2 has a similar accuracy as E 55 (in particular at e = 1) and provides therefore an alternative shortcut. The combination of one Halley iteration with E 19 also performs generally similar, but for high eccentricities it approaches 10 −6 .
Performance
Before we discuss some performance results, we have to mention that a comparison of the algorithm speed is not simple. Depending on the hardware, multiplications might be little or much more expensive than additions. Then there is the question about the level of optimisation done in the code, by the compiler, or in built-in routines. It can be also instructive to count the number of floating point operation. In Appendix A we see 5 multiplications, 4 additions and one comparison in each iteration. For single precision this needs to be executed 29 times. On the other hand a Newton iteration in Eq. (2) has one division, two multiplications, four additions, and one sine and cosine term. In case the latter two terms are computed via Taylor expansion to 17th order and with a Horner scheme, each will contribute additional 9 multiplications and 9 additions. Furthermore, the cosine and sine routines have to check the need for range reduction each time. Actually, also an additional final sine and cosine operation should be loaded to Newton's methods, since sin E and cos E are usually needed in subsequent calculations.
Given same weight to all listed operations, we count about 10 operations per CORDIC iteration vs. about per 43 operation per Newton iteration. Then we estimate that four CORDIC iteration are as expensive as one Newton iteration.
We have implemented both CORDIC-like and Newton's method in a C program. The Newton's method used the start guess E 0 = M + 0.85e and called cos and sin function from the standard math.h library. The run time was measured with python timeit feature for α 29 (10 −8 ) and for 1000 mean anomalies uniformly sampled from 0 to π. The run-time of the CORDIC-like algorithm is independent of e, while Newton's method is fast for small eccentricities and slower for high eccentricities. We measured that our CORDIC-like method has double, same, and half speed for e = 1, 0.01, and 0, respectively, or that 14 CORDIClike iteration are as expensive as one Newton iteration. Fukushima (1997) There are some similarities with the work of Fukushima (1997) , and a comparison can be enlightening and useful to put our method in context. Fukushima (1997) uses a 128 long table sampled uniformly in E which provides an accuracy of 1/128. In contrast, we need a table of length log 2 128 = 7 to obtain this accuracy and higher accuracy is not limited by a huge table.
Comparison with
While Fukushima (1997) likely will need fewer iterations due to the use of discretised Newton method, we have no divisions. Fukushima (1997) developed an iterative scheme with truncated Taylor series of Newton's method to avoid recomputation of sine and cosine angles. Similar, our methods outlined in Sect. 3.2 and 3.3 avoids such recomputations by using truncated Taylor series for sine and cosine for small angles α n . Our methods appears less complex since it needs only three short equations.
Universal Kepler's equation
Our algorithms can solve eccentric and hyperbolic Kepler's equation. Both are very similar and could be unified analogous to Walther (1971) . Both algorithm includes also the eccentricity e = 1 (which are the limits for rectilinear ellipse and hyperbola, i.e. radial cases). The question therefore is, whether our algorithm can be applied to universal Kepler's equation, too. Following Fukushima (1999) and using the Stumpff function of degree 3, c 3 (Stumpff 1959) , the universal Kepler's equation A&A proofs: manuscript no. ke_cordic can be written as Equation (31) is expressed with a sine term. However, the application of a CORDIC-like algorithm to solve for G seems not possible due to the scaling term √ λ inside the sine function.
Summary
We have shown that the eccentric anomaly E from Kepler's equation can be computed by a CORDIC-like approach and is an interesting alternative to other existing tools. The start vector E 0 = 0 • and its Cartesian representation (cos E 0 = 1 and sin E 0 = 0) are rotated using a set of basis angles. The basis angles α n and its trigonometric function values can be precomputed and stored in an auxiliary table. Since the table is short and independent of e, it can be also hard-coded.
Our method provides E, sin E, and cos E without calling any transcendental function at run-time. The precision is adjustable via the number of iterations. For instance, single precision is obtained with n = 29 iterations. Using double precision arithmetic, we found the accuracy is limited to ∼ 10 −15 2 1−e in the extreme corner (M = 0, e = 1). Regarding accuracy and speed we recommend the one-sided algorithm described in Sect. 3.1.
Our method is very flexible. As a stand-alone method it can provide high accuracy, but it can be also serve start value for other refinement routines and coupled with Newton's and Halley's method. In this context we proposed in Sect. 3.2 and 3.3 to propagate cosine and sine terms simultaneously using small angle approximations in the trigonometric addition theorems and derived the limits when they can be applied without accuracy loss.
Though the number of iterations appears relatively large, the computational load per iteration is small. Indeed, a with simple software implementation we found a competitive performance compared with Newton's method. However, CORDIC algorithms utilise their full potential when implemented in hardware, i.e. directly as digital circuit. So called field programmable gate arrays (FGPA) might be a possibility to install our algorithm closer to machine layout. Indeed, hardware oriented approaches can be very successful. This was shown by the GRAPE (GRAvity PipelinE) project (Hut & Makino 1999) , which tackled N-body problems. By implementing Newtonian pair-wise forces efficiently in hardware, it demonstrated a hugh performance boost and solved new astrodynamical problems (Sugimoto 2003) .
Though we could not completely transfer the original CORDIC algorithm to Kepler's equation, it might benefit from ongoing developments and improvement of CORDIC algorithms which is still an active field. In the light of CORDIC, solving Kepler's equations appears almost as simple as computing a sine function.
For large values H, the approximation becomes more accurate. Further reforming and introduction of the binary logarithm yields
The right side of Eq. (D.1) is plotted in Fig. 4 as a red dotted line. It belongs to the family of start guesses given in Burkardt & Danby (1983) 
2 , e = 1, and H 0 = 0, the deviation is H − H 0 ≈ 1.396 = 2.014 ln 2. Since, unfortunately, the prefactor is slightly larger than two, the convergence range is expanded to 4 ln 2 by setting α 1 = 2 ln 2 in Eq. (22).
For this large convergence range, we can further simply the start guess by omitting the additive one in Eq. (D.1) H > ln 2M e = ln 2 · log 2 2M e = ln 2 · 1 + log 2 M e (D.2)
> ln 2 · floor 1 + log 2 M e (D.3) which finally leads to the start value for m in Eq. (27). The right function in Eq. (D.2) is plotted is in Fig. 4 as a blue dashed line. 0 . 9 9 9 9 9 9 9 9 0 . 9 9 9 9 9 9 0 . 9 9 9 9 0 . 9 9 3·10 At M e = 1 and e = 1, the hyperbolic anomaly is H ≈ 1.729 = 2.495 ln 2 and thus inside our convergence domain.
The simple start guess developed here is valid for all e ≥ 1 and a lower bound for M ≥ 0, i.e. suitable for one-sided algorithms.
