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We consider the steady-state thermoelectric transport through a vibrating molecular quantum
dot that is contacted to macroscopic leads. For moderate electron-phonon interaction strength and
comparable electronic and phononic timescales, we investigate the impact of the formation of a
local polaron on the thermoelectric properties of the junction. We apply a variational Lang-Firsov
transformation and solve the equations of motion in the Kadanoff-Baym formalism up to second
order in the dot-lead coupling parameter. We calculate the thermoelectric current and voltage for
finite temperature differences in the resonant and inelastic tunneling regimes. For a near resonant
dot level, the formation of a local polaron can boost the thermoelectric effect because of the Franck-
Condon blockade. The line shape of the thermoelectric voltage signal becomes asymmetrical due to
the varying polaronic character of the dot state and in the nonlinear transport regime, vibrational
signatures arise.
I. INTRODUCTION
Molecular junctions are electronic devices that con-
sist of an organic quantum dot that is contacted by two
macroscopic leads. Modern nanotechnology allows for
the reliable fabrication of systems where the dots are sin-
gle aromatic rings, molecular wires1, C60 fullerenes
2,3 or
carbon nanotubes.4 They are a promising candidates in
the search for further miniaturization of electronic and
thermoelectric devices.5
Transport through such systems is determined by the
discrete levels of the dot, whose position relative to the
Fermi energy can be tuned, e.g., with the help of a third
(gate) electrode.6 The level broadening depends on the
dot-lead coupling strength, which can be manipulated via
the lead distance or through the choice of different metal-
molecule anchoring groups.7 In addition to these two ex-
ternal parameters, electron-phonon (EP) interaction in-
fluences transport through molecular junctions: When
it is occupied by charge carriers, the molecule may un-
dergo structural changes or vibrations that correspond
to the excitation of local optical phonons of considerable
energy. They show up as vibrational signatures in the
current-voltage characteristics of the device2,8.
A temperature difference between the leads induces a
current of charge carriers across the junction. This ther-
moelectric effect is measured by recording, for constant
temperature difference, the voltage bias necessary to can-
cel this current.9 The quotient of the temperature differ-
ence and the thermovoltage, the so-called thermopower,
can be used to probe the systems Fermi energy10 and
the vibronic structure of the molecule’s state.11,12 Most
of the experimental findings are well understood within a
linear response formulation of the thermopower.13 How-
ever, the applied temperature differences can be tens of
degrees Kelvin, i.e. larger than the dot-lead coupling en-
ergy. Some features of the measured voltage histograms,
such as side peaks and temperature dependent widths,9
are not accounted for in the linear theory. That is why
recently, the discussion of the thermopower has been ex-
tended to the nonlinear regime.14,15 Then the question
arises, how the thermoelectric coefficients can be gener-
alized. Our approach in the present work is motivated by
the experimental situation: For a given temperature bias
we determine the thermovoltage numerically by minimiz-
ing the thermally induced charge current.
We base our calculations on the Anderson-Holstein
model. Here, the organic molecule is represented by a
single energy level and a local optical mode, which is
linearly coupled to the electron on this level. The quan-
tum dot is connected to two macroscopic leads, while the
local mode is coupled to a phonon bath. The current
between the leads is given by the interacting dot den-
sity of states.16 Based on such models, different methods
have been applied, such as the numerical17,18 and func-
tional renormalization group19, rate equations,11,20 mas-
ter equations12,14,21 and nonequilibrium Keldysh Green
functions22 to describe transport through the dot for
small-to-large dot-lead coupling and weak-to-strong EP
interaction.
In the antiadiabatic, strong EP coupling regime, typ-
ically a Lang-Firsov transformation23 is applied, based
on the exact solution of the isolated dot. It predicts the
formation of a local polaron, which reduces the effective
dot-lead coupling exponentially. This could be beneficial
for the thermoelectric response of the system.14,24 For
practical applications, however, a moderate level broad-
ening is needed to ensure usable power output. Moreover,
long electron residence times and strong EP interaction
may lead to the accumulation of energy at the dot and,
consequently, to its degradation.25 Because of this, the
regime of comparable electronic and phononic time scales
and intermediate EP interaction becomes interesting.
To account for the polaronic character of the dot-
state away from the strong EP coupling, antiadiabatic
limit, we use an approach that is based on a variational
form of the Lang-Firsov transformation.26 For the po-
laron problem, the variational Lang-Firsov approach has
been proven to give reliable results in the whole electron-
phonon coupling and phonon frequency regime, even in
2the most physically difficult polaron crossover region.27
Here, the polaron variational parameter is determined by
minimizing the relevant thermodynamical potential.
In previous work,28 we considered the steady-state cur-
rent response of the quantum dot to a finite voltage differ-
ence between the leads. In doing so, we assumed that the
temperatures of the leads and of the phonon bath are all
equal. The calculations in these papers were based on the
Kadanoff-Baym formalism,29 which relies on the relation
between the real-time response functions and the non-
equilibrium Green functions of the complex time vari-
ables.
The present work will focus on the thermoelectric ef-
fects induced by a finite temperature difference between
the leads. Section IIA introduces the model and the vari-
ational ansatz we employ to describe a vibrating quan-
tum dot that is coupled to a phonon heat bath and two
macroscopic leads at different temperatures. Because for
such a setup the temperature is not constant throughout
the system, the reasonings of our earlier approach28 have
to be modified. That is why in Sec. II B we generalize
the Kadanoff-Baym method such that the steady-state
equation of the response functions, as well as their for-
mal solution deduced in Ref. 28, are applicable to the
present case. In Sec. II C we then derive an approxima-
tion for the polaronic self-energy, and Sec. IID provides
the relation between the polaronic and electronic spectral
functions, the latter of which enters the current formula.
In Sec. II E we derive the thermodynamic potential which
will be used to determine the variational parameter nu-
merically. Section III presents our numerical results. The
main conclusions and future prospects can be found in
Sec. IV.
II. THEORY
A. Model and variational ansatz
We consider a molecular quantum dot in the three-
terminal configuration depicted in Fig. 1, which will be
modelled by the following Hamiltonian:
H = (∆− µ)d†d − gω0d†d(b† + b) + ω0b†b (1)
+
∑
k,a
(εka − µ)c†kacka −
1√
N
∑
k,a
(
tkad
†cka + t
∗
kac
†
kad
)
.
Here, the quantum dot is represented by a single energy
level ∆ with the fermionic operators d(†). It interacts
with a local optical phonon mode b(†) of energy ω0, where
the EP coupling strength is given by the so-called polaron
binding energy,
εp = g
2ω0 . (2)
By the last term in Eq. (1), the dot is coupled to left (a =
L) and right (a = R) leads, each of which contains N free
electrons with the energies εka and the corresponding
FIG. 1. (Color online) Sketch of the quantum dot model. The
electronic level ∆ is coupled to two macroscopic leads, each in
its own thermal equilibrium with different temperatures TL,R
and chemical potentials µL,R. The dot electrons interact with
an optical phonon mode of energy ω0 that is coupled to a
phonon bath at temperature TP .
fermionic operators c
(†)
ka , respectively. In equilibrium, the
dot-lead system is characterized by a common chemical
potential µ and a global temperature T .
In the nonequilibrium situation, a voltage difference
between the leads is described by adding to (7) the term
Hint =
∑
a
Ua
∑
k
c†kacka (3)
with the voltage bias
Φ = (UL − UR)/e , (4)
where e < 0 is the electron charge. In addition, we con-
sider a temperature difference between the macroscopic
leads, whereby each lead is supposed to stay in its own
thermal equilibrium with the temperatures TL and TR,
respectively. We also suppose that the local oscillator
is coupled to its own heat bath, which has the temper-
ature TP . In accordance with Entin-Wohlman
30 we as-
sume that the coupling to this heat bath (indicated as
tP in Fig. 1) far exceeds the EP-coupling strength, so
that the phonon population at the dot is given by the
Bose-Einstein distribution
nB(ω) = (e
βPω − 1)−1 with βP = (kBTP )−1 . (5)
In the following calculations, we suppose that TP = TR =
T and TL 6= T in general. Moreover, all energies will be
taken with respect to the equilibrium chemical poten-
tial, i.e., µ = 0. We raise the voltage bias symmetrically
around µ, i.e., µL = −eΦ/2 and µR = eΦ/2.
To account for the polaron localization at the dot, we
apply to the Hamiltonian (1) an incomplete Lang-Firsov
transformation Sγ ,
26,28 introducing the variational pa-
rameter γ ∈ [0, 1]:
H˜ = S†γHSγ , Sγ = exp{γg(b† − b)d†d} . (6)
3The transformed Hamiltonian then reads
H˜ = ∆˜ d†d − Cdd†d+ ω0b†b
+
∑
k,a
εkac
†
kacka −
∑
k,a
(
Ckad
†cka + C
†
kac
†
kad
)
, (7)
where the renormalization of the dot level and the inter-
action coefficients depends on the parameter γ:
∆˜ = ∆− εpγ(2− γ) , g˜ = γg , (8)
Cka =
tka√
N
e−g˜(b
†−b) , Cd = gω0(1− γ)(b† + b) . (9)
Now d and b are the operators of dressed electrons
(in analogy to polarons) and the shifted local oscilla-
tor. The original electron and oscillator operators read
d˜ = exp{γg(b† − b)} d and b˜ = b+ γgd†d, respectively.
B. Response functions and steady-state equations
In our previous works,28 we considered the electron
current response of a molecular quantum dot that was
initially in equilibrium with the leads as well as with the
phononic bath at a common, fixed temperature. Our cal-
culations were based on the Kadanoff-Baym theory.29 At
first, we summarize the aspects of this non-equilibrium
response theory that are essential for the present setting.
The relevant response functions are represented by the
real-time Green functions of the dot-operators d(†) and
the lead operators c
(†)
ka , e.g.
gdd(t1, t2;U) = −i〈T dU (t1)d†U (t2)〉 , (10)
g<dd(t1, t2;U) = i〈d†U (t2)dU (t1)〉 , (11)
g>dd(t1, t2;U) = −i〈dU (t1)d†U (t2)〉 . (12)
The functions gcd of the “mixed” operators c
(†)
ka and
d(†) are defined in an analogous way. In Eqs.(10)–(12)
the time dependence of d
(†)
U is determined by H˜ +Hint.
The symbol T means the standard time-ordering oper-
ator so that the function gdd is equal to the functions
g<dd(t1, t2;U) and g
>
dd(t1, t2;U) for t1 < t2 and t1 > t2,
respectively. The statistical average 〈· · · 〉 corresponds to
the equilibrium state at the temperature T before the
disturbance was turned on. Going to the interaction rep-
resentation, the Heisenberg operators dU are expressed
as
dU (t) = V
−1(t)d(t)V (t) , (13)
V (t) = Tt exp
{
−i
∫ t
−∞
dt′ Hint(t
′)
}
. (14)
The real-time response functions may be deduced using
the equations of motion for the nonequilibrium Green
functions of the complex time variables t = t0 − iτ , τ ∈
[0, β], defined as
Gdd(t1, t2;U, t0) = − i〈S〉 〈Tτd(t1)d
†(t2)S〉 , (15)
S = Tτ exp
{
−i
∫ t0−iβ
t0
dt Hint(t)
}
. (16)
The time dependence of the operators in Eq. (15) is
determined by H˜ only, while the external disturbance
is explicit in the time-ordered exponential operator S.
The operation Tτ orders the operators by the imaginary
parts of the times t1 and t2, so that Gdd(t1, t2;U, t0) =
G>dd(t1, t2;U, t0) for i(t1 − t2) > 0 and Gdd(t1, t2;U, t0) =
G<dd(t1, t2;U, t0) for i(t1 − t2) < 0. To find the relation
between the functions G
≶
dd and g
≶
dd, the function Gdd is
considered for i(t1 − t2) < 0:
G<dd(t1, t2;U, t0) =
i
〈U(t0, t0 − iβ)〉× (17)〈
U(t0, t0 − iβ)U−1(t0, t2)d†(t2)U(t0, t2)
U−1(t0, t1)d(t1)U(t0, t1)
〉
where
U(t0, t) = Tτ exp
{
−i
∫ t
t0
dt′ Hint(t
′)
}
. (18)
The continuation of U(t0, t) and V (t) to analytic func-
tions of the time variables leads to the identification of
U(t0, t) with V (t) in the limit t0 → −∞. Consequently,
the connection of the analytic functions G
≶
dd and g
≶
dd is
given by
lim
t0→−∞
G
≶
dd(t1, t2;U, t0) = g
≶
dd(t1, t2;U) , (19)
with similar relations for the functions G
≶
cd and g
≶
cd.
It is evident that the derivation of Eq. (19) outlined
above does not refer to some special properties of the
statistical ensemble, nor to the physical meaning of β.
In this way, it is possible to generalize the definition (15)
for Gdd assuming the mean value 〈· · · 〉 to be unspecified
and the complex-time variable to be defined in the inter-
val t ∈ [t0, t0 − iσ], where the time-ordering parameter
σ has no specific physical meaning. We assume that be-
fore the disturbance (3) was turned on, the system was
in a steady state with the temperatures TL, TR of the
left and right leads, and TP of the phonon bath. The
function Gdd defined in this way does not have the prop-
erties of the temperature (β) dependent Green function
in Eq. (15), it rather represents a functional of the or-
dered operators which we use to determine the real-time
response funcitons gdd.
To do this, we define, in analogy to the self energy, the
function Σdd(t1, t2;U, t0) by the equation[
G
(0)−1
dd (t1, t¯)− Σdd(t1, t¯;U, t0)
]
•Gdd(t¯, t2;U, t0)
= δ(t1 − t2) , (20)
4with the inverse zeroth-order function
G
(0)−1
dd (t1, t2) =
(
i
∂
∂t1
− ∆˜
)
δ(t1 − t2) . (21)
In Eq. (20) the matrix multiplication “•” is defined by
the integration
∫ t0−iσ
t0
dt¯ · · · containing the time-ordering
parameter σ. The δ-function of complex arguments is
understood with respect to this integration. The in-
verse function to Gdd is given as G
−1
dd (t1, t2;U, t0) =
G
(0)−1
dd (t1, t2) − Σdd(t1, t2;U, t0). The deduction of
the steady-state equations for the real-time functions
g<(t1, t2;U) and g
>(t1, t2;U) by the limiting procedure
t0 → −∞ is analogous to that given in Ref. 28. Defin-
ing the Fourier transformations according to Kadanoff-
Baym,29
g
≶
dd(ω;U) = ∓i
∫ ∞
−∞
dt g
≶
dd(t;U)e
iωt (22)
and similarly for Σ≶(ω;U), the solution of the steady-
state equations may be written as follows:
A(ω;U) = g>dd(ω;U) + g
<
dd(ω;U) , (23)
g<dd(ω;U) = A(ω;U)f¯(ω;U) , (24)
f¯(ω;U) =
Σ<dd(ω;U)
Γ(ω;U)
, (25)
Γ(ω;U) = Σ>dd(ω;U) + Σ
<
dd(ω;U) , (26)
with the non-equilibrium polaronic spectral function
A(ω;U) =
Γ(ω;U)(
ω − ∆˜− P ∫ dω′2pi Γ(ω′;U)ω−ω′ )2 + (Γ(ω;U)2 )2 .
(27)
C. Self energy
According to the preceeding section, the concrete form
of the steady-state solution for the special choice of in-
teractions is determined by the functions Σ
≶
dd. To find
an explicit expression for Σ
≶
dd, we start with the equa-
tions of motion for Gdd and Gcd, which are given by the
commutators of the operators d(†) and c
(†)
ka with H˜. As
a purely formal device, we add to Hint in Eq. (3) the
interaction with fictitious external fields {V }. The equa-
tions of motion of Gdd and Gcd are then expressed by
means of the functional derivatives of Σdd with respect
to these fields. The resulting equations for Σ
≶
dd are solved
iteratively. We then let {V } → 0 and perform the limit
t0 → −∞. In the following calculations we will use the
self-energy function after the first iteration step:28
Σ
(1)≶
dd (t1, t2;U) =
∑
k,a
|〈Cka〉|2 g(0)≶cc (k, a; t1, t2;U)
×
{
I0(κ) +
∑
s≥1
Is(κ)2 sinh(sθ)
×
[
(nB(sω0) + 1)e
±isω0(t1−t2)
+ nB(sω0)e
∓isω0(t1−t2)
]}
, (28)
where we have defined
θ =
1
2
ω0βP , κ =
g˜2
sinh θ
, (29)
Is(κ) =
∞∑
m=0
1
m!(s+m)!
(κ
2
)s+2m
. (30)
The Bose-function nB in (28) contains the phonon-bath
temperature TP according to Eq. (5), while the zeroth-
order functions of the leads depend on the different tem-
peratures TR and TL:
g(0)<cc (k, a; t1, t2;U) = ie
−iεkatfa(εka + Ua) , (31)
g(0)>cc (k, a; t1, t2;U) = −ie−iεkat[1− fa(εka + Ua)] ,
(32)
with the lead Fermi-functions
fa(ω) =
(
eβaω + 1
)−1
, βa = (kBTa)
−1 . (33)
The Fourier-transformation of Eq. (28) leads to
Σ
(1)<
dd (ω;U) =
∑
a
{
I0(κ)Γ˜
(0)
a (ω)fa(ω + Ua)
+
∑
s≥1
Is(κ)2 sinh(sθ) (34)
×
[
Γ˜(0)a (ω − sω0)nB(sω0)fa(ω − sω0 + Ua)
+ Γ˜(0)a (ω + sω0)(nB(sω0) + 1)fa(ω + sω0 + Ua)
]}
,
with the renormalized dot-lead coupling function
Γ˜(0)a (ω) = e
−g˜2 coth θΓ(0)a (ω), (35)
which depends on the lead density of states:
Γ(0)a (ω) = 2pi|ta(ω)|2
1
N
∑
k
δ(ω − εka) . (36)
From Eq. (34), Σ
(1)>
dd (ω;U) results by interchanging
nB ↔ (nB + 1) and fa ↔ (1 − fa). Note that Eq. (34)
is similar to our result for the self-energy in Ref. 28, but
now f is replaced by the individual lead Fermi-functions
5fa that were defined in (33). If we insert the approxima-
tion (34) into Eq. (26), we find
Γ(1)(ω;U) = Γ
(1)
L (ω;U) + Γ
(1)
R (ω;U) , (37)
Γ(1)a (ω;U) = I0(κ)Γ˜
(0)
a (ω) (38)
+
∑
s≥1
Is(κ)2 sinh(sθ)
×
[
Γ˜(0)a (ω − sω0)
(
nB(sω0) + 1− fa(ω + Ua − sω0)
)
+ Γ˜(0)a (ω + sω0)
(
nB(sω0) + fa(ω + Ua + sω0)
)]
.
From the functions Γ(1)(ω;U) and Σ
(1)<
dd (ω;U), the first
order spectral function A(1)(ω;U), the distribution func-
tion f¯ (1)(ω;U) and the response functions g
(1)≶
dd (ω;U)
follow according to Eqs. (27), (25) and (24), respectively.
D. Electron current
The operator of the particle current from lead a to the
dot reads
Jˆa =
i√
N
∑
k
[
tkad˜
†cka − t∗kac†kad˜
]
. (39)
Its mean value Ja = 〈Jˆa〉 is given by the real-time re-
sponse functions g˜cd of the electron operators, which are
defined in analogy to Eqs. (11) and (12), e.g.
i〈d˜†cka〉 = g˜<cd(k, a; t1, t1;U) . (40)
We determine g˜cd based on the equation of motion of the
corresponding function G˜cd(k, a; t1, t2;U, t0) of complex-
time variables:
G˜cd(k, a; t1, t2;U, t0) =
− t
∗
ka√
N
G(0)cc (k, a; t1, t¯;U) • G˜dd(t¯, t2;U, t0) . (41)
The current Ja results as
Ja =
∫ ∞
−∞
dω
2pi
Γ(0)a (ω)
×
{
fa(ω + Ua)A˜
(1)(ω;U)− g˜(1)<dd (ω;U)
}
, (42)
where A˜(1) and g˜
(1)<
dd are the electronic dot spectral
function and response function. In the steady state
regime our approximation conserves the particle cur-
rent: JL + JR = 0. In the following, identical leads
are assumed and we work in the wide band limit where
Γ
(0)
L (ω) = Γ
(0)
R (ω) ≡ Γ0. Then the total particle current
through the dot, J = (JL − JR)/2, is given by
J =
Γ0
2
∫ ∞
−∞
dω
2pi
A˜(1)(ω;U) [fL(ω + UL)− fR(ω + UR)] .
(43)
Based on Eq. (43), we determine the electron current
through the quantum dot numerically. We note that in
the present work we are only interested in the current
response to finite voltage biases and temperature differ-
ences between the leads. The generation of an electronic
response merely by the interaction with a hot phonon
bath would require different, energy-dependent densities
of states in the leads, as was shown in Ref. 30. In our cal-
culations however, we consider identical lead densities of
states. That is why J = 0 for all TP , as long as TL = TR
and Φ = 0.
To find a relation between the polaronic and electronic
functions, we decouple the fermionic and bosonic de-
grees of freedom in the electronic response function as
is customary,31,32
g˜<dd(t1, t2;U) ≈ g<dd(t1, t2;U) 〈e−g˜(b
†−b)t2eg˜(b
†−b)t1〉 ,
(44)
As stated in Sec. II A the local oscillator is supposed to
be strongly coupled to the heat bath. Accordingly we ne-
glect the influence of the EP interaction on the dynamics
of the phonon subsystem and evaluate the bosonic cor-
relation function in (44) using Eq. (5). The first order
electronic response functions then read
g˜
(1)≶
dd (ω;U) = e
−g˜2 coth θ
{
I0(κ)g
(1)≶
dd (ω;U)
+
∑
s≥1
Is(κ)2 sinh(sθ) (45)
×
(
[1 + nB(sω0)]g
(1)≶
dd (ω ± sω0;U)
+ nB(sω0)g
(1)≶
dd (ω ∓ sω0;U)
)}
.
The corresponding electronic spectral function
A˜(1)(ω;U) follows according to the steady-state equation
(23) as
A˜(1)(ω;U) = g˜
(1)<
dd (ω;U) + g˜
(1)>
dd (ω;U) = (46)
e−g˜
2 coth θ
{
I0(κ)A
(1)(ω;U) +
∑
s≥1
Is(κ)2 sinh(sθ)
×
(
[nB(sω0) + f¯
(1)(ω + sω0;U)]A
(1)(ω + sω0;U)
+ [nB(sω0) + 1− f¯ (1)(ω − sω0;U)]A(1)(ω − sω0;U)
)}
.
E. Variational procedure
To determine the optimal variational parameter γmin,
we have to minimize the relevant thermodynamic poten-
tial. This poses a problem, since for finite ∆T , the ef-
fective temperature determining the statistics of the dot
electron is not known. It will be given by the constitu-
tion of the steady state due to the coupling of the dot
with the surroudings. In the present paper, we suppose
γ to be mainly determined by the EP interaction terms
6contained in Eq. (1), since the variational parameter was
introduced to characterize the polaron-like quasilocaliza-
tion of the dot electron. Therefore we assume the equi-
librium thermodynamic potential of the system, before
the temperature- and voltage differences were turned on,
to be a reasonable first approximation for the variational
function. The use of the well-known “λ trick” to take the
interaction terms from H˜ into account results in29
Ω = − 1
β
ln(1 + e−∆˜β)
+ 2
∫ 1
0
1
λ
∫
dω
2pi
(ω − ∆˜)A(1)λ (ω)f(ω) . (47)
The function A
(1)
λ represents the first order equilibrium
spectral function if the interaction coefficients in Eq. (7)
are multiplied by the factor λ. If we write A
(1)
λ in terms
of Γ
(1)
λ = λ
2Γ(1), we can carry out the λ-integration and
find
Ω = −
∫ ∞
−∞
dω
pi
f(ω)
{pi
2
+ arctan
(ω − ∆˜− P ∫ dω′2pi Γ(1)(ω′)ω−ω′
Γ(1)(ω)/2
)}
. (48)
Via ∆˜ and Γ(1), the thermodynamic potential Ω is a func-
tion of γ. For given parameters εp, Γ0, ω0, ∆ and T , the
optimal variational parameter γmin will be determined
in equilibrium, i.e., for ∆T = 0 and Φ = 0, by mini-
mizing Ω. We then keep γmin fixed and calculate the
self energy, the spectral function and the resulting parti-
cle current for finite voltages or temperature differences
between the leads.
III. NUMERICAL RESULTS
Depending on the type of molecular junction, the
energies of the characteristic vibrational modes range
from the order of 10meV in small molecules33 to several
100meV in C60 molecules
2. In the following calculations,
the corresponding model parameter ω0 will be used as
the unit of energy, i.e., we keep ω0 = 1 fixed and set
~ = 1, |e| = 1 and kB = 1. We assume identical leads
and work in the wide band approximation, so that the
dot-lead coupling is determined by a single parameter:
Γ
(0)
L (ω) = Γ
(0)
R (ω) ≡ Γ0. Furthermore, we consider low
equilibrium temperatures, T/ω0 ≪ 1. Then, according
to Eq. (35), the renormalized dot-lead coupling parame-
ter is approximately given as
Γ˜0 ≈ Γ0 e−γ
2εp/ω0 . (49)
Usually, the ratio of the bare dot-lead coupling parameter
Γ0 to the phonon energy ω0 is used to determine whether
the system is in the adiabatic (Γ0 ≫ ω0) or anitadiabatic
(Γ0 ≪ ω0) regime. Recently, Eidelstein et al.18 argued
that for strong EP interaction, i.e., εp/ω0 > 1, the an-
tiadiabatic regime can be extended to Γ0 . ω0 as long
the exponential renormalization of the dot-lead coupling
parameter in (49) is so strong that Γ˜0 ≪ ω0. In this
case, the “mobility” of passing charge carriers is reduced
so far that the local oscillator is still fast enough to ad-
just to them individually. Because then the physics is
essentially those of the antiadiabatic regime, it can be
called the “extended antiadiabatic regime”.18 Only when
Γ˜0 approaches ω0 the system crosses over to the adiabatic
regime.
To investigate the latter situation, in the present
work we consider comparable electronic and phononic
timescales Γ0 . ω0 and moderate EP coupling εp &
ω0. Since in our approach, the polaronic renormaliza-
tion in Eq. (49) also depends on the value of the varia-
tional parameter γ ∈ [0, 1], we can interpolate between
the extended adiabatic regime and the aforementioned
crossover regime.
A. Dot state in the crossover regime
To understand the thermoelectric response of the dot we
first investigate the dots electronic spectral function in
equilibrium. Thereby we keep the parameters ω0 = 1,
T = 0.01, Φ = 0, ∆T = 0, and εp = 2 fixed and consider
two parameter sets for Γ0 and ∆.
The first set is Γ0 = 1 and ∆ = 2, which means that
the electronic and phononic subsystems react on a simi-
lar timescale and the dot level acts as a tunneling barrier
between the leads. For these parameters our variational
calculation yields an optimal γmin = 0.59. As a conse-
quence, the effective dot level given in Eq. (8) is lowered
to near resonance, ∆˜ = 0.33. Moreover, the effective dot-
lead coupling is reduced by about half, Γ˜0 ≈ 0.5, and we
are in the aforementioned crossover regime.18
For the second parameter set we, reduced the dot-lead
coupling to Γ0 = 0.5 (meaning the phononic subsystem is
the faster one) and raised the bare dot level to ∆ = 2.5.
This results in γmin = 0.54, Γ˜0 = 0.28, and ∆˜ = 0.91, so
that the renormalized dot level is still far from resonance.
The electronic spectral functions for the first and sec-
ond parameter set are presented as the black curves in
Figs. 2(a) and 2(b), respectively. We compare them to
two limiting cases: the red dashed curves represent the
small polaron limit, where we set γ = 1 instead of the
optimal γmin. Then Sγ in Eq. (6) corresponds to the
complete Lang-Firsov transformation. In this case, we
have Γ˜0 = 0.14 and Γ˜0 = 0.07, respectively, and the sys-
tem is described as being in the extended antiadiabatic
regime. The blue dot-dashed curves follow from setting
εp = 0, which represents a rigid quantum dot without
EP interaction. In both limiting cases we set ∆ in such
a way, that ∆˜ is the same as in the respective variational
calculation.
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FIG. 2. (Color online) For ω0 = 1, T = 0.01, and εp =
2. (a) Electronic equilibrium spectral function for Γ0 = 1,
∆ = 2, γmin = 0.59, ∆˜ = 0.33 and Γ˜0 = 0.5. The variational
calculation (black lines) is compared to the small polaron limit
γ = 1 (red dashed lines) and to the result for εp = 0 (blue dot-
dashed lines). In the latter two cases we set ∆ in such a way
that ∆˜ is the same as in the variational calculation. (b) Same
as (a), but for Γ0 = 0.5, ∆ = 2.5, γmin = 0.54, ∆˜ = 0.91
and Γ˜0 = 0.28. (c) and (d) For the same parameters as in
(a) and (b), thermally induced current J as a function of the
temperature difference ∆T between the leads.
In general, for εp = 0, the electronic spectral function
features a single broad band centered at ω = ∆. From
setting g = 0 in Eqs. (37) and (27), we see that it has a
Lorentzian shape and its width is given by the bare dot-
lead coupling parameter Γ0. For finite EP interaction
and γ = 1, the polaronic character of the dot state is
signalled by the appearance of several narrow side bands,
which are given by the terms with s ≥ 1 in Eq. (46).
These side bands represent the emission and absorption
of optical phonons by the incident electrons. Their width
is determined mainly by the small parameter Γ˜0 and their
maxima are located multiple integers of ω0 away from the
central (zero-phonon) peak.
Note however, that the phonon peak corresponding
to ω = ∆˜ − ω0 is suppressed in Figs. 2(a) and 2(b),
and only a small shoulder at ω = −ω0 remains. This
is a consequence of Pauli blocking and can be under-
stood from Eqs. (34) and (38); for small ∆T , we have
nB(sω0) ≈ 0 and the Fermi functions of both leads
are nearly step-like. Then the third and fourth lines
in Eqs. (34) and (38) do not contribute in the region
ω ∈ [−ω0 + |Φ|/2,+ω0 − |Φ|/2]. From Eq. (25) we see
that f¯ = (fL + fR)/2 in this region and, consequently,
the third and fourth line in Eq. (46) do not contribute
to the spectral function. This “floating” of the phonon
bands has been discussed for linear electric transport
through molecular quantum dots.34 As we will see, it is
also the reason why the low temperature thermoelectric
response is determined by the shape and position of the
zero-phonon peak alone.
The variational dot state, due to the moderate renor-
malization, features broad, overlapping side bands. Still,
we find a considerable shift of spectral weight to higher
energies and a suppression of the zero-phonon peak. The
resulting reduction of the low-energy tunneling rate is a
main consequence of the polaron formation and is known
as the Franck-Condon blockade.17
B. Thermally-induced current
In the following we calculate the particle current
through the junction that results from a finite temper-
ature difference ∆T between the leads. Let us again
consider the two sets of parameters used in Sec. III A.
Keeping the respective variational parameters γmin fixed
we increase the temperature difference ∆T , whereby
TL = T + ∆T and TP = TR = T . This induces a net
particle current through the junction, which is depicted
as a function of ∆T in Figs. 2(c) and 2(d). For the first
parameter set, we find that the EP interaction enhances
the thermally induced current for small temperature dif-
ferences. However, it reduces the current throughout the
temperature range for the second parameter set.
This can be understood from Eq. (43): the net current
through the dot depends on the electronic nonequilib-
rium spectral function and the difference of the Fermi
distribution functions of the left and right lead. For zero
voltage bias and small temperature differences, the term
fL(ω)−fR(ω) in Eq. (43) differs from zero only in the nar-
row region ω ∈ [−∆T,+∆T ] and changes sign at ω = 0.
Physically, this means that the temperature difference
between the leads induces a flow of hot charge carriers
from the left to the right lead, since fL(ω) − fR(ω) is
positive for ω > 0. This current, however, is compen-
sated by a counterflow of cold carriers at ω < 0, where
fL(ω) − fR(ω) is negative. Since ∆˜ > 0 in our calcula-
tions, dot states above the Fermi energy have more spec-
tral weight than the states below the Fermi energy. The
net particle current is positive, i.e., it goes from the left
to the right lead. The magnitude of the current is de-
8termined by the relative weight of the two flows, i.e., by
the slope of the dot spectral function around the Fermi
energy.
That is why the effect of the polaron formation on the
thermally induced current crucially depends on the spe-
cific values of ∆˜ and Γ˜0. For the first parameter set, the
dot level ∆˜ = 0.33 lies near the Fermi surface. In this sit-
uation, the polaronic renormalization of the effective dot-
lead coupling increases the slope of A˜(ω) at ω = 0, as can
be seen in Fig. 2(a). Consequently, in Fig. 2(c) the low
temperature thermoelectric current grows with respect
to the noninteracting case. For the second parameter set
(corresponding to the non-resonant situation) the effect
is reversed: the slope of A˜(ω) decreases and the thermo-
electric response of the vibrating molecule is smaller than
that of the rigid quantum dot.
For both parameter sets we find that, as ∆T →∞, the
maximum thermocurrent is largest in the case of zero EP
interaction. This can also be understood from Eq. (43).
For large ∆T , the region ω ∈ [−∆T,+∆T ] grows and
fL(ω) − fR(ω) is finite far from the Fermi surface. Now
the thermoelectric current is given not by the slope of
A˜(ω) at ω = 0 but by the ratio of the integrated spectral
weight below and above the Fermi surface. Because TP
is low, the phonon bands in A˜ are weighted according to
a Poisson distribution with the parameter g˜2 = γ2εp/ω0.
As γ grows, a considerable portion of the total spectral
weight is shifted to the phonon bands at ω > 1. Even for
large temperature differences, their contribution to the
thermocurrent will be exponentially small, and the maxi-
mum current decreases with respect to the rigid quantum
dot.
C. Thermovoltage
We have seen how, in general, a temperature differ-
ence ∆T between the leads will induce a particle current
through the dot. In a typical experiment, this thermo-
electric effect is measured by applying a voltage differ-
ence Φ in such a way that the thermally induced current
is compensated: J(∆T,Φ) = 0 for finite ∆T and Φ. The
determination of the so-called thermovoltage, Φ0, and its
dependence on the EP coupling will be the subject of
the following numerical calculations. Thereby, we use
the second parameter set from Sec. III A, i.e. ω0 = 1,
T = 0.01, εp = 2, ∆ = 2.5 and Γ0 = 0.5, resulting in
γmin = 0.54, Γ˜0 = 0.28 and ∆˜ = 0.91.
To understand the mechanism, we first consider a finite
but fixed temperature difference ∆T = 0.25. For Φ = 0,
the corresponding electronic spectral function is shown as
the black curve in Fig. 3(a), where it is again compared to
the noninteracting case and the small polaron limit. We
calculate the total current J as a function of the voltage
bias Φ, whereby µL = Φ/2 and µR = −Φ/2. The results
are depicted in Fig. 3(b).
For negative voltages, the current signal is in quali-
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FIG. 3. (Color online) For the same parameters as in Fig. 2(b)
and (d), i.e., ω0 = 1, T = 0.01, εp = 2, Γ0 = 0.5, ∆ = 2.5,
γmin = 0.54, ∆˜ = 0.91 and Γ˜0 = 0.28. (a) Electronic spec-
tral functions for fixed ∆T = 0.25 and Φ = 0. We compare
the variational calculation (black line) to the small polaron
limit γ = 1 (red dashed line) and to the result for εp = 0
(blue dot-dashed line). (b) Current J as a function of the
voltage difference Φ between the leads for fixed ∆T = 0.25.
(c) Thermovoltage Φ0 as a function of ∆T .
tative agreement with the results of previous works.28
In a nutshell, the formation of a polaron like state at the
dot reduces the zero-bias conductance due to the Franck-
Condon blockade, but for growing voltage we find steps
in the current signal whenever Φ/2 = −∆˜ − nω0, with
n ∈ [0, 1, 2, . . . ]. Here the chemical potential of the right
lead crosses the phonon side bands in A˜ and resonant
transport of electrons takes place via the emission and
subsequent absorption of an equal number of phonons.
The right lead is the cold one and has a step-like Fermi
9function. Because of this, the width of the current steps
is mainly determined by the width of the phonon bands in
the spectral function, i.e., by Γ˜0. In the variational cal-
culation the bands overlap considerably (see Fig. 3(a))
and the resonant steps in the current-voltage signal are
smeared out.
For positive voltage bias we find no current steps even
in the small polaron limit. Now it is the chemical poten-
tial of the hot left lead that crosses the renormalized dot
level and the phonon bands. The width of the resonant
tunneling steps in J(Φ) does not depend on Γ˜0 alone
but also on the width of the soft Fermi-surface. Since
∆T = 0.25 is of the order of ω0, the current steps are
smeared out and therefore no longer discernible.
Based on the current-voltage signal we now determine
the thermovoltage Φ0 as a function of ∆T numerically
and show the result in Fig. 3(c). We find that for small
temperature differences, the absolute value of Φ0 grows
strongest for γ = 1. This is a consequence of the reduced
electrical conductance of the quantum dot in the small
polaron picture; for a given ∆T , relatively large volt-
ages are necessary to compensate the corresponding ther-
mocurrent. For large temperature differences, we find a
maximum value Φ0 = −1.5 for all three data sets given
in Fig. 3(c). This voltage corresponds to the postition of
the zero-phonon step in J(Φ) in Fig. 3(b). Here, the sys-
tems conductance grows considerably and any thermally
induced current can easily be compensated by a slight
growth in Φ.
D. Varying the dot level
In the previous sections, we chose the bare dot level ∆
in such a way, that the renormalized level ∆˜ was equal
in the scenarios with and without EP interaction. In this
way, we concentrated on the influence of the renormal-
ized dot-lead coupling on the thermovoltage. However, in
an experimental situation, the dot level may be manip-
ulated, e.g., by applying a gate voltage through a third
electrode, in order to optimize the thermoelectric effect.
To investigate this situation, we now consider ∆ as our
free parameter. For each ∆ we temporarily set Φ = 0
and ∆T = 0 to determine the optimal parameter γmin.
We then keep γmin fixed, set ∆T to a finite value and
calculate the thermovoltage Φ0. The remaining parame-
ters are the same as in Sec. III C, i.e., ω0 = 1, T = 0.01,
εp = 2, and Γ0 = 0.5.
First, we consider a small temperature difference ∆T =
0.1. Our result for the thermovoltage as a function of
the bare dot level is presented in Fig. 4(a). In general,
Φ0(∆) features two resonances of opposite sign and goes
to zero when the renormalized dot level crosses the Fermi
surface, i.e., when ∆˜ = ∆ − εpγ(2 − γ) = 0. At this
point the spectral function is symmetrical around ω = 0,
and the thermoelectric flow and counterflow between the
leads cancel exactly. As |∆˜| grows, the net thermocur-
rent and, consequently, the thermovoltage increases. In
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FIG. 4. (Color online) For ω0 = 1, T = 0.01, εp = 2, Γ0 = 0.5,
as in Fig. 3. (a) Thermovoltage Φ0 as a function of the bare
dot level ∆ for ∆T = 0.1. We compare the variational calcula-
tion (black line) to the small polaron limit γ = 1 (red dashed
line) and the case with zero EP coupling (blue dash-dot line).
(b) Optimal variational parameter γmin as a function of the
bare dot level. (c) Same as (a) but with ∆T = 0.25. (d)
Electronic spectral functions for ∆ = 0.8, γmin = 0.95 and
several temperature differences.
accordance with our results in Sec. III C, the maximum
thermovoltage is largest in the small polaron picture due
to the strong renormalization of the dot-lead coupling.
When |∆˜| grows further and the zero phonon peak shifts
away from the Fermi surface, the dot density of states
near ω = 0 decreases, and the thermoelectric effect van-
ishes again.
In Fig. 4(a), the small polaron result is shifted from
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the εp = 0 curve by the value of the polaron binding
energy εp, which can be understood from setting γ = 1
in Eq. (8). In both cases, the thermovoltage signal runs
linearly through zero. We note that for growing T (not
shown here) its slope reduces, while the position of the
positive (negative) resonance shifts to lower (higher) ∆.
In this regard, our result resembles the sawtooth-like
thermopower signal that was predicted in Ref. 20 and
experimentally measured in Ref. 6. There, the period-
icity of the thermopower oscillations was determined by
the difference in the ground-state energies for different
numbers of electrons on the dot. In our model however,
we only account for a single dot electron. That is why
we only observe a single “tooth”, i.e., only two thermo-
voltage resonances in Fig. 4(a).
Moreover, we find no side peaks in the thermoelectric
signal that could be attributed to the phonon side bands
in A˜. This is a consequence of the floating effect dis-
cussed in Sec. III A; since the thermovoltages in Fig. 4(a)
are small, the expression fL(ω + UL) − fR(ω + UR) in
Eq. (43) differs from zero only within the region ω ∈
[−ω0 + |Φ0|/2,+ω0− |Φ0|/2]. In this region, the phonon
side bands in A˜(ω) are suppressed and do not contribute
to the thermoelectric transport. That is why the reso-
nance signal in Fig. 4(a) is given by the varying position
of the zero-phonon peak only.
Consequently, in Fig. 4(a) the variational calculation
with its moderate renormalization of the dot-lead cou-
pling predicts a weaker resonance signal than the small
polaron picture, which is also shifted from the result for
the rigid dot by less than εp. We find that in contrast
to the two limiting cases, the strength of the resonance
now depends on the sign of Φ0. This can be understood
from Fig. 4(b), where we show the optimal variational
parameter as a function of the dot level. For ∆˜ > 0, we
have γmin ≈ 0.5 like in the previous sections. When the
renormalized dot level crosses the Fermi surface, γmin
approaches 1 and a small transient polaron forms at the
dot. Then the thermoelectric effect increases.
Figure 4(c) shows the thermovoltage signals after hav-
ing raised the temperature difference to ∆T = 0.25. As
expected, for all three cases, the heights and widths of
the resonances grow with respect to Fig. 4(a). More im-
portantly, for finite EP coupling the curves now feature
side bands at a distance of ω0 from their maximum reso-
nances. This becomes possible because for large temper-
ature differences the floating condition for the phonon
bands is relaxed: Since ∆T . ω0, the Fermi surface of
the hot left lead softens considerably. Now the third and
fourth lines in Eq. (46) contribute to the spectral function
even for ω ∈ [−ω0 + |Φ0|/2,+ω0 − |Φ0|/2]. For example,
Fig. 4(d) shows the electronic spectral function in the
variational calculation for ∆ = 0.8 and several temper-
ature differences. Since γmin ≃ 1, we have ∆˜ ≈ −1.1.
For growing ∆T , a small peak appears near the Fermi-
surface that is related to the polaronic state with one
phonon at ω = ∆˜ + ω0 ≈ 0. When, for varying ∆, this
peak crosses the Fermi surface, the side peak in the ther-
movoltage signal in Fig. 4(c) appears. Note, however,
that the floating condition still holds for the cold right
lead, as can be seen from the shoulder appearing near
ω = 1 in Fig. 4(d). As the thermovoltage grows, the
window ω ∈ [−ω0 + |Φ0|/2,+ω0 − |Φ0|/2] closes and the
shoulder shifts towards ω = 0.
IV. SUMMARY AND OUTLOOK
In this work, we investigated the steady-state thermo-
electric transport through a vibrating molecular quantum
dot in the crossover regime far from the antiadiabatic
limit. Within a Kadanoff-Baym formalism that is gen-
eralized to account for different lead temperatures, the
nonequilibrium dot self-energy was calculated to second
order in the dot-lead interaction coefficient. In order to
account for the polaronic character of the dot state, we
applied a variational small-polaron transformation and
determined the degree of transformation by minimizing
the relevant thermodynamic potential.
In essence, we calculated the current induced by a finite
temperature difference between the leads. For small tem-
perature differences, the influence of the electron-phonon
(EP) interaction strongly depends on the specific system
parameters; for a near-resonant dot level, the interacting
quantum dot acts as a more efficient energy filter and the
thermocurrent increases. In the tunneling regime, how-
ever, we found a reduction of the thermocurrent due to
the decreasing density of states near the Fermi surface.
In order to relate our results to experiment, we de-
termined the thermovoltage required to compensate the
thermally induced particle current at a given tempera-
ture difference. We found that in principle the Franck-
Condon blockade boosts the thermovoltage through the
reduction of the systems electrical conductance. For in-
termediate EP coupling, the small polaron picture over-
estimates this effect.
Finally, we determined the thermovoltage as a function
of the dots energy level. Because of Pauli blocking, we
found no phonon features in the low-temperature ther-
moelectric signal. However, our variational calculation
predicts an asymmetrical line shape due to the forma-
tion of a small polaron as the dot level drops beneath
the equilibrium Fermi energy. For large temperature dif-
ferences of the order of the phonon energy, Pauli blocking
is relaxed and the thermovoltage signal features multiple
resonances that can be attributed to resonant transport
through vibrational dot states.
The present study should be considered a first step
in applying our variational ansatz to the thermoelectric
transport through molecular junctions. Although it cap-
tures the essential physics, it must be extended in several
directions. Most importantly, we have yet to consider
energy transport through the junction. The efficiency
of energy deposition by the excitation of local phonons
will strongly depend on the effective EP interaction, i.e.,
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on the polaronic character of the dot state. To investi-
gate the subsequent heating or cooling of the molecule,
the effective temperature of the dot electrons has to be
determined numerically, for which several methods have
been proposed.22 This should have some influence on the
variational parameter γ as well. In our previous works,
a voltage-dependent variational parameter was respon-
sible for the junctions negative differential conductance.
Therefore, it would be highly desirable to carry this non-
linear behavior over to the discussion of thermoelectric
transport.
Another worthwhile extension of our work concerns
Coulomb interaction effects. Recently, Andergassen et
al.
35 argued for the negative–U Anderson model (which
neglects the coupling to the phonon degrees of freedom
however) that the resulting charge Kondo effect leads to
a large enhancement of the linear response thermopower
due to the highly asymmetric dot spectral function. This
effect was shown to be tunable applying a gate volt-
age. It would be interesting to reexamine this prob-
lem for a model with additional EP interaction, using
our variational scheme, since—as we have demonstrated
in Sec. III D—the effective EP interaction (described by
the variational parameter) is strongly influenced by the
gate voltage. In this connection we like to stress that
for a combined Holstein-Hubbard quantum dot model it
has been shown that strong EP coupling may result in
a net attractive Coulomb interaction.36 Then, depending
on the energy of the dot level, a variational ansatz might
be able to interpolate between the positive–U Holstein-
Hubbard dot model and the effective anisotropic Kondo
model regime investigated in Ref. 35.
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