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Abstract
The purpose of this paper is to generalise Sullivan’s rational homotopy the-
ory to non-nilpotent spaces, providing an alternative approach to defining Toe¨n’s
schematic homotopy types over any field k of characteristic zero. New features
include an explicit description of homotopy groups using the Maurer-Cartan equa-
tions, convergent spectral sequences comparing schematic homotopy groups with
cohomology of the universal semisimple local system, and a generalisation of the
Baues-Lemaire conjecture. For compact Ka¨hler manifolds, the schematic homo-
topy groups can be described explicitly in terms of this cohomology ring, giving
them canonical weight decompositions. There are also notions of minimal models,
unpointed homotopy types and algebraic automorphism groups. For a space with
algebraically good fundamental group and higher homotopy groups of finite rank,
the schematic homotopy groups are shown to be πn(X)⊗Z k.
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Introduction
Given a group G and a topological space X, the non-abelian cohomology set H1(X,G)
is the set of isomorphism classes of G-torsors on X, or equivalently the set [X,BG] of
homotopy classes of maps from X to the classifying space BG. There is a notion of
classification space for every simplicial group. This has the property that for simplicial
abelian groups A•,
[X,BA•] = H
1(X,A•),
where A• is A regarded as a negatively graded cochain complex (i.e. A−n := An).
One of several equivalent definitions of higher non-abelian cohomology is to consider
H1(X,G•) := [X,BG•],
where G• ranges over all (non-abelian) simplicial groups. In [Kan], Kan constructed
a loop group functor G(X) from reduced simplicial sets (or equivalently pointed, con-
nected topological spaces) to simplicial groups. This is left adjoint to the classification
space functor, so studying non-abelian cohomology of a space is equivalent to studying
its loop group. The geometric realisation of the loop group is weakly equivalent to the
loop space of X, so πiG(X) = πi+1X.
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In this paper, we only wish to study non-abelian cohomology over a field k of
characteristic 0. In the abelian case, this would mean restricting attention to (finite-
dimensional) simplicial k-vector spaces. Since these are just simplicial abelian unipotent
algebraic k-groups, for the non-abelian case we generalise to simplicial complexes G• of
algebraic groups over k. As we wish homotopy groups to be k-linearised, we only con-
sider those G• for which Gn → π0(G) is a unipotent extension; this is a crucial difference
from the approach of [KPT2]. We refer to these as algebraic simplicial groups.
This enables us to develop an analogue of Sullivan’s and Quillen’s rational homotopy
theories for non-nilpotent spaces. This differs from the homotopy types of [GTHT] in
that we only consider finite-dimensional local systems. Whereas the schematic homo-
topy types of [Toe¨] can be thought of as a natural generalisation of Sullivan’s theory
([Sul]), the approach we use here is closer in spirit to the rational homotopy type defined
by Quillen in [Qui1], studying simplicial groups and their torsors. This leads to a new
proof of the Baues-Lemaire conjecture (Remark 4.42), comparing Quillen and Sullivan
rational homotopy types.
Although pro-algebraic and schematic homotopy types are equivalent in a weak sense
(Corollary 3.57), this new perspective leads to the discovery of much extra structure,
especially for pro-algebraic homotopy groups. There are convergent Adams and reverse
Adams spectral sequences (Propositions 4.37 and 1.53) relating cohomology and homo-
topy groups. In many cases, the pro-algebraic homotopy groups are just πn(X) ⊗Z k
(Theorems 1.58 and 3.21). We also show that pro-algebraic homotopy groups can be
described explicitly in terms of differential forms (Corollary 4.41), taking the form con-
jectured by Deligne (Remark 4.43). For compact Ka¨hler manifolds, homotopy groups
can thus be described explicitly in terms of cohomology (Proposition 5.3).
Other important new features are a characterisation of unpointed homotopy types
(§2), and good notions of minimal models (Propositions 1.16 and 4.7). The latter enable
us (Theorem 5.13) to regard the automorphism group of a pro-algebraic homotopy type
as a pro-algebraic group itself. It then makes sense to talk about a weight decomposi-
tion on the homotopy type as being a homomorphism from Gm to the automorphism
group. This has several consequences in §5, including canonical weight decompositions
for compact Ka¨hler manifolds, and lays a foundation for the results of [Pri2].
In Section 1, we define the pro-algebraic homotopy type of a reduced simplicial set
X to be the completion G(X)alg of G(X) with respect to algebraic simplicial groups.
In other words, it is the pro-algebraic simplicial group given by
Hom(G(X)alg, G) = Hom(G(X), G(k)),
for all algebraic simplicial groups G. This approach is similar to that in [Qui1], where
Quillen took a pro-nilpotent (although not pro-finite-dimensional) completion of the
loop group.
We prove that the category of pro-algebraic simplicial groups has a closed model
structure, and that π0(G
alg) = π0(G)
alg. There is also a homology theory for pro-
algebraic simplicial groups, with convergent Adams and reverse Adams spectral se-
quences between homotopy and homology. This enables us to show that if π1X is
algebraically good, and the higher homotopy groups have finite rank, then the higher
pro-algebraic homotopy groups are just πnX⊗Zk. For schematic homotopy groups, this
was previously only known for compact Ka¨hler manifolds.
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In Section 2, we extend these notions to unpointed homotopy types. This is done
by replacing groups by groupoids. We begin by defining a pro-algebraic groupoid to
consist of a discrete set of objects, together with affine schemes of morphisms between
them, endowed with the usual composition, identity and inversion maps. Thus a pro-
algebraic group is a pro-algebraic groupoid on one object. All the important properties
of pro-algebraic groups, such as Levi decompositions and Tannakian duality, carry over
to pro-algebraic groupoids. The results of Section 1 are then adapted by substituting
Dwyer and Kan’s path groupoid G(X) for the loop group. A closed model structure is
defined on the category of pro-algebraic simplicial groupoids, and the unpointed pro-
algebraic homotopy type is defined as the pro-algebraic completion G(X)alg.
In Section 3, we define the simplicial Maurer-Cartan space, which classifies higher
torsors, and the action of the gauge group on it, which detects equivalences. An al-
ternative characterisation of the pro-algebraic homotopy type is derived by first taking
a Levi decomposition G(X)alg = R ⋉ U , with R a reductive pro-algebraic groupoid,
and U an R-representation in simplicial pro-unipotent groups. Then the classification
space BU is an R-representation in simplicial affine schemes. This gives us an equiva-
lence between the homotopy categories of simplicial pro-unipotent extensions of R, and
of connected R-representations in simplicial affine schemes; we can think of this as a
form of Koszul duality (Remark 4.31). This fulfils the hope expressed in [KPT2]v1 Re-
mark 3.19 of comparing equivariant cosimplicial algebras and simplicial groups directly,
without needing simplicial presheaves to mediate between them.
By studying the Maurer-Cartan space and its gauge action, we then show that there
is a weak equivalence
SpecC•(X,O(R)) ∼ BU,
where O(R) is the universal semisimple local system on X, and C• denotes simplicial
cochains. This allows us to prove an equivalence between pro-algebraic homotopy types
and Toe¨n’s schematic homotopy types.
In Section 4, we show how to replace simplicial objects by differential graded objects.
Simplicial pro-unipotent groups correspond to chain Lie algebras, and simplicial affine
schemes correspond contravariantly to cochain algebras. If X is a manifold and k = R
or C, this allows us to replace C•(X,O(R)) by the cochain algebra
A•(X,O(R)) := Γ(X,O(R) ⊗A •),
where A • is the complex of differential forms on X. There is a notion of minimal models
for chain Lie algebras, which is often more convenient than that of Sullivan’s minimal
models for cochain algebras, being generated by homology rather than homotopy groups.
Under this correspondence, the simplicial Maurer-Cartan space becomes the familiar
classical space, given by the equation
dω +
1
2
[ω, ω] = 0.
The gauge action also corresponds to the classical gauge action
g(ω) = g · ω · g−1 − dg · g−1.
These allow us to recover the pro-algebraic homotopy groups and Whitehead products
explicitly from differential forms. Indeed, this confirms that schematic homotopy groups
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are dual to generators of the minimal model of A•(X,O(R)), as originally conjectured
by Deligne.
In Section 5, we show that for finite simplicial complexes, the automorphism group
of G(X)alg over its reductive quotient πfX
red is itself pro-algebraic. We then investigate
formal topological spaces, i.e. those for which the cochain algebra A•(X,O(R)) is
weakly equivalent to its cohomology ring. Compact Ka¨hler manifolds are formal. The
constructions of §4 then enable us to describe pro-algebraic homotopy groups of a formal
space in terms of H∗(X,O(R)). The formality weak equivalence gives a canonical weight
decomposition on the pro-algebraic homotopy type of a formal space, in the form of a
morphism Gm → Aut(G(X)
alg)πfXred . We use this in Corollary 5.22 to show that, for
a finite simplicial complex, formality over R or C implies formality over all fields (of
characteristic zero).
Although analogues of several of our constructions have appeared in [KPT2]v1, all
the main results of this paper are new, even for schematic homotopy types, and simpli-
cial presheaves play no roˆle in our proofs. Remark 1.24 provides a discussion comparing
sAGp and the cosimplicial Hopf algebras of [ibid.]v2. Our results rely heavily on unipo-
tence and Koszul duality, so most are unlikely to be demonstrable by adapting current
machinery from schematic homotopy theory. However, as explained in Remark 4.38,
our Adams spectral sequence is essentially the weight spectral sequence of [KPT1]; the
latter was an early demonstration of how powerful a tool relative unipotent completion
can be.
I would like to thank Bertrand Toe¨n for alerting me to errors in a previous version.
1 Pointed pro-algebraic homotopy types
We begin by recalling some standard definitions from [GJ].
Definition 1.1. Let S0 be the category of reduced simplicial sets, i.e. simplicial sets
with one vertex, and sGp the category of simplicial groups. Let Top0 denote the category
of pointed, connected compactly generated Hausdorff topological spaces.
Note that there is a functor from Top0 to S0 which sends (X,x) to the simplicial set
Sing(X,x)n := {f ∈ HomTop(|∆
n|,X) : f(v) = x ∀v ∈ ∆n0}.
this is a right Quillen equivalence, the corresponding left equivalence being geometric
realisation. For the rest of this section, we will therefore restrict our attention to reduced
simplicial sets.
The idea underlying this section is that for any group G, and any topological space
X, H1(X,G) = π0Hom(X,BG). Given a simplicial group G•, we can extend this
definition to:
H1(X,G•) := π0Hom(X,BG•).
As in [GJ] Ch.V, the the classification space BG• can be chosen canonically by
the functor W¯ : sGp → S0. This has a left adjoint G : S0 → sGp, Kan’s loop group
functor ([Kan]), and these give a Quillen equivalence of model categories. In particular,
πi(G(X)) = πi+1(X).
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1.1 Review of pro-algebraic groups
Definition 1.2. Given a category C, recall that the category proC of pro-objects in
C, which we will also denote by Ĉ, has objects consisting of filtered inverse systems
{Aα ∈ C}, with
HombC({Aα}, {Bβ}) = lim←−
β
lim
−→
α
HomC(Aα, Bβ).
Lemma 1.3. The category of pro-algebraic groups over a field k is equivalent to the
category of affine group schemes over k.
Proof. [DMOS] Corollary 2.7.
Definition 1.4. If G is a pro-algebraic group, let O(G) denote the Hopf algebra of
global sections of its structure sheaf.
Lemma 1.5. The category Rep(G) of k-representations of G is equivalent to the cate-
gory of O(G)-comodules. Every G-representation V can be expressed as a directed union
of finite-dimensional subrepresentations of V . Thus dualisation gives a contravariant
equivalence of categories between Rep(G) and F̂DRep(G), where FDRep(G) is the cat-
egory of finite-dimensional G-representations.
Proof. [DMOS] Proposition II.2.2 and Corollary 2.4.
Definition 1.6. Given an abstract group Γ, the pro-algebraic completion Γalg of Γ over
k is the pro-algebraic k-group representing the functor
G 7→ HomGp(Γ, G(k)),
where G ranges over all pro-algebraic groups.
Remark 1.7. Note that the category FDRep(Γ) of finite-dimensional Γ-representations
is thus equivalent to FDRep(Γalg). In fact, Tannakian duality ([DMOS] Theorem
2.11) shows that any proalgebraic group G can be recovered from the tensor category
FDRep(G). Thus Γalg can be recovered from FDRep(Γ). The key idea behind this
paper is that algebraisation of groups is in many ways easier than the algebraisations
of sets considered in [Toe¨].
1.2 Simplicial pro-unipotent groups
From now on, let k be a field of characteristic 0. Given a reductive pro-algebraic
group G over k, let N (G) be the category of finite-dimensional nilpotent Lie algebras
equipped with G-actions (as in [Pri3]§2). Write Nˆ (G) for the category of pro-objects of
N (G), and sNˆ (G) for the category of simplicial objects in Nˆ (G). Since any unipotent
algebraic group is isomorphic to its Lie algebra, via exponentiation and the Campbell-
Baker-Hausdorff formula, there is an equivalence between unipotent algebraic groups
and finite-dimensional nilpotent Lie algebras. As N (G) is an Artinian category, every
pro-object is isomorphic to a strict pro-object ([Gro]).
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Definition 1.8. Given g• ∈ sNˆ (G) define the lower central series of g• inductively by
Γ1g• = g• Γn+1g• = [g•,Γng•].
Denote the abelianisation of g by gab := g/[g, g].
Definition 1.9. Given g• ∈ sNˆ (G), define the normalised complex N(g)∗ by
N(g)n =
n⋂
i=1
ker(∂i : gn → gn−1),
and observe that ∂0 : N(g)n → N(g)n−1. We then define
πn(g) := Hn(N(g)∗, ∂0).
Definition 1.10. A morphism f : g• → h• in sNˆ (G) is said to be:
1. a weak equivalence if π∗(g•)→ π∗(h•) is an isomorphism of pro-finite-dimensional
G-representations;
2. a fibration if Nn(f) : N(g)n → N(h)n is surjective (in F̂DVect) for all n > 0;
3. a cofibration if it has LLP with respect to all trivial fibrations (a fibration or
cofibration is called trivial if it is also a weak equivalence).
Definition 1.11. Define sN (G) to be the full subcategory of sNˆ (G) whose objects g
are finite-dimensional in the sense that gn ∈ N (G) and N(g) is concentrated in finitely
many degrees. Note that the objects of sN (G) are cofinite in sNˆ (G) in the sense of
[Hov] Definition 2.1.4.
Define a small extension in sN (G) to be a surjective map g→ h with kernel I, such
that [g, I] = 0.
Proposition 1.12. The classes of morphisms given in Definition 1.10 define a closed
model category structure on sNˆ (G).
Proof. Apply [Bou] Theorem 3.3 to Nˆ (G)opp, with the class G of injective models pro-
representing the functors g 7→ Hompro−FDVect(V, g), for each pro-finite-dimensional vec-
tor space V . Note that this characterises cofibrations as maps g → h for which the
simplicial latching maps (gn) ∗Lng (Lnh) → hn are smooth in the sense of [Pri3]. This
implies that cofibrant objects are levelwise smooth.
Alternatively, we may use [Hov] Theorem 2.1.19 to show that this is a fibrantly
cogenerated model category. Acyclic small extensions in sN (G) are the generating
acyclic fibrations, while small extensions in sN (G) together with arbitrary maps in
N (G) give the generating fibrations.
The following can be thought of as an Adams-type spectral sequence, describing
homotopy groups in terms of homology groups:
Proposition 1.13. Given g ∈ sNˆ (G) cofibrant, there is a convergent spectral sequence
(in F̂DVect)
E1pq = (Lie−p(π∗(g
ab)))p+q =⇒ πp+q(g),
where LienV = ΓnLie(V )/Γn+1Lie(V ), for Lie the free graded Lie algebra functor.
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Proof. The spectral sequence comes from the lower central series filtration of Definition
1.8, giving
E1pq = πp+q(gr
Γ
−pg) =⇒ πp+q(g).
Now, grΓ−p = Lie−p(g
ab), as g is levelwise free. Similarly to [Qui1] Proposition I.4.5,
π∗Lie−p(g
ab) ∼= Lie−p(π∗(g
ab)), giving the spectral sequence.
We now need to show convergence. There is a functor
lim
−→
: ind(FDVect)→ Vect
from the category of ind-finite-dimensional vector spaces to the category of all vector
spaces, given by mapping a direct system {Vα} to lim−→
Vα. This is essentially surjective,
since any vector space is the direct limit of its finite-dimensional subspaces. It is also
full and faithful:
HomVect(lim−→
α
Vα, lim−→
β
Wβ) = lim←−
α
HomVect(Vα, lim−→
β
Wβ) = lim←−
α
lim
−→
β
HomVect(Vα,Wβ),
since Vα is finite-dimensional.
By taking duals, we see that Vect is equivalent to the opposite category of F̂DVect.
Convergence now follows by taking duals (replacing pro-finite-dimensional vector spaces
by vector spaces), and observing that the dual filtration is bounded below and exhaus-
tive. The Classical Convergence Theorem ([Wei] Theorem 5.5.1) then applies, since the
category of vector spaces satisfies AB5.
Remark 1.14. In general, this argument shows that for a increasing filtration F∗ on
a complex in F̂DVect, the associated spectral sequence will converge if F is bounded
above and Hausdorff (
⋂
Fp = 0). In the Proposition above, Fp = Γ−p.
Proposition 1.15. If g, h are cofibrant objects in sNˆ (G), then a morphism f : g → h
is a weak equivalence if and only if fab : g/[g, g] → h/[h, h] is a quasi-isomorphism of
simplicial vector spaces.
Proof. For any G-representation V , let V [−n] be the chain complex consisting of V
in degree n, so that N−1V [−n] is a simplicial (abelian) Lie algebra. If f is a weak
equivalence, then the homotopy classes of maps from g and h to N−1V [−n] must be
isomorphic, but these are precisely
Hn(Hom(g/[g, g], V ))
for g, and similarly for h. Since V was arbitrary, fab must be a quasi-isomorphism.
Conversely, since g is cofibrant, we have an Adams spectral sequence. Now, f gives
an isomorphism on the E1 term of this spectral sequence, so we have an isomorphism
at the limit.
The following proposition is an analogue of [Qui2] Proposition 10.1.
Proposition 1.16 (Minimal models). Every weak equivalence class in sNˆ (G) has a
cofibrant element m, unique up to non-unique isomorphism, with d = 0 on the normal-
isation N(m/[m,m]) of the abelianisation.
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Proof. Given such an equivalence class, first choose a cofibrant representative g•, with
abelianisation V•. Since Rep(G) is a semisimple category, G being reductive, we may
decompose the simplicial complex
V• = U• ⊕W•,
with H∗(U•) = 0 and d = 0 on N(W•), making use of the Dold-Kan correspondence.
We then have a commutative diagram
0 −−−−→ g•
i
y yp
U• −−−−→ V•
in the model category of simplicial pro-finite-dimensional vector spaces, with i a trivial
cofibration, and p a fibration. This allows us to lift U• to a subcomplex of g•, which we
denote by U˜•.
Now, we can also choose a lift W˜∗ of W• to g•, closed under degeneracy operations,
but not necessarily face operations. Since g• is cofibrant, it is generated by U˜∗ ⊕ V˜∗.
Define the minimal model as the quotient
m• := g•/〈U˜•〉
of g• by the ideal generated by U˜•. This Lie algebra is freely generated by the image of
W˜∗, so is cofibrant. Since m
ab
•
∼=W•, the minimality criterion is satisfied.
Finally, if n• is another minimal model in the same weak equivalence class, then
there must exist a weak equivalence
f : m• → n•,
since m• is cofibrant. But
fab : mab• → n
ab
•
must then be an isomorphism, since N(fab) is, d being zero on both complexes. Since
m•, n• are both free, the morphism grf between the associated graded Lie algebras is
an isomorphism, so f must also be an isomorphism (or use [Pri3] Propositions 2.22 and
2.28).
Definition 1.17. A morphism f : g → h is said to be smooth if it has the LLP with
respect to all surjections.
Lemma 1.18. A morphism f : g → h is smooth if and only if it is cofibrant and the
homology groups
Hi(h/([h, h] + g))
of the relative cotangent complex vanish for all i > 0.
Proof. As for [Qui2] Theorem 5.4.
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1.3 Pro-algebraic simplicial groups
Definition 1.19. Given a simplicial object G• in the category of pro-algebraic groups,
define π0(G•) to be the coequaliser
G1
∂1 //
∂0
//G0 //π0(G)
in the category of pro-algebraic groups.
Definition 1.20. Define a pro-algebraic simplicial group to consist of a simplicial com-
plex G• of pro-algebraic groups, such that the maps Gn → π0(G) are pro-unipotent
extensions of pro-algebraic groups, i.e. ker(Gn → π0(G)) is pro-unipotent. We denote
the category of pro-algebraic simplicial groups by sAGp.
Remark 1.21. If we instead took k to be field of finite characteristic, it seems that some
of the results of this section should still hold. Levi decompositions are vital for §§3–5
of this paper, so these sections cannot generalise to finite characteristic, although it is
possible that an equivalence between the pro-algebraic and schematic homotopy types
can be established by other means.
Definition 1.22. Given a pro-algebraic simplicial group G•, define the normalised
complex N(G)∗ by
N(G)n =
n⋂
i=1
ker(∂i : Gn → Gn−1),
and observe that ∂0 : N(G)n → N(G)n−1. These are pro-unipotent algebraic groups for
n > 0, and we define
πn(G) := N(G)n/∂0N(G)n+1,
where the quotient is taken as pro-algebraic groups. Observe that this is consistent
with the definition of π0 given above, and that for n > 0 the groups πn(G) are abelian
pro-unipotent k-algebraic groups, i.e. pro-finite-dimensional vector spaces over k.
Definition 1.23. Define a morphism f : G• → H• in sAGp to be:
1. a weak equivalence if the maps πn(f) : πn(G•)→ πn(H•) are isomorphisms for all
n;
2. a fibration if Nn(f) : N(G)n → N(H)n is surjective for all n > 0;
3. a cofibration if it has the left lifting property (LLP) with respect to all trivial
fibrations.
Remark 1.24. In [KPT2]v2, a model category structure is being defined on the category
sGAff of all simplicial objects in the category of pro-algebraic groups, replacing the
erroneous structure of [ibid.]v1. A map f : G→ H in that category is said to be a weak
equivalence if it induces an isomorphism on homotopy group schemes πnG. The map f
is a fibration if for all trivial cofibrations K →֒ L in S, the morphism
HomS(L,G)→ HomS(K,G) ×HomS(K,H) HomS(L,H)
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of group schemes is faithfully flat. The simplicial structure is given by defining GK as in
Proposition 1.34. It follows immediately that the inclusion functor ι : sAGp → sGAff
is simplicial right Quillen, so gives a functor ι : Ho(sAGp) → Ho(sGAff) on homotopy
categories.
Morphisms in sGAff satisfying the criteria of Corollary 1.55 are referred to in [ibid.]
as P -equivalences, so every weak equivalence in sAGp is a P -equivalence. The quotient
category HoP (sGAff) is defined by localising at P -equivalences, and is shown to be a
model for pointed schematic homotopy types. However, [ibid.] does not realise this
category as the homotopy category of a model category, but conjectures that it should
arise as a localisation of sGAff. We now sketch such a construction.
Observe that sAGp is fibrantly cogenerated. The cogenerating fibrations consist of
arbitrary maps G→ H of (constant) algebraic groups, together with maps R⋉U ′ → R⋉
U , for R a reductive algebraic group and U ′ → U a small extension. The cogenerating
trivial fibrations consist of maps R⋉U ′ → R⋉U , for R a reductive algebraic group and
U ′ → U an acyclic small extension. The functor ι : sAGp → sGAff has a left adjoint
G 7→ Gˆ, given by taking the pro-unipotent completion of G → π0G. This adjoint pair
satisfies the conditions dual to [Hir] Theorem 11.3.2, so gives a new model structure
sGAffP on sGAff, for which f is a cofibration or weak equivalence whenever fˆ is.
Now, observe that ι : sAGp → sGAffP is a simplicial right Quillen equivalence,
that Ho(sGAffP ) = HoP (sGAff), and that the identity functor sGAffP → sGAff is
simplicial right Quillen.
For computational purposes, the main disadvantage of HoP (sGAff) over Ho(sAGp)
is that the pro-algebraic groups πn(G•) are not in general invariant under P -equivalence,
so schematic homotopy groups have to be defined more subtly.
Lemma 1.25 (Levi decomposition). For G• ∈ sAGp, there is a section of G• →
π0(G)
red, unique up to conjugation by Ru(G0), giving a decomposition
G• = Ru(G)• ⋊ π0(G)
red.
Proof. Since G0 → π0(G) is a pro-unipotent extension, we have G
red
0 = π0(G)
red, so the
Levi decomposition for G0 ([HM]) gives a section of G0 → π0(G)
red. Composing with
the degeneracy morphisms, this gives the required section to G•. That we then have
a Levi decomposition follows from the condition that Gn → π0(G) is a pro-unipotent
extension for all n.
From now on, we denote π0(G)
red simply by Gred.
Lemma 1.26. A morphism f : G• → H• in sAGp is a weak equivalence if and only
if the structural morphism f ♯ : O(H)• → O(G)• is a quasi-isomorphism of cosimplicial
complexes, i.e. induces an isomorphism on cohomology.
Proof. Since π0(G) = SpecH
0(O(G)•), it is equivalent for π0(f) and H
0(f ♯) to be iso-
morphisms. We may therefore choose the same Levi decomposition for both G0 and
H0, thus getting a Levi decomposition which is preserved by f . Since any pro-unipotent
group is isomorphic to its Lie algebra, via exponentiation, the Levi decomposition gives
isomorphisms
O(G)• ∼= O(Gred)[ru(G•)
∨],
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and similarly for H. Here, ru(Gn) is the (pro-finite-dimensional) Lie algebra of Ru(G),
and ru(Gn)
∨ is its dual, which is an ind-finite-dimensional vector space (equivalently,
just a vector space).
Exponentiation gives an isomorphism between πn(G•) and πn(ru(G•)) for n > 0.
We therefore have isomorphisms on all πn(f) if and only if we have isomorphisms on
the cohomology of the polynomial rings above, i.e. on all Hn(f ♯).
Remark 1.27. This lemma is one of the main reasons for our definition of pro-algebraic
simplicial groups, since the corresponding statement is not true for arbitrary simplicial
objects in the category of pro-algebraic groups.
Definition 1.28. Recall from [Pri3] Definition 2.16 that L ∈ Nˆ (H) is said to be a hull
for a functor F : N (H) → Set if there is a natural transformation Hom(L,−) → F
such that for every surjection M ։ N in N (H), the canonical map Hom(L,M) →
F (M) ×F (N) Hom(L, N) is surjective, and Hom(L,M) → F (M) is an isomorphism for
all M abelian.
Definition 1.29. Given a morphism G
f
−→ H of pro-algebraic groups, with H reductive,
define G⋊,f to be the object of Nˆ (H) which is the hull of the functor
U 7→ Hom(G,U ⋊H)f/U,
with U acting by conjugation.
Note that from the Levi decomposition, it follows that for H = Gred, and f the
canonical projection, the map Ru(G)→ G
⋊,f is an isomorphism.
Definition 1.30. Given a morphism G
f
−→ H of pro-algebraic groups, with G reductive,
let Ru(H, f) be the maximal pro-unipotent subgroup of H which is normalised by G.
Note that in general Ru(H) ≤ Ru(H, f), and that if G = H
red and f is a choice of Levi
decomposition, then Ru(H, f) = Ru(H).
Lemma 1.31. A morphism G
f
−→ H of pro-algebraic simplicial groups is
1. a fibration if and only if Ru(G) → Ru(H, f ◦ i) is a fibration in sNˆ (G
red), for
some Levi decomposition i : Gred → G;
2. a cofibration if and only if G⋊,r◦f → Ru(H) is a cofibration in sNˆ (H
red), for
r : H → Hred the canonical projection, and Ru(H) ∈ sNˆ (H
red) via some choice
of Levi decomposition.
Proof. 1. For n > 0, Nn(G) = Nn(Ru(G)), and similarly for H. Now, f(Ru(G)) is
pro-unipotent, so must be contained in Ru(H, f), giving the morphism required.
To say that this morphism in sNˆ (Gred) is a fibration is equivalent to saying that
for all n > 0, the Nn(Ru(G))→ Nn(Ru(H, f)) are surjective, but this is precisely
the condition for f to be a fibration in sAGp.
2. Assume that we have a commutative diagram
G
n
−−−−→ G′
f
y yf ′
H
m
−−−−→ H ′,
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with f ′ a trivial fibration, and G⋊,f → Ru(H) a cofibration in sNˆ (H
red). For
f ′ to be a trivial fibration is equivalent to saying that f ′ is surjective, and that
ker(f ′) is pro-unipotent and acyclic. Therefore (f ′)−1Im (m)→ Im (m) is a trivial
fibration, so we may assume that m is surjective.
Now, H ′red ∼= G′
red, and after fixing a choice of Levi decomposition forH,m(Hred)
is a reductive subgroup of H ′, so is contained in some maximal reductive sub-
group (corresponding to a Levi decomposition for H ′). We may choose the Levi
decomposition for G′ compatibly, since every trivial fibration is a pro-unipotent
extension. The diagram is now
G
n
−−−−→ (G′)red ⋉ Ru(G
′)
f
y yf ′
Hred ⋉Ru(H)
m
−−−−→ (G′)red ⋉ Ru(H
′),
with m and f ′ preserving the Levi decompositions. Since Hred ։ (G′)red, this is
equivalent to giving the commutative diagram
G⋊,r◦f
n
−−−−→ Ru(G
′)
f
y yf ′
Ru(H)
m
−−−−→ Ru(H
′)
in sNˆ (Hred). Observe that Ru(G
′)
f ′
−→ Ru(H
′) is a trivial fibration, so the hy-
pothesis that G⋊,r◦f → Ru(H) be a cofibration ensures existence of the lift.
Conversely, assume that G
f
−→ H is a cofibration. Then for every commutative
diagram
G⋊,r◦f
n
−−−−→ U
f
y yf ′
Ru(H)
m
−−−−→ V
in sNˆ (Hred), with f ′ a trivial fibration, we have a commutative diagram in sAGp
G
n
−−−−→ Hred ⋉ U
f
y yf ′
Hred ⋉ Ru(H)
m
−−−−→ Hred ⋉ V,
with f ′ a trivial fibration. We therefore have a lift Hred ⋉ Ru(H)
m˜
−→ Hred ⋉ U ,
such that f ′m˜ = m and m˜f = n. Thus m˜(Hred) ⋉ U is an alternative Levi
decomposition for Hred ⋉ U , and m˜ therefore provides a lift from Ru(H) to U in
N (Hred), as required.
We will now follow the conventions and notation of [GJ] for closed model categories.
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Theorem 1.32. With the classes of morphisms given above, sAGp is a closed model
category.
Proof. CM1 The category of algebraic groups is clearly closed under all limits and col-
imits. Given a colimit diagram in sAGp, let G• be the colimit as a simplicial
object over algebraic groups. Taking the pro-unipotent completion with respect
to the projection onto π0(G) gives the colimit as a pro-algebraic simplicial group.
A product of pro-algebraic simplicial groups is clearly a pro-algebraic simplicial
group. It only remains to verify that an equaliser of pro-algebraic simplicial groups
is a pro-algebraic simplicial group. Let
K //G
//
//H
be an equaliser diagram in the category of simplicial objects over algebraic groups,
with G and H pro-algebraic simplicial groups. Then Kn is a subgroup of Gn, and
the kernel of Kn → π0(G) is pro-unipotent, so the kernel of Kn → π0(K) must
also be, and thus K is a pro-algebraic simplicial group.
CM2 If f and g are composable morphisms, with any two of f, g, f ◦g weak equivalences,
then so is the third, by the long exact sequence of homotopy for simplicial groups.
CM3 Retracts of fibrations, cofibrations and weak equivalences are (respectively) fi-
brations, cofibrations and weak equivalences, by the corresponding properties for
sNˆ (G) and for simplicial groups.
CM4 By definition, every cofibration has the left lifting property with respect to all
trivial fibrations. We need to show that every trivial cofibration has the left
lifting property with respect to all fibrations. We use Lemma 1.31, so that this
amounts to having a commutative diagram
K ⋉ U
n
−−−−→ G
f
y yf ′
K ⋉ V
m
−−−−→ H,
with K reductive, f : U → V a trivial cofibration in sNˆ (K), and f ′ a fibration.
This is equivalent to the diagram
U
n
−−−−→ Ru(G,n ◦ i)
f
y yf ′
V
m
−−−−→ Ru(H,m ◦ i)
in sNˆ (K), noting that f ′ is also a fibration here. Therefore the lift exists, since
sNˆ (K) is a model category.
CM5 Given an arbitrary morphism f : G → H in sAGp, choose a Levi decomposition
Gred → G, and let r : H → Hred be the canonical quotient. These give morphisms
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Ru(G)→ Ru(H, f◦i), and G
⋊,r◦f → Ru(H) inN (G
red) andN (Hred), respectively.
Since these are both model categories, we may choose factorisations
Ru(G)
a
−→ U
b
−→ Ru(H, f ◦ i)
G⋊,r◦f
c
−→ V
d
−→ Ru(H),
with a, c cofibrations, b, d fibrations, and a, d weak equivalences. Finally, observe
that Gred ⋊ Ru(H, f ◦ i) → H is a fibration, and that G → H
red ⋊ G⋊,r◦f is a
cofibration, so that the factorisations
G
a
−→ Gred ⋊ U → H
G→ Hred ⋊ V
d
−→ H,
are of the form cofibration-fibration, with a, d trivial, as required.
In fact, sAGp has a simplicial model structure, which we now describe.
Definition 1.33. Given G ∈ sAGp and K ∈ S, consider the simplicial complex H• of
pro-algebraic groups which in level n is
Hn :=
Kn︷ ︸︸ ︷
Gn ∗Gn ∗ . . . ∗Gn,
where ∗ denotes coproduct in the category of pro-algebraic groups. DefineG⊗K ∈ sAGp
to be the pro-unipotent completion of H with respect to the morphism H• → π0(H).
Proposition 1.34. The category sAGp is a simplicial category under the above con-
struction.
Proof. By [GJ] Lemma II.2.4, we must verify the following conditions:
1. For fixed K ∈ S, ⊗K : sAGp → sAGp has a left adjoint G 7→ GK . We can
describe this left adjoint explicitly by (GK)n(A) = HomS(∆ × K,G(A)), for all
k-algebras A, so that GK(A) = (G(A))K as a simplicial set.
2. For fixed G ∈ sAGp, the functor G⊗ : S → sAGp commutes with arbitrary
colimits, and G⊗ • ∼= G. This is immediate.
3. There is an isomorphism G⊗ (K × L) ∼= (G⊗K)⊗ L natural in G ∈ sAGp, and
K,L ∈ S. This is also immediate.
Theorem 1.35. With the structures described above, sAGp is a simplicial model cate-
gory.
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Proof. It only remains to establish the simplicial model axiom SM7. By the dual version
of [GJ] Corollary II.3.12, this is equivalent to showing that for all fibrations p : G→ H
in sAGp, the map
H∆
n
→ G∆
n
×G∂∆n H
∂∆n
is a fibration for n ≥ 0, which is trivial if p is, and that
H∆
1
→ G∆
1
×G{e} H
{e}
is the trivial fibration for e = 0 or 1. This follows from the corresponding results for
the simplicial sets G(A),H(A).
1.4 Algebraisation for connected spaces
There is a forgetful functor (k) : sAGp → sGp, given by sending G• to G•(k). This
functor clearly commutes with all limits, so has a left adjoint G• 7→ (G•)
alg. We can
describe (G•)
alg explicitly. First let (π0(G))
alg be the pro-algebraic completion of the
abstract group π0(G), then let (G
alg)n be the relative Malcev completion (in the sense
of [Hai]) of the morphism
Gn → (π0(G))
alg.
In other words, Gn → (G
alg)n
f
−→ (π0(G))
alg is the universal diagram with f a pro-
unipotent extension.
Proposition 1.36. The functors (k) and alg are a pair of Quillen functors.
Proof. It suffices to observe that (k) preserves fibrations and trivial fibrations.
Definition 1.37. Given a reduced simplicial set (or equivalently a pointed, connected
topological space), define the pro-algebraic homotopy type Xalg of X over k to be the
equivalence class of
G(X)alg
in the closed model category of pro-algebraic simplicial groups.
Remark 1.38. In [KPT2], the homotopy type associated to X is denoted GXalg ∈
sGAff, given by (GXalg)n = (GXn)
alg. Thus our homotopy type G(X)alg is the relative
unipotent completion of GXalg over π0G.
It follows from Proposition 1.36 that the algebraisation functor from simplicial
groupoids to pro-algebraic simplicial groupoids induces a functor on the homotopy cat-
egories.
Definition 1.39. Given X ∈ S0, we define the pro-algebraic fundamental group
̟1(X) := π0(G(X)
alg), where G : S0 → sGp is Kan’s loop group functor. We then
define the higher homotopy groups ̟n(X) by
̟n(X) := πn−1(G(X)
alg).
Note that these will depend only upon the homotopy type of X. Given a pointed,
connected topological space (X,x), define the pro-algebraic homotopy groups of X by
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̟n(X,x) := ̟n(Sing(X,x)), i.e. the pro-algebraic homotopy groups of the simplicial
set
Sing(X,x)n = {f ∈ HomTop(|∆
n|,X) | f(v) = x ∀v ∈ (∆n)0}
of (X,x).
Theorem 1.40. Given X ∈ S0, ̟1(X) = π1(X)
alg.
Proof.
̟1(X) = π0(G(X)
alg) = π0(G(X))
alg ,
as required.
1.5 Homology of pro-algebraic simplicial groups
Definition 1.41. Given a pro-algebraic simplicial groupG over k, we define sF̂DRep(G)
to be the category of pro-finite-dimensional simplicial G-representations. Explicitly, an
object is a simplicial pro-finite-dimensional k-vector space V , together with morphisms
G × V
ρ
−→ V of simplicial schemes satisfying the associativity and identity axioms. In
other words, θ(ρ(g) · v) = ρ(θ(g)) · θ(v), for g ∈ Gn, v ∈ Vn, θ = ∂i, σi.
There is a forgetful functor sF̂DRep(G) → sF̂DVect, with left adjoint V 7→
V ⊗ˆkO(G)
∨. Note that O(G) is an ind-finite-dimensional G-representation, so its dual
O(G)∨ ∈ sF̂DRep(G).
Definition 1.42. Define a morphism f : V → W in sF̂DRep(G) to be:
1. a weak equivalence if the morphism of underlying pro-vector spaces in sF̂DVect
is a weak equivalence;
2. a fibration if the morphism of underlying pro-vector spaces in sF̂DVect is a fibra-
tion;
3. a cofibration if it has the left lifting property (LLP) with respect to all trivial
fibrations.
Proposition 1.43. With the classes of morphisms given above, sF̂DRep(G) is a closed
model category.
Proof. This follows from [SS], since sF̂DRep(G) is the category of left modules for the
monoid O(G)∨ in sF̂DVect.
Lemma 1.44. If f : U → V is a morphism in sF̂DRep(G), such that fn : Un → Vn
is injective for all n, and there exists a set Σ =
⋃
nΣn, with Σn ⊂ Vn, closed under
degeneracy operators σi, such that
Vn = f(Un)×
∏
s∈Σn
O(Gn)
∨s,
then f is a cofibration. Such a morphism is called free on generators Σ.
Proof. This is identical to the corresponding result for simplicial groups in [Qui3].
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Example 1.45. The pro-finite-dimensional simplicial G-representation O(WG)∨, given
by (O(WG)∨)n = (O(WG)
n)∨, where
O(WG)n = O(Gn)⊗O(Gn−1)⊗ . . . ⊗O(G0),
with operations and G-action as in [GJ] §V.4, i.e.
∂i(vn ⊗ vn−1 ⊗ . . .⊗ v0) =
{
∂ivn ⊗ ∂i−1vn−1 ⊗ . . .⊗ (∂0vn−i)vn−i−1 ⊗ vn−i−2 ⊗ . . .⊗ v0 i < n,
∂nvn ⊗ ∂n−1vn−1 ⊗ . . .⊗ ∂1v1 i = n,
σi(vn ⊗ vn−1 ⊗ . . .⊗ v0) = σivn ⊗ σi−1vn−1 ⊗ . . .⊗ σ0vn−i ⊗ e⊗ vn−i−1 ⊗ . . .⊗ v0,
and for h ∈ Gn,
h(vn ⊗ vn−1 ⊗ . . . ⊗ v0) = (hvn)⊗ vn−1 ⊗ . . .⊗ v0.
This is cofibrant, and the morphism O(WG)∨ → k is a weak equivalence. Observe
that for any pro-finite-dimensional simplicial G-representation V , O(WG)∨⊗ˆV → V
will then be a cofibrant approximation.
Remark 1.46. If G is a simplicial group, then the finite-dimensional Galg-representations
are precisely those finite-dimensional G-representations V which admit filtrations F iV
such that the graded pieces griFV are π0(G)-representations for all i.
Definition 1.47. Given a pro-algebraic simplicial group G, define
L(G,−) : sF̂DRep(G) → sF̂DVect to be the left-derived functors of the co-invariant
functor V 7→ VG := V/G.
Definition 1.48. Given a pro-algebraic simplicial group G, and a pro-finite-dimensional
simplicial G-representation V , define the homology groups of G with coefficients in V
by
Hi(G,V ) := Hi(L(G,V )).
Lemma 1.49. For any pro-algebraic simplicial group G, Hn+1(G, k) is dual to
Hn+1(O(W¯G)), where O(W¯G) is the invariant subspace of O(WG) (defined in Example
1.45) under its canonical G-action.
Proof. Apply HiL(G,−) to the canonical resolution O(WG)
∨ → k.
Proposition 1.50. If G is a cofibrant simplicial pro-unipotent pro-algebraic group, then
Hi(G, k) ∼=
{
k i = 0
Hi−1(G/[G,G]) i > 0
Proof. Since G is cofibrant and pro-unipotent, the Lie algebra g of G is free. Let
V∗ be a space of free generators for g, closed under the degeneracy operators. Now,
O(G)∨ is the universal enveloping algebra of g. Hence O(G)∨n is the free associative
(non-commutative) pro-nilpotent algebra generated by Vn, i.e.
O(G)∨n
∼=
∏
j≥0
V ⊗ˆjn .
If we now let I be augmentation ideal of the map O(G)∨ → k, observe that I is
cofibrant as a G-representation, since it is freely generated by V∗ as an O(G)
∨-module.
The mapping cone C of the inclusion I → O(G)∨ is then also cofibrant, and a resolution
of k. Now C/G is the mapping cone of I/G→ O(G)∨/G, which is just I/I2
0
−→ k. Since
Hi(G, k) = Hi(C/G) and I/I
2 ∼= G/[G,G], the result follows.
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1.5.1 The Hochschild-Serre spectral sequence
Let G be a pro-algebraic simplicial group, and K ✁G a pro-algebraic simplicial normal
subgroup. We wish to compare the homology groups of G,K and G/K.
Theorem 1.51. For G,K as above, and every pro-finite-dimensional simplicial G-
representation V , there is a convergent first quadrant spectral sequence
E2pq = Hp(G/K,Hq(K,V )) =⇒ Hp+q(G,V )
Proof. We have a commutative triangle
sF̂DRep(G)
−K //
−G &&NN
NN
NN
NN
NN
N
sF̂DRep(G/K)
−G/K
wwooo
oo
oo
oo
oo
sF̂DVect
of left Quillen functors of closed model categories. The Grothendieck spectral sequence
thus exists, as required.
1.5.2 Reverse Adams spectral sequence
Definition 1.52. Given a cosimplicial vector space V , define the symmetric power
SymmnV = V ⊗n/Sn,
where V ⊗n is the cosimplicial complex (V ⊗n)i = (V i)⊗n.
Given a cochain complex V , define the symmetric power
SymmnV = V ⊗n/Sn,
where V ⊗n is the cochain complex
(V ⊗n)i =
⊕
i1+i2+...+in=i
(V i1)⊗ (V i2)⊗ . . . ⊗ (V in),
on which the symmetric group Sn acts using the usual graded-commutative convention
ab = (−1)deg adeg bba.
Theorem 1.53. If G is a pro-unipotent pro-algebraic simplicial group, with Lie algebra
g, there is a canonical convergent reverse Adams spectral sequence
Epq1 = (Symm
p(π∗−1(g)
∨))p+q =⇒ Hp+q(O(W¯G)),
and exp(π0g) ∼= π0G, πig ∼= πiG for all i > 0.
Proof. The exponential map corresponds to an isomorphism
O(exp g) ∼= k[g∨]
between the structure sheaf of G and the polynomial ring on the dual of g, as in Lemma
1.26.
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The identity map 1→ G gives a cosimplicial ring homomorphism O(W¯G)→ k. Let
I be the augmentation ideal of this homomorphism. Then
I/I2 ∼= (W¯ (g,+))∨,
where (g,+) is g with its additive group structure (forgetting the bracket).
The powers In of I then give a filtration of O(W¯G), with In/In+1 ∼=
Symmn((W¯ (g,+))∨). This gives us a bounded spectral sequence
Epq1 = H
p+q(Symmp(W¯ (g,+))∨)) =⇒ Hp+q(O(W¯G)),
which is thus convergent.
For any cosimplicial complex V ,
H∗(SymmpV ) ∼= Symmp(H∗V ),
since k is of characteristic 0. Thus
Symmp(H∗((W¯ (g,+))∨))p+q =⇒ Hp+q(O(W¯G)).
Now, Hi((W¯ (g,+))∨) is dual to πi(W¯ (g,+)), which is isomorphic to πi−1(g,+),
since (g,+) is abelian. Since g and G are isomorphic as fibrant simplicial sets via the
exponential map, πi−1(g,+) ∼= πi−1(G) are isomorphic as groups for i > 1 and as sets
for i = 1.
Corollary 1.54. A morphism G
f
−→ K of pro-unipotent pro-algebraic simplicial groups
is a weak equivalence if and only if
Hi(G, k)→ Hi(K, k)
is an isomorphism for all i.
Proof. That isomorphisms on homotopy give isomorphisms on homology is an immedi-
ate consequence of Theorem 1.53. The converse follows by contradiction, considering
the first i for which πi(f) is not an isomorphism.
Corollary 1.55. A morphism G
f
−→ K of pro-algebraic simplicial groups is a weak
equivalence if and only if f(Ru(G)) ≤ Ru(K), with the quotient map
Gred → Kred
an isomorphism, and for all (finite-dimensional) irreducible K-representations V , the
maps
Hi(f) : Hi(G, f
∗V )→ Hi(K,V )
are isomorphisms for all i > 0.
Proof. Applying Theorem 1.51 to the extension G→ Gred gives the isomorphism
Hi(G,V ) ∼= Hi(Ru(G), k) ⊗Gred V.
We now just apply the previous corollary to the map Ru(f) : Ru(G)→ Ru(K).
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1.5.3 Classical homotopy groups
Definition 1.56. Recall (e.g. from [GJ] Definition VI.3.4) that the Moore-Postnikov
tower {X(n)} of a fibrant simplicial set X is given by
X(n)q := Im (Xq → Hom(skn∆
q,X)),
with the obvious simplicial structure. These form an inverse system X → . . .→ X(n)→
X(n− 1)→ . . ., with X = lim
←−
X(n), and
πqX(n) =
{
πqX q ≤ n
0 q > n.
The maps X(n) → X(n − 1) are fibrations. If X is reduced, then so is X(n), and we
define E(n) to be the fibre of X → X(n) over the basepoint ∗.
Definition 1.57. Recall from [KPT2]v1 Lemma 4.11 that a discrete group Γ is said
to be algebraically good if for all finite-dimensional Γ-representations V , the map
H∗(Γalg, V )→ H∗(Γ, V ) is an isomorphism.
Theorem 1.58. If X is a reduced topological space with fundamental group Γ, such
that
1. Γ is algebraically good, and
2. πn(X) is of finite rank for all n > 1,
then the canonical map
πn(X)⊗Z k → ̟n(X)
is an isomorphism for all n > 1.
Proof. This can be thought of as a generalisation of [KPT1] Lemma 4.3.2 to ar-
bitrary topological spaces. Observe that G(X)q = G(X(n))q for all q < n, so
̟q(X) = lim←−
̟q(X(n)). It therefore suffices to prove the theorem for all X(n), and
we proceed by induction on n.
G(X(1)) is a cofibrant resolution of Γ, so for any finite-dimensional Γalg-
representation V , H∗(X(1), V ) ∼= H∗(Γ, V ). Since Γ is algebraically good, the map
G(X(1))alg → Γalg
gives isomorphisms
H∗(Γalg, V )→ H∗(Γ, V )
on cohomology for all such V , so is a weak equivalence by Corollary 1.55.
Now, assume that G(X(n − 1))alg satisfies the inductive hypothesis, and consider
the fibration X(n) → X(n − 1). This is determined up to homotopy by a k-invariant
([GJ] §VI.5) κ ∈ Hn+1(X(n−1), πn(X)). Since A := πn(X))⊗Z k is a finite-dimensional
Γalg-representation by hypothesis, the element
κ ∈ Hn+1(X(n − 1), A) ∼= Hn+1(X(n − 1)alg, A)
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comes from a map
G(X(n − 1))alg → (N−1A[−n])⋊R.
Let L be the chain complex A[−n]
id
−→ A[1 − n], and define G to be the pullback of
this map along the surjection N−1L⋊R→ (N−1A[−n])⋊R. This gives an extension
N−1A[1− n]→ G → G(X(n − 1))alg.
Taking k-valued points gives the fibration
W¯N−1A[1− n]→ W¯G(k)→ W¯G(X(n − 1))alg(k)
in S, corresponding to the k-invariant f∗κ ∈ Hn(W¯G(X(n− 1))alg(k), A), for f : X(n−
1)→ W¯G(X(n − 1))alg(k). This in turn gives a map X(n)→ W¯G(k), compatible with
the fibrations.
From the long exact sequence of homotopy, it follows that G has the required homo-
topy groups, so it will suffice to show that F : G(X(n))alg → G is a weak equivalence.
We now apply the Hochschild-Serre spectral sequence (Theorem 1.51), giving
Hp(X(n−1),Hq(N
−1A[1−n], V )) = Hp(G(X(n−1))
alg ,Hq(N
−1A[1−n], V )) =⇒ Hp+q(G, V ).
Similarly
Hp(X(n − 1),Hq(E(n), V )) =⇒ Hp+q(X(n), V ),
for all finite-dimensional Γalg-representations V .
Now, since E(n) is simply connected, it follows from [Qui1] (or just the Curtis
Convergence Theorem) that G(E(n))alg → N−1A[1−n] is a weak equivalence. Corollary
1.55 then implies that Hq(N
−1A[1 − n], V ) ∼= Hq(E(n), V ), so F induces isomorphisms
on homology groups, hence must be a weak equivalence, as required.
2 Unpointed pro-algebraic homotopy types
Definition 2.1. Let S be the category of simplicial sets, and sGpd the category of
simplicial groupoids on a constant set of objects (as in [GJ]). Let Top denote the
category of compactly generated Hausdorff topological spaces.
Note that there is a functor from Top to S which sends X to the simplicial set
Sing(X)n = HomTop(|∆
n|,X).
this is a right Quillen equivalence, the corresponding left equivalence being geometric
realisation. From now on, we will thus restrict our attention to simplicial sets.
Whereas in Section 1 we studied the loop group of a reduced simplicial set, here
we will study the path groupoid of a simplicial set. As in [GJ] §V.7, there is a functor
W¯ : sGpd → S, with left adjoint G : S → sGpd, Dwyer and Kan’s path groupoid
functor ([DK]), and these give a Quillen equivalence of model categories. This section
is devoted to defining and studying pro-algebraic completions of simplicial groupoids.
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2.1 Pro-algebraic groupoids
Definition 2.2. Define a pro-algebraic groupoid G over k to consist of the following
data:
1. A discrete set Ob (G).
2. For all x, y ∈ Ob (G), an affine scheme G(x, y) (possibly empty) over k.
3. A groupoid structure on G, consisting of an associative multiplication mor-
phism m : G(x, y) × G(y, z) → G(x, z), identities Spec k → G(x, x) and inverses
G(x, y)→ G(y, x)
We say that a pro-algebraic groupoid is reductive (resp. pro-unipotent) if the pro-
algebraic groups G(x, x) are so for all x ∈ Ob (G). An algebraic groupoid is a pro-
algebraic groupoid for which the G(x, y) are all of finite type.
If G is a pro-algebraic groupoid, let O(G(x, y)) denote the global sections of the
structure sheaf of G(x, y).
Definition 2.3. Given morphisms f, g : G → H of pro-algebraic groupoids, define a
natural isomorphism η between f and g to consist of morphisms
ηx : Speck → H(f(x), g(x))
for all x ∈ Ob (G), such that the following diagram commutes, for all x, y ∈ Ob (G):
G(x, y)
f(x,y)
−−−−→ H(f(x), f(y))
g(x,y)
y y·ηy
H(g(x), g(y))
ηx·
−−−−→ H(f(x), g(y)).
A morphism f : G → H of pro-algebraic groupoids is said to be an equivalence if
there exists a morphism g : H → G such that fg and gf are both naturally isomorphic
to identity morphisms. This is the same as saying that for all y ∈ Ob (H), there exists
x ∈ Ob (G) such that H(f(x), y)(k) is non-empty (essential surjectivity), and that for
all x1, x2 ∈ Ob (G), G(x, y)→ G(f(x1), f(x2)) is an isomorphism.
Remark 2.4. Note that if k is not algebraically closed, then G(x, y) might be non-
empty and G(x, y)(k) empty. An example is to take k = R, set Ob (G) = {x, y}, with
G(x, x), G(y, y) both the constant groups {1, τ}, and G(x, y) = SpecC, on which τ
acts by complex conjugation. This is an example of an algebraic groupoid which is not
equivalent to a disjoint union of algebraic groups.
Definition 2.5. Given a pro-algebraic groupoid G, define a finite-dimensional linear
G-representation to be a functor ρ : G → FDVectk respecting the algebraic structure.
Explicitly, this consists of a set {Vx}x∈Ob (G) of finite-dimensional k-vector spaces, to-
gether with morphisms ρxy : G(x, y) → Hom(Vy, Vx) of affine schemes, respecting the
multiplication and identities.
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A morphism f : (V, ρ) → (W,̺) of G-representations consists of fx ∈ Hom(Vx,Wx)
such that
fx ◦ ̺xy = ρxy ◦ fy : G(x, y)→ Hom(Vx,Wy).
There is a similar definition for linear representations of an abstract groupoid G,
where instead we have morphisms ρxy : G(x, y) → Hom(Vy, Vx)(k) of sets. Thus the
category of local systems on a topological space X is equivalent to the category of
representations of the fundamental groupoid πfX, and the category of linear represen-
tations of an abstract groupoid G is equivalent to the category of local systems on the
classifying space BG.
Remark 2.6. There is a form of Tannakian duality for pro-algebraic groupoids, extending
Tannakian duality ([DMOS] Theorem II 2.11) for pro-algebraic groups. For each x ∈
Ob (G), we have a fibre functor
ωx : FDRep(G)→ FDVect(k),
where FDRep(G) is the tensor category of finite-dimensional G-representations. We
can recover G from these data (a rigid tensor category together with a jointly faithful
collection of fibre functors) by setting
G(x, y) := Iso⊗(ωx, ωy).
Equivalent multi-fibred categories then give isomorphic pro-algebraic groupoids.
In the example of Remark 2.4, Rep(G) is equivalent to the category of C2-
representations, with the fibre functors ωx, ωy having the same underlying functor, but
for the non-trivial representation V , the structural isomorphisms
ωx(V
∨) → ωx(V )
∨
ωy(V
∨) → ωy(V )
∨
differ by a factor of −1.
Definition 2.7. Given a pro-algebraic groupoid G, define the reductive quotient Gred
of G by setting Ob (Gred) = Ob (G), and
Gred(x, y) = G(x, y)/Ru(G(y, y)) = Ru(G(x, x))\G(x, y),
the equality arising since if f ∈ G(x, y), g ∈ Ru(G(y, y)), then fgf
−1 ∈ Ru(G(x, x)), so
both equivalence relations are the same. Multiplication and inversion descend similarly.
Observe that Gred is then a reductive pro-algebraic groupoid.
Definition 2.8. Let AGpd denote the category of pro-algebraic groupoids over k, and
observe that this category is contains all (inverse) limits. There is functor from AGpd
to Gpd, the category of abstract groupoids, given by G 7→ G(k). This functor preserves
all limits, so has a left adjoint, the algebraisation functor, denoted Γ 7→ Γalg. This can
be given explicitly by Ob (Γ)alg = Ob (Γ), and
Γalg(x, y) = Γ(x, x)alg ×Γ(x,x) Γ(x, y),
where Γ(x, x)alg is the pro-algebraic completion of the group Γ(x, x).
The finite-dimensional linear representations of Γ (as in Definition 2.5) correspond
to those of Γalg, and these can be used to recover Γalg, by Tannakian duality.
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2.2 Groupoid cohomology and obstructions
As is proved in [DMOS] Proposition II2.2 for pro-algebraic groups, a (not necessarily
finite-dimensional) G-representation is an O(G)-comodule.
Definition 2.9. Given a pro-algebraic groupoid G, and a G-representation V , then V ∨
is a pro-finite-dimensional G-representation with V ∨x = Speck[Vx], and we define
Cn(G,V ∨) :=
∏
x0,...,xn∈Ob (G)
HomSch(G(x0, x1)×G(x1, x2)× . . . G(xn1 , xn), V
∨
x0)
=
∏
x0,...,xn∈Ob (G)
HomVect(Vx0 , O(G(x0, x1))⊗ . . .⊗O(G(xn1 , xn))).
This has the natural structure of cochain complex (in fact, a cosimplicial complex),
with coboundary
df(g1, . . . , gn+1) = g1 · f(g2, . . . , gn+1)
+
n∑
i=1
f(g1, . . . , gjgj+1, . . . , gn+1)
+(−1)n+1f(g1, . . . , gn),
for f ∈ Cn(G,V ∨), and we define Hn(G,V ∨) to be the nth cohomology group of this
chain complex.
Exercises 2.10. 1. If G
f
−→ K is an equivalence of pro-algebraic groupoids, then the
maps f ♯ : Hn(K,W )→ Hn(G, f∗W ) are isomorphisms.
2. If G is a disjoint union of groups G(x), then Hn(G,W ) =
∏
x∈Ob(G)H
n(G(x),Wx),
where the latter is group cohomology defined in the usual way.
Definition 2.11. A morphism G
f
−→ H of pro-algebraic groupoids is said to be a pro-
unipotent extension if the following hold:
1. Ob (f) : Ob (G)→ Ob (H) is an isomorphism.
2. For all x, y ∈ Ob (G) and all k-algebras A, fxy : G(x, y)(A) → H(fx, fy)(A) is
surjective (equivalently, fxy has a section).
3. For all x ∈ Ob (G), the pro-algebraic group U(x) := ker(G(x, x) → H(fx, fx)) is
pro-unipotent.
Such an extension is called abelian if the groups U(x) are all abelian.
Proposition 2.12. If θ : K → H is a morphism of pro-algebraic groupoids, and
f : G → H an abelian pro-unipotent extension, then the groups U(x) := ker(G(x, x) →
H(fx, fx)) form a pro-finite-dimensional H-representation. The obstruction to lifting
θ to G then lies in H2(K, θ∗U).
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Proof. U(x) has the natural structure of a G-representation, given by the adjoint action.
Since the U(x) are all abelian and H(x, y) = G(x, y)/U(y, y), this action descends to
H, making {U(x)} an H-representation.
To see that H2(K, θ∗U) is an obstruction space, choose morphisms ψxy : K(x, y)→
G(x, y) of affine schemes lifting the θxy. Then the obstruction to lifting is the datum
oxyz(ψ) = ψxyψyzψ
−1
xz ∈ Z
2(G, θ∗U).
A different choice of lift would amount to maps αxy : K(x, y)→ U(x) of affine schemes,
with ψ′xy = αxyψxy. We then see that o(ψ
′) = o(ψ) + dα, so the obstruction lies in
H2(K, θ∗U),
as required.
Proposition 2.13. If G is a reductive pro-algebraic groupoid, then Hn(G,V ) = 0 for
all n > 0 and all pro-finite-dimensional G-representations V .
Proof. For some field extension k ⊂ K, every non-empty G(x, y) has a K-valued point.
Define an equivalence relation on Ob (G) by x ∼ y if G(x, y) is non-empty, and choose a
set S of representatives of these equivalence classes. Let GK/k denote the pro-algebraic
groupoid over K represented by the O(G(x, y)) ⊗k K. Then the morphism∐
s∈S
GK/k(s, s)→ GK/k
is an equivalence, so for all GK/k-representations V ,
Hn(GK/k, V
∨) ∼=
∏
s∈S
Hn(GK/k(s, s), V
∨
s ),
which equals 0 for n > 0, since the G(s, s) are reductive and K is of characteristic 0.
Now,
Hn(GK/k, V
∨) = Hn(G,V ∨),
where the dual on the left is as a K-vector space, and the dual on the right as a k-vector
space. For any G-representationW over k, the representationW⊗kK is therefore flabby,
and we can write W as a direct summandW ⊗kK =W ⊕U as a G-representation over
k, so W is flabby, as required.
Corollary 2.14. If K is a reductive pro-algebraic groupoid, and θ : K → H is a mor-
phism of pro-algebraic groupoids, for f : G → H a pro-unipotent extension with kernel
U , then θ lifts to G, the lift being unique up to conjugation by U .
Proof. Let Gn(x, y) = G(x, y)/Γn+1U(y, y). Then Gn is a pro-algebraic groupoid, and
Gn → Gn−1 is an abelian pro-unipotent extension. By Proposition 2.12, we may lift
θ to each Gn compatibly, and hence to G = lim←−Gn, since G0 = H, and the second
cohomology of K is trivial.
It only remains to show that for any pair ψ, φ : K → G of lifts, there exist elements
ux ∈ U(θx, θx), such that ψxyuy = uxφxy. Again, we may prove this inductively on
n, so it suffices to consider the case when U is abelian. As in Proposition 2.12, the
difference between φ and ψ is given by some α ∈ Z1(K, θ∗U). Now, conjugation by
u ∈ C0(K, θ∗U) just amounts to sending α to α + du. But H1(K, θ∗U) = 0, so there
exists such a u with uψu−1 = φ.
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2.3 Levi decompositions
Definition 2.15. Given a pro-algebraic groupoid G, and U = {Ux}x∈Ob (G) a collection
of pro-algebraic groups parametrised by Ob (G), we say that G acts on U if there are
morphisms Ux ×G(x, y)
∗
−→ Uy of affine schemes, satisfying the following conditions:
1. (uv) ∗ g = (u ∗ g)(v ∗ g), 1 ∗ g = 1 and (u−1) ∗ g = (u ∗ g)−1, for g ∈ G(x, y) and
u, v ∈ Ux.
2. u ∗ (gh) = (u ∗ g) ∗ h and u ∗ 1 = u, for g ∈ G(x, y), h ∈ G(y, z) and u ∈ Ux.
If G acts on U , we write G⋉ U for the groupoid given by
1. Ob (G⋉ U) := Ob (G).
2. (G⋉ U)(x, y) := G(x, y)× Uy.
3. (g, u)(h, v) := (gh, (u ∗ h)v) for g ∈ G(x, y), h ∈ G(y, z) and u ∈ Uy, v ∈ Uz.
Definition 2.16. Given a pro-algebraic groupoid G, define Ru(G) to be the collection
Ru(G)x = Ru(G(x, x)) of pro-unipotent pro-algebraic groups, for x ∈ Ob (G). G then
acts on Ru(G) by conjugation, i.e.
u ∗ g := g−1ug,
for u ∈ Ru(G)x, g ∈ G(x, y).
Proposition 2.17. For any pro-algebraic groupoid G, there is a Levi decomposition
G = Gred ⋉ Ru(G), unique up to conjugation by Ru(G).
Proof. By Corollary 2.14, the pro-unipotent extension G → Gred admits a section s,
unique up to conjugation by Ru(G). If we write H for the subgroupoid s(G
red) of G
isomorphic to Gred, then the G-action on Ru(G) restricts to an H-action, and it only
remains to show that the canonical map
H ⋉ Ru(G)
f
−→ G
(h, u) 7→ hu
is an isomorphism, since it is clearly a groupoid homomorphism.
Given g ∈ G(x, y), let h ∈ H(x, y) be the image of g under the composition G →
Gred
s
−→ H. Then h−1g ∈ Ru(G)y, so f is surjective. If f(h, u) = f(h
′, u′), then
hu = h′u′, so h′h−1 ∈ Ru(G)x, so h = h
′ and therefore u = u′, as required.
Definition 2.18. Given a morphism G
f
−→ H of pro-algebraic groupoids, with H re-
ductive, define G⋊,f to be the object of Nˆ (H) which is the hull of the functor
U 7→ Hom(G,H ⋉ U)f/U,
where U acts by conjugation. Note that from the Levi decomposition, it follows that for
H = Gred and f the canonical projection, the map Ru(G)→ G
⋊,f is an isomorphism.
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Definition 2.19. Given a morphism G
f
−→ H of pro-algebraic groupoids, with G reduc-
tive, let
{Ru(H, f)x}x∈Ob (G)
be the maximal collection of pro-unipotent subgroups of {H(fx, fx)} which is nor-
malised by G, in the sense that for all k-algebras A, all g ∈ G(x, y)(A), and all
u ∈ Ru(H, f)y(A), we have
f(g)uf(g)−1 ∈ Ru(H, f)x.
In particular, this means that Ru(H, f) ∈ Nˆ (G). Note that in general Ru(H) ≤
Ru(H, f), and that if G = H
red and f is a choice of Levi decomposition, then
Ru(H, f) = Ru(H). Observe that
Ru(H, f)x = Ru(H(fx, fx), fx),
by maximality.
2.4 Pro-algebraic simplicial groupoids
Definition 2.20. Given a reductive pro-algebraic groupoid G, let N (G) be the category
of G-representations in finite-dimensional nilpotent Lie algebras. Write Nˆ (G) for the
category of pro-objects of N (G), and sNˆ (G) for the category of simplicial objects in
Nˆ (G). This generalises the definition of §1.2, and the definitions and results of that
section will be applied for this generality without further comment.
Definition 2.21. Given a simplicial object G• in the category of pro-algebraic
groupoids, with Ob (G•) constant, define the fundamental groupoid πf (G•) of G• to
have objects Ob (G), and for x, y ∈ Ob (G), set
πf (G)(x, y) := G0(x, y)/∂0N1(G(y, y)•) = ∂0N1(G(x, x)•)\G0(x, y),
the equality arising since for f ∈ G0(x, y), g ∈ N1(G(y, y)•), we have (σ0f)g(σ0f)
−1 ∈
N1(G(x, x)•), so both equivalence relations are the same. Multiplication and inversion
descend similarly.
Definition 2.22. Define a pro-algebraic simplicial groupoid to consist of a simplicial
complex G• of pro-algebraic groupoids, such that Ob (G•) is constant and for all x ∈
Ob (G), G(x, x)• ∈ sAGp, i.e. the maps Gn(x, x) → π0(G)(x, x) are pro-unipotent
extensions of pro-algebraic groups. We denote the category of pro-algebraic simplicial
groupoids by sAGpd.
Definition 2.23. Define a morphism f : G• → H• in sAGpd to be:
1. a weak equivalence if the map πf (f) : πf (G•) → πf (H•) is an equivalence of
algebraic groupoids, and the maps πn(f, x) : πn(G•(x, x)) → πn(H•(fx, fx)) are
isomorphisms for all n and for all x ∈ Ob (G).
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2. a fibration if G(x, x) → H(fx, fx) is a fibration in sAGp for all x ∈ Ob (G),
and f satisfies the path-lifting condition that for all x ∈ Ob (G), y ∈ Ob (H),
and h ∈ H0(fx, y)(k), there exists z ∈ Ob (G), g ∈ G0(x, z)(k) with fg = h.
Equivalently, this says that G(k)→ H(k) is a fibration in the category of simplicial
groupoids.
3. a cofibration if it has the left lifting property (LLP) with respect to all trivial
fibrations.
Lemma 2.24. A morphism G
f
−→ H of pro-algebraic simplicial groupoids is a cofibration
if and only if Ob (G) → Ob (H) is injective and G⋊,r◦f → Ru(H) is a cofibration in
sNˆ (Hred), for r : H → Hred the canonical projection, and Ru(H) ∈ sNˆ (H
red) via some
choice of Levi decomposition.
Proof. Assume that we have a commutative diagram
G
n
−−−−→ G′
f
y yf ′
H
m
−−−−→ H ′,
with f ′ a trivial fibration, Ob (G) →֒ Ob (H) and G⋊,f → Ru(H) a cofibration in
sNˆ (Hred).
Since f ′ is a weak equivalence, for all y ∈ Ob (H ′) there exists x ∈ Ob (G′) and
h ∈ H ′0(f
′x, y)(k). But by the path-lifting property, there then exists z ∈ Ob (G′) with
f ′(z) = y, so Ob (f ′) is surjective. This means that we may lift Ob (m) to give a map
Ob (m˜) : Ob (H)→ Ob (G′), compatible with Ob (n).
Then define groupoids G′′,H ′′, with Ob (G′′) = Ob (H ′′) = Ob (H), and G′′(x, y) =
G′(m˜x, m˜y), H ′′(x, y) = H ′(mx,my). Observe that G′′ → H ′′ is a trivial fibration, so
we may replace G′, H ′ by G′′, H ′′, i.e. without loss of generality, Ob (m) and Ob (f ′)
are isomorphisms. This means that πfG
′ ∼= πfH
′, so (H ′)red ∼= (G′)red, which means
that f ′ is now a pro-unipotent extension by an acyclic simplicial group. Therefore
(f ′)−1Im (m)→ Im (m) is a trivial fibration, so we may assume that m is surjective.
After fixing a choice of Levi decomposition for H, by Corollary 2.14 we may lift
m|Hred to G
′. We may choose the Levi decomposition for G′ compatibly, with m˜(Hred) =
(G′)red, since m is full. The diagram is now
G
n
−−−−→ (G′)red ⋉ Ru(G
′)
f
y yf ′
Hred ⋉ Ru(H)
m
−−−−→ (G′)red ⋉ Ru(H
′),
with m and f ′ preserving the Levi decompositions, and giving isomorphisms on objects.
Since Hred → (G′)red is full, this is equivalent to giving the commutative diagram
G⋊,r◦f
n
−−−−→ Ru(G
′)
f
y yf ′
Ru(H)
m
−−−−→ Ru(H
′)
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in sNˆ (Hred). Observe that Ru(G
′)
f ′
−→ Ru(H
′) is a trivial fibration, so the hypothesis
that G⋊,r◦f → Ru(H) be a cofibration ensures existence of the lift.
Conversely, assume that G
f
−→ H is a cofibration. Define K to be the groupoid with
Ob (K) = Ob (G), and K(x, y) = H(fx, fy). Then the natural map K → H is a trivial
fibration, and the LLP for the diagram
G −−−−→ K
f
y y
H H
is equivalent to saying that Ob (f) is injective.
For every commutative diagram
G⋊,r◦f
n
−−−−→ U
f
y yf ′
Ru(H)
m
−−−−→ V
in sNˆ (Hred), with f ′ a trivial fibration, we have a commutative diagram in sAGp
G
n
−−−−→ Hred ⋉ U
f
y yf ′
Hred ⋉ Ru(H)
m
−−−−→ Hred ⋉ V,
with f ′ a trivial fibration. We therefore have a lift Hred ⋉ Ru(H)
m˜
−→ Hred ⋉ U , such
that f ′m˜ = m and m˜f = n. Thus m˜(Hred)⋉U is an alternative Levi decomposition for
Hred⋉U , and m˜ therefore provides a lift from Ru(H) to U in N (H
red), as required.
Theorem 2.25. With the classes of morphisms given above, sAGpd is a closed model
category.
Proof. CM1 As in Theorem 1.32, sAGpd is closed under all limits, defined by the for-
mula (lim
←−
Gα)(A) = lim←−
(Gα(A)) for all k-algebras A. Colimits are defined by tak-
ing the colimit H in the category of simplicial objects over pro-algebraic groupoids,
then taking pro-unipotent completion of H over πfH.
CM2 If f and g are composable morphisms, with any two of f, g, f ◦ g weak equiva-
lences, then so is the third, by the long exact sequence of homotopy for simplicial
groupoids.
CM3 Retracts of fibrations, cofibrations and weak equivalences are (respectively) fi-
brations, cofibrations and weak equivalences, by the corresponding properties for
sNˆ (G) and for simplicial groupoids.
CM4 By definition, every cofibration has the left lifting property with respect to all
trivial fibrations. We need to show that every trivial cofibration has the left
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lifting property with respect to all fibrations. Assume we are given a commutative
diagram
G
n
−−−−→ G′
f
y yf ′
H
m
−−−−→ H ′,
with f ′ a fibration, and f a trivial cofibration. Since πfG→ πfH is an equivalence,
it is full, giving Gred → Hred (also an equivalence).
Now for each y ∈ Ob (H), there exists x ∈ Ob (G) with Hred(fx, y)(k) non-empty.
As Ob (f) is injective, choose θy ∈ H
red
0 (fx, y)(k) for each y, such that θy = idy
if y ∈ ImOb (f). Fix a Levi decomposition for G, lift each θy to H0, and define a
Levi decomposition for H by Hred(y1, y2) = θ
−1
y1 fG
red(x1, x2)θy2 .
By the path-lifting property, we can then choose φy ∈ G
′(nx, z)(k) with f ′φy =
mθy, such that φy = idnx if y = fx. We can then extend m˜ to the whole of H
red
by sending h ∈ H(y1, y2) to
φ−1y1 n(θy1hθ
−1
y2 )φy2 ;
this extends m and restricts to n.
This amounts to having the commutative diagram
G⋊,f
n
−−−−→ Ru(G, m˜)
f
y yf ′
Ru(H)
m
−−−−→ Ru(H,m)
in sNˆ (Hred). Note that f ′ is also a fibration here, since for i > 0, Ni(Ru(G, m˜)) =
Ni(G), and similarly for H. Since
G⋊,f (y1, y2) = θ
−1
y1 Ru(G)(x1, x2)θy2
∼= Ru(G)(x1, x2),
the map G⋊,f → Ru(H) is a trivial cofibration in the model category sNˆ (K), so
the lift exists.
CM5 Given an arbitrary morphism f : G → H in sAGp, we need to show that f can
be factorised as:
(a) f = pi, with p a fibration, an i a trivial cofibration. To do this, let
T =
∐
x∈Ob(G),y∈Ob (H)
H0(fx, y)(k).
We have a canonical map a : Ob (G)→ T given by x 7→ id(fx, fx). There is
a canonical retraction r : T → Ob (G), and define Gˆ to have objects T and
morphisms Gˆ(s, t) = G(rs, rt), with the obvious composition law. There is
also a map b : Gˆ → H defined on objects by bθ = y, for θ ∈ H0(fx, y)(k),
and sending α ∈ Gˆ(θ1, θ2) = G(x1, x2) to θ
−1
1 f(α)θ2.
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This gives us a factorisation of f as G
a
−→ Gˆ
b
−→ H, with a a trivial cofibration.
Now, in sNˆ (Gˆred), choose a factorisation of Ru(Gˆ)
b
−→ Ru(H, b) as
Ru(Gˆ)
t
−→ U
p
−→ Ru(H, b),
for t a trivial cofibration, and p a fibration. Finally, setting i = ta, we have
factorised f as
G
i
−→ Gˆred ⋉ U
p
−→ H.
Note that p is a fibration, since for n > 0, Nn(Gˆ
red⋉U(x, x)) = Nn(U(x, x)),
and Nn(H(px, px)) = Nn(Ru(H, b)(x, x)). The path-lifting condition is au-
tomatically satisfied, by the construction of b.
(b) f = qj, with q a trivial fibration, and j a cofibration. To do this, choose a
factorisation Ob (G)
a
−→ S
b
−→ Ob (H), with a injective and b surjective. Define
H˜ to have objects S, and morphisms H˜(s, t) = H(bs, bt), with the obvious
composition law. This gives us a factorisation of f as G
a
−→ H˜
b
−→ H, with b a
trivial fibration. Now, in sNˆ (H˜red), choose a factorisation of Ga,⋊
a
−→ Ru(H˜)
as
Ga,⋊
j
−→ U
t
−→ Ru(H˜),
for t a trivial fibration, and j a cofibration. Finally, setting q = bt, we have
factorised f as
G
j
−→ H˜red ⋉ U
q
−→ H,
as required.
2.5 Algebraisation
There is a forgetful functor (k) : sAGpd→ sGpd, given by sending G• to G•(k). This
functor clearly commutes with all limits, so has a left adjoint G• 7→ (G•)
alg. We can
describe (G•)
alg explicitly. First let (πf (G))
alg be the pro-algebraic completion of the
abstract groupoid πf (G), then let (G
alg)n be the relative Malcev completion of the
morphism
Gn → (πf (G))
alg.
In other words, Gn → (G
alg)n
f
−→ (πf (G))
alg is the universal diagram with f a pro-
unipotent extension.
Proposition 2.26. The functors (k) and alg are a pair of Quillen functors.
Proof. It suffices to observe that (k) preserves fibrations and trivial fibrations.
Definition 2.27. Given a simplicial set (or equivalently a topological space), define the
pro-algebraic homotopy type of X over k to be the equivalence class of
G(X)alg
in the closed model category of pro-algebraic simplicial groupoids.
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Theorem 2.28. Given a simplicial groupoid G, πf (G
alg) is the pro-algebraic completion
of the fundamental groupoid πf (G).
Proof. This is immediate, since algebraisation preserves coequalisers.
2.6 The homotopy category
The category of simplicial groupoids is not a simplicial model category, so we cannot
expect sAGpd to be so. However, localising at weak equivalences still gives a homotopy
category Ho(sAGpd). In order to describe this explicitly, we need to construct path
objects.
Recall from [GMO] that a path object HI in the category of simplicial groupoids is
given by
Ob (HI) = H0, (H
I)(a, b) = HomS(∆
1,H(sa, sb)),
where s, t : Hn → ObH are the source and target maps in H. The commutative triangle
corresponding to this path object is
HI
p=(p0,p1)

H
w
;;wwwwwwwww ∆ // H ×H,
with w defined on objects by wx = idx, and on morphisms h ∈ Hn by the composition
∆1 ×∆n → ∆n
h
−→ H(sh, th).
For a
h
−→ b in (HI)n, we define
p0(h) = (sa
h0−→ sb)
and p1 as the composition
p1(h) = (ta
(σ0)na−1
−−−−−−→ sa
h1−→ ta
(σ0)nb
−−−−→ tb).
This the motivates the following:
Lemma 2.29. A path object for H in sAGpd is given by
Ob (HI) = H0(k), (H
I)(a, b) = HomS(∆
1,H(sa, sb)),
with structure morphisms as for sGpd.
Proof. We first need to prove that this defines an object of sAGpd. HI is clearly a
simplicial object in the category of pro-algebraic groupoids, with constant objects, so
we need to prove that (HI)n → πf (H
I) is a pro-unipotent extension for all n. To see
this, observe that
HI(a, a) = H(sa, sa)∆
1
,
for the latter defined using the simplicial structure on the category of pro-algebraic
simplicial groups.
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We now need to show that w is a weak equivalence, and p a fibration. Observe that
πfH
w
−→ πf (H
I) is an equivalence, and that H(x, y)→ HI(wx,wy) is an isomorphism,
so w is a weak equivalence. The map p clearly satisfies the path-lifting condition, so it
remains to show that HI(a, a)
p
−→ H(sa, sa) × H(ta, ta) is a fibration of pro-algebraic
simplicial groups for all a ∈ H0(k). This follows from the observation that conjugation
by a on the second factor gives the canonical fibration H(a, a)∆
1
→ H(a, a) ×H(a, a).
Proposition 2.30. For G,H ∈ sAGpd, with G cofibrant,
HomHo(sAGpd)(G,H) = HomsAGpd(G,H)/ ∼,
where ∼ is the equivalence relation generated by F0 ∼ F1 for all
F ∈ HomsAGpd(G,HomS(∆
1,H)),
and for f ∈ HomsAGpd(G,H) and a making the following diagram commute
ObG
a //
Ob f $$H
HH
HH
HH
HH
H0(k)

ObH,
f ∼ afa−1.
In particular, if G,H are groups, then
HomHo(sAGpd)(G,H) = HomHo(sAGp)(G,H)/H0,
where H0 acts on the Hom-set by conjugation.
Proof. This follows from the observation that H is automatically cofibrant, and from
the description of the path object.
3 The Maurer-Cartan space and gauge group
3.1 The Maurer-Cartan functor
Definition 3.1. Given a simplicial set X and a set S, define the cosimplicial set
C•(X,S) by
Cn(X,S) := SXn ,
with operations ∂i := S∂i , σi := Sσi .
Definition 3.2. Given a simplicial set X and a simplicial group G, define the Maurer-
Cartan space by
MC(X,G) := HomS(X, W¯G).
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Lemma 3.3. The Maurer-Cartan space MC(X,G) consists of sets {ωn}n≥0, with ωn ∈
Cn+1(X,Gn), such that
∂iωn =
{
∂i+1ωn−1 i > 0
(∂1ωn−1) · (∂
0ωn−1)
−1 i = 0,
σiωn = σ
i+1ωn+1,
σ0ωn = 1.
Proof. Recall (e.g. from [GJ] §V.5) that the loop group G(X) of a simplicial set X is
defined by setting Gn to be the free group Fr(Xn+1)/σ0Fr(Xn). The face and degeneracy
operators are given by:
∂i[x] =
{
[∂i+1x] i > 0
[∂1x][∂0x]
−1 i = 0,
σi[x] = [σi+1x].
Since the functors G and W¯ are adjoint, the result follows from this description.
Explicitly, by [GJ] Lemma V.5.3, ω ∈ MC(X,G) corresponds to the map X → W¯G
defined on Xn by
x 7→ (ωn−1x, ωn−2∂0x, . . . , ω0∂
n−1
0 x).
Remark 3.4. If G is a constant group, then this is equivalent to the Maurer-Cartan
functor defined in [Pri1] for governing deformations of G-torsors.
Definition 3.5. Given X ∈ S and G ∈ sGp, define the gauge group Gg(X,G) to be
the subgroup of
∏
nC
n(Gn) consisting of those g satisfying
∂ign = ∂
ign−1 ∀i > 0,
σign = σ
ign+1 ∀i.
Note that C0(X,G0) can be regarded as a subgroup of Gg(X,G), setting gn =
(∂1)n(σ0)
ng, for g ∈ C0(X,G0).
Definition 3.6. Define V : sGp→ S by setting
V Gn := Gn ×Gn−1 × . . . ×G0,
with operations
∂i(gn, gn−1, . . . , g0) = (∂ign, ∂i−1gn−1, . . . , ∂1gn−i+1, gn−i−1, gn−i−2, . . . , g0)
σi(gn, gn−1, . . . , g0) = (σign, σi−1gn−1, . . . , σ0gn−i, gn−i, gn−i−1, . . . , x0).
Define H : S→ sGp by
H(X)n = Fr(Xn+1),
with operations defined on a generator [x] ∈ H(X)n, for x ∈ Xn+1 by
∂i[x] = [∂i+1x]
σi[x] = [σi+1x].
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Lemma 3.7. There are natural isomorphisms
HomS(X,V G) ∼= Gg(X,G) ∼= HomsGp(H(X), G).
Proof. We associate to g ∈ Gg(X,G) the map from X to V G given by
x 7→ (gnx, gn−1∂0x, . . . , g0∂
n
0 x)
for x ∈ Xn.
This corresponds to the map f : [x] 7→ ∂0gn+1(x), for x ∈ Xn+1, [x] ∈ H(X)n, from
which g can be recovered by g(x) = f [σ0x].
Definition 3.8. The gauge group acts on the Maurer-Cartan space, with the action
φ : Gg(X,G) ×MC(X,G) → MC(X,G) given by
(g ∗ ω)n = (∂0gn+1) · ωn · (∂
0g−1n ).
Define the torsor space π(X,G) by
π(X,G) := MC(X,G)/Gg(X,G).
Proposition 3.9. For X ∈ S and G ∈ sGp,
HomHo(S)(X, W¯G) = π(X,G).
Proof. Since X is cofibrant and W¯G is fibrant (automatically), we need to show that
W¯G
(V 1,id,)//V G× W¯G
pr2 //
φ
//W¯G.
is a path object for W¯G in S, where
φ(hn, hn−1, . . . , h0, gn−1, gn−2, . . . , g0) = ((∂0hn)gn−1h
−1
n−1, . . . , (∂0h1)g0h
−1
0 ).
Now, there is an isomorphism ψ : V G → WG given by ψn(h) = (h
−1
n , φn(h, 1)), for
WG defined as in Example 1.45. Thus V G → ∗ is a trivial fibration, and (id, V 1) a
weak equivalence.
The proof that every simplicial group is fibrant can be adapted to show that
V G× W¯G
pr2,φ−−−→ W¯G× W¯G
is a fibration; this completes the proof.
Remark 3.10. Given a simplicial groupoid G, we can define a gauge groupoid Gg(X,G)
by the same formulae as for the gauge group. It has objects C0(X,ObG). We may then
define the Maurer-Cartan space MC(X,G) := Hom(X, W¯G). This has the structure of
a Gg(X,G)-representation by similar formulae, and
HomHo(S)(X, W¯G) = MC(X,G)/Gg(X,G).
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3.2 Relative Malcev homotopy types
Definition 3.11. Assume we have an abstract groupoid G, a reductive pro-algebraic
groupoid R, and a representation ρ : G → R(k) which is an isomorphism on objects
and Zariski-dense on morphisms (i.e. ρ : G(x, y) → R(k)(ρx, ρy) is Zariski-dense for
all x, y ∈ ObG). Define the Malcev completion (G, ρ)Mal of G relative to ρ to be the
universal diagram
G→ (G, ρ)Mal
p
−→ R,
with p a pro-unipotent extension, and the composition equal to ρ. Explicitly,
Ob (G, ρ)Mal = ObG and
(G, ρ)Mal(x, y) = (G(x, x), ρ)Mal ×G(x,x) G(x, y).
If G and R are groups, observe that this agrees with the usual definition.
If ̺ : G → R(k) is any Zariski-dense representation (i.e. essentially surjective on
objects and Zariski-dense on morphisms) to a reductive pro-algebraic groupoid (in most
examples, we take R to be a group), we can define another reductive groupoid R˜ by
setting Ob R˜ = ObG, and R˜(x, y) = R(̺x, ̺y). This gives a representation ρ : πfX
ρ
−→
R˜ satisfying the above hypotheses, and we define the Malcev completion of G relative
to ̺ to be the Malcev completion of G relative to ρ. Note that R˜→ R is an equivalence
of pro-algebraic groupoids.
Definition 3.12. Given a Zariski-dense morphism ρ : πfX → R(k), let the Malcev com-
pletion G(X, ρ)Mal of X relative to ρ be the pro-algebraic simplicial group (G(X), ρ)Mal.
Observe that the Malcev completion of X relative to (πfX)
red is just G(X)alg. Let
̟f (X
ρ,Mal) := πfG(X, ρ)
Mal and ̟n(X
ρ,Mal) := πn−1G(X, ρ)
Mal.
Definition 3.13. Given a reductive pro-algebraic groupoid R, define E(R) to be the
full subcategory of AGpd↓R consisting of those morphisms ρ : G → R of proalgebraic
groupoids which are pro-unipotent extensions. Similarly, define sE(R) to consist of the
pro-unipotent extensions in sAGpd ↓ R, and Ho(sE(R)) to be the full subcategory of
Ho(sAGpd↓R) on objects sE(R).
Definition 3.14. Given a pro-algebraic groupoid R, define the category sM(R) to have
the same objects as sNˆ (R), with morphisms given by
HomsM(R)(g, h) = HomHo(sNˆ (R))(g, h)/ exp(h
R
0 ),
where hR0 is the Lie algebra HomR(k, h0), acting by conjugation on the set of homomor-
phisms.
Proposition 3.15. For any reductive pro-algebraic groupoid R, the categories
Ho(sE(R)) and sM(R) are equivalent.
Proof. The map F from sM(R) to Ho(sAGpd↓R) is given by
g 7→ R⋉ exp(g).
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From the existence of Levi decompositions, it is immediate that F is essentially surjec-
tive. To see that this is full and faithful (and indeed well defined), observe that given a
morphism
f : R⋉ exp(g)→ R⋉ exp(h)
in sAGpd↓R, there exists a family a(x) ∈ exp(h)(x) such that afa−1 preserves the Levi
decomposition. But this is homotopic to f (by Proposition 2.30), so F is full. Now,
given
f, g : exp(g)→ exp(h),
we will have Ff = Fg if and only if f is homotopic to aga−1 in Nˆ (R), for some inner
automorphism a ∈ h0 which preserves the Levi decomposition. This is equivalent to
saying that a ∈ hR0 , as required.
Definition 3.16. We can now define the Malcev homotopy type of X relative to ρ to be
the image of G(X, ρ)Mal in Ho(sE(R˜)), or equivalently RuG(X, ρ)
Mal in sM(R˜). Since
R˜→ R is an equivalence of groupoids, there is an equivalence sNˆ (R)→ sNˆ (R˜), so we
may regard the Malcev homotopy type as an object of sM(R) (or of Ho(sE(R))). It
pro-represents the functor
g 7→ HomHo(S↓BR(k))(X, W¯ (R(k)⋉ exp(g))),
for g ∈ sM(R).
3.2.1 Classical homotopy groups
Theorem 3.17. The fundamental groupoid πf ((X, ρ)
Mal) is the relative Malcev com-
pletion of πfρ : πfX → R(k).
Proof. This is immediate, since Malcev completion commutes with quotients.
We now extend the notion of algebraically good to the relative Malcev case:
Definition 3.18. Define a groupoid Γ to be good with respect to a Zariski-dense rep-
resentation ρ : Γ→ R(k) to a reductive pro-algebraic groupoid if the map
Hn(Γρ,Mal, V )→ Hn(Γ, V )
is an isomorphism for all n and all finite-dimensional Γρ,Mal-representations Γ.
Lemma 3.19. Assume that for all x ∈ ObΓ, Γ(x, x) is finitely presented, with Hn(Γ,−)
commuting with filtered direct limits of Γρ,Mal-representations, and Hn(Γ, V ) finite-
dimensional for all finite-dimensional Γρ,Mal-representations V .
Then Γ is good with respect to ρ if and only if for any finite-dimensional Γρ,Mal-
representation V , and α ∈ Hn(Γ, V ), there exists an injection f : V → Wα of finite-
dimensional Γρ,Mal-representations, with f(α) = 0 ∈ Hn(Γ,Wα).
Proof. As for [KPT2]v1 Lemma 4.15.
Examples 3.20. 1. All finite groups are good with respect to all representations, as
are all finitely generated free groups.
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2. All finitely generated nilpotent groups are good with respect to all representations.
3. The fundamental group of a compact Riemann surface is algebraically good with
respect to all representations.
4. If 1 → F → Γ → Π → 1 is an exact sequence of groups, with F finite and
ρ : Γ → R(k) Zariski-dense, assume that Π is good relative to R/ρ(F ), where
denotes Zariski closure. Then Γ is good relative to ρ.
Proof. 2. If Γ is a finitely generated nilpotent group, then the trivial representation
k is the only irreducible R-representation V for which H1(Γ, V ) 6= 0. Thus R acts
trivially on the abelianisation of Ru(Γ, ρ)
Mal, and hence nilpotently on Ru(Γ, ρ)
Mal.
But R is reductive, so we must have (Γ, ρ)Mal = R × Ru(Γ, ρ)
Mal. The Malcev
completion is then given by Γ⊗k = Ru(Γ, ρ)
Mal. Since Γ is nilpotent, H∗(Γ⊗k, k) =
H∗(Γ, k), giving the required isomorphism on cohomology.
3. Although this is motivated by [KPT2]v1 Proposition 4.13(2) (which takes R =
̟1(X)
red), that proof does not carry over. Instead, apply Corollary 5.27 to see
that ̟n(X
ρ,Mal) = Hn−1(G(H
∗(X,O(R)))), in the notation of Corollary 4.41.
Since H2(X,O(R)) ∼= k, with higher cohomology 0, G(H∗(X,O(R))) is the free
chain Lie algebra on generators V := H1(X,O(R)))∨ in degree 0 and k in degree
1, with differential determined by d : k →
∧2 V dual to the cup product. Since
the cup product is non-degenerate, the higher homology groups of this Lie algebra
are all 0 (similarly to [Sul] §12), so G(X)ρ,Mal ∼ π1(X)
ρ,Mal, and their cohomology
groups agree.
4. This is essentially [KPT2]v1 Theorem 4.16 Step 1. Observe that H∗(Γ, V ) ∼=
H∗(Π, V F ), so any inclusion V F →֒ W which satisfies Lemma 3.19 for (Π, R/ρ(F ))
gives V →֒ (W ⊕ V )/V F , which satisfies Lemma 3.19 for (Γ, R). Note that we
cannot adapt the arguments of [KPT2]v1 Theorem 4.16 to consider instead the
case when F is free, since we do not know that H1(F, V ) is an extension of R-
representations whenever V is.
Theorem 3.21. If X is a topological space with fundamental groupoid Γ, equipped with
a Zariski-dense representation ρ : Γ → R(k) to a reductive pro-algebraic groupoid for
which:
1. Γ is good with respect to ρ,
2. πn(X,−) is of finite rank for all n > 1, and
3. the Γ-representation πn(X,−) ⊗Z k is an extension of R-representations (i.e. a
Γρ,Mal-representation),
then the canonical map
πn(X,−) ⊗Z k → ̟n(X
ρ,Mal)
is an isomorphism for all n > 1.
Proof. As for Theorem 1.58, replacing Γalg by Γρ,Mal throughout.
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Remark 3.22. Combined with the results of §4, this theorem can be regarded as general-
ising both [KPT1] Lemma 4.3.2 (which takes R = (π1X)
red and X a projective complex
manifold) and [Sul] Theorem 10.1 (which takes R=1).
3.3 Cosimplicial algebras
Fix a reductive pro-algebraic groupoid R over k.
Definition 3.23. Let cAlg(R) be the category of of R-representations in cosimplicial k-
algebras. Explicitly, an object A of cAlg(R) is a collection {A(x)}x∈ObR of cosimplicial
k-algebras, equipped with k-algebra homomorphisms
A(y)→ A(x)⊗k O(R(x, y)),
satisfying the obvious coassociativity and coidentity conditions.
Definition 3.24. A map f : A→ B in in cAlg(R) is said to be
1. a weak equivalence if Hi(f) : Hi(A)→ Hi(B) is an isomorphism in Rep(R) for all
i;
2. a fibration if f i(x) : Ai(x)→ Bi(x) is a surjection for all x ∈ Ob (R) and all i;
3. a cofibration if it has the LLP with respect to all trivial fibrations.
Definition 3.25. Define a simplicial structure on cAlg(R) by setting (AK)i = (Ai)Ki ,
for A ∈ cAlg, K ∈ S.
Proposition 3.26. With the definitions above, cAlg(R) is a simplicial model category.
Proof. In the case R = 1, this is standard (see e.g.[Toe¨] §2.1). The same proof applies in
the general case, since Rep(R) is a semisimple category. Equivalently, we may apply [Hir]
Theorem 11.3.2 to the forgetful functor cAlg(R) → cMod(R), obtaining a cofibrantly
generated model structure.
Definition 3.27. Let sAff(R) denote the category of simplicial affine schemes over
k, i.e. the category opposite to cAlg(R). We give sAff(R) the closed model structure
opposite to that on cAlg(R), so that SpecB → SpecA is a fibration if and only if A→ B
is a cofibration, and so on.
Definition 3.28. Define W¯ : sNˆ (R)→ sAff(R) to represent the functor
(W¯g)(x)(A) := W¯ (exp(g(x)⊗A)),
from k-algebras to simplicial sets, for x ∈ Ob (R). Similarly, define
V g(x)(A) := V (exp(g(x)⊗A)).
Observe that these functors are continuous, so are right adjoints, but that W¯ is not
right Quillen, since it does not preserve fibrations.
Proposition 3.29. W¯ : sNˆ (R)→ sAff(R) descends to a functor
W¯ : Ho(sNˆ (R))→ Ho(sAff(R)).
Proof. The reverse Adams spectral sequence of Theorem 1.53 shows that W¯ sends weak
equivalences to weak equivalences, as required.
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3.4 Maurer-Cartan for cosimplicial algebras
Definition 3.30. Given A ∈ cAlg(R), define the Maurer-Cartan functor
MC(A,−) : sNˆ (R) → Set
g 7→ HomcAlg(R)(O(W¯g), A),
where SpecO(W¯g) denotes global sections of the structure sheaf of the simplicial affine
scheme W¯g := W¯ exp(g).
Definition 3.31. Given V,W ∈ Rep(R), define V ⊗R W := HomRep(R)(k, V ⊗W ).
Proposition 3.32. Given A ∈ cAlg(R) and g ∈ sNˆ (R), MC(A, g) consists of sets
{ωn}n≥0, with ωn ∈ exp(A
n+1⊗ˆ
R
gn), satisfying the equations of Lemma 3.3.
Proof. The calculation is the same as that from [GJ] §V.5 used in Lemma 3.3.
Definition 3.33. Define the loop group functor G : sAff(R) → sNˆ (R) to be the left
adjoint to W¯ , and define H to be left adjoint to V .
Corollary 3.34. For A ∈ cAlg(R), let A˜n = ker(σ0 : An+1 → An). Then G(A)n is the
free Lie algebra Lie((A˜n+1)∨) generated by the dual of A˜n+1, with operations
σi = (σ
i+1)∗ : G(A)n → G(A)n+1
∂i = (∂
i+1)∗ : G(A)n → G(A)n−1 for i > 0,
and ∂0 is defined on generators by
∂0 = (∂
1)∗ ⋆ (−∂0)∗ ∈ HomR((A˜
n+1)∨,Lie((A˜n)∨)) ∼= Lie((A˜n)∨)⊗ˆ
R
A˜n+1,
where ⋆ denotes the Campbell-Baker-Hausdorff formula on the Lie algebra
Lie((A˜n)∨)⊗ˆ
R
A˜n+1.
Definition 3.35. Given A ∈ cAlg(R) and g ∈ sNˆ (R), define the gauge group
Gg(A, g) ≤
∏
n exp(A
n⊗ˆ
R
gn) by the equations of Definition 3.5. This acts on MC(A, g)
by the formula of Definition 3.8, and we define the torsor space by
π(A, g) := MC(A, g)/Gg(A, g).
Lemma 3.36. There are natural isomorphisms
HomsAff(R)(SpecA,V g) ∼= Gg(A, g) ∼= HomsNˆ (R)(H(A), g),
where H(A)n is the free Lie algebra Lie((A
n+1)∨), with operations σi = (σ
i+1)∗, ∂i =
(∂i+1)∗, for all i.
Proof. As for Lemma 3.7.
Theorem 3.37. Given A ∈ cAlg(R) and g ∈ sNˆ (R),
π(A, g) = HomHo(sAff(R))(SpecA, W¯g).
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Proof. It follows from Lemma 1.18 that G maps trivial cofibrations to smooth maps, so
W¯ maps surjections to fibrations, and hence W¯g is fibrant. We need to show that
W¯g
(id,V 1)//W¯g× V g
pr1 //
φ
//W¯g.
is a path object for W¯g in sAff(R).
As in [Wei] Exercise 8.3.7, The map (σ0)∗ makes H(A)
(∂1)∗
−−−→ Lie((A0)∨) into a left-
contractible augmented simplicial Lie algebra (in the sense of [Wei] 8.4.6), so H(A) is
weakly equivalent to Lie((A0)∨). This means that H maps cofibrations to smooth maps,
so V maps surjections to trivial fibrations, and (id, V 1) is thus a weak equivalence.
To see that W¯g× V g
(pr1,φ)−−−−→ W¯g× W¯g is a fibration, take a commutative diagram
SpecB −−−−→ W¯g× V g
f
y y(pr1,φ)
SpecA −−−−→ W¯g× W¯g,
with A
f♯
−→ B a trivial fibration. We need to show that (pr1, φ) has the RLP with
respect to f . This is equivalent to taking ω, ω′ ∈ MC(A, g) and g ∈ Gg(B, g) such that
g(f∗ω) = f∗ω′, and seeking h ∈ Gg(A, g) such that h(ω) = ω′ and f∗h = g. Since V g
is acyclic and fibrant, we know that Gg(A, g) → Gg(B, g) is surjective, so taking a lift
g˜ of g and replacing ω′ by g˜−1ω′, we may assume that g = 1.
Consider the following map in g↓sNˆ (R):
g ∗G(B)
G(f) //
ω′
//g ∗G(A)
(ω∗id)◦∆ //g ∗ (H(A)/H(B)),
where ∆: G(A)→ G(A)∗H(A) corresponds to the action of Gg on MC. This commutes,
and it will suffice for us to show that the map from the coequaliser C of the pair on the
left to g ∗ (H(A)/H(B)) is smooth over g, since
Hom
g↓sNˆ (R)(C, h) = {η ∈ MC(A, h) : f∗η = ω
′},
and
Hom
g↓sNˆ (R)(g ∗ (H(A)/H(B), h) = ker(Gg(A, h)→ Gg(B, h)).
Each entry in the diagram is cofibrant over g, and the maps on relative cotangent
spaces over g are:
B˜∨[1]
f [1] //
0
//A˜∨[1]
id−(∂0σ0)∗ //(A∨/B∨)[1],
where σi = (σ
i+1)∗ for all i, ∂i = (∂
i+1)∗ for all i > 0, while ∂0 = (∂
1 − ∂0)∗ for
the two complexes on the left, and ∂0 = (∂
1)∗ on the right. Since f ♯ is surjective,
the standard smoothness criterion ([Pri3] Proposition 2.28) shows that C is cofibrant,
with relative cotangent space (A˜∨/B˜∨)[1]. Since this embeds into (A∨/B∨)[1] under
the map id− (∂0σ0)∗, the criterion shows that C → g ∗ (H(A)/H(B)) is cofibrant. By
Lemma 1.18, it suffices to observe that id− (∂0σ0)∗ gives an isomorphism on the higher
homology groups of the cotangent complexes, all of which are 0.
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Corollary 3.38. The composition sNˆ (R)
W¯
−→ sAff(R)→ Ho(sAff(R)) factors through
sM(R).
Proof. By Theorem 1.53, we know that this composition factors through Ho(sNˆ (R)).
Since exp(A0⊗ˆ
R
g0) ≤ Gg(A, g), Theorem 3.37 gives the factorisation through sM(R).
3.5 Pro-representability
In this section we give conditions for a covariant functor
F : sN (R)→ Set
to be representable in Ho(sNˆ (R)).
Definition 3.39. We say that a natural transformation F → G of functors
F,G : sN (R)→ Set is:
1. smooth if
F (g)→ G(g) ×G(h) F (h)
is surjective for all small extensions g։ h;
2. unramified if
F (V )→ G(V )
is an isomorphism for all abelian V ;
3. e´tale if it is smooth and unramified.
Definition 3.40. Given L ∈ sNˆ (R), define hL by
hL : sN (R) → Set
g 7→ HomHo(sNˆ (R))(L, g).
Definition 3.41. We say that F has a hull (L, ξ) if there exists L ∈ sNˆ (R) and
ξ ∈ Fˆ (L) such that hL
ξ∗
−→ F is e´tale.
We say that F is homotopy pro-representable (by (L, ξ)) if hL
ξ∗
−→ F is a natural
isomorphism.
Lemma 3.42. If F has a hull, then the hull is unique up to (non-unique) weak equiv-
alence.
Proof. If L,L′ are hulls for F , then the smoothness properties give us maps α : L→ L′,
β : L′ → L. On abelianisations, the unramification conditions ensure that the maps
Ho(αab),Ho(βab) (on homotopy classes of the abelianisations) are mutually inverse.
Since L,L′ must necessarily be cofibrant, this shows that α is a weak equivalence.
The following can be thought of as an analogue of Schlessinger’s Theorem ([Sch]
Theorem 2.11).
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Proposition 3.43. Assume F satisfies the following conditions:
(R1) The natural map F (
∏
i∈I gi) →
∏
i∈I F (gi) is an isomorphism for any finite set
of {gi}i∈I of objects of sN (R) (including the case I = ∅).
(R2) The natural map F (g×hk)→ F (g)×F (h)F (k) is surjective for all small extensions
g→ h in sN (R).
(R3) The map F (g) → F (h) is surjective for all acyclic small extensions g → h in
sN (R).
(R4) If V is acyclic abelian, then F (V ) = •, the one-point set.
Then F has a hull.
If in addition
(R5) F (g×h g)→ F (g)×F (h) F (g) is an isomorphism for all small extensions g→ h in
the subcategory N (R),
then F is homotopy pro-representable.
Proof. First assume that (R1)–(R4) hold, and consider the functor τF : sN (R)→ Set
given by τF (g) := F (π0g). This can be regarded as a functor on N (R), and satisfies
the conditions of [Pri3] Theorem 2.24, so has a hull τL ∈ Nˆ (R). Now define a functor
F˜ by
F˜ (g) = HomN (R)(τL, π0g)×τF (g) F (g),
and observe that F˜ → F is e´tale, so a pro-representation for F˜ will be a hull for F . If
(R5) holds, then τL pro-represents τF , so F˜ is naturally isomorphic to F . It therefore
suffices to show that F˜ is pro-representable, so we replace F by F˜ .
Now define
Fˆ : sNˆ (R)→ Set
by sending an inverse system {gi}I to lim←−I
F (gi). Observe that
η : Fˆ (g×h k)→ Fˆ (g)×Fˆ (h) Fˆ (k)
is surjective for all morphisms in N (R), as π0F is pro-represented by π0L. Since small
extensions and morphisms in N (R) are the generating fibrations, η is therefore surjective
for all fibrations g→ h in sNˆ (R).
Given a small extension g→ h with kernel I, note that g×h g ∼= g× I, so (R1) and
(R2) combine to give
F (g)× F (I)։ F (g)×F (h) F (g).
Therefore F (g) → F (h) is injective if F (I) = •. Combined with (R3), we then see
that F (f) is an isomorphism for all acyclic small extensions f , and hence Fˆ (f) is an
isomorphism for all trivial fibrations f . The factorisation property of model categories
then implies that Fˆ (f) must be an isomorphism for all weak equivalences f .
We have now shown that Fˆ satisfies the conditions of [Jar] Theorem 8 (after re-
expressing the theorem in terms of covariant, rather than contravariant, functors). This
gives the required representability, since (sNˆ (R))opp also satisfies the conditions required
for that theorem.
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3.6 The equivalence
Definition 3.44. Let cAlg(R)0 be the full subcategory of cAlg(R) whose objects satisfy
H0(A) ∼= k. Let Ho(cAlg(R)0) be the full subcategory of Ho(cAlg(R)0) with objects
in cAlg(R)0. Let sAff(R)0 be the opposite category to cAlg(R)0, and Ho(sAff(R)0)
opposite to Ho(cAlg(R)0).
From Section 3.2, we know that we can regard the relative Malcev homotopy type
of X over R as an object of the quotient category sM(R) of Ho(sNˆ (R)). By Corollary
3.38, we also know that W¯ : sNˆ (R) → sAff(R)0 descends to a functor W¯ : sM(R) →
Ho(sAff(R)0). The purpose of this section is to show that the map is, in fact, an
equivalence.
Lemma 3.45. For A ∈ cAlg(R), the functor π(A,−) has a hull.
Proof. Apply Proposition 3.43.
Definition 3.46. Given A ∈ cAlg(R) define G¯(A) ∈ sNˆ (R) to be the hull of π(A,−).
Proposition 3.47. If A ∈ cAlg(R)0, then for all g ∈ sNˆ (R), the map
HomsM(R)(G¯(A), g)→ π(A, g)
is an isomorphism, so G¯ defines a functor from Ho(sAff(R)0) to sM(R).
Proof. First note that the map is well defined, since exp(gR0 ) = exp(g0⊗ˆ
R
H0(A) ≤
Gg(A, g). Since G¯(A) is a hull for both functors, it suffices to show that
θ : τHomM(R)(G¯(A),−)→ τπ(A,−)
is an isomorphism, as we may apply the proof of Proposition 3.43, noting that for a
functor F with hull L,
F = hL ×hτL τF.
Since τG¯(A) = π0G¯(A) is a hull for π(A,−), θ is automatically surjective. for
injectivity, take ω, ω′ ∈ HomNˆ (R)(G¯(A), g), and define a functor F : g↓Nˆ (R)→ Set by
h 7→ {h ∈ exp(A0⊗ˆ
R
h) : adhω = ω
′},
and define the subfunctor E : g↓Nˆ (R)→ Set by
h 7→ {h ∈ exp(H0(A)⊗ˆ
R
h) : adhω = ω
′}.
Using the terminology of [Pri3]§2, E and F both have tangent space H0(A). Both
functors have obstruction space H1(A), so E → F is an isomorphism of deformation
functors, by the Standard Smoothness Criterion ([Pri3] Proposition 2.28), as required.
Proposition 3.48. The functor W¯ : sM(R) → Ho(sAff(R))0 is an equivalence (with
quasi-inverse G¯).
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Proof. The unit of the adjunction
sAff(R)
G
⊥
//
sNˆ (R)
W¯
oo
is a natural transformation id → W¯G on sAff(R), which combines with the quotient
maps G → G¯ to give a transformation id → W¯ G¯ on Ho(sAff(R))0. The co-unit of
the adjunction is a natural transformation GW¯ → id on sNˆ (R), which gives rise to a
transformation G¯W¯ → id in sM(R).
By Lemma 1.49, Hi(O(W¯g)) is dual to Hi(exp(g), k). By Proposition 1.50,
Hi(G¯A, k) =
{
k = H0(A)∨ i = 0
Hi−1((G¯A)
ab) = Hi(A)∨ i > 0,
since G¯A is cofibrant. Thus both transformations defined above give isomorphisms in
the homotopy categories.
3.7 Equivariant cochains
Definition 3.49. Given a groupoid Γ, let S(Γ) be the category of functors from Γ to
S. This has a model category structure given in [GJ] §VI.4.
Definition 3.50. Observe that the structure ring O(R) of R is an R×R-representation
in algebras, with O(R)(a, b) the fibre over (a, b) ∈ Ob (R×R).
Definition 3.51. Given X ∈ S(R(k)), let C•(X,O(R)) ∈ cAlg(R), the algebra of
equivariant cochains, be given by
Cn(X,O(R))(a) := HomR(k)(Xn, O(R)(a,−)),
where O(R)(a,−) is endowed with the canonical right R-action, and Cn(X,O(R))(a)
has a canonical left R-action.
Lemma 3.52. The functor sAff(R)→ S(R(k)) given by X 7→ X(k), is right adjoint to
the functor given by
X 7→ SpecC•(X,O(R)).
These form a Quillen pair.
Proof. The adjunction follows from the characterisation of R-representations as O(R)-
comodules, so that there is a canonical isomorphism of R-representations
HomR(V,O(R)) ∼= V
∨.
It is immediate that X 7→ SpecC•(X,O(R)) preserves cofibrations and trivial cofibra-
tions, so is left Quillen.
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Lemma 3.53. There is a commutative diagram of functors
sAff(R)
(k)
))RR
RR
RR
sNˆ (R)
W¯ 55kkkkkkk
exp(−)(k)
))SSS
SSS
S
R⋉exp

S(R(k))
holim
−→
R(k)

sGp(R(k))
R(k)⋉

W¯ 55llllll
sAGpd↓R
(k)
))SSS
SS
S
S↓BR(k)
sGpd↓R(k),
W¯ 55kkkkkk
where the right-hand arrow is (as in [GJ] §VI.4)
(holim
−→
R(k)
X)n =
∐
a(0)→a(1)→...→a(n)
in R(k)
X(a(0))n.
Proof. For a Γ-representation U in simplicial groups, an element of
(holim
−→
R(k)
W¯U)n
consists of a string a(0)
r1−→ a(1)
r2−→ . . .
rn−→ a(n), and
(un−1, un−2, . . . , u0) ∈ U(a0)n−1 × U(a0)n−2 × . . .× U(a0)0.
Mapping this to
(rnrn−1 · · · r1un−1r
−1
1 r
−1
2 · · · rn−1, . . . , r2r1u1r
−1
1 , r1u0) ∈ W¯ (Γ⋉ U)
gives an isomorphism
W¯ (Γ⋉ U) ∼= holim
−→
Γ
W¯U.
The other squares commute, trivially.
Definition 3.54. Let X be a simplicial set, R a reductive pro-algebraic groupoid, and
ρ : πfX → R(k) any representation, then define C
•(X,O(R)) ∈ cAlg(R), the algebra of
equivariant cochains, by
C•(X,O(R)) := C•(X˜,O(R)),
where X˜ is the covering system of ρ, left adjoint to holim−→R(k), as defined in [GJ] §VI.4.
Theorem 3.55. Let X be a simplicial set, R a reductive pro-algebraic groupoid, and
ρ : πfX → R(k) a representation which is essentially surjective on objects and Zariski-
dense on morphisms. Then the Malcev homotopy type of X relative to ρ is given by
SpecC•(X,O(R)) ∈ sAff(R)0,
or equivalently
R⋉ G¯(C•(X,O(R))) ∈ Ho(sE(R)),
where G¯ is the functor given in Definition 3.46.
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Proof. By definition, the Malcev homotopy type in sM(R) represents the functor
g 7→ HomHo(sGpd↓R(k))(G(X), (R ⋉ exp(g))(k)).
Now, we have isomorphisms
HomHo(sGpd↓R(k))(G(X), (R ⋉ exp(g))(k)) ∼= HomHo(S↓BR(k))(X, W¯ ((R⋉ exp(g))(k)))
∼= HomS(R(k))(X˜, W¯ exp(g)(k))
∼= HomsAff(R)(SpecC
•(X,O(R)), W¯ g),
coming from the Quillen pairs, since X is automatically cofibrant, and g automatically
fibrant, so LG(X) = G(X), W¯g = RW¯g, and so on.
Now, the hypotheses on ρ ensure that H0(X,O(R)) = k, so
Hom(RuG(X, ρ)
Mal, g) ∼= HomsAff(R)(SpecC
•(X,O(R)), W¯ g)
∼= HomsM(R)(G¯(C
•(X,O(R))), g),
by Proposition 3.48. Thus the relative Malcev homotopy type is
RuG(X, ρ)
Mal ∼= G¯(C•(X,O(R))) ∈ sM(R),
or equivalently C•(X,O(R)) ∈ Ho(cAlg(R)0).
Remark 3.56. This means that taking R = (̟fX)
red allows us to recover the pro-
algebraic homotopy type from the (̟fX)
red-representation C•(X,O((̟fX)
red)) in
cosimplicial algebras.
Corollary 3.57. Pro-algebraic homotopy types are equivalent to the schematic homo-
topy types of [Toe¨], in the sense that the full subcategory on objects Xsch of the ho-
motopy category Ho(sPr) of simplicial presheaves is equivalent to the full subcategory
of Ho(sAGpd) on objects G(X)alg. Under this correspondence, pro-algebraic homotopy
groups and schematic homotopy groups are isomorphic.
Proof. The functor W¯ : sAGpd→ sPr has a left adjoint, which we denote by G. Since
(W¯G)(k) = W¯ (G(k)), G(Xsch) = G(X)alg.
In [KPT2]v1 Corollary 3.22, it is shown that C•(X,O(̟f (X,x)
red)) determines the
schematic homotopy type of a pointed connected topological space (X,x), which is given
by the simplicial affine scheme
(X,x)sch = holim
−→
̟f (X,x)
red
SpecC•(X,O(̟f (X,x)
red)).
As a simplicial presheaf, this is weakly equivalent to
holim
−→
̟f (X)
red
SpecC•(X,O(̟f (X)
red)),
which by Theorem 3.55 is equivalent to
W¯G(X)alg.
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Note that this is not the same as the pointed pro-algebraic homotopy type, since the
Levi decomposition is only unique up to homotopy, not up to pointed homotopy.
Since both the pro-algebraic and schematic homotopy types preserve arbitrary dis-
joint unions, it follows that Xsch → W¯G(X)alg is a weak equivalence in sPr, for any
simplicial set X. This proves that
sAGpd
W¯ //sPr
G
oo
is full and faithful on the objects Xsch, G(X)alg .
4 Relation with differential forms
Fix a reductive pro-algebraic groupoid R.
4.1 Chain Lie algebras
This section is a summary of results we will use from [Qui1] §I.4, modified slightly to
take into account our Artinian hypotheses on N (R), and replacing vector spaces by
R-representations.
Definition 4.1. Define dgN (R) to be the category of R-representations in finite-
dimensional nilpotent non-negatively graded chain Lie algebras. Let dgNˆ (R) be the
category of pro-objects in the Artinian category dgN (R).
Here, a chain Lie algebra is a chain complex g =
⊕
i∈N0
gi over k, equipped with a
bilinear Lie bracket [, ] : gi × gj → gi+j, satisfying:
1. [a, b] + (−1)a¯b¯[b, a] = 0,
2. (−1)c¯a¯[a, [b, c]] + (−1)a¯b¯[b, [c, a]] + (−1)b¯c¯[c, [a, b]] = 0,
3. d[a, b] = [da, b] + (−1)a¯[a, db],
where a¯ denotes the degree of a, mod 2, for a homogeneous.
Define a small extension in dgN (R) to be a surjective map g → h with kernel I,
such that [g, I] = 0. Note that the objects of dgN (R) are cofinite in dgNˆ (R) in the
sense of [Hov] Definition 2.1.4.
Lemma 4.2. There is a closed model structure on dgNˆ (R) in which a morphism f : g→
h is:
1. a weak equivalence if Hi(f) : Hi(g) → Hi(h) is an isomorphism in F̂DRep(R) for
all i;
2. a fibration if fi : gi → hi is a surjection for all i > 0;
3. a cofibration if it has LLP with respect to all trivial fibrations.
49
Proof. As for [Qui1] Theorem II.5.1. Alternatively, we may use [Hov] Theorem 2.1.19
to show that this is a fibrantly cogenerated model category. Acyclic small extensions in
dgN (R) are the generating acyclic fibrations, while small extensions in dgN (R) together
with arbitrary maps in N (R) give the generating fibrations.
Definition 4.3. As in [Qui1] Theorem I.4.4, we say that a morphism f : g → h in
dgNˆ (R) is free if there exists a (pro-finite-dimensional) sub-R-representation V ⊂ h
such that h is the free pro-nilpotent graded Lie algebra over g on generators V .
Lemma 4.4. A map f : g• → h• is a cofibration if and only if it is free.
Proof. As for [Qui1] Proposition II.5.5.
Proposition 4.5. These classes of morphisms define a closed model category structure
on dgNˆ (R).
Proof. This is essentially the same as [Qui1] §II.5, noting that a morphism is a fibration
of the underlying sets if and only if it is a fibration of the underlying vector spaces,
which is equivalent to the condition given.
Proposition 4.6. If g, h are cofibrant objects in dgNˆ (R), then a morphism f : g → h
is a weak equivalence if and only if fab : g/[g, g] → h/[h, h] is a quasi-isomorphism of
simplicial vector spaces.
Proof. As for Proposition 1.15.
Proposition 4.7 (Minimal models). Every weak equivalence class in dgNˆ (R) has a
cofibrant element m, unique up to non-unique isomorphism, with d = 0 on the abeliani-
sation m/[m,m].
Proof. This is much the same as Proposition 1.16 (without needing to use the Dold-Kan
correspondence).
Definition 4.8. Let k[t, dt] be the Z-graded chain algebra over k, freely generated by t
in degree 0, with dt in degree −1, so (dt)2 = 0. Consider the completion R of this algebra
with respect to the ideal J = (t(t− 1), dt). Note that the quotients R/(Jn + tJn−1) are
quasi-isomorphic to k. Given g ∈ dgNˆ (R), define
gI := τ≥0(g⊗ˆR),
where τ denotes good truncation. There is a natural map g → gI in dgNˆ (R), and two
maps gI → g given by sending t to 0 and 1 respectively.
Lemma 4.9. With these structures, gI is a path object for g in dgNˆ (R).
Definition 4.10. Let dgM(R) be the category with the same objects as dgNˆ (R), and
morphisms given by
HomdgM(R)(g, h) = HomHo(dgNˆ (R))(g, h)/ exp(h
R
0 ).
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Definition 4.11. As in [Qui1] I.4.2–4.3, we can define a normalisation functor
N : sN (R) → dgN (R), with the Lie bracket the normalised complex N(g) given by
composing with the Eilenberg-Zilber shuffle product:
Ja, bK :=
∑
p+q=n
(µ,ν)∈Sh(p,q)
(−1)(µ,ν)[σνq . . . σν1a, σµp . . . σµ1b],
where Sh(p, q) denotes the set of (p, q) shuffle permutations and (−1)(µ,ν) is the sign
of the permutation (µ, ν). Since the normalisation functor preserves finite limits, it
extends to a functor N : sNˆ (R)→ dgNˆ (R).
Proposition 4.12. The functor N : sNˆ (R)→ dgNˆ (R) is a right Quillen equivalence.
Thus Ho(sNˆ (R)) ≃ Ho(dgNˆ (R)), and sM(R) ≃ dgM(R).
Proof. Similar to [Qui1] Theorem II.5.4.
Definition 4.13. As in [Wei] Lemma 8.3.7, we can define a chain complex N¯(g)n =
gn/
∑
σign−1, which is naturally isomorphic to N(g).
Lemma 4.14. The subspace
∑
σig ≤ g is an ideal for the graded Lie bracket J, K.
Thus the bracket descends to N¯(g), and N(g) → N¯(g) is an isomorphism of chain Lie
algebras.
Proof. The calculation that
∑
σig is an ideal is standard (and the same as that given
in [Pri1] Lemma 4.16).
Definition 4.15. We say that a natural transformation F → G of functors
F,G : dgN (R)→ Set is:
1. smooth if
F (g)→ G(g) ×G(h) F (h)
is surjective for all small extensions g։ h;
2. unramified if
F (V )→ G(V )
is an isomorphism for all abelian V ;
3. e´tale if it is smooth and unramified.
Definition 4.16. Given L ∈ dgNˆ (R), define hL by
hL : dgN (R) → Set
g 7→ HomHo(dgNˆ (R))(L, g).
Definition 4.17. We say that F has a hull (L, ξ) if there exists L ∈ dgNˆ (R) and
ξ ∈ Fˆ (L) such that hL
ξ∗
−→ F is e´tale.
We say that F is homotopy pro-representable (by (L, ξ)) if hL
ξ∗
−→ F is a natural
isomorphism.
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Lemma 4.18. If F has a hull, then the hull is unique up to (non-unique) weak equiv-
alence.
Proof. As for Lemma 3.42
Proposition 4.19. Assume F satisfies the following conditions:
(R1) The natural map F (
∏
i∈I gi)→
∏
i∈I F (gi) is an isomorphism for any set {gi}i∈I
of objects of dgNˆ (R) (including the case I = ∅).
(R2) The natural map F (g×hk)→ F (g)×F (h)F (k) is surjective for all small extensions
g→ h in dgN (R).
(R3) The map F (g) → F (h) is surjective for all acyclic small extensions g → h in
dgN (R).
(R4) If V is acyclic abelian, then F (V ) = •, the one-point set.
Then F has a hull.
If in addition
(R5) F (g×h g)→ F (g)×F (h) F (g) is an isomorphism for all small extensions g→ h in
the subcategory N (R),
then F is homotopy pro-representable.
Proof. As for Proposition 3.43.
4.2 Cochain algebras
This section summarises standard results on cochain algebras, stated here in the gener-
ality we need (if R is a group, these can all be found in [KPT2]v1 §4.1).
Definition 4.20. Define DGAlg(R) to be the category of R-representations in non-
negatively graded cochain algebras. Here, a cochain algebra is a cochain complex A =⊕
i∈N0
Ai over k, equipped with an associative product Ai ×Aj → Ai+j , satisfying:
1. ab = (−1)a¯b¯ba,
2. d(ab) = (da)b+ (−1)a¯a(db),
where a¯ denotes the degree of a, mod 2, for a homogeneous, and a multiplicative identity
1 ∈ A0.
Lemma 4.21. There is a closed model structure on DGAlg(R) in which a morphism
f : A→ B is:
1. a weak equivalence if Hi(f) : Hi(A)→ Hi(B) is an isomorphism in Rep(R) for all
i;
2. a fibration if f i : Ai → Bi is a surjection for all i;
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3. a cofibration if it has LLP with respect to all trivial fibrations.
Proof. This is standard (see e.g. [KPT2]v1 Proposition 4.1).
Definition 4.22. Define dgAff(R) to be the category opposite to DGAlg(R), equipped
with the opposite model structure.
Definition 4.23. Let DGAlg(R)0 be the full subcategory of DGAlg(R) whose objects
A satisfy H0(A) = k. Let Ho(DGAlg(R))0 be the full subcategory of Ho(DGAlg(R)) on
the objects of DGAlg(R)0. Let dgAff(R)0 and Ho(dgAff(R))0 be the opposite categories
to DGAlg(R)0 and Ho(DGAlg(R))0, respectively.
Definition 4.24. Recall that the Dold-Kan correspondence gives a denormalisation
functor D from cochain complexes to cosimplicial complexes by setting
Dn(V ) =
⊕
m+s=n
1≤j1<...<js≤n
∂js . . . ∂j1V m,
where we define the ∂j and σi using the simplicial identities, subject to the conditions
that for all v ∈ V n, dv =
∑n+1
i=0 (−1)
i∂iv and σiv = 0. This functor is quasi-inverse to
the normalisation functor
Nn(V ) := {v ∈ V n : σiv = 0 ∀i}, d =
n+1∑
i=0
(−1)i∂i.
Definition 4.25. Given a bicosimplicial complex V , the Eilenberg-MacLane shuffle
product ∇ : N(diag V )→ Tot (NV ) is a quasi-isomorphism of cochain complexes given
by summing:
∇pq =
∑
(µ,ν)∈Sh(p,q)
(−1)(µ,ν)σν1h . . . σ
νq
h σ
µ1
v . . . σ
µp
v : N(V
p+q,p+q)→ (NV )pq
This is associative and commutative.
The Dold-Kan correspondence then gives, for any bi-cochain complex W , a quasi-
isomorphism
∇ := D∇N : diag (DW )→ D(TotW )
of cosimplicial complexes.
Definition 4.26. The denormalisation functor gives rise to a functor D : DGAlg(R)→
cAlg(R), with the product ∇ : Nn(diag (DA⊗DA))→ An given by
∇(a⊗ b) =
∑
p+q=n
(µ,ν)∈Sh(p,q)
(−1)(µ,ν)(σν1 . . . σνqa)(σµ1v . . . σ
µp
v b).
This extends to a product D(A)⊗D(A)→ D(A) by ∇(∂ia⊗ ∂ib) = ∂i∇(a⊗ b).
Proposition 4.27. The functor D : DGAlg(R) → cAlg(R) is a right Quillen equiva-
lence. Thus Ho(cAlg(R)) ≃ Ho(DGAlg(R)), and Ho(cAlg(R))0 ≃ Ho(DGAlg(R))0.
Proof. This is standard (as in [KPT2]v1 Proposition 4.1). The left adjoint D∗ is given
by Thom-Sullivan cochains.
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4.3 The Maurer-Cartan functor for cochains
Definition 4.28. Given a cochain algebra A ∈ DGAlg(R), and a chain Lie algebra
g ∈ dgNˆ (R), define the Maurer-Cartan space by
MC(A, g) := {ω ∈
∏
n
An+1⊗ˆ
R
gn | dω +
1
2
[ω, ω] = 0}.
Remark 4.29. The Maurer-Cartan functor is essentially the same as the functor of
twisting functions from the chain coalgebra A∨ to g, as defined in [Qui1] §B.5. It is, of
course, also the same as the classical Maurer-Cartan functor on the DGLA A⊗ˆ
R
g.
Definition 4.30. Define functors dgAff(R)
G //
dgNˆ (R)
W¯
oo
⊥
as follows. For g ∈ dgNˆ (R),
the Lie bracket gives a linear map
∧2
g → g. Write ∆ for the dual ∆: g∨ →
∧2
g∨.
This is equivalent to a map ∆: g∨[−1]→ Symm2(g∨[−1]), and we define
O(W¯g) := Symm(g∨[−1])
to be the graded polynomial ring on generators g∨[−1], with a derivation defined on
generators by D := d+∆. The Jacobi identities ensure that D2 = 0. Note that
HomdgAff(R)(SpecA, W¯ g) ∼= MC(A, g).
We define G by writing σA∨[1] for the brutal truncation (in non-negative degrees)
of A∨[1], and setting
G(A) = Lie(σA∨[1]),
the free graded Lie algebra, with differential similarly defined on generators by D :=
d+∆, ∆ here being the coproduct on A∨. Note that
HomdgNˆ (R)(G(A), g)
∼= MC(A, g),
so (G, W¯ ) form an adjoint pair. Note also that G(A) is cofibrant for all A.
Remark 4.31. The adjoint pair G ⊣ W¯ corresponds to the pair L ⊣ C given in [Qui1].
Chain Lie algebras are dual to strong homotopy commutative algebras (SHAs), so a
generating space for a cofibrant object of dgNˆ is dual to an E∞-algebra. G is then
the the canonical functor from DGAs to SHAs, by regarding a DGA as an E∞-algebra.
This construction is precisely the functor given in [Kon] for comparing DGLAs and
SHLAs (i.e. duals of graded pro-Artinian algebras) in algebro-geometric deformation
theory, making it a form of Koszul duality. The only difference between that setting
and infinitesimal topology is that for the former the algebras are Artinian, whereas in
the latter the Lie algebras are.
Definition 4.32. Given A ∈ DGAlg(R) and g ∈ dgNˆ (R), we define the gauge group
by
Gg(A, g) := exp(
∏
n
An⊗ˆ
R
gn).
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Define a gauge action of Gg(A, g) on MC(A, g) by
g(ω) := g · ω · g−1 − (dg) · g−1.
Here, a · b denotes multiplication in the universal enveloping algebra U(A⊗ˆ
R
g) of the
DGLA A⊗ˆ
R
g. That g(ω) ∈ MC(A, g) is a standard calculation (see [Kon] or [Man]).
We define the torsor space by
π(A, g) = MC(A, g)/Gg(A, g).
Lemma 4.33. Given A ∈ DGAlg(R)0 and g ∈ dgNˆ (R),
HomHo(dgAff(R))(SpecA, W¯g) = π(A, g).
Proof. The gauge functor is represented in dgAff(R) by V g := Spec (k[g∨t⊕ g∨dt]), for
t of degree 0. Observe that W¯g is fibrant and that V g → Speck is a trivial fibration
(LLP can be established using pro-nilpotence of the augmentation ideals of O(V g)→ k
and O(W¯g)→ k). The gauge action gives us a map φ : V g× W¯g→ W¯g.
We now make V g× W¯g into a path object for W¯g in dgAff(R) via the maps
W¯g
(id,1) //W¯g×H
pr1 //
φ
//W¯g,
again using pro-nilpotence of the augmentation ideals of W¯g, V g to see that (pr1, φ) is
a fibration.
Definition 4.34. Given A ∈ DGAlg(R), we may define G¯(A) ∈ dgNˆ (R) to be the hull
of π(A,−).
Remark 4.35. For an explicit description of G¯(A), take a decomposition A1 = dA0 ⊕U
as R-representations (possible since R is reductive). Then
G¯(A) = G(A)/〈U⊥〉, ,
noting that U⊥ ∼= (dA0)∨.
Proposition 4.36. If A ∈ dgAlg(R)0, then for all g ∈ sNˆ (R), the map
HomdgM(R)(G¯(A), g)→ π(A, g)
is an isomorphism, so G¯ defines a functor from Ho(dgAff(R)0) to dgM(R).
Proof. As for Proposition 3.47.
The following result can be thought of as a converse to Theorem 1.53.
Proposition 4.37. Given A ∈ DGAlg(R), there is a convergent Adams spectral se-
quence (in F̂DVect)
E1pq = (Lie−p(H˜
∗+1(A)∨))p+q =⇒ Hp+q(G¯(A)),
where H˜ denotes reduced cohomology.
Moreover, the differential
d1−1,q : H˜
q(A)∨ → (
∧2
H˜∗+1(A)∨)q−2 = ((Symm
2H˜∗(A))q)∨
is dual to the cup product on H˜∗(A).
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Proof. Define a filtration F on G¯(A) using the lower central series, so F−pG¯(A) =
ΓpG¯(A). The proof is now as for Proposition 1.13, with the description of d
1
−1,q an
immediate consequence of the definition of G¯.
Remark 4.38. When A is the homotopy type of a reduced topological space, Corollary
3.57 implies this spectral sequence is equivalent to the weight spectral sequence of
[KPT1] §3, which is only shown to converge for complex projective varieties (assuming
that all the necessary results from [KPT2]v1 have analogues in [ibid.]v2). The weight
spectral sequence was defined in the category of commutative unipotent affine group
schemes; by Tannakian duality, this is equivalent to F̂DVect. Thus it seems that Remark
1.14 might have been the only new ingredient needed to prove convergence in general.
However, whereas the weight spectral sequence is an E1 spectral sequence, the proof of
Proposition 4.37 gives an E0 spectral sequence — this additional structure is significant
for many computations.
4.4 Chain versus simplicial
Theorem 4.39. Given a cochain algebra A ∈ DGAlg(R), and g ∈ sNˆ (R), there is a
canonical isomorphism
N : MC(DA, g)→ MC(A,N(g)),
functorial in A and g. This gives us a diagram
dgAff(R)
SpecD //
G

sAff(R)
SpecD∗
oo
G

dgNˆ (R)
N∗
//
W¯
OO
sNˆ (R)
W¯
OO
Noo
in which both the outer and inner squares commute, where D∗, N∗ are the left adjoints
to D,N .
Proof. We begin by constructing the map MC(DA, g)→ MC(A,N(g)). Let G = exp(g),
so that O(G) is dual to the universal enveloping algebra U(g). Let ε : O(G)→ k be the
co-unit, with augmentation ideal I. The multiplication on O(G) gives a coproduct ρ on
I∨, with
g = ker(ρ : I∨ → I∨⊗ˆI∨),
so the Dold-Kan equivalence gives
N¯g = ker(N¯ρ : N¯I∨ → N¯(I∨⊗ˆI∨)),
for N¯ as in Lemma 4.14.
Given ω ∈ MC(DA, g), we can then regard ωn as a ring homomorphism
ωn : O(Gn)→ D
n+1(A),
giving
N(ωn) : N
nI → An+1,
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using the Maurer-Cartan identities for σi.
Now, consider the composition
Nn(I ⊗ I)→ NnI
N(ωn)
−−−−→ An+1.
The Maurer-Cartan identities for the σi show that
σµ1 . . . σµpωn(x) = ωn−p(σ
µ1−1 . . . σµp−1x),
where we set σ−1 := ε = 0 on I. Since any (p, q)-shuffle must have either µ1 = 0 or
ν1 = 0, this means that N(ωn)(xy) = 0. Thus
N(ωn) ∈ ker N¯(ρn) = A
n+1⊗ˆ
R
N¯n(g).
Lemma 4.40. N(ω) ∈ MC(A, N¯ (g)).
Proof of lemma. For x ∈ NnI, we have
dN(ω)(x) =
n+2∑
i=0
(−1)i∂iωn(x) +
n+1∑
i=0
(−1)iωn+1(∂
ix)
= ∂0ωn(x)− ∂
1ωn(x) + (∂
1ωn ⊗ ∂
0ωn)(x⊗ 1− 1⊗ x− ψ(x))
= −(∂1ωn∇∂
0ωn)ψ(x)
where ψ : I → I ⊗ I is defined by saying that
I → O(G)⊗O(G)
x 7→ x⊗ 1− 1⊗ x− ψ(x)
corresponds to
G×G → G
(g, h) 7→ gh−1.
Now, for x⊗ y ∈ Nn−1(I ⊗ I), consider
∂1ωn−1(x)⊗ ∂
0ωn−1(y) ∈ D
n+1(A) ⊗Dn+1(A).
We may write this as
∂1ωn−1(x)⊗ ∂
0ωn−1(y) = ((∂
1 − ∂0)ωn−1(x))⊗ ∂
0ωn−1(y) + ∂
0(ωn−1(x)⊗ ωn−1(y)),
noting that
((∂1 − ∂0)ωn−1(x))⊗ ∂
0ωn−1(y) ∈ N
n+1(DA⊗DA)
ωn−1(x)⊗ ωn−1(y) ∈ N
n(DA⊗DA),
thus allowing us to calculate ∇ using shuffles.
Now, ωn−1(x)∇ωn−1(y) = 0, leaving us to consider terms of the form
(σν1 . . . σνq (∂1 − ∂0)ωn−1(x))(σ
µ1 . . . σmup∂0ωn−1(y)),
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for shuffle permutations (µ, ν). Since σ0ωn−1x = 0, this expression will be 0 if ν1 = 0,
so we must have µ1 = 0. Similarly, it will then be 0 if µ2 = 1, so we must have ν1 = 0.
Setting p′ := p− 1, q′ := q − 1, ν ′i := νi+1 − 2, µ
′
i := µi+1 − 2, we get
(∂1ωn−1x)∇(∂
0ωn−1y) =
∑
p′+q′=n−1
(µ′,ν′)∈Sh(p,q)
(−1)(µ
′,ν′)ωp′(σ
ν′1 . . . σ
ν′
q′x) · ωq′(σ
µ′1 . . . σ
µ′
p′y),
=
∑
p′+q′=n−1
(N(ωp′)⊗N(ωq′))(x∇
p′q′y).
Therefore dN(ω)n is equal to the composition
Nn−1I
−ψ
−−→ Nn−1(I ⊗ I)
∇
−→
⊕
p′+q′=n−1
Np
′
I ⊗N q
′
I
N(ωp′)⊗N(ωq′ )
−−−−−−−−−−→ An+1.
Now, since N(ω) is 0 on I · I, we may replace I by I/(I · I) = g∨. Then ψ is just
dual to 12 [, ], by the Campbell-Baker-Hausdorff formula. But ∇ψ is therefore dual to
1
2J, K, so we have
dN(ω) +
1
2
Jω, ωK = 0,
giving N(ω) ∈ MC(A,N(g)), as required.
It is a straightforward exercise in the Dold-Kan correspondence to show that if g is
abelian, then ω 7→ N(ω) is an isomorphism of Maurer-Cartan spaces.
Now, for fixed A, MC(A,N(g)) is represented on sNˆ (R) by N∗G(A), which is cofi-
brant, since N∗ is left Quillen and G(A) cofibrant. MC(A,N(g)) is represented by
GD(A), which is similarly cofibrant. Thus θ gives rise to a natural map θ∗ : N∗G(A)→
GD(A) which is an isomorphism on abelianisations (considering g abelian). By consid-
ering the graded Lie algebras associated to the lower central series, we see that θ∗ is an
isomorphism, as required.
Corollary 4.41. We have the following commutative diagram of equivalences of cate-
gories:
Ho(dgAff(R))0
SpecD //
G¯

Ho(sAff(R))0
R(SpecD∗)
oo
G¯

dgM(R)
W¯
OO
LN∗ //
sM(R),
W¯
OO
N
oo
with LN∗G¯ = N∗G¯, since everything in the image of G¯ is cofibrant.
Proof. By Theorem 4.39, we know that R(SpecD∗)W¯ = W¯N . Propositions 3.47 and
4.36 then show that LN∗G¯ = G¯SpecD. Finally, Propositions 3.48, 4.27 and 4.12 show
that three sides of the square are pairs of equivalences, so the fourth must also be.
Remark 4.42. Taking R = 1, this allows us to make a direct comparison between
Sullivan’s and Quillen’s rational homotopy types. Sullivan’s is LD∗C•(X, k), while
Quillen’s homotopy type is a chain coalgebra C whose dual algebra is given by SpecC∨ =
W¯NG¯C•(X, k). This proves a generalisation of the Baues-Lemaire conjecture ([BL]
Conjecture 3.5), which was first proved by Majewski ([Maj]).
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Remark 4.43. There is a notion of minimal models in DGAlg(R)0 extending that given
for cochain algebras in [Sul]. Explicitly, M is minimal if it is cofibrant, and there are
subrepresentations V p ≤ Ap for p ≥ 1, freely generating A as a graded algebra, with
dV ⊂ (V · V ). The homotopy groups can easily be recovered from M by using the fact
that M is cofibrant, as
πn−1(G¯(M)) ∼= HomdgM(R)(G¯(k ⊕O(R)
∨[−n]ǫ), G¯(M))
∼= HomHo(DGAlg(R))(M,k ⊕O(R)
∨[−n]ǫ)
∼= (V n)∨,
for ǫ2 = 0. This recovers Deligne’s original conception of schematic homotopy groups.
However, the minimal models in dgNˆ (R) seem to be more convenient in applications,
since their generators correspond to homology rather than homotopy.
Although [KPT2]v1 Corollary 3.22 showed that schematic homotopy groups can
be recovered from the minimal DGA, an explicit formula was not proved; the missing
ingredient was a simple description of LOR(S
n ×BR) (their notation), which we have
shown is just D(k ⊕O(R)∨[−n]ǫ).
Theorem 4.44. Given a cochain algebra A ∈ DGAlg(R), and g ∈ sNˆ (R), there is a
canonical isomorphism
N : Gg(DA, g)→ Gg(A,N(g)),
functorial in A and g, which is compatible with N : MC(DA, g)→ MC(A,N(g)), in the
sense that
N(g)(N(ω)) = N(g(ω)),
for the respective gauge actions. Thus there is a canonical isomorphism N : π(DA, g)→
π(A,N(g)) of torsor spaces.
Proof. Given g ∈ Gg(A, g), define N log g to be the projection of log g onto∏
n
DnA⊗ˆ
R
N¯ng.
Since σign = σign+1,
N log g ∈
∏
n
Nn(DA)⊗ˆ
R
N¯ng =
∏
n
An⊗ˆ
R
N¯ng,
and both Lie algebra structures (using simplicial or cosimplicial shuffles) agree. Then
define Ng = exp(N log g) ∈ exp(
∏
nA
n⊗ˆ
R
N¯ng). That this is an isomorphism between
Gg(DA, g) and Gg(A,N(g)) follows from the proof of the dual Dold-Kan correspon-
dence.
Now, take ω ∈ MC(DA, g), giving
N(g(ω))n ≡ (∂0gn+1∇∂
0g−1n − 1) + ∂0gn+1∇(ωn − 1)∇∂
0g−1n
Since ∂0g ⊗ (ωn − 1) ⊗ ∂
0g−1 ∈ N(DA⊗3)⊗ˆ
R
N¯(g)⊗ˆ3, we may compute the second
term in terms of shuffles, giving∑
(−1)(ν,µ,λ)σν1 . . . σνr∂0gn+1 · σ
µ1 . . . σµq (ωn − 1) · σ
λ1 . . . σλp∂0g−1n ,
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with p + q + r = 2(n + 1). Since we must have two of ν1, µ1, λ1 being 0, and since
σ0ωn = 1, only shuffles with ν1 = λ1 = 0 contribute. The gauge and Maurer-Cartan
identities make this equal∑
(−1)(ν,µ,λ)σνr . . . σν1gn−r · σµq . . . σµ1(ωn−q − 1) · σλp . . . σλ1g
−1
n−p,
summing over shuffles with p+ q + r = 2n. This is N(g)N(ω)N(g)−1 .
For the first term, we have
N(g(1)) = (∂0gn+1∇∂
0g−1n − 1)
= ∂0(gn∇g
−1
n − 1) + (∂0gn+1 − ∂
0gn)∇∂
0g−1n .
The first term is 0, and (∂0gn+1 − ∂
0gn)∇∂
0g−1n ∈ N(DA
⊗2)⊗ˆ
R
N¯(g)⊗ˆ2, so the second
term may be computed in terms of shuffles, giving
N(g(1)) =
∑
p+q=n
(−1)(ν,µ)σν1 . . . σνq(∂0gn+1 − ∂
0gn) · σ
µ1 . . . σµp∂0g−1n
=
∑
p+q=n−1
(−1)(ν,µ)σνq . . . σν1(∂0gn+1−q − ∂
0gn−q) · σµp . . . σµ1g
−1
n−q,
using the gauge identities.
Now,
(dg)r =
r+1∑
i=0
(−1)r∂igr −
r+1∑
i=0
(−1)i∂igr+1 = ∂
0gr − ∂0gr+1,
all the other terms cancelling, so
N(g(ω)) = N(g)(N(ω)),
as required.
4.5 Differential forms
Take a topological space X and a reductive pro-algebraic groupoid R, equipped with a
morphism
ρ : X → |BR(k)|,
such that πfρ : πfX → R(k) is essentially surjective on objects and Zariski-dense on
morphisms.
Definition 4.45. Recall that O(R) has the natural structure of an R×R-representation.
Since every R-representation has an associated semisimple local system on |BR(k)|, we
will also write O(R) for the R-representation in semisimple local systems on |BR(k)|
corresponding to the R×R-representation O(R). We then define the R-representation
O(R) in semisimple local systems on X by O(R) := ρ−1O(R).
Definition 4.46. For any sheaf F on X, define
Cn(X,F ) :=
∏
f : ∆n→X
Γ(∆n, f−1F ).
Together, these form a cosimplicial complex C•(X,F ).
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Lemma 4.47. There is a canonical isomorphism
C•(X,O(R)) ∼= C•(SingX,O(R))
in cAlg(R), where the latter is defined as in Definition 3.51.
Remark 4.48. FDRep(R) is equivalent to a tensor subcategory of the category of
semisimple local systems on X. If {Vα : α ∈ I} is s set of representatives of irre-
ducible R-representations, let {Vα : α ∈ I} be the corresponding semisimple local
systems on X. Then Tannakian duality gives us an isomorphism
O(R) ∼=
⊕
α∈I
HomEndR(Vα)(Vα ⊠ k, k ⊠ Vα)
as R×R-representations. We then have an isomorphism
O(R) ∼=
⊕
α∈I
HomEndR(Vα)(Vα,Vα)
as an R-representation in local systems on X. Note that EndR(Vα) is a division algebra
of finite dimension over k, so must equal k if k is algebraically closed.
Definition 4.49. Given a manifold X, denote the sheaf of real n-forms on X by A n.
Given a real sheaf F on X, write
An(X,F ) := Γ(X,F ⊗R A
n).
Proposition 4.50. The real Malcev homotopy type of a manifold X relative to
ρ : πfX → R(R) is given in DGAlg(R) by
A•(X,O(R)).
Proof. Consider the following morphisms in cAlg(R):
C•(X,O(R))→ diag C•(X,O(R)⊗R DA
•)← Γ(X,O(R)⊗R DA
•) = DA•(X,O(R)).
Taking cohomology, we have
H∗(X,O(R))→ H∗(X,O(R) ⊗R A
•)← H∗(A•(O(R))).
The first arrow is an isomorphism as R→ A • is a resolution. The second is an isomor-
phism as A n is flabby. Therefore C•(X,O(R)) is weakly equivalent to DA•(X,O(R)),
as required.
Remark 4.51. In the notation of Remark 4.48,
A•(X,O(R)) ∼=
⊕
α∈I
HomEndR(Vα)(Vα, A
•(X,Vα)).
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5 Automorphisms and formality
Definition 5.1. Given a reductive pro-algebraic groupoid R, we say that A ∈
DGAlg(R) is formal if it is weakly equivalent to its cohomology algebra H∗(A).
Definition 5.2. We say that the Malcev homotopy type (X, ρ)Mal of a topological space
X relative to a Zariski-dense homomorphism ρ : πfX → R is formal if LD
∗C•(X,O(R))
is formal. We say that the pro-algebraic homotopy type of a topological space X is
formal if (X, ρ)Mal is formal for ρ : πfX → (πfX)
red.
Proposition 5.3. If (X, ρ)Mal is formal, then NRuG(X, ρ)
Mal ∈ dgNˆ (R) is weakly
equivalent to the free chain Lie algebra G¯(H∗(X,O(R))) generated in degree n by
Hn+1(X,O(R))∨, with differential defined on generators by the coproduct
∆: Hn+1(X,O(R))∨ →
∏
a+b=n−1
Ha+1(X,O(R))∨⊗ˆHb+1(X,O(R))∨,
so
̟n(X
ρ,Mal) = Hn−1G¯(H
∗(X,O(R)))
for n > 1, and
Ru̟1(X
ρ,Mal) = H0G¯(H
∗(X,O(R))).
Proof. Since LD∗C•(X,O(R)) is formal, it is weakly equivalent to H∗(X,O(R)). Now
apply corollary 4.41, observing that the chain Lie algebra described above is just
G¯(H∗(X,O(R))).
Remark 5.4. If the pro-algebraic homotopy type is formal, we can therefore describe the
pro-algebraic homotopy groups explicitly in terms of the cohomology ring. This implies
the result in [Pri3] that formality ensures the unipotent radical of the pro-algebraic
fundamental group is quadratically presented.
Theorem 5.5. The real pro-algebraic homotopy type of a compact Ka¨hler manifold X
is formal.
Proof. By Proposition 4.50, the real homotopy type of X relative to R := (̟fX)
red is
given by the R-cochain algebra A•(X,O(R)) of differential forms. As in [Pri3] Theo-
rem 6.1 (or equivalently [KPT1] Corollary 2.1.3), consider the following morphisms of
cochain algebras:
A•(X,O(R))← (Zdc(A
∗(X,O(R))), d) → (H∗dc(X,O(R)), d),
where dc := iD′K − iD
′′
K is defined in terms of the harmonic metric K. For any point
x ∈ X, O(R)(x) corresponds to a representation of (̟1(X,x))
red, so is a directed sum
of finite-dimensional semisimple local systems on X. The principle of two types ([Sim]
Lemmas 2.1 and 2.2, using the ddc lemma instead of the ∂∂¯ lemma) thus shows that
these morphisms are quasi-isomorphisms, and that d = 0 on Hdc(A(V )).
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5.1 Automorphisms and weights
Definition 5.6. Given a pro-algebraic simplicial group G, define cRep(G) to be
the category of cosimplicial O(G)-comodules, so that dualisation gives a contravari-
ant equivalence between cRep(G) and sF̂DRep(G). Given V ∈ cRep(G), define
Hi(G,V ) := Hi(RiΓV ), where RiΓ is the right-derived invariant functor from cRep(G)
to cVect. The dualisation correspondence then gives an isomorphism
Hi(G,V )∨ ∼= Hi(G,V
∨).
In particular, if V is a semisimple πfX-representation with corresponding local system
V, then the results of §3 imply that
Hi(G(X)alg, V ) ∼= Hi(X,V).
Definition 5.7. Given g ∈ dgNˆ (R), and a chain complex V ∈ dgF̂DRep(R) equipped
with the structure of a g-module, we now define the chain complex Der•(g, V ) of deriva-
tions. For each integer n,
Dern(g, V )
consists of all degree n derivations, i.e. maps θi : g→ Vn+i such that
θi+j([a, b]) = [θia, b] + (−1)
in[a, θjb].
We then define the differential D on Der•(g, V ) by Dθ = dθ − (−1)
θ¯θd. Note that if V
is an ideal in g, then Der•(g, V ) has the natural structure of a chain Lie algebra.
Definition 5.8. Given a k-algebra A, we say that a Lie coalgebra C over A is ind-
conilpotent if it is a union of conilpotent Lie coalgebras. Define NˆA to be opposite to
the category of ind-conilpotent Lie coalgebras over A. For a reductive pro-algebraic
groupoid R over k, let NˆA(R) be the category of R-representations in NˆA.
Similarly, let dgNˆA(R) be the category of R-representations in the opposite category
dgNˆA to the category of ind-conilpotent N0-graded cochain Lie coalgebras over A. Let
sNˆA(R) be the category of simplicial objects in NˆA(R).
Note that Nˆk(R) ∼= Nˆ (R), and that there is a continuous functor Nˆ (R) → NˆA(R)
given by C∨ 7→ (C ⊗k A)
∨. We denote this by g 7→ g⊗ˆA.
Recall that there are cofibrantly generated model structures on the categories
cModA(R) and DGModA(R) of R-representations in cosimplicial A-modules and N0-
graded cochain A-modules, in which fibrations are surjections, and weak equivalences
are isomorphisms on cohomology. Dualisation allows us to regard ModA(R)
opp as the
category of A∨-comodules over F̂DVectk.
Lemma 5.9. There is a closed model structure on dgNˆA(R) (resp. sNˆA(R)) in which
a morphism f : g→ h is a fibration or a weak equivalence whenever the underlying map
f∨ : h∨ → g∨ in DGModA(R) (resp. cModA(R)) is a cofibration or a weak equivalence.
Proof (sketch). The only non-trivial axioms are factorisation. Let F :
(DGModA(R))
opp → dgNˆA(R) be left adjoint to the forgetful functor. Observe that
whenever f : M → N is a fibration (resp. a trivial fibration) in (DGModA(R))
opp,
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F (f∨) is a cofibration (resp. a trivial cofibration). The idea behind the proof is to
regard these as the generating cofibrations (resp. generating trivial cofibrations). Al-
though the domains of these maps do not satisfy the small object argument in its usual
form, nilpotence allows us to simplify the construction. Explicitly, we inductively con-
struct direct systems g(m) with the property that g(n)/Γng
(n) → g(m)/Γng
(m) is an
isomorphism for all m ≥ n, and note that F (M∨) is small relative to systems of this
form.
Definition 5.10. Define the category dgMA(R) to have the same objects as dgNˆA(R),
with morphisms given by
HomdgMA(R)(g, h) = HomHo(dgNˆA(R))(g, h)/ exp(h
R
0 ),
where hR0 is the sub-Lie algebra of h0(A) fixed by R, acting by conjugation on the set
of homomorphisms. Define sMA(R) as a quotient of Ho(sNˆA(R)) similarly.
Proposition 5.11. The normalisation functor N : sNˆA(R) → dgNˆA(R) is a right
Quillen equivalence. Thus Ho(sNˆA(R)) ≃ Ho(dgNˆA(R)), and sMA(R) ≃ dgMA(R).
Proof. As for [Qui1] Theorem II.5.4.
Definition 5.12. Given g ∈ sNˆR, define a group-valued functor OutR(g) on the cate-
gory of k-algebras by setting
OutR(g)(A) := AutsMA(R)(g⊗ˆA).
Given G ∈ sE(R), define ROut(G) := OutR(Ru(G)), noting that
ROut(G)(k) ∼= AutHo(sE(R))(G).
For G ∈ sAGpd, set ROut(G) := OutGred(Ru(G)).
Theorem 5.13. If G ∈ sE(R) is such that Hi(G,V ) is finite-dimensional for all i and
all finite-dimensional irreducible R-representations V , then the group-valued functor
ROut(G)
is represented by a pro-algebraic group over k. The map
ROut(G)→
∏
i
AutR(H
i(G,O(R)))
of pro-algebraic groups has pro-unipotent kernel.
Proof. As in Proposition 4.7, take a minimal model m for NRu(G). Since m is cofibrant,
the map
AutdgNˆA(R)(m⊗ˆA)→ AutdgMA(R)(m⊗ˆA)
∼= ROut(G)(A)
is surjective.
The group-valued functor AutdgNˆ (R)(m), given by
A 7→ AutdgNˆA(R)(m⊗ˆA)
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is a closed subgroup of the functor AutR(m) given by
A 7→ AutR,A(m⊗ˆA),
which is a filtered direct limit of affine schemes, by the definition of a pro-category. In
order to show that AutdgNˆ (R)(m) is a pro-algebraic group, it will suffice to show that it
is an affine scheme.
Now let mab = m/[m,m], so that
mabi
∼= Hi+1(Ru(G), k) ∼= Hi+1(G,O(R)
∨),
since R is reductive (so Hi(G,V ) ∼= Hi(Ru(G), k)⊗ˆRV ).
Let I be a set of representatives of irreducible R-representations. The canonical
decomposition for mab is then
mabi
∼=
∏
α∈I
(mabi )
α,
where each (mabi )
α is a product of copies of the irreducible Vα. From Remark 4.48 and
the finiteness hypotheses on H∗(G,Vα), it follows that (m
ab
i )
α is finite-dimensional.
Now, a choice of Lie algebra generators for m (isomorphic to mab) gives an embedding
AutdgNˆ (R)(m) ⊂
∏
α,i
HomR((m
ab
i )
α, (mi)
α),
which is an affine scheme, since (mabi )
α is finite-dimensional. This proves that the
group-valued functor AutsNˆ (R)(m) is pro-algebraic.
The rest of the proof is an adapted from [Sul] §6. The lower central series filtration
Γnm on m gives a filtration on AutdgNˆ (R)(m), namely
FnAutdgNˆ (R)(m) = ker(AutdgNˆ (R)(m)→ AutdgNˆ (R)(m/Γn+1m)),
making F 1AutdgNˆ (R)(m) into a pro-unipotent group. The associated Lie algebra is
Z0Der•(m, [m,m]) = ker(D : Der0(m, [m,m])→ Der−1(m, [m,m])).
Note that the subspace
DDer1(m,m) ≤ Z0Der(m,m)
is an ideal in Z0Der(m, [m,m]) (since minimality implies dm ≤ [m,m]). Studying the
path object in dgNˆA(R) from Lemma 4.9, we see that
ker(AutdgNˆ (R)(m)→ AutHo(dgNˆ (R))(m)) = exp(DDer1(m,m)).
Inner derivations give us a map ad from mR onto an ideal of Z0Der•(m, [m,m]), and
so
ker(AutdgNˆ (R)(m)→ AutdgM(R)(m)) = exp(DDer1(m,m) + adm
R).
Therefore AutdgM(R)(m) is the pro-algebraic group
AutdgM(R)(m) = AutdgNˆ (R)(m)/ exp(DDer1(m,m) + adm
R),
with
ker(AutdgM(R)(m)→ AutR(m
ab))
a quotient of the pro-unipotent group F 1AutdgNˆ (R)(m), as required.
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Corollary 5.14. If X is a finite simplicial complex and ρ : πfX → R(k) essentially
surjective on objects and Zariski-dense on morphisms, then AutHo(sE(R))(G(X, ρ)
Mal) is
a pro-algebraic group, with
ker(AutHo(sE(R))(G(X, ρ)
Mal)→ AutR(H
∗(X,O(R))))
pro-unipotent.
Definition 5.15. Given G as above, define a weight decomposition on G ∈ sE(R) to
be a morphism
Gm → ROut(G)
of pro-algebraic groups.
Lemma 5.16. A weight decomposition on G ∈ sE(R) gives rise to weight decomposi-
tions on the homotopy groups πnG, unique up to conjugation by Ru(π0G).
Proof. Observe that there is a canonical map
ROut(G)→ AutR(πnG)/Ru(G0) = AutR(πnG)/Ru(π0G).
Since Ru(π0G) is pro-unipotent and Gm reductive, the weight decomposition Gm →
ROut(G) lifts to a map Gm → AutR(πnG). The representation theory of Gm then gives
us a decomposition
πnG =
∏
i∈Z
(πnG)
i,
where (πnG)
i is the subspace of πnG consisting of those v for which λ(v) = λ
iv, for
λ ∈ Gm.
Corollary 5.17. If (X, ρ)Mal is formal, then there is a natural weight decomposition
on the homotopy groups ̟n(X, ρ)
Mal, unique up to conjugation by Ru(̟1(X, ρ)
Mal).
Proof. Since (X, ρ)Mal is formal, there is an isomorphism
AutHo(sE(R)(G) ∼= AutHo(DGAlg(R))(H
∗(X,O(R))),
and we define the weight decomposition
Gm → AutHo(DGAlg(R))(H
∗(X,O(R)))
by setting Hi(X,O(R)) to be of weight i.
Remarks 5.18. 1. If X is a compact Ka¨hler manifold, this weight decomposition
for homotopy groups extends the weight decompositions of [DGMS] to the non-
simply-connected case. Note that if X also satisfies the conditions of Theorem
3.21, then these pro-algebraic homotopy groups are just πn(X,x)⊗Z R.
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2. In [Pri2], we see that the weight decomposition on the real pro-algebraic homotopy
type of a compact Ka¨hler manifold X can be extended to an analytic map
C∗ → HomHo(S)(X, W¯G(X)
alg),
giving a real Hodge structure in the sense of [Del]. In fact, it is shown that the
pro-algebraic homotopy type of any (simplicial) proper variety has a real Hodge
structure in this sense. The C∗ action becomes algebraic on taking the Malcev
completion relative to the groupoid R defined by the property that Rep(R) ⊂
Rep((̟fX)
red) is the full subcategory whose objects underlie variations of Hodge
structure.
3. Even if X is formal, the map AutHo(sE(R))(G(X, ρ)
Mal)→ AutR(H
∗(X,O(R)) need
not be injective, since H∗(X,O(R)) is not in general cofibrant as a cochain algebra.
However, abelian varieties give a notable class of examples for which H∗(X,O(R))
is cofibrant.
Proposition 5.19. If k ⊂ K is a finite extension of fields and X is any simplicial set,
then G(X)alg,K = G(X)alg,k ⊗k K.
Proof. Since K/k is a finite extension, for any pro-algebraic group H over K, we may
define, by Weil extension of scalars, a pro-algebraic groupHK/k over k, with the property
that HK/k(A) = H(R⊗k A) for all k-algebras A. Then, for any H ∈ sAGpdK , we have
HomsAGpdK (G(X)
alg,K ,H) = HomsGpd(G(X),H(K))
= HomsGpd(G(X),HK/k(k))
= HomsAGpdk(G(X)
alg,k,HK/k)
= HomsAGpdK (G(X)
alg,k ⊗k K,H),
as required.
Corollary 5.20. The complex pro-algebraic homotopy type of a compact Ka¨hler mani-
fold is formal.
5.2 Rational formality
Let k ⊂ K be an extension of fields in characteristic 0 and R a reductive pro-algebraic
groupoid over k. Denote by R ⊗k K the pro-algebraic groupoid over K with the same
objects as R, and O(R⊗kK)(x, y) = O(R)(x, y)⊗kK. Fix a representation ρ : πfX →
R(k)), essentially surjective on objects and Zariski-dense on morphisms. Write ρK for
the corresponding morphism ρK : πfX → (R ⊗k K)(K) = R(K). Assume that X
satisfies the hypotheses of Theorem 5.13.
Theorem 5.21. If (X, ρK)
Mal has a weight decomposition W such that the induced
weight decomposition on H∗(X,O(R))⊗kK is k-rational (i.e. comes from a Gm-action
on H∗(X,O(R)) over k), then there is a (non-canonical) weight decomposition W ′ on
(X, ρ)Mal with the property that W,W ′ agree on H∗(X,O(R)) ⊗k K.
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Proof. We adapt the ideas of [Mor] §10. We have a morphism
W : Gm → AutHo(sE(R)(G(X, ρK)
Mal) ∼= AutHo(DGAlg(R))0(C
•(X,O(R))) ⊗k K.
Let H be the image of
AutHo(DGAlg(R))0(C
•(X,O(R)))→ AutR(H
∗(X,O(R))).
By hypothesis, the quotient map W¯ : Gm → H ⊗kK comes from some map W¯ : Gm →
H. By Theorem 5.13, we know that AutHo(DGAlg(R))0(C
•(X,O(R))) → H is a unipotent
extension. Since Gm is reductive, we may therefore lift W¯ to some map
W ′ : Gm → AutHo(DGAlg(R))0(C
•(X,O(R))),
as required.
The following is a partial generalisation of [Sul] Theorem 12.1, which covers the case
R = 1:
Corollary 5.22. If (X, ρK)
Mal is formal and X satisfies the hypotheses of Theorem
5.13, then (X, ρ)Mal is formal.
Proof. The weight decomposition on (X, ρ)Mal gives a weight decomposition on the
minimal model m, with mi/[mi,mi] pure of weight −i − 1. Since [m,m]i is of lower
weights, we have a unique choice of homogeneous generators Vi =W−i−1mi ⊂ mi. The
differential must preserve the weight decomposition, so d : Vi−1 →
⊕
a+b=i[Va−1, Vb−1].
Since Vi−1 ∼= H
i(X,O(R))∨, Proposition 4.37 shows that d must be dual to the cup
product. Therefore
m ∼= G¯(H∗(X,O(R)),
so (X, ρ)Mal is formal.
Corollary 5.23. If X is formal over K, then X is formal over all subfields k of K.
Proof. First observe that formality of X over (̟fX)
red implies formality of X over all
of its quotients R, since
C•(X,O(R)) = C•(X,O(̟fX
red))⊗̟fX
red
O(R).
Now (̟fX)
red
k ⊗k K is a quotient of (̟fX)
red
K , since
Rep((̟fX)
red
k ⊗k K) ⊂ Rep((̟fX)
red
K ).
consists of those semisimple K-local systems V on X with V =W⊗kK, forW a k-local
system. Taking R = (̟fX)
red
k ⊗k K completes the proof.
Lemma 5.24. If K = lim−→Kα is a filtered direct limit of fields, and G is a finitely
presented abstract groupoid, then
Galg,K = lim
←−
Galg,Kα ⊗Kα K.
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Proof. For any H ∈ AGpdQ we have
HomGpd(G,H(K)) = lim−→
HomGpd(G,H(Kα)),
since G is finitely presented.
Consider the filtered direct system of categories
FDRep(Galg,Kα)
⊗KαKβ−−−−−→ FDRep(Galg,Kβ),
multi-fibred over the filtered direct system
sVect(Kα)
⊗KαKβ−−−−−→ sVect(Kβ).
Since FDRep(Galg,Kα) is just the category of G-representations in Kα-vector spaces,
finite presentation then implies that
lim
−→
sFDRep(G(X)alg,Kα)→ sFDRep(G(X)alg,K)
is an equivalence.
The result now follows by Tannakian duality.
Proposition 5.25. If K = lim−→Kα is a filtered direct limit of fields, and X a finite
simplicial set, then
G(X)alg,K = lim←−G(X)
alg,Kα ⊗Kα K.
In particular, if k ⊂ K is a union of finite extensions, then
G(X)alg,K = G(X)alg,k ⊗k K,
so homotopy types over Q and Q¯ are the same.
Proof. Since G(X) is finitely presented, G(X)n is finitely presented for all n, and
πfG(X) is also finitely presented. Therefore
(G(X)n)
alg,K = lim←−(G(X)n)
alg,Kα ⊗Kα K, πfG(X)
alg,K = lim←−πfG(X)
alg,Kα ⊗Kα K.
As (G(X)alg)n is the pro-unipotent completion of (G(X)n)
alg → πfG(X)
alg, the
result follows.
Corollary 5.26. Assume that K = lim−→Kα and X is a finite simplicial set, with weight
decompositions on each G(X)alg,Kα, such that the induced weight decompositions on
cohomology are compatible with the maps
H∗(X,O(G(X)red,Kβ))→ H∗(X,O(G(X)red,Kα))⊗Kα Kβ,
for every field extension Kα ⊂ Kβ. Then there is a weight decomposition on
G(X)alg,K ,
compatible on cohomology with the weight decompositions on the H∗(X,O(G(X)red,Kα)).
69
Proof. Let G = G(X). By Proposition 5.25,
Im (Aut(Galg,K)Gred,K → AutGred,K (H
∗(X,O(Gred,K))))
= lim←− Im (Aut(G
alg,Kα)Gred,Kα → AutGred,Kα (H
∗(X,O(Gred,Kα)))) ⊗Kα K.
The hypotheses give us a morphism from Gm to the latter group, and hence to the
former group. Theorem 5.13 now completes the proof.
Corollary 5.27. The pro-algebraic homotopy type of a compact Ka¨hler manifold is
formal over any field K of characteristic zero.
Proof. We may write K = lim
−→
Kα, with Kα of finite transcendence degree over Q.
Therefore Kα is isomorphic to a subfield of C, so G(X)
alg,Kα is formal, using Theorem
5.5. This gives us a weight decomposition on Galg,K , and the proof of Corollary 5.22
applies.
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