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Abstract 
 
The urban forest is becoming increasingly important in the contexts of urban green space and 
recreation, carbon sequestration and emission offsets, and socio-economic impacts. In addition 
to aesthetic value, these green spaces remove airborne pollutants, preserve natural resources, 
and mitigate adverse climate changes, among other benefits. A great deal of attention recently 
has been paid to urban forest management. However, the comprehensive monitoring of urban 
vegetation for carbon sequestration and storage is an under-explored research area. Such an 
assessment of carbon stores often requires information at the individual tree level, necessitating 
the proper masking of vegetation from the built environment, as well as delineation of 
individual tree crowns. As an alternative to expensive and time-consuming manual surveys, 
remote sensing can be used effectively in characterizing the urban vegetation and man-made 
objects.  
Many studies in this field have made use of aerial and multispectral/hyperspectral 
imagery over cities. The emergence of light detection and ranging (LiDAR) technology, 
however, has provided new impetus to the effort of extracting objects and characterizing their 
3D attributes - LiDAR has been used successfully to model buildings and urban trees. However, 
challenges remain when using such structural information only, and researchers have 
investigated the use of fusion-based approaches that combine LiDAR and aerial imagery to 
extract objects, thereby allowing the complementary characteristics of the two modalities to be 
utilized.  
In this study, a fusion-based classification method was implemented between high 
spatial resolution aerial color (RGB) imagery and co-registered LiDAR point clouds to classify 
urban vegetation and buildings from other urban classes/cover types. Structural, as well as 
 vii 
 
spectral features, were used in the classification method. These features included height, 
flatness, and the distribution of normal surface vectors from LiDAR data, along with a non-
calibrated LiDAR-based vegetation index, derived from combining LiDAR intensity at 1064 
nm with the red channel of the RGB imagery. This novel index was dubbed the LiDAR-infused 
difference vegetation index (LDVI). Classification results indicated good separation between 
buildings and vegetation, with an overall accuracy of 92% and a kappa statistic of 0.85.   
A multi-tiered delineation algorithm subsequently was developed to extract individual 
tree crowns from the identified tree clusters, followed by the application of species-independent 
biomass models based on LiDAR-derived tree attributes in regression analysis. These LiDAR-
based biomass assessments were conducted for individual trees, as well as for clusters of trees, 
in cases where proper delineation of individual trees was impossible. The detection accuracy of 
the tree delineation algorithm was 70%. The LiDAR-derived biomass estimates were validated 
against allometry-based biomass estimates that were computed from field-measured tree data. 
It was found out that LiDAR-derived tree volume, area, and different distribution parameters 
of height (e.g., maximum height, mean of height) are important to model biomass.  The best 
biomass model for the tree clusters and the individual trees showed an adjusted R2 value of 0.93 
and 0.58, respectively.  
The results of this study showed that the developed fusion-based classification approach 
using LiDAR and aerial color (RGB) imagery is capable of producing good object detection 
accuracy. It was concluded that the LDVI can be used in vegetation detection and can act as a 
substitute for the normalized difference vegetation index (NDVI), when near-infrared 
multiband imagery is not available. Furthermore, the utility of LiDAR for characterizing the 
urban forest and associated biomass was proven. This work could have significant impact on 
 viii 
 
the rapid and accurate assessment of urban green spaces and associated carbon monitoring and 
management.   
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Chapter 1   Introduction 
 
With the recent growth trends in the global economy and corresponding urbanization, and 
general rural industrialization, the global carbon cycle has attracted an increasing amount of 
attention. It has been noted that urban areas contribute significantly towards global carbon 
emissions. However, vegetation in these urban areas acts as a carbon sink and sequestrates a 
large amount of carbon produced by the city in the form of tree biomass. According to Heath 
et al. (2011), the urban forest sequesters 14% of the total sequestered carbon in the USA on an 
annual basis. Therefore, a comparative estimation between the produced and sequestrated 
carbon in a city would be helpful for management, planning, and strategic policy making 
purposes. While a number of studies have been conducted on carbon emission from cities (e.g., 
Baiocchi and Minx, 2010; Hillman and Ramaswami, 2010), empirical analysis of carbon 
storage in urban vegetation is lacking.  A comprehensive monitoring framework for urban 
woody resources therefore is required to manage carbon sequestration and storage, and to 
mitigate adverse environmental changes via natural resource management strategies. Such an 
assessment requires up-to-date information of vegetation (trees) over large areas. A manual 
survey traditionally is the most unbiased method to collect different tree statistics, but it is time 
consuming, costly, tedious, and difficult to perform for regular monitoring purposes (van Aardt 
et al., 2006). Remote sensing could provide a solution to this problem, since terrestrial, airborne, 
and spaceborne sensors can rapidly collect data over larger areas at less expense, and help to 
construct an urban forest inventory which covers public and private spaces. However, 
monitoring and managing of vegetation using remotely sensed data requires proper delineation 
of vegetation from the built areas. In fact, developments in sensor technology over the past few 
 2 
 
decades have bolstered our ability to provide high spatial resolution multispectral/hyperspectral 
imagery, which constitute some of the most popular data sources for object identification. Many 
studies have used such data over cities for various applications. However, it remains largely 
impossible to acquire accurate 3D statistics of urban objects, especially for trees and buildings 
using only non-stereo optical imagery. For the purposes of 3D quantification, researches and 
practitioners have traditionally used stereo imagery and more recently, light detection and 
ranging (LiDAR). 
Introduced in the 1980’s, LiDAR has gained traction for the characterization of 3D 
structure and land cover classification (Axelsson, 1999; Charaniya et al., 2004). Dense 3D 
LiDAR point clouds, or x, y, z (height) data points, are used extensively to produce accurate, 
high-resolution digital elevation models (DEM) of the Earth’s surface (Axelsson, 2000; Forlani 
et al., 2006). The 3D surface features extracted from LiDAR point clouds also can contribute 
to the classification of different terrestrial objects, such as buildings, trees, roads, and power-
lines (Brennan and Webster, 2006; Dinis et al., 2010). However, object identification solely 
based on 3D structure is difficult, and hence integration of spectral characteristics is beneficial 
for better classification. Numerous studies have also evaluated such data fusion, i.e., including 
multiple remote sensing modalities in the assessment process (e.g., Haala et al., 1998; Chen et 
al., 2009). 
Fusion of LiDAR and aerial imagery is becoming popular in object detection. The 
combination of complementary spectral and structural information from the imagery and 
LiDAR, respectively, provides a better result in object detection and delineation. In many 
studies, LiDAR data, along with multispectral imagery, were used for building reconstruction 
in an urban scene (Haala et al., 1998; Sohn et al., 2007; Chen et al., 2009).  Not limited to 
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extraction and detection of buildings, a fusion-based approach is a popular choice for studies 
related to vegetation quantification and qualification (classification). Ke et al. (2010) integrated 
Quickbird multispectral imagery with LiDAR to perform segmentation and subsequent object-
based classification in order to identify different tree species in a forest environment. They 
found the use of multispectral imagery, along with LiDAR data, leads to better forest 
classification results, compared to using either data-source independently. Another fusion-
based tree extraction method in urban settlements was proposed by Secord and Zakhor (2010). 
However, for any fusion-based study an important step is the geometric co-registration of 
remote sensing datasets – improper registration can lead to erroneous results. Many studies have 
investigated such co-registration of LiDAR and imagery.  For example, Mastin et al. (2009) 
used a mutual information based method, while Habib et al. (2004) and Deng et al. (2008) used 
common features such as straight lines, corners, building roof tops for registering LiDAR and 
imagery. Regardless of all of these attempts, the distinct and disparate nature of these data 
makes co-registration a challenging problem for LiDAR and imagery remote sensing 
modalities. 
In fusion-based studies, LiDAR often is combined with hyperspectral or multispectral 
imagery to achieve improved land cover classification and object delineation and quantification. 
However, in the majority of commercial applications, economic constraints often require that 
expensive hyperspectral or multispectral sensors are replaced with a low cost RGB (color) 
camera, and this LiDAR-RGB camera combination has become a ubiquitous operational set-
up.  
With this operational constraint in mind, this study adopted a fusion-based approach 
between high spatial resolution aerial color (RGB) imagery and dense discrete return LiDAR 
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data to classify urban vegetation and buildings from other urban cover-types towards improving 
classification results. A registration method was implemented between these two data 
modalities to fully exploit their complementary information. Utilizing the structural regularities 
demonstrated by the building roof-tops or any other man-made object, a region-growing 
algorithm was developed to detect building regions. In the case of vegetation detection, a novel 
vegetation index was formed by combining the red band of RGB imagery and the un-calibrated 
LiDAR intensity at 1064 nm. This vegetation index is termed as LiDAR-infused difference 
vegetation index (LDVI). The performance of the classification method was assessed based on 
manually digitized vector (GIS) files. This fusion-based classification study constituted a 
precursory step to develop a comprehensive and accurate assessment of the urban woody 
biomass and by extension, urban forest carbon. Tree-level biomass estimation is often required 
in urban environments, due to heterogeneous growth pattern, shape, and species of trees. A 
multi-tiered delineation algorithm was designed, which can extract individual trees from the 
classified vegetation points. Different tree parameters, extracted from LiDAR data, were used 
to form biomass models in regression analysis for both tree clusters and individual trees, and 
validation of these models were done against allometric-based (field-measured) biomass 
models.  
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1.1. Objectives 
 
The broad objectives of this study were 
 To assess the utility of fusing LiDAR point clouds and aerial color (RGB) imagery 
for classifying the urban forest and building objects.   
 To evaluate the efficacy of LiDAR-based metrics toward quantification of an urban 
forest, i.e., to compare LiDAR-estimated tree parameters with the field collected 
data.  
 To determine the utility of a biomass model based on LiDAR-derived tree 
parameters. 
 
A number of steps were required for this study, as outlined below: 
 
i. Selection of the study area: To assess the robustness of the building and vegetation 
extraction algorithm, different study areas with buildings and vegetation of 
different types, shapes, and sizes were chosen carefully. 
ii. Preprocessing of LiDAR data: The gross outliers from LiDAR were removed. 
iii. Co-registration of LiDAR with aerial (RGB) imagery: A co-registration was 
performed to remove the misalignment between the LiDAR and aerial imagery.  
iv. Vegetation and building detection and extraction: A fusion-based algorithm was 
developed to detect and extract buildings and vegetation from an urban scene.  
v. Validation of classification: Validation of building and tree classification results 
was performed by using manually digitized vector shape (GIS) file from high 
resolution aerial (RGB) imagery. 
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vi. Estimation of different tree parameters and biomass: Estimation of different tree 
parameters was performed after individual tree crown delineation. 
vii. Biomass model estimation: Biomass models were developed based on LiDAR-
derived tree parameters for both individual trees and tree clusters/groups. 
viii. Validation: Validation of biomass models were performed against the allometric-
based, field-measured biomass values.  
 
Assumptions and limitations: 
 
The following assumptions apply to this study, towards avoiding ambiguity: 
i. For urban vegetation detection and characterization, we only considered the woody 
vegetation resources with heights greater than 2m.  
ii. The classification method was designed to recognize three different cover classes 
namely, urban buildings/other man-made objects, urban vegetation (definition of 
vegetation given above), and an “other” class, where “other” represents any object 
which does not belong to the first two classes. 
iii. For individual tree crown delineation, trees with crown radius > 1m were 
considered.  
iv. The 2D projection of tree crown shape was defined as a circle.  
v. This research does not account for difference between tree species; i.e., this study 
focuses on individual tree crown delineation and biomass estimation for urban 
woody resources, irrespective of tree species.  
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Before utilizing LiDAR and high spatial resolution RGB imagery in the urban object 
extraction and quantification study, a literature review was done to understand current state-of-
the-art techniques. LiDAR technology and its working principles also were thoroughly studied. 
In summary and according to the requirements of our study, these are the past research areas 
that we explored: object classification using LiDAR and aerial imagery, LiDAR in forestry 
applications, and registration of LiDAR and aerial imagery.  
 
1.2. Light Detection and Ranging (LiDAR) Remote Sensing 
 
LiDAR is an active remote sensing technique, which emits light in the form of laser 
pulse towards an object of interest, and from the received backscattered pulse, the object 
distance is determined. The backscattered radiation from the object reveals the properties and/or 
position of the objects. The basic principle of LiDAR is similar to that of RAdio Detection and 
Ranging (RADAR), which is why LiDAR is sometimes referred to as “laser RADAR”. The 
difference lies in the wavelength of the radiation used in these two systems. RADAR uses radio 
frequency wavelengths, whereas LiDAR uses light waves generated by laser (Argall and Sica, 
2003). The major application of LiDAR is in earth atmospheric and bathymetry related studies. 
Other than that, LiDAR has been extensively used for collecting dense topographical data over 
different landscapes. A LiDAR instrument is generally fitted to small aircraft, satellites, or on 
a ground platform for surveying and mapping purposes (Terrapoint, 2008).  
The basic operating principle of LiDAR is relatively simple: the LiDAR sensor fires a 
laser pulse through the transmitter towards a target, and the reflected energy from the target is 
propagated back to the sensor and detected by the receiver, as illustrated in Figure 1.1. 
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Figure 1.1 Principle of range measurement by LiDAR 
 
Based on the speed of light (𝑐 ≈ 2.998 .  108 [𝑚𝑠−1]), the distance, (D), between the 
transmitter and the target can be determined using the recorded round trip travel time (t), via 
the simple equation given by 
                                                                      𝐷 =
𝑐.𝑡
2
                                                     (1.1) 
Other than the transmitter and receiver, a LiDAR system comprises a Global Positioning 
System (GPS) and an Inertial Navigation System (INS). At any particular flight time the 
accurate position of the aircraft is determined by the GPS system, whereas the INS system 
measures the roll, pitch, and yaw (attitude) of the aircraft. Therefore, by combining the range 
measurement (D), the position at which the pulse was fired, and the absolute location of the 
sensor on or above the Earth’s surface, the accurate 3D position of any point of interaction can 
be determined (Lohani, 2010). 
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Figure 1.2 A LiDAR instrument mounted to a fixed-wing aircraft. Combining the range, scan angle, laser 
position from GPS, and laser orientation from the INS, accurate X, Y, Z ground coordinates can be calculated 
for each laser pulse (Lohani, 2010). 
 
With the advancement of the technology, LiDAR sensors now are capable of emitting 
pulses at rates of a few pulses per second (Hz-level) to hundreds of thousands pulses per second 
(kHz-level). Multiple-pulses-in-air technology (MPiA) allows the airborne LiDAR systems to 
utilize higher pulse rates by firing a second pulse prior to receiving the previous one, thus 
doubling the pulse rate (Roth and Thompson, 2008). More advanced LiDAR instruments are 
capable of sampling the Earth’s surface at a sampling rate of up to 500 KHz (i.e., 500,000 pulses 
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per second). With this higher sampling frequency, the scan result of the LiDAR system is a 
collection of densely spaced elevation points, often referred to as point clouds. Each LiDAR 
point comprises an X, Y, Z coordinate and intensity information, which can generate an accurate 
3D representation of Earth’s surface. 
 
1.3. Digital surface model (DSM), digital elevation model (DEM)  and normalized digital 
surface model (nDSM) 
 
The raw 3D point clouds obtained from the LiDAR scan require further processing. The 
first step is to separate terrain and non-terrain points, i.e., ground vs. non-ground returns. 
Classifying LiDAR point clouds into ground and non-ground returns is called filtering (Liu et 
al., 2013). There are many algorithms to detect ground and non-ground points. These 
algorithms can be categorized into morphological, surface-based, and segment-based methods, 
which are discussed in Section 1.3.1.  In this section the basic definitions of digital elevation 
model (DEM), digital surface model (DSM), and normalized digital surface model (nDSM) are 
discussed (see Figure 1.3).   
 
 Digital elevation model (DEM): A topographical representation of the bare earth surface, 
i.e., a surface model created with ground/terrain points, after excluding building, vegetation, 
and all other non-terrain points.  This also referred to as a digital terrain model (DTM). 
 
 Digital surface model (DSM): A topographical surface model derived from the first point 
returns of LiDAR, i.e., the first of many or a single return per pulse. This model represents 
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the top-most surface with which laser pulse has first interacted. Both terrain and non-terrain 
points can be a part of this model.  
 
 Normalized digital surface model (nDSM): A model which represents the absolute height 
of the object after eliminating the topographic effect. nDSM is obtained by subtracting the 
DEM from the DSM, i.e., nDSM = DSM – DEM. 
 
 
 
Figure 1.3 A graphical representation of DEM, DSM, and nDSM. A DEM is created by interpolating the 
terrain points, whereas a DSM is the result of interpolation of first return LiDAR points. A nDSM, or 
normalized height model, represents the actual object height after elimination the topographic effect.  
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1.4. Literature review  
 
1.4.1. Ground point classification and generation of a DEM from LiDAR point clouds 
 
Classification of LiDAR point clouds into ground and non-ground points is known 
as filtering. Several algorithms have been developed for filtering, which are presented in 
this section. 
A morphological filter is used to separate ground and non-ground points based on 
the assumptions that the elevations of ground points are lower than the other points and the 
ground is generally a smooth surface (Ma, 2005). Lindenberger (1993) first proposed the 
mathematical morphologic filter to separate ground and non-ground LiDAR points. Some 
studies show good separation of ground and non-ground points using morphological filters, 
e.g., Weidner and Förstner (1995) and Morgan and Habib (2002).  The problem with 
morphological filters is the choice of proper window size. While a small window size might 
result in classifying a building as terrain, a large window, on the other hand, may create 
problems in rugged terrain conditions (Morgan and Habib, 2002). To deal with this problem 
some studies used variable sized windows, based on a priori knowledge of building size 
(Kilian et al., 1996; Morgan and Tempfli, 2000; Morgan and Habib, 2002). Zhang et al. 
(2003) developed a morphological filter in which window size was progressively increased 
to detect objects with a range of sizes. An elevation difference threshold was utilized to 
address the incorrect removal of ground points at the top of high terrain. Chen et al. (2007) 
presented a morphological filtering approach based on the assumption that non ground 
objects, such as buildings, usually show abrupt elevation changes along their boundaries, 
while the elevation change for natural terrain is gradual and continuous. 
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A surface interpolation-based filtering method was proposed by Kraus and Pfeifer 
(1998), where an approximate ground model was created iteratively by using weighted 
linear least squares interpolation. The distance between every point and the surface was 
calculated, which is termed the “residual”. A point with a negative residual value is most 
likely be a terrain point, thus higher weights are assigned to such points compared to points 
with positive residual values. Lee and Yognan (2003) also introduced normalized least 
squares interpolation, which improves the classification result further. 
A slope-based filtering approach, proposed by Vosselman (2000), identifies the 
ground points by comparing the slope between the point of interest and its neighboring 
points. In this method a point was classified as ground if the maximum value of the slope 
between that point and other points within a given area was less than some predefined 
threshold (Ma, 2005). Sithole (2001) improved this filtering method by using a slope 
threshold which adapts to the slope of surrounding terrain.   
Axelsson (2000), on the other hand, developed a Triangular Irregular Network 
(TIN) filtering process that iteratively adds points to a sparse TIN model created from a 
seed point. Seed points are selected within a grid region, based on the size of largest 
structure of that region. New points are added to the initial surface model one-by-one if they 
meet the data-driven threshold parameters and thus increases the density of the initial 
ground model. The threshold parameters change in each iteration, based on the points 
included in the TIN. Figure 1.4 shows a TIN surface resulting from this process. The 
algorithm is able to handle discontinuity of the surface, thus it works well in dense city 
regions (Axelsson, 2000). The adaptive TIN algorithm has been adopted by Terrascan 
software to classify ground points. (Terrascan, 2011).  
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Figure 1.4 A one-dimensional view of a TIN ground surface which adapts to LiDAR point locations. 
The surface is approximated from below, despite the intermittent gaps caused by buildings 
(Axelsson, 2000). 
 
In 2002, a test was conducted by the International Society of Photogrammetey and 
Remote Sensing (ISPRS) Working group III/3, to evaluate and compare the strengths and 
weaknesses of different filtering algorithms. The main aims of that study were  
i. to perform a comparative analysis of existing filters, 
ii. to study the influence of point density on filter performance, and 
iii. to determine a direction of future research based on the limitations of existing filter 
algorithms.     
A total of twelve selected datasets were processed by eight participants. The eight 
different filter algorithms used in this test were active contours, a regularization method, 
modified slope-based filter, spline interpolation, hierarchical modified block minimum, 
progressive TIN densification, modified slope based filter, and hierarchical robust 
interpolation.  Based on the results it was found that most of the filtering algorithms worked 
well in smooth rural landscapes of low complexity. However, in complex urban areas and 
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rough terrain with vegetation, all algorithms produced distinct errors (Sithole and 
Vosselman, 2004). 
Most of the filtering algorithms depend on the geometrical characteristics of LiDAR 
data. However, many studies have used additional information, such as LiDAR intensity 
and derivatives from full-waveform LiDAR, in order to increase the accuracy of the filtering 
technique (Lohmann et al., 2000; Mandlburger et al., 2007). The use of intensity of laser 
beams in the filtering process was suggested by Vosselman (2002) in order to improve the 
estimated positions of edges in areas of different reflectance properties. 
 
1.4.2. Building detection 
 
There are generally two ways to identify building regions from LiDAR data. The 
first way is to simultaneously separate buildings, trees, ground, and other objects from 
LiDAR point clouds (Mass, 1999; Filin, 2002), whereas the more popular way is to first 
detect the ground points, remove them, and then identify the other objects (Morgan and 
Tempfli, 2000; Zhang et al., 2006). 
Most of the building extraction algorithms start from creating a normalized DSM 
(nDSM). A height threshold to the nDSM provides an initial building mask (Rottensteiner 
and Briese, 2002), but some high vegetation points can still be present. In order to remove 
such points, Brunn and Weidner (1997) used a Bayesian classification network that included 
differential geometric information. A Triangulated Irregular Network (TIN) model was 
built from LiDAR point clouds by Wang and Schenk (2000). They grouped the triangles 
based on their position and orientation to obtain larger planer segments. Rottensteiner and 
Briese (2002) in contrast, used a hierarchical robust interpolation, proposed by Kraus and 
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Pfeifer (1998) with a skew error distribution function to separate building and ground 
points. After applying a height threshold in the nDSM, they used morphological filters to 
separate the building points. A curvature-based segmentation process was applied to the 
initial building mask to determine polyhedral building patches. Finally, they identified the 
individual building regions by connected component analysis. Elberink and Maas (2000), 
on the other hand, assumed that buildings have a smoother pattern and less height variation 
when compared to vegetation. Based on this, they segmented raw LiDAR data by using an 
unsupervised classification on height texture. Height, variation of height in local windows, 
and homogeneity and contrast were used to separate buildings and vegetation. 
Most of the automatic building detection algorithms use point cloud segmentation 
methods, since such methods can directly extract primitive geometrical features such as 
planes, spheres, cylinders, etc. from LiDAR point clouds. The Hough transform (Vosselman 
et al., 2004), RANdom SAmple Consensus (RANSAC) (Schnabel et al., 2004), and least 
squares fitting (Ahn, 2004) are some common techniques used in segmentation algorithms. 
Basically segmentation involves two steps, namely i) selecting a seed point and ii) growing 
the region by adding points around the seed point. Seed point selection can be done by least 
squares adjustment or by using a Hough transform. In region growing the seeds are extended 
gradually to larger surfaces by adding points around them based on similarity measures, 
such as proximity, slope, curvature, surface normals, etc. However, the extraction of 
building edges from LiDAR data sometimes presents a challenge. For example, the 
segmentation process often gives incorrect results where tall vegetation points are adjacent 
to building regions. With the advancement of technology, many studies have used LiDAR 
data along with other image modalities to improve the classification and extraction results. 
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An example of this is where Haala et al. (1998) presented an original technique in which a 
planar segmentation algorithm was used to extract 3D building models from LiDAR data. 
The segmentation method was based on the directions of surface normals and was supported 
by ground plan information. Using this segmentation technique, they reconstructed 
buildings by considering them as being a combination of four different building primitives, 
namely hip, flat, gable, and flat roof. A virtual city model was then built by combining the 
3D building model with “terrestrial” images using texture mapping. This method provided 
a realistic 3D city model, but was only limited to four standard building primitives and 
hinged on the availability of a ground plan. Another example of fusion involved the 
combination of LiDAR data and a multispectral image by Rottensteiner et al.  (2005). They 
used the Dempster-Shafer probabilistic theory to fuse the dataset and then use the fused 
dataset to classify land cover into building, tree, grassland, and bare soil classes. They 
claimed that this method provided a satisfactory classification result. However, a thorough 
evaluation based on ground truth data was not performed in their study. This algorithm also 
failed in select cases to separate buildings and trees, mainly due to shadow or because of 
the low resolution of LiDAR data (Rottensteiner et al., 2005). Sohn and Dowman (2007) 
proposed an automated building extraction method by fusing LiDAR data with IKONOS 
imagery. They selected all points above a certain height by applying a height threshold to 
the nDSM, thus resulting in the initial building plan. The authors calculated the normalized 
difference vegetation index (NDVI) from multispectral IKONOS imagery, and used this to 
distinguish between buildings and trees. Finally, they used a global threshold to separate 
buildings and vegetation. An Ordnance Survey's MasterMap was used to evaluate the result. 
They obtained a detection percentage of 90.1% (detecting objects) and an overall accuracy 
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of 80.5% (Sohn and Dowman, 2007). Finally, Chen et al. (2009) used QuickBird imagery 
and LiDAR data to identify buildings, vegetation, water, roads, etc. from an urban scene 
using a hierarchical object-oriented classification method. The normalized difference water 
index (NDWI), NDVI from QuickBird imagery, and a nDSM, computed from LiDAR data, 
were used to hierarchically classify different objects. When compared to traditional 
classification methods, they claimed that this fusion-based hierarchical object-oriented 
classification method improved the classification accuracy from 69.12% to 89.40%. 
 
1.4.3. Tree detection 
 
LiDAR data have been used extensively for a number of vegetation related studies. 
Many studies  focus on vegetation detection, tree structure measurements, and modeling 
tree canopy using different types of LiDAR systems, including terrestrial LiDAR to take 
measurements below canopy, airborne LiDAR to acquire top-down data, and also space-
borne LiDAR (Liu et al., 2013). Chen and Zakhor (2009) used LiDAR data to extract the 
vegetation cover in an urban landscape. Their classification method was based on the 
following features, e.g., height variation, edge density, and contour non-linearity. For North 
American and European datasets they reported a precision and recall rate of over 95%.  
A LiDAR beam typically can penetrate through the tree canopy due to gaps and the 
high level of foliage reflectance and transmission, especially in the near-infrared 
wavelength regions (Lewis and Disney, 2007).  Leveraging this phenomenon, many studies 
detect vegetation by analyzing point returns and intensity characteristics of LiDAR (e.g., 
Tiede et al., 2005).  For example, Liu et al. (2013) used LiDAR data to separate vegetation 
in an urban scene. They performed a slope-based filtering operation to detect the ground 
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and non-ground points. Non-ground points were then segmented and tree classification was 
performed based on the size of the segmented region and the proportion of multiple echoes 
(returns). They were capable of extracting 85% of trees from the point clouds with an 
accuracy of 95%.  
Fusion of LiDAR with imagery is also a popular choice to detect vegetation. An 
example of such fusion is where Rottensteiner et al. (2005) used LiDAR data and 
multispectral imagery and applied the Dempster-Shafer theory to classify land cover into 
building, tree, grassland, and bare soil classes.  Secord and Zakhor (2007) used registered 
aerial imagery and LiDAR data to detect vegetation in human settlements. Their proposed 
algorithm consists of segmentation, followed by a classification. In the segmentation step, 
a region growing algorithm was applied to add adjacent points if the points exhibited a 
similarity above a predefined threshold. The similarities were calculated based on height, a 
texture map, height variation, and the normal vector. The size of the segments varied from 
two points to thousands of points, thus they divided segments into four bins, depending on 
their size. Each segment was then classified using a binary support vector machine (SVM) 
classifier, where the features of the SVM algorithm were estimated from each segment. The 
classification results were reported in terms of the receiver output characteristics (ROC) 
curve and they found classification was more accurate for larger segments.  Figure 2.5 
shows the ROC for two different datasets.  
 
 20 
 
 
Figure 1.5 ROC curves obtained by segmentation followed by classification for different bin sizes for (a) data 
set1 and (b) the campus data 2 (Secord and Zakhor, 2007).  
 
Some researchers who are interested in the extraction of buildings first detect 
vegetation and remove this class from the data set. Those techniques can also be utilized to 
detect vegetation. For example, Sohn and Dowman (2007) fused IKONOS imagery and a 
LiDAR dataset for building extraction purposes. After creating a nDSM from LiDAR data, 
they calculated NDVI from the infrared (IR) and red band from the IKONOS imagery to 
separate vegetation from building regions, based on a global threshold. NDVI utilizes the 
fact that the green vegetation has an absorption band in the red region of the electro-
magnetic spectrum due to light absorption for photosynthesis, whereas it has a higher 
spectral reflectance in the near-infrared portion of the spectrum due to increased 
backscattering by inter-cellular spaces within leaves (Schott, 2007). The formula for NDVI 
can be expressed as  
                                                   𝑁𝐷𝑉𝐼 =
𝐷𝐶𝐼𝑅−𝐷𝐶𝑅
𝐷𝐶𝐼𝑅+𝐷𝐶𝑅
                                                       (1.2) 
where DCIR and DCR are the digital count values in the IR and red spectral bands, 
respectively. The NDVI equation uses difference and ratios to reduce illumination, 
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calibration, and atmospheric correction effects (Schott, 2007). Sohn and Dowman (2007) 
obtained the following classification accuracies with the branching factor 0.11 and the miss 
factor 0.13: the completeness was 88.3%, the correctness was 90.1%, and the quality 
percentage was reported as 80.5%.  Chen et al. (2009), in a similar study, used QuickBird 
imagery with LiDAR data and derived NDVI and NDWI to classify different urban objects, 
i.e., water, vegetation, buildings etc. Using NDVI they were able to separate vegetation 
from other classes. They also separated shrubs and grassland using height information from 
the LiDAR. They found the classification accuracy of shrub and grassland were improved 
from 85.25% to 92.09% and from 82.86% to 97.06%, respectively. However, the detection 
and delineation of individual tree crowns, and not just a vegetation class, is one of the most 
active study areas, given the need for object-based assessments. The acquisition of 3D 
locations of tree crowns therefore makes LiDAR an attractive tool for such studies.  
Koch et al. (2006) presented an automatic method for individual tree delineation in 
a deciduous and mixed temperate forest using LiDAR data. They prepared a rasterized 
digital crown height model (DCHM) by subtracting the DTM from the DSM, where each 
pixel of the DCHM represents the height of the canopy. They used a Gaussian smoothing 
filter on the DCHM and determined the treetops by using a local maximum filter. Based on 
assumptions related to the shape of trees, they used a pouring algorithm to delineate the tree 
crowns. Finally, they identified the individual crown edges by searching the vector from 
each tree top. Comparison with the reference data showed that among 49 Douglas-fir 
(Pseudotsuga menziesii) and 49 broad-leaved reference trees, 47 and 30 trees were 
automatically detected, respectively. The result also indicated an 87.3% and 50% of 
accurate tree delineation rate for Douglas-fir and broad-leaved trees, respectively. Some of 
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the limitations of this method were over-estimation of the crown area, omission of small 
trees, and failure to segment dense, close, and homogeneous canopies (Koch et al., 2006). 
A similar study on the isolation of tree crowns and species identification was performed by 
Heinzel et al. (2008). Their study indicated that the correctly classified trees among the total 
number of delineated trees were 26 out of 31, and 424 out of 467, respectively.  The overall 
accuracy of the species classification was greater than 83% for the tree types beech and oak, 
and greater than 90% for deciduous trees and conifers.  
In another approach, tree detection using regression modeling was performed by 
Tiede et al. (2005). In their study a relationship was established between the crown-width 
and the tree-height for finding local maxima. They tested this algorithm for six test plots 
located within the National Park Bavarian Forest (Germany). Ground survey data were 
available for these plots. Results showed dominant trees could be detected with an accuracy 
of 72.2%, but the overall tree detection rate was only 51%. Leckie et al. (2003) used a valley 
following algorithm to delineate tree crowns in aerial and multispectral images. In this 
method, the complementary characteristics of LiDAR and multispectral imagery helped to 
achieve good tree delineation and quantification. Mei and Durrieu (2004) used watershed 
segmentation on LiDAR data to separate individual tree crowns. Their algorithm produced 
the best results for a poplar plantation with high and regularly spaced trees, resulting in a 
tree identification accuracy of 90%. However, the segmentation results were poor for 
natural pine stands. In another study, Chen et al. (2006) used a marker-controlled watershed 
algorithm on LiDAR data to eliminate the false detection of tree tops. They also performed 
a comparison study, based on three other tree delineation methods, in an open oak savanna 
woodland and found that their method produced a higher accuracy for tree isolation 
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(64.1%). Popescu and Wynne (2004) attempted to delineate individual trees by finding local 
maxima within a variable window size. The window size was modified during every search 
according to the tree height and crown width. The result showed that filtering for local 
maxima with circular windows gave better fitting models for pines, while for deciduous 
trees, filtering with square windows provided a slightly better model fit.  
Most of these studies were performed either in uniform, even-aged or more complex 
uneven-aged non-urban forest stands. However, Secord and Zakhor (2007) and Liu et al. 
(2013) performed tree detection and delineation of tree crowns in an urban environment, 
using LiDAR data along with aerial imagery. The method used by Secord and Zakhor 
(2007) involved a two-step process, consisting of segmentation followed by classification. 
Segmentation was a simple region growing approach, based on features from both image 
and LiDAR data, e.g., texture, surface normal, height variation etc. Next classification was 
performed using SVM, through which they can control the misclassification rate.  In the 
work presented by Liu et al. (2013), delineation of individual tree crowns was done by 
finding the tree tops and then fitting a contour line based on a spoke-wheel algorithm. This 
tree delineation algorithm was tested on two different datasets.   The results showed that for 
the first site, the number of extracted trees was 397, with 30 mistakes, whereas for the 
second site 87 trees were detected with 5 false detections.  In terms of accuracy, tree 
delineation accuracy was 92.44% and 94.25% for two sites, respectively. However, this 
method has some disadvantages. The algorithm failed to detect small trees, while if the 
search radius is not defined properly, it often clusters two adjacent trees into one (Liu et al., 
2013).    
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Some of the above-mentioned studies were performed in context of specific urban 
classification challenges, such as land cover or land use mapping and urban planning. 
However, the extraction of specific tree models also lends itself to another important 
application, namely that of estimating the urban vegetation growing or carbon stock. Yet, 
many fewer number of studies have been performed in urban setting to assess the potential 
benefits of urban trees for human well-being. The below section summarizes the biomass 
related studies, most of them were conducted in the forest regions. However, similar 
approaches can be taken to estimate biomass for the urban forest.  
 
1.4.4. Biomass estimation 
 
An increasing number of studies, related to the estimation tree biomass in urban 
environments, recently have come to the fore. Biomass is a vital indicator of carbon storage, 
which is important to understand the carbon cycle dynamics in an environment. Generally 
speaking, biomass is estimated from the ground-collected forest inventory data using 
allometric equations. Allometric equation estimates the whole or fractional portion of tree 
biomass from the measurable tree dimensions, e.g., tree height, crown width, diameter-at-
breast-height (DBH) etc. On the other hand, and only in very rare cases, destructive methods 
directly measure the biomass via tree harvesting (Kangas and Maltamo, 2006). Remote 
sensing, however, provides a non-destructive way to measure dynamics of vegetation. 
LiDAR, to boot, has become one of the most promising tools to measure canopy structure 
due to its 3D nature. This is evidenced by the many studies that have demonstrated the 
utility of LiDAR to estimate different forest attributes, such as crown height, crown width, 
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DBH, canopy density, crown volume, and tree species (e.g., Naesset, 1997; Nelson et al., 
2003; Donoghue et al., 2007). 
A number of studies have been performed to estimate aboveground biomass (AGB) 
from LiDAR (Means et al., 1999; Nelson et al., 2004). AGB estimation is generally done 
by fitting LiDAR-derived forest parameters in a regression model, whereas ground 
reference biomass is obtained by using inventory data in an allometric model or by 
destructive sampling (Zhao et al., 2009). A small footprint, multiple return LiDAR was used 
by van Aardt et al. (2008) for forest type classification using an object-based approach. 
After classification, the biomass and tree volume were estimated using an empirical 
regression model.  Biomass estimation at the single tree level was performed by Vazirabad 
and Karslioglu (2009). After finding the height of individual trees, the authors estimated 
DBH. Finally, single tree biomass was estimated using a log transform model. In another 
study, Bortolot and Wynne (2005) generated canopy height models (CHMs) from LiDAR 
data. The tree heights extracted from the CHM were then entered as an independent variable 
in a stepwise multiple linear regressions to find a model for biomass.  
Other studies have attempted to model DBH, a variable that is considered a key 
driver for biomass, given the diameter-volume (or –biomass) functional relationship 
(Nelson et al., 2003; 2004), while tree height derived from airborne LiDAR can be used as 
another predictor variable when modeling biomass.  Zhao et al. (2009), proposed two scale 
invariant biomass models, namely a linear functional model and nonlinear model, based on 
LiDAR-derived canopy height distributions (CHD) and canopy height quantiles (CHQ). 
Results showed that the models can accurately predict biomass across a variety of scales 
with R2 values ranging from 0.80 to 0.95 (RMSE: from 14.3 Mg/ha to 33.7 Mg/ha).  
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As mentioned earlier, fusion of LiDAR and hyperspectral/multispectral imagery is 
a very popular choice for object classification and characterization, but such passive 
imagers are costly, and generally collect data at a different time than LiDAR. Thus 
integration of LiDAR and the color (RGB) imagery, available as an auxiliary data set along 
with LiDAR, can be a better alternative in some cases. However, for both the object 
classification and object-based biomass assessment to function properly, it is essential that 
the fused data sets are properly aligned or co-registered. This requires accurate registration 
of the airborne RGB imagery and LiDAR data set. 
 
1.4.5. Registration of aerial imagery and LiDAR 
 
A qualitative description and eventual quantification of a landscape or scene can be 
achieved by assessing its spectral and structural properties. Fusion of spectral information 
from aerial imagery and 3D structural information from LiDAR point clouds allows us to 
integrate these two complementary characteristics. LiDAR data and the aerial imagery can 
be registered manually or automatically by selecting control points. There has been an 
extensive amount of work done on registering imagery and LiDAR point clouds. Some of 
them are presented here.  
Feature extraction-based registration methods search for common features in both 
aerial and LiDAR datasets to determine the control points. Some of the common features 
used for registration are straight lines, corners, building roof tops, etc. Habib et al. (2004) 
proposed a method whereby planar surfaces were intersected to find 3D straight lines from 
LiDAR data, followed by an aerial triangulation technique to determine the linear features 
from the photogrammetric dataset. Finally, a mathematical model was determined to align 
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these two datasets. The result showed a mean normal distance of 0.58 m between the LiDAR 
and transformed photogrammetric line segments. In yet another study LiDAR and 
photogrammetric data were aligned to a common reference fame based on coplanarity 
constraints (Habib et al., 2006). A LiDAR intensity image was used by Liu et al. (2007) to 
collect ground control points and aerial triangulation calculation was used to generate a 
DEM from the LiDAR data for orthorectification. Deng et al. (2008) on the other hand, 
used a canny edge detector to find the straight lines from both LiDAR and image data. They 
used generalized point photogrammetry to match the straight line pairs detected from both 
datasets. Wong and Orchard (2008) in turn used a modified corner detector to find the 
control points in imagery, followed by an exhaustive search algorithm to find the 
corresponding matching points in the LiDAR data set. To measure the registration accuracy, 
the root mean squared error (RMSE) was calculated between the ground control points 
(GCP). This automatic registration method exhibited an RMSE of less than 5 pixel units, 
which was very close to manual registration accuracy.  However, most of the methods here 
requires a knowledge of camera intrinsic parameters and are arguably still somewhat 
inaccurate at > 0.5 m errors. Hence a range of alternative approaches also exist: 
 Object-based registration methods also have been explored. A method was proposed by 
Kwaket et al. (2006) in which they used building rooftops for registration. Building 
rooftops exhibit a linear nature and are readily recognized in LiDAR data and imagery. 
They used a canny edge detector and a local maximum filter to find centroids from the 
planar roofs present in aerial imagery and LiDAR, respectively. The centroids from 
LiDAR were used to find the exterior orientation parameter of the imagery. For 
verification purposes, the GCPs were used to estimate the exterior parameters. This 
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research showed that the centroid of a building roof is a useful source of control 
information. 
 Feature-based registration methods also have proven successful for scenes where it is 
easy to find distinctive and detectable objects, i.e., buildings, roads etc. However, the 
data characteristics of imagery and LiDAR are very different, thus often it is not possible 
to find the same features in both data sources. It was shown that registration based on 
the selection of common features between LiDAR and imagery sometime pose a 
problem.  
 Mutual information (MI) based registration methods measure the statistical dependence 
between two types of datasets, and thus overcome the limitation of feature-based 
registration methods. This type of registration method has been extensively used for 
medical imaging and multi-modal image registration. The main idea behind MI-based 
registration is that the MI between different images or datasets reaches its maximum 
when they are perfectly aligned. Mastin et al. (2009) proposed a MI-based registration 
method between LiDAR and aerial imagery, where they found a camera matrix which 
can project the 3D LiDAR points onto the 2D image plane, such that the MI between 
the image and the projected LiDAR points has a maximum value. The registration 
accuracy between aerial imagery and LiDAR data, using both LiDAR elevation and an 
intensity image, was on average 90%.  These kinds of approaches are complemented by 
frequency domain, as opposed to spatial domain efforts. 
 Many frequency-based registration methods exist, which are mostly used to register 
image-to-image, where phase information is used to find the alignment between images. 
But due to differences in data characteristics, this type of registration method cannot be 
 29 
 
applied directly to register LiDAR and imagery. A frequency-based registration method 
was proposed by Wong and Orchard (2008) in which a Harris corner detector was used 
to detect corner control points from the image. To find the correspondence between the 
image and the LiDAR dataset, an exhaustive search, based on a Fast Fourier Transform 
(FFT), was utilized; this approach reduces the cost of the search mechanism. Finally, 
the transformation parameters, i.e., shift, rotation, scale, etc., between two datasets were 
found based on the corresponding control points.  
 In yet another approach, Palenichka and Zaremba (2010) proposed a salient point-based 
registration method. Transformation-invariant salient image disks (SIDs), which 
determine the location of control point as the centers of corresponding image fragments, 
were selected based on predefined intensity and shape features. A SID is a feature vector 
which describes the coordinate, diameter of the disk, intensity, and shape characteristics 
of the image fragment. A multiscale isotropic matched filter (MIMF) operator was used 
to detect SIDs from image and LiDAR data. The correspondences between the extracted 
SIDs from both data sets then are determined based on intersection matching distance 
(IMD), which measure the distance between two sets of SID descriptor vectors. This 
salient point based approach for matching point detection has shown better result in 
natural scenes. To validate the registration result, the authors used QuickBird imagery 
and LiDAR data. Their result suggested that the SID-based matching point selection 
process can handle up to 25 pixels shift and 60o of rotation between image and LiDAR 
data.  
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Several techniques of image-to-LiDAR registration methods are discussed above. 
Different methods have their own inherent advantages and disadvantages. For example, 
feature-based registration methods are effective at aligning LiDAR and imagery when 
distinct features are available; however, for natural scenes these types of registration 
methods are somewhat ineffective. MI-based registration methods, on the other hand, 
produce better results than feature-based methods, but they also suffer from the same 
limitation. Frequency-based registration methods use LiDAR intensity images, in which 3D 
topographical information is not present, thus registration is not always accurate. The 
registration method proposed by Palenichka and Zaremba (2010) considers the 
characteristics like shape, intensity, diameter of disk etc. to select the control points, which 
makes it a more robust method for natural scenes. But the complexity of the algorithm and 
its associated computational cost is some of its limiting factors (Mishra and Zhang, 2012). 
Therefore it can be deduced from the discussion above that  the distinct nature of LiDAR 
and aerial imagery make co-registration a distinct challenge in terms of accuracy and 
computational efficiency (Wu et al., 2010; Mishra and Zhang, 2012). 
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Study contribution 
 
This PhD research investigated some of the less studied areas in the field of urban 
vegetation assessment/quantification using remote sensing, and made the following 
contributions. An in-depth literature survey showed that most of the fusion-based studies use 
LiDAR along with hyperspectral/multispectral imagery for object classification. 
Hyperspectral/multispectral imagery is not only costly, they typically are collected from a 
separate platform and at different time vs. the LiDAR data. This research therefore has 
developed a fusion-based classification approach, which uses the more ubiquitous LiDAR and 
aerial color (RGB) imagery setup. In this fusion-based study,  
1. a novel vegetation index called LDVI was generated by combining the red band of RGB 
imagery and the un-calibrated LiDAR intensity at 1064 nm. Thus the fusion-based 
classification can use structural, as well as spectral information for object detection. 
Thorough testing of LDVI indicated that it can act as surrogate to NDVI for vegetation 
detection, in cases where multispectral or IR band imagery is unavailable.  
2. a registration method was implemented between LiDAR (3D) and aerial imagery (2D), 
based on an existing and widely used computer vision concept of 3D triangulation, which 
provided a benefit by increasing the classification accuracy. This registration method is 
less complex, easy to implement, and knowledge of internal or external camera parameters 
is not required.   
3. our comprehensive analysis on urban vegetation resulted in an automated method for 
estimating urban biomass for both tree clusters and the individual trees. The formulated 
species-independent biomass model for tree clusters can accurately estimate total tree 
biomass of the entire region, while the individual biomass model, on the other hand, can 
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predict individual tree-level carbon storage, and by extension, the exchange-loss of carbon 
to the environment when trees are deforested.  
 
These contributions present a significant step forward in the assessment of the urban 
forest and monitoring its impact on the local environment using ubiquitous remote sensing 
tools. Next we will discuss the generic methods and data, used in all facets of the study, 
followed by sections specific to multi-modal object classification, improved co-registration, 
and tree biomass estimation in an urban area, while we will draw conclusions towards the end 
to the thesis.   
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Chapter 2   Methods - data collection by LiDAR and the Wildfire Airborne 
Sensing Program (WASP) sensor 
 
This chapter gives an overview of the data that were acquired during 2011 over the 
Rochester, NY region using a Leica Airborne Laser Scanner 60 (ALS60) and the Wildlife 
Airborne Sensor Program (WASP) camera system; these two datasets represent the typical 
LiDAR-RGB camera operational setup. The characteristics of the sensor systems are also 
described here. Apart from the LiDAR and WASP data, aerial imagery from the National 
Agriculture Imaging Program (NAIP) also was used in this study, mainly for validation of 
LDVI.  
  
2.1. Study area 
 
The data were collected for the urban region of downtown Rochester (43.155° N, 
77.606° W) and the college campus of Rochester Institute of Technology (RIT) (43.0844° N, 
77.6749° W) in Monroe County of Western New York, USA. The mean elevation of this area 
is 164 m (538 feet), and the general topography is flat. The entire RIT campus (5.3 km2) and a 
small subset (3.125 km2) of downtown Rochester were chosen for data collection purposes. 
Figure 2.1 shows the location of the study area.  
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Figure 2.1 Study area: Downtown Rochester & RIT college campus – Monroe County, NY, USA.  
 
 
2.2. Data set 
 
The aerial imagery and LiDAR point clouds over Rochester, NY were collected on July 
27, 2011. The WASP camera system, built by RIT, and a Leica ALS60 LiDAR instrument, 
operated by Kucera International, were flown on the same platform to collect the aerial imagery 
and LiDAR data. Along with these two datasets, National Agriculture Imagery Program (NAIP) 
imagery, acquired in the same year also was used for validation purposes.  
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2.2.1. LiDAR data 
 
The LiDAR dataset specifications (Leica ALS60 laser scanner) are given in Table 
3.1. LiDAR point clouds were collected for a 2.5 km x 1.25 km (3.125 km2) area of 
downtown Rochester and for the entire RIT college campus. The raw 3D point clouds were 
processed by Kucera International and were provided in binary LAS file format. Each LAS 
tile covered an area of 250 x 250 m on the ground. Figure 2.2 shows the position of the LAS 
tiles along with tile number over downtown Rochester. For each point return the LAS file 
contains X, Y, Z return intensity, return number, number of returns, and the vendor-provided 
ground vs. non ground classification. The ground point classification was done based on the 
proprietary slope-radius algorithm in the Terrasolid LiDAR workflow. The point cloud 
density of each tile is quite high, at roughly 12-15 points/m2. 
 
Table 2.1: Characteristics of laser scanner during the data collection  
 
Characteristics                                                          Specification 
Pulse Wavelength  1064 nm 
Pulse divergence  0.22 mrad at 1/e2 point 
Pulse rate  80 kHz 
Swath angle ± 20 degrees 
Scan rate  0-100 Hz in 0.1 Hz increment 
Operating altitude (AGL) 915 m 
Flying speed  85 m/s 
 
2.2.2. Wildlife Airborne Sensor Program (WASP) imagery 
 
The WASP system consists of four framing array cameras covering the visible (0.45 
- 0.9 μm), shortwave- (0.9 - 1.5 μm), midwave- (3.0 - 5.0 μm) and longwave- (8.0 - 9.2 μm) 
infrared regions of the electro-magnetic spectrum.  It has three Indigo Phoenix infrared 
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imagers and one KCM-11 high spatial resolution visible camera system (Faulring et al., 
2011; Herweg et al., 2006). The specifications of the WASP sensor are shown in Table 2.2. 
The WASP sensor was flown contemporaneously with the LiDAR instrument on the same 
platform. The RGB image was orthorectified and processed in the same Universal 
Transverse Mercator (UTM; Zone 18) coordinate system as the LiDAR data. 
 
 
Table 2.2: Specifications of WASP sensor 
 
 
 
 
 
 
Figure 2.2 The individual las file tile positions over downtown Rochester, NY along with the tile numbers.  Each 
LAS file covered an area of 250 m x 250 m on ground. Thus, altogether the LiDAR data cover a 2.5 km x 1.25 km 
region. 
Sensor VNIR SWIR MWIR LWIR 
Spectral Band 3 (R,G,B) 1 1 1 
FOV/Scan angle 36 degree 36 degree 36 degree 36 degree 
IFOV 0.18 mrad 1 mrad 1 mrad 1 mrad 
Frame rate  0.25 Hz 0.25 Hz  0.25 Hz 0.25 Hz 
Effective GSD 15 cm  90 cm  90 cm  90 cm 
Operating altitude (AGL) 610 m 610 m 610 m  610 m 
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2.2.3. National Agriculture Imaging Program (NAIP) imagery 
 
The NAIP is managed by United States Department of Agriculture (USDA) Farm 
Service Agency (FSA). This program started in 2003 and plans, collects, and manages 
image acquisitions during the full growing season; NAIP imagery is collected for the entire 
continental U.S. region on a 3-year cycle. The imagery consists of four band (red, green, 
blue and near infrared) digital orthophotos with a spatial resolution of 1 m ground sample 
distance (GSD). NAIP images are available to the different governmental agencies and the 
general public within a year of acquisition (NAIP imagery, USDA). NAIP imagery is 
available either as digital ortho quarter quad tiles (DOQQs) or as compressed county 
mosaics (CCM). For this research, 2011 NAIP imagery for Monroe County, NY, was used.  
The four band imagery is approximately 190 Megabyte (MB) per scene, and total of 72 
images were required to cover the whole Monroe County. The NAIP imagery was used to 
evaluate the vegetation detection performance of LDVI.  
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Chapter 3   Classification of urban vegetation and buildings using a fusion-
based approach 
 
Three-dimensional (3D) descriptions of buildings and trees are useful for many 
applications, such as cartography, urban planning, emergency response, facility management, 
forestry assessments, and environmental studies. 3D LiDAR data have been used extensively 
towards structural characterization of urban objects. However, it does not provide any calibrated 
spectral or multiband spectral information. On the other hand, an object’s spectral signature and 
texture information can be obtained from imagery.  Thus, by combining these two 
complimentary datasets, a more accurate classification/characterization result theoretically can 
be achieved. In this study a fusion-based classification algorithm was implemented using 
LiDAR and aerial color (RGB) imagery to detect urban vegetation and buildings from other 
classes/cover types. Prior to the data fusion, a registration was applied to the datasets to 
eliminate any existing mis-registration between these two datasets. This chapter describes the 
complete workflow of the fusion-based classification method. Figure 3.1 shows the block 
diagram of the workflow. The chapter begins by stating the objectives that underpin this fusion-
based classification study, followed by a description of three study sites selected from the 
downtown Rochester and RIT college campus data sets (described in Chapter 2). This is 
followed by a detailed description of the different steps employed during the classification 
algorithm, including pre-processing of LiDAR, registration, DEM generation, normalized-
height image creation, RGB vegetation index image generation, and LDVI creation. Finally, 
the chapter is concluded by analyzing and discussing the classification results.  
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Objectives: The objectives of this chapter are to 
 assess the utility of fusion of LiDAR point clouds and aerial color (RGB) imagery to 
classify the urban forest and buildings and   
 evaluate the improvement in the classification accuracy before and after co-
registration of LiDAR data and aerial imagery. 
 
Figure 3.1 A schematic workflow of the entire object detection algorithm based on the fusion of LiDAR and 
aerial color (RGB) imagery. The “t1” and “t2” are the pre-derived threshold values, used to select pixels from 
the Normalized height image and the LDVI map, respectively. The choice of these two thresholds were 
discussed in the subssequent sections.  
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3.1. Methods 
 
3.1.1. Study sites 
 
Three different regions, two from downtown Rochester, NY and one from the RIT 
college campus, were selected to assess the classification algorithm. In order to introduce 
scene diversity, an industrial and a residential area in Rochester, and the area from the 
college campus of RIT with buildings and trees of different sizes and shapes, were used. 
Figure 3.2 shows the three study sites. The specification of the study data set is shown in 
Table 3.1. 
 
Table 3.1. Specifications of the study regions: These three regions were used in the fusion-based 
classification  
 
Study site 
 
Site description  Area (m2) Number of raw  
LiDAR points 
Image GSD 
(m) 
1 Downtown industrial 812,430 15,108,645 0.21 
2 Downtown residential 771,639 12,672,590 0.21 
3 RIT campus 441,210 1,270,171 0.15 
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Figure 3.2 The three study sites used for in this classification study. The first two sites are from downtown 
Rochester, NY, and the third study site from RIT college campus. Figure 1(a), 1(b), and 1(c) shows the RGB 
image, and 1(b), 2(c), and 3(c) LiDAR point cloud of downtown industrial, downtown residential, and RIT 
campus, respectively. 
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3.1.2. LiDAR point cloud preprocessing: Statistical noise removal 
 
Pre-processing is an important step before performing any further operations on the 
LiDAR point clouds. In this step any gross outliers, which are either the extraneous high or 
low height returns, should be removed from LiDAR data.  
In the first attempt, the gross outliers were removed by calculating the mean height 
of the entire point cloud, and then removing the points at three standard deviations above 
or below that mean value.  But, due to the large height variation in the urban scenes, this 
approach failed to eliminate outliers without removing many of the useful points. To 
overcome this issue, the same noise removal approach was applied in a localized region by 
gridding the points into 1 x 1 m area. This process was able to eliminate most of the outliers, 
while high building and vegetation points remained; this came at an increased computation 
or processing cost.          
Finally, a statistical noise removal method was applied (Rusu, 2009) to remove the 
outliers.  In this process, for a query point, 𝑝𝑞 (𝑝𝑞 ∈ 𝑃: 𝑝𝑜𝑖𝑛𝑡 𝑙𝑖𝑠𝑡), the mean distance 𝑑 
between that point and its k nearest neighbors was computed. Then, over the distributional 
space 𝑑 of all 𝑃 points, the mean 𝜇𝑑𝑃 and standard deviation 𝜎𝑑𝑃 were calculated. Finally, 
a filtering process selects “inlier” points whose mean distance 𝑑 satisfies the condition given 
by,        
                         (𝜇𝑑𝑘 − 𝛼𝜎𝑑𝑘) ≤ 𝑑 ≤ (𝜇𝑑𝑘 + 𝛼𝜎𝑑𝑘)                                          (3.1)  
The points which failed to pass the above condition were considered “outlier” points. In the 
above equation 𝛼 is called the density restrictiveness factor. The choice of 𝛼 in our study 
was based on repeated observations: with 𝛼 = 1, the filtering process removed outliers, 
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along with many building edge points and vegetation points, and on average, for the entire 
dataset, 80% of the original points remained. Filtering with 𝛼 = 2 removed all outliers and 
maintained the point density at a level of around 90%. Thus we selected 𝛼 = 2 for this 
filtering process. Figure 3.3 shows removal of outliers from the point list.  
 
 
Figure 3.3 The removal of outliers using statistical noise removal technique: (a) Raw LiDAR point clouds 
with outliers, indicated by the circled locations. (b) The outlier-removed point clouds; Noise removal with α 
= 2 maintains 2,005,655 out of 2,089,135 points, i.e., 96% of the original number.  
 
 
 
After pre-processing of LiDAR for outlier removal, registration was performed to 
reduce the misalignment between aerial color (RGB) imagery and LiDAR.  
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3.1.3. Registration of LiDAR data and WASP imagery 
 
The high spatial resolution aerial color (RGB) imagery and the LiDAR point clouds 
used were acquired simultaneously by mounting the sensors on the same aerial platform. 
The RGB image was orthorectified and processed in the same Universal Transverse 
Mercator (UTM) coordinate system as the LiDAR data. However, misalignment between 
LiDAR point clouds and RGB imagery has proven to be problematic when trying to use the 
combined product for object classification (Bandyopadhyay et al., 2013a). This 
misregistration has been attributed to system and processing errors, many of which are 
unavoidable under standard data collection protocols (Ding et al., 2008; Mastin et al., 2009). 
In our previous attempts registration was performed between the 2D projected LiDAR and 
the RGB imagery by computing the homography (H) matrix (Bandyopadhyay et al., 
2013b). The homography matrix (H) is a transformation matrix, which relates the planar 
projections of any object/scene taken at different view angles (Nemeth et al., 2009). This 
method worked well for the scenes with small residential buildings, but produced a poor 
result in cases where an attempt was made to register off-nadir imagery with tall buildings 
and LiDAR data. To overcome that problem, the registration was performed by finding the 
transformation between the 2D (image) and the 3D (LiDAR) homogeneous coordinate 
systems via the camera matrix (𝑃 ). The camera matrix (𝑃 ) is a 3 × 4 transformation 
matrix, which describes the transformation between the 3D world coordinates and their 
corresponding 2D image coordinates.   
To illustrate the method, Figure 3.4 shows how a point in 3D space can be 
determined by its projection onto image planes. The reconstruction of 3D space by 
triangulation uses the intersection of back-projected rays from the corresponding 2D points 
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via their associated camera models (Hartley and Zisserman, 2000), and thus a minimum of 
two image planes are required.  
 
 
Figure 3.4 3D point locations and their 2D projection on the image planes. A 3D point can be reconstructed 
using triangulation, given its projection onto the 2D image planes. A minimum of two image planes are 
required for 3D reconstruction.   
 
In the above figure, 𝑥𝑖 and 𝑋𝑖 are the 2D and 3D corresponding points, respectively, 
and 𝐶𝑖 represents the associated camera center. The camera matrix, 𝑃, relates the 3D to 2D 
space according to the following equation, 
                                                  𝑥𝑖 = 𝑃𝑋𝑖 𝑓𝑜𝑟 1 ≤ 𝑖 ≤ 𝑛                                                         
 
                                 i.e.,        𝑥𝑖 = [
𝑤𝑥′
𝑤𝑦′
𝑤
]
3x1
=  [
𝑝11
𝑝21
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𝑝12
𝑝22
𝑝32
𝑝13
𝑝23
𝑝33
𝑝14
𝑝24
𝑝34
]
3x4
∗   [
𝑊𝑋′
𝑊𝑌′
𝑊𝑍′
𝑊
]
4x1
   (3.2) 
 
In this problem we attempted to find the mapping between 3D and 2D space and at 
the same time accurately estimate the 3D locations. The entire operation was performed in 
the homogeneous coordinate system. The initial 3D points were taken from LiDAR data 
and their associated 2D points were selected from the stereo pair images. These matching 
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points were chosen manually by identifying prominent geometrical features, like building 
corners. Since no prior knowledge of camera intrinsic or extrinsic parameters was used here, 
the initial estimation of camera matrices (𝑃1, 𝑃2) was obtained using a direct linear 
transformation (DLT) algorithm (Hartley and Zisserman, 2000). The camera matrix has 
eleven degrees of freedom and thus a minimum of six matching points are required to 
calculate the camera matrix using DLT; we used fifteen matching points for a robust 
solution. A least squares optimization method was designed, which uses the parameter 
vector given by  
                                        𝑝𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 = {𝑃1, 𝑃2, 𝑋𝑖;𝑖=1𝑡𝑜 𝑛}1x(24+3xn)                       (3.3) 
In each iterative step the optimization method tries to find the camera matrices, 𝑃1 and 𝑃2, 
by adjusting these parameters such that it minimizes the error given by 
                                        𝜀 = ∑ 𝑑(𝑥𝑖 − 𝑥?̂?)
2 + 𝑑(𝑥𝑖
′ − 𝑥?̂?
′)2 + 𝑑(𝑋𝑖 − 𝑋?̂?)
2
𝑖          (3.4) 
where 𝑥?̂? =  𝑃1
′𝑋?̂?, and 𝑥?̂?
′ =  𝑃2
′𝑋?̂?. 𝑃1
′, 𝑃2
′, and 𝑋?̂? represents the intermediate camera 
matrices and the 3D points respectively. The final product of this optimization method is a 
pair of camera matrices and the 3D points. The estimated camera matrices were used to 
register the LiDAR data.  The RMSE of registration was calculated between matching 
points before and after registration for all three study sites and displayed in Table 4. The 
distribution of matching points before and after registration for the downtown industrial site 
(site 1) is shown in Figure 3.5, and Figure 3.6 shows the 3D rendering of the downtown 
industrial (site 1) and RIT campus (site 3) sites, respectively. 
 
 
 47 
 
Table 3.2: RMSE error calculated between the matching points before and after 
registration 
 
Study site RMSE before registration 
(pixels)                (m) 
RMSE after registration 
(pixels)               (m) 
Downtown 
industrial 
44.55 9.59 0.51 0.12 
Downtown 
residential 
18.31 4.07 0.79 0.19 
RIT campus  25.8 3.44 0.83 0.13 
 
 
 
 
 
 
Figure 3.5 Orthophotos overlaid with the control points before (a) and after registration (b) for the downtown 
industrial site. Mis-registration is mostly prevalent for tall oblique buildings (a), which are corrected after 
registration (b).   
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Figure 3.6 The 2D imagery and their 3D rendering is presented here: (a) and (c) are the RGB images, and (b) 
and (d) are the 3D renderings of the downtown industrial and RIT campus sites, respectively. 
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3.1.4. DEM and nDSM generation from LiDAR point clouds and establishing a height 
threshold 
 
The registered LiDAR data were used to derive the DEM from its ground points 
using natural neighbor interpolation method. The correct identification of the ground and 
non-ground points in the LiDAR dataset is important. There are many algorithms available 
to classify the ground points for eventual derivation of a digital terrain model (DEM). These 
algorithms are discussed in section 1.3.1. To avoid topographic influences, a height model 
(nDSM) was created by subtracting the DEM from the elevation of each non-terrain LiDAR 
point. 
The LiDAR dataset that we used comes with a vendor-supplied classification field. 
Kucera International used the Terascan module from the Terrasolid software to classify the 
LiDAR points, followed by a manual inspection and editing process. LiDAR data were 
classified into three classes, namely unclassified (i.e., non-ground), ground and low points, 
and noise.  The Terrascan software implements several steps to classify LiDAR data into 
ground- and non-ground returns. In the first pass of Terrascan, the isolated points routine 
classifies points which do not have a predefined number (1-5) of neighbors within its 3D 
search radius. Generally, the 3D search radius varies from 2-10 m, depending on the nature 
of the data. 
Next, the ground classification routine is applied, where ground points are detected 
by iteratively forming a triangulated surface model. This routine starts with the selection of 
a few local minima points, which have a high confidence as being a ground hit. The initial 
point selection is controlled by a user-specified maximum building size parameter. For 
example, if user selects a maximum building size of 60 m, then the application predicts that 
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for any 60 x 60 m area there will be at least one hit from the ground and takes that lowest 
point to be a ground hit. An initial triangulated model is built using these ground points and 
additional points are added iteratively to this model, based on Axelsson’s adaptive TIN 
model (Axelsson, 2000). Iteration angle and iteration distance are two key parameters which 
are used to decide whether or not a point is to be included in the model. Generally, a small 
angle (4°) for flat terrain and a larger angle (10°) for hilly terrain are used. The iteration 
distance varies between 0.5-1.5 m to ensure that there is no large upward jump when 
triangles are large. Figure 3.7 illustrates these two parameters (Terrascan, 2011). 
 
 
Figure 3.7 Angle and distance parameters must be met at every iteration for a point to be added to the ground 
surface model. The iteration angle is defined as the maximum angle between a point, based on its projection 
on the triangle surface and the closest triangle vertex. The iteration distance is defined as the maximum 
distance from a point to the triangle surface (TerraScan, 2011). 
        
Following the classification of ground points, the application again evaluates the 
data set by looking for noisy points; this is done by executing the below surface routine. 
The below surface routine classifies points which are deemed to be below the true surface. 
In this step it selects 25 neighboring points around the point of interest, and fits a plane 
through them. The standard deviation of the elevation difference between each point and 
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the plane is computed. If the elevation of the query point is smaller than the user-defined 
constant multiplied by the standard deviation, then the point is classified as noise.  
The vendor-supplied terrain points were used in this study to create a DEM. The 
DEM was created by interpolating ground points onto a 1 x 1 m grid. The ground point 
density varies between 0.5-2 hits/m2 for the downtown Rochester data collect. The grid 
resolution was chosen such that it had enough points to model the change in elevation of 
rugged terrain, and so that it could also handle cases of low point density. The DEM was 
built using Delaunay triangulation with natural neighbor interpolation (Labiak, 2011). 
Natural neighbor interpolation is based on Voronoi tessellation of discrete set of points. 
This method finds the closest subset of points to the query point and assigns weights by 
calculating the proportion that each surrounding area contributes when inserted into the 
tessellation. Natural neighbor interpolation provides a smoother surface when compared to 
nearest neighbor interpolation (Sibson, 1981).  
The nDSM or height-above-ground surface model was created by subtracting the 
DEM from the elevation (height) of all non-ground points. For all the non-ground points, 
the nearest X, Y location from the DEM grid was found and then the height of the terrain at 
that location was subtracted from the height of the non-ground point. In this way, the actual 
heights of individual points were found after eliminating the terrain effect. Figure 3.8 and 
3.9 show the DEM and nDSM or height model, respectively, of a region of Downtown 
Rochester. 
A height threshold was applied to the nDSM to eliminate all points below 2 m 
elevation, and our assumption thus was that the ground, roads, small vehicles, shrubs, 
shades, and all other low-lying object points were removed. Remaining points were mostly 
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from the building and the vegetation regions, and in the next steps we classified these two 
classes from the other classes present. 
 
Figure 3.8 An example of the 1 m resolution Digital Terrain Model (DEM) of a region from downtown 
Rochester, NY. The height/elevation of the triangulated DEM is relative to the mean sea-level datum. 
Different color represents height of different triangulated portions of the DEM. 
 
 
Figure 3.9 The surface height or normalized digital surface model (nDSM). The height model is obtained by 
subtracting the DEM from the elevation of each non-terrain point.  The height of each point in the nDSM is 
relative to a zero-elevation flat plane, and thus free from topographic effects.  The heights of the points are 
represented in different colors.  
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3.1.5. Normalized height image 
 
The generation of a normalized height image from the pre-processed LiDAR data 
was the first step towards the building detection. This was created by rasterizing the LiDAR 
points into 1 x 1 m pixels, after which the mean height was divided by the maximum height 
within each pixel. The height of the building points that fall inside a pixel remain almost 
fixed compared to the vegetation points, thus pixels containing buildings points generally 
exhibit a larger normalized height value when compared to the vegetation pixels. We used 
the normalized height image as a preliminary step to separate buildings points from the 
remainder of the LiDAR data. The normalized height images of all three study sites were 
evaluated to identify a threshold value which would preserve most of the building regions.  
It was found that a threshold of 0.85-0.9 preserved most of the building footprints and 
proved efficient in removing vegetation and remaining classes (Labiak, 2011). Next a 
morphological opening and closing operation was performed to obtain the initial building 
points. Figure 3.10 shows the initial selection of building regions using the normalized 
height image for the downtown industrial (site 1) site. 
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Figure 3.10 Steps for obtaining initial building points using the normalized height image for the downtown 
industral site. (a) Height-thresholded LiDAR point cloud, (b) height-normalized image, (c) image of intial 
building regions obtained after the morphological operation on image (b), and (d) the initial building points.  
 
A point-based segmentation method was applied next to refine the building 
detection by removing remaining vegetation or other points, which were immediately 
adjacent to the buildings. 
 
3.1.6. Segmentation of the LiDAR point clouds 
 
In theory, a detailed geometrical description of any object surface can be extracted 
from LiDAR 3D point clouds. For any 3D point, the surface normal, which is one of the 
prime indicators of the underlying surface’s nature, can be estimated by fitting a plane 
through its neighboring points (Rabanni et al., 2006). Figure 3.11 shows the distribution of 
surface normals of all points that reside on a building rooftop and tree crown. The building 
rooftops exhibit a regular pattern or smooth surface, whereas tree canopies have an irregular 
surface distribution. The orientation of surface normals for tree and building rooftop showed 
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the expected behavior, i.e., surface normals were randomly distributed for tree crowns, 
whereas they were parallel to each other for a building roof surface.  
The segmentation method utilizes the distribution of surface normals and groups the 
LiDAR points into meaningful segments. The segmentation method has two stages, namely 
(i) normal and flatness estimation and (ii) region growing: 
i. Normal and flatness estimation 
The normal for each point was estimated by fitting a plane to its neighboring points. 
The neighboring points can be selected based on K nearest neighbor (KNN) or fixed 
distance neighbor (FDN) methods. We selected the 30 nearest neighbors for each of the 
individual points to find the distribution of their normal vectors. The estimation of the 
normal vectors and the flatness is based on covariance analysis.  Swain (1978) pointed out 
that in a 𝑙 dimensional space, 10𝑙 is the practical minimum number of samples required to 
estimate the mean and covariance of the data.  
The estimation of normal vectors and the flatness measure can be performed by 
eigen-analysis of the covariance matrix of the point positions. For the LiDAR point cloud, 
𝑃, let 𝑝 ∈ 𝑃 be the sample point, where 𝑝 consists of x, y and z coordinates, and ?̅? be the 
centroid of the neighborhood of 𝑝, i.e., 
                                  ?̅? =
1
𝑁𝑝
∑ 𝑝𝑖𝑖∈𝑁𝑝                                                        (3.5) 
The 3x3 covariance matrix 𝐶 for the sample point 𝑝 is given by 
                                                        𝐶 =
1
𝑁𝑝
∑ (𝑝
𝑖
− ?̅?)
𝑖𝑖∈𝑁𝑝
(𝑝
𝑖
− ?̅?)
𝑖
𝑇
                             (3.6) 
If 𝜆0 ≤ 𝜆1 ≤ 𝜆2 are the eigenvalues sorted in ascending order, then the eigenvector 
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corresponding to the smallest eigenvalue, 𝜆0, defines the normal vector at any point 𝑝 
(Rabbani et al., 2006). The flatness or surface variation (Zhou and Neumann, 2008) at any 
point p then can be estimated by  
                                           𝐹 =
𝜆0
𝜆0+𝜆1+𝜆2
                                                         (3.7) 
 
 
 
 
Figure 3.11 An image that shows the orientation of normal vectors for (a) tree tops and (b) a building roof 
region. The normal vectors are estimated based on covariance analysis.  
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ii. Region-growing 
 
This step uses the point normals and their flatness values to group points into smooth 
surfaces. Two constraints are implemented in the region-growing algorithm (Rabbani et al., 
2006), namely 
1. Points belonging to a segment should be locally connected. This constraint is enforced 
by including the nearest neighbor in the region-growing process. 
2. Points belonging to a segment should form a smooth surface, i.e., the angle    between 
the surface normals of the seed points and the point added to the region should be within 
a predefined threshold  th  
value. The angle between normals of two points are 
calculated using the dot product given by  
                                   𝜃 = 𝑐𝑜𝑠−1(‖𝑛𝑝 .  𝑛𝑠‖)                                              (3.8) 
The absolute value of the dot product is used to calculate the angle between normal 
vectors, in order to eliminate the 180° ambiguity. 
Region-growing starts with calculating the flatness  F  of each point in the data 
set, where a point with a minimum flatness value is considered as a seed point. The 
neighboring points of the seed are iteratively added to form a region if the condition, 𝜃 <
𝜃𝑡ℎ, is satisfied. Once these points are added to the region list, they are removed from the 
original point list and a new point with a minimum flatness value from the remaining point 
list is considered as the new seed. This process continues until no point is left. Here we 
wanted to prevent over-segmentation of surfaces. Figure 3.12 shows some major building 
segments of RIT Campus site. 
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Figure 3.12 An example of the point cloud segmentation result. Building roof tops can be easily separated by 
this segmentation method. The first 20 building segments are represented here in different gray-scales.  
 
The size of the segments also indicates the types of objects; for example, segments 
formed by remaining points of trees or vehicles are smaller in size compared to the segments 
formed by building points. We approximated the size of buildings in our study sites using 
the ruler tool of Google-earth. It was determined that the size of smallest building is not less 
than 90 m2. After eliminating the points below 2 m in elevation, the LiDAR point density 
was 2-5 points/m2. Therefore, based on the minimum building size (in this case ≥ 90 m2), 
we decided any segment which contained fewer than 200 points (90*2 ̴ 200) would not be 
considered as a building region. Sometimes buildings have small rooftop structures, which 
form smaller segments. Therefore, before rejecting any of these small segments, a check 
was performed to assess whether any of them belonged to larger building segments.  
Once the building regions were identified, we separated vegetation from remaining 
objects using the RGB vegetation index image along with the LDVI metric. The first was 
used for initial selection of vegetation regions, after which LDVI was used to refine the 
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result. Descriptions of the RGB vegetation index image and the LDVI metric are given 
below. 
 
3.1.7. RGB vegetation index image 
 
The RGB vegetation index image was created based on two different index images 
from color RGB imagery (Ok, 2008). These two index images are 
 the Ratio Index (RI), which is the ratio of green radiance (𝜌𝑔𝑟𝑒𝑒𝑛) and the blue 
radiance (𝜌𝑏𝑙𝑢𝑒) in the form of 
                                                                 𝑅𝐼 =
𝜌𝑔𝑟𝑒𝑒𝑛
𝜌𝑏𝑙𝑢𝑒
                                                      (3.9) 
 the Visible Atmospherically Resistant Index (VARI), which is expressed as  
                                                         𝑉𝐴𝑅𝐼 =
𝜌𝑔𝑟𝑒𝑒𝑛−𝜌𝑟𝑒𝑑
𝜌𝑔𝑟𝑒𝑒𝑛+𝜌𝑟𝑒𝑑−𝜌𝑏𝑙𝑢𝑒
                                (3.10) 
Both these index images have gray scale values between 0-255, which were then 
converted to binary images based on a threshold value; this value was determined as a mid-
range value between the highest and lowest gray level for each individual index image, even 
though a manual adjustment sometimes was needed to refine this value. The intersection of 
these two index images produced an initial vegetation index image. Connected component 
analysis, followed by a morphological closing operation, was used to calculate the final 
product. Figure 3.13, and Figure 3.14 show the RGB vegetation index image, and zoom 
version of this index image of downtown residential study site.   
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Figure 3.13 An example of (a) a gray scale image and (b) vegetation index image of the downtown residential 
study site. The vegetation pixels were highlighted in this index image.  
 
 
Figure 3.14 A section of the original RGB image (red square) shown zoomed in (right) for better illustration 
of the vegetation index; (a) represents the color (RGB) image, (b) is the small portion of image (a), and (c) 
is the vegetation index image of (b).   
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3.1.8. The LiDAR in-fused difference vegetation index (LDVI)  
 
The radiometric information of LiDAR intensity has been used in many studies for 
object classification. For example, LiDAR intensity metrics were used for land cover 
classification (Brennan and Webster, 2006) and tree species identification (Brandtberg, 
2007; Ørka et al., 2007). Being an active remote sensing device, LiDAR is largely 
unaffected by sun-target geometry. The intensity recorded by the LiDAR not only embeds 
the target backscattered reflectance information, but many other factors also influence 
LiDAR intensity, e.g., power variation of the transmitted pulse, pulse width and wavelength 
of laser, electronic and background noise, different instrumental settings (scanning distance 
and angle), surface geometry, and two way transmission loss of signal (Korpela et al., 
2009). To reduce the impact of these issues, some studies use range and/or automatic gain 
control (AGC) normalized LiDAR data for vegetation classification (Korpela et al., 2008, 
2009). The absolute calibration of LiDAR intensity data to retrieve the surface reflectance 
of objects also has been investigated (Kaasalainen et al., 2005; Jupp et al., 2009). However, 
in most of the cases, the system data required for calibration, such as scan angle, pulse travel 
time, etc.,  are not readily available, creating an incentive for using raw LiDAR intensity 
data (Korpela, 2008).  
In our study we used raw un-calibrated LiDAR intensity data to calculate a 
vegetation index, similar to the Normalized Difference Vegetation Index (NDVI), which is 
used as an indicator to monitor plant growth, health, and vigor (Gitelson, 2004; Schott, 
2007), and which exhibits higher values for typical vegetation than for, say, soil or senescent 
vegetation. In calculating LDVI, the red band of the RGB image and the intensity (at 1064 
nm wavelength) of the co-registered LiDAR were combined as         
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                                                                 𝐿𝐷𝑉𝐼 =
(𝐿𝑖𝐷𝐴𝑅𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 − 𝐷𝐶𝑅)
(𝐿𝑖𝐷𝐴𝑅𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 + 𝐷𝐶𝑅)
                                      (3.11) 
 
Validation of the LDVI metric: Since the operational principles of the camera 
(passive) and the LiDAR (active) sensors are completely different, two validation tests were 
performed to investigate the reliability of LDVI to detect vegetation: i) the relationship 
between the passive and active sensor’s IR intensities was studied. The WASP SWIR band 
image was used for the passive IR intensity, which covers the wavelength range of 1-1.7 
μm of the electromagnetic spectrum; and ii) classification of vegetation was performed and 
results were compared for three vegetation index images namely a) the LDVI, derived from 
the LiDAR intensity and the red channel from the WASP sensor (referred to as the LDVI 
image), b) the NDVI derived from the IR and red band from NAIP imagery (referred to as 
the NAIP-NDVI image), and c) the NDVI derived from the WASP red band and SWIR band 
(referred to as the WASP-NDVI image). 
Please note that the recoded object signal from the LiDAR sensor is stored as 8 bit 
data (0-255 levels) and is not radiometrically calibrated, as is the case for WASP SWIR 
band image. However, for convenience sake, we will refer to them as LiDAR intensity and 
the SWIR band intensity respectively.  
 
i. Comparison of the WASP SWIR band (1-1.7 µm) and LiDAR intensity (1.064 µm) 
Four small regions (Figure 3.14) within the RIT campus area were used to perform 
this comparative study. Registered LiDAR data of these regions were rasterized into a 2D 
grid, while maintaining the same spatial resolution as the SWIR image. A Gaussian low-
pass filter was applied to remove any high-frequency noise present in the LiDAR intensity 
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image.  The individual pixel intensities of the SWIR and the LiDAR intensity images were 
plotted along the x and y axes, respectively. The Pearson's linear correlation coefficient (r) 
was calculated between SWIR and LiDAR intensity, as  
                                                       𝑟 =
∑ (𝑥𝑖−?̅?)(𝑦𝑖−?̅?)
𝑛
𝑖=1
√∑ (𝑥𝑖−𝒙)
𝑛
𝑖=1
2√∑ (𝑦𝑖−?̅?)
𝑛
𝑖=1
2
                                   (3.12)  
where 𝑥 = {𝑥1, 𝑥2, . . . , 𝑥𝑛}, and 𝑦 = {𝑦1, 𝑦2, . . . , 𝑦𝑛} represent the dataset between which the 
correlation is calculated, and the term ?̅? , and ?̅? represent the sample mean of 𝑥, and 𝑦 
respectively, given by 
?̅? =
1
𝑛
∑ 𝑥𝑖
𝑛
𝑖=1  (the term for 𝑦 is similar). 
 
Figure 3.15 shows the RGB, SWIR, and LiDAR intensity images of four different 
regions and the relationship between filtered SWIR and LiDAR intensities for these 
respective regions.  
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Figure 3.15 The RGB image, the SWIR band image, the LiDAR intensity image, and the relationship between 
the SWIR and LiDAR intensity are shown for all four regions, namely the RIT playground, Kokopelli pond, 
forest, and RIT building.  
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To further understand the behavior of the LiDAR vs. SWIR intensities, different 
portions of the graphs were selected and corresponding pixel locations were highlighted in 
the RGB imagery via 2D scatterplots. The correlation coefficients, and the response 
between the SWIR and LiDAR intensities, are shown in Table 3.3. 
 
Table 3.3: The Pearson's linear correlation coefficient (r) between the LiDAR and SWIR 
intensity, and the response of pixels identified from different portions of the graph. 
 
Region 
name 
Pearson’s  
coefficient 
     RGB image      LiDAR vs. SWIR intensity    Class map 
 
Playground 
 
0.86 
 
 
Kokopelli 
pond 
 
0.85 
 
Forest 
 
0.22 
 
Building 
 
0.58 
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For the RIT playground region (Table 3.3, 1st row), three different portions of the 
LiDAR vs. SWIR intensity plot were selected, with their corresponding pixel locations in 
the RGB image represented by red, green, and blue. Pixels from all three regions show a 
linear relationship between SWIR and LiDAR intensity, with a small positive bias.  
 
The following observations can be made of the Kokopelli pond region (Table 3.3, 
2nd row): 
 Pixels represented by red have low SWIR and LiDAR intensity values. Water pixels 
fall into this group, since water typically exhibits a higher IR absorption when 
compared to visible wavelengths.  
 Pixels highlighted in green show relatively higher LiDAR and lower SWIR 
intensities and are located along the shore of the water body. This is potentially due 
to higher NIR backscatter in the case of the LiDAR data.  
 Pixels represented by cyan belong to the water-based vegetation region. These 
pixels show relatively higher SWIR and lower LiDAR intensities, most likely due to 
the high absorption in the narrow LiDAR wavelength (1064 nm).  
 Other than water pixels, pixels from bare ground and grass regions follow the 1:1 
line, which are represented in yellow. The majority of pixels fall in this group.  
 Pixels highlighted in blue have saturated SWIR intensity values, with relatively low 
associated LiDAR intensity values. The small tree region exhibits this behavior, 
which was attributed to saturation in the WASP SWIR sensor. 
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For RIT forest region (Table 3.3, 3rd row) the following observations can be made:  
 Pixels represented by red roughly follow the 1:1 line. The majority of the pixels 
belong to this group.  
 Pixels represented by green show a deviation from the 1:1 - these pixels have a 
relatively higher SWIR intensity when compared with the associated LiDAR 
intensity. We attributed this phenomenon to the complex scene geometry (due to 
structural variation and different bio-physical properties of trees) of the forest 
region, varying illumination conditions, sensor geometry, the Bidirectional 
Reflectance Distribution Function (BRDF) of the illuminated area, i.e., the incident 
radiance and viewing angles, and multiple scattering of light at the leaf level (Ross, 
1981; Goel, 1988; Myneni and Asrar, 1989; Jacquemoud et al., 1992). These factors 
are especially prevalent in the SWIR imagery (Asner, 1998), compared to the active 
sensing mechanism of the LiDAR data, due to hemispherical irradiation. 
 
For RIT campus building region (Table 3.3, 4th row), the following observations can be 
made: 
 Pixels represented by green have lower SWIR and higher LiDAR intensities and 
relate to shadow. LiDAR, as an active sensing device, can acquire data in sun-
shadowed areas, whereas the SWIR imagery has low intensity values in shadow 
regions, causing the correlation between these two modalities to deteriorate. This 
bodes well for the use of LiDAR intensity as a substitute for a NIR image band, 
since LiDAR can acquire data in all LiDAR-illuminated regions, irrespective of sun 
angle.  
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 Selected roof top areas, represented in red, show a lower intensity in the LiDAR 
data, which was attributed to specific material properties.  
 Pixels represented by yellow and blue both follow the 1:1 relationship between 
LiDAR and SWIR intensities. Most pixels in this scene belong to this group. Blue 
pixels have relatively high LiDAR and SWIR intensities and belong to the bright 
building region. 
 
In summary, the relationship between SWIR and LiDAR intensities, for four 
different regions, was studied. For most of the cases the results showed that SWIR and 
LiDAR intensities follow a linear relationship, whereas a selected set of pixels showed a 
deviation from this linearity. We did not expect much similarity between SWIR and LiDAR 
intensities, due to the fact that SWIR and LiDAR sensors are distinctly different in their 
configuration and operating principles. However, since these two sensors operate in the IR 
spectrum, we expected significant amount of correlation between them, which is supported 
by the results. The observed deviations from the 1:1 line were attributed to scene 
complexity, e.g., high structural variation, shadow, under-water objects, etc. We do 
acknowledge that the LDVI metric, derived from the LiDAR intensity at 1064 nm, will not 
necessarily give the same result as that of NDVI. Nevertheless, the usefulness of LDVI to 
detect vegetation is investigated in the next section by comparing the LDVI results to 
vegetation indices derived from both the WASP and NAIP imagery. 
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ii. Vegetation detection using the LDVI image and two alternative vegetation index 
images 
A small region of downtown Rochester was selected for this vegetation 
classification study. Three binary index images were derived using the four band NAIP 
imagery, WASP RGB and SWIR imagery, and LiDAR point clouds. All of these images 
and LiDAR data were geo-registered. Figure 3.16 shows the RGB image of that region 
and the three different vegetation index images. To measure the object classification 
accuracy, a vector (GIS) file for tree regions was manually created from the WASP 
RGB image using image interpretation and on-screen digitization. This approach was 
deemed most accurate, given the high spatial resolution of the base imagery 
(approximately 0.21 m). Thus, by intersecting the shapefile with the WASP RGB image, 
we were able to calculate the true number of tree pixels in this scene, which represented 
the ground truth for the classification approach. 
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Figure 3.16 The (a) RGB image, (b) NAIP-NDVI, (c) WASP-NDVI, and (d) LDVI image of downtown 
Rochester, NY. 
 
Three different threshold values for the three vegetation index images were 
determined by plotting the receiver operating characteristic (ROC) curves between the true 
positive and false positive rate of classification, with threshold values varying between 0-1. 
Figure 3.17 shows the ROC curve plotted for all three vegetation index images. 
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Figure 3.17 The ROC curves for (a) true positive rate vs. false positive rate, (b) true positive rate vs. threshold, 
and (c) false positive rate vs. threshold, plotted for the three different vegetation index images 
 
The threshold value for binary classification for all three index images were 
determined by finding a point on each graph at the minimum distance from the ideal 
classification point, i.e., (0, 1), from which the corresponding threshold values were found 
using a lookup table. Table 3.4 shows the true positive rate, false positive rate, and their 
corresponding optimum threshold value for these index images. 
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Table 3.4: True positive rate and false positive rate, corresponding to the optimum 
threshold 
 
Based on these optimum thresholds, a classification was performed in the case of 
each vegetation index image: if any pixel has a higher value than the corresponding 
optimum threshold, then it was considered to be a tree pixel vs. the non-tree pixels for lower-
than-threshold values. To validate the results, a pixel- and object-level accuracy assessment 
was performed. 
In pixel-level classification, the number of correctly classified tree pixels was 
determined by intersecting the manually created tree shapefile with the classified output 
images. Tables 3.5 shows the different classification accuracy measurements for the NAIP-
NDVI, WASP-NDVI, and LDVI images.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 False Positive Rate True Positive Rate Threshold 
NAIP NDVI 0.19 0.80 0.67 
WASP NDVI 0.20 0.83 0.72 
LDVI 0.22 0.90 0.61 
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Table 3.5: The classification result in terms of overall accuracy, produce’s accuracy, user’s 
accuracy, and kappa coefficient using vegetation index images (NAIP_NDVI, 
WASP_NDVI, and LDVI) to detect tree and non-tree pixels 
Index 
image 
  Reference pixels Producer’s 
accuracy 
(%) 
User’s 
accuracy 
(%) 
Tree Non-tree Total 
 
 
NAIP_
NDVI 
C
la
ss
if
ie
d
 p
ix
el
s 
Tree 
Non-tree 
Total 
10,201 
2,476 
12,677 
9,223 
38,024 
47,247 
19,424 
40,500 
59,924 
80.47 
80.48 
52.52 
93.89 
Overall accuracy (%) = 80.48 
Overall Kappa statistic = 0.51 
 
 
WASP_
NDVI 
Tree 
Non-tree 
Total 
10,840 
1,837 
12,677 
9,217 
38,030 
47,247 
20,057 
39,867 
59,924 
85.51 
80.49 
54.05 
95.39 
Overall accuracy (%) = 81.55 
Overall Kappa statistic = 0.54 
 
 
LDVI 
Tree 
Non-tree 
Total 
10,173 
2,504 
12,677 
10,343 
36,904 
47,247 
20,516
39,408 
59,924 
80.25 
78.11 
45.96 
93.65 
Overall accuracy (%) = 78.56 
Overall Kappa statistic = 0.48 
 
To assess the significant difference of classification accuracy obtained using these 
index images, three different methods were applied (Foody, 2004): 
 accuracy assessment and comparison by determining the area under the ROC 
curve. This is a powerful means used to analyze the performance of different 
classifiers for a two-class situation (Zweig and Campbell, 1993 and Foody, 
2004)  
 comparison of the kappa coefficient at the 5% significance level (Foody, 
2004) 
 comparison of proportion correct (overall accuracy) at the 5% significance 
level (Foody, 2004) 
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Table 3.6: The comparison of classification accuracy results produced by three different 
matrix (NAIP_NDVI, WASP_NDVI, and LDVI) based on area under the ROC curve  
Index image Area under the ROC  
NAIP_NDVI 0.88 
WASP_NDVI 0.87 
LDVI 0.85 
 
 
 
Table 3.7: The comparison of classification accuracy results produced by three different 
matrix (NAIP_NDVI, WASP_NDVI, and LDVI) based on the comparison of kappa 
coefficient using a two-sided test with 5% level of significance 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3.8: The comparison of classification accuracy results produced by three different 
matrix (NAIP_NDVI, WASP_NDVI, and LDVI) based on the comparison of proportion 
correct (overall accuracy) using a two-sided test with 5% level of significance 
 
 
 
 
Classifier #1 Classifier #2 Comparison of kappa coefficients 
  𝜅1̂ 𝜅2̂ 𝜅1̂ − 𝜅2̂ Significant at p=0.05 
NAIP_NDVI WASP_NDVI 0.51 0.54 -0.03 No 
NAIP_NDVI LDVI 0.51 0.48 0.03 No 
WASP_NDVI LDVI 0.54 0.48 0.06 Yes 
Classifier #1 Classifier #2 Comparison of Proportions 
  𝑥1
𝑛1
 
𝑥2
𝑛2
 
𝑥1
𝑛1
−
𝑥2
𝑛2
 
Significant  at 
p=0.05 
NAIP_NDVI WASP_NDVI 0.81 0.82 -0.011 No 
NAIP_NDVI LDVI 0.81 0.79 0.02 No 
WASP_NDVI LDVI 0.82 0.79 0.03 No 
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It should be noted, however, that to compare kappa coefficients and the proportions of 
correctly allocated pixels, a two-sided test at the 5% significance level was used (H0: There 
is no significant difference between the two kappa coefficients)  with the level of 
significance stated for significant differences (Foody, 2004). 
 
In object-level classification, each unconnected or separate region of the manually-
created vector file was considered as a tree cluster/object. We found 110 different tree 
clusters in this vector file, while the actual number of tree pixels for each cluster from the 
object classification also was known. To determine the number of pixels inside the tree 
clusters, the classification results were intersected with the truth shapefile. If a pre-defined 
percentage of pixels fell inside a particular cluster, then that cluster was considered as 
detected. For example, if 50% pixels (boundary case) fell inside a cluster, it was considered 
as detected. These percentage threshold values were varied from 50-80% in order to identify 
the change in object detection rate. Figure 3.18 shows the ground truth image and three 
different classification images intersected with the truth shape file. Tables 3.6 shows the 
associated classification accuracies. 
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Figure 3.18 The measurement of classification accuracy using the Ground truth: (a) is the Ground truth image, 
(b) is classified NAIP-NDVI image intersected with tree shape file, (c), classified WASP-NDVI image 
intersected with tree shape file, and (d) is the classified LDVI image intersected with tree shape file  
 
Table 3.9: Number of objects detected (out of 110 objects) and the associated detection rate 
of the object-based classification  
 
 NAIP_NDVI WASP_NDVI LDVI 
Percentage 
filling (%) 
Number of 
detected 
object 
Detection 
rate (%) 
Number of 
detected 
object 
Detection 
rate (%) 
Number of 
detected 
object 
Detection 
rate (%) 
50 96 87.27 101 91.82 106 96.36 
60 92 83.64 101 91.82 103 93.64 
70 84 76.36 90 81.82 94 85.45 
80 76 69.09 89 80.91 92 83.64 
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For the pixel-based accuracy assessment (Table 3.5), all the index images showed 
good Producers’ accuracies (~80%), whereas the Users’ accuracy was low (~ 50%) for all 
of them. That indicates that binary classification, using the index images, exhibited a high 
false positive detection rate. This was attributed to the fact that the truth shape file, which 
was used to evaluate the performance of binary classifiers, included only trees, while grass, 
shrubs, or low lying vegetation objects were not included. These latter objects, however, 
were detected as “vegetation” by all three classifiers and lowered the Users’ accuracy 
accordingly. Moreover, the LDVI index image performed poorly when it came to 
differentiating between shadowed and vegetation regions, which further lowered its User’s 
accuracy from the rest. However, in an actual workflow scenario, these issues had limited 
(no) impact, since only the objects with a height greater than 2 m were considered, and the 
inclusion of the RGB vegetation index image as the first step of vegetation detection ensured 
the elimination of the shadowed regions from vegetation.  
 Table (3.6) shows the classifications’ significant difference assessments between 
NAIP_NDVI, WASP_NDVI, and LDVI based on the area under the ROC. The accuracy 
assessment based on a ROC plot is a convenient and accepted method. The values range 
between 1.0 (perfect separation of test values of the two groups) and 0.5 (no visible 
distributional difference of the two groups by the classifier). Thus the area of the ROC 
curve, corresponding to a particular classifier, is a quantitative measure to determine how 
close the classifier is performing when compared to a perfect classifier (area of the ROC is 
1.0). Based on the area of the ROC, all three index images produced good classification 
performance (area of ROC > 0.8), and were comparable to each other. However, the 
NAIP_NDVI produced slightly better classification result from the rest. 
 78 
 
The assessments based on comparisons of Kappa coefficients (Table 3.7) and 
proportions (Table 3.8) for a two-sided test at the 5% significance level showed no 
significant difference between the NAIP-NDVI and WASP-NDVI, and the NAIP-NDVI 
and LDVI. However, these two methods show disagreement between WASP-NDVI and 
LDVI. The proportion comparison showed that WASP-NDVI and LDVI were not 
significantly different, whereas the reverse was demonstrated by the comparison based on 
kappa statistics. This discrepancy in assessment was attributed to the fact that the kappa 
statistics was influenced by the higher false positive rate of the LDVI index classifier, as 
the confusion between shadow and vegetation regions was more pronounced for the LDVI 
index classifier than the WASP-NDVI classifier; this influence is lower in the proportion 
or overall accuracy calculation. As mentioned earlier, LDVI was used alongside the RGB 
vegetation index image so that the misclassification due to shadowed regions can be 
removed in the actual workflow. 
The object-based classification assessment, on the other hand, showed that the LDVI 
image had a better detection rate when compared to the other two index images. 
 
In the object detection workflow (Figure 3.1) the points selected through the vegetation 
mask are used to create the LDVI map, and a threshold value of 0.61, obtained from the previous 
experiment, was used to refine the selection of vegetation. Finally a morphological opening-
closing operation was performed to obtain the final vegetation regions.  
 
 
 
 79 
 
3.2. On the importance level (“criticality”) of each step in the classification workflow 
(Figure 3.1) and the criteria behind threshold selection 
 
In this fusion-based classification workflow, the first few steps, such as noise removal, 
registration between imagery and LiDAR data, and the DEM generation and height 
thresholding of LiDAR data, constitute the data processing steps – these steps are essential 
before performing actual classification. After data processing, building points are detected first 
by creating the normalized height image, followed by point-based segmentation. The 
normalized height image is a preliminary step, which detect initial building regions based on 
the height information of neighboring points. Next, the point-based segmentation method 
refines this initial selection and produces a final building map. The generation of the normalized 
height image is not a crucial step to detecting buildings; however, it helps to remove non-
building points and expedite the point-based segmentation, as point-based segmentation is 
relatively slow for large datasets with dense point clouds (12-15 points/ m2). On the other hand, 
the point-based segmentation method is essential for building region selection and can be used 
without the normalized height image. Once the building detection is completed, vegetation is 
detected next.  For vegetation detection, the RGB vegetation index is used first to select 
approximate vegetation regions, after which  a final result is obtained by creating the LDVI 
map of the remaining points and applying a threshold of 0.61 (obtained from the previous 
experiment) to retain the vegetation. Both these steps are crucial for vegetation detection, since 
(i) the LDVI sometimes misclassifies shadowed regions as vegetation, which is corrected by 
using the RGB vegetation index, whereas (ii) the RGB vegetation index image is not perfect at 
detecting vegetation, which is refined by applying the LDVI. Therefore, the RGB vegetation 
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index, in conjunction with the LDVI, produce improved vegetation detection. In each of the 
classification workflow steps, different threshold values are selected. The selection of these 
thresholds are described in Table 3.10. 
 
Table 3.10: Different threshold selection criterion for the classification workflow  
Step Threshold value Comment 
Height threshold 
of for the LiDAR 
point cloud 
>2 m This threshold was applied to get rid of low lying object such 
as vehicles, garage shades, shrubs, and hedges, among others. 
The height threshold for the LiDAR point cloud can be 
avoided if it is requirement to retain all the object points and 
classify them. 
Normalized 
Height image 
0.85 – 0.9 In the normalized height image, pixels of building regions 
have comparatively higher values than the vegetation regions. 
The threshold required to retain the building pixels were 
selected based on thorough testing on different types of 
residential and commercial buildings. Also, the same 
threshold worked to retain building regions for the Haiti 
dataset, collected during the Haiti disaster. (Labiak, 2011). 
This step was a pre-selection step towards building region 
identification, since the point-based segmentation method, 
which was applied to obtain the final building points, runs 
slow for large study areas with dense point clouds (12-15 
points/ m2. However, this segmentation method can be made 
faster using a different programming language (C++), and 
under such circumstances the normalized height image step 
can be avoided.  
Segmentation Normal and flatness 
estimation using 30 
neighboring points 
The estimation of the normal vectors and the flatness is based 
on covariance analysis.  Swain (1978) pointed out that in a 𝑙 
dimensional space, 10𝑙 is the practical minimum number of 
samples required to estimate the mean and covariance of the 
data. Therefore, 30 or more points can be used for normal 
estimation. Since the dataset we have used has uniform point 
density, we used the 30 nearest neighbors, otherwise a fixed 
distance neighbor (FDN) can also be used. 
LDVI 0.61  Selection of the LDVI threshold was performed by plotting a 
ROC curve between false positive and true positive rates, 
based on a manually created vegetation shape file.   
Here an equal weight assigned to true positive and false 
positive rates, whereas for other applications, the LDVI 
threshold can be found based on preference, i.e., where a user 
prefers to have a false positive rather than false negative 
result, or vice versa.   
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3.3. Validation of the test results  
 
Two validation tests were performed on the classification result; first the accuracy of this 
fusion-based classification method was measured; second, the impact of the improved co-
registration on the classification results was evaluated by comparing the detection accuracy 
before and after registration. This study mainly focused on the building vs. vegetation 
separation, thus the whole scene was divided into three classes, namely building, 
vegetation, and other classes. Point-based classification was performed using the manually 
created vector files. Using these vector files, point-based classification was performed by 
overlaying these vector files onto the detected building and vegetation points to calculate 
the number of points that were contained within the boundary defined by their 
corresponding vector files. Finally, to assess the improvement in classification after the 
registration, recall and precision rates were used for an area-based comparison (Davis and 
Goadrich, 2006), where the truth polygon file created from the imagery and the classified 
points from the fusion-based classification approach, prior to and after registration, were 
used. The Lasboundary function of Lastools LiDAR toolkit was used to compute polygon 
boundaries from the classified building points and convert them into a vector file. The area 
of the building regions of these individual vector files and the area of intersection between 
them, before and after registration, was computed in ArcMap (V 10.1). These values were 
used to calculate the recall and precision rates. The formulae for calculating recall and 
precision rates according to this problem are given below.  
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =
𝑇𝑜𝑡𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑡𝑟𝑢𝑡ℎ 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 ∩𝑇𝑜𝑡𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 
𝑇𝑜𝑡𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 𝑟𝑒𝑔𝑖𝑜𝑛𝑠
      (4.14) 
𝑅𝑒𝑐𝑎𝑙𝑙 𝑟𝑎𝑡𝑒 =
𝑇𝑜𝑡𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑡𝑟𝑢𝑡ℎ 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 ∩𝑇𝑜𝑡𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 
𝑇𝑜𝑡𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑡𝑟𝑢𝑡ℎ 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 𝑟𝑒𝑔𝑖𝑜𝑛𝑠
            (4.15) 
The vegetation points were not used for precision and recall rate calculations, since the 
irregular shape of the trees make the area calculation inaccurate.  We assumed that, after 
registration, the improvement in detection rate of the vegetation would be more or less same as 
the buildings. 
 
3.4. Results and Discussions 
 
As is evident from the Methods section above, certain intermediate results for part of 
that section, e.g., the comparison of the different vegetation indices and the initial classification 
results, based on these indices. This section, however, will focus on the overarching study 
results, before we draw final conclusions related to this part of the study. The next chapter will 
deal with vegetation biomass modeling, based on the extracted vegetation regions. 
 
3.4.1. Measurement of fusion-based classification accuracy 
 
Manually digitized vector (GIS) files created from high-resolution WASP RGB 
imagery served as ground-truth data.  The vector files were overlaid onto the detected 
building and vegetation points to calculate the number of points that were contained within 
the boundary defined by their corresponding vector files. Figure 3.19 shows the detection 
results overlaid with the respective shape files. Table 3.11 shows the confusion matrices 
and accuracy measure.  
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The confusion matrices were normalized in order to evaluate the performance of the 
classifier for three different scenes. Normalization of confusion matrices is a popular 
method for comparison purposes (Fienberg, 1970; Congalton and Green 1993). 
Normalization eliminates the difference in the sample sizes of the confusion matrices, and 
thus individual cell values within the matrix are directly comparable. Also, since the rows 
and columns are totaled to a constant value in an iterative process, the normalized matrix is 
more indicative of true errors of omission and commission. According to Congalton and 
Green (1999), the normalized accuracy is more indicative of accuracy than is the overall 
accuracy computed from the original matrix, because it contains information about the off-
diagonal cell values. Table 3.11 shows the normalized confusion matrix for three different 
scenes having different sample sizes, while Table 3.12 summarizes the accuracy for the 
three different scenes. 
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Table 3.11 Point-based classification result in terms of overall accuracy, produce’s 
accuracy, user’s accuracy, and kappa coefficient of the fusion-based approach 
 
 
Table 3.12 Normalized or standardized confusion matrix for comparison of classification 
accuracies between different scenes with different numbesr of LiDAR sample points 
 
 
Study site Classified Reference Producer’s 
accuracy 
(%) 
User’s 
accuracy 
(%) 
Building Vegetation Others Total 
 
Downtown  
industrial 
Building 3,781,516 1,848 437,244 4,220,608 92.30 89.60 
Vegetation 5,369 806,712 103,841 915,922 92.64 88.08 
Other 309,987 62,249 7,211,913 7,584,149 93.02 95.09 
Total 4,096,872 870,809 7,752,998 12,720,679   
Overall accuracy (%) = 92.76 
Overall kappa statistic = 0.86 
 
Downtown 
residential 
Building 2,542,972 10,451 307,931 2,861,354 88.50 88.87 
Vegetation 4,445 1,122,030 135,526 1,262,001 93.25 88.91 
Other 325,934 70,749 6,115,206 6,511,889 93.24 93.91 
Total 2,873,351 1,203,230 6,558,663 10,635,244   
Overall accuracy (%) = 91.96 
Overall kappa statistic = 0.85 
 
RIT campus 
Building 281,014 1,203 18,668 300,885 93.67 93.40 
Vegetation 309 57,518 9,590 67,417 92.15 85.32 
Other 18,690 3,697 474,162 496,549 94.38 95.49 
Total 300,013 62,418 502,420 864,851   
Overall accuracy (%) = 93.97 
Overall kappa statistic = 0.89 
Study site Classified Reference 
Building Vegetation Others  
 
Downtown  
industrial 
Building 0.933 0.001 0.065 
Vegetation 0.003 0.967 0.031 
Other 0.064 0.032 0.904 
Normalized accuracy 93.48%  
 
Downtown 
residential 
Building 0.922 0.007 0.070  
Vegetation 0.002 0.961 0.038 
Other 0.759 0.032 0.892 
Normalized accuracy 92.51%  
 
RIT campus 
Building 0.945 0.011 0.043  
Vegetation 0.002 0.959 0.039 
Other 0.053 0.029 0.918 
Normalized accuracy 94.08%  
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Figure 3.19 The study sites along with the detected building and vegetation points. Figures (a), (d), and (g) 
show the color images of study sites; figures (b), (e), and (h) show the detected building points (in gray) 
overlaid with the building shape files (in black); and images (c), (f), and (i) show the detected vegetation 
points (in gray) overlaid with the building shape files (in black). 
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Table 3.13 Comparison of the accuracy measure of classification algorithm for three 
different study sites.  
 
As mentioned earlier, in this classification problem the whole scene was divided 
into three classes, namely building, vegetation, and other classes, where the “other” class 
arguably is very broad. The fusion-based classification study produced an average overall 
accuracy, normalized accuracy and kappa coefficient of 92%, 93% and 85%, respectively. 
A detailed analysis of the results for each of the study sites is presented below.  
For the downtown industrial site, the detection accuracies for the building and 
vegetation classes were almost similar; the producer’s and user’s accuracy were 92% and 
88%, respectively. For the downtown residential site, the Producer’s and User’s accuracies 
for the building class were nearly 88%, and the vegetation detection accuracies were similar 
to those from the first study site. The reason for the lower User’s accuracy in the building 
detection for these two sites was attributed to an overpass, highways, and pedestrian 
walkway which were classified as “building” due to their structural regularity, while they 
should belong to the “other” class. For the RIT campus site, the building detection 
accuracies were very good, at nearly 93%. The vegetation class also had a high Producer’s 
accuracy at 92%, but the User’s accuracy was lower at nearly 85%. For this site it should 
Study sites Overall accuracy 
(%) 
Kappa coefficient 
(%) 
Normalized 
accuracy (%) 
Downtown 
industrial 
92.76 86 93.48 
Downtown 
residential 
91.96 85 92.51 
RIT campus 93.97 89 94.08 
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be mentioned that some of the newly planted trees were not detected; this was because these 
small sized trees had no or very few laser hits associated with them.  
Some general observations were made from the results of all three study sites. We 
noticed that big trucks and shipment container/trailer structures inside the scenes were 
identified as “building”, since they are structurally similar to the building class, and also 
their sizes are comparable to the small residential homes contained in the scenes. With 
respect to vegetation detection, some vehicle pixels and small construction objects within 
the scene were detected as vegetation, while some of the trees remained undetected because 
of the reddish appearance due to seasonal leaf-color changes. Since our vegetation detection 
mostly relies on spectral, rather than the structural information, those trees were omitted by 
our algorithm.  
We regarded the classification accuracy of this algorithm as good/acceptable; 
however, it can be further increased by carefully removing small objects like vehicles, and 
also by identifying the roads and overpasses. To identify a road/overpass, a spectral 
classification method (spectral angle mapper, or maximum likelihood) can be applied to the 
RGB imagery. Point-based segmentation used for building detection, on the other hand, can 
be applied to the low-lying objects, i.e., points with elevations between 0-2.5 m to detect 
vehicles/shades, since these objects exhibit structural regularity. Once detected, those 
objects can be eliminated from the building and vegetation class, which will boost the 
accuracy.  The point-based segmentation method, used here to finally detect building 
objects, require a long processing time for large datasets. This processing time can be 
improved by converting the algorithm to a faster or more efficient programing language, 
such as C++.  Apart from point-based segmentation, the variation in the aspect (north-south-
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east-west facets or cells) can be utilized to improve the building detection execution time 
after rasterizing the point cloud.  The aspect can be thought of as the slope direction, which 
identifies the maximum rate of change in the downslope direction for each cell relative to 
its neighbors. 
 
3.4.2. Measurement of classification accuracy before and after registration 
 
The improvement in classification accuracy after registration was calculated in 
terms of precision and recall rate. The truth building shape file from the RGB imagery and 
the building shapes files generated from the classified building points (before and after 
registration) using the Lastools LiDAR toolkit was used for this measurement. Figure 3.20 
shows the intersection of these two files, and Table 3.8 shows the precision and recall rates 
for the downtown industrial site. Table 3.8 indicates that the precision and recall rates 
improve after registration for the downtown industrial (site 1) and downtown residential 
(site 2) sites.  However, for the RIT campus (site 3) site, these values are almost identical, 
with a slight improvement in recall rate after registration.  
 
       Table 3.14 Precision and recall rate calculation to assess the improvement after registration 
 
 
Site Before registration 
Precision rate (%)   Recall rate (%) 
After registration 
Precision rate (%)   Recall rate (%) 
Downtown 
industrial 
82.07 84.73 88.25 91.11 
Downtown 
residential 
80.36 82.23 86.26 91.74 
RIT 
campus 
94.73 90.48 93.66 92.22 
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Figure 3.20 This figure represents the improvement of the classification result after registration. Figure (a) 
shows the color (RGB) imagery of the downtown industrial study site, (b) shows the truth building shape file 
of the region, (c) shows the building shape file obtained after registration overlaid on the truth shape file, and 
(d) shows the building shape file obtained before registration overlaid on the truth shape file. 
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In this fusion-based classification approach, co-registration was one of the most 
important steps. The method of co-registering 3D LiDAR data with the stereo pair images 
showed a distinct improvement in results (Table 3.2) with a RMSE value below 0.5 m. This 
also helped to improve the classification accuracy, as is evident from the results in Table 
3.8, and resolved the issue of registering nadir LiDAR data with the off-nadir imagery in 
the presence of tall objects. This is evident from the results of the downtown industrial (site 
1) and downtown residential (site 2) study sites, which have many tall buildings.  
The 3D triangulation-based registration method helps to improve the classification; 
however, this method can be made faster by automating the control point selection, which 
will further help to reduce the associated human errors.  
 
3.5. Conclusions 
 
This study evaluated the implementation of a fusion-based classification approach 
for urban object detection. Two types of data were utilized in this fusion-based approach, 
namely high spatial resolution (≈ 0.21 m GSD) aerial color (RGB) imagery, and the high 
point density (10-12 hits/m2) LiDAR data. These two datasets were collected 
simultaneously, from the same platform, but still an excepted amount of misalignment still 
was present between them. Thus, co-registration was an important step in data fusion, which 
helps to extract the complementary information correctly from these two data sources. The 
3D triangulation-based registration method used stereo pair ortho-rectified imageries and 
the LiDAR 3D point clouds. The control point selection was manual for this registration 
method, however, it does not require knowledge of external and internal parameters of the 
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camera system. The RMSE between two matching points after registration was below 0.5 
m, which was comparable and even an improvement to some of the previous studies (Wu 
et al., 2010).  We attempted to automate the registration process, but it was challenging to 
find accurate point matches between LiDAR and imagery. It is recommended that future 
research explore this avenue in more detail. 
Our experiments showed that the LDVI, formed by combining the red channel of 
the RGB imagery and the NIR intensity return (1064 nm) of LiDAR data, is an important 
metric to detect vegetation. This study demonstrated that LDVI can be used as a surrogate 
to NDVI, where imagery with higher spectral dimensions or even NIR channels, are not 
available. This bodes well for the operational fusion of LiDAR and RGB imagery, since 
aerial RGB imagery is frequently available as an auxiliary dataset alongside a LiDAR 
collect. However, in shadowed regions, the LDVI metric exhibited higher values than 
typical color-NIR imagery, which made the task of isolating vegetation and non-vegetation 
classes, solely based on the LDVI metric, more difficult under such conditions. A 
supplementary vegetation index image therefore was created by using the three channels 
(R, G, and B) of the WASP color imagery, to aid in the initial mask for the vegetation 
region. For building detection, the “normalized height image” was not a crucial step. 
However, it helps to remove most of the non-buildings points and speed up the point-based 
segmentation, which is otherwise very time consuming for larger datasets.  
The classification results showed that the overall classification accuracy was 92%, 
with an overall kappa coefficient of 85% (Table 3.7). The registration method helped to 
improve the classification accuracy, as is evident from the overall results (see Table 3.8).  
In the classification results, the confusion between building and vegetation class was quite 
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low, whereas many urban objects, such as overpasses or highways were detected as 
belonging to the “building” class due to their structural similarity (mainly flatness and 
regularity), which in actuality should classified as part of the “other” class. Also some of 
the trees remain undetected due their seasonal color change or phenological effects, and for 
smaller trees, due to their relatively smaller number of associated LiDAR hits. In summary, 
this fusion-based classification approach was capable of producing a good detection result 
(> 90%) for urban buildings and vegetation objects. This bodes well for scenarios where 
object-level management strategies are required in urban environments, specifically, where 
city managers need to identify, map, and monitor especially the green urban component.  
This study constituted a precursory step to the assessment of woody biomass, which is 
presented next.    
 
Publications: The following publications resulted from this part of the overall PhD research: 
 
Bandyopadhyay, M., van Aardt, J. A. N., & Cawse-Nicholson, K., 2013a. Classification and 
extraction of trees and buildings from urban scenes using discrete return LiDAR and aerial 
color imagery. Proc. SPIE 8731, Laser Radar Technology and Applications XVIII, 
873105. doi:10.1117/12.2015890 
Bandyopadhyay, M., van Aardt, J. A. N., & Cawse-Nicholson, K., 2013b. Enhancing 
classification accuracy via registration of discrete return LiDAR and aerial imagery using 
the Levenberg-Marquardt nonlinear optimization method. IEEE International Geoscience 
and Remote Sensing Symposium, 3411–3414. 
 
And the final paper, to be submitted: “Fusion of LiDAR and aerial color imagery for vegetation 
and building detection”  
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Chapter 4   Characterization of urban vegetation and biomass modeling 
using discrete return LiDAR 
 
The importance of urban vegetation is manifold - it is the green infrastructure of a city 
which provides aesthetic and recreational value, mitigates urban heat, filters air, maintains the 
balance of a natural ecosystem, and acts as a carbon sink by sequestrating carbon (Nowak, 1993; 
Abdollahi et al., 2000; Wilby and Perry, 2006; Gill et al., 2007; Nowak, 2010).  With increasing 
levels of public and management awareness of the global carbon cycle, it has become essential 
to monitor carbon storage at the city-level. Trees in a city store and sequester a significant 
amount of carbon annually (Heath et al., 2004; Nowak and Crane, 2002). Tree biomass, 
specifically, is an important indicator of carbon storage and as such has a direct correlation to 
urban forest health, specifically forest growth. This has led to an increasing amount of attention 
being paid to urban forest management in recent years. However, research in this field still lacks 
as far as a comprehensive, accurate, precise, and automated method to map urban carbon is 
concerned. Remote sensing, given its synoptic coverage and range of modalities (active and 
passive sensing approaches) could be used to efficiently address this gap. Among the range of 
remote sensing modalities, LiDAR has proven to be especially useful in structural analysis of 
forests and in estimating tree biomass (Lim et al., 2003; van Aardt et al., 2006; Hyyppä et al., 
2008; Zhang, 2010; Li et al., 2012). In this study, we used LiDAR to characterize urban 
vegetation and assess the associated biomass at the tree- and tree cluster-level. A tree 
delineation algorithm was developed to identify individual trees from tree clusters/groups. 
Characterization of trees was performed for both individual trees as well as for tree clusters, for 
cases where the individual tree detection algorithm was not accurate enough. Biomass models 
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were developed based on various tree parameters derived from the LiDAR data, and were 
validated against allometric-based tree biomass. The complete workflow adopted in this study 
is shown in Figure 4.1.  
This chapter starts by specifying the objectives of this study, followed by descriptions 
of field-data collection and study sites; the reader is referred to Chapter 1 for more background 
on past urban forest assessment studies using remote sensing, in general, and fusion of various 
remote sensing modalities, specifically. This is followed by detail descriptions of tree 
delineation algorithm and biomass estimation. Finally, the results are evaluated and interpreted.  
 
The objectives of this study are  
 to evaluate the efficacy of LiDAR-based metrics toward quantification of an urban 
forest, i.e., to compare LiDAR-estimated tree parameter with the field collected data 
and 
 to determine the utility of a biomass model based on LiDAR-derived tree parameters   
and are based on the premise that the study of the urban forest is a major field of scientific 
enquiry, whereas a limited number of research has been conducted so far. For example, Radford 
and James (2013) performed a study in the Greater Manchester, UK, area and developed an 
analytical tool to monitor ecosystem services in the urban setting. Tree biomass, and by 
extension carbon stock, is a vital indicator in this regard. Strohbach and Haase (2012) performed 
a comprehensive study to map the distribution of carbon storage in the industrial, commercial, 
and residential areas of Leipzig of Germany using color-infrared orthophotos. A similar study 
was performed by Hutyra and Alberti (2010) in Seattle, WA, USA. In this study we have taken 
the initiative to assess the biomass at different urban settings, namely industrial, residential, 
 95 
 
park, and college campus, and built species-independent tree biomass models based on LiDAR-
driven tree parameters.  
 
 
 
Figure 4.1 Block diagram for the urban forest characterization part of this PhD research. In this study, trees 
are characterized at the individual- and group/cluster level, and the resulting LiDAR-based characterization 
parameters are used for biomass estimation and validated against allometric-based field-measured tree 
biomass.  
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4.1. Methods 
 
4.1.1. Field data collection (allmetric tree biomass calculation) 
Field data collection was as integral part of this study in order to develop a truth 
data set against which to compare tree- and cluster-level LiDAR-based biomass 
estimates. Different tree parameters were collected via manual surveys - nearly 120 trees 
were measured by sampling random locations from downtown Rochester, New York 
and the RIT campus, Rochester, NY. The field collection was conducted in two phases: 
on 23th of September, 2013, and 8th July, 2014. A brief mention of the temporal 
discontinuity between field-measured and airborne data is warranted: It was assumed 
that limited tree growth would have occurred between these two periods, given the 
extent of the upstate NY winter. However, it is acknowledged that tree growth (biomass 
accumulation) would have occurred between the remote sensing data collection in 2011 
and the aforementioned field efforts in 2013/2014. In this case we assumed that the 
growth could be captured in a relative sense via the 2011 data, LiDAR-based biomass 
models, i.e., that the relative LiDAR metrics for specific trees would remain consistent 
by tree size (biomass levels) across time. Schreyer et al. (2014) and Laurin et al. (2014) 
have modeled the potential growth that have occurred for trees in cases of non-
contemporaneous field and remote sensing, but we opted to not introduce this additional 
source of effort, especially in the case of generic, and not species-specific, biomass 
modeling.  
The tree parameters that were measured include tree diameter-at-breast-height 
(DBH), height, and crown extent (the average of the crown diameter for the two cardinal 
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directions, i.e., north-south and east-west). Moreover, tree location and tree species were 
also recorded. A differentially-corrected GPS receiver was used to measure the tree 
locations at the stem location. More than 25 different species were observed in these 
study areas. Other than these field collected data, a tree database, maintained by the 
Rochester Urban Forestry Department (Rochester, NY), was obtained. It included 
records of tree DBH, species, and location information of 11,000 trees. This database 
was designed to monitor and maintain the city public trees. The measurements for this 
database were recorded during the time period of 2011-2013, i.e., coincident with our 
study time frame. The instruments used during the field collection were a laser range 
finder (Nikon Forestry Pro), a measuring tape, a DBH tape, and a GPS Trimble 
(Hardware model GeoExplorer 2005 Series GeoXT and the operating software is 
TerraSync Software V 2.50). The techniques utilized to measure different tree 
parameters are discussed below. 
 
1. DBH measurement: 
We describe the measurement of DBH in detail, since our biomass allometric 
equations were based on DBH as independent variable. This was done in order to not 
have to rely on height measurements as independent variable input to the biomass 
allometry equations, which in turn ensures independence from what is essentially 
LiDAR-based height being used to model a height-based truth biomass value. The 
universally accepted measure of tree diameter is generally measured at 1.3 m above 
ground, and is termed diameter-at-breast-height (DBH) (D’Eon et al., 1994). DBH can 
be measured by an ordinary measuring tape or using a special calibrated diameter tape, 
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which is what was used in this study. We used a diameter tape for DBH measurement. 
The measurement of DBH is straightforward for a tree with a straight, gradually tapering 
stem. However, in some situations, there may be a level of uncertainty in measuring 
DBH correctly. For such cases, some widely accepted rules were followed while 
measuring DBH. We list selected situations that we encountered during the data 
collection and the corresponding measurement rule we followed (D’Eon et al., 1994). 
 Tree stem bifurcated at or below 1.3 meter - DBH was measured at the narrowest 
part of the tree stem just below the tree fork. 
 Tree with bump or branch interfering with DBH measurement – DBH was 
measured below the bump or the branch. 
 Tree split into several trunks just above the ground – DBH was measured for each 
individual trunks DBH was measured.  
 Vertically growing tree on a slope: DBH was measured at 1.3 m above ground, 
on the upside area of the slope. 
 
Figure 4.2 shows the preferable DBH measurement locations for the four cases 
mentioned above. 
 
Figure 4.2 The preferable DBH measuring location for all the four cases mentioned above (D’Eon et al., 
1994). 
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2. Height measurement:  
Tree height is the vertical distance between the tree base and the topmost point 
of the tree. In forestry applications, tree height is generally measured using an analogue 
clinometer or a laser-based (ranging) clinometer. We used a Nikon Forestry Pro laser 
range finder to measure tree heights. This instrument utilizes a ranging laser and a built-
in clinometer to find the distance and height (vertical distance between two points) of 
any object. The range finder uses the three point measurement system to measure tree 
height. The forester has to point the range finder to the tree top, tree base, and then 
towards any point along the horizontal direction (commonly at the eye level). 
Depending on the surface topography, two situations may occur, namely i) tree top and 
base are above and below the eye level, respectively, or ii) tree top and base are above 
the eye level. Figure 4.3 illustrates those two scenarios. Equations 4.3 and 4.4 are used 
to determine the tree height for each of these cases.  During our field collection, we 
never encountered the second scenario, where the tree top and -base were above eye 
level.     
 
Figure 4.3 The measuring technique of tree height when, (a) tree top and base are above and below to the 
eyelevel respectively, and (b) tree top and base are above the eyelevel 
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In Figure 4.3 (a) and (b) AC is the horizontal distance parallel to the eye level, 
while BC and CD are the distance between eye-level and to the tree top and - base, 
respectively. The angle BAC is formed by line AC and AB, and angle CAD is formed 
by line AC and AD. The formula to measure BC and CD are given as 
𝐵𝐶 = 𝐴𝐵 ∗ sin(𝐵𝐴𝐶)                                                                                        (4.1) 
 
𝐶𝐷 = 𝐴𝐷 ∗ 𝑠𝑖𝑛 (𝐶𝐴𝐷)                                                                                      (4.2) 
 
Therefore the tree height is 
 
Case 1: 
 
𝑇𝑟𝑒𝑒 ℎ𝑒𝑖𝑔ℎ𝑡 = 𝐵𝐶 + 𝐶𝐷                                                                                 (4.3) 
 
Case 2: 
 
𝑇𝑟𝑒𝑒 ℎ𝑒𝑖𝑔ℎ𝑡 = 𝐵𝐶 − 𝐶𝐷                                                                                 (4.4) 
 
3. Tree crown measurement:  
Tree crown is the aboveground stem, branch, and foliage components and is 
assessed by first measuring the distance between two opposite branch tips along the 
longest crown spread direction, after which the crown length is measured along the 
perpendicular direction. Crown diameter is the average of these two lengths. A 
measuring tape was used to measure the length, and a compass was used to determine 
the perpendicular direction. Figure 4.4 illustrates the crown extend of a tree.  
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Figure 4.4 Illustration of tree crown measurement as seen from the top view of a tree. Two measurements 
along mutually perpendicular directions are averaged to get the crown extent.  
 
4. Tree location measurement:  
A differentially corrected Global Positioning System (GPS) was used to record 
the tree location. There are many sources of error in a GPS measurement, such as error 
due to satellite position or atmospheric influences, multipath error, or receiver error. 
While taking the measurement, data can be differentially corrected in real time using 
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different sources, such as a radio beacon, WAAS, or OmniSTAR. It can also be 
corrected during the post-processing stage using any of the private and government 
terrestrial reference stations (GPS post processing, ESRI).  We performed post-
processing to correct the GPS locations. However, the differential correction fail in the 
case of receiver error  and local errors, such as multi path error, where the actual signal 
is reflected by different obstructions at the earth surface, e.g., buildings or trees, before 
reaching the receiver (GPS post processing, ESRI).  After the post-processing, visual 
inspections revealed that select tree locations, mainly those that are adjacent to 
buildings, were inaccurate. Therefore, we applied manual interpretation to correct such 
tree locations, by linking tree coordinates with high resolution aerial imagery in ArcMap 
(V 10.1). 
The Rochester City Forestry Department measured the tree locations by using a 
handheld GPS system; that GPS system was not differentially corrected. However, 
analysts used manual image interpretation techniques, based on aerial imagery, to 
correct erroneous entries. 
 
5. Tree species identification:  
The Rochester City Forestry Database contains species information, while we 
collected photographs of trees and leaves during our field survey. These were used to 
determine tree species. A total of 25 species were observed in our study. Table 4.1 lists 
these tree species. 
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Table 4.1: List of tree species in the study sites 
Common name Scientific name Family 
Amur Corktree Phellodendron amurense Rutaceae 
Ash Fraxinus Oleaceae 
Ash-leaf maple Acer negundo Aceraceae 
Alder Alnus Betulaceae 
Basswood Tilia Americana Tiliaceae 
Birch Betula Betulaceae 
Black locust Robinia pseudoacacia Fabaceae 
Beech Fagus Fagaceae 
Catalpa Catalpa Bignoniaceae 
Green ash Fraxinus pennsylvanica Oleaceae 
Hawthorn Crataegus Rosaceae 
Horse chestnut Aesculus hippocastanum Sapindaceae 
London plane Platanus × acerifolia Platanaceae 
Linden Tilia Malvaceae 
Honey locust Gleditsia triacanthos Fabaceae 
Norway maple Acer platanoides Sapindaceae 
Red oak Quercus rubra Fagaceae 
Serviceberry Amelanchier Rosaceae 
Spruce Picea Pinaceae 
Red maple Acer rubrum Sapindaceae 
Sycamore maple Acer pseudoplatanus Sapindaceae 
Sugar maple Acer saccharum Sapindaceae 
Silver maple Acer saccharinum Sapindaceae 
Pine Pinus Pinaceae 
White oak Quercus alba Fagaceae 
 
4.1.2. Biomass estimation 
Above ground biomass (AGB) estimation was done using biomass models 
(equation (4.5)), developed by Jenkins et al. (2003). The authors developed a set of 
consistent and generalized biomass regression models to estimate the AGB for different 
U.S. tree species, based on tree DBH. These biomass models are reliable to estimate 
tree biomass across the regional boundary of United States (Popescu, 2007) and were 
 104 
 
also used by the USDA Forest Service to develop the U.S. carbon budget using the 
model FORest CARBon Budget Model (FORCARB). 
𝑏𝑚 = 𝐸𝑥𝑝(𝛽0 + 𝛽1 ln(𝑑𝑏ℎ))                                                                                 (4.5) 
where 
bm = Total aboveground biomass (kg dry weight), for DBH >= 2.5 cm;  
DBH = Diameter at breast height (cm).  
Jenkins et al. (2003), in their study, provided a set of values for coefficients, 
(𝛽0, 𝛽1), for different hardwood and softwood species in United States. AGB was 
calculated in our study for each individual tree based on the field-measured DBH using 
these allometric equations. In cases of tree clusters/group, the biomass was calculated 
as the sum of individual trees inside the cluster.   
Generally, biomass models are expressed as a combination of tree height and 
DBH (Tritton and Hornbeck, 1982). However, as the Rochester City Tree Database only 
includes tree DBH information, we used the DBH-based allometric model for our 
estimations. As mentioned previously, an advantage of this allometric model was that it 
allowed us to use height and height-related distributional parameters to model biomass, 
in a truly independent fashion when it comes to dependent and independent variable 
relationships.  
Finally, it should be noted that these biomass models originally were developed 
for trees in forest environments, which might exhibit slightly different allometric 
relationships to urban trees. A set of biomass models were estimated using regional 
allometric equations, developed by Tritton and Hornbeck (1982), which use tree DBH 
and height (developed for major tree species of northeast). A subset of individual trees 
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were used for which these two field-measured parameters were available. Two sets of 
biomass models, i.e., one built on tree DBH and another built on DBH and height, were 
compared based on model adjusted-R2 and RMSE values and are reported in Appendix 
A.4.  
 
4.1.3. Study sites  
 
Five different sites were selected from downtown Rochester, NY and the RIT 
campus, also in Rochester, NY (Table 4.2; Figure 4.5). We collected tree inventory data 
for 120 trees from these sites, while the Rochester City tree database was used for 
information about park trees in downtown Rochester. Figure 4.5 shows these study sites, 
along with the detected vegetation regions from the previous classification study. These 
identified vegetation points were used in the characterization of the urban forest. Table 
4.2 gives the specification of these study sites.  
 
Table 4.2: Specification of study sites  
 
Study site 
 
Site description Area (m2) 
1 RIT campus site #1   82,500 
2 RIT campus site #1   52,000 
3 Downtown- Fitzhuhg street area   21,000 
4 Downtown- Sibley Place, and Goodwin Park area   43,500 
5 Downtown- Manhattan and Washington Park area 159,800 
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Figure 4.5 The study sites and the associated vegetation regions, identified in the classification algorithm 
described in the previous chapter. Figure (1a), (2a), (3a), (4a), and (5a) represent the RIT campus site #1, RIT 
campus site #2, Downtown- Fitzhuhg street area, Downtown- Sibley Place, and Goodwin Park, and 
Downtown- Manhattan and Washington Park study sites respectively, and the Figure (1b), (2b), (3b), (4b), 
and (5b) represent the identified vegetation points for those regions respectively. The description of these sites 
can be found in Table 4.2.  
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The tree delineation algorithm was applied on these five study sites (Table 4.2, Figure 
4.5). Before applying the tree delineation algorithm, the horizontal distance of vegetation points 
were used to group them into different tree clusters. Tree delineation was applied on each of 
the tree clusters.  
The tree delineation algorithm has multiple stages. Firstly, watershed segmentation was 
applied to obtain initial tree segments. Next, the prominent tree top positions within each 
segment were found. For each of the tree tops, boundary pixels were searched. Finally, a circle 
fitting algorithm was used to find any undetected tree. The section below describes tree 
delineation steps. 
 
4.1.4. Tree cluster formation and individual tree delineation  
 
As a precursor to tree delineation, tree clusters were formed based on the 
horizontal distance between vegetation points. A tree delineation algorithm then was 
applied to each of these tree clusters. The tree delineation algorithm is based on some 
assumptions, which are 
 the periphery of a tree is always circular, 
 the radius of the smallest tree is not less than 1m, and   
 the radius of a tree is not greater than the maximum threshold value, which 
is defined via the field survey data.  
 
 
The tree delineation workflow is shown in Figure 4.6. 
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Tree cluster formation 
 
The distribution of trees in urban regions is highly variable, e.g., some trees form 
closed clusters, while other trees stand alone. Different tree clusters therefore were formed 
based on the distance between the vegetation points. The horizontal coordinates of tree 
points were used to form a Delaunay triangulated irregular network (D-TIN). The circum-
center of each triangle and the corresponding radius of the circumscribed circle were 
estimated. If the radius of the circumscribed circle passing through the points in question 
were larger than a predefined threshold, then those points were disconnected, and a different 
tree cluster was formed.  
In some instances, unwanted points from other class were also present within the 
detected vegetation points. Such irregularities were removed by using the area of each 
cluster. If the area of any cluster were less than area of the 1m radius circle (based on the 
assumption that the lower limit of circular radius of a tree is 1 m), then that cluster was 
removed. Figure 4.7 shows a circum-circle passing through the vertex of the triangle, and 
different tree clusters.  
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Figure 4.6 Illustration of multi-tiered tree delineation algorithm. To identify individual trees, delineation 
under- goes multiple steps starting from, tree cluster formation, creation of canopy height model, 
segmentation, tree-top finding and finally circle fitting.  
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Figure 4.7 The formation of tree clusters are based on Delaunay triangulated method, (a) shows the vertex of 
the triangle and the circumscribed circle passing through that vertex points. If the circle radius is greater than 
1m, then those points are disjointed, which result in a tree cluster, (b) and (c) show the tree cluster boundary 
in black outline for single cluster and whole tree clusters of a study region.  
 
After the clusters were formed, the tree delineation algorithm was executed for each 
cluster. Delineation of trees at the individual-level is a difficult problem. In an urban 
environment, this becomes more challenging due to the presence of trees with varying 
growth patterns, sizes, shapes, and different species. We implemented watershed 
segmentation for tree delineation (Mei and Durrieu, 2004; Vazirabad and Karslioglu, 2006). 
However, this method often has artifacts due to over- or under-segmentation (Chen et al., 
2006). To address this problem, some corrective steps were added to the delineation 
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algorithm. Firstly, watershed segmentation was applied to obtain dominant tree segments. 
Moreover, a regional maxima transformation was used to find individual trees within each 
segment. Finally, undetected (omitted) trees were identified using a best-fitting circle 
approach. 
 
  
Canopy height model (CHM) generation:  
 
The CHM was formed by rasterizing the tree points within a 2D grid, and storing 
the maximum z value in every grid cell. Based on the point density, the grid resolution was 
set to 1 m. A Gaussian smoothing operation was applied to the CHM. The segmentation 
algorithm is sensitive to the level of surface smoothness, hence the window size for the 
Gaussian filter needed to be carefully selected. This was done to avoid instances where a 
small peak of an “under-smoothed” surface could be misclassified as a tree, whereas many 
trees might remain undetected in an “over-smoothed” surface during segmentation. Thus 
we attempted to find an optimum filter size, which would not over-segment the CHM. The 
selection of filter size was based on manual inspection, where the effect of the Gaussian 
smoothing operation with varying filter size, followed by watershed segmentation, was 
observed for tree clusters of different size. 
 
 
Watershed segmentation:  
 
Watershed segmentation is a widely used method for tree detection (Mei and 
Durrieu, 2004; Vazirabad and Karslioglu, 2006). Based on the flooding analogy, this 
segmentation forms water basins by assessing the local minima and their surrounding 
pixels.  With the rising “water level”, segment boundaries are formed where water from 
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different segments merges. We used watershed segmentation to divide the topographic 
surface of the CHM into different segments. However, each of these segments can have 
more than one tree, which were extracted in the next step.  
 
Tree top location and boundary determination:  
 
A regional maxima transformation was applied to the segments to obtain the tree 
top (vertex) positions. The regional maxima of a grayscale image is a connected component 
of pixels with a constant intensity, whose neighboring pixels strictly have lower values. 
Figure 4.8 gives an example of such a regional maxima for 8-connected component. 
 
10 10 20 10 10 14 15  0 0 0 0 0 0 0 
13 22 22 14 10 16 18 0 1 1 0 0 0 0 
15 22 22 15 33 27 26 0 1 1 0 0 0 0 
18 20 10 12 30 45 10 0 0 0 0 0 1 0 
12 10 15 10 10 10 10 0 0 0 0 0 0 0 
                                                 (a)                                                                                    (b)   
                                    
Figure 4.8 Regional maxima transformation is a single or group of pixels whose neighboring pixels strictly 
have lower values. In this example pixels which intensity value 22 and 45 are selected as regional maxima.   
As shown in Figure 4.8, situations may arise where pixels with a similar value in a 
connected neighborhood are selected by the regional maximum algorithm. For example, all 
pixels with intensity value 22 in Figure 4.8 (a) are selected in Figure 4.8 (b). To address 
such cases, a tree top location method was designed to select only one pixel, which is 
farthest from the boundary pixels or at the center location of the group. Additionally, only 
pixels which are at least 1 m away from the boundary are considered for the purpose of 
locating a tree top. City trees are generally planted in a regular (systematic) fashion, thus a 
minimum separation was maintained (> 2m) while searching for tree top locations.    
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It is obvious that the number of individual tree tops in each segment indicates the 
number of trees in that segment. So in order to determine the crown boundaries of identified 
tree tops, pixels radiating outwards from individual tree top locations were searched, 
corresponding to the local minima along + x, - x, + y, and - y directions. Pixels were searched 
until a local minima pixel was found, or a maximum radius threshold, or the segment 
boundary was reached. The search radius which represents the radius of a crown, should 
also be greater than the minimum radius threshold. The minimum and maximum radius 
thresholds were selected based on the field-measured data. Finally, a circle of radius equal 
to the average of the search radii along the four directions was fitted to define the extent of 
the tree crown. 
 
 
Circle fitting:  
 
It was observed that small or partially covered trees still remained undetected by the 
boundary detection method based on tree top location. The Hough transformation was used 
to find the best fitting circles from the 2D contours of undetected tree points. Circle fitting 
using the Hough-transform has the following methodology: A circle with radius R and 
center (x, y) can be represented in the form of a parametric equation as, 
                                                               𝑥 = 𝑎 + 𝑅 cos(𝜃)                                                  (4.6) 
                                                               𝑦 = 𝑏 + 𝑅 sin (𝜃)                                                  (4.7) 
 
where the angle 𝜃 sweeps the 360° range and the point (x, y) traces the perimeter of 
the circle.  
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If some points/pixels fall on the perimeters of circles in the image, then the best 
fitting circles can be obtained by finding the parameters (a, b, R). Following this basis, two 
situation can arise, namely 
1. If the radii of the circles are known: The parameters required to find the best fitting 
circles are (a, b). Each point on the circle in the image plane form a circle in the 
parameter space, and the intercept points of these circles in the parameter plane 
represent the circle center in the image plane. Figure 4.9 shows a single circle in the 
image space and the locus of three peripheral points of that circle in the parameter space.  
 
Figure 4.9 Circle fitting (known radii): (a) represents the circle in the image plane with a center at (2,3), while 
(b) represents the parameter space, where each point of the image plane forms a circle, and the intersect of all 
these circles is the center coordinate of the image plane, i.e., (2,3).  
 
2. If the radii of the circles are unknown: The locus of each point (x, y) on the perimeter 
of the circle in the image plane produces a cone surface on the parameter space. The 
triplet value (a, b, R), for which the maximum number of cone surfaces intersect, 
represents the radius and center coordinate of the circle in the image plane. Figure 4.10 
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represents the formation of such a cone surface in the parameter plane by a point (x, y) 
in the image plane. 
 
Figure 4.10 Circle fitting (unknown radii): The perimeter of the circle in the image plane produces a cone 
surface on the parameter space 
 
In the case of searching for a tree boundary using the circle fitting method, the circle 
radii are unknown. The input to the circle fitting algorithm is the boundary pixels after the 
trees are extracted in the previous step. If the area of the remaining points is greater than 
the area of a circle with 1m radius, then the circle fitting algorithm is applied. The radius of 
the circle fitting method can vary between 1 m and the maximum radius estimated for that 
location. Circles could also be fitted to partial contour lines, which generally appear after 
removing the trees detected in the earlier steps. The center of the identified circle would be 
the tree center/tree top location. For this circle fitting approach, the primary assumption is 
that the periphery of trees is generally circular.  
Figures 4.11, 4.12, and 4.13 show the different steps of the tree detection algorithm 
for three different examples.  
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Figure 4.11 Case 1- different steps of the tree detection algorithm: (a) individual tree cluster, with the black 
2D line showing the contour of the cluster, (b) CHM from 3D cluster points, (c) identified trees using the 
regional maximum then boundary finding and circle fitting method, and (d) 3D points of identified trees, with 
circular boundary lines. 
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Figure 4.12 Case 2- different steps of the tree detection algorithm: (a) individual tree cluster, with the black 
2D line showing the contour of the cluster, (b) CHM from 3D cluster points, (c) identified trees using the 
regional maximum then boundary finding and circle fitting method, and (d) 3D points of identified trees, with 
circular boundary lines. 
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Figure 4.13 Case 3 - different steps of the tree detection algorithm:, (a) individual tree cluster, with the black 
2D line showing the contour of the cluster, (b) CHM from 3D cluster points, (c) identified trees using the 
regional maximum then boundary finding and circle fitting method, and (d) 3D points of identified trees, with 
circular boundary lines. 
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Modeling individual tree using super Gaussian model fit:  
 
Due to presence of various tree species in the urban environment, as well as the 
tendency of trees to grow with less restriction in open spaces, i.e., less subject to the 
phototropism effect found in closed canopy forests, the shape and size of tree vary widely 
(Saunders et al., 2011). Some of the commonly occurring tree shapes in our study areas 
were round, spreading, conical, columnar, while others irregular. Figure 4.14 shows some 
of the differently shaped trees from our study areas. 
 
 
Figure 4.14 Examples of trees with different shapes and sizes, as observed in the study area; trees shape varied 
from round, spreading, conical, and columnar, to largely irregular.  
 
It is challenging to find a mathematical function that can model the 3D shapes of all 
such trees. We choose a super-Gaussian function for 3D tree modeling. A super-Gaussian 
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is a mathematical form, which transitions between Gaussian and top-hat shapes with its 
changing power.   
A 3D Super-Gaussian function can be represented as,  
 
            𝑧 = 𝑎 ∗ (exp (−0.5 ∗ |
𝑥−𝑥0
𝑠
|
𝑚
)) ∗ (exp (−0.5 ∗ |
𝑦−𝑦0
𝑡
|
𝑛
)) + 𝑑                            (4.8) 
 
where, m and n are the order of the super-Gaussian function. When 𝑚 = 𝑛 = 2, the function 
describes a 3D Gaussian function, whereas the shape becomes rectangular with an increase 
in power. The 2D cross sectional view of the Super-Gaussian function, with a changing 
order between n = 1 to 10, are shown in Figure 4.15. 
 
Figure 4.15 The 2D cross-sectional view of Super-Gaussian function. The changing form of this function with 
n = 1 to 10 are represented in different colors.  
 
The super-Gaussian model fitting was performed using Levenberg-Marquardt 
optimization, which is a non-linear least squares curve fitting method (Dennis, 1977).  
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Based on the independent and dependent variables, it tries to find the optimum value of 
parameters for the model curve 𝑓(𝑥𝑖, 𝛽), such that the sum of squares of the derivation 
becomes minimum.  
In our case, the model curve is super-Gaussion (Equation 4.4), 𝑥, 𝑦 are the 
independent variable, and 𝑧 is the dependent variable. The optimization requires an 
initialization of the parameters, which are then iteratively corrected in each step to minimize 
the error between observed (𝑧) and estimated values. The choice of initial parameters were 
as follows; 
 𝑎 : represents the amplitude of the Gaussian function, and its value was assign 
to 𝑎 = ℎ𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑡𝑟𝑒𝑒 𝑡𝑜𝑝.  
 𝑠, 𝑡 : represents the spread of the function. Using the Gaussian property that 95% 
of the sample fall inside ±2standard deviations around the mean of a Gaussian 
function, it was decided 𝑠 = 𝑡 = 𝑟𝑎𝑑𝑖𝑢𝑠/2, where the radii of trees were 
obtained after tree delineation.  
 𝑚, 𝑛 : represents the order of Gaussian, and was assigned an intermediate value 
of 3.  
 𝑑 : is the error term, initially this was set to 0.  
The complete parameter set was formed as (𝑎, 𝑠, 𝑡, 𝑚, 𝑛, 𝑑). The super-Gaussian 
model fit was able to represent tree shape to an acceptable extent, based on visual inspection. 
Figure 4.16 shows the tree models for trees inside two different clusters. This step was 
implemented to visually inspect the correctness of the tree delineation algorithm. However, 
the tree models can be helpful to extract individual tree height and crown extent, and can 
also be included in the delineation algorithm, for better results.   
 122 
 
 
 
 
Figure 4.16 The 3D super-Gaussian model fit for trees inside two different clusters: (a) the cluster contains 
two and model fitting is done with the 3D tree points of these two trees, and (b) the cluster contains 18 and 
model fitting is done with the 3D points for all these trees. 
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The next step was to extract specific tree attributes, based in LiDAR metrics, and 
link them to tree biomass via regression analysis (modeling), as described in the following 
section. 
 
4.1.5. Regression analysis 
 
Carbon stocks or above ground biomass cannot be measured directly from LiDAR 
data; however, various studies have demonstrated the utility of LiDAR-derived parameters 
to estimate biomass as independent variables in a linear (or non-linear) model. For example, 
Lefsky et al. (2005) and Drake et al. (2002a, 2002b) demonstrated that biomass has a strong 
relationship with LiDAR-derived tree height. Other studies confirmed the utility of different 
distributional parameters (e.g., median, mode, percentiles) of height and intensity of LiDAR 
to successfully model biomass (e.g., Means et al., 2000; Næsset, 2002; van Aardt et al., 
2006).  In yet another study, Chave et al. (2005) used a volume-based approach to estimate 
biomass at a plot-level, the common hypothesis behind this approach being that biomass is 
proportional to the wood-volume, i.e., the product of height and the basal area. These studies 
only represent examples of a multitude of published efforts where LiDAR was used to 
estimate especially forest biomass or volume. However, in this study, our focus was to 
estimate tree biomass based on LiDAR-derived tree parameters in an urban environment. 
This was done for both tree clusters/groups (obtained from the LiDAR data) and individual 
trees (after delineating trees from the tree clusters). 
Different tree- or cluster-level parameters were extracted from the LiDAR data, such 
as canopy volume, area, and different distributional parameters of height and intensity of 
LiDAR returns. This distributional parameters include mean, coefficient of variation, 
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kurtosis, maximum, minimum, mode, range, standard error of the mean, skewness, standard 
deviation, number of observations, and percentile points at 5% intervals. These parameters 
were used to model biomass in previous studies, as shown by van Aardt et al. (2006). 
The volume of a tree canopy was calculated based on convex-hull analysis of 
LiDAR points, while the area was measured by rasterizing the 3D points onto a 2D grid. 
The distributional parameters of height and intensity of LiDAR returns were obtained 
statistical software (SAS; V. 9.4). Regression analysis was performed using allometric-
based, DBH-derived biomass as dependent variable, and the independent variables were 
different LiDAR-derived tree attributes.   
 There were 56 different distributional parameters (listed in Appendix A.1) extracted 
from the LiDAR height and intensity returns. A forward selection technique was used in 
SAS to identify significant parameters to model the independent variable, biomass. The 
forward selection technique starts with zero variables and iteratively adds individual 
variables to the model after calculating the current iteration’s F-statistic, in order to assess 
the significance of that variable to the current model. The variable is included in the model 
if the p-value of the F-statistic is less than or equal to the supplied α value (default is 0.05) 
for that individual variable, otherwise the forward selection procedure terminates. After 
adding variables to the model, the forward selection method calculates the F-statistic for 
each remaining variable outside the model, and adds them if the selection criterion is 
fulfilled. This process is repeated until all variables with a significant F-statistic are 
included. Stepwise selection analysis is a popular variation to this approach. The stepwise 
selection method discards variables once they become less significant, after inclusion of 
additional variables (SAS/STAT(R) 9.2 User's Guide, Second Edition). We chose forward 
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selection over stepwise selection, since we wanted to find all the significant variables, 
without necessarily discarding previous variables. Correlation analysis constituted the final 
step to determine which variables could be retained in the final model, without risking over-
fitting due to redundant variables.      
Pearson’s correlation coefficient was calculated between independent and 
dependent variables. Moreover, the Pearson’s correlation among independent variables was 
measured, to ensure that highly correlated independent variables were not used in a 
prediction model. For example, the canopy area and volume, or maximum and 80th 
percentile of height exhibited high correlations (> 0.8). Hence such pairs were not used 
jointly in modeling biomass. However, variables with a lower correlation (< 0.8) were 
retained for modeling biomass. The selection of the correlation threshold was based on the 
characteristics of our data and relevant literature (van Aardt et al., 2006). The independent 
variable selection based on correlation was important to avoid the problem of over-fitting, 
which was also ensured by calculating Mallow’s Cp and adjusted R2 values for the 
regression models. Models with biophysical meanings, i.e., models based on canopy area, 
volume, mean-, and maximum- height, etc., were preferred over variables related to 
coefficient of variables, the error of the mean etc. Finally, apart from the linear models, log 
transformed biomass models were also evaluated to account for non-linear dependent-
independent variable relationships; these models often exhibited improved model fit results.  
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4.2. Results and discussions 
 
4.2.1. Evaluation of individual tree detection accuracy 
 
The detected tree top positions were validated against the field measured (and 
image-corrected) stem locations to measure the individual tree detection accuracy. A simple 
method was formulated to obtain the number of correctly detected trees: Assume that set 
‘A’ represents the truth and set ‘B’ represents the detected tree locations.  A particular entry 
of set ‘B’ was marked as a “correctly detected tree location”, when the corresponding entries 
of set ‘A’ and ‘B’ agree to be the first mutual neighbor of each other. Table 4.3 show the 
tree detection accuracy for the study sites and user’s and producer’s accuracies, 
respectively. Figure 4.17 shows the truth, detected, and correctly detected tree position for 
all five sites.  
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Table 4.3: Number of actual, detected, and correctly detected trees and the Producer’s and 
user’s accuracies for the study sites shown in Figure 4.5 
 
 
 
 
 
 
 
Site Actual 
number of 
tree 
Number of 
Detected 
tree 
Number of 
Correctly 
detected tee 
Producer’s 
accuracy 
(%) 
User’s 
accuracy 
(%) 
RIT campus site #1 
 
 
240 224 197 82 88 
RIT campus site #2 
 
 
197 181 141 72 78 
Downtown- Fitzhuhg 
Street 
 
88 63 58 67 92 
Downtown- Sibley 
Place, and Goodwin 
Park 
120 107 85 71 79 
Downtown- 
Manhattan and 
Washington Park 
372 263 209 56 79 
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Figure 4.17 Truth, detected, and correctly detected tree positions for all five sites. Correctly detected tree 
positions were calculated based on the mutual neighbor method.  
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For all five sites, the average tree detection accuracy was approximately 70%. The 
algorithm performed well to detect evenly spaced trees, which can be seen in the case of the 
RIT campus site #1. Stand-alone trees and tree clumps co-occur in other sites. In the 
downtown Rochester - Manhattan and Washington Park site, the detection rate was the 
worst (Producer’s accuracy of 56%). Trees in dense stands with a mix of different sizes and 
species complicated the tree detection at these sites due to understory (sub-dominant) trees 
and highly variable crown shapes and sizes. Furthermore, careful investigation revealed that 
many small-sized and evenly-spaced trees on sideways had low numbers of associated laser 
hits, and hence such trees were not detected by the algorithm. Similar observations were 
made for RIT campus site #1 and RIT campus site #2. In another example, in the case of the 
downtown - Fitzhuhg Street site, a tree was over-segmented by the tree delineation 
algorithm, due to the size of that tree being relatively big when compared to the rest of the 
trees. The algorithm was able to detect all the dominant trees correctly, but understory or 
sub-dominant trees, near dominant trees, generally remained undetected. Liu et al. (2012) 
reported a very good delineation accuracy of 93% in an urban setting, but the distributional 
complexity (i.e., regularly or randomly spaced), species diversity of tree of that study region 
is unknown. However, comparison to other studies revealed that our detection accuracy was 
reasonable and in some cases better. For example, Tiede et al. (2005) detected 51% of all 
trees and 72% of the dominant trees, whereas Monnety (2010) detected 42% of the trees in 
a mixed forest environment. Both of these studies were performed in a forest region. Yet 
another study (Schreyer et al., 2014), executed in an urban environment, reported dominant 
tree detection rate of 65.3%. 
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4.2.2. Validation of LiDAR-measured tree height 
 
For individual trees, LiDAR-measured tree height was validated against the field 
measured height. Figure 4.18 shows the relationship between the two height measurements. 
Among the manually surveyed trees (120 trees for which height was measured), only the 
correctly-detected trees were used in this validation. 
 
 
Figure 4.18: Scatterplot of LiDAR-based tree height vs. field-measured height. The adjusted-R2 of the model 
fit between these two variables is 0.71.  
It can be concluded from the above plot that the LiDAR-measured tree height was 
in good agreement with the field-measured tree height. The model fit between field- and 
LiDAR-measured height exhibited an R2 of 0.71. It can also be observed that LiDAR-
measured tree heights were relatively shorter than the field-measured height (negative bias). 
Other studies have also confirmed that small footprint airborne LiDAR systems typically 
underestimate tree height (e.g., Persson et al., 2002; Huang et al., 2009). 
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4.2.3. Assessment of the biomass models 
 
The developed biomass models are listed in Table 4.4 and Table 4.5 for the tree 
clusters and individual tree efforts, respectively. These tables also include the model fit 
statistics in terms of adjusted-R2 and RMSE. Figure 4.19 and Figure 4.20 show the plots 
between allometric-based biomass vs. predicted biomass for each of cluster and individual 
models, respectively.  
When constructing biomass models, biophysically meaningful LiDAR- derived tree 
attributes were given priority, e.g., canopy volume, area, maximum height (max_Z), and 
mean height (mean_Z) were used in regression analysis. Previous studies have proven the 
importance of these parameters to model biomass (Lefsky et al., 2005; Drake et al., 2002a, 
2002b). As stated above, the Pearson’s correlation coefficients among dependent and 
independent variable were assessed before finalizing the biomass models based on these 
LiDAR metrics. 
Secondly, a biomass model was developed based on different distribution 
parameters of LiDAR height and intensity. The forward selection method was applied to 
select significant variables. This method was successful in selecting two variables among 
the 56 original variables at an -level of 0.05. Furthermore, the forward selection method 
was used again to combine canopy area with these distributional parameters to model 
biomass. 
Finally, two log-transformed biomass models were formed by combining canopy 
area with max_Z and mean_Z, separately. These models exhibited a distinct improvement 
in the model-fit results.  
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i. Cluster-level biomass estimation: 
 
Different biomass models for tree clusters are shown in Table 4.4. All the 
biomass models, except the fifth, have very good model fit statistics. And even in the 
case of the linear model, the R2 of 0.67 is still relatively high, although the large negative 
intercept indicates a bias. 
 
Table 4.4: Various biomass models for tree clusters. 
 
Model no. Model type Model Adjusted-
R2 
RMSE 
(Mg) 
1 Linear 0.0008*volume  
+ 0.57 
 
0.90 0.98 
2 Linear 0.0131*area  
+ 0.3433*max_Z  
– 4.6804 
0.90 2.82 
3 Linear 0.0137*area 
 + 0.6644*mean_Z 
 – 4.7591 
0.91 2.73 
4 Linear 0.0147 *area 
 + 0.7794 *P_Z_20  
– 3.1478 
0.94 2.27 
5 Linear 1.4143*max_Z  
+ 0.4284*std_Intensity  
–  33.4335 
0.67 5.17 
6 Log-transformed 0.7578*log10(area)  
+ 1.4471* log10(max_Z)  
– 2.9933 
0.93 2.46 
7 Log-transformed 0.9029*log10(area)  
+ 0.7809* log10(mean_Z)  
–  2.3428 
0.92 2.55 
 
 
The first biomass model was based on the cluster volume and exhibited a very 
good adjusted-R2 = 0.90 value, a low RMSE, and small positive intercept. The next three 
models (models 2, 3, and 4) were constructed based on linear combinations of area with 
max_Z (maximum height), mean_Z (mean height), and the 20th percentile of height 
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(P_Z_20), respectively. All of these models had high adjusted-R2 (>=0.90) values. We 
found that max_Z, mean_Z, and canopy area had good correlation with the dependent 
biomass variable, and thus as expected, we obtained good models by combining them. 
Although P_Z_20 showed a lower correlation with the dependent variable, the 
combined model of area and P_Z_20 accurately explained the variability present in the 
biomass model. The output of the forward selection method also indicated that the 
inclusion of P_Z_20 with area was necessary, since it led to increase in the R-squared 
value from 0.89 to 0.94. This was attributed to the lower tree vertical characteristics, 
i.e., lower tree structure represented by P_Z_20, being a significant driver of biomass, 
as underscored by the variable selection and improved model fit. 
The model with the smallest adjusted-R2 (0.67) was a linear combination of the 
max_Z and standard deviation of LiDAR intensity (std_Intensity). We observed that the 
correlations of max_Z and std_Intensity with the dependent variable were 0.77 and 0.65, 
respectively. The correlation coefficients suggest that std_Intensity also accounted for 
the variability of this model to some extent. Past studies have also demonstrated the 
potential of LiDAR intensity values for biophysical tree parameter modeling (Mean et 
al., 1999; Brandtberg et al., 2003; van Aardt et al., 2006). 
All linear models, except the volume-based biomass model, exhibited negative 
biomass values for some samples/instances of the prediction model (Figure 4.19). This 
was attributed to the heterogeneity in tree clusters in terms of canopy cover area, number 
of trees, and tree species, among other factors. Our investigation showed that negative 
values were associated with the clusters which include single or small evenly-spaced 
trees; the varying nature of tree clusters in urban region can have closely-spaced or 
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sparse trees within them. Also a cluster may consist of single or multiple (~30) trees. 
The tree clusters which consisted of closely-spaced trees generally have greater biomass 
for a distinctly smaller canopy cover area, as trees within that cluster share a significant 
amount of area/resources with each other, whereas the opposite is true for clusters with 
single or sparse trees. Therefore, in terms of cluster cover area and associated biomass, 
two types of tree clusters can exist, namely i) clusters with less area and greater biomass 
(tree clusters with closely spaced trees) and ii) clusters with a larger area and less 
biomass (tree clusters with single or evenly space trees). Since, in our data samples, the 
second type of clusters was fewer, the models was mostly guided by the first type, i.e., 
clusters with larger biomass values, but with a relatively small footprint. Most of the 
biomass models presented in Table 4.4 were based on linear combinations of area and 
other height variables, and thus the predicted biomass values for the second type of 
clusters resulted in negative intercepts. However, biomass models based on canopy 
volume did not show any negative intercept trend. We attributed this to the inclusion of 
entire 3D space (volume) in the biomass modeling that may have eliminated the above-
mentioned problem. 
The potential non-linear relationship between cluster area and biomass was 
evaluated by the log-transformed biomass models, which were formed by combining 
max_Z and mean_Z with the canopy area separately. Such a multiplicative biomass 
model was able to address the negative predicted biomass values for small clusters, and 
resulted in solid model fits of adjusted R2 values of 0.93 and 0.92, respectively. Model 
6 and 7 in Table 4.4 were the log-transformed models. 
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The RMSE values of these cluster-based biomass models were also evaluated. 
RMSE is a vital indicator for assessing the precision of a model in predicting the 
response, and representing an absolute fit to the data. Lower values of RMSE indicate 
a better fit to the model. The RMSE of the cluster-based biomass models were between 
0.98-5.17 Mg. The biomass model with volume as the predictor variable attained the 
lowest RMSE (0.98 Mg), whereas the model based on max_Z and std_Intensity resulted 
in a higher RMSE (5.17 Mg). For all other models, the RMSE were within the range of 
1-3 Mg. 
 The distribution of the residuals were analyzed to assess the validity of the 
models, i.e., to ensure that there was no observable trend in the residuals, which is 
indicative of an improper model form (residual plots are shown in Appendix A.2).  The 
residuals were randomly distributed around zero with only limited number of outliers 
for nearly all the models, and no clear residual trend was observed. For most of the 
models, a specific cluster with a predicted biomass of greater than 30 Mg acted as an 
outlier. The allometry-based model that we used to model biomass was built on the tree 
DBH. On the other hand, the estimated biomass models were formed based on various 
LiDAR parameters. This mismatch in the independent variables between the two 
models might be the reason that the outlier for clusters were associated with higher 
predicted biomass. The issue with the outliers was not observed with the log-
transformed models, which exhibited randomly distributed residuals. 
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Figure 4.19 Plots of predicted vs. allometric biomass values for all the cluster-based models. The volume-
based model shows the smallest RMSE (0.98 Mg) (a), whereas the model based on max_Z and std_Intensity 
exhibited the highest RMSE (e). Other models have RMSE values between 2-3 Mg (b), (c), (d), (e), and (f). 
For the log-transformed models ((e), and (f)), no negative predicted biomass values were obtained.     
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ii. Individual tree-level biomass estimation: 
 
 
Biomass models of individual trees were formed using the same set of variables 
as those for tree clusters, since these variables had greater correlation with the dependent 
variables. However, the model variables selected from the distributional parameters 
using the forward selection technique resulted in different sets of parameters (Table 4.5; 
model 4 and 5).  
 
Table 4.5: Different biomass models for individual trees 
 
Model no. Model type Model Adjusted-
R2 
RMSE 
(Mg) 
1 
 
Linear 0.0008*vo lume  
+ 0.411 
 
0.39 0.45 
2 
 
Linear 0.0067*area  
+ 0.0596*max_Z  
–  0.3006 
0.49 0.41 
3 
 
Linear 0.0065*area  
+ 0.0966*mean_Z  
– 0.3073 
0.51 0.40 
4 Linear 0.0381*kurtosis_Z  
+ 0.1281*P_Z_80 
 – 0.5545 
0.47 0.42 
5 
 
Linear 0.0063*area  
+ 0.0761* P_Z_80  
– 0.3482 
0.50 0.40 
6 Log-transformed 0.2510*log10(area)  
+ 1.5078* log10(max_Z) 
– 2.2320 
0.58 0.42 
7 Log-transformed  0.3089*log10(area)  
+ 1.2839* log10(mean_Z) 
– 1.8349 
0.58 0.42 
 
Model 1, which used cluster volume to predict biomass, had a lowest adjusted-
R2 value among all models. Linear models, which were based on individual tree area 
with variables such as max_Z and mean_Z, resulted in improved model fit values 
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(adjusted-R2 of 0.49 and 0.51, respectively). Model 4 was a linear combination of 
kurtosis of height (kurtosis_Z) and the 80th percentile of height (P_Z_80). The variable 
P_Z_80 exhibited a higher correlation with max_Z value for individual trees and it also 
had a higher correlation with the dependent variable. This model indicates that the 
distributional parameters were capable of relating the biophysical parameters of a tree 
to the carbon-indicative biomass value. The variables cluster area and P_Z_80, used in 
model 5, have good correlation with the dependent variable (0.67 and 0.68, respectively) 
and have model fit statistics of adjusted-R2 = 0.5. Model 6 and model 7 are log-
transformed models that were based on a combination of max_Z and mean_Z with the 
cluster area, respectively. These two models had the best model fit statistics (adjusted-
R2 = 0.58) among all the developed models.  
The RMSE values of these biomass models were in the range of 0.4-0.45 Mg. 
Additionally, the residuals were observed to be randomly distributed around the zero 
with no clear trend (residual plots are shown in Appendix A.3.  However, some amount 
of heteroscedasticity can be observed with the increasing predicted value, which was 
mainly attributed to the independent variable difference between the biomass equations 
and the LiDAR-based biomass models, and is a well-known phenomenon in biomass 
models (van Aardt et al., 2006). Furthermore, the prominent difference in the size, 
shape, species in the individual tree-level also influenced the result.  
A comparative analysis showed that the model fit statistics of the cluster-based 
biomass models were better than the individual biomass models. This was attributed to 
i) the errors introduced during the delineation algorithm while extracting individual 
trees and ii) the averaging effect (cumulative distributions) of larger clusters vs. single-
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tree scenarios. The delineation algorithm is based on few assumptions: that the 
periphery of a tree is circular and that the tree radius spans a defined range of values. 
These assumptions have a direct influence on the individual tree detection and thus 
resulted in poor performing biomass models, when compared to tree cluster models. 
Moreover, the heterogeneity noticed in an urban region in terms of tree size and shape 
has a greater effect on individual tree biomass models compared to cluster models, i.e., 
trees in clusters more closely mimic forest environments, from which allometric models 
stem. Despite these limitations, some of the models achieved reasonable prediction 
results (adjusted-R2 = 0.58). The cluster-level models seemingly produce better model 
fit metrics, and can be used for rapid estimation of biomass for a larger area. However, 
when compared to individual tree biomass models, cluster-based models are not easily 
scalable to obtain an associated error estimate, due to the large variation in cluster size. 
Therefore, the individual tree-level models, even if they produced poorer fit metrics, are 
arguably the better models to apply to large area estimation. Traditional volume or 
biomass models apply an estimate-per-area approach, i.e., the RMSE easily scales in 
the same unit. We therefore recommend that future efforts explore the scaling of non-
area-based errors in more detail. 
A comparative study was performed between the models developed based on 
only DBH (Jenkins et al., 2003) and DBH and height (Tritton and Hornbeck, 1982) for 
the individual tree-level biomass models; this was done to evaluate the sensitivity of the 
DBH-only models when compared to the models with both DBH and height as 
independent variables.  Tritton and Hornbeck (1982) developed regional biomass 
models for the north-east region of the USA. The biomass models, estimated based on 
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the Tritton and Hornbeck (1982) allometric equations, are shown in Appendix A.4, 
along with the model-fit statistics (adjusted-R2 and RMSE). This shows the comparison 
between the two modeling approaches. Finally, based on the cluster-based biomass 
model, a biomass estimation of RIT’s campus (inner loop) was performed and is 
reported in Appendix A.5.  
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Figure 4.20 Plot between predicted vs. allometric biomass values for all the individual based models. The 
RMSE value ranges between 0.4 and 0.45 Mg.      
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4.3. Conclusions 
 
This study assessed the potential of LiDAR data in estimating the above-ground 
biomass of an urban forest. A workflow was developed to isolate individual trees from and 
within clusters and measuring various LiDAR-based tree parameters, which were used to 
estimate the biomass; truth data were established via tree-level allometric, DBH-based 
equations. The tree delineation algorithm achieved reasonable accuracy (~70%) in the study 
area. The algorithm exhibited the highest accuracy (82%) when isolating dominant trees. 
However, the algorithm failed to detect trees in terms of under- or over-number of tree 
detection were attributed to irregular canopy structure, mixture of trees of different size, 
growth, and species, partially covered or understory trees. We therefore recommend that 
future work should include a refined evaluation of watershed segmentation and its 
performance in detecting different tree segments; special care should be given to varying 
filter sizes and other required parameters of this segmentation method. Furthermore, the 
assumptions made by this algorithm, i.e., the periphery of trees being circular and the radius 
of a tree being in a specific range, also affected the detection results.  
Finally, models were formed to estimate biomass using LiDAR-derived tree 
attributes. Models were developed for tree clusters, as well as for individual trees. Tree 
cluster-based biomass models showed better model fit statistics with adjusted R2 ~ 0.9, 
whereas the best biomass model at the individual tree-level resulted in an adjusted R2 of 
0.58. 
In an urban region, even within the same tree species, a significant amount of 
variability in tree shape and size exists due to different growth patterns. This becomes more 
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prominent when different tree species are included, which in turn introduces variability in 
tree biomass. The presence of multiple trees in tree clusters arguably has an averaging effect 
in terms of reduced variability, whereas at the individual tree-level this variability prevailed 
more. Also, the equations used to model the tree biomass were originally developed in forest 
environments and might have different allometry from urban environments that usually are 
more solitary. Therefore, these factors along with the errors in tree delineation have 
contributed towards the lower model fit statistics for individual tree-level biomass models. 
This study also concluded that distributional parameters such as maximum height, 
mean height, the 20th and 80th height percentiles, LiDAR intensity, LiDAR-derived 
cluster/tree canopy area, cluster/tree volume are important predictors of tree biomass. 
However, more work and further analysis are required to have a better understanding of the 
potential of these and all other distributional variables in the modeling of biomass in an 
urban region  
Lastly, considering the challenges associated with individual tree isolation in urban 
environments, the results of biomass models obtained in this study were deemed reasonable 
in predicting biomass, even at the individual tree-level. On the other hand, cluster-based 
biomass models were able to estimate the total biomass over a large area Appendix A.5 
reports the estimation of biomass on RIT’s campus. However, the error estimate associated 
with the cluster-based models are difficult to scale across cluster sizes, due to the large 
variation in cluster size.  
The modeling results using LiDAR-derived vegetation attributes are promising and 
have great potential in assessing the urban woody biomass. However, to fully validate this 
method, further studies are required to test the validity and extensibility of these approaches 
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by including regions with different cultural traits, climatic condition, and different tree 
species. Future efforts also should focus on studying the assignment of error estimates, 
specifically the RMSE, associated with biomass models and how these error estimates scale 
from fine-scale to large area estimates. This is especially critical in the case of the cluster 
approach, where cluster size is not constrained to a specific number of constituent trees.  
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Publications: The following publication resulted from this part of the overall PhD research: 
 
Bandyopadhyay, M., van Aardt, J. A. N., & van Leeuwen, M., 2015. Modeling individual 
trees in an urban environment using dense discrete return LiDAR. Submitted to SPIE 
DSS 2015.  
Journal paper to be submitted: “Characterization of urban vegetation and biomass modeling 
using discrete return LiDAR” 
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Chapter 5 Conclusion and Future work 
 
The Department of Economic and Social Affairs (DESA) of United Nations (UN) reported that 
by 2050, close to 66% of the world population will be living in cities (UN DESA, 2014). This 
high growth rate of urban areas, among other land-use/land cover changes, highlights the need 
for improved (accurate, precise, exhaustive) monitoring of ecosystems in and around cities. 
Urban vegetation provides numerous ecological services as it sequesters a significant amount 
of carbon produced in the city (Nowak and Crane, 2002; Heath et al., 2004). Proper 
management of urban woody resources is thus required to maximize such benefits. As an 
alternative to expensive manual field surveys, remote sensing can be used efficiently to build 
forest inventories and characterize different vegetation attributes. However, not many studies 
have been conducted in urban environments, with such studies being essential to the 
quantification of the benefits of urban vegetation. 
This research investigated the utility of LiDAR to characterize urban vegetation and 
model tree biomass. A fusion-based classification approach was implemented, which utilized 
the complementary structural and spectral characteristics of LiDAR and high spatial resolution 
aerial color (RGB) imagery, respectively. Since color (RGB) imagery generally is available as 
a coincident, auxiliary data source with LiDAR sensors in many commercial applications, and 
since it is less expensive than hyperspectral/multispectral imagery, the spectral information was 
limited to the three color bands for the fusion-based classification. This approach ensured that 
the research is applicable to ubiquitous, operational airborne LiDAR-RGB sensor packages. To 
correct for the typical mis-registration between LiDAR and optical imagery, co-registration was 
also performed.  A novel vegetation index, based on the traditional normalized difference 
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vegetation index (NDVI), but derived by combining the un-calibrated near-infrared intensity of 
LiDAR at 1064 nm and the red channel of color imagery, was constructed; the index was termed 
the LiDAR-infused vegetation index (LDVI). LDVI provided a good separation between 
vegetation and other urban classes, and potentially can be used as a substitute for NDVI in 
situations where passive IR imagery/band is not available. Apart from the vegetation, the 
classification step also identified buildings, since three-dimensional building information is 
useful in urban planning, facility management, and resource management related studies. The 
classification algorithm was tested on various urban landscapes and the overall classification 
accuracy and kappa coefficient were 92%, and 85%, respectively. 
In the next part of the study, vegetation objects identified by the previous step, were 
used to characterize urban woody resources. Information is often required at an individual tree-
level for urban vegetation due to heterogeneous growth patterns, varying species, and age 
differences. A tree delineation algorithm was developed based on the LiDAR data. The multi-
tiered algorithm detected trees with an accuracy of 70% when validated using optical imagery. 
Finally, different tree attributes were extracted from individual trees and tree clusters to model 
tree/cluster biomass. Each biomass model was evaluated based on the field-measured (truth) 
biomass, obtained using the Jenkins et al. (2003) allometric equations, which is a common 
practice in forestry and adopted by many studies (van Aardt et al., 2006). The cluster-based 
biomass models showed adjusted-R2 values as high as 0.9, whereas, at individual tree-level, the 
model fit statistics were closer to 0.58. However, given the challenges associated with the 
identification of individual trees, the results seems reasonable for estimating biomass of even 
individual trees. Since biomass is a direct indicator of the sequestered carbon in a tree, these 
measurements can be extended to estimate the carbon pool over an urban region. 
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In summary, the major contributions of this study therefore are as follows: 
 A novel vegetation index, LDVI, was derived by combining un-calibrated NIR 
LiDAR intensity (1064 nm) and the red channel of the aerial image; this led to good 
detection and classification of building and vegetation objects. 
 Previous efforts at tree and tree cluster delineation were extended to this urban 
region, resulting in acceptable results as far as detailed vegetation delineation goes. 
 Species-independent biomass models were developed for tree clusters and 
individual trees in an urban environment. While the cluster-based biomass model 
potentially can provide an accurate estimate of the carbon storage over a whole area, 
a coarser estimate of carbon storage can also be obtained for individual trees. This 
provides a tool to monitor urban woody resources and map the carbon store of a city.  
The promising results of this research established a foundation for future research on 
the fusion-based approach using LiDAR and aerial RGB imagery for object characterization 
and the use of LiDAR in urban forestry management. We recommend that future research 
efforts should include the following:  
 further improvement of the co-registration method between RGB and LiDAR data 
by automating the control point selection process; 
 modification to the building detection workflow can be made by including the aspect 
variation (north-south-east-west aspects) of facets or raster cell neighborhoods to 
identify different objects, which can also reduce the processing time as many GIS 
packages include this functionality;  
 different thresholds have been applied at various steps of the object detection 
workflow, depending on the requirement and characteristics of the data. Thus 
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sensitivity and impact analysis of these thresholds need to be performed thoroughly 
before applying this algorithm to other study areas and datasets; we have attempted 
to highlight the need for and methods applied threshold selection;  
 the tree delineation algorithm could also be designated for improvement by reducing 
the assumptions made and relying more on data-driven threshold values, while the 
impacts of said assumptions on the estimated biomass models also need to be further 
assessed; 
 the adjustments in watershed segmentation, by selecting different filter sizes to 
smooth the CHM, needs to be studied thoroughly to improve the tree identification; 
 efforts should be made to test the robustness and extensibility of biomass estimation 
approach by applying it to regions with different cultural traits, climatic conditions, 
and urban forest compositions;  
 while the cluster-level models exhibited better model fit metrics than tree-level 
biomass models (and can be used for rapid biomass estimation for large areas), the 
prediction error of the biomass estimation using these models cannot be easily 
calculated due to the high variability in cluster size. Future work should focus on 
evaluating how errors scale from fine-scale to large area estimates, especially in the 
case for the cluster approach, where cluster size is not constrained to a specific 
number of constituent trees; and  
 a method needs to be developed for identifying tree species using LiDAR and 
hyperspectral imagery to build city-specific allometric equations for biomass 
assessment.  
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Finally, some of the applications of this study are listed, although this is by no means an 
exhaustive list: 
 Incorporating the LiDAR-based biomass estimation approach for urban vegetation to the 
open-source tool i-Tree. i-Tree is software tool developed by USDA and its co-operators to 
monitor and assess the benefit of urban trees. Inclusion of LiDAR-based forest management 
techniques could improve the accuracy of the assessment and accelerate the processing 
time. 
 Developing a tool using the extracted 3D building structure to estimate building carbon 
foot-print (Christen et al., 2010), and to produce a comparative estimation based on 
emitted and stored carbon at a city-level, which would help the city authorities to set goals 
towards the ideal “zero-carbon” city. 
 The lack of environmental monitoring and management makes developing countries 
vulnerable to the adverse climatic changes and potential hazardous health issues. A 
cheaper alternative for urban vegetation monitoring management, based on LiDAR and 
aerial color (RGB) imagery, could motivate the authorities of those countries to 
implement it in their strategic decision making purposes.  
This work has significant potential to impact the way in which we perform city-wide forest 
biomass assessment. Not only can we delineate “objects” within a cityscape for management 
purposes, but we can quantify these objects towards improved monitoring and eventual decision 
making strategies. All of this is possible within the framework of what is fast becoming a 
standard remote sensing tool for city managers, i.e., LiDAR and color imagery, thus replacing 
time-consuming and expensive manual inventories. This synoptic, accurate, and precise 
approach to urban forest assessment may just become standard practice in the 21st century. 
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Appendix A 
 
A.1 Distributional parameters of LiDAR height and intensity used for biomass modeling  
 
Variable of 
Height 
Variable of 
Intensity 
Description 
 
max_Z max_Intensity Maximum height/intensity 
min_Z min_Intensity Minimum height/intensity 
mean_Z mean_Intensity Mean height/intensity 
median_Z median_ Intensity Median of height/intensity distribution 
std_Z std_ Intensity Standard deviation of height/intensity 
range_Z range_ Intensity Range of height/intensity 
skewness_Z skewness_ Intensity Skewness of height/intensity 
It quantify distributional symmetry 
kurtosis_Z kurtosis_ Intensity Kurtosis of height/intensity 
It quantify if a distribution is Gaussian or not 
cv_Z cv_ Intensity Coefficient of variation (CV) of height/intensity 
CV measures the dispersion of the distribution 
P_ Z_5 P_ Intensity _5 5th percentile of height/intensity 
P_ Z_10 P_ Intensity _10 10th percentile of height/intensity 
P_ Z_15 P_ Intensity _15 15th percentile of height/intensity 
P_ Z_20 P_ Intensity _20 20th percentile of height/intensity 
P_ Z_25 P_ Intensity _25 25th percentile of height/intensity 
P_ Z_30 P_ Intensity _30 30th percentile of height/intensity 
P_ Z_35 P_ Intensity _35 35th percentile of height/intensity 
P_ Z_40 P_ Intensity _40 40th percentile of height/intensity 
P_ Z_45 P_Intensity_45 45th percentile of height/intensity 
P_ Z_50 P_Intensity_50 50th percentile of height/intensity 
P_ Z_55 P_Intensity_55 55th percentile of height/intensity 
P_ Z_60 P_Intensity_60 60th percentile of height/intensity 
P_ Z_65 P_Intensity_65 65th percentile of height/intensity 
P_ Z_70 P_Intensity_70 70th percentile of height/intensity 
P_ Z_75 P_Intensity_75 75th percentile of height/intensity 
P_ Z_80 P_Intensity_80 80th percentile of height/intensity 
P_ Z_85 P_Intensity_85 85th percentile of height/intensity 
P_ Z_90 P_Intensity_90 90th percentile of height/intensity 
P_ Z_95 P_Intensity_95 95th percentile of height/intensity 
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A.2 Residual plots for the different cluster-based biomass models  
Cluster-based biomass models with adjusted-r2 and RMSE value 
Model no. Model type Model Adjusted-
R2 
RMSE 
(Mg) 
1 Linear 0.0008*volume  
+ 0.57 
 
0.90 0.98 
2 Linear 0.0131*area  
+ 0.3433*max_Z  
– 4.6804 
0.90 2.82 
3 Linear 0.0137*area 
 + 0.6644*mean_Z 
 – 4.7591 
0.91 2.73 
4 Linear 0.0147 *area 
 + 0.7794 *P_Z_20  
– 3.1478 
0.94 2.27 
5 Linear 1.4143*max_Z  
+ 0.4284*std_Intensity  
–  33.4335 
0.67 5.17 
6 Log-transformed 0.7578*log10(area)  
+ 1.4471* log10(max_Z)  
– 2.9933 
0.93 2.46 
7 Log-transformed 0.9029*log10(area)  
+ 0.7809* log10(mean_Z)  
–  2.3428 
0.92 2.55 
 
 
Model 1: Biomass = 0.0008*volume + 0.57 
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Model 2: Biomass = 0.0131*area + 0.3433*max_Z – 4.6804 
 
Model 3: Biomass = 0.0137*area + 0.6644*mean_Z – 4.7591 
 
Model 4: Biomass = 0.0147 *area + 0.7794 *P_Z_20 – 3.1478 
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Model 5: Biomass = 1.4143*max_Z + 0.4284*std_Intensity – 33.4335 
 
Model 6: Biomass = 10^ (0.7578*log10 (area) + 1.4471* log10 (max_Z) – 2.9933) 
 
Model 7: Biomass = 10^ (0.9029*log10 (area) + 0.7809* log10 (mean_Z) – 2.3428) 
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A.3 Residual plots for the individual tree biomass models 
Individual tree-based biomass models with adjusted-r2 and RMSE value 
Model no. Model type Model Adjusted-
R2 
RMSE 
(Mg) 
1 
 
Linear 0.0008*volume  
+ 0.411 
 
0.39 0.45 
2 
 
Linear 0.0067*area  
+ 0.0596*max_Z  
–  0.3006 
0.49 0.41 
3 
 
Linear 0.0065*area  
+ 0.0966*mean_Z  
– 0.3073 
0.51 0.40 
4 Linear 0.0381*kurtosis_Z  
+ 0.1281*P_Z_80 
 – 0.5545 
0.47 0.42 
5 
 
Linear 0.0063*area  
+ 0.0761* P_Z_80  
– 0.3482 
0.50 0.40 
6 Log-transformed 0.2510*log10(area)  
+ 1.5078* log10(max_Z) 
– 2.2320 
0.58 0.42 
7 Log-transformed  0.3089*log10(area)  
+ 1.2839* log10(mean_Z) 
– 1.8349 
0.58 0.42 
 
Model 1: Biomass = 0.0008*volume + 0.411 
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Model 2: Biomass = 0.0067*area + 0.0596*max_Z – 0.3006 
 
Model 3: Biomass = 0.0065*area + 0.0966*mean_Z – 0.3073 
 
Model 4: Biomass = 0.0381*kurtosis_Z + 0.1281*P_Z_80 – 0.5545 
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Model 5: Biomass = 0.0063*area + 0.0761* P_Z_80 – 0.3482 
 
Model 6: Biomass = 10^ (0.2510*log10 (area) + 1.5078* log10 (max_Z) – 2.2320) 
 
 
 
Model 7: Biomass = 10^ (0.3089*log10 (area) + 1.2839* log10 (mean_Z) – 1.8349) 
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A.4 Individual tree biomass models, generated using the Tritton and Hornbeck (1982) 
DBH and height allometric equations 
 
Individual tree-based biomass models with adjusted-R2 and RMSE value. These biomass 
models were fit using the Tritton and Hornbeck (1982) allometric equations for the 
major northeast tree species. These allometric equations used two tree parameters as 
independent variables, namely DBH and height.   
 
Model no. Model type Model Adjusted-
R2 
RMSE 
(Mg) 
1 
 
Linear 0.0002*volume  
+ 0.3279 
 
0.25 0.23 
2 
 
Linear - 0.00007*area 
+ 0.0535*max_Z 
–  0.2206 
0.48 0.19 
3 
 
Linear 0.0013*area  
+ 0.0562*mean_Z  
– 0.0705 
0.42 0.20 
4 Linear 0.0006*kurtosis_Z  
+ 0.0627*P_Z_80 
 – 0.2345 
0.51 0.18 
5 
 
Linear - 0.00001*area 
+ 0.0628* P_Z_80 
– 0.2331 
0.51 0.18 
6 Log-transformed 0.1603*log10(area)  
+ 1.7546* log10(max_Z) 
– 2.6178 
0.69 0.22 
7 Log-transformed 0.3682*log10(area)  
+ 1.1919* log10(mean_Z) 
– 2.1135 
0.63 0.22 
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Comparison two different tree-level biomass models, generated using Jenkins et al. (2003) 
allometric equations (using only tree DBH) and Tritton, and Hornbeck (1982) allometric 
equations (using tree height and DBH) 
 
The allometric equations by Jenkins et al. (2003) were developed for national-level biomass 
estimation for different tree species of the USA. These biomass equations are only based on 
tree DBH, an inexpensive independent variable (rapid and accurate measurement). Many 
studies (Hyde et al., 2007; Kim et al., 2009; Zhao et al., 2009; Popescu, 2007; Popescu et al., 
2011) used these models in instances where regional allometric equations for the study sites 
were not readily available. On the other hand, Tritton, and Hornbeck’s (1982) allometric 
equations are more region-specific, and were developed for northeastern major tree species of 
the USA (these models use both tree DBH and height to estimate tree-level biomass). In this 
study, these two sets of allometric equations were used to estimate tree biomass at individual 
tree level (Appendix A.3 and A.4), using different LiDAR-derived tree parameters (selection 
of LiDAR derived tree parameters are mentioned in section 4.1.5). A comparison between these 
biomass models showed that both modeling approaches have comparable model-fit statistics in 
terms of adjusted-R2 and RMSE values. The RMSE values of the biomass models formed based 
on allometric equations developed by Tritton and Hornbeck (1982) were slightly better when 
compared to those models derived from Jenkins et al. (2003), DBH-only, allometric equations. 
The improved RMSE values were attributed to the lower sample variation present in the 
biomass models developed by on Tritton and Hornbeck (1982), as they were developed 
specifically for the northeast USA region. However, the fair agreement between these two sets 
of biomass models validated the use of tree-level biomass models based on DBH-only 
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allometric equations. A distinct advantage of using DBH-based allometric equations (Jenkins 
et al., 2003) is that DBH is an inexpensive tree variable to measure, whereas tree height 
measurement for a large area is time consuming and comparatively expensive to collect (Watt 
et al., 2000).  Another advantage of using DBH-based biomass allometric equations is that tree 
height more readily can be used as independent variable to establish LiDAR-based tree biomass 
models; LiDAR itself measures height, thus the divorce of height as a field truth variable (for 
biomass models) and height as a predictive variable arguably makes for a more elegant 
approach. However, the DBH-based allometric equations developed by Jenkins et al. (2003) 
represent a generalized form of allometric equations, and their application on a regional scale 
depends on whether the regional tree species allometric equations are representative of the 
average allometry of those species across the country. Thus the selection of region-specific 
allometric equations warrants careful investigation, since such an approach could potentially 
improve the accuracy and precision of presented LiDAR-based models.  
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A.5 Estimation of total biomass of RIT’s campus (area inside the RIT inner-loop): A case 
study 
 
The inner-loop section of the RIT campus was considered for estimating the total biomass, 
given the coverage of available datasets. The RGB image and the corresponding LiDAR point 
cloud are shown in Figure A.5.1 and Figure A.5.2, respectively. 
 
 
Figure A.5.1 WASP RGB image of RIT inner loop. The biomass estimation was done, as a case study, 
only for this inner-loop region.  
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Figure A.5.2 LiDAR point cloud of RIT’s inner-loop campus area. This is the height-normalized point 
cloud; different colors represent different heights. The biomass estimation is performed based on the 
common area of the RGB image (Figure A.5.1) and the LiDAR point cloud.   
 
The estimated biomass of RIT’s inner-loop campus region for 2011, based on the common 
data available between the RGB imagery and the LiDAR dataset, is approximately 970 
Mg. This estimation was performed using one of the cluster-based models. The error 
estimate associated with this prediction cannot be performed readily, due to variation in 
tree cluster size, and thus not reported here. Future effort should include an investigation 
into the scaling of this RMSE error across different sized clusters, based on their area. It 
also should be noted that the datasets, upon which the biomass estimate is based, were 
acquired during 2011. The presented estimate thus could have changed significantly 
between 2011 and the present date.  
