





der Eberhard Karls Universität Tübingen








Gedruckt mit Genehmigung der Mathematisch-Naturwissen-
schaftlichen Fakultät der Eberhard Karls Universität Tübingen.
Tag der mündl. Qualifikation: 22.05.2020
Dekan: Prof. Dr. Wolfgang Rosenstiel
1. Berichterstatter: Prof. Dr. Dieter Kölle
2. Berichterstatter: Prof. Dr. Reinhold Kleiner
Abstract
Measurements on magnetic nanoparticles (MNPs)
are very relevant for research as well as for applica-
tions, since they can, on the one hand, contribute to
a deeper understanding of nanomagnetism and, on the
other hand, lots of technical or clinical applications of
MNPs require precise knowledge of their properties. For
the characterization of single MNPs, tiny signals have to
be detected in huge magnetic background fields, a task
that can be achieved by using superconducting quantum
interference devices that are miniaturized to the submi-
cron range (nanoSQUIDs).
The first part of this thesis deals with the usage of
nanoSQUIDs, based on the high critical temperature su-
perconductor YBa2Cu3O7 (YBCO), in magnetization re-
versal measurements on different MNPs. First, the mag-
netization reversal of an iron nanowire embedded in a
carbon nanotube is investigated. Further measurements
are performed on cobalt MNPs that were fabricated by
focused electron-beam-induced deposition. For cobalt
nanowires, an increase in the cobalt content as well as
the saturation magnetization of the wires after ther-
mal annealing is shown. For cobalt particles with radii
. 100 nm that are directly grown on the nanoSQUIDs,
measurements at temperatures between 0.3K and 80K
verify a thermally assisted reversal of the magnetization,
which partly takes place by formation of a magnetic vor-
tex state.
In the second part of this thesis, different studies
for the improvement of future nanoSQUIDs are con-
ducted. By simultaneously measuring the magnetiza-
iii
tion reversal of a MNP in all 3 spatial directions, the
anisotropic magnetic properties of the MNP can be fully
captured. The general feasibility of such measurements
using nanoSQUIDs is shown in the characterization of
a vector nanoSQUID that is realized by combination of
three niobium-based nanoSQUIDs.
However, transferring this approach to YBCO is not
possible with the current grain boundary-based Joseph-
son junctions (JJs) of YBCO nanoSQUIDs for topologi-
cal reasons. Therefore, JJs that can be induced in YBCO
by irradiation with a focused helium ion beam are fab-
ricated and characterized in this thesis. The position of
such junctions can be defined by the location of irradi-
ation, and adjustments of the electronic properties are
possible by choice of the irradiation dose. For irradia-
tion with a sufficiently high dose, superconductivity is
suppressed completely, which enables defining the geom-
etry of electronic structures without removal of material.
Furthermore, artificial pinning centers for Abrikosov
vortices can be created by local suppression of supercon-
ductivity. The focused helium ion beam allows for fab-
rication of pinning arrays with spacings below 100 nm.
The characterization of such ultradense pinning arrays in
magnetic fields reveals matching effects at temperatures
significantly below the critical temperature, which con-
firms strong pinning of vortices at the pinning centers.
Therefore, such pinning centers could be used to improve




Messungen an magnetischen Nanopartikeln (MNP)
sind sowohl aus wissenschaftlicher Sicht als auch für An-
wendungen sehr relevant, da sie zum einen zum tiefe-
ren Verständnis des Nanomagnetismus beitragen kön-
nen und zum anderen für eine Vielzahl von technischen
oder medizinischen Anwendungen von MNP die mög-
lichst genaue Kenntnis ihrer Eigenschaften erforderlich
ist. Zur Charakterisierung einzelner MNP müssen kleins-
te Signale in hohen magnetischen Hintergrundfeldern de-
tektiert werden, wofür sich bis in den Submikrometer-
Bereich miniaturisierte supraleitende Quanteninterfero-
meter (nanoSQUIDs) eignen.
Der erste Teil dieser Arbeit befasst sich mit dem
Einsatz von nanoSQUIDs aus dem Hochtemperatur-
Supraleiter YBa2Cu3O7 (YBCO) für Messungen der Ma-
gnetisierungsumkehr verschiedener MNP. Zuerst wird
die Magnetisierungsumkehr eines Eisen-Nanodrahtes,
der in ein Kohlenstoff-Nanoröhrchen eingebettet ist, un-
tersucht. Weitere Messungen befassen sich mit MNP
aus Kobalt, die mittels fokussierter Elektronenstrahlab-
scheidung hergestellt wurden. An Kobalt-Nanodrähten
wird gezeigt, dass durch thermische Nachbehandlung so-
wohl der Kobalt-Gehalt als auch die Sättigungsmagne-
tisierung der Drähte gesteigert werden kann. Für direkt
auf nanoSQUIDs abgeschiedene Kobalt-Partikel mit Ra-
dien . 100 nm kann durch Messungen bei Temperatu-
ren zwischen 0.3K und 80K eine thermisch unterstützte
Magnetisierungsumkehr nachgewiesen werden, die teil-
weise auch mittels Bildung eines magnetischen Vortex-
Zustandes stattfindet.
v
Im zweiten Teil der Arbeit werden verschiedene Stu-
dien durchgeführt, die zur Verbesserung zukünftiger
nanoSQUIDs beitragen sollen. Durch simultane Mes-
sung der Magnetisierungsumkehr eines MNP in allen
3 Raumrichtungen können die anisotropen magneti-
schen Eigenschaften des MNP vollständig erfasst wer-
den. Die prinzipielle Machbarkeit solcher Messungen mit-
tels nanoSQUIDs wird durch die Charakterisierung eines
Vektor-nanoSQUIDs gezeigt, das aus einer Kombination
von drei aus Niob hergestellten nanoSQUIDs besteht.
Die Umsetzung eines solchen Konzeptes in YBCO ist
mit den aktuellen, auf Korngrenzen basierenden Joseph-
sonkontakten (JK) der YBCO nanoSQUIDs jedoch aus
topologischen Gründen nicht möglich. Deshalb werden
in dieser Arbeit JK, die durch Bestrahlung mit einem
fokussierten Helium-Ionenstrahl in YBCO erzeugt wer-
den können, hergestellt und charakterisiert. Die Position
solcher Kontakte kann durch den Ort der Bestrahlung
bestimmt werden, zudem wird eine Anpassung der elek-
trischen Eigenschaften durch Wahl der Bestrahlungsdo-
sis ermöglicht. Bei Bestrahlung mit einer hinreichend ho-
hen Dosis wird die Supraleitung vollständig unterdrückt,
sodass die Geometrie von elektronischen Strukturen oh-
ne Materialabtrag definiert werden kann.
Außerdem können durch lokale Unterdrückung der
Supraleitung künstliche Pinningzentren für Abrikosov-
Flusswirbel erzeugt werden. Durch den fokussierten
Helium-Ionenstrahl können regelmäßige Gitter aus Pin-
ningzentren mit Abständen unter 100 nm hergestellt wer-
den. Bei der Charakterisierung solcher ultra-dichten Pin-
ninggitter in Magnetfeldern zeigen sich auch bei Tem-
vi
peraturen deutlich unterhalb der kritischen Tempera-
tur Kommensurabilitätseffekte, die das Vorliegen stark
gepinnter Flusswirbel an den Pinningzentren belegen.
Damit könnten solche Pinningzentren eingesetzt wer-
den, um das niederfrequente Flussrauschen von YBCO
nanoSQUIDs in Magnetfeldern zu verbessern.
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Nanomagnetism is a very appealing field of research. On the
one hand, there are phenomena like, for example, macroscopic
quantum tunneling of the magnetization [1], offering the possi-
bility to address fundamental scientific questions like the only
insufficiently understood transition between the classical and
the quantum regime. On the other hand, magnetic nanoparti-
cles (MNP) are of great interest for technological applications
like data storage [2], non-volatile memory [3], or ferrofluids in
industrial applications [4], as well as biological applications in
contrast agents [5], drug targeting [6] or hyperthermia cancer
treatments [7, 8].
In macroscopic ferromagnets below their Curie temperature
(and also ferrimagnets below the Néel temperature), the forma-
tion of multiple magnetic domains separated by domain walls
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contributes to the minimization of the total energy by reduc-
ing the stray field at the expense of higher exchange energy and
magnetocrystalline anisotropy energy [9]. However, if the size of
the magnet is reduced, the formation of domain walls becomes
energetically unfavorable, resulting in a single magnetic domain
stretching over the magnet’s entire volume. For many ferromag-
netic materials, the critical diameter for this transition is in the
range of 5-1000 nm for spherical particles [9]. Depending on the
magnetic hardness of the material, the existence of a magnetic
vortex state between the single and multi-domain state is also
possible [9].
The orientation of such a MNP’s magnetic moment is de-
fined by the anisotropy of the particle, which consists of contri-
butions from magnetocrystalline and surface anisotropy, as well
as shape anisotropy if the MNP has a non-spherical shape [10].
This results in the existence of an easy axis for the magnetiza-
tion, to which the magnetic moment of the particle will align in
parallel or antiparallel manner in the case of such an uniaxial
anisotropy. In general, there can also be additional preferred
axes of magnetization. The parallel and antiparallel configura-
tions are separated by an energy barrier  E = KV with the
anisotropy constant K and particle volume V . This is schemat-
ically illustrated in Fig. 1.1(a). For very small particles, the
height of this energy barrier can be lower than the thermal en-
ergy kBT , with temperature T and the Boltzmann constant kB,
so that the magnetization is not stable above a certain blocking
temperature; the particle is then in a so-called superparamag-
netic state [11].
For MNPs with a stable magnetization, the magnetization
3(a) (b)

















Figure 1.1: (a) Schematic illustration of the energy barrier for magnetiza-
tion reversal for a MNP with uniaxial anisotropy. (b) Magnetic hysteresis
loop M(H) of an Fe nanowire. Panel (b) adapted from appended publica-
tion 1.
can be reversed by application of an external magnetic field H
in the direction opposite to the current magnetization. Upon
increasing H, the energy of the antiparallel orientation is in-
creased and the energy of the parallel orientation is lowered un-
til the energy barrier can be overcome at the switching field Hsw
and the magnetization is reversed. By measuring the magneti-
zation M as a function of the applied magnetic field H, a mag-
netic hysteresis loop M(H) can be recorded. Fig. 1.1(b) shows
such a hysteresis loop, which was measured on an Fe nanowire.
From such hysteresis loops, a multitude of informations can be
obtained, such as the domain configuration, saturation mag-
netization, switching and coercive field or the mechanism for
magnetization reversal [12].
For magnets with several magnetic domains, magnetization
reversal takes place by nucleation, propagation and annihila-
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tion of domain walls. In single-domain MNPs the reversal can
be achieved by different processes [12]. The simplest process is
reversal via uniform rotation of the magnetization according to
the model of Stoner and Wohlfarth [13]. Other processes are
non-uniform, like the curling mode reversal [14] or the less com-
mon buckling and fanning modes [9]. The influence of thermal
fluctuations on the magnetization reversal can be described by
the Néel-Brown model, which has been adapted for predictions
of the switching field by Kurkijärvi [15].
Different methods can be used for experimental investi-
gations of MNPs, like spin-polarized scanning tunneling mi-
croscopy [16], electron holography [17], magnetic resonance force
microscopy [18], torque magnetometry [19] or magneto-optical
detection using nitrogen-vacancy centers in diamond [20–22].
However, direct recording of magnetic hysteresis loops of sin-
gle MNPs is possible only with Hall bars [23–25] or miniatur-
ized superconducting quantum interference devices (SQUIDs),
an approach that was pioneered by Wernsdorfer et al. [26]. This
approach is also followed by the group of Reinhold Kleiner and
Dieter Kölle in Tübingen and by this thesis.
A direct current (dc) SQUID consists of a superconduct-
ing loop which is intersected by two Josephson junctions (JJs).
Thus, two fundamental effects in superconductivity are com-
bined: The fluxoid quantization in a superconducting loop [27,
28] and the Josephson effect [29]. If the device is biased with
a current slightly above its critical supercurrent Ic, the voltage
drop V across the SQUID is modulated with the externally ap-
plied magnetic flux  . This modulation V ( ) oscillates period-













Figure 1.2: (a) Schematic illustration of the V ( ) curve in a dc SQUID
(black). Optimum working point and transfer function shown in red.
(b) Basic circuit diagram of a flux-locked loop.
as shown schematically by the black curve in Fig. 1.2(a). This
allows the usage of SQUIDs as flux-to-voltage converters and
makes them the most sensitive detectors for magnetic flux. The
highest sensitivity is reached for a working point where the slope
of the V ( ) curve is maximum, as indicated by the red dashed
line and dot in Fig. 1.2(a). This defines the transfer function
V  = (@V/@ )max. Achieving a linear correlation between flux
and voltage instead of an oscillating signal is possible by usage
of a flux-locked loop (FLL) circuit, like shown schematically in
Fig 1.2(b). Via a feedback inductance Mf , the flux detected by
the SQUID is compensated, so that the device is always operated
at the optimum working point. The feedback voltage Vf across a
feedback resistance Rf is then used as output signal, which cor-
responds to the flux detected by the SQUID via Vf =  Rf/Mf .
The sensitivity of a SQUID is limited by the noise of the SQUID
itself, since signals below this intrinsic noise level cannot be de-
tected. The measured spectral density of the root mean square
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Figure 1.3: Schematic illustration of a nanoSQUID detecting the stray
field of a particle with magnetic moment ~µ in an external magnetic field ~H.
(rms) voltage noise S1/2V corresponds to a spectral density of
flux noise S1/2  = S
1/2
V /|V |. For conventional SQUIDs, one
finds typically S1/2  & 1µ 0/Hz1/2.
In order to measure magnetic hysteresis loops of magnetic
nanoparticles, strongly miniaturized SQUIDs (nanoSQUIDs)
can be used [30], as is schematically shown in Fig 1.3: The
MNP with magnetic moment ~µ is placed on the SQUID loop,
and to change the magnetization an external magnetic field ~H is
applied in the loop plane. Ideally, no flux is then coupled to the
SQUID by ~H, and only the stray field of the MNP is detected.
Thus, the challenging task of measuring the small magnetic sig-
nal originating from a single particle in a strong background
field up to the Tesla range [12] can be achieved. Enhancing the
signal by performing measurements on ensembles of MNPs is
7possible, but has several drawbacks, like possible interactions
between the particles, which can greatly complicate the inter-
pretation of results, or the loss of information on anisotropy by
averaging over different particle orientations. These problems
can be avoided by measurements of single MNPs like the ones
discussed in this thesis.
The main figure of merit for nanoSQUIDs is the spin sen-
sitivity S1/2µ = S1/2  / µ, given by the flux noise S
1/2
  divided
by the coupling factor  µ. The spin sensitivity quantifies the
minimum magnetic moment (in units of the Bohr magneton
µB) that can be detected by a nanoSQUID within a 1Hz band-
width. In the limit of thermal white noise, the flux noise scales
as S  / L/I0R [31] with the SQUID inductance L and the char-
acteristic voltage Vc = I0R given by the critical current I0 times
normal state resistance R per single junction. Lowering L in or-
der to optimize S1/2µ is one of the main motivations for further
miniaturization of SQUIDs. The coupling factor  µ =  /|~µ|
expresses the amount of flux coupled to the SQUID loop by a
magnetic moment ~µ and depends on the geometry of the SQUID
loop as well as on the position and orientation of ~µ, which is
why it is usually estimated either via magnetostatic considera-
tions [32–34] or numerical methods [35–39].  µ can be increased
by positioning the MNP as close as possible to an as thin and
narrow as possible constriction in the loop - however, such a
constriction comes with a large kinetic inductance [40], which
in turn leads to increased flux noise. For nanoSQUIDs with
grain boundary (GB) JJs, an optimized geometry with respect
to S1/2µ has been found by numerical simulations [38].
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Different types of nanoSQUIDs have been realized within
the last years, overviews can be found for example in Refs. [41–
43]. Many devices are made from metallic superconductors like
Nb, Al or Pb with constriction-type JJs. Although impressive
results for spin sensitivity S1/2µ < 1µB/Hz1/2 and flux noise
S1/2  = 50n 0/Hz
1/2 have been achieved [44], these devices are
restricted to narrow intervals of the applicable magnetic field
and temperature due to the lack of flux feedback structures and
critical temperatures Tc < 10K of the materials used.
In the Tübingen group, nanoSQUIDs based on the cuprate
superconductor YBa2Cu3O7 (YBCO) have been developed [37,
45]. This material offers the advantages of a high critical
temperature Tc ⇡ 90K and a high critical field, allowing for
nanoSQUIDs that can be operated in magnetic fields up to
3T [45]. These devices are fabricated by pulsed laser deposition
(PLD) of YBCO onto a SrTiO3 (STO) bicrystal substrate and
subsequent electron beam evaporation of a Au layer. Coarse pat-
terning is done by optical lithography and Ar ion beam milling,
followed by final patterning of the SQUID geometry using Ga
focused ion beam milling (FIB) [37]. This results in a device
with GB JJs that are shunted by the Au layer, yielding non-
hysteretic current-voltage characteristics (IVCs). Further, an
additional constriction is added to the layout, serving as an in-
tegrated inductance for flux feedback via a modulation current
Imod and as area of maximized  µ for a MNP [45]. Devices on
MgO substrates have also been realized [46], however this the-
sis focuses on devices on STO. A scanning electron microscopy







Figure 1.4: SEM image of a YBCO nanoSQUID. The dashed yellow line
indicates the position of the grain boundary. Arrows indicate the paths for
bias current I (orange) and modulation current Imod (red). Figure from
appended publication 1. c  2015 American Physical Society.
The use of nanoSQUIDs for magnetometry on single MNPs
is one of the goals of this thesis. In section 2.1, 4 publica-
tions treating this topic are summarized. In these publications,
YBCO nanoSQUIDs are used to record hysteresis loops of differ-
ent nanomagnets. Publication 1 deals with the magnetization
reversal of an Fe nanowire (NW) embedded into a carbon nan-
otube (CNT), which was positioned close to the nanoSQUID
using nanomanipulators. The particles investigated in publi-
cations 2 to 4 are Co NWs and nanodisks that were grown
on top of the sample surface by focused electron-beam-induced
deposition (FEBID). In this method, Co2(CO)8 is brought into
an SEM/FIB system as a precursor gas, which can be decom-
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posed by the focused electron beam [47]. This results in Co-rich
magnetic nanostructures with tunable properties [48, 49] at the
precise position of the electron beam focus on the sample.
Section 2.2 of this thesis deals with ideas and methods for
the design and fabrication of further optimized nanoSQUIDs.
An inherent limitation of the measurements discussed before
is their one-dimensional character, which means only one vector
component of the MNP’s three-dimensional magnetic moment ~µ
is captured by the nanoSQUID. Thus, the information gathered
in such measurements is always incomplete. This limitation can
greatly complicate or even prevent making precise statements,
especially on the anisotropic properties of the MNP. A possible
solution to this drawback is shown in publication 5, where a
three-axis vector nanoSQUID is presented. This device consists
of 3 mutually orthogonal Nb nanoSQUID loops with sandwich-
type Nb/HfTi/Nb JJs [50]. The Nb nanoSQUIDs feature inte-
grated flux feedback structures and can be operated in magnetic
fields up to 0.5T [51]. A major drawback to this approach is
the critical temperature Tc = 9.2K of Nb, which sets an upper
limit to the operation temperature of such devices.
Transferring this approach to YBCO in order to make use of
the higher critical temperature and larger upper critical mag-
netic field is, however, not possible with bicrystal-based GB
junctions, because the positioning of JJs is only possible along
the single grain boundary line. Further, YBCO structures cross-
ing that line do always contain a junction. These limitations
of the bicrystal-based GB JJ technology largely restrict the
possible layouts and make designs like the three-axis vector
nanoSQUID presented in publication 5 topologically impossi-
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Figure 1.5: Artistic representation of the creation of a Josephson junction
in YBCO with a focused He ion beam. Figure reprinted by permission from
Springer Nature: S. A. Cybart et al., Nano Josephson superconducting
tunnel junctions in YBa2Cu3O7   directly patterned with a focused helium
ion beam. Nature Nanotechnology 10, 598-602 (2015), c  2015.
ble. In 2015, however, Cybart and co-workers [52] successfully
demonstrated an alternative approach for the fabrication of JJs
in YBCO: irradiation with a focused He ion beam (He-FIB).
This method allows to locally suppress the superconductivity
in YBCO with nanometric precision at arbitrary positions, and
can thus overcome the topological limitations inherent with the
use of bicrystals. An artistic representation of the irradiation
process is shown in Fig. 1.5.
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In the helium ion microscope (HIM), a finely focused He
ion beam is scanned across the sample surface for imaging [53–
55]. Compared to scanning electron microscopy, a better spatial
resolution (< 0.5 nm) can be achieved due to the smaller excited
sample volume. The He ion beam is formed at an atomically
sharp tungsten tip in a gas field ion source (GFIS) [53] and
then trimmed and focused to the sample surface by electrostatic
ion optics, resulting in a large depth of focus. Additional use
of an electron flood gun can prevent charging of the sample,
which enables imaging of insulating samples [54]. FIB milling is
also possible, yielding nanometric spatial resolution [56] without
sample contamination, both of which can not be achieved by
conventional Ga-FIB using a liquid metal ion source.
The creation of Josephson barriers in cuprates by local ir-
radiation with high-energy electrons [57–60], protons [60], neon
ions [61–63] or oxygen ions [64, 65] has always struggled with
the quality of the produced JJs, since the barriers produced by
irradiation show widths of up to 100 nm [63]. This results in
lower I0R values and greater excess currents compared to GB
based JJs [55]. With the invention of the GFIS, irradiation with
He ions at sub-nm resolution has become possible, which en-
ables the fabrication of JJs with thin barriers in YBCO [52, 66].
Nanopatterning without removal of material is also possible by
irradiation with a high He ion dose [67–69]. Publication 6
contains a systematic study on the scaling of electrical transport
parameters of He-FIB JJs with the irradiation dose. Recently,
devices produced by He-FIB irradiation are applied to THz de-
tection [70] and magnetization measurements on ensembles of
MNPs [71].
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Another promising application of the local suppression of su-
perconductivity in YBCO using He-FIB irradiation is the cre-
ation of artificial pinning centers for Abrikosov vortices [72].
Due to their non-superconducting core, it is energetically favor-
able for these vortices to be located at positions with reduced
condensation energy of the superconductor, which means at po-
sitions with weakened or suppressed superconductivity. Such
pinning sites can be intrinsic defects in the material, but may
also be introduced artificially [73, 74]. A current flow in the su-
perconductor exerts a Lorentz force on the vortices, which limits
the maximum supercurrent due to depinning of the vortices fol-
lowed by dissipative vortex motion. Increasing the critical cur-
rent Ic by stronger vortex pinning is one of the main motivations
for the research done on this topic.
For regular pinning arrays, matching effects occur when the
applied magnetic field B fulfills the matching condition Bk =
k 0/A, where A is the area of one unit cell of the array and k is
the number of pinning sites within A. At these matching fields,
the energy required to deform the vortex lattice is minimized,
which leads to enhanced pinning [75] and local maxima in Ic(B),
as shown in Fig. 1.6. Here, the 200 nm lattice constant of the
square array corresponds to a matching field B1 = 52mT.
Pinning arrays have been realized by different methods, for
example via magnetic structures [76–79] or antidots (holes) [80–
87] in metallic superconductors. In YBCO, pinning cen-
ters can be induced by high-energy irradiation with heavy
ions [88, 89], the use of antidots [90] or masked ion beam struc-
turing (MIBS) [91–97] using light ions. However, matching ef-








B1 =  0/a2  0
Figure 1.6: Ic(B) (pink) and R(B) (blue) of a square pinning array in
YBCO with a 200 nm lattice constant (see HIM image inset). Figure from
supplemental material of appended publication 7. c  2019 American Chem-
ical Society.
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defining the distance for magnetic vortex-vortex interaction, is
larger than the distance between neighbouring pinning sites and,
additionally, the intrinsic pinning is weaker than pinning to the
array. Since  L diverges at the superconducting critical temper-
ature, matching effects are typically investigated near Tc, with
only few exceptions [84, 98, 99]. In the case of YBCO, intrinsic
pinning on edge and screw dislocations with typical distances of
300 nm [100] is dominant for temperatures up to almost Tc.
The finely focused helium ion beam of the HIM offers the
possibility to create pinning arrays in YBCO with lattice con-
stants below both the characteristic distance of intrinsic pinning
and the low-temperature  L. Publications 7 and 8 describe
the fabrication and characterization of such ultradense pinning
arrays with strong pinning at temperatures significantly below
Tc. Such strong pinning of vortices at artificial pinning centers
can reduce low-frequency noise in YBCO SQUIDs [101] and
might therefore also be used to improve the high-field perfor-






This chapter gives a summary for each of the appended publi-
cations. Each summary is followed by a description of author
contributions.
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18 2. Summary of publications and contributions
2.1 nanoSQUID magnetometry of indi-
vidual magnetic nanoparticles
Publications 1 through 4 are examples of nanoSQUID magne-
tometry experiments performed within this thesis on single mag-
netic nanostructures. The magnetic particles under investiga-
tion are an Fe nanowire in publication 1, Co nanowires which
were annealed at different temperatures in publication 2, and




Measurements on Magnetic Nanoparti-
cles
In this publication, among other results, a proof-of-principle
magnetization reversal measurement on a magnetic nanowire is
presented.
The first part of the work describes the fabrication and char-
acterization of optimized YBCO nanoSQUIDs. By incorpora-
tion of results obtained from a numerical optimization study [38]
into the fabrication process, nanoSQUIDs with optimized ge-
ometric parameters were fabricated and characterized. Com-
pared to previous devices [37, 45], the optimized SQUIDs are
made from thicker films and have smaller loops with wider junc-
tions, resulting in lower inductances (down to L = 3.9 pH) and
higher characteristic voltages (up to Vc = 1.9mV at T = 4.2K).
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The measured rms spectral density of flux noise for one device
is shown in Fig. 2.1.
The spectrum measured in open loop mode (Fig. 2.1(a)) is
governed by frequency-dependent noise with a 1/f -like scaling
up to the cutoff frequency of the electronics at f ⇡ 7MHz. Thus,
we can only give an upper limit for the white flux noise level,
yielding a very low value S1/2 ,w < 50 n 0/Hz1/2. This is the low-
est value reported so far for a YBCO SQUID and among the low-
est flux noise levels of SQUIDs in general [44, 102–104]. With a
calculated coupling factor  µ = 13n 0/µB for a point-like MNP
at distance z = 10nm above the constriction, the spin sensitivity
of this optimized device is better than 4µB/Hz1/2. However, the
typical frequencies in practical magnetization-reversal measure-
ments are on the order f . 1Hz, so that the low high-frequency
noise level is of limited use only. In order to shed more light
on the origin of the frequency-dependent noise sources, further
measurements were done with dc bias and also with bias rever-
sal (BR) [105] to eliminate the noise originating from critical
current fluctuations (see Fig. 2.1(b)). With the BR technique,
the noise level is reduced compared to the dc spectrum, but
for frequencies lower than a few kHz a strong frequency depen-
dence remains, neither arising from critical current fluctuations
nor from the movement of Abrikosov vortices, which can be
ruled out due to the narrow linewidths and the magnetically
shielded measurement environment. Thus, the low-frequency
excess noise must have another origin. This origin is not known
yet, and also noise measurements at different temperatures do
not show any systematic behavior, as shown in the supplemental
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are the inductances of the two SQUID arms) and a critical
current asymmetry αI ≡ ðI0;2 − I0;1Þ=ðI0;2 þ I0;1Þ ¼ 0.27.
These asymmetries are caused by asymmetric biasing of the
SQUID and by asymmetries of the device itself.
VðImodÞ is plotted in Fig. 2(b) for different bias currents.
The transfer function, i.e., the maximum value of ∂V=∂Φ,
in the nonhysteretic regime is VΦ ≈ 12 mV=Φ0 [at
I ¼ 0.92 mA; cf. point 1 in Fig. 2(b)].
B. SQUID-1: Noise data
1. Open-loop mode
Figure 3(a) shows the rms spectral density of flux
noise S1=2Φ ðfÞ of SQUID-1 measured in open-loop
mode to reach the highest possible bandwidth of the
readout electronics. Because of the limitation in the
maximum bias current of the readout electronics, noise
spectra are taken at I ¼ 0.72 mA with a transfer function
VΦ ¼ 4.5 mV=Φ0 [cf. point 2 in Fig. 2(b)]. Up to the cutoff
frequency f3 dB ¼ 7 MHz, there is no white flux noise
observable. Instead, the flux noise scales roughly as
SΦ ∝ 1=f, with S
1=2
Φ ≈ 10 μΦ0=Hz1=2 at f ¼ 100 Hz and
1 μΦ0=Hz1=2 at 10 kHz. This level of low-frequency excess
noise is quite typical for YBCO GBJJ SQUIDs (also at
T ¼ 77 K) and has been ascribed to critical current
fluctuations in the GBJJs [39]. However, due to the
limitation by thermal white noise, typically between 1
and 10 μΦ0=Hz1=2 for low-noise YBCO SQUIDs, this
f-dependent excess noise has not been observed so far
up to the megahertz range. We note that for YBCO nano-
SQUIDs implementing CJJs [27], a frequency-dependent
(1=f)-like excess noise at T ¼ 8 K of almost the same level
as that for SQUID-1 was reported very recently and
was also attributed to critical current fluctuations. For
frequencies above 10 kHz, the flux noise of the YBCO
nano-SQUID in Ref. [27] was limited by amplifier back-
ground noise.
For a more detailed analysis of the measured flux
noise SΦðfÞ, we apply an algorithm [40] to decompose
the noise spectra into a sum of Lorentzians FiðfÞ ¼
F0;i=½1þ ðf=fc;iÞ2& plus a white-noise contribution Fw.
The noise spectrum measured for SQUID-1 in open loop
can be very well fitted by FopðfÞ ¼ Fw;op þ Fs;op þP
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i¼ 1 Fop;iðfÞ, i.e., the superposition of a white-noise con-
tribution with F1=2w;op ¼ 45 nΦ0=Hz1=2 plus a 1=f2 spectrum
Fs;op (i.e., one or more Lorentzians with characteristic
frequencies fc well below 1 Hz) with F
1=2
s;opð1 HzÞ ¼
84 μΦ0=Hz1=2 plus 16 Lorentzians, with fc;i ranging from
2.6 Hz to 2.6 MHz. For more details, see Sec. III of the
SupplementalMaterial [36].Hence, the decomposition of the
spectrum into Lorentzians yields an estimate of thewhite rms
flux noise S1=2Φ;w ≈ 45 nΦ0=Hz1=2 for SQUID-1. We note that
this value for S1=2Φ;w is only a factor of 1.8 above the value,
which we obtain from numerical simulations of the coupled
Langevin equations [38] at T ¼ 4.2 K for the parameters of
SQUID-1.
Taking the measured flux noise at 7 MHz as an upper
limit for S1=2Φ;w, we still obtain a very low white rms flux
noise, i.e., S1=2Φ;w < 50 nΦ0=Hz
1=2. This more conservative
estimate for the white rms flux noise level is an improve-
ment by more than an order of magnitude compared to our
nonoptimized devices operated at 4.2 K and compared to
the lowest value reported so far for a YBCO SQUID (at
8 K) very recently [27]. Furthermore, this value is the same
as the lowest value reported for a Pb SOT operated at 4.2 K
[28] and among the lowest flux noise levels ever achieved
for a SQUID [9,41,42].
For the geometry of SQUID-1, we calculate [32] a
coupling factor ϕμ ¼ 13.4 nΦ0=μB (10 nm above the
YBCO film). With S1=2Φ;w < 50 nΦ0=Hz
1=2, we can deter-
mine an upper limit for the spin sensitivity (white-noise
limit) of S1=2μ;w < 3.7 μB=Hz1=2. If we take the fitted white
FIG. 3. Rms flux noise of SQUID-1. (a) Measured in open-loop
mode at bias point 2 (I ¼ 0.72 mA) in Fig. 2(b). Dashed line is a
fit to the measured spectrum with white noise as indicated by the
horizontal line. (b) Measured in FLL mode with dc bias and bias
reversal (jIj ¼ 0.43 mA, VΦ ¼ 4.4 mV=Φ0). Vertical arrow in-
dicates bias reversal frequency fBR. Dashed and dotted lines are
fits to the spectra; horizontal lines indicate fitted white noise.
T. SCHWARZ et al. PHYS. REV. APPLIED 3, 044011 (2015)
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Figure 2.1: Flux noise spectra of an optimiz d nanoSQUID, measured
in open-loop mode (a) and flux-locked loop mode (b) with dc bias (red)
and bias reversal (blue). The dashed lines are fits to the measured spectra
with white noise levels as indicated by the horizontal lines. Figure from
appended publication 1. c  2015 American Physical Society.
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degradation in time, which shall be achieved by adding a
suitable passivation layer, however, without introducing
f-dependent excess noise.
IV. SQUID-3: MAGNETIZATION REVERSAL
OF FE NANOWIRE
As a proof of principle, we demonstrate nano-SQUID
measurements on the magnetization reversal of an Fe
nanowire which is encapsulated in a carbon nanotube
(CNT) [57]. Such iron-filled CNTs (Fe CNTs) are of
fundamental interest with respect to studies on nanomag-
netism. Furthermore, they are attractive for various appli-
cations, e.g., as tips in magnetic-force microscopy [58,59].
The Fe nanowire, which contains mainly single crystalline
(ferromagnetic) α-Fe, has a diameter dFe ¼ 39 nm and
length lFe ¼ 13.8 μm. The CNT has a diameter of approx-
imately 130 nm. We note that this section is not directly
related to the previous section in a sense to demonstrate the
ultimate sensitivity of our devices on a magnetic nano-
particle with the smallest yet still detectable signals and
operation in the strongest possible magnetic fields. Rather,
we want to show an example of the feasibility of using our
YBCO nano-SQUIDs for practical applications. As shown
within this section, we can demonstrate signal-to-noise
ratios which are clearly superior to micro-Hall measure-
ments on similar nanowires.
The Fe CNT is positioned by a Kleindiek three-axis
manipulator inside a FIB SEM combination onto SQUID-
3, such that the distance between the left end of the Fe
nanowire and the SQUID loop is approximately 300 nm
(cf. Fig. 4). We note that for optimum coupling of the stray
field of the Fe nanowire into the SQUID, it is preferable to
place the end of the Fe nanowire close to the edge of the
SQUID loop opposite the constriction. At this location,
the coupling factor is slightly smaller than directly on top of
the constriction; however, it does not fall off very rapidly
upon moving farther away from the loop, as it is the case
near the constriction [31]. The Fe nanowire axis (its easy
axis) is aligned as close as possible with the substrate
plane (x-y plane), with an inclination angle θ ≈ 4° and
perpendicular to the grain boundary, which is oriented
along the y axis. The inclination of the Fe wire axis with
respect to the x axis is <1°. The vertical distance (along the
z axis) between the nanowire axis (at its left end) and the
surface of the YBCO film is approximately 300 nm.
The measurements on the Fe nanowire are performed
with the nonoptimized SQUID-3. This device has a
significantly larger inductance (due to its smaller film
thickness) and much smaller characteristic voltage, result-
ing in a much smaller transfer function VΦ ¼ 0.65 mV=Φ0,
as compared to SQUID-1 and -2. Magnetization-reversal
measurements on the Fe CNTare performed with SQUID-3
operated in FLL dc bias mode up to f ¼ 190 kHz. At this
frequency, the noise is limited by the readout electronics,
which yields for SQUID-3 an upper limit of the white rms
flux noise S1=2Φ;w ≤ 1.45 μΦ0=Hz1=2. Below approximately
40 kHz, SQUID-3 shows f-dependent excess noise
with S1=2Φ ≈ 8 μΦ0=Hz1=2 at f ¼ 100 Hz and S1=2Φ ≈
20 μΦ0=Hz1=2 at f ¼ 10 Hz, with an approximately
1=f2 increase of SΦ below 10 Hz. Some experimentally
determined parameters of SQUID-3 are listed in Table I.
Details on low-field electric transport and noise character-
istics of SQUID-3 are presented in Sec. II of the
Supplemental Material [36].
For magnetization-reversal measurements of the Fe nano-
wire on top of SQUID-3, the sample is mounted in a high-
field setup, which allows us to apply magnetic fields up to
μ0H ¼ 7 T [31]. To minimize coupling of the external
magnetic field H into the SQUID, the SQUID loop (in
the x-y plane) is aligned parallel to the field. To minimize
coupling of the external field into the GBJJs, the grain
boundary (along the y axis) is aligned perpendicular to the
applied field. The alignment of the SQUID with respect to
the applied field direction is performed by an Attocube
system including two goniometers with perpendicular tilt
axes and one rotator. In this configuration, the external field
H is applied along the x axis (cf. Fig. 4), and the angle
between H and the Fe nanowire axis is given by θ.
Figure 5 shows the flux signal ΦðHÞ detected by
SQUID-3, while sweeping H, at a rate μ0∂H=∂t≈
1 mT=s. At the fields $ μ0Hn ¼ $ 101 mT, abrupt changes
by ΔΦ ≈ 150 mΦ0 clearly indicate magnetization reversal
of the Fe nanowire. The shape of the ΦðHÞ curve indicates
magnetization reversal of a single-domain particle. The
slope of the curve in the interval −Hn ≤ H ≤ Hn depends
strongly on the alignment of the SQUID with respect to the
applied field. Hence, this slope can be attributed, at least
partially, to the coupling of the external field to the SQUID
loop. The hysteresis in the signals for jHj≳ 100 mT is
typically observed also for our SQUIDs measured in the
high-field setup without MNPs coupled to them. Hence,
this hysteresis is attributed to a spurious magnetization
signal from our setup or from the above-mentioned
magnetic defects close to the nano-SQUID, rather than
being generated by the nanowire.
In order to convert from magnetic flux detected by the








FIG. 4. SEM image of SQUID-3 with an Fe-wire-filled carbon
nanotube positioned close to the SQUID loop.
T. SCHWARZ et al. PHYS. REV. APPLIED 3, 044011 (2015)
044011-6
Figure 2.2: SEM image of a CNT-encapsulated Fe nanowire posi-
tioned close to a YBCO nanoSQUID. Figure from appended publication 1.
c  2015 American Physical Society.
material of publication 1. A possible candidate are the magnetic
moments of oxygen vacancies in the STO substrate [106] that
might be caused by the FIB milling process [107].
In the second part of this publication, the magnetization
reversal of an Fe nanowire encapsulated in a carbon nanotube
(CNT) [108–111] is investigated. In Fig. 2.2, an SEM image
of the CNT positioned close to a YBCO nanoSQUID is shown.
The easy axis of the Fe nanowire is aligned along the x axis
(perpendicular to the grain boundary plane) with misalignment
angles . 4  and distances of ⇠ 0.3µm to the SQUID hole in
both the x and z direction. The diameter and length of the Fe
nanowire are 39 nm and ⇠ 14µm, respectively.
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approach described in Ref. [60]. We numerically calculate
the coupling factor ϕμðeˆμ; ~rpÞ for a pointlike MNP with
orientation eˆμ of its magnetic moment at position ~rp in the
3D space above the SQUID [32]. These simulations take
explicitly into account the geometry of SQUID-3 and are
based on London theory [61]. We then assume that the Fe
nanowire is in its fully saturated state, with saturation
magnetization Ms, with all moments oriented along the
wire axis. The corresponding saturation flux coupled to the
SQUID is denoted as Φs. The ratio Φs=Ms is obtained by
integration of the coupling factor ϕμ over the volume VFe of
the Fe wire, at its given position, determined from SEM
images. This integration yields
ϕM ≡ ΦsMs ¼
Z
VFe
ϕμð~rpÞdV ¼ 47.6 nΦ0Am−1 : ð1Þ
From this result, we calculate Φs ¼ MsϕM ¼ 81.4 mΦ0,
with Ms ¼ 1710 kA=m taken from the literature [62]. The
comparison with the measured flux signals $ 82.5 mΦ0 at
H ¼ 0 shows very good agreement. The left axis in Fig. 5
shows the magnetization axis scaled as M ¼ Φ=ϕM with
the horizontal dotted lines indicating the literature’s value
Ms ¼ $ 1710 kA=m. Hence, the measured flux signals are
also in quantitative agreement with the assumption that
the Fe nanowire switches to a fully saturated single-
domain state.
In Ref. [58], it was shown for a similar Fe CNT that the
nucleation field Hn changes with θ in a way which is
typical for nucleation of magnetization reversal via the
curling mode [63] in ferromagnetic nanowires as opposed
to uniform rotation of the magnetic moments in small
enough MNPs as described by the Stoner-Wolfarth model
[64]. For switching via curling mode, one obtains for θ ¼ 0
the simple relationHn ¼ Msa=2, with a negligible increase
well below 1%with θ¼ 4° [65]. Here, a¼ 1.08ð2λex=dFeÞ2,





exchange constant A [62]. For dFe ¼ 39 nm and with
λex ¼ 5.8 nm [62], we obtain a ¼ 0.0955, and with
Ms ¼ 1710 kA=m, we obtain an estimate of the nucleation
field Hn ¼ 103 mT, which is in very good agreement with
the experimentally observed value.
Finally, we note that the SQUID measurement yields a
noise amplitude of approximately 1 mΦ0, which is 2 orders
of magnitude smaller than the detected signal upon
magnetization reversal. For comparison, measurements
on a similar Fe nanowire by micro-Hall magnetometry
yield a noise amplitude which was about 1 order of
magnitude below the switching signal [58]. Hence, the
use of our nano-SQUID improves the signal-to-noise ratio
by about 1 order of magnitude.
V. CONCLUSIONS
In conclusion, we fabricate and investigate optimized
YBCO nano-SQUIDs based on grain-boundary Josephson
junctions. For our best device, an upper limit for the
white flux noise level S1=2Φ < 50 nΦ0=Hz
1=2 in magneti-
cally shielded environment can be determined, which
corresponds to a spin sensitivity S1=2μ ≡ S1=2Φ =ϕμ ¼
3.7 μB=Hz1=2 for a magnetic nanoparticle located 10 nm
above the constriction in the SQUID loop. Here, the
coupling factor ϕμ is determined by numerical simulations
based on London theory, which takes the device geometry
into account. An obvious drawback of YBCO grain-
boundary junction nano-SQUIDs is the frequency-
dependent excess noise, which extends up to the megahertz
range for optimized devices with ultralow flux noise in the
white-noise limit. To eliminate 1=f noise, a bias reversal
scheme is applied, which reduces only the frequency-
dependent excess noise partially. Hence, in addition to
critical current fluctuations, spin noise which is possibly
due to fluctuations of defect-induced magnetic moments in
the SrTiO3 substrate is a major issue, which has to be
studied in more detail for further improvement of the nano-
SQUID performance at low frequencies. Nevertheless, we
demonstrate the suitability of the YBCO nano-SQUIDs as
detectors for magnetic nanoparticles in moderate magnetic
fields by measuring the magnetization reversal of an iron
nanowire that is placed close to the SQUID loop. Switching
of the magnetization is detected at μ0H ≈ $ 100 mT, which
is in very good agreement with nucleation of magnetization
reversal via curling mode.
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FIG. 5. Hysteresis loop ΦðHÞ of the Fe nanowire detected with
SQUID-3 (operated in FLL dc bias mode with cutoff frequency
approximately 190 kHz, at optimum working point with
VΦ ¼ 0.65 mV=Φ0). Switching of the magnetization occurs at
$ μ0Hn ¼ $ 101 mT. The residual field μ0Hres ¼ 4.0 mT is
subtracted. Left axis indicates corresponding magnetization
M ¼ Φ=ϕM; the dashed lines indicate the literature’s value of
the saturation magnetization $ Ms.
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Figure 2.3: Hysteresis loop  (H) of an Fe nanowire detected with a
YBCO nanoSQUID. Figure from appended publication 1. c  2015 Ameri-
can Physical Society.
The magnetic hysteresis loop measured with the nanoSQUID
while applying a magnetic field along the x direction is shown in
Fig. 2.3. Reversal of the wire magnetization can clearly be iden-
tified as large jumps of the flux signal at fields ±101mT, which
matches the predicted value of 103mT for a reversal via curling
mode [112] very well. Furthermore, we can calculate the total
flux coupled to the SQUID by integrating the coupling factor
obtained from numerical simulations [113–115] over the volume
of the wir , yielding an expected flux signal  s = 81.4m 0
when us ng a literature value of Ms = 1710 kA/m [116] for the
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saturation magnetization of iron. This also agrees very well
with the measurement, as indicated by the red dotted lines in
Fig. 2.3. The signal-to-noise ratio of this nanoSQUID-based
measurement is on the order of 100, about an order of magnitude
better than similar measurements performed with a micro-Hall
sensor [111].
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2.1.2 Publication 2:
NanoSQUID Magnetometry on Indi-
vidual As-grown and Annealed Co
Nanowires at Variable Temperature
Publication 2 is a comparative study on the magnetic properties
of Co nanowires, using YBCO nanoSQUIDs as sensors to trace
out the magnetization hysteresis loops at different temperatures.
As shown in Ref. [117], the structural and magnetic prop-
erties of FEBID-grown Co NWs can be modified by annealing
them at different temperatures. Measurements of the Co content
performed by electron energy loss spectroscopy during scanning
transmission electron microscopy (STEM-EELS), for example,
show that the composition of the wires can be increased from
⇠ 70 atom % of Co for an as-grown NW to > 90 atom % by
annealing at 600  C, with the saturation magnetization rising
at the same time from 0.8T to 1.6T as estimated by electron
holography.
In publication 2, the magnetic properties of as-grown and an-
nealed Co NWs are investigated in more detail by nanoSQUID
magnetometry. After growth on a Cu TEM grid, the wires are
separated by FIB-cutting the grid, followed by the annealing
step. Four wires are annealed for 100min in ultra-high vacuum
at temperatures of 150, 300, 450 and 600  C, denoted as 150-,
300-, 450- and 600-NW, respectively, while one wire is kept at
room temperature (RT-NW). A nanomanipulator is then used
to position the wires with their Cu carriers close to the SQUIDs
and to align the wire axes parallelly to the substrate and perpen-
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dicularly to the GB plane with the JJs, as shown in Fig. 2.4(a).
Subsequently,  (H) hysteresis loops at temperatures from 1.4-
80K are recorded for each sample by sweeping the magnetic field
in the direction of the wire axis while operating the SQUID in
FLL mode. 30-50 hysteresis loops are measured for each tem-
perature. Fig. 2.4(b) shows 5 representative loops for each wire
obtained at 15K, whereas in panel (c) the mean hysteresis loops
after averaging over 30-50 field sweeps are presented.
The results from these measurements suggest a classification
of the NWs into 3 groups:
The RT-NW shows multiple steps in the magnetization re-
versal and a large scattering of the nucleation field Hn, ob-
served for different temperatures. These are clear signs for a
high structural disorder of the magnetic material, leading to
a spin glass-like behavior due to magnetic frustration between
the multiple magnetic domains. Structural disorder is also ev-
idenced from the TEM analysis without any peaks in the fast
Fourier transform (FFT) image, as shown in Fig. 2.5(b). STEM-
EELS reveals an almost homogeneous distribution of Co, C and
oxygen atoms inside the NW, as well as a 5-10 nm thick oxi-
dized layer at the surface (cf. Fig. 2.5(c)). The purity p of
the wire, denoting its Co content, can be determined, indepen-
dently from the STEM-EELS measurement, by evaluation of the
total flux  exp captured by the nanoSQUID. To do this, the cou-
pling factor is calculated numerically using the software package
3D-MLSI [113–115] and averaged over the magnetic volume of
the NW as determined from SEM imaging, yielding an effec-
tive coupling factor  NW. The purity can then be calculated
via p =  exp/ NWVmagMs, with the bulk saturation magneti-
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Figure 2.4: (a) SEM images of the Co nanowires (yellow) positioned above
the YBCO nanoSQUIDs. Scale bars are 1µm. (b) 5 representative hystere-
sis loops of each NW measured at 15K. (c) Mean hysteresis loops at 15K
after averaging. Figure from appended publication 2. c  2018 American
Chemical Society.
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Figure 2.5: (a) µ0Hn multiplied by the NW radius squared for all 5 wires:
experimental values (colored dots), simulations with (crosses) and without
magnetocrystalline anisotropy (solid line) and with random pinning cen-
ters (stars). (b) TEM images of each NW and FFT images of indicated
regions. (c) STEM-EELS chemical maps for Co (green), C (blue) and O
(red). (d) Electron holography images representing the magnetic induction
flux. Unlabeled scale bars are 10 nm. Figure from appended publication 2.
c  2018 American Chemical Society.
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zation of Co Ms = 1.4⇥ 106A/m, yielding 75± 26 atom % for
the RT-NW in good agreement with the STEM-EELS value of
72%.
For the 150- and 300-NW, the numbers of steps in the hys-
teresis loop are reduced and the nucleation field is increased,
which in combination with the roughly linear temperature de-
pendence of Hn indicates significant structural changes. This is
also seen in TEM, where diffraction spots start to appear in the
FFT images (Fig. 2.5(b)). As seen in panel (c), STEM-EELS
shows the nucleation of oxygen-rich regions as well as a signifi-
cant reduction of C impurities inside the 300-NW, which causes
the transition from a reduced to an increased Hn upon increas-
ing the annealing temperature, as illustrated in Fig. 2.5(a). The
reduction originates from defects that act as nucleation points,
whereas the increased Hn can be attributed to magnetocrys-
talline anisotropy of the larger Co grains. The purity of the
wires, as measured by nanoSQUID magnetometry, increases to
84± 26% and 96± 25% for the 150- and 300-NW, respectively,
compared to 78% and 88% obtained from STEM-EELS. In both
the 150- and the 300-NW, Co oxide inclusions of different size
cause the presence of an exchange bias at different temperatures
in the hysteresis loops, like the one seen in Fig. 2.4(b) for the
150-NW at 15K.
The 450- and 600-NW both exhibit increased nucleation
fields due to magnetocrystalline anisotropy. Accordingly, the
TEM and FFT images show crystalline regions of ⇠ 100 nm
size in both hcp and fcc configuration. Extracted purities are
106± 30% for the 450-NW and 106± 26% for the 600-NW as
determined from the SQUID measurements. The STEM-EELS
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values of 92% and 94% are well within the error bars of the
SQUID measurements, which apparently overestimate the Co
content. In both wires, the magnetization reversal takes place
in a single step, however with multiple coexisting reversal paths
in case of the 600-NW (cf. Fig. 2.4(b)), probably caused by the
presence of few antiferromagnetic Co oxide inclusions like the
one that can bee seen in the oxygen STEM-EELS map of the
450-NW in Fig. 2.5(c).
Contributions
This work was done in collaboration with M. J. Martínez-Pérez,
J. Sesé and the group of J. M. de Teresa from the Aragón Mate-
rials Science Institute (Spanish National Research Council and
University of Zaragoza), who performed the experiments. I fab-
ricated and prepatterned the YBCO films, calculated the cou-
pling factors using numerical simulations and assisted in the
interpretation of the results and preparation of the manuscript.
2.1.3 Publication 3 & 4:
NanoSQUID magnetometry of individ-
ual cobalt nanoparticles
In publications 3 and 4, YBCO nanoSQUIDs are used to per-
form magnetization-reversal experiments on single Co nanopar-
ticles grown by FEBID.
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Publication 3:
NanoSQUID magnetometry of individual
cobalt nanoparticles grown by focused electron
beam induced deposition
The first part of the publication deals with the characterization
of the 5 YBCO nanoSQUIDs that were used for the measure-
ments. They all have critical currents Ic = 2I0 = 500  600µA
at 4.2K, decreasing to 150-200µA at 70K. Upon varying the
temperature, also the mutual inductance M =  /Imod between
the constriction and the SQUID changes, i.e. the amount of flux
coupled into the nanoSQUID loop by a certain modulation cur-
rent. The dependence of the inverse mutual inductance 1/M ,
normalized to the T = 0 values, is shown in Fig. 2.6(a) for all
5 devices. This temperature dependence arises from the fact
that M =Mg+Mk is composed not only of a geometric contri-
butionMg but also a kinetic partMk that reflects the additional
phase gradient induced by the kinetic momentum of the Cooper
pairs flowing along the constriction. Since also the London pen-
etration depth depends on the Cooper pair density, one expects
Mk(T ) =Mk0 · 2L(T )/ 2L0 with the zero temperature valuesMk0
and  L0. Thus, by combination of the measured M(T ) values
and numerical simulations of M( L) using 3D-MLSI [113–115],
we can extract  L(T ) for all devices, as shown in Fig. 2.6(b).
The observed dependence  L(T ) =  L0[1 (T/Tc)2] 1/3 matches
very well with earlier results from other groups [118], which have
also been added to Fig. 2.6(b). The absolute values obtained for
 L are in the range 170-240 nm, which also confirms earlier re-
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indicated in figure 1(c), and corresponding values for lJ, wJ, lc
and wc for all five YBCO nanoSQUIDs are given in table 1.
Using FIB patterning, the lateral dimensions of the
YBCO nanoSQUIDs can be controlled down to ∼50 nm,
providing a flexible and convenient way of tuning the size and
geometry of the nanoloop. This in turn determines its main
parameters, [27] such as (i) the maximum critical current I0 of
the Josephson junctions, (ii) the total inductance L with a
geometric and kinetic contribution, the latter depending also
on the film thickness, and (iii) the dimensions of the con-
striction, which determine the strength of maximum coupling
of a MNP to the SQUID loop [27].
2.2. Measurement setup and high field operation
Sensors are mounted in good thermal contact to the copper
cold finger of a 3He refrigerator operative at 300 mK < <T
300 K. The refrigerator is introduced in a 4He cryostat hosting
a vector magnet operating at a maximum sweeping rate of
n = 4.5 mT s−1. The vector magnet allows to carefully align
the externally applied magnetic field H in the substrate
(SQUID loop) plane and perpendicularly to the plane formed
by the GB junctions (blue arrow in figure 1(b)). In this
configuration, magnetic flux is coupled neither to the
nanoSQUID loop nor to the Josephson junctions, allowing to
operate the devices up to ~1 T as demonstrated in [20]. To
verify this, we have characterized a large number of bare
nanoSQUIDs operating them in both open loop and FLL
mode while sweeping H. While the nanoSQUIDs are fully
operative up to very large magnetic fields, we have observed
the presence of abrupt changes in their response at
m ~H 10 T. This behavior is still under investigation and is
attributed to the entrance of Abrikosov vortices, probably
stabilized at one or both sides of the constriction. Measure-
ments presented here have been obtained, however, at
m <H 0.15 T0 where these effects play no role.
2.3. Electrical characterization
All devices presented here exhibited values of the maximum
total critical current m= ~I I2 500 600 Ac 0 – at 4.2 K,
decreasing to m~I 150 200 Ac – at 70 K. The response of the
nanoSQUIDs at constant Ib can be modulated via Imod ,
allowing us to experimentally observe the F0-periodic
response of the output voltage V versus magnetic flux Φ in the
SQUID loop (F0 is the magnetic flux quantum). From these
measurements (see, e.g., [20]) it is possible to determine the
modulation currrent Imod,0 which is required to induce F1 0.
This yields the mutual inductance º FM Imod between the
constriction and the SQUID. The experimental determination
ofM is paramount in order to quantify the flux F = V M Rout f
coupled to the SQUID. Here, Vout is the output voltage and Rf
is the feedback resistance of the SQUID readout electronics
operated in FLL mode ( = WR 3.3 kf , typically).
Figure 2(a) shows the measured T dependence of M1
for all five SQUIDs. Here,M is normalized to the extrapolated
zero temperature value º =M M T 00 ( ) for each SQUID SQ
#i (values for M0 are listed in table 1). The data are well
approximated by = - -M M t10 2 2 3( ) , with the reduced
temperature ºt T Tc and =T 89c K, which we will explain
in the following.
Generally, M contains both a geometric and a kinetic
contibution, = +M M Mg k. Mg reflects the magnetic field
produced by Imod , which is captured by the SQUID loop. The
kinetic part Mk reflects the contribution to the phase gradient
of the superconductor wave function that is induced by the
kinetic momentum of the Cooper pairs flowing along the
constriction. Mk is expected to be T-dependent through the
Cooper pair density l l=n T n T0s s L02 L2( ) ( ) ( ), [29] with the
London penetration depth lL and l lº =T 0L0 L ( ). Hence,
one expects l l=M M Tk k0 L2 L02( ) . Generally, Mg can also be
T-dependent, as the current density distribution across the
constriction may vary with l TL ( ). However, as the con-
striction width wc is of the order of lL0 (see table 1 and
determination of lL0 values below), already for the lowest
temperatures we can assume a rather homogeneous current
density distribution across the constriction, which will not
change with T.
Figure 2. Temperature dependence of the mutual inductance M and
London penetration depth lL of all five YBCO nanoSQUIDs at
H=0: (a) measured T dependence of M1 (symbols) normalized to
M1 0 (see table 1). Solid line is a fit to the data with =Tc 89 K. (b) T
dependence of lL extracted from data shown in (a) and numerical
simulations of lM L2( ) as shown in the inset. For comparison, the
main graph includes data from Zaitsev et al [28], withl = 210L0 nm
and =T 92 Kc .
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Figure 2.6: (a) Normalized temperature dependence of 1/M for all
5 n noSQUIDs. (b) Normalized temperature dependence of  L for all
5 SQUIDs. Inset shows numerical simulations of M( 2L). Figure from
appended publication 3. c  2016 IOP Publishing.
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2.4. Calculation of coupling and spin sensitivity
In order to estimate the regions of maximum coupling for
MNPs above the surface of the sensors, we performed num-
erical simulations based on the London equations to calculate
the coupling factor fm mr e,( ˆ ). This quantity expresses the
amount of magnetic flux coupled into the nanoSQUID loop
per magnetic moment of a point-like MNP with its magnetic
moment m m= meˆ oriented along meˆ and located at position r.
fm was calculated using 3D-MLSI [30] to obtain the magnetic
field B rJ ( ) at position r induced by a current J circulating in a
two-dimensional sheet around the SQUID hole, taking into
account the lateral geometry of the SQUID. As shown in [19]
and [27], fm mr e,( ˆ ) can then be obtained via
f = -m m mr e e B r J, . 1J( ˆ ) ˆ · ( ) ( )
This calculation was done for 11 current sheets spread equally
across the film thickness as described in [27]. The resulting
coupling factors were averaged for each position r, resulting
in position-resolved maps fm x y,( ) in the plane parallel to the
SQUID loop plane, as shown in figure 4(a). Figure 4(b)
shows a line-scan fm x( ) calculated along the dashed line in
figure 4(a). Results plotted in figure 4 have been calculated
for a vertical distance =z 80 nm above the YBCO surface,
i.e., 10 nm above the Au surface, for a device with geometry
similar to SQ # 2. In these calculations we have assumed meˆ
parallel to the externally applied magnetic field H (along the x
direction). Note that fm reverses it sign upon going from the
constriction to the opposite side of the SQUID loop. This is
simply related to the direction of the flux lines coupled to the
nanoloop and makes no difference for the measurements
performed here. AslL0 varies from~170 to 250 nm for our
devices, we have performed simulations of fm for variable
lL0. In contrast to the scaling of lM L( ), we find only a very
weak dependence of f lm L( ). Hence, for the calculations of fm
presented below, we fixed lL to 250 nm to be consistent with
our earlier work [27].
Regions of maximum fm    are found at the constriction
(f m= Fm 5.5 n 0 B, at the position of the black dot in
figure 4(a)) and at the opposite side of the nanoSQUID loop
(f m= - Fm 3.1 n 0 B, at the position of the white dot in
figure 4(a)); mB is the Bohr magneton. A particle located at
the constriction is better coupled as this is the region with
smallest linewidth of the SQUID. Accordingly, more flux
lines can be captured through the nanoloop.
Experimental values of FS
1 2 and the calculated fm allow
estimating the expected spin sensitivity. This is the figure of
merit of nanoSQUID sensors, defined as
f=m mFS S . 21 2 1 2     ( )
For a point-like particle on top of the constriction of SQ#2 at
=z 80 nm, we obtain m~m -S 220 Hz1 2 B 1 2 at 100 kHz.
This means that m220 B fluctuating at 100 kHz can be
detected in a 1 Hz bandwidth.
3. Co MNP growth
Polycrystalline cobalt MNPs have been grown by FEBID in a
dual-beam system from FEI (models Helios 600 and 650).
The focused electron beam is used to take SEM images of the
nanoSQUID and spot the precise location where the Co MNP
is desired to be grown. The precursor gas Co2(CO)8 is sup-
plied locally with a gas injection system that approaches a
needle to a distance m~150 m from the site of interest. The
base pressure of the chamber is ´ -2 10 6 mbar, and increa-
ses to ~ ´ -1.5 10 5 mbar when the precursor valve is open.
The electron beam is scanned on the selected area using a
small current (25 pA) to ensure a good spatial resolution, and
with low voltage (5 kV) to produce a material with moderate
purity ~60 at%; a higher purity of 90% is possible, but then
the sample is very prone to oxidation in ambient condi-
tions [34].
Three FEBID-Co nanoparticles grown on top of a
YBCO/Au bilayer are displayed in figure 5, showing a high
degree of control over the geometrical volume Vgeo of the
particles. These particles have been obtained by scanning the
electron beam on a 10 nm diameter circle leading to the
formation of a spherical cap-like MNP with geometrical
diameter dgeo and thickness (height) tgeo. From left to right in
Figure 4. (a) fm x y,( ) contour plot of a typical nanoSQUID, 10 nm
above the surface of the 70 nm thick Au layer, for me exˆ    ˆ . White
dashed lines indicate the contour of the chosen nanoSQUID
geometry with an 80 nm wide constriction. Black and white dots
indicate the positions of maximum coupling, i.e., f =m 5.5 and
m- F3.1 n 0 B, respectively. The blue dashed line indicates the
position of the line scan shown in (b). (b) fm x( ) along the dashed line
in (a). Note that the x-axis (vertical axis) in (a) and (b) coincide.
Figure 5. SEM images of three typical cobalt nanoparticles deposited
by FEBID on top of a YBCO/Au bilayer. Scale bar is 100 nm.
5
Supercond. Sci. Technol. 30 (2017) 024003 M J Martínez-Pérez et al
Figure 2.7: Contour plot of  µ for SQ #2 in the plane 80 nm above the
YBCO film surface. (b) Linescan along the dashed blue line in (a). Figure
from appended publication 3. c  2016 IOP Publishing.
sults [38, 45, 118, 119]. Another important insight is the almost
negligible contribution (< 10%) of Mg to the total mutual in-
ducta ce, illustrated by the hardly visible vertical offsets in the
inset f Fig. 2.6(b). The different nanoSQUIDs ex ibit very low
flux noise levels . 1µ 0/Hz1/2 t a frequency of 100 kHz.
The coupling factor above the SQUIDs is determined via nu-
merical simulations using the software package 3D-MLSI [113–
115], taking into account the precise lateral dimensions of the
nanoSQUIDs as determined from SEM imaging. Fig. 2.7(a) vi-
sualizes the calculated coupling factor 80 nm above the YBCO
film (i.e. 10 nm above the Au layer) for the geometry of SQ #2
(cf. Fig. 2.8(b) for the corresponding SEM image). A linescan
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along the dashed blue line is shown in panel (b), revealing max-
imum coupling (5.5 n 0/µB) on the constriction and good cou-
pling ( 3.1 n 0/µB) on the opposite side of the loop, whereas
 µ quickly vanishes for other positions. With the flux noise lev-
els mentioned before, all 5 nanoSQUIDs achieve spin sensitivites
of a few hundred µB/Hz1/2. For interpretation of the magne-
tization measurements described in the following, the coupling
factor for each SQUID is averaged over the magnetic volume of
the particle, as already described in publications 1 and 2.
In the second part of the publication, magnetic hysteresis
loops of FEBID-grown Co nanoparticles are traced out with the
YBCO nanoSQUIDs. The particles are deposited by scanning
a 5 keV, 25 pA focused electron beam over the area desired for
the growth, while injecting Co2(CO)8 precursor gas into the
vacuum chamber [48]. 5 particles are grown on the 5 differ-
ent SQUIDs, with the particles on SQ #1, SQ #2 and SQ #3
having the shape of a spherical cap, diameters of 50-90 nm and
thicknesses of 35-60 nm. They are placed on the constrictions
of the nanoSQUIDs, as shown in Fig. 2.8(a) and (b) for SQ #1
and SQ #2. The particles on SQ #4 and SQ #5, however, have
larger diameters of 100 and 200 nm and are therefore placed
on the side opposite to the constriction, as shown for SQ #5 in
Fig. 2.8(c). They are disc-shaped and have a thickness of 35 nm,
which has been measured by atomic force microscopy (AFM).
Representative hysteresis loops are shown in Fig. 2.8(d)-(e),
which have been measured at different temperatures with the
nanoSQUIDs in FLL mode by sweeping the magnetic field per-
pendicularly to the grain boundary plane. The curves obtained
from the particles on SQ #1, #2 and #3 show a single step upon
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figure 5, these MNPs have d tgeo geo ~65 30, ~85 40 and
~115 60 nm nm−1. Still, the likely presence of a magneti-
cally dead/paramagnetic layer does not allow the precise
determination of the real magnetic volume Vmag of the Co
particles from SEM images. The dead layer might arise at the
first stage of the growth process due to a likely lower con-
centration of Co [23]. Partial oxidation at the surface of the
particle might also lead to a thin antiferromagnetic CoOx layer
[34]. In section 4.1 Vmag will be estimated by combining the
calculated coupling between the MNP and the SQUID
nanoloop and the experimentally measured magnetic flux.
FEBID-Co nanoparticles have been grown as described
above at the precise positions where fm is maximum. SEM
images of three representative samples, SQ #1, SQ #2 and
SQ #5, are shown in figures 6(a)–(c), respectively.
Particles #1, #2 and #3 are similar to those shown in
figure 5. Their estimated geometrical dimensions correspond
to ~d t 60 40geo geo , ~90 60 and ~50 35 nm nm−1,
respectively. Their geometrical volume is then obtained as






#1 is placed above the 500 nm wide constriction of SQ #1
(figure 6(a)), whereas particle #2 lies on top of the much
narrower 80 nm wide constriction of SQ#2 (figure 6(b)), and
particle #3 sits on SQ #3 with intermediate constriction
width =w 260c nm. This entails clear differences between
their respective coupling factors, being largest for particle#2,
as will be discussed in section 4.1.
Particles#4 and#5 are, on the other hand, disc-shaped.
They were grown by scanning the electron beam on 100 and
200 nm diameter circles, respectively. Their geometrical
thickness is ~t 35 nmgeo , as determined by atomic force
microscopy performed directly on the surface of the sensors.
From these measurements we also conclude that the surface
of the MNPs is very smooth (5 nm roughness). In this case,
= pV t dgeo 4 geo geo
2 has been calculated as that of a cylinder.
We highlight that the larger discs#4 and#5, have been
deposited close to the edge of the nanoloop opposite to the
constriction. The reason is that this region provides a
smoother Au surface, less affected by FIB milling effects at
the edges. As shown in figure 4, this region still offers large
values of fm. Together with their larger volumes, this provides
reasonable magnetic signals as we will see in the following.
4. Magnetization measurements
Magnetization hysteresis loops of Co MNPs, i.e. change of
magnetic flux Φ coupled to the nanoSQUID versus applied
magnetic field H, of the different samples have been obtained
by sweeping H at different temperatures while operating the
nanoSQUIDs in FLL mode. Except for the measurements
presented in section 4.3, H was always applied perpendicular
to the GB plane. Some representative measurements per-
formed with SQ #1, SQ #2 and SQ #5, are shown in
figures 6(d)–(f) respectively. These curves have been obtained
at the same temperatures as indicated in figure 6(f). All par-
ticles exhibit hysteretic behavior. The magnetic signal of each
particle saturates at different values of the external magnetic
field in the range m< <H40 mT 800 mT. When sweeping
back the magnetic field from the fully saturated state, abrupt
steps indicate the onset of an irreversible process of magne-
tization reversal. In all cases, the observed switching fields
depend on temperature, suggesting the occurrence of a ther-
mally activated magnetization reversal process.
However, clear differences are observed in measurements
on different samples. Hysteresis curves corresponding to #1,
#2 and #3 are square shaped, suggesting that particles
remain in the (quasi) single-domain state while H is swept.
This does not necessarily mean that particles are uniformly
magnetized. Non-uniformities are likely to appear at the edges
so to reduce the total magnetostatic energy [35, 36].
In contrast to this, measurements obtained with #4 and
#5 exhibit a number of reproducible steps, suggesting that
magnetization reversal is assisted by the formation of more
complicated multi-domain magnetic states. Owing to the
Figure 6. (a)−(c) SEM images of devices SQ #1, SQ #2 and SQ
#5, respectively (upper panels); scale bars correspond to 500 nm. Co
MNPs are highlighted by circles and shown in zoomed view in the
bottom panels (tilted images in (b) and (c)). (d)−(f) Representative
hysteresis curves F H( ) measured for MNP #1, #2 and #5,
respectively, at different temperatures as indicated in (f). The field
sweep rate was n = 4.5 mT s−1 in (d) and n = 0.45 mT s−1 in (e)
and (f). Curves are vertically shifted for clarity. The vertical axes are
in units of magnetic flux coupled to the nanoSQUID; notice the
different scales.
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Figure 2.8: (a)-(c) SEM images of SQ #1, SQ #2 and SQ #5 and zoomed
views of the corresponding Co particles. Unlabeled scale bars are 500 nm.
(d)-(e) Representative magnetic hysteresis loops of the particles shown in
(a)-(c), measured at different temperatures as indicated in (f). Figure from
appended publication 3. c  2016 IOP Publishing.
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sweeping the magnetic field, indicating reversal of the magneti-
zation. The reduction of the switching field Hsw upon increas-
ing the temperature indicates a thermally assisted reversal pro-
cess. The height of the energy barrier that has to be overcome
to switch the magnetization can be determined from measure-
ments of the dependence of Hsw on the temperature and field
sweeping rate by applying the Kurkijärvi model [15]. The de-
termined barrier heights agree with earlier results from other
groups obtained on Co particles of comparable size [120]. The
nanoparticles on SQ #4 and SQ #5 both show several repro-
ducible steps in their hysteresis loops, which are analyzed in
detail in publication 4. For all particles, the total magnetic
moment µMNP as well as the magnetic volume Vmag can be
determined from the flux signals  expMNP detected in the fully
saturated state and the coupling factor  MNP averaged over the
magnetic volume of the particle via  expMNP = | MNP|µMNP. This
yields magnetic moments µMNP = pVmagMs = (1  30)⇥ 106 µB
with an estimated purity p = 60% and the saturation magne-
tization of Co Ms = 1.4⇥ 106A/m. The resulting magnetic
volumes are roughly a factor of 3 smaller than the geometric
volumes measured by SEM imaging, which can be explained by
non-ferromagnetic interface layers, like a paramagnetic layer at
the interface between particle and nanoSQUID due to a reduced
Co concentration in the first stage of the growth process [121]
and an antiferromagnetic Co oxide layer due to surface oxida-
tion [122].
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lations for calculation of the coupling factors and the derivation
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results. Further, I wrote parts of the manuscript.
Publication 4:
Magnetic vortex nucleation and annihilation in
bi-stable ultra-small ferromagnetic particles
This publication is a follow-up on publication 3, to investigate
in detail the magnetization-reversal mechanism of disc-shaped
ferromagnetic nanoparticles.
For this purpose, FEBID-grown Co nanodiscs are analyzed
using SQUID magnetometry as well as electron holography.
Discs of different size are deposited by Co-FEBID, as already
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Figure 2.9: (a) SEM and AFM (inset) images of Disc1 on SQ1. The yel-
low dashed lines indicate the position of the grain boundary (GB). (b) SEM
image of Disc3 with radius r and thickness t. (c) Electron holography im-
ages of Co nanoparticles with thicknesses and radii as denoted. Color scale
indicates the direction of the magnetic flux. Scale bars are 100 nm. Figure
from appended publication 4. c  2020 The Royal Society of Chemistry.
described earlier in this thesis. 3 discs (Disc1 to Disc3) are de-
posited directly on the surface of YBCO nanoSQUIDs to trace
out magnetic hysteresis loops, whereas several other discs of
different sizes are deposited on a SiN membrane for electron
holography analysis. Fig. 2.9 shows a collection of samples.
Disc1 corresponds to the particle #4 of publication 3 and has
radius r = 50nm and thickness t = 35nm. Disc2 is mentioned
there as the particle #5, with r = 100 nm and t = 35nm. Disc3
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with r = 65nm and t = 50nm does not appear in publication 3.
As can be seen in the electron holography images of Fig. 2.9(c),
a flux-closure configuration of magnetic field lines is present for
Co nanodiscs of different size at room temperature. This vortex
state (VS) can be observed in the as-grown condition, as well as
after saturating the particles by a strong perpendicular magnetic
field, confirming that the VS is the ground state of the nanodiscs
at room temperature.
Magnetic hysteresis loops for Disc1 to Disc3 are obtained at
different temperatures by sweeping the external magnetic field
perpendicularly to the grain boundary plane (along eˆx) while op-
erating the SQUIDs in FLL mode. In Fig. 2.10(a), two typical
hysteresis loops measured at 10K for Disc1 and Disc3 are shown
in the upper panel. The measured hysteresis loops exhibit, in
contrast to those of smaller Co-FEBID particles (P#1 to P#3
from publication 3), several reproducible steps, which can be
explained with the bi-stable co-existence of a vortex state (VS)
and quasi-single domain (QSD) state as possible ground states.
This is shown in the bottom panel of Fig. 2.10(a) and panel (b),
where the numerically calculated spatially resolved magnetiza-
tion of Disc1 is illustrated: At large positive magnetic field, the
magnetization of the particle is saturated in the QSD state (#5).
This state is preserved even when the field is reduced to zero,
which is in contrast to the canonical vortex-mediated magne-
tization reversal behavior [123]. Upon increasing the magnetic
field in the opposite direction, a VS is nucleated at H n (#1
in Fig. 2.10(b)), resulting in a strong decrease of the stray field
sensed by the nanoSQUID. Further increase of H leads to steps
in the magnetization, probably due to the presence of pinning
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Figure 2.10: (a) (top) Magnetic hysteresis loops measured at T = 10K
for Disc1 and Disc3. (bottom) Magnetization Mx(H) obtained from cor-
responding numerical simulations. (b) Numerically simulated spatially-
resolved magnetization of Disc1 at magnetic field values as indicated in
bottom left panel of (a). Figure from appended publication 4. c  2020 The
Royal Society of Chemistry.
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Figure 2.11: Numerically calculated stability diagram for QSD and VS
in spherical-cap shaped particles. Simulations were performed with ex-
change length  ex = 5.9 nm for colored scatter grid points. Regions I to
III correspond to different stability regions as discussed in the main text.
Experimental data for Disc1 to Disc3 and P#1 to P#3 are shown. Figure
from appended publication 4. c  2020 The Royal Society of Chemistry.
sites resulting in non-constant movement of the vortex. Finally,
the vortex is annihilated at H a . For higher temperatures, the
number of minor steps is reduced, which can be explained by
the relative reduction of the pinning strength due to increased
thermal fluctuations.
Using numerical simulations [124], one can calculate the crit-
ical dimensions for QSD or VS stability for spherical-cap shaped
particles. Neglecting magnetocrystalline anisotropy, this results
in the stability diagram shown in Fig. 2.11. Within region I, the
particle has a vortex ground state with an unstable QSD state.
In regions II and III, the VS is unstable, resulting in an in-plane
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QSD ground state for region II and an out-of-plane QSD ground
state in region III. In the bi-stable region I’, the ground state
corresponds to the VS and the QSD configuration is metastable,
whereas for region II’ the opposite is true. For both bi-stability
regions, nucleation of the VS is not possible by reducing the
external magnetic field after saturating the magnetization into
the QSD state.
The positions of the experimentally analyzed particles P#1
to P#3 and Disc1 to Disc3 within the stability diagram are de-
termined by calculation of their magnetic thicknesses tmag and
radii r. This is done by combining the coupling factor, which is
individually calculated for each particle, with the experimentally
determined magnetic flux signal, as already described earlier in
this thesis. P#1, P#2 and P#3 are found to be in regions II’, I’
and II, respectively, which matches the square-shaped hystere-
sis loops found experimentally (see Fig. 2.8(d) and (e)). Disc1
to Disc3 are all situated in region I’ and show hysteresis loops
with vortex formation and annihilation even after being in the
QSD state. This can be explained by the presence of a small
uniaxial anisotropy that increases the critical field of magne-
tization reversal in the QSD state to a value beyond the VS
nucleation field. Such an anisotropy can have different origins,
like for example deviations from the perfect spherical shape or
a net effective magnetocrystalline anisotropy. For the simulated
hysteresis loops in the bottom panel of Fig. 2.10(a), a uniaxial
anisotropy constant Ku ⇠ 2 kJ/m3 was used, yielding a good
agreement with the experimentally determined values for the
nucleation and annihilation fields Hn/a. Disc1 is among the
smallest nanoparticles in which nucleation and annihilation of a
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vortex has been observed experimentally [125–127].
The dependence of Hn/a on temperature and field sweep-
ing rate can again be approximated using the model of Kurki-
järvi [15], yielding heights for the energy barriers that have to
be overcome for vortex nucleation and annihilation. The deter-
mined energy barrier heights for vortex nucleation at zero mag-
netic field Un(H = 0)/kB ⇠ 6⇥ 103K are in good agreement
with values published on permalloy nanodiscs [128], which have
an exchange length comparable to that of Co-FEBID. This also
explains the presence of the VS after the QSD state in the elec-
tron holography images: At room temperature, relaxation from
the metastable QSD into the VS takes only a few milliseconds,
whereas at the low temperatures of the SQUID measurements
this process becomes immeasurably long.
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2.2 Preparatory studies for future
nanoSQUIDs
In Publications 5 to 8, ideas and methods for the design and fab-
rication of future nanoSQUIDs are presented. Such devices can
possibly overcome the limitations which are present in current
nanoSQUIDs, offering new possibilities for the investigation of
magnetic nanoparticles.
2.2.1 Publication 5:
Three-Axis Vector Nano Superconduct-
ing Quantum Interference Device
Publication 5 describes the design, realization and performance
of a three-axis vector nanoSQUID - a device that is able to detect
the 3 components of a nanoparticle’s vector magnetic moment
~µ simultaneously and independently. Such measurements can,
in contrast to the one-dimensional measurements presented in
publications 1-4, provide deep insights into the anisotropic mag-
netic properties of the particle under investigation - something
that is not possible with other methods.
The three-axis nanoSQUID consists of 3 mutually orthog-
onal nanoSQUIDs, as shown in Fig. 2.12. The SQUIDs are
based on superconductor/normal metal/superconductor-type
Nb/HfTi/Nb Josephson junctions that feature non-hysteretic
current-voltage characteristics at 4.2K, which are fabricated us-
ing electron beam lithography and chemical mechanical polish-
ing [50]. This process offers sub-100 nm resolution [129] and
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awaiting. This is mainly due to technical limitations in the
fabrication of nanoscopic three-dimensional architectures.
Very recently, an encouraging step toward this direction has
been achieved by fabricating a double-loop nanoSQUID,
patterned on the apex of a nanopipet.43 This device allowed
distinguishing between the out-of-plane and in-plane compo-
nents of the captured magnetic flux with ∼100 nm resolution,
but only upon applying different external magnetic fields.
Here we present an ultrasensitive three-axis vector nano-
SQUID, fabricated on a planar substrate and operating at
temperature T = 4.2 K. The device is based on Nb/HfTi/Nb
trilayer Josephson junctions.44 This technology involves
electron beam lithography and chemical−mechanical polishing,
which offers a very high degree of flexibility in realizing complex
nanoSQUID layouts. It allows the fabrication of planar
gradiometers or stripline nanoSQUIDs, with sub-100 nm
resolution, in which the loop lies parallel or perpendicular to
the substrate plane.11,45 Thanks to this flexibility, we have
succeeded in fabricating three close-lying orthogonal nano-
SQUID loops, allowing the simultaneous detection of the three
vector components of μ (μx, μy, μz) of an MNP placed at a
specific position rNP. All three nanoSQUIDs operate
independently, and their voltage (V)-to-flux (Φ) transfer
function can be linearized by means of applying on-chip
modulation currents Imod for flux-locked loop (FLL)
operation.46 Additionally, moderate magnetic fields up to μ0H
≈ 50 mT can be applied perpendicular to the substrate plane,
without degrading SQUID performance. These nanoSQUIDs
exhibit a measured flux noise below  250 n / Hz0 in the white
noise regime (above a few 100 Hz). The latter leads to spin
sensitivities of ∼610, 650, and  70 / HzB for the μx, μy, and
μz components, respectively, of an MNP located at rNP =
(0,0,0) (Φ0 is the magnetic flux quantum and μB is the Bohr
magneton). As we demonstrate here, our device represents a
valuable tool in the investigation of single MNPs, providing
information on, for example, their three-dimensional anisotropy
and the occurrence of coherent or nonuniform magnetic
configurations.
RESULTS AND DISCUSSION
Sample Fabrication and Layout. A scheme of the three-
axis nanoSQUID is shown in Figure 1a. Two perpendicular
stripline nanoloops, SQx and SQy, are devoted to measure the x
and y components of μ, respectively. The z component of the
magnetic moment is sensed by a third planar first-order
gradiometer, SQz, designed to be insensitive to uniform
magnetic fields applied along eẑ but sensitive to the imbalance
produced by a small magnetic signal in one of the two SQUID
loops. Strictly speaking, the device reveals the three
components of μ only if the magnetic moment is placed at
the intersection between the three nanoloop axes. In practice,
this position approaches rNP = (0,0,0), as indicated by a black
dot in Figure 1a. We note that z = 0 corresponds to the
interface of the upper Nb layer and the SiO2 layer, which
separates top and bottom Nb. Later on we will demonstrate
that this constraint is actually flexible enough to realize three-
axis magnetic detection of MNPs with finite volume, even if
these are not positioned with extreme accuracy.
Figure 1b shows a false-colored scanning electron micros-
copy (SEM) image of a typical device. The junction barriers are
made of normal metallic HfTi layers with thickness dHfTi ≈ 22
nm. The bottom and top Nb layers are, respectively, 160 and
200 nm thick and are separated by a 90 nm thick SiO2 layer. Nb
wirings are 250 nm wide, and the Josephson junctions are
square-shaped with area 150 × 150 nm2. The inner loop area of
SQx and SQy corresponds to 600 × 90 nm2, whereas SQz
consists of two parallel-connected loops with an inner area of
500 × 500 nm2. This configuration allows the application of
moderate homogeneous magnetic fields along eẑ that do not
couple any flux either to the nanoloops of SQx and SQy or to
the junctions in the (x−y)-plane of all three nanoSQUIDs.
The bias currents Ib and modulation currents Imod flow as
indicated in Figure 1b by black solid and dashed arrows,
respectively. The latter are used to couple flux to each
nanoSQUID individually, so to linearize their flux-to-voltage
transfer function in FLL operation.
Electric Transport and Noise Data. The Nb/HfTi/Nb
junctions have typical critical current densities jc ≈ 550−850
kA/cm2 at T = 4.2 K and resistance times junction area ρn ≈ 9
mΩ μm2. As a result, large characteristic voltages up to Vc = jcρn
≈ 60 μV can be obtained. These junctions are intrinsically
shunted, providing, therefore, nonhysteretic current−voltage
characteristics.11,45
Electric transport data of a typical device are shown in Figure
2. From the period of the maximum critical current Ic(Imod)
shown in panel (a) we can deduce the mutual inductance Mi ≡
Φi/Imodi between SQi and its corresponding modulation line (i
= x, y, z). Asymmetries observed in these data for positive and
negative bias current arise from the asymmetric distribution of
Ib (see black solid arrows in Figure 1b). The strongest
asymmetry is found for SQy, which is attributed to the sharp
corner in the bottom Nb strip right below one of the two
Josephson junctions (see Figure 1b, upper right junction of
SQy). Numerically calculated curves based on the resistively
Figure 1. (a) Schematic representation of the three-axis vector
nanoSQUID consisting of three mutually orthogonal nanoloops.
SQx, SQy, and SQz are used to detect the μx, μy, and μz components,
respectively, of the magnetic moment μ of an MNP. The external
magnetic field H is applied along eẑ. (b) False-colored SEM image
of a typical device. Yellow dashed squares indicate the position of
the Josephson junctions. Black solid and dashed arrows indicate the
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Figure 2.12: Design of the three-axis vector nanoSQUID. (a) Schematic
representation. Origin of the coordinate axes indicates the position of the
nanoparticle under investigation. (b) False-colored SEM image. Solid and
dashed arrows indicate bias and modulation currents for all 3 SQUIDs, re-
ectively, and the yellow dashed squar s indicate the position of th junc-
tions. Figure from appended publication 5. c  2016 American Chemical
Society.
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a large flexibility in the designs, since the orientation of the
SQUID loop plane can be either parallel [130] or perpendicu-
lar [51] to the substrate plane. In the device presented here,
two nanoSQUIDs (SQx and SQy) are fabricated in a stripline
geometry with their 600⇥90 nm2 loops oriented perpendicularly
to each other and to the substrate plane, for the detection of the
in-plane x and y components of ~µ. The third SQUID SQz is ded-
icated to the detection of µz, which is the component parallel
to the externally applied magnetic field ~H = Heˆz. Thus, SQz
is realized as a planar first-order parallel gradiometer, which is
insensitive to a uniformly applied field in the z direction but
able to detect the imbalance between its two loops. The mag-
netic nanoparticle under investigation must therefore be placed
inside one of the 500⇥500 nm2 sized gradiometer loops, as indi-
cated in Fig. 2.12(a) by the origin. All 3 SQUIDs can be current
and flux biased independently (cf. dashed and solid arrows in
Fig. 2.12(b)), allowing for FLL operation at the respective opti-
mum working point for each nanoSQUID. All of the Josephson
junctions are 150 ⇥ 150 nm2 in size, as indicated by the yellow
dashed squares.
The electrical transport and noise characteristics measured
at T = 4.2K of one device are shown in Fig. 2.13. The 3 SQUIDs
have very similar critical current densities jc ⇡ 800 kA/cm2 and
resistances, resulting in characteristic voltages around 65µV.
The inductances are all ⇠ 1 pH. Fig. 2.13(b) shows V ( ) for
SQz with a maximum transfer function of 330µV/ 0. V  =
300   400µV/ 0 is also found for SQx and SQy. The spectral
density of flux noise is 170, 160 and 240 n 0/Hz1/2 for SQx,
SQy and SQz, respectively, as indicated by the dashed arrows in
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and capacitively shunted junction (RCSJ) model, including
thermal noise, are fitted to these experimental data in order to
estimate βL ≡ 2I0L/Φ0 and Ic ≡ 2I0 (black dashed lines in
Figure 2a). Here, I0 is the average critical current of the two
junctions intersecting the nanoloop, and L is its inductance.
Asymmetric biasing is included in the model through an
inductance asymmetry αL ≡ (L2 − L1)/(L1 + L2), where L1 and
L2 are the inductances of the two SQUID arms. On the other
hand, the maximum transfer coefficient VΦ ≡ ∂V/|∂Φ|max can be
experimentally determined by coupling Φ via Imod and
measuring the resulting V(Φ) for different Ib as shown in
Figure 2b. Following this approach, we have characterized a
number of devices, obtaining very low dispersion. A few
examples are provided in Table 1, which gives evidence of the
high quality and reproducibility of the fabrication process.
Finally, cross-talking between the three nanoSQUIDs can be
quantified by the mutual inductances Mij = Φi/Imodj (i ≠ j), i.e.,
the flux Φi coupled to SQi by the modulation current Imodj in
SQj. If the three orthogonal SQUIDs are operated in FLL, a
signal Φj detected by SQj will be compensated by the feedback
current Imod
j = Φj/Mj. This will also couple the (cross-talk) flux
Φij = ΦjMij/Mj to SQi. As Mij is typically 2 orders of magnitude
below Mj, this effect is negligible in most cases (see Methods
section). Moreover, it can be avoided by operating the devices
in open-loop readout.
The operation of the sensor upon externally applied
magnetic fields H = Heẑ was investigated as well. For this
purpose, the output voltage response of all three nanoSQUIDs
operating in FLL mode was recorded upon sweeping H for a
number of devices. Under optimum conditions, a negligible flux
is coupled to SQx and SQy, whereas, due to imperfect balancing,
SQz couples ∼5 mΦ0/mT. This imbalance results mainly from
the asymmetric Nb wiring surrounding SQz and the intrinsic
errors associated with the fabrication. All sensors are fully
operative up to ∼50 mT, where abrupt changes in the response
of the device are observed. This behavior is attributed to the
entrance of Abrikosov vortices in the Nb wires close to the
nanoSQUIDs, as observed in similar devices.11,32
Figure 2c shows the spectral density of rms flux noise  S
obtained with each nanoSQUID operating in FLL mode after
low-temperature amplification using a commercial SQUID
series array amplifier (SSA). The peak observed at f = 26 Hz for
SQz is attributed to mechanical vibrations. Ubiquitous 1/f noise
dominates  S for f ≲ 100 Hz in all three spectra. Remarkably
low values are obtained in the white region, yielding
  S 170, 160, and 240 n  / Hz0 for SQx, SQy, and SQz,
respectively.
The flux noise can be translated into the spin sensitivity
      S S / , which is the figure of merit of nanoSQUID
sensors. Here, the coupling factor ϕμ ≡ Φμ/μ is the magnetic
flux Φμ per magnetic moment μ = |μ|, which is coupled to the
SQUID from an MNP with magnetic moment μ = μeμ̂ placed
at position r. The coupling factor can be calculated as ϕμ(eμ̂,r)
= eμ̂·b(r), where b(r) ≡ BJ/J is the normalized magnetic field
created at position r by a supercurrent J circulating in the
nanoloop.47,48 We note that ϕμ depends on both the particle
position r (relative to the nanoloop) and the orientation eμ̂ of
its magnetic moment. We simulate b(r) by solving the London
equations for the specific geometry of each nanoSQUID (see
Methods section). For a particle at position rNP = (0,0,0) (see
Figure 2. Transport and noise characteristics of device A2. (a)
Measured (colored solid line) and simulated (black dashed line)
modulation of the maximum critical current of the three
nanoSQUIDs. (b) V(Φ) measured for SQz with Ib = −466 to 471
μA (in ∼33.5 μA steps). The black dot indicates the optimum
working point with VΦ ≈ 330 μV/Φ0 obtained for Ib = 337 μA. (c)
Spectral density of rms flux noise measured for all three
nanoSQUIDs in FLL mode with an series array amplifier. Dashed
arrows indicate the white noise values of  S in units of
n  / Hz0 .
Table 1. Parameters Extracted from Simulations Based on the RCSJ Model and Experimentally Measured 1/Mi and VΦ for
Three Different Devices (A2, D5, and C3)
1/Mi I0 Vc βL L αL VΦ
(mA/Φ0) (μA) (μV) (pH) (μV/Φ0)
A2 SQx 7.0 187 67 0.20 1.0 0 340
SQy 8.8 176 62 0.14 0.8 0.60 390
SQz 6.5 183 66 0.22 1.2 0.25 330
D5 SQx 7.7 136 57 0.14 1.1 0 250
SQy 9.0 136 59 0.12 0.9 0.75 260
SQz 5.7 145 58 0.16 1.1 0.35 240
C3 SQx 8.0 120 55 0.20 1.7 0 120
SQy 9.1 128 54 0.32 2.6 0.40 110
SQz 5.8 134 57 0.18 1.4 0.28 170
ACS Nano Article
DOI: 10.1021/acsnano.6b02218
ACS Nano 2016, 10, 8308−8315
8310
.13: Electrical transp rt and noise characteristics of a three-axis
vector nanoSQUID. (a) Measured (solid) and simulated (dashed) maximum
critical current vs modulation current for all 3 SQUIDs. (b) V ( ) for SQz .
(c) Spectral density of rms flux noise for all 3 SQUIDs, measured in FLL
with a SQUID series array amplifier. Figure from appended publication 5.
c  2016 American Chemical Society.
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Fig. 2.13(c). With coupling factors of 0.28, 0.25 and 3.4 n 0/µB
calculated using 3D-MLSI [113–115] as described before, the
device achieves a spin sensitivity of 610, 640 and 70µB/Hz1/2
for the x, y and z direction of ~µ. Due to the necessary placement
of the particle inside the gradiometer, the coupling factor  zµ is
about an order of magnitude higher than  xµ and  yµ, resulting
in the roughly an order of magnitude worse spin sensitivities of
SQx and SQy as compared to SQz.
The vector magnetometer capabilities of the device are il-
lustrated by the simulated hysteresis loops in Fig. 2.14: Upon
tilting the easy axis of a magnetic nanoparticle positioned as
shown in Fig. 2.12(a) from the z axis towards the y axis, the
shape of the hysteresis loops detected by the different SQUIDs
changes dramatically. This is true for a point-like particle cou-
pled to an ideal vector magnetometer (black dashed line) as well
as for semisphere-shaped particles with different radii coupled to
a realistic device (solid lines). However, for larger particle sizes
the erroneously detected signal increases, as can be seen e.g. in
the top panels of Fig. 2.14(a) and (b), where in the ideal case
neither SQx nor SQy should detect any signal. Instead, both of
them detect signals of approximately 10% of the maximum sig-
nal for the 50 nm particle and almost 30% for the 200 nm one.
The reason for this behavior is the non-zero coupling factors of
SQx and SQy for a magnetization along eˆz, causing flux to be
coupled into the loops and thus a signal output. The relative
error flux (i.e. the total flux detected from components of ~µ
oriented in parallel to the SQUID loop plane normalized to the
flux detected from the desired orthogonal component) depends
strongly on the position of ~µ. In the case of the device pre-
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SQz, whereas it slightly changes the flux coupled to SQx and
SQy. This behavior can be easily understood, as the spatial
extension of relatively large particles still remains in the region
confined below the white line in Figure 3f, whereas they occupy
zones with larger ∂Φμx and ∂Φμy in panels d and e. Still, our
simulations demonstrate the operation of the device as a three-
axis vector magnetometer even if relatively large MNPs are
investigated. The inspection of the hysteresis curves recorded
simultaneously with all three nanoSQUIDs, together with the
knowledge of the particle volume, allows extracting full
information on the particle’s anisotropy in a real experiment.
CONCLUSIONS
We have successfully fabricated three close-lying orthogonal
nanoSQUIDs leading to the nanoscopic version of a three-axis
vector magnetometer. All three nanoSQUIDs can be operated
simultaneously in open- or flux-locked loop mode to sense the
stray magnetic field produced by an individual MNP located at
position rNP. The device operates at T = 4.2 K and is insensitive
to the application of external magnetic fields perpendicular to
the substrate plane (along eẑ) up to ∼50 mT. The latter can be
used to induce the magnetization reversal of the MNP under
study. The limiting operation field can be increased in the
future by improving the design. This implies reducing the line
widths so to increase the critical field for vortex entry and
improving the balancing of the gradiometric nanoSQUID.
We have demonstrated the ability of this device to
distinguish between the three orthogonal components of the
vector magnetic moment by calculating the spatial dependence
of the total relative error flux. The latter yields values below
10% for particles located at |rNP| ≤ 55 nm. For rNP = (0,0,0) we
obtain a total spin sensitivity ∼610, 650, and  70 / HzB for
the x, y, and z components of μ, respectively. Finally, a model
case has been described in which the three-axis vector
nanoSQUID can be used to obtain full insight into the three-
dimensional anisotropy of an extended MNP with diameter
∼100−400 nm. For this purpose, the signal captured by each
nanoSQUID is used to reconstruct the magnitude and
orientation of the magnetic moment during the magnetization
reversal.
METHODS
Sample Fabrication. The fabrication combines electron-beam
lithography (EBL) and chemical−mechanical polishing (CMP).44 A Si
wafer with a 300 nm thick thermally oxidized layer is used as a
substrate. An Al2O3 etch stop layer is first deposited by RF sputtering.
Then, the SNS trilayer consisting of Nb/Hf50 wt %Ti50 wt %/Nb is
sputtered in situ. The next step serves to define the SNS Josephson
junctions by means of an Al etching mask defined by EBL and lift-off.
The pattern is transferred to the Nb/HfTi/Nb trilayer through
reactive ion etching (RIE) in a SF6 plasma and Ar ion beam acting on
the counter Nb and HfTi layers, respectively. The bottom Nb layer is
directly patterned using a negative EBL resist mask and SF6-based RIE.
In the following step, a 600 nm thick layer of insulating SiO2 is
deposited through plasma-enhanced chemical vapor deposition and
subsequently polished through CMP. This process guarantees good
wafer smoothing and electric contact to the Nb counter electrodes. In
the last step, the wiring Nb layer is sputtered and patterned using an
EBL Al etching mask and SF6-based RIE.
Measurement of Electric Transport Properties and Noise.
Current bias is performed by means of battery-powered low-noise
current sources, and the output voltage is amplified at room
temperature. Each single nanoSQUID can be operated in flux-locked
loop mode simultaneously, by using commercial three-channel SQUID
readout electronics. Additionally, the output signal can be amplified at
low temperatures using commercial SQUID series array amplifiers.
High-field measurements are performed in a cryostat hosting a vector
magnet, whereas noise measurements are performed in a magnetically
and high-frequency shielded environment. All measurements described
Figure 4. Simulated magnetic hysteresis curves of a nanoparticle with magnetic moment μ located at rNP = (0,0,0) as in Figure 3. The moment
μ couples magnetic fluxΦμx,Φμy , and Φμz to SQx (a), SQy (b), and SQz (c), respectively. H = Heẑ with the particle’s easy axis eK̂ lying at 0°, 30°,
70°, and 90° (sketched on the right side of each panel). Φμi is normalized to the maximum possible flux in (a), (b), and (c) that is coupled
when the particle is saturated along ex̂ [Φμx(Ms, x)], eŷ [Φμy(Ms, y)], and eẑ [Φμz(Ms, z)], respectively (Ms is the saturation magnetization). H is
normalized to the anisotropy field HK. Black dashed lines correspond to an “ideal” case in which a point-like particle is coupled to an ideal
three-axis magnetometer (∂Φμi = 0), whereas colored solid lines correspond to a “realistic”’ situation in which semispheres of radius R = 50
and 200 nm are measured with the device presented here. MNPs are assumed to follow the Stoner−Wohlfarth model of magnetization
reversal. Different values of R lead to a noticeably different behavior in (a) and (b), whereas all curves collapse into one in (c). This stems
from the fact that larger particles occupy regions with larger ∂Φμx and ∂Φμy , as shown in Figure 3d and e.
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Figure 2.14: Simulated magnetic hysteresis curves of a magnetic nanopar-
ticle with different orientatio s of the easy magnetization axis as recorded
by (a) SQx, (b) SQy and (c) SQz . Easy axis is along eˆz (t p panels) and
tilted towards the y axis by 30  (2nd row of panels), 70  (3rd row) and along
eˆy (bottom panels). Figure from appended publication 5. c  2016 Ameri-
can Chemic l S ciety.
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sented here, the error flux is kept below 10% within a distance
of ⇠ 55 nm from the origin and below 25% within 170 nm.
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2.2.2 Publication 6:
Josephson Junctions and SQUIDs Cre-
ated by Focused Helium-Ion-Beam Irra-
diation of YBa2Cu3O7
In this publication, a novel method for the creation of Josephson
junctions in YBCO is investigated.
In 2015, the fabrication of JJs in YBCO by irradiation with
a focused He ion beam (He-FIB) was successfully demonstrated
by Cybart and co-workers [52]. Publication 6 presents recent
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(a) (b)
FIG. 1. (a) Schematic illustration of the He-FIB JJ geometry.
(b) SEM image of a JJ (visible as thin dark line) fabricated with
D = 600 ions/nm.
After prepatterning the YBCO microbridges, focused
He-ion-beam irradiation is done in a Zeiss Orion NanoFab
He/Ne ion microscope (HIM) with 30-keVHe+ ions. A
beam current of 200 fA is used, and the beam is focused
to a nominal diameter of 0.5 nm. A dwell time of 1 µs
is used to irradiate line patterns with a dwell point spac-
ing of 0.25 nm, which corresponds to a single linescan
dose DSL = 5 ions/nm. To obtain a certain line dose D =
NdSL, a single linescan is repeated N times. To irradiate
an area, adjacent linescans are offset by ! = 0.25 nm.
In that case, a line dose of, e.g., D = 100 ions/nm corre-
sponds to an area dose of DA ≡ D/! = 400 ions/nm2 or
4× 1016 ions/cm2.
Figure 1(a) schematically illustrates the sample geom-
etry and irradiation process for a single JJ. A scanning
electron microscopy (SEM) image of STO-1-1 fabricated
with D = 600 ions/nm is shown in Fig. 1(b). The irradi-
ated linescan appears as a dark line in the SEM image
due to He-FIB-induced carbon deposition from residual
gas inside the He ion microscope chamber.
III. YBCO BRIDGES WITH HE-FIB-INDUCED
BARRIERS AND JOSEPHSON JUNCTIONS
In this section, we present results obtained from devices
fabricated on the chips listed in Table I.
A. Resistance vs temperature
Figure 2 shows measurements of the resistance R (at
constant bias current Ib = 1 µA) vs temperature T of
two YBCO microbridges. The R(T) curve of STO-1-2,
measured before He ion irradiation, shows a decrease of
the resistance by about a factor of 3 from 300 to 100
K, with resistivity ρ(100K) ≈ 190µ#cm, followed by
a sharp transition to R < 1# at Tc = 89K. After irradia-
tion with D = 700 ions/nm (and thus producing a JJ), the
R(T) curve of STO-1-2 shows an additional footlike struc-
ture with a plateau at R = 6.6# between approximately
40K and Tc (see inset). This foot structure is due to ther-
mally activated phase slippage [37] causing a finite voltage
-
-
FIG. 2. R(T) dependence of YBCO bridge STO-1-2 before and
after irradiation and of STO-1-3 after irradiation. The inset shows
an enlargement of the resistive transitions of STO-1-2.
drop across the JJ when (upon increasing T) the ther-
mal energy kBT approaches the Josephson coupling energy
EJ = I0$0/(2π). Here, I0 is the noise-free critical current
of the JJ (which decreases with increasing T) and$0 is the
magnetic flux quantum. Accordingly, the plateau reflects
the situation when the measurable critical current Ic drops
below the bias current Ib, causing the JJ to reach its nor-
mal state resistance Rn. He-FIB irradiation with a high dose
fully suppresses Ic. This is shown in Fig. 2 for sample STO-
1-3, which has been irradiated with D = 2000 ions/nm. At
T = 4.2K, the resistance is > 20 k#.
B. Transmission electron microscopy analysis
By the combination of atomic force microscopy and
scanning near-field optical microscopy, it has been shown
by Gozar et al. [33] that He-FIB irradiation with
doses above 1018 ions/cm2 induces amorphous tracks in
La1.84Sr0.16CuO4 thin films with a substantial lateral width
of approximately 500 nm. In contrast to this, He-FIB pro-
duced JJs in YBCO films have been reported to show
IVCs well described by the RCSJ model, indicating much
less lateral damage [28]. However, no results have been
reported on microstructural changes induced by a He-FIB
in YBCO films so far.
To image possible structural modifications induced by
He-FIB irradiation in our YBCO films, we use scanning
transmission electron microscopy (STEM). For the STEM
studies, we irradiate the YBCO bridge STO-1-4 with a
series of 14 parallel lines using increasing doses from
D = 50 to 105 ions/nm, with well-defined spacing (200
nm in most cases) between adjacent lines. Subsequently,
we prepare a cross-sectional TEM lamella containing all
irradiated lines, by in situ lift-out using a Ga-FIB micro-
scope together with a micromanipulator. Figures 3(a)– 3(d)
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Figure 2.15: (a) Schematic illustration of the He-FIB JJ geometry.
(b) SEM image of a JJ, which is visible as a thin dark line. Figure from
appended publicati n 6. c  2019 American Physical Society.
results on such He-FIB JJs that have been obtained in Tübin-
gen. The JJs were fabricated by scanning the He-FIB across
pr patterned YBCO bridge , which were fabricated by Ar ion
milling of YBCO films grown by PLD on single-crystal STO,
MgO and LSAT substrates. A schematic illustration of the ir-
radiation process is sketched in Fig. 2.15(a). Panel (b) displays
an SEM image of an actual JJ.
The electronic behavior of the irradiated linescans depends
strongly on the irradiation dose D, ranging from flux-flow and
Josephson-like IVCs at T = 4.2K to highly resistive barriers
at low temperatures, as shown in the R(T ) curves of Fig. 2.16.
STEM nalysis of the irradi ted regions shows amorphous tracks
for D & 1500 ions/nm with widths ranging from few nm to
⇠ 170 nm at D = 105 ions/nm.
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(a) (b)
FIG. 1. (a) Schematic illustration of the He-FIB JJ geometry.
(b) SEM image of a JJ (visible as thin dark line) fabricated with
D = 600 ions/nm.
After prepatterning the YBCO microbridges, focused
He-ion-beam irradiation is done in a Zeiss Orion NanoFab
He/Ne ion microscope (HIM) with 30-keVHe+ ions. A
beam current of 200 fA is used, and the beam is focused
to a nominal diameter of 0.5 nm. A dwell time of 1 µs
is used to irradiate line patterns with a dwell point spac-
ing of 0.25 nm, which corresponds to a single linescan
dose DSL = 5 ions/nm. To obtain a certain line dose D =
NdSL, a single linescan is repeated N times. To irradiate
an area, adjacent linescans are offset by ! = 0.25 nm.
In that case, a line dose of, e.g., D = 100 ions/nm corre-
sponds to an area dose of DA ≡ D/! = 400 ions/nm2 or
4× 1016 ions/cm2.
Figure 1(a) schematically illustrates the sample geom-
etry and irradiation process for a single JJ. A scanning
electron microscopy (SEM) image of STO-1-1 fabricated
with D = 600 ions/nm is shown in Fig. 1(b). The irradi-
ated linescan appears as a dark line in the SEM image
due to He-FIB-induced carbon deposition from residual
gas inside the He ion microscope chamber.
III. YBCO BRIDGES WITH HE-FIB-INDUCED
BARRIERS AND JOSEPHSON JUNCTIONS
In this section, we present results obtained from devices
fabricated on the chips listed in Table I.
A. Resistance vs temperature
Figure 2 shows measurements of the resistance R (at
constant bias current Ib = 1 µA) vs temperature T of
two YBCO microbridges. The R(T) curve of STO-1-2,
measured before He ion irradiation, shows a decrease of
the resistance by about a factor of 3 from 300 to 100
K, with resistivity ρ(100K) ≈ 190µ#cm, followed by
a sharp transition to R < 1# at Tc = 89K. After irradia-
tion with D = 700 ions/nm (and thus producing a JJ), the
R(T) curve of STO-1-2 shows an additional footlike struc-
ture with a plateau at R = 6.6# between approximately
40K and Tc (see inset). This foot structure is due to ther-
mally activated phase slippage [37] causing a finite voltage
-
-
FIG. 2. R(T) dependence of YBCO bridge STO-1-2 before and
after irradiation and of STO-1-3 after irradiation. The inset shows
an enlargement of the resistive transitions of STO-1-2.
drop across the JJ when (upon increasing T) the ther-
mal energy kBT approaches the Josephson coupling energy
EJ = I0$0/(2π). Here, I0 is the noise-free critical current
of the JJ (which decreases with increasing T) and$0 is the
magnetic flux quantum. Accordingly, the plateau reflects
the situation when the measurable critical current Ic drops
below the bias current Ib, causing the JJ to reach its nor-
mal state resistance Rn. He-FIB irradiation with a high dose
fully suppresses Ic. This is shown in Fig. 2 for sample STO-
1-3, which has been irradiated with D = 2000 ions/nm. At
T = 4.2K, the resistance is > 20 k#.
B. Transmission electron microscopy analysis
By the combination of atomic force microscopy and
scanning near-field optical microscopy, it has been shown
by Gozar et al. [33] that He-FIB irradiation with
doses above 1018 ions/cm2 induces amorphous tracks in
La1.84Sr0.16CuO4 thin films with a substantial lateral width
of approximately 500 nm. In contrast to this, He-FIB pro-
duced JJs in YBCO films have been reported to show
IVCs well described by the RCSJ model, indicating much
less lateral damage [28]. However, no results have been
reported on microstructural changes induced by a He-FIB
in YBCO films so far.
To image possible structural modifications induced by
He-FIB irradiation in our YBCO films, we use scanning
transmission electron microscopy (STEM). For the STEM
studies, we irradiate the YBCO bridge STO-1-4 with a
series of 14 parallel lines using increasing doses from
D = 50 to 105 ions/nm, with well-defined spacing (200
nm in most cases) between adjacent lines. Subsequently,
we prepare a cross-sectional TEM lamella containing all
irradiated lines, by in situ lift-out using a Ga-FIB micro-
scope together with a micromanipulator. Figures 3(a)– 3(d)
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Figure 2.16: R(T ) dependence of a YBCO bridge before (black) and
fter (red) irradiation with D = 700 ions/nm and of a bridge irradiated
with D = 2000 ions/nm (orange). Figure from appended publication 6.
c  2019 American Physical Society.
More detailed investigation of the electrical transport prop-
erties reveals an exponential decay of the critical current density
jc(D) / exp( D/D0) over several orders of mag itude, as indi-
cated by the dashed lines in Fig. 2.17(a). For JJs fabricated on
STO and MgO substrat s, D0 = 130 ions/nm is found, whereas
for JJs on LSAT, jc decays faster with D0 = 38 ions/nm. IVCs
of JJ irradiated with low dose are of flux-flow type, whereas
for devices with jc . 2MA/cm2 the behavior can be described
within the resistively an capacitively shunted junction (RCSJ)
model [131, 132]. This is supported by numerical simulations
based on the RCSJ model, which reproduce the measured IVCs
of these devices very well. From the e simulations, we are able
to extract the noise-free jc and resistance times area product
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YBCO films or stronger charging of the MgO substrates
that is observed during the He-FIB process.
In the following, we analyze the scaling of characteristic
JJ properties jc, ρn , and jcρn with irradiation dose D. Note
that devices irradiated with the lowest doses do not show
JJ behavior. Therefore, we denote here all critical current
densities as jc. For all devices showing RCSJ behavior,
however, the values given here refer to the noise-free
values of j0 obtained from numerical simulations.
Figure 5(a) summarizes jc(D) for all investigated




FIG. 5. Dependence of device parameters on He ion line doseD
for various samples on different substrates: (a) jc(D), (b) ρn (D),
and (c) jcρn (D). The dashed lines indicate the approximate
scaling behavior as discussed in the text.
data points for 700 ions/nm on STO-1) to instabilities in
the fabrication process that we have not yet optimized.
For instance, slight variations in the He-FIB focus spot
size and beam current both affect the barrier properties. In
spite of this scatter, we clearly find an exponential decay
jc(D) ≈ jc,0 exp(−D/D0), with jc,0 = 3× 107 A/cm2 and
with D0 = 38 ions/nm for LSAT-1 and D0 = 130 ions/nm
for the other chips. The reason for the much stronger decay
of jc(D) on LSAT compared to the devices on STO orMgO
has not been clarified yet. Clearly, we do not find a correla-
tion of D0 with YBCO film thickness or crystalline quality
(cf. FWHM values in Table I).
For jc . 2MA/cm2, the IVCs show RCSJ-like behav-
ior, whereas devices with higher critical current densities
yield flux-flow-type IVCs, as indicated by the gray area
in Fig. 5(a). Altogether, the range of variation of jc cov-
ers 5 orders of magnitude. We note that an exponentially
decaying behavior of jc is well known from cuprate grain
boundaries, where jc decays exponentially with the grain-
boundary misorientation angle " [11,47,48]. In a theoret-
ical analysis of cuprate grain-boundary JJs, Graser et al.
[48] related the exponential decay of jc(") to charging
of the interface near defects induced by the structural dis-
tortions at the grain boundary. For the He-FIB-induced JJ
barriers, the locally induced defect structure is not known
yet, and it remains to be clarified whether a similar charg-
ing mechanism is responsible for the exponential decay of
jc(D). A simple explanation of the exponential decay of
jc with increasing D would be a linear increase of the JJ
barrier thickness. As stated in Sec. B, the STEM analy-
sis yields a roughly linear increase of the amorphous track
width with increasing D for doses above 1000 ions/nm.
However, for lower doses, the STEM data do not allow
us to make a statement on the width of the induced defect
regions and their scaling with D.
Our analysis of the IVCs of He-FIB JJs produced with
variable doses also yields a systematic scaling of the resis-
tance times area product ρn ≡ Rn wd ≈ ρn ,0 exp(D/2D0)
with ρn ,0 = 0.37 n# cm2; i.e., ρn increases exponentially
with D as shown in Fig. 5(b). Interestingly, the stronger
decay of jc(D) for JJs on LSAT comes along with a
correspondingly stronger increase in ρn (D); i.e., we can
use the same values of D0 for the scaling of ρn (D) as
used for the scaling of jc(D). Accordingly, the character-
istic voltage Vc = jcρn also shows an exponential scaling
Vc ≈ Vc,0 exp(−D/2D0) with Vc,0 = jc,0 ρn ,0 = 11mV, as
shown in Fig. 5(c). We note here that Figs. 5(b) and 5(c)
contain only data points that correspond to RCSJ-type
IVCs.
The fact that our analysis of the scaling of characteris-
tic JJ properties (jc, ρn , and Vc) with D can be described
by the same values of D0 indicates a universal scaling
of Vc with either jc or ρn independent of substrate mate-
rial. This result is shown in Fig. 6, where we display
Vc(jc) and Vc(ρn ) for all investigated JJs. Despite the
044082-6
Figure 2.17: (a) jc(D), (b) ⇢n(D) and (c) jc⇢n(D) of different He-FIB
JJs. Dashed lines indicate exponential scalings. Figure from appended
publication 6.   2019 American Physical Society.
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⇢n, as well as the Stewart-McCumber parameter  C and ex-
cess current density je. We also find an exponential scaling
⇢n(D) / exp(D/2D0), which results in a scaling of the char-
acteristic voltage Vc = jc⇢n / exp( D/2D0). Further, we find
Vc / j1/2c , similar to results obtained for different other JJ types
in cuprate superconductors [133]. Maximum absolute values of
Vc of a few mV can be reached. However, for Vc & 1mV, an
excess current appears in the IVCs.
The fact that jc can be fully suppressed with a sufficiently
high dose allows for modification of the sample geometry using
He-FIB irradiation. This method has been used to fabricate a
dc SQUID into a YBCO bridge by combining a 300 ⇥ 300 nm2
square irradiated with a dose of 4000 ions/nm2 and a linescan
with D = 230 ions/nm. This device features Vc = 414µV and
L = 19pH. A transfer function V  = 2.1mV/ 0 is reached.
The rms spectral density of flux noise scales roughly as S  / 1/f
for 1Hz < f < 166 kHz, which is the bandwidth limit of the
measurement setup. Thus, we can only give an upper limit
S1/2   500 n 0/Hz1/2 for the flux noise in the thermal white
noise regime.
Contributions
This publication was realized in collaboration with the group
of C. J. Burkhardt at the NMI in Reutlingen, where the sam-
ple preparation for STEM was done by B. Schröppel and the
STEM images were captured by M. Becker. M. Karrer did the
R(T ) measurements, assisted in the STEM analysis, the sample
fabrication and the 4.2K measurements. F. Limberger assisted
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in the STEM analysis, the R(T ) and the 4.2K measurements.
I adapted the fabrication process from Ref. [52] to the tech-
nologies available in Tübingen and fabricated the samples. I
also developed and built the setup, performed the 4.2K mea-
surements and assisted in the STEM sample preparation and
analysis. Further, I did the analysis and interpretation of the
data, ran the RCSJ simulations and wrote the manuscript.
2.2.3 Publication 7 & 8:
Vortex pinning arrays in YBa2Cu3O7
created by focused He ion beam irradi-
ation
Publications 7 and 8 deal with vortex pinning arrays in YBCO
that have been fabricated by irradiating different point lattices
in the helium ion microscope. Compared to previous meth-
ods like masked ion beam irradiation, much denser arrays can
be fabricated using He-FIB irradiation. This provides the op-
portunity to significantly improve pinning, and thus reduce the
low-frequency noise of YBCO nanoSQUIDs operated in strong
magnetic fields.
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Publication 7:
Ultradense Tailored Vortex Pinning Arrays
in Superconducting YBa2Cu3O7   Thin Films
Created by Focused He Ion Beam Irradiation
for Fluxonics Applications
In the first part of this publication, the irradiation process in the
HIM is described. During irradiation, the He ions of the beam
collide with the nuclei of the atoms in the sample. In YBCO,
this leads to a displacement of oxygen atoms [134, 135], which
in turn results in a local reduction or suppression of Tc. If the
He beam is focused on the sample surface, the irradiated area
will increase with increasing depth due to scattering of the He
ions after collisions, producing pinning centers of conical shape
instead of the desired cylindrical shape. As a solution to this
problem, the He beam has been defocused to a diameter of about
20 nm before irradiation. According to numerical simulations,
this results in a cylindrical defect channel of 25 nm width up to
a depth of 80 nm for 30 keV He ions.
Using a dose of 15 000 ions per lattice point, two samples
with quasi-kagomé (QK) pinning arrays have been irradiated
using the helium ion microscope, as shown schematically in
Fig. 2.18. The quasi-kagomé lattice consists of a hexagonal lat-
tice in which 3 neighbouring sites are not occupied [136], as
shown in the HIM image in Fig. 2.18. Sample QK90 has a
lattice spacing of 90 nm and a YBCO film thickness of 75 nm,
whereas for sample QK70 the spacing is reduced to 70 nm at a
film thickness of 50 nm.
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Figure 2.18: Schematic illustration of the HIM irradiation process. The
HIM image in blue frame shows a test pattern with the same quasi-kagomé
lattice as for sample QK90, but irradiated with a much higher dose (5⇥ 106
ions/point) for visualization. Figure adapted from appended publication 7.
c  2019 American Chemical Society.
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The second part of the publication treats the electrical trans-
port measurement data of the samples. For both samples, pro-
nounced matching effects in the critical current density and re-
sistivity can be observed over a wide temperature range. This
can be seen in Fig. 2.19(a) at B = 0.23T for sample QK90
and in panel (b) at B = 0.38T for QK70. However, these field
strengths do correspond neither to B6, where each of the He-
FIB induced pinning sites of the quasi-kagomé lattice is occu-
pied by one vortex, nor to B9, where the vortex lattice equals
the full hexagonal lattice, resulting in minimum lattice distor-
tion energy, after additional occupation of the 3 voids in the QK
lattice. Instead, strong matching occurs at B7 in both samples,
which corresponds to one interstitial vortex in each unit cell in
addition to the fully occupied QK pinning array.
This behavior can be understood with the help of molecular
dynamics simulations that consider not only the vortex-vortex
interaction and pinning force, but also an external driving force
and thermal stochastic force [137–140]. The vortex configura-
tions for magnetic fields B6 to B9 at conditions adapted to the
experimental data of QK90 are shown in Fig. 2.19(c). At B6,
not all pinning sites are occupied due to strong repulsion be-
tween the vortices in the very dense array and the total energy
is thus minimized by movement of some vortices into the voids.
These vortices are only weakly pinned, and in turn Ic(B6) is
not increased. For B7, nearly all pinning sites are occupied and
typically one excess vortex is caged in the voids by the repulsive
vortex-vortex force, resulting in the observation of clear match-
ing features at this field value. For B8 and B9, this pinning
strength (and thus Ic) is reduced again due to the caging of sev-
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Figure 2.19: (a) Magnetic field dependence of the normalized critical cur-
rent density (blue squares) at 83K and resistivity (red triangles) at 83.5K
for sample QK90. Green dots represent results of molecular dynamics sim-
ulations. (b) Magnetic field dependence of the normalized critical current
density (blue squares) at 52K and resistivity (red triangles) at 55K for
sample QK70. (c) Simulated vortex distributions in QK90 for different
magnetic field values. Figure from appended publication 7. c  2019 Amer-
ican Chemical Society.
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eral vortices that repel each other. The simulation results are in
good agreement with the experimental Ic(B) results, as shown
by the green dots in panel (a) of Fig. 2.19.
By reducing the temperature, the balance between the pin-
ning force from the artificial defects and vortex caging can be
shifted in favor of the pinning array [141]. Fig. 2.20(a) shows
the normalized critical current density jc versus B of sample
QK90 for different temperatures down to 67K, which is far be-
low Tc. At T < 80K, a second peak at B6 can be observed. For
T < 75K, the normalized critical current density at B6 becomes
larger than at B7, which is shown in panel (b). This crossover
indicates that for low temperatures the pinning at B6 becomes
more efficient than at B7, as expected due to the increased in-
fluence of the artificial pinning centers.
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formed the molecular dynamics simulations, and the group of
J. Pedarnig at the Johannes Kepler University Linz, where the
YBCO films were fabricated. B. Aichner and I developed the
HIM irradiation process. M. Karrer and I irradiated the sam-
ples and F. Limberger assisted in the irradiation. Further, I
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Figure 2.20: (a) Magnetic field dependence of the normalized critical cur-
rent density for sample QK90 at different temperatures. (b) Temperature
dependence of zero-field critical current density (black circles), and normal-
ized critical current densities at B6 (red triangles) and B7 (blue squares).
Figure from appended publication 7. c  2019 American Chemical Society.
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Publication 8:
Angular magnetic-field dependence of vortex
matching in pinning lattices fabricated by fo-
cused or masked helium ion beam irradiation
of superconducting YBa2Cu3O7   thin films
This publication is a follow-up on publication 7, investigating in
detail the dependence of matching effects on the angle at which
the magnetic field is applied.
Two samples with square vortex pinning arrays in YBCO
have been produced by different methods of irradiation with He
ions. For sample SQ200 with a YBCO film thickness of 80 nm,
the irradiation was performed using a helium ion microscope as
described in publication 7. The beam was intentionally defo-
cused to 50 nm before irradiating a square lattice with 200 nm
spacing with a He ion dose of 51 000 ions per lattice point. A
schematic illustration of this irradiation method is shown in
Fig. 2.21(a). In panel (b), the irradiation process for sample
SQ500 with a spacing of 500 nm is shown. This sample has
been irradiated via masked ion beam structuring (MIBS) [91],
using a collinear beam of 75 keV He ions and a Si stencil mask
with holes of 180 nm diameter. The YBCO film thickness of
sample SQ500 is 210 nm. Both samples had Tc ⇡ 90K before
irradiation.
Using the Stopping and Range of Ions in Matter (SRIM)
software package [142], the defect densities in the defect columns
of the pinning arrays can be calculated [143]. According to the
simulations, both irradiation methods produce efficient pinning
62 2. Summary of publications and contributions
Angular magnetic-field dependence of vortex matching in pinning lattices 
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field aB  is supplied by a revolvable electromagnet with 1± D  
angular resolution and =| |aB aB  is measured by a calibrat-
ed Hall probe mounted between the magnet’s pole pieces. 
The Hall probe is connected to a LakeShore 475 gaussmeter, 
allowing for measurements of aB  with a zero offset < 10 T,µ  
and a reading accuracy < 0.1%. The tilt angle α is defined 
as the angle between the surface normal of the YBCO film 
and the direction of aB . The angle-dependent magneto-
resistance measurements are performed in constant Lorentz 
force geometry, i. e., the magnetic field is always perpendic-
ular to the current direction. For all measurements, the cur-
rent I through the sample is generated by a constant-current 
source in both polarities to eliminate thermoelectric signals 
and the voltage V is measured by a Keithley 2182A nano-
voltmeter. The critical current ( )c aI B  is determined from 
isothermal current-voltage (I–V) measurements with a volt-
age criterion of 100 nV, corresponding to 10 µV/cm. Since 
the I–V characteristics of a superconductor are nonlinear the 
resistance curves presented below are defined as ( ) =aR B  
( )/aV B I=  at a fixed I. Note that the absolute value of 
( )aR B  is not important for our analyses. 
3. Results and discussion 
To compare the shapes of the artificial CD lattices, pre-
pared by the two different irradiation methods, simulations 
of the defect distributions with the program package 
SRIM/TRIM [43,44] are performed. It computes the im-
pact of ions on solids using a binary collision approxima-
tion of ion-atom and atom-atom collisions, and delivers the 
full collision cascades. However, ion channeling, thermal 
effects, diffusion, and recrystallization are not considered. 
Details of the crystallographic structure are not consid-
ered in SRIM/TRIM as it uses a Monte Carlo method and 
assumes amorphous targets. For the spatial modulation of 
superconductivity, the Ginzburg–Landau coherence length 
is the relevant length parameter and therefore we have de-
termined the average defect density within calculation cells 
of 2 2 2× ×  nm3 — a length scale of the order of the in-plane 
coherence length of YBCO. Note that the investigated 
point defect densities are below the amorphization limit and 
a comparison to an experimental visualization is hardly pos-
sible. Only by using a larger ion fluence, amorphous chan-
nels can be created and detected in cross-section scanning 
transmission electron microscopy images [45]. 
The pinning potential for vortices is provided by a local 
suppression of cT , which can be calculated from the defect 
density on the grounds of the pair-breaking theory of 
Abrikosov and Gor’kov [46]. Since annealing effects are 
not considered in SRIM/TRIM and various other effects 
may lead to substantial uncertainty, a “calibration” curve 
relating the experimentally observed cT  to the defect densi-
ty from the simulations is established, using previous ex-
perimental cT  values from full-area irradiation of thin 
YBCO films [28]. Details of this procedure are described 
elsewhere [47]. 
The resulting simulated cross-sectional cT  profiles for 
the two samples SQ200 and SQ500 are presented in Fig. 2 
at the same scale for comparison. Note that sample SQ200 
(top panel) was irradiated with a slightly defocused He+ 
ion beam with approximately Gaussian normal distributed 
fluence of FWHM = 50 nm, whereas the fluence was ho-
mogeneous in the irradiated parts of sample SQ500. An-
other important difference is the ion energy of 30 keV for 
sample SQ200 and 75 keV for sample SQ500. 
In thin films with 80zt ≤  nm, 30 keV He
+ ion irradia-
tion creates columns, within which cT  is suppressed, that are 
clearly separated from each other at 200 nm lattice spacing 
(Fig. 2, top panel). The suppression of cT  at the fringes of 
the CDs decays more gradually than for sample SQ500, 
which was irradiated by MIBS (Fig. 2, bottom panel). Still, 
the cylindrical envelope of clusters with suppressed cT  pro-
vides an efficient pinning landscape as will be discussed 
below. 
Fig. 1. Two different methods for patterning a YBCO film by He+ ion irradiation: (a) Irradiation with a slightly defocused beam of a 
helium-ion microscope produces tailored columnar defect patterns by scanning the beam over the sample surface. The dark regions 
indicate the defect-rich, nonsuperconducting nanocylinders. (b) Ion beam direct patterning by irradiating through a stencil mask creates 
a large number of columnar defects in a single step. 
Figure 2.21: Schematic illustration of the irradiation process for (a) sam-
ple SQ200 using the helium ion microscope and (b) sample SQ500 us-
ing masked ion be m structuring. Figure from appended publication 8.
c  2020 Authors.
centers by creating cylindrical columns with suppressed Tc while
leaving the non-irradiated regions intact. This is also confirmed
by the only minor reduction of the critical temperatures  Tc =
2.6K and 4K for SQ200 and SQ500, respe tively.
Matching effects can be identified for both sampl s at the
expected values of the applied magnetic field Ba. Sample SQ200
also appears in the suppleme tal material of publication 7, and
the Ic(B) andR(B) data can thus be found in Fig. 1.6 on page 14
of this thesis.
For strong pinning at the artificial pinning lattice, the ob-
served matching eff ct should dep nd only on the magnetic field
component parallel to the vortex cores [95, 144]. This compo-
nent scales as Bk = Ba cos↵ if the magnetic field is applied at
an angle ↵ as sketched in the inset of Fig. 2.22. As shown by the
m asured R(Bk) curves of sample SQ200 in Fig. 2.22, matching
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certain applied magnetic field aB  the critical current shows a 
peak when the magnetic flux through the sample is penetrat-
ing the sample via single fluxons trapped in each CD, which 
happens exactly at the matching field 1B  of Eq. (1). In this 
situation, the number of weakly-pinned interstitial vortices is 
minimized. An equivalent consideration leads to the expla-
nation of the resistance minima observed at the same nB . 
Typically, our samples patterned by masked or focused He+ 
ion irradiation show clear matching effects in a temperature 
range from 0.7 cT  up to 0.9 cT  [36,39]. For our further 
considerations, it is important that the matching fields can be 
equally well determined from either cI  peaks or resistance 
minima, the latter allowing for much faster measurements. 
An investigation of the angular dependence of the 
magnetoresistance can shed light on the nature and relative 
strength of the pinning of fluxons at the CDs and the pin-
ning of interstitial vortices, respectively. 
For dominant pinning at CDs, the magnetic flux should 
be preferentially trapped within the CDs irrespectively of 
the angle α by which the applied magnetic field aB  is tilt-
ed off the axes of the CDs. Then, the commensurability 
peaks in ( )c aI B  and dips in ( )aR B  should appear if the 
component of aB  that is parallel to the axes of the CDs,  
 = cosaB B α& , (2) 
fulfills the matching condition of Eq. (1). 
Figure 4 shows the magnetoresistance of sample SQ200 
for various tilt angles α at a temperature near the onset of 
dissipation. When the magnetic field aB  is oriented orthogo-
nal to the sample surface and parallel to the axes of the CDs 
( = 0 )α D  a distinct minimum at 1 = 52B  mT and a marginal 
one at 2 = 104B  mT confirms the commensurability effects. 
With increasing tilt angle α the magnetoresistance curves 
exhibit very similar matching resistance minima and change 
their shapes only slightly if data are plotted with the abscissa 
scaled to B&. Even at = 70α D the commensurability effect 
can be detected. 
In sample SQ500 the situation is more complicated due 
to a hysteresis observed in the magnetic field sweeps. It 
originates from an unconventional terraced critical state [51] 
with domains in the sample [52] inside which the pinning 
centers are occupied by the same number n of fluxons and 
neighboring domains by 1n ± . Such a hysteretic behavior 
has been investigated previously [36] and is beyond the 
scope of this work. Still, the considerations leading to 
Eq. (2) should hold. Indeed, Fig. 5 demonstrates that all the 
features observed in the = 0α D orientation of aB  appear at 
the same positions when the magnetic field is tilted and 
scaling to B& is used. This not only applies to the first 
matching fields in upsweep 1( )B
↑
−  and downsweep 1( )B
↓  
conditions, but also to the hysteretic displacement of the 
minima with zero fluxon occupation of the relevant CDs 
0(B
↑  and 0 )B
↓ . Despite of the more complex fluxon ar-
rangements in this sample, all commensurability effects are 
governed by B&, which confirms that only the component 
of the magnetic field is relevant that is parallel to the axes 
of the CDs. 
In Fig. 6 the magnetic field components B& at which the 
resistance dips for single fluxon matching are observed in 
sample SQ200 ( 1B ) and SQ500 ( 1B
↓) are shown as a func-
tion of the tilt angle α. In remarkable agreement with 
Eq. (2) the experimental values are independent of α as 
indicated by the horizontal lines. This confirms that at all 
angles shown in the graph the magnetic flux is penetrated 
along the CDs. In addition, the adherence to Eq. (2) up to 
large tilt angles indicates that pinning at the CDs is much 
stronger than the intrinsic pinning of interstitial vortices in 
the intermediate regions between the CDs. 
Fig. 4. Resistance (I = 400 µA) vs applied field component along 
the normal of the film surface B|| of sample SQ200 for different 
values of α. Since no hysteresis is observed, only the down sweep 
branches of the cycle after zero-field cooling are displayed. For 
α > 0° the curves are shifted by multiples of 0.1 mΩ to enhance 
visibility. The inset shows a sketch of the experimental situation. 
Fig. 5. Resistance (I = 200 µA) vs applied field component along 
the normal of the film surface B|| of sample SQ500 for different 
values of α. Data were taken after zero-field cooling and com-
prise the virgin curves starting from B = 0 and the up and down 
sweeps as representatively indicated by arrows in the bottom 
curve. Data for α > 0° are shifted by multiples of 0.02 Ω. 
Figure 2.22: Resistance of sample SQ200 versus parallel comp ent of
the applied magnetic field as sketched in the inset. For angles ↵ > 0,
curves are shifted vertically for clarity. Figure from appended publication 8.
c  2020 Authors.
effect can be identified at th same values of Bk for ngles up
to 70 . The parallel component of the matching field is inde-
pendent of the tilt angle ↵, indicating that the pinning at the
induced defects of the artificial pinning array is much stronger
than the intrinsic pinning of interstitial vortices. This is also
true for sample SQ500, as can be seen in Fig. 2.23, where the
anglular dependence of Bk for the first matching field B1, as
determined experimentally, is shown for both samples.
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Some deviations from the behavior presented in Fig. 6 
have been reported in denser pinning lattices. Due to lat-
eral straggling of the collision cascades, a significant num-
ber of irradiation defects are created in the spaces between 
the CDs. This is indicated by = 43cT∆  K after MIBS irra-
diation. In this case the scaling according to Eq. (2) gradu-
ally breaks down for > 45α D [37]. In thin YBCO films 
patterned via 110 keV O+ ion irradiation ( 40 K)cT∆   a 
strong modification of the vortex-glass transition and a 
weakening of the vortex correlations along the c axis has 
been observed [34]. 
Finally, in unirradiated YBCO, due to its anisotropy, 
the cylindrical vortices change to an elliptical cross-section 
in oblique magnetic fields 0α ≠ D  and decompose into a 
tilted stack of pancake vortices at tilt angles 54α D2  [53]. 
This is reflected by a broad maximum in the critical cur-
rent extending over a range 60α < D  [11]. The feature 
evolves at temperatures closer to cT  and in moderate mag-
netic fields. In contrast to the observations in those 
unirradiated YBCO films, the matching fields 1B  in our 
samples strictly scale with Eq. (2) up to = 72α D ( = 80 )α D  
for sample SQ200 (SQ500). Naturally, no pinning of 
fluxons by the CDs is expected when the CDs and aB  are 
oriented orthogonally, i.e., near = 90α D . 
4. Conclusions 
Vortex pinning landscapes in YBCO thin films can be 
conveniently fabricated by employing He+ ion irradiation, 
either by a focused beam in a HIM or by shadow-masking 
of a wide-field ion beam. As demonstrated by simulations 
of the defect distributions created in YBCO by the ion im-
pact, the methods are complementary. HIM irradiation is a 
sequential method and allows for maskless operation and 
higher resolution of at least 10 nm [45], but the penetration 
depth is limited to about 80 nm due to the maximum ion 
energy of 30 keV. With MIBS the entire pattern can be 
prepared at the same time and also in thicker films when 
using higher ion energies, but the lateral resolution is cur-
rently limited by a hole diameter of 180 nm  of the avail-
able stencil masks. 
Both methods, despite of their different length scales, 
produce well-defined CDs that provide strong pinning of 
fluxons, which is supported by the observation that at arbi-
trary angles of an applied magnetic field only the compo-
nent parallel to the CDs governs the commensurability 
effects. Both irradiation methods appear suitable for the 
creation of well-defined tailored pinning landscapes in 
cuprate superconductors, which are an important prerequi-
site for proposed concepts of fluxon manipulation leading 
to fast and low-dissipation devices [54–56]. 
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2.3.1 Publication 9:
YBa2Cu3O7 and Nb NanoSQUIDs for
the investigation of Magnetization Re-
versal of Individual Magnetic Nanopar-
ticles
This publication is a review article, in which an overview of the
nanoSQUID activities within the group in Tübingen is given.
This includes publications 1 to 3, 5 and 6 of this thesis as well
as previous work on YBCO nanoSQUIDs [37, 38, 45] and further
activities on Nb nanoSQUIDs [19, 51, 130, 145] which are not
part of this thesis.
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Chapter 3
Outlook and conclusion
Within the first part of this thesis, nanoSQUIDs based
on the high-transition temperature cuprate superconductor
YBa2Cu3O7 have been used successfully for investigations of
the magnetization reversal mechanisms in different magnetic
nanoparticles. A precise and controlled positioning of the par-
ticles close to the SQUID loop is required to achieve sufficiently
strong coupling between the magnetic moment of the particle
and the nanoSQUID. This remains a challenging task, especially
for smaller particles and materials that cannot be deposited by
focused electron-beam-induced deposition or similar methods.
This task can be approached in different ways, like for exam-
ple with the use of carbon nanotubes as vehicles for individ-
ual magnetic nanoparticles [146, 147]. While precise handling
and positioning of carbon nanotubes is possible with standard
67
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nanopositioning systems, the controlled encapsulation of single
nanoparticles inside the carbon nanotubes is still demanding.
Another approach would be the deposition of particles from a
colloidal solution into topographical trap structures on the sur-
face by capillary forces [148]. Ultimately, the usage of a cryo-
genic atomic force microscope with a magnetic nanoparticle at-
tached to the tip could enable in-situ reference measurements
by retracting the particle from the SQUID.
In the second part of this thesis, very encouraging results of
different studies for further improvements of the nanoSQUIDs
themselves have been presented. The integration of these opti-
mizations into the design of future nanoSQUIDs is still pending
but should be pursued, because the results of measurements
performed with such improved nanoSQUIDs can provide even
deeper insights into the properties of magnetic nanoparticles
and the appealing field of nanomagnetism.
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EELS electron energy loss spectroscopy
FEBID focused electron-beam-induced deposition
FFT fast Fourier transform
FIB focused ion beam
FLL flux-locked loop
GB grain boundary
GFIS gas field ion source
HIM helium ion microscope
He-FIB focused helium ion beam
IVC current-voltage characteristic
JJ Josephson junction
LSAT lanthanum aluminate - strontium aluminium
tantalate, (LaAlO3)0.3(Sr2AlTaO6)0.7
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MgO magnesium oxide, MgO
MIBS masked ion beam structuring
MNP magnetic nanoparticle
NW nanowire
PLD pulsed laser deposition
QSD quasi-single domain
QK quasi-kagomé
RCSJ resistively and capacitively shunted junction
rms root mean square
SEM scanning electron microscopy
SQUID superconducting quantum interference device
STEM scanning transmission electron microscopy
STO strontium titanate, SrTiO3
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We fabricate YBa2Cu3O7 (YBCO) direct-current nano- superconducting quantum-interference devices
(nano-SQUIDs) based on grain-boundary Josephson junctions by focused-ion-beam patterning.
Characterization of electric transport and noise properties at 4.2 K in a magnetically shielded environment
yields a very small inductance L of a few pH for an optimized device geometry. This, in turn, results in very
low values of flux noise< 50 nΦ0=Hz1=2 in the thermal white-noise limit, which yields spin sensitivities of
a few μB=Hz1=2 (Φ0 is the magnetic flux quantum, and μB is the Bohr magneton). We observe frequency-
dependent excess noise up to 7 MHz, which can be eliminated only partially by bias reversal readout.
This behavior indicates the presence of fluctuators of unknown origin, possibly related to defect-induced
spins in the SrTiO3 substrate. We demonstrate the potential of using YBCO nano-SQUIDs for the
investigation of small spin systems, by placing a 39-nm-diameter Fe nanowire encapsulated in a carbon
nanotube on top of a nonoptimized YBCO nano-SQUID and by measuring the magnetization reversal of
the Fe nanowire via the change of magnetic flux coupled to the nano-SQUID. The measured flux signals
upon magnetization reversal of the Fe nanowire are in very good agreement with estimated values, and the
determined switching fields indicate magnetization reversal of the nanowire via curling mode.
DOI: 10.1103/PhysRevApplied.3.044011
I. INTRODUCTION
Small spin systems or magnetic nanoparticles (MNPs),
like single-molecular magnets, nanowires, or nanotubes
behave very differently from magnetic bulk material, which
makes them very interesting, both for basic research and
applications ranging from spintronics and spin-based
quantum-information processing to industrial use of ferro-
fluidic devices and biomedical applications [1–7]. Because
of their nanoscale size, MNPs have very small magnetic
moments, which does not allow one to use standard
magnetic characterization techniques for the investigation
of their properties. In one approach, which has been
pioneered by Wernsdorfer [8], MNPs are placed very close
to miniaturized superconducting quantum-interference
devices (SQUIDs), often referred to as micro-SQUIDs or
nano-SQUIDs [9–25], and the magnetization reversal of
MNPs is measured directly via the change of stray
magnetic flux coupled to the micro-SQUIDs or nano-
SQUIDs. Major challenges for this application are the
development of SQUIDs (i) with ultralow flux noise, which
can be achieved via the reduction of the inductance L of the
SQUID loop and (ii) which can be operated in very large
magnetic fields (up to the tesla range), without significant
degradation of their noise performance.
The most common approach for the realization of direct-
current (dc) nano-SQUIDs uses two constriction-type
Josephson junctions (CJJs) intersecting the SQUID loop
[11,12,14,16,23,26,27]. In this case, optimum coupling
between a MNP and the nano-SQUID is achieved by
placing the particle directly on top of one of the CJJs.
The use of CJJs offers the possibility to operate the
SQUIDs in strong magnetic fields. However, if conven-
tional metallic superconductors such as Pb or Nb are used,
high-field operation is limited by the upper critical field of
typically 1 T for thin films [28]. Still, it has been
demonstrated that by using ultrathin films, this limitation
can be overcome [29]. However, with ultrathin films the
SQUID inductance L is dominated by a large kinetic
inductance contribution, which yields large flux noise.
To date, the most successful approach is the SQUID on
tip (SOT) [26]. With the so far smallest Pb SOTwith 46-nm
effective loop diameter and 15-nm film thickness, ultralow
flux noise down to 50 nΦ0=Hz1=2 at 4.2 K has been
demonstrated [28] (Φ0 is the magnetic flux quantum).
The inductance for a slightly larger device (56-nm effective
diameter) was estimated as L ¼ 5.8 pH. The SOT tech-
nology is extremely powerful for high-resolution scanning
SQUID microscopy and provides a spin sensitivity below
1 μB=Hz1=2 for certain intervals of applied magnetic field
up to about 1 T (μB is the Bohr magneton) estimated for a
pointlike MNP with 10 nm distance to the SOT. However,
maintaining the optimum flux bias point in a variable
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magnetic field is not possible; i.e., the flux noise and spin
sensitivity strongly depend on the applied field, which
makes such devices less interesting for the investigation of
the magnetization reversal of MNPs.
An alternative approach is the use ofYBa2Cu3O7 (YBCO)
dc nano-SQUIDs with grain-boundary Josephson junctions
(GBJJs) for operation at temperature T ¼ 4.2 K and below
[30]. Magnetization reversal of a MNP can be detected by
applying an in-plane magnetic field perpendicular to the
grain boundary, i.e., without significant suppression of the
GBJJ critical currents. The huge upper critical field ofYBCO
in the range of tens of teslas offers the possibility for
operation in strong fields up to the tesla range, without
using ultrathin films [31]. Hence, very low inductance
devices with potentially ultralow flux noise can be realized.
Very recently, we performed an optimization study for
the design of YBCO nano-SQUIDs [32]. This work is
based on the calculation of the coupling factor ϕμ, i.e., the
amount of magnetic flux coupled to the SQUID per
magnetic moment of a pointlike MNP placed on top of
a narrow constriction inserted into the SQUID loop. This
additional constriction allows for the optimization of ϕμ
(via constriction geometry) without affecting the junctions.
In addition, we performed numerical simulations to calcu-
late the SQUID inductance and root-mean-square (rms)
spectral density of flux noise S1=2Φ;w in the thermal white-
noise limit. This approach enabled us to predict the spin
sensitivity in the thermal white-noise limit S1=2μ;w ¼ S1=2Φ;w=ϕμ
for our devices as a function of all relevant device
parameters. This optimization study predicts optimum
performance for a YBCO film thickness d ≈ 120 nm,
which allows us to realize nano-SQUIDs with very small
L of a few pH. For optimized devices, we predict S1=2Φ;w of
several tens of nΦ0=Hz1=2 and ϕμ ∼ 10–20 nΦ0=μB (for a
MNP placed 10 nm above the YBCO film on top of the
constriction) yielding a spin sensitivity S1=2μ;w of a
few μB=Hz1=2.
Here, we report on the realization of optimized YBCO
nano-SQUIDs based on GBJJs and on the experimental
determination of their electric transport and noise proper-
ties in a magnetically shielded environment at T ¼ 4.2 K.
To demonstrate the suitability of our YBCO nano-SQUIDs
for the detection of small spin systems, we present the
measurement of the magnetization reversal (up to approx-
imately 200 mT at T ¼ 4.2 K) of an Fe nanowire with




The fabrication of the devices is carried out according to
Refs. [30,31]. A c-axis-oriented YBCO thin film of thick-
ness d is grown epitaxially by pulsed laser deposition
on a SrTiO3 (STO) [001] bicrystal substrate with a 24°
grain-boundary misorientation angle. An in situ evaporated
Au layer of thickness dAu serves as shunt resistance to
provide nonhysteretic current-voltage characteristics
(IVCs). SQUIDs with smallest line widths down to
50 nm are patterned by focused-ion-beam (FIB) milling
with 30-keV Ga ions. The Au layer also minimizes Ga
implantation into the YBCO film during FIB milling.
For characterization of the device properties, electric
transport and noise measurements are performed in an
electrically and magnetically shielded environment at
T ¼ 4.2 K, i.e., with the samples immersed into liquid
He. By applying a modulation current Imod across the
constriction, the magnetic flux coupled to the SQUID can
be modulated. This scheme allows flux biasing at the
optimum working point and operation in a flux-locked loop
(FLL) mode [33]. In FLL mode, a deviation from the
voltage at the optimum working point (due to any flux
signal), is amplified and then fed back via a feedback
resistor as a feedback current through the constriction. The
feedback current produces a feedback flux canceling the
applied flux signal; i.e., the SQUID is always operated at its
optimum working point, and the voltage across the feed-
back resistor (proportional to the flux signal) serves as the
output signal. The readout in FLL mode is limited by the
bandwidth of the feedback circuit. If the signals applied to
the SQUID are small enough, one can also operate the
SQUID in open-loop mode; i.e., the voltage across the
SQUID is amplified without feedback, and the amplified
voltage serves as the output signal. In this case, the readout
is limited by the bandwidth of the voltage amplifier, which
is typically larger than the FLL bandwidth. To determine
the spectral density of flux noise SΦ vs frequency f of the
devices, we use a Magnicon SEL-1 SQUID electronics [34]
in direct readout mode [35], which is either operated in
open-loop mode (maximum bandwidth of approximately
7 MHz) or in FLL mode (maximum bandwidth of approx-
imately 500–800 kHz). The SEL electronics allows for
SQUID operation either with constant bias current (dc bias)






FIG. 1. SEM image of YBCO nano-SQUID-1. Vertical dashed
line indicates position of the grain boundary intersecting the two
SQUID arms. Horizontal arrows indicate paths for modulation
current Imod across the constriction and bias current I across the
grain-boundary Josephson junctions.
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reversal (BR) frequency fBR ¼ 260 kHz], to reduce 1=f
noise caused by fluctuations of the critical currents I0;1 and
I0;2 of the Josephson junctions 1 and 2, respectively [33].
Below we present the data of our best device, SQUID-1,
with a d ¼ 120-nm-thick YBCO film. Figure 1 shows a
scanning electron microscope (SEM) image of SQUID-1.
The loop size 350 × 190 nm2 is given by the length lJ of
the bridges straddling the grain boundary and by the length
lc of the constriction. SQUID-1 has junction widths wJ1 ¼
210 nm and wJ2 ¼ 160 nm and a constriction width
wc ¼ 85 nm. The parameters for SQUID-1 are summarized
in Table I. For comparison, we also include parameters for a
similar device, SQUID-2, which has the same YBCO film
thickness, however, slightly larger inductance L ¼ 6.3 pH,
and about a factor of 2.5 smaller characteristic voltage
Vc ≡ IcRN . Ic is the maximum critical current, and RN is
the asymptotic normal-state resistance of the SQUID.
Details on electric transport and noise characteristics of
SQUID-2 are presented in Sec. I of the Supplemental
Material [36]. Those also include noise data taken from 6 to
65 K in a different setup with a temperature stability of
approximately 1 mK [37]. Table I also includes parameters
for SQUID-3, which is used for measurements on an Fe
nanowire in a high-field setup, as discussed further below.
III. SQUID-1: ELECTRIC
TRANSPORT AND NOISE
A. SQUID-1: Dc characteristics
Figure 2 shows the dc characteristics of SQUID-1.
Figure 2(a) shows IVCs for Imod ¼ 0 and two values of
Imod corresponding to the maximum and minimum critical
current. The IVCs are slightly hysteretic with maximum
critical current Ic ¼ 960 μA and RN ¼ 2.0 Ω, which yields
Vc ¼ 1.92 mV. The inset of Fig. 2(a) shows the modula-
tion of the critical current IcðImodÞ. From the modulation
period, we find for the magnetic flux Φ coupled to the
SQUID by Imod the mutual inductance M ¼ Φ=Imod ¼
0.44Φ0=mA ¼ 0.91 pH. We perform numerical simula-
tions based on the resistively and capacitively shunted
junction model to solve the coupled Langevin equa-
tions which include thermal fluctuations of the junction
resistances [38]. From simulations of the IcðImodÞ charac-
teristics [cf. inset of Fig. 2(a)], we obtain for the screening
parameter βL¼2I0L=Φ0¼1.8 [with I0 ¼ ðI0;1 þ I0;2Þ=2],
which yields a SQUID inductance L ¼ 3.9 pH. We do
find good agreement between the measured and simu-
lated IcðImodÞ characteristics if we include an inductance
asymmetry αL ≡ ðL2 − L1Þ=ðL2 þ L1Þ ¼ 0.20 (L1 and L2
TABLE I. Parameters of optimized SQUID-1 and -2 and of SQUID-3 used for measurements on Fe nanowire. Values for Vϕ
correspond to working points of noise measurements. Values in brackets for S1=2Φ;w and S
1=2
μ;w of SQUID-1 are based on the fitted noise





























SQUID-1 120 190 350 85 210 160 1.8 3.9 960 2.0 1.92 4.4 <50 (45) 13 <3.7 (3.4)
SQUID-2 120 230 370 100 180 230 0.94 6.3 311 2.5 0.78 1.7 <83 12 <6.7
SQUID-3 75 190 340 100 270 340 0.95 28 69 2.3 0.16 0.65 <1450 15 <98
FIG. 2. SQUID-1 dc transport characteristics. (a) Measured
IVCs for three different values of Imod, including flux bias (Imod)
values which yield maximum and minimum critical current. Inset:
Measured IcðImodÞ for positive and negative current bias (solid
lines) and numerical simulations (dots). (b) Measured VðImodÞ for
bias currents jIj ¼ 0.64–1.12 mA (in 40-μA steps). Points 1 and 2
are bias points with VΦ ¼ 12 and 4.5 mV=Φ0, respectively.
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are the inductances of the two SQUID arms) and a critical
current asymmetry αI ≡ ðI0;2 − I0;1Þ=ðI0;2 þ I0;1Þ ¼ 0.27.
These asymmetries are caused by asymmetric biasing of the
SQUID and by asymmetries of the device itself.
VðImodÞ is plotted in Fig. 2(b) for different bias currents.
The transfer function, i.e., the maximum value of ∂V=∂Φ,
in the nonhysteretic regime is VΦ ≈ 12 mV=Φ0 [at
I ¼ 0.92 mA; cf. point 1 in Fig. 2(b)].
B. SQUID-1: Noise data
1. Open-loop mode
Figure 3(a) shows the rms spectral density of flux
noise S1=2Φ ðfÞ of SQUID-1 measured in open-loop
mode to reach the highest possible bandwidth of the
readout electronics. Because of the limitation in the
maximum bias current of the readout electronics, noise
spectra are taken at I ¼ 0.72 mA with a transfer function
VΦ ¼ 4.5 mV=Φ0 [cf. point 2 in Fig. 2(b)]. Up to the cutoff
frequency f3 dB ¼ 7 MHz, there is no white flux noise
observable. Instead, the flux noise scales roughly as
SΦ ∝ 1=f, with S
1=2
Φ ≈ 10 μΦ0=Hz1=2 at f ¼ 100 Hz and
1 μΦ0=Hz1=2 at 10 kHz. This level of low-frequency excess
noise is quite typical for YBCO GBJJ SQUIDs (also at
T ¼ 77 K) and has been ascribed to critical current
fluctuations in the GBJJs [39]. However, due to the
limitation by thermal white noise, typically between 1
and 10 μΦ0=Hz1=2 for low-noise YBCO SQUIDs, this
f-dependent excess noise has not been observed so far
up to the megahertz range. We note that for YBCO nano-
SQUIDs implementing CJJs [27], a frequency-dependent
(1=f)-like excess noise at T ¼ 8 K of almost the same level
as that for SQUID-1 was reported very recently and
was also attributed to critical current fluctuations. For
frequencies above 10 kHz, the flux noise of the YBCO
nano-SQUID in Ref. [27] was limited by amplifier back-
ground noise.
For a more detailed analysis of the measured flux
noise SΦðfÞ, we apply an algorithm [40] to decompose
the noise spectra into a sum of Lorentzians FiðfÞ ¼
F0;i=½1þ ðf=fc;iÞ2& plus a white-noise contribution Fw.
The noise spectrum measured for SQUID-1 in open loop
can be very well fitted by FopðfÞ ¼ Fw;op þ Fs;op þP
16
i¼1 Fop;iðfÞ, i.e., the superposition of a white-noise con-
tribution with F1=2w;op ¼ 45 nΦ0=Hz1=2 plus a 1=f2 spectrum
Fs;op (i.e., one or more Lorentzians with characteristic
frequencies fc well below 1 Hz) with F
1=2
s;opð1 HzÞ ¼
84 μΦ0=Hz1=2 plus 16 Lorentzians, with fc;i ranging from
2.6 Hz to 2.6 MHz. For more details, see Sec. III of the
SupplementalMaterial [36].Hence, the decomposition of the
spectrum into Lorentzians yields an estimate of thewhite rms
flux noise S1=2Φ;w ≈ 45 nΦ0=Hz1=2 for SQUID-1. We note that
this value for S1=2Φ;w is only a factor of 1.8 above the value,
which we obtain from numerical simulations of the coupled
Langevin equations [38] at T ¼ 4.2 K for the parameters of
SQUID-1.
Taking the measured flux noise at 7 MHz as an upper
limit for S1=2Φ;w, we still obtain a very low white rms flux
noise, i.e., S1=2Φ;w < 50 nΦ0=Hz
1=2. This more conservative
estimate for the white rms flux noise level is an improve-
ment by more than an order of magnitude compared to our
nonoptimized devices operated at 4.2 K and compared to
the lowest value reported so far for a YBCO SQUID (at
8 K) very recently [27]. Furthermore, this value is the same
as the lowest value reported for a Pb SOT operated at 4.2 K
[28] and among the lowest flux noise levels ever achieved
for a SQUID [9,41,42].
For the geometry of SQUID-1, we calculate [32] a
coupling factor ϕμ ¼ 13.4 nΦ0=μB (10 nm above the
YBCO film). With S1=2Φ;w < 50 nΦ0=Hz
1=2, we can deter-
mine an upper limit for the spin sensitivity (white-noise
limit) of S1=2μ;w < 3.7 μB=Hz1=2. If we take the fitted white
FIG. 3. Rms flux noise of SQUID-1. (a) Measured in open-loop
mode at bias point 2 (I ¼ 0.72 mA) in Fig. 2(b). Dashed line is a
fit to the measured spectrum with white noise as indicated by the
horizontal line. (b) Measured in FLL mode with dc bias and bias
reversal (jIj ¼ 0.43 mA, VΦ ¼ 4.4 mV=Φ0). Vertical arrow in-
dicates bias reversal frequency fBR. Dashed and dotted lines are
fits to the spectra; horizontal lines indicate fitted white noise.
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flux noise of 45 nΦ0=Hz1=2, we obtain S
1=2
μ;w¼3.4μB=Hz1=2.
Hence, the achieved performance matches very well the
predictions of our recent optimization study [32].
2. FLL mode: Dc bias vs bias reversal
Although the achieved low level of white flux noise for
SQUID-1 is encouraging, one certainly will like to extend
such a low-noise performance down to much lower
frequencies. Therefore, we also perform noise measure-
ments in FLL mode (with approximately 700-kHz band-
width) and compare measurements with dc bias and bias
reversal (with fBR ¼ 260 kHz). We note that the measure-
ments in FLL mode are performed within a different
cooling cycle, after SQUID-1 already shows a slight
degradation in Ic [43]. Still, we are able to find a working
point (at jIj ¼ 0.43 mA) which yields almost the same
transfer function, 4.4 mV=Φ0, as for the measurement
before degradation in open-loop mode.
Figure 3(b) shows rms flux noise spectra taken with dc
bias and bias reversal. Comparing first the FLL dc bias
measurement with the open-loop data, we note that the
noise levels at fBR coincide. For f < fBR, the noise levels
of the open-loop and FLL dc bias data are similar; however,
the shape of the spectra differ, which we attribute to the
above-mentioned degradation and variations between dif-
ferent cooling cycles. The dashed line in Fig. 3(b) is a fit to




i¼1 Fdc;iðfÞ, i.e., the superposition of 15
Lorentzians, with fc;i ranging from 0.8 Hz to 6.8 MHz,
plus a white-noise contribution F1=2w;dc ¼ 41 nΦ0=Hz1=2,
which we fix to a value similar to the white-noise level
determined for the open-loop measurement. For more
details, see Sec. III of the Supplemental Material [36].
Applying bias reversal, one expects a suppression of the
contributions due to in-phase and out-of-phase critical
current fluctuations of the GBJJs [39]. If the f-dependent
excess noise below fBR arises solely from I0 fluctuations,
one expects in bias reversal mode a frequency-independent
noise for frequencies below the peak at fBR, at a level
which is given by the noise measured at fBR in dc bias
mode. This behavior can be observed for frequencies down
to a few kilohertz, with an f-independent noise F1=2w;BR ¼
231 nΦ0=Hz1=2. For lower frequencies, however, we still
find a strong f-dependent excess noise in bias reversal mode,
which, hence cannot be attributed to I0 fluctuations.
The spectral density of flux noise measured in bias
reversal mode can be well approximated [cf. dotted line in




with F1=2s;BRð1 HzÞ ¼ 128 μΦ0=Hz1=2 and fc;i of the six
Lorentzians ranging from 21 Hz to 5 kHz. For more details,
see Sec. III of the Supplemental Material [36].
Obviously, below a few kilohertz, the low-frequency
excess noise is dominated by slow fluctuators, which
cannot be attributed to I0 fluctuations. For different
working points (I and Imod) and also for other devices,
the observation of low-f excess noise in bias reversal mode
is reproducible [cf. flux noise data of SQUID-2 (from T ¼
6 K up to 65 K) and of SQUID-3 (at T ¼ 4.2 K) in Secs. I
and II, respectively, of the Supplemental Material [36]].
Considering the narrow linewidths of the SQUID struc-
tures, we estimate a threshold field for trapping of
Abrikosov vortices [44] to be well above 1 mT. Since
the measurements are performed in a magnetically shielded
environment well below 100 nT, the presence of Abrikosov
vortices as the source of the observed low-f fluctuators is
very unlikely.
Low-frequency excess noise, which neither arises from
I0 nor from vortex fluctuations, has been reported during
the last decades for SQUIDs based on conventional super-
conductors like Nb, Pb, PbIn, and Al, in particular, at
temperatures well below 1 K [45]. This issue has recently
been revived due to the increasing interest in the develop-
ment of flux qubits and SQUIDs for ultra-low-temperature
applications [46]. Various models have been suggested to
describe the origin of such low-f excess noise, e.g., based
on the coupling of magnetic moments associated with
trapped electrons [47] or surface states [48,49], although
the microscopic nature of defects as sources of excess “spin
noise” still remains unclear.
For YBCO SQUIDs, excess low-f spin noise has not
been addressed so far. However, it seems quite likely that
defects are also a source of magnetic fluctuators in SQUIDs
based on cuprates or any other oxide superconductors.
Such defects can be present either in the thin-film SQUID
structures themselves or in the substrates onto which the
thin films are grown or at the interface between the thin film
and the substrate.
The emergence and modification of magnetism at
interfaces and surfaces of oxides, which are diamagnetic
in the bulk, is currently an intensive field of research
[50–52]. For STO, oxygen-vacancy-induced magnetism
has been predicted [53], and experimental studies suggest
ferromagnetic ordering up to room temperature [54], e.g.,
for defects induced by ion irradiation of single crystalline
STO [55]. Furthermore, defect-induced magnetism in oxide
grain boundaries and related defects have been suggested to
be the intrinsic origin of ferromagnetism in oxides [56].
Obviously, further investigations on the impact and
nature of such defects in our devices are needed and
will be the subject of further studies. Such studies will
include detailed noise measurements (dc vs bias reversal,
variable flux bias, temperature, and magnetic field)
to characterize and understand the f-dependent noise
sources and, hopefully, eliminate them. Furthermore, read-
out with bias reversal at higher frequency up to the
megahertz range in FLL mode has to be implemented in
order to maintain the achieved ultralow white flux noise
level down to lower frequencies. And finally, for applica-
tions of our nano-SQUIDs, it will be important to avoid
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degradation in time, which shall be achieved by adding a
suitable passivation layer, however, without introducing
f-dependent excess noise.
IV. SQUID-3: MAGNETIZATION REVERSAL
OF FE NANOWIRE
As a proof of principle, we demonstrate nano-SQUID
measurements on the magnetization reversal of an Fe
nanowire which is encapsulated in a carbon nanotube
(CNT) [57]. Such iron-filled CNTs (Fe CNTs) are of
fundamental interest with respect to studies on nanomag-
netism. Furthermore, they are attractive for various appli-
cations, e.g., as tips in magnetic-force microscopy [58,59].
The Fe nanowire, which contains mainly single crystalline
(ferromagnetic) α-Fe, has a diameter dFe ¼ 39 nm and
length lFe ¼ 13.8 μm. The CNT has a diameter of approx-
imately 130 nm. We note that this section is not directly
related to the previous section in a sense to demonstrate the
ultimate sensitivity of our devices on a magnetic nano-
particle with the smallest yet still detectable signals and
operation in the strongest possible magnetic fields. Rather,
we want to show an example of the feasibility of using our
YBCO nano-SQUIDs for practical applications. As shown
within this section, we can demonstrate signal-to-noise
ratios which are clearly superior to micro-Hall measure-
ments on similar nanowires.
The Fe CNT is positioned by a Kleindiek three-axis
manipulator inside a FIB SEM combination onto SQUID-
3, such that the distance between the left end of the Fe
nanowire and the SQUID loop is approximately 300 nm
(cf. Fig. 4). We note that for optimum coupling of the stray
field of the Fe nanowire into the SQUID, it is preferable to
place the end of the Fe nanowire close to the edge of the
SQUID loop opposite the constriction. At this location,
the coupling factor is slightly smaller than directly on top of
the constriction; however, it does not fall off very rapidly
upon moving farther away from the loop, as it is the case
near the constriction [31]. The Fe nanowire axis (its easy
axis) is aligned as close as possible with the substrate
plane (x-y plane), with an inclination angle θ ≈ 4° and
perpendicular to the grain boundary, which is oriented
along the y axis. The inclination of the Fe wire axis with
respect to the x axis is <1°. The vertical distance (along the
z axis) between the nanowire axis (at its left end) and the
surface of the YBCO film is approximately 300 nm.
The measurements on the Fe nanowire are performed
with the nonoptimized SQUID-3. This device has a
significantly larger inductance (due to its smaller film
thickness) and much smaller characteristic voltage, result-
ing in a much smaller transfer function VΦ ¼ 0.65 mV=Φ0,
as compared to SQUID-1 and -2. Magnetization-reversal
measurements on the Fe CNTare performed with SQUID-3
operated in FLL dc bias mode up to f ¼ 190 kHz. At this
frequency, the noise is limited by the readout electronics,
which yields for SQUID-3 an upper limit of the white rms
flux noise S1=2Φ;w ≤ 1.45 μΦ0=Hz1=2. Below approximately
40 kHz, SQUID-3 shows f-dependent excess noise
with S1=2Φ ≈ 8 μΦ0=Hz1=2 at f ¼ 100 Hz and S1=2Φ ≈
20 μΦ0=Hz1=2 at f ¼ 10 Hz, with an approximately
1=f2 increase of SΦ below 10 Hz. Some experimentally
determined parameters of SQUID-3 are listed in Table I.
Details on low-field electric transport and noise character-
istics of SQUID-3 are presented in Sec. II of the
Supplemental Material [36].
For magnetization-reversal measurements of the Fe nano-
wire on top of SQUID-3, the sample is mounted in a high-
field setup, which allows us to apply magnetic fields up to
μ0H ¼ 7 T [31]. To minimize coupling of the external
magnetic field H into the SQUID, the SQUID loop (in
the x-y plane) is aligned parallel to the field. To minimize
coupling of the external field into the GBJJs, the grain
boundary (along the y axis) is aligned perpendicular to the
applied field. The alignment of the SQUID with respect to
the applied field direction is performed by an Attocube
system including two goniometers with perpendicular tilt
axes and one rotator. In this configuration, the external field
H is applied along the x axis (cf. Fig. 4), and the angle
between H and the Fe nanowire axis is given by θ.
Figure 5 shows the flux signal ΦðHÞ detected by
SQUID-3, while sweeping H, at a rate μ0∂H=∂t≈
1 mT=s. At the fields ' μ0Hn ¼ ' 101 mT, abrupt changes
by ΔΦ ≈ 150 mΦ0 clearly indicate magnetization reversal
of the Fe nanowire. The shape of the ΦðHÞ curve indicates
magnetization reversal of a single-domain particle. The
slope of the curve in the interval −Hn ≤ H ≤ Hn depends
strongly on the alignment of the SQUID with respect to the
applied field. Hence, this slope can be attributed, at least
partially, to the coupling of the external field to the SQUID
loop. The hysteresis in the signals for jHj≳ 100 mT is
typically observed also for our SQUIDs measured in the
high-field setup without MNPs coupled to them. Hence,
this hysteresis is attributed to a spurious magnetization
signal from our setup or from the above-mentioned
magnetic defects close to the nano-SQUID, rather than
being generated by the nanowire.
In order to convert from magnetic flux detected by the








FIG. 4. SEM image of SQUID-3 with an Fe-wire-filled carbon
nanotube positioned close to the SQUID loop.
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approach described in Ref. [60]. We numerically calculate
the coupling factor ϕμðeˆμ; ~rpÞ for a pointlike MNP with
orientation eˆμ of its magnetic moment at position ~rp in the
3D space above the SQUID [32]. These simulations take
explicitly into account the geometry of SQUID-3 and are
based on London theory [61]. We then assume that the Fe
nanowire is in its fully saturated state, with saturation
magnetization Ms, with all moments oriented along the
wire axis. The corresponding saturation flux coupled to the
SQUID is denoted as Φs. The ratio Φs=Ms is obtained by
integration of the coupling factor ϕμ over the volume VFe of
the Fe wire, at its given position, determined from SEM
images. This integration yields
ϕM ≡ ΦsMs ¼
Z
VFe
ϕμð~rpÞdV ¼ 47.6 nΦ0Am−1 : ð1Þ
From this result, we calculate Φs ¼ MsϕM ¼ 81.4 mΦ0,
with Ms ¼ 1710 kA=m taken from the literature [62]. The
comparison with the measured flux signals ' 82.5 mΦ0 at
H ¼ 0 shows very good agreement. The left axis in Fig. 5
shows the magnetization axis scaled as M ¼ Φ=ϕM with
the horizontal dotted lines indicating the literature’s value
Ms ¼ ' 1710 kA=m. Hence, the measured flux signals are
also in quantitative agreement with the assumption that
the Fe nanowire switches to a fully saturated single-
domain state.
In Ref. [58], it was shown for a similar Fe CNT that the
nucleation field Hn changes with θ in a way which is
typical for nucleation of magnetization reversal via the
curling mode [63] in ferromagnetic nanowires as opposed
to uniform rotation of the magnetic moments in small
enough MNPs as described by the Stoner-Wolfarth model
[64]. For switching via curling mode, one obtains for θ ¼ 0
the simple relationHn ¼ Msa=2, with a negligible increase
well below 1%with θ¼ 4° [65]. Here, a¼ 1.08ð2λex=dFeÞ2,





exchange constant A [62]. For dFe ¼ 39 nm and with
λex ¼ 5.8 nm [62], we obtain a ¼ 0.0955, and with
Ms ¼ 1710 kA=m, we obtain an estimate of the nucleation
field Hn ¼ 103 mT, which is in very good agreement with
the experimentally observed value.
Finally, we note that the SQUID measurement yields a
noise amplitude of approximately 1 mΦ0, which is 2 orders
of magnitude smaller than the detected signal upon
magnetization reversal. For comparison, measurements
on a similar Fe nanowire by micro-Hall magnetometry
yield a noise amplitude which was about 1 order of
magnitude below the switching signal [58]. Hence, the
use of our nano-SQUID improves the signal-to-noise ratio
by about 1 order of magnitude.
V. CONCLUSIONS
In conclusion, we fabricate and investigate optimized
YBCO nano-SQUIDs based on grain-boundary Josephson
junctions. For our best device, an upper limit for the
white flux noise level S1=2Φ < 50 nΦ0=Hz
1=2 in magneti-
cally shielded environment can be determined, which
corresponds to a spin sensitivity S1=2μ ≡ S1=2Φ =ϕμ ¼
3.7 μB=Hz1=2 for a magnetic nanoparticle located 10 nm
above the constriction in the SQUID loop. Here, the
coupling factor ϕμ is determined by numerical simulations
based on London theory, which takes the device geometry
into account. An obvious drawback of YBCO grain-
boundary junction nano-SQUIDs is the frequency-
dependent excess noise, which extends up to the megahertz
range for optimized devices with ultralow flux noise in the
white-noise limit. To eliminate 1=f noise, a bias reversal
scheme is applied, which reduces only the frequency-
dependent excess noise partially. Hence, in addition to
critical current fluctuations, spin noise which is possibly
due to fluctuations of defect-induced magnetic moments in
the SrTiO3 substrate is a major issue, which has to be
studied in more detail for further improvement of the nano-
SQUID performance at low frequencies. Nevertheless, we
demonstrate the suitability of the YBCO nano-SQUIDs as
detectors for magnetic nanoparticles in moderate magnetic
fields by measuring the magnetization reversal of an iron
nanowire that is placed close to the SQUID loop. Switching
of the magnetization is detected at μ0H ≈ ' 100 mT, which
is in very good agreement with nucleation of magnetization
reversal via curling mode.
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I. CHARACTERIZATION OF SQUID-2
SQUID-2 was characterized in an electrically and mag-
netically shielded setup, with the sample mounted in
vacuum (or in He gas) on a temperature-controlled
cryostage. This enabled us to characterize electric trans-
port and noise properties at variable temperature T , with
a T stability of ⇠ 1mK [1].
Figure 1 shows data of electric transport properties
and flux noise of SQUID-2, measured at T = 5.3K. Fig-
ure 1(a) shows current-voltage-characteristics (IVCs) for
modulation current Imod = 0 and two values of Imod,
corresponding to maximum and minimum critical cur-
rent. The IVCs are slightly hysteretic with maximum
critical current Ic = 311µA and normal state resis-
tance RN = 2.5⌦, which yields a characteristic voltage
Vc ⌘ IcRN = 0.78mV. The inset of Fig. 1(a) shows
the modulation of the critical current Ic(Imod). From
the modulation period, we find for the magnetic flux
  coupled to the SQUID by Imod the mutual induc-
tance M =  /Imod = 0.8 0/mA = 1.66 pH. From re-
sistively and capacitively shunted junction (RCSJ) sim-
ulations [2] of the Ic(Imod) characteristics [cf. inset of
Fig. 1(a)] we obtain for the screening parameter  L =
2I0L/ 0 = 0.94 (with I0 = Ic/2), which yields a SQUID
inductance L = 6.3 pH. We do find good agreement
between the measured and simulated Ic(Imod) charac-
teristics if we include an inductance asymmetry ↵L ⌘
(L2   L1)/(L2 + L1) = 0.83 (L1 and L2 are the induc-
tances of the two SQUID arms) and a critical current
asymmetry ↵I ⌘ (I0,2   I0,1)/(I0,2 + I0,1) = 0.30; I0,1
and I0,2 are the critical currents of the Josephson junc-
tions 1 and 2, respectively, intersecting the SQUID loop.
These asymmetries are caused by asymmetric biasing of
the SQUID and by asymmetries of the device itself.
V (Imod) is plotted in Fig. 1(b) for di↵erent bias cur-
rents. The transfer function, i.e. the maximum value of
@V/@ , in the non-hysteretic regime is V  ⇡ 1.7mV/ 0.
Fig. 1(c) shows the rms spectral density of flux noise
S1/2  (f) of SQUID-2. This measurement was performed
open loop (in dc bias mode) with a Nb dc SQUID (at T =
4.2K) as a voltage preamplifier, i.e. in 2-stage configura-
tion, with a ⇠ 700 kHz bandwidth. As for SQUID-1 (see
main text), we find dominating f -dependent noise, with
a noise power which scales very roughly as S  / 1/f .
Figure 2 shows rms flux noise spectra of SQUID-2 mea-
FIG. 1. Characteristics of SQUID-2 at T = 5.3K. (a) IVCs
for three di↵erent values of Imod, including flux bias (Imod)
values which yield maximum and minimum critical current.
Inset: measured Ic(Imod) together with numerical simulation
results. (b) V (Imod) for bias currents |I| = 175 . . . 400µA (in
15µA steps). (c) rms spectral density of flux noise, measured
open loop (dc bias) in 2-stage configuration. Arrow indicates
upper limit for measured white noise at ⇠ 700 kHz.
2FIG. 2. rms spectral density of flux noise for SQUID-2, mea-
sured in FLL mode at di↵erent temperatures from 6K to 65K.
(a) dc bias mode (b) bias reversal mode (fbr = 260 kHz).
sured with direct readout in flux locked loop (FLL), with
⇠ 500 kHz bandwidth, in dc bias and bias reversal mode
[3] for temperatures T ranging from 6K to 65K. For all
data measured with dc bias [cf. Fig. 2(a)], we find f -
dependent excess noise up to the cuto↵ frequency of the
readout electronics. The flux noise S  scales roughly as
1/f , and for di↵erent T , the rms flux noise does not di↵er
by more than about a factor of five, and does not show
any systematic T -dependence.
Similar to SQUID-1 (cf. main text), in bias reversal
mode [cf. Fig. 2(b)] the f -dependent excess noise above
⇠ 1 kHz is suppressed. The remaining low-f excess flux
noise observed in bias reversal mode roughly scales as
S  / 1/f for all values of T , again without any system-
atic T -dependence.
II. CHARACTERIZATION OF SQUID-3
Figure 3 shows electric transport and flux noise data
for SQUID-3, taken in the magnetically and electrically
shielded low-field setup at T = 4.2K, as described in
the main text. The IVC shown in Fig. 3(a) is non-
hysteretic, with Ic = 69µA and RN = 2.3⌦, which
yields Vc = 0.16mV. The inset shows Ic(Imod), from
which we obtain the mutual inductance M =  /Imod =
3.3 0/mA. From the modulation depth of Ic(Imod) we
determine  L = 0.95. With the measured Ic, this yields
a SQUID inductance L = 28pH. The bumps in the IVC
at Vres ⇡ ±0.28mV, can be attributed to an LC reso-




we determine the Stewart-McCumber parameter for the
GBJJs as  C ⇡ 0.22.
Figure 3(b) shows V (Imod) curves for di↵erent bias cur-
rents, yielding a transfer function V  = 0.65mV/ 0 at
the optimum bias point, at which noise spectra have been
taken (I = 54µA). Figure 3(c) shows the rms spectral
density of flux noise S1/2  (f) for SQUID-3, measured in
direct readout FLL mode up to f = 100 kHz. For com-
parison, the bottom trace shows the background noise
FIG. 3. Electric transport and noise characteristics of
SQUID-3. (a) IVC of SQUID-3 for flux bias (Imod) which
yields maximum critical current. Inset shows Ic(Imod) curves
for positive and negative current bias. (b) Voltage V vs mod-
ulation current Imod for bias currents between I = ±149µA
(step width  I ⇡ 4µA). (c) Rms spectral density of flux
noise measured in FLL with dc bias and bias reversal mode
(fbr = 260 kHz). The lower trace shows the background noise
of the readout electronics.
3from the readout electronics S1/2  ⇡ 1.45µ 0/Hz1/2. For
f <⇠ 40 kHz, we find f -dependent flux noise. For larger f ,
the noise is limited by the electronics background noise.
Hence, we can only give an upper limit of the white
rms flux noise of SQUID-3 as S1/2 ,w < 1.45µ 0/Hz
1/2.
With bias reversal (at fbr = 81 kHz), the f -dependent
excess noise is clearly reduced. Still, we obtain with
decreasing f a slight increase in rms flux noise up to
⇠ 2.4µ 0/Hz1/2 at 100Hz. Below 100Hz SQUID-3
shows approximately 1/f noise, i.e. an increase in S1/2 
to ⇠ 16µ 0/Hz1/2 at 1Hz.
III. ANALYSIS OF NOISE SPECTRA OF
SQUID-1
For a more detailed analysis of the measured spec-
tral density of equivalent flux noise power S (f) for
SQUID-1, we applied an algorithm [4] to decompose
the noise spectra into a sum of Lorentzians Fi(f) =
F0,i/[1 + (f/fc,i)2] plus a 1/f2 spectrum Fs(f) =
Fs(1Hz)/(f2/Hz
2) (i.e. one or more Lorentzians with
characteristic frequencies fc well below 1Hz) plus a white
noise contribution Fw. This means, the measured spectra
are fitted by F (f) = Fw + Fs +
P
i Fi.
Figure 4 shows the fit F 1/2op (f) to the spectrum mea-
sured open loop (dc bias) [cf. Fig. 3(a) in the main
text]. This yields an rms white noise level F 1/2w,op =
45n 0/Hz
1/2, a 1Hz noise F 1/2s,op = 84µ 0/Hz
1/2 from
Fs,op plus 16 Lorentzians with characteristic frequencies
fc,i, ranging from 2.6Hz to 2.6MHz, and amplitudes
F 1/20,i as listed in Tab. I(a).
For comparison of the fluctuation strengths of the dif-
ferent fluctuators with di↵erent fc,i, in Tab. I we also list
FIG. 4. Analysis of flux noise of SQUID-1: The dashed line is
the fit to the noise spectrum, measured open loop (dc bias).
This spectrum is the sum of the shown Lorentzians (labeled as






2⇡fc,i, which yields values in the range
⇠ 30 . . . 350µ 0.
Figure 5(a) and (b) shows the fits F 1/2dc (f) and F
1/2
br (f)
to the spectra measured in FLL with dc bias and bias re-
versal, respectively [cf. Fig. 3(b) in the main text]. Here,
we fixed the white noise contribution in dc bias mode
to F 1/2w,dc = 41n 0/Hz
1/2, i.e. a value close to the one
obtained for the measurement in open loop mode. The
white noise contribution in bias reversal mode is deter-
mined by the noise level achieved in dc bias mode at




1/2. The spectrum fitted to the dc bias mea-
surement is decomposed into 15 Lorentzians, while for
the bias reversal measurement, fitting with 6 Lorentzians
is su cient. The rms noise at 1Hz for the bias reversal
spectrum is by a factor ⇠ 1.8 lower than the one for the
dc bias spectrum. Characteristic frequencies fc,i, and
amplitudes of the Lorentzians are listed in Tab. I(b) for
the dc bias spectrum and in Tab. I(c) for the bias reversal
spectrum.
FIG. 5. Analysis of flux noise of SQUID-1: The dashed line
in (a) and the dotted line in (b) are fits to the noise spectra,
measured in FLL (a) with dc bias and (b) with bias reversal.
Those spectra are superpositions of the shown Lorentzians
[labeled as i = 1 . . . 11 in (a) and i = 1 . . . 6 in (b)] plus a
white noise contribution plus a Fs / 1/f2 contribution.
4TABLE I. Characteristic frequencies fc,i, rms amplitudes F
1/2
0,i and flux amplitudes   i of Lorentzians Fi calculated to
approximate the flux noise spectra of SQUID-1, measured (a) in open loop (dc bias) [cf. Fig. 4], (b) in FLL dc bias [cf. Fig. 5(a)],
and (c) in FLL bias reversal mode [cf. Fig. 5(b)].
(a) open loop
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
fc,i (Hz) 2.6 6.5 13 14 111 301 325 1.0 k 3.3 k 3.5 k 18 k 82 k 88 k 380 k 410 k 2.6M
F 1/20,i 33 5.1 9.6 11 12 1.6 2.6 2.6 1.1 1.1 0.40 0.25 0.35 0.23 0.17 0.038
(µ 0/Hz
1/2)
  i (µ 0) 131 32 87 106 314 71 119 211 158 158 131 182 261 352 269 155
(b) FLL – dc bias
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
fc,i (Hz) 0.8 1 17 18 126 369 631 2.9 k 3.2 k 17.1 k 18.5 k 117 k 126 k 1.4M 6.8M
F 1/20,i 206 265 11.0 24.5 3.2 1.4 1.9 0.94 0.95 1.7 0.51 0.08 0.13 0.19 0.09
(µ 0/Hz
1/2)
  i (µ 0) 461 665 114 264 89 70 121 128 134 544 173 69 117 546 600
(c) FLL – bias reversal
i 1 2 3 4 5 6
fc,i (Hz) 21 23 74 736 794 5 k
F 1/20,i 6.2 7.4 1.9 0.056 0.21 0.063
(µ 0/Hz
1/2)
  i (µ 0) 72 90 42 3.8 15 11
1 M. Kemmler, D. Bothner, K. Ilin, M. Siegel, R. Kleiner,
and D. Koelle, “Suppression of dissipation in Nb thin films
with triangular antidot arrays by random removal of pin-
ning sites,” Phys. Rev. B 79, 184509 (2009).
2 B. Chesca, R. Kleiner, and D. Koelle, “SQUID Theory,”
in The SQUD Handbook, Vol. 1: Fundamentals and Tech-
nology of SQUIDs and SQUID systems, edited by John
Clarke and Alex I. Braginski (Wiley-VCH, Weinheim, 2004)
Chap. 2, pp. 29–92.
3 D. Drung and M. Mu¨ck, “SQUID Electronics,” in
The SQUD Handbook, Vol. 1: Fundamentals and Tech-
nology of SQUIDs and SQUID systems, edited by John
Clarke and Alex I. Braginski (Wiley-VCH, Weinheim, 2004)
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ABSTRACT: Performing magnetization studies on individual nano-
particles is a highly demanding task, especially when measurements
need to be carried out under large sweeping magnetic fields or
variable temperature. Yet, characterization under varying ambient
conditions is paramount in order to fully understand the magnetic
behavior of these objects, e.g., the formation of nonuniform states or
the mechanisms leading to magnetization reversal and thermal
stability. This, in turn, is necessary for the integration of magnetic
nanoparticles and nanowires into useful devices, e.g., spin-valves,
racetrack memories, or magnetic tip probes. Here, we show that
nanosuperconducting quantum interference devices based on high
critical temperature superconductors are particularly well suited for
this task. We have successfully characterized a number of individual Co nanowires grown through focused electron beam
induced deposition and subsequently annealed at different temperatures. Magnetization measurements performed under
sweeping magnetic fields (up to ∼100 mT) and variable temperature (1.4−80 K) underscore the intrinsic structural and
chemical differences between these nanowires. These point to significant changes in the crystalline structure and the resulting
effective magnetic anisotropy of the nanowires, and to the nucleation and subsequent vanishing of antiferromagnetic species
within the nanowires annealed at different temperatures.
KEYWORDS: NanoSQUID, magnetization measurements, magnetic nanowires, focused electron beam induced deposition,
magnetization reversal
Beyond well-studied two-dimensional (stripe-like) planarmagnetic nanowires, the scientific community is increas-
ingly interested in their three-dimensional (3D) counterparts.1
Not being restricted to the plane, 3D nanowires (NWs) offer
new functionalities with potential for applications such as
vertical racetrack memories,2 magnetic logic,3 magnetic
nanocantilevers for high-resolution imaging,4 or actuators.5
Due to their geometry, these objects also offer a richer variety
of available magnetic configurations and possible domain walls
with very attractive topological and dynamical properties that
are appealing from a fundamental and technological point of
view.6,7
Magnetic characterization of such small objects still poses
many technological challenges in terms of spin sensitivity and
operation conditions, i.e., the possibility of applying large
magnetic fields and operating at broad temperature ranges.
Magneto-Optical Kerr Effect (MOKE) microscopy, Hall
sensors, and off-axis electron holography have been success-
fully applied to the study of 3D magnetic NWs.8−11 However,
MOKE does not usually offer the possibility of working under
variable temperature and provides very poor sensitivity. Hall
sensors, however, are noted for operating in extraordinary large
magnetic field and temperature ranges but not being well-
suited for ultrasensitive sensing. Electron holography is
characterized by its capability to produce spatially resolved
quantitative imaging of the magnetization states as a function
of temperature and magnetic field,12 even tomographic.13
However, it has also limited sensitivity and the stability
requirements impose remarkable experimental constraints.
More recently, ultrasoft oscillating microcantilevers have
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been operated as force sensors to detect individual magnetic
NWs.14 The sensitivity can reach impressive values of few Bohr
magnetons when using cantilevers made of, e.g., carbon
nanotubes.15 Such an approach is, however, technologically
very challenging, and the results can not be interpreted
straightforwardly. Alternatively, nano-Superconducting Quan-
tum Interference Devices (nanoSQUIDs) provide a direct
measure of minute fractions of the magnetic flux quantum
(Φ0).16−19 These sensors were indeed used in the first
pioneering experiments for detecting individual magnetic
nanoparticles and NWs.20,21 Being superconducting, nano-
SQUIDs are usually restricted to narrow temperature and field
ranges. We have beaten such limitations by using the high
critical temperature and high critical field superconductor
YBa2Cu3O7 (YBCO) and grain boundary Josephson junc-
tions.22,23 The resulting nanoSQUIDs are fully operative upon
large in-plane applied magnetic fields (up to μ0H = 1 T) and
broad temperature ranges (mK < T < 80 K).24
Regarding fabrication, 3D NWs can be synthesized using
both chemical and physical methods. In the former case,
templates such as alumina matrices,25 carbon nanotubes,10 or
GaAs NWs14 are required to produce vertical NWs and hollow
nanotubes. Among physical methods, Focused Electron Beam
Induced Deposition (FEBID) stands out as it allows depositing
3D nanoscopic objects with arbitrary shape and dimensions
down to few tens of nanometers in a single step.26
Unfortunately, Co- and Fe-FEBID magnetic deposits are
often formed by nanocrystals with poor metallic content due to
the presence of carbonaceous impurities. This yields degraded
magnetic and transport properties compared with pure bulk
materials. Recently, high-quality Co-FEBID NWs have been
obtained by implementing an ex situ annealing process in high
vacuum conditions.27 Increasing the annealing temperature up
to 600 °C improves the degree of crystallinity, increasing also
the Co purity and saturation magnetization up to values very
close to bulk crystalline Co.
Here, we present a thorough study of individual Co-FEBID
NWs annealed at different temperatures by using YBCO
nanoSQUID sensors. For this purpose we have first developed
an extremely precise technical protocol that has allowed the
growth, annealing, and subsequent integration of individual
Co-FEBID NWs onto nanoSQUIDs with nanometric reso-
lution. Thanks to the latter, we achieve excellent sample−
sensor magnetic coupling. This fact, together with the high
spin-sensitivity of YBCO nanoSQUIDs, allows us distinguish-
ing minute magnetic signals produced by domain wall
nucleation, pinning/depinning, or complete magnetization
reversal.
As demonstrated in ref 27, NWs annealed at different
temperatures undergo drastic structural and chemical changes.
These changes have dramatic consequences on the magnetic
response of the NWs that become only apparent when
performing magnetization measurements at variable temper-
ature. We have succeeded in observing such effects thanks to
the broad operation temperature range of YBCO nano-
SQUIDs. Based on the observed temperature-dependent
Figure 1. (a) SEM image of an as-grown Co-FEBID NW. (b) Typical nanoSQUID device and schematic of the equivalent electric circuit. The field
(H) direction, the position of the grain boundary (GB), and the constriction (see Methods for more details on the constriction) are highlighted. A
current (Imod) flowing through the constriction couples flux (Φ) to the nanoloop serving to modulate the nanoSQUID response. Ibias and Vout are
the biasing current and output voltage, respectively. (c) False colored images of the NW transport process. The micromanipulator (blue), the
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magnetization switching of the NWs, we have classified them
into three groups. The behavior of the as-grown NW reveals
the existence of many defects or impurities and, more
importantly, large spin frustration. NWs annealed at 150 and
300 °C seem to be influenced by the presence of sizable
antiferromagnetic crystals. These effects diminish in NWs
annealed at 450 and 600 °C, which exhibit higher crystal and
chemical quality and increased anisotropy.
Results. Experimental Setup. Three-dimensional Co-
FEBID NWs are fabricated by FEBID in a dual-beam system
equipped with an electron and a Ga Focused Ion Beam (FIB)
column, using Co2(CO)8 precursor gas (see Methods).
Fabrication parameters are chosen to maximize the resulting
Co purity while preserving good spatial resolution.28 One NW
is left as-grown (see Figure 1a), whereas the rest are annealed
at different temperatures in high-vacuum conditions as
described in the Methods. As demonstrated in ref 28, all
NWs consist of an inner magnetic Co core surrounded by a ∼5
nm-thick nonmagnetic layer. Resulting geometrical parameters
of all NWs can be seen in Table 1. The as-grown NW and
those annealed at 150, 300, 450, and 600 °C are denoted as
RT-, 150-, 300-, 450-, and 600-NW, respectively.
A Scanning Electron Microscopy (SEM) image of a typical
nanoSQUID device can be seen in Figure 1b (see Methods for
details). These devices are operated in a variable temperature
insert (minimum temperature ≈ 1.4 K) equipped with a
rotator that allows aligning the nanoSQUID with respect to the
externally applied magnetic field (indicated by a yellow arrow
in Figure 1b). Field must be aligned parallel to the SQUID
substrate and perpendicularly to the grain boundary’s plane so
that no magnetic flux is coupled both to the nanoloop and to
the Josephson junctions. Magnetization measurements are
performed by sweeping the external magnetic field and
measuring the total flux Φ captured by the nanoSQUID loop
as the NW is driven through magnetization reversal.
NWs are transported using an Omniprobe nanomanipulator
installed in the dual-beam system. Here, we describe briefly the
transport protocol used for the annealed NWs (see the
Supporting Information for more details on the transport of
RT-NW). Thin (few μm-thick) Cu lamellae where NWs have
been grown and annealed are used as carriers. The nano-
manipulator tip is attached to the corresponding Cu lamella by
Focused Ion Beam Induced Deposition (FIBID) of Pt using
CH3CpPt(CH3)3 precursor gas (see Figure 1c, left). The
carrier is then located with nanometric resolution over the
sensor surface so that the corresponding NW’s long axis is
parallel to the externally applied magnetic field with the end tip
lying close to the nanoloop (see Figure 1c, right). A second Pt-
FIBID deposit is used to fix the carrier to the substrate. The
nanomanipulator tip is finally released by FIB-cutting.
After the transport process, all NWs lie at equivalent
positions chosen so to guarantee an optimum NW-sensor
coupling (see Figure 2a). For this purpose, the NWs’ end tip
lies at just x ≈ 100−300 nm from the nanoloop (see Figure 1c,
right). The corresponding vertical distance z measured from
the NWs’ end tip to the surface of the sensor is given in Table
1.
Hysteresis Loops. Figure 2b shows representative hysteresis
loops measured at 15 K for each NW (five curves are shown in
each panel). Loops are square-shaped indicating that the NWs
are in the quasi single-domain state (as expected due to their
large aspect-ratio) and that the field is applied along the NW’s
easy axis. In the classical model of Stoner−Wohlfarth,29 the
magnetization reversal of a single domain particle takes place
coherently, i.e., all magnetic moments reverse at unison. This is
only true for very small magnetic objects (few nm). More
conveniently, magnetic moments will tilt around the easy axis
of the NW in a vortex-like configuration, which saves some
magnetostatic energy at the cost of exchange energy (curling
model).30 This is a quite accepted mechanism for magnet-
ization reversal in NWs that will serve us as starting point to
analyze our experimental data.
Under these circumstances and, assuming a negligible
contribution of the magnetocrystalline anisotropy due to the
standard polycrystalline nature of the NWs, the nucleation
magnetic field is given by Hncur = κMs(λex/R)2.
30 Here, the
exchange length λex is defined as  A M2 / 0 s
2 , μ0 being the
magnetic permeability constant, Ms the saturation magnet-
ization, A the exchange stiffness, R the radius of the NW, and κ
= 3.39 for an infinite cylinder. We will approximate Ms =
pMs(bulk) and A = pA(bulk), with p being the Co purity (0 <
p < 1), Ms(bulk) = 1.4 × 106 A/m, and A(bulk) = 2.5 × 10−11
J/m for pure crystalline Co. We highlight that, within this very
simple model, the resulting values of Hncur are independent of p
and l, depending only on the radius of the NW as Hncur ∝ 1/R2.
Inserting the R values listed in Table 1 yields the values
indicated in Figure 2b with dashed lines.
In the case of RT- and 150-NW, the curling model
overestimates by far the experimentally measured nucleation
fields. This is usually found in practice as, in real NWs,
magnetization reversal is more likely to undergo a nucleation
and propagation process. Such a process is energetically
favorable and takes place at fields much lower than Hncur. In this
scenario, a small reversed region is first nucleated by curling
together with the corresponding domain wall.31 Subsequently,
this domain wall moves rapidly (ns−ps time scales) through
the NW until the magnetization reversal is complete.
Strikingly, in the case of 300-, 450-, and 600-NW, the Hncur
values are slightly underestimated. This suggests some
additional structural differences between the samples annealed
at higher temperatures as also supported by the evident
differences in the hysteresis loops.
These differences can be better seen by enlarging the field
region in which magnetization switching events take place
(Figure 2b, bottom panel). Inspection of these curves reveals
that the switching of RT-NW takes place in several steps. This
Table 1. Geometrical Parameters of Each NW: Radius (R)
Excluding the Nonmagnetic External Layer of ∼5 nm,
Length (l), Magnetic Volume (Vmag), z Positions of the NW
End Tip with Respect to the nanoSQUID Surface, Total













35.5 1.8 7.13 379 1.1 0.75 ± 0.26
150-
NW
31.5 2.3 7.17 1050 1.0 0.84 ± 0.26
300-
NW
36.5 2.2 9.21 1055 1.4 0.96 ± 0.25
450-
NW
38.5 1.9 8.85 980 1.5 1.06 ± 0.30
600-
NW
38.0 2.1 9.53 483 1.8 1.06 ± 0.26
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is typically found when magnetization reversal follows a
nucleation/propagation process, as discussed previously.
Starting from the quasi-single domain saturated state at large
positive (negative) magnetic fields, the first step observed in
the hysteresis curve when decreasing (increasing) the sweeping
magnetic field stems from the nucleation of the small reversed
region and the corresponding domain wall. This serves to
define the experimental nucleation fields, i.e., Hn+ and Hn−, for
increasing and decreasing magnetic fields, respectively (as an
example, one value of H+ is indicated by an arrow in Figure 2b,
bottom panel). The presence of steps suggests that RT-NW is
not completely homogeneous, containing structural defects,
impurities, or a certain degree of surface roughness that
behaves as pinning defects for the moving domain wall.
However, magnetization reversal of the rest of the NWs
takes place in extremely well-defined single switching events
(indicated by the respective arrows in Figure 2b), defining the
nucleation fields Hn±. This suggests that these NWs have fewer
(or a different kind of) defects as compared to RT-NW. In the
case of 300-NW, an additional minor step (thick green arrows)
is always observed at large (positive and negative) magnetic
fields, after the main switching event has taken place.
Interestingly, in the case of 600-NW, and for decreasing
sweeping magnetic fields only, three clearly separated switch-
ing events can be distinguished. These are highlighted by three
arrows (black and gray) in Figure 2b. The latter suggests the
occurrence of three different reversal paths that are undertaken
stochastically.
We highlight that such peculiarities become apparent only
for single shot measurements performed on individual NWs.
To illustrate this, in Figure 2c we plot the hysteresis loops
resulting after averaging over 30−50 curves measured at 15 K.
This serves to mimic the results that one would obtain when
measuring a large number of identical NWs. The same would
apply to measurements where averaging large number of
hysteresis loops is required to achieve a tolerable signal-to-
noise ratio, i.e., typical MOKE signals. For instance, a reversal
process consisting of many-step events as that of RT- or 300-
NW can not be distinguished from the occurrence of distinct
switching events as the case of 600-NW.
Temperature Dependence of ⟨Hn⟩. Differences between
the NWs become even more evident when performing
measurements at variable temperature. The T-dependence of
⟨Hn⟩ is shown in Figure 3. Here, ⟨Hn⟩ = (⟨Hn+⟩ − ⟨Hn−⟩)/2
with ⟨Hn±⟩ being the mean value of Hn± after averaging over
30−50 curves measured at each temperature. In the case of
RT-NW, ⟨Hn⟩ values decrease with increasing temperature
roughly following a power-law. In the case of 150-NW, ⟨Hn⟩
exhibits three regimes: it increases first with increasing
temperature up to T < 30 K; for T > 30 K, ⟨Hn⟩ decreases
showing a large step at T = 60 K. A similar step can be also
observed for 300-NW. In these two later cases, i.e., 150-NW
and 300-NW, ⟨Hn⟩ depends almost linearly on T. Finally, in
the case of 450- and 600-NW, ⟨Hn⟩ decreases for increasing
temperature and a clear flattening is observed at low
temperatures below ∼20 K.
Such decrease of the nucleation field as the temperature is
increased is found when magnetization reversal follows a
thermally activated process, as typical in magnetic nano-
particles. However, the remarkable differences between the T-
Figure 2. (a) False colored SEM images of the different YBCO nanoSQUIDs with their corresponding Co-FEBID NW (yellow). Scale bars are 1
μm. (b) Five representative hysteresis loops obtained at 15 K for each NW. Φexp is the total signal coupled to the nanoSQUID from the NW.
Dashed lines correspond to the theoretical nucleation fields resulting from the curling model of magnetization reversal. Bottom panels show an
enlarged view of the region where magnetization switches direction. The nucleation fields Hn
± are indicated by black arrows. Gray arrows highlight
the existence of distinct switching events in 600-NW, whereas green thick arrows indicate additional minor steps after the main switching event in
300-NW. (c) Mean hysteresis loops at 15 K for each NW obtained after averaging over 30−50 curves.
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dependence of the nucleation field of each NW (power-law,
linear or T-independent behavior at low temperatures) point
to a quite intricate scenario. We can speculate that these
differences are due to structural changes going on in the NWs
at intermediate annealing temperatures that lead to different
nucleation mechanisms for the reversed domain.32 This issue
will be treated in detail in a separated publication.
In the case of RT-NW, the large scattering found in the ⟨Hn⟩
vs T values suggests that this NW might find multiple almost-
equivalent paths to reverse their magnetization. This can be
due to the presence of pinned Co atoms or antiferromagnetic
species, e.g., CoO or Co3O4. These oxides are very likely to be
present at the surface of the NW and even in the core.
Interaction between ferromagnetic Co nanocrystals and pinned
Co atoms or antiferromagnetic regions leads to spin frustration
that typically exhibits a nonreproducible (spin glass-like)
behavior along different measurements. In this scenario, the
energy landscape and, therefore, the effective reversal path
varies fairly from one hysteresis measurement to the other,
leading to a quite broad distribution of nucleation fields.
Finally, the behavior of 150- and 300-NW can be tentatively
explained as follows. The hysteresis loops of 150-NW
measured at T < 35 K are slightly shifted toward positive H
values (see Figure 2b). In this temperature range, the
nucleation field also exhibits other counterintuitive behavior,
like the fact that ⟨Hn⟩ increases for increasing temperatures.
This is contrary to what is expected for a thermally-activated
process and is usually found in exchange-biased systems.33 It is
tempting to associate such a behavior with the presence of
some amount of Co3O4 phase being antiferromagnetic below
∼35 K. CoO has a very large Neeĺ temperature TN close to
room temperature, but Co3O4 exhibits 30 < TN < 40 K,
typically.34 At T < TN, the exchange bias effect might lead to
the aforementioned positive H-shift.35 This effect disappears at
T > 35 K. In this temperature range, ⟨Hn⟩ values decrease for
increasing temperature, and hysteresis loops are well centered
around zero field (not shown). In addition to that, a small
negative H-shift is observed at T > 60 K for both 150- and 300-
NW. A more comprehensive analysis of this behavior will be
also given in a separate publication.
Effects of the Annealing Temperature on the Crystalline
Structure. Regarding the internal structure of the NWs, it will
be useful to focus on the experimentally measured nucleation
field of each NW at fixed temperature, e.g., T = 1.4 K. It is
important to highlight that, according to the simple curling
model of magnetization reversal, the nucleation field does not
depend on p but depends strongly on the radius of the NW as
∝1/R2. The same also applies to more realistic models
including nucleation/propagation of magnetic domains. This
can be easily seen by performing micromagnetic simulations
and considering the actual geometry of each NW (see
Methods). Simulations assume zero temperature and neglect
any contribution of the magnetocrystalline anisotropy. In
Figure 4a we plot the numerically calculated nucleation fields
multiplied by R2 (solid line). These results must be compared
with ⟨Hn1.4⟩R2, i.e., the averaged nucleation field measured for
each NW at the lowest experimental temperature (T = 1.4 K)
multiplied by R2 (colored dots). As expected, numerical
calculations lead to an approximately flat horizontal curve.
Interestingly, experimental points exhibit a striking crossover:
⟨Hn1.4⟩R2 corresponding to RT- and 150-NW lie well below the
calculated data points, whereas values obtained for 300-, 450-,
and 600-NW are much larger than expected. The behavior of
RT- and 150-NW is not surprising since defects, unavoidable
in real NWs, behave as localized nucleation points for reversed
domains. This decreases the effective energy barriers for
magnetization reversal and thus the nucleation fields. These
effects can be emulated by means of numerical simulations. For
this purpose, we assume that there are a number (∼250) of
randomly distributed pinning centers (5 nm radius spheres)
having randomly fixed magnetization. In these simulations we
also neglect the contribution of the magnetocrystalline
anisotropy. The results can be seen in Figure 4a (open
stars). Interestingly, the numerically calculated nucleation
fields are largely reduced as compared to those obtained in the
absence of pinning centers. As discussed previously, pinned
defects serve as nucleation centers for the reversed magnet-
ization, triggering switching.
However, the behavior of the NWs annealed at larger
temperatures suggests that magnetocrystalline anisotropy, Ku,
can not be neglected in these samples. This can be
implemented in the numerical simulations by assuming a net
uniaxial anisotropy constant Ku = βKu(bulk) where Ku(bulk) =
5.2 × 105 J/m3 is that of bulk crystalline Co. As it can be seen
in Figure 4a, experimental data (colored dots) can be nicely
accounted for by simulation setting β = 0.09 (crosses). This
behavior might originate from the crystallization of larger and
larger pure Co crystals as annealing temperature increases. To
prove this, High Resolution Transmission Electron Microscopy
(HRTEM) imaging has been performed to monitor the
structural change of the NWs with increasing annealing
temperature (Figure 4b). The RT-NW shows the typical
Figure 3. Temperature dependence of the averaged nucleation field for each NW. Notice that the vertical axis covers 20 mT in the case of RT- and
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nanocrystalline microstructure, with no texture, as the fast
Fourier transform (FFT) of a small area of the image evidences
a diffuse diffraction ring. For the 150-NW, some individual
Bragg diffraction spots can be observed in combination with
the diffuse diffraction ring, which indicates the presence of
grains of larger size. In the 300-NW case, the diffuse scattering
has vanished and areas with superposition of different crystals
are most commonly detected. In the 450-NW, the FFT
patterns reveal that larger areas exhibit a microstructure
composed of single crystals. In this case, the grain size becomes
similar to the NW diameter, identifying fewer regions with
overlapping between different crystals. Finally, in the case of
600-NW, the nanostructure is constituted by several large
crystals, whose lateral size is the NW width and separated from
each other by grain boundaries expanded along the whole
diameter. Examples of different crystal structures are shown in
Figure 4b, where face-centered-cubic ( fcc) and hexagonal-
closest-packed (hcp) Co crystals have been found.
Effects of the Annealing Temperature on the Co Purity.
Magnetization measurements allow us extracting information
about the Co purity as well. From the total signal captured by
each nanoSQUID (Φexp, see Figure 2b), it is possible to
numerically estimate the total magnetic moment of the NWs
(μNW). For this purpose, experimental values of Φexp must be
compared with the calculated flux Φtheo = |ϕμ|μNW, where ϕμ is
the averaged coupling factor for each nanoSQUID across the
NW volume (see Methods). The obtained values of μNW and
the resulting Co purity, defined as p = μNW/VmagMs(bulk), are
given in Table 1. Remarkably, p increases for increasing
annealing temperature in very good agreement with results
obtained from Electron Energy Loss Spectroscopy (EELS)
chemical analysis in Scanning Transmission Electron Micros-
copy (STEM) mode, as shown in Figure 4c. The average Co
composition increases from 72 atom % of RT-NW up to 78%
for 150-NW, 88% for 300-NW, 92% for 450-NW, and 94% for
600-NW. Accordingly, the core average net magnetic
induction, obtained by off-axis electron holography experi-
ments (see Figure 4d), increases from 0.91 T for RT-NW up to
1.22 T for 150-NW, 1.36 T for 300-NW, 1.49 T for 450-NW,
and 1.61 T for 600-NW, reaching a value very close to the bulk
magnetic induction of 1.76 T.
Discussion. Considering these experimental data, it is
possible to provide a tentative interpretation of the results.
According to our observations, samples could be divided into
three groups.
RT-NW. The RT-NW exhibits clear signs of high structural
disorder and an important degree of magnetic frustration
leading to a spin glass-like behavior. This is evidenced by the
Figure 4. (a) Experimentally determined (colored dots) and numerically simulated (solid line) nucleation fields at T = 0 K multiplied by R2 for the
NWs annealed at different temperatures. (b) HRTEM images of each NW case accompanied by the corresponding FFT of a small area of the
image. (c) STEM-EELS chemical maps showing the spatial distribution of Co, C, and O in green, blue, and red, respectively. (d) Magnetic
induction flux representations obtained by normalizing the magnetic phase images to the diameter (maximum thickness) and calculating the cosine
of 350 times the normalized magnetic phase. The undefined scale bars in all images correspond to 10 nm. Measurements shown in panels b−d were
performed on NWs grown and annealed under the same experimental conditions as those used for the nanoSQUID experiments.27
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presence of a multiple-step magnetization reversal (Figure 2b)
and the large scattering observed in the ⟨Hn⟩ vs T values (see
Figure 3) The T-dependence of ⟨Hn⟩ follows the typical power
law observed for thermally-assisted magnetization reversal in
nanoparticles.
150- and 300-NW. Annealing the NWs seems to reduce the
degree of disorder as suggested by the reduced number of steps
in the hysteresis loops (Figure 2b). In addition to that, we
observe a striking trend change in the T-dependence of ⟨Hn⟩
that becomes roughly linear (Figure 3) together with an
important increase of the nucleation field (crossover shown in
Figure 4a). These observations point to significant structural
changes taking place in the annealed NWs having an influence
on the switching mechanisms and the effective anisotropy of
the NWs.
On the other side, the presence of antiferromagnetic species
becomes much more evident. This is manifested by the
nonsymmetric hysteresis loops observed in 150-NW below 35
K (Figure 2b) and the fact that ⟨Hn⟩ increases for increasing
temperature (Figure 3). The latter points to the existence of
substantial antiferromagnetic crystals that become para-
magnetic above T ≈ 35 K. A similar effect is observed for
both 150- and 300-NW at T > 60 K where hysteresis loops are
slightly shifted toward negative magnetic fields. Interestingly,
oxygen-rich regions nucleate in the NW’s core precisely for
annealing temperatures between 150 and 300 °C. This is
evidenced by the oxygen chemical maps obtained from EELS
measurements (Figure 4c). The observed oxygen-rich regions
may well correspond to relatively large (∼10 nm) Co oxide
nanoparticles that would lead to the well-known phenomenon
of exchange bias observed experimentally.
450- and 600-NW. Finally, NWs annealed at 450 and 600
°C behave very similar. Both exhibit a similar dependence of
⟨Hn⟩ on T (Figure 3) and increased values of the nucleation
fields (Figure 4a), suggesting an effectively increased
(magnetocrystalline) anisotropy as discussed previously.
Remarkably, HRTEM images and FFT patterns provide the
existence of both hcp and fcc Co crystals, forming quite large
(∼100 nm) crystalline regions separated by grain boundaries
(Figure 4c). Being randomly distributed, such crystalline grains
might lead to a net uniaxial magnetocrystalline anisotropy that
would indeed increase the resulting nucleation fields. However,
the presence of antiferromagnetic species or spin frustration is
still suggested by the observation of multiple coexisting reversal
paths (Figure 2b). Indeed, oxygen-rich regions are still visible
in the STEM-EELS chemical map shown in Figure 4c for 450-
NW.
Conclusions. In summary, we have presented a detailed
study of the magnetic properties of individual Co-FEBID NWs
annealed at different temperatures. This has been possible
thanks to the enormous spin sensitivity and broad field and
temperature operation range of YBCO nanoSQUID sensors.
Experimental results point clearly to an enhanced Co content
and increased degree of crystallinity in NWs annealed at large
temperatures (450 and 600 °C). The latter results in an
increased effective magnetocrystalline anisotropy, as revealed
by the exceedingly large values for the switching magnetic
fields. However, antiferromagnetic species have a limited
influence in these NWs. These observations agree very well
with the structural and chemical characterization performed on
NWs grown and annealed under the same experimental
conditions.27 Ex situ annealing magnetic FEBID nanostruc-
tures seems, therefore, to be a very promising strategy to
routinely produce high-quality, pure, and crystalline nano-
magnets with large spatial and lateral resolution. In addition,
our measurements demonstrate the enormous convenience of
using YBCO nanoSQUID sensors for the magnetic character-
ization of nanoscopic magnets.
Methods. Fabrication of Co-FEBID NWs. The working
principle of FEBID is similar to chemical vapor deposition
assisted by an electron beam. Co-FEBID NWs are fabricated
using Co2(CO)8 precursor gas in an FEI Helios Nanolab 650
dual-beam system. The electron beam current is kept to 100
pA, leading to total deposition times of 40−60 s. RT-NW is
fabricated onto a 500 nm-thick Si3N4 membrane covered by 10
nm of Al avoiding charge effects (see Figure 1a). The rest of
the NWs are grown on TEM copper grids. The use of metallic
grids is paramount to guarantee good thermalization of the
NWs during the post-growth ex situ annealing treatment.
These grids are previously thinned and partially cut into
microscopic lamellae, which facilitates the subsequent trans-
port steps. Annealing is carried out during 100 min in an FEI
Quanta FEG-250 scanning electron microscope equipped with
a heating stage (heating ramp of 50 °C/min). After annealing,
the heater is turned off, and the sample is left to cool down.
NanoSQUID Sensors. NanoSQUIDs are made out of a 80
nm-thick YBCO film epitaxially grown on a SrTiO3 (STO)
bicrystal substrate (24° missorientation angle) and covered by
70 nm of gold. The STO grain boundary (GB) is naturally
transferred to the YBCO film, and the GB in YBCO exhibits
Josephson-like behavior. Due to oxygen outdiffusion from the
narrow junction and the ensuing degradation, the fabrication of
submicron junctions from grain boundaries in cuprates is a
difficult task. We have overcome this problem through a careful
FIB milling method that produces a certain amount of
redeposited amorphous YBCO and STO covering the junction
edges and preventing oxygen outdiffusion. Following this
method, a central loop with typical dimensions 550 × 400 nm2
is FIB patterned, intersecting the GB (indicated as a dashed
yellow line in Figure 1b). This leads to minute inductances
below a few tens of pH and exceptionally low values of the flux
noise, ∼1    / Hz0 at 100 kHz. The resulting devices have
nonhysteretic current−voltage characteristics with typical
critical currents Ic ≈ 500−800 μA (at 4.2 K) and normal
state resistances R ≈ 1 Ω. The SQUIDs are current-biased and
operated in Flux Locked Loop (FLL) mode using commercial
SQUID readout electronics. FLL operation is possible thanks
to the patterning of a narrow constriction (width ≈ 180 nm,
typically) that allows coupling a net magnetic flux to the
nanoloop (see Figure 1b). The mutual inductance between the
nanoloop and the constriction is M ≈ Φ0/mA.
Magnetization Measurements with NanoSQUID. Each
nanoSQUID containing one individual NW is mounted in
good thermal contact to a sapphire plate installed in a variable
temperature insert (minimum temperature ≈ 1.4 K). This
sapphire plate is mounted on a rotator that allows aligning the
nanoSQUID with respect to the externally applied magnetic
field with a resolution better than 0.1°. Magnetization
measurements are performed by sweeping the external
magnetic field at a fixed rate of ν = 8.3 mT/s and measuring
the output nanoSQUID voltage (Vout) as the NW is driven
through magnetization reversal. A total number of 30−50
hysteresis loops are measured at each temperature. Vout is
converted into units of magnetic flux threading the nanoloop
Φexp=VoutM/Rf, where Rf is the feedback resistance of the
SQUID readout electronics (Rf = 3.3 kΩ, typically). Differ-
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ences between the total captured flux (Φexp) from each NW are
due to slight geometrical differences between the nano-
SQUIDs, differences between the NWs’ positions, and
differences in the total magnetic moment of the NWs.
The reproducibility of the fabrication procedure has been
checked on 300-NW. For this purpose, a different NW grown
and annealed under the same experimental conditions was
deposited on a different nanoSQUID. Measurements yield very
similar results to those shown here (see Figure S2 in the
Supporting Information).
Calculation of the Coupling Factor. In order to estimate
the average coupling factor, it is necessary to know the exact
position of the NW, its precise dimensions and those of the
nanoSQUID. Numerical calculations are performed using the
finite-element based software package 3D-MLSI:36 A circulat-
ing current is sent around the SQUID loop in 11 current
sheets,37,38 taking into account the precise thickness and in-
plane geometry of the device. The magnetic field generated
inside the volume occupied by the NW is then used to
calculate ϕμ.
23,36 To estimate the error resulting from the
SEM-based measurements of the NW position, ϕμ was
recalculated with the NW position shifted by ±100 nm,
using the maximum deviations as errors for ϕμ (Δϕμ). The
calculated Co purity error given in Table 1 also includes the
uncertainty in the measurement of the NW radius (Δr = ±2
nm) and in the experimental total signal coupled to the
nanoSQUID (ΔΦexp = ±10 mΦ).
Microstructural, Compositional, and Magnetic Analyses
by TEM. HRTEM imaging was carried out in a Titan Cube
60−300 system operated at 300 kV, equipped with an S-FEG,
a CETCOR aberration corrector for a objective lens from
CEOS providing subangstrom point resolution, and a 2K × 2K
Ultrascan CCD camera from Gatan. STEM and EELS
experiments were performed in a Titan Low-Base 60−300
system operated at 300 kV, fitted with a high-brightness field
emission gun (X-FEG) and a CETCOR corrector for the
condenser system, which produces an electron probe with a
lateral size below 1 Å. The STEM-EELS experiments were
performed using a Gatan Image Filter (GIF) Tridiem 866 ERS,
with a 25 mrad convergence semiangle, an energy dispersion of
0.5 eV/pixel with a resolution of 1.5 eV, a GIF aperture of 2.5
mm, a camera length of 10 mm, a pixel time of 15 ms, and an
estimated beam current of 270 pA. The magnetic induction
was determined by off-axis Electron Holography in the Titan
Cube 60−300 system mentioned above. These holographic
experiments were performed at 300 kV by switching off the
objective lens and using the Lorentz lens to form the image.
The detailed experimental procedure can be found else-
where.28 A motorized electrostatic biprism was excited at 150−
170 V to generate an interferometric pattern in an overlapping
area of 400−500 nm in width, with a fringe contrast ranging
from 20% to 25%. The hologram acquisition time was 5 s, and
they were acquired at a remanence state after the saturation of
the magnetization in the two opposite directions along the
longitudinal NW axis by tilting the object by 30° and exciting
the objective lens up to a magnetic field of 0.3 T. Thus, the
electrostatic phase shift can be subtracted and the magnetic
phase shift (φMAG) extracted. If the NW axis is set along the x
axis, the magnetic induction component Bx can be obtained as |
Bx(x,y)| = (ℏ/et)[∂φMAG(x,y)/∂y], where ℏ is the reduced
Planck constant, e the electron charge, and t the total variable
thickness along the NW width.28
Micromagnetic Simulations. Micromagnetic simulations
are performed using the GPU-accelerated MUMAX3 pack-
age.39 We set the saturation magnetizationMs = pMs(bulk) and
the exchange stiffness A = pA(bulk) with p given in Table 1,
and Ms(bulk) = 1.4 × 106 A/m and A(bulk) = 2.5 × 10−11 J/m
for pure crystalline Co. However, the size of each NW is set to
its actual geometrical dimensions given in Table 1. The cell
size is set to 2.4 × 2.4 × 3.5 nm3, which is below the exchange
length of bulk Co (λex ≈ 4.5 nm).
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(12) Rodríguez, L.; Mageń, C.; Snoeck, E.; Gatel, C.; Marín, L.;
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R.; Koelle, D. Resistively shunted YBa2Cu3O7 grain boundary
junctions and low-noise SQUIDs patterned by a focused ion beam
down to 80 nm linewidth. Supercond. Sci. Technol. 2011, 24, 015015.
(38) Wölbing, R.; Schwarz, T.; Müller, B.; Nagel, J.; Kemmler, M.;
Kleiner, R.; Koelle, D. Optimizing the spin sensitivity of grain
boundary junction nanoSQUIDstowards detection of small spin
systems with single-spin resolution. Supercond. Sci. Technol. 2014, 27,
125007.
(39) Vansteenkiste, A.; Leliaert, J.; Dvornik, M.; Helsen, M.; García-
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Abstract
We demonstrate the operation of low-noise nano superconducting quantum interference devices
(SQUIDs) based on the high critical field and high critical temperature superconductor
YBa2Cu3O7 (YBCO) as ultra-sensitive magnetometers for single magnetic nanoparticles
(MNPs). The nanoSQUIDs exploit the Josephson behavior of YBCO grain boundaries and have
been patterned by focused ion beam milling. This allows us to precisely define the lateral
dimensions of the SQUIDs so as to achieve large magnetic coupling between the nanoloop and
individual MNPs. By means of focused electron beam induced deposition, cobalt MNPs with a
typical size of several tens of nm have been grown directly on the surface of the sensors with
nanometric spatial resolution. Remarkably, the nanoSQUIDs are operative over extremely broad
ranges of applied magnetic field (–1 T m< <H0 1 T) and temperature (0.3 K < <T 80 K). All
these features together have allowed us to perform magnetization measurements under different
ambient conditions and to detect the magnetization reversal of individual Co MNPs with
magnetic moments (1–30) m´106 B. Depending on the dimensions and shape of the particles we
have distinguished between two different magnetic states yielding different reversal mechanisms.
The magnetization reversal is thermally activated over an energy barrier, which has been
quantified for the (quasi) single-domain particles. Our measurements serve to show not only
the high sensitivity achievable with YBCO nanoSQUIDs, but also demonstrate that these
sensors are exceptional magnetometers for the investigation of the properties of individual
nanomagnets.
Keywords: nanoSQUID, magnetic nanoparticles, nanoparticle patterning, single particle
detection, magnetization measurements
(Some figures may appear in colour only in the online journal)
1. Introduction
Magnetic nanoparticles (MNPs) are targeted by the scientific
community and industry. After recognizing the large number
of size and shape-dependent properties of MNPs, a huge
range of potential applications became immediately evident.
Just to mention a few, these properties include magnetic
anisotropy (memory) [1, 2], phase transitions [3],
magnetocaloric effects [4] or resonance frequencies [5]. Very
different industrial sectors have already benefited from the use
of MNPs starting from electronics and information technol-
ogies up to medical diagnostics and cancer therapy [6]. In
addition, fundamental research on MNPs might also find
applications in solid-state quantum information technologies
[7] and molecular spintronics [8]. In this regard, developing
tools for magnetic characterization of small amounts of MNPs
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or, if possible, individual ones, represents an important step
towards the realization and fine-tuning of the properties of
MNPs for different applications.
Experiments on individual MNPs were pioneered by
Wernsdorfer and collaborators (for reviews see e.g., [9, 10]).
Among a vast number of studies, this group succeeded in
demonstrating experimentally, e.g., magnetization reversal as
described by the Néel–Brown [11–13] and Stoner–Wohlfarth
model [14, 15] or the occurrence of macroscopic quantum
tunneling of the vector magnetic moment [16]. The magnet-
ometers used for this goal were microscopic superconducting
quantum interference devices (SQUIDs) based on niobium
thin films. Since then, SQUID sensors have been further
miniaturized to the nanosocopic scale, boosting enormously
their sensitivity and noise performance [17, 18]. However, the
realization of routine magnetization measurements and the
investigation of interesting physics using nanoSQUIDs is still
quite limited [17, 18].
Among other reasons, this is mainly due to (i) restrictions
imposed on the SQUID operation ranges of applied magnetic
field H and temperature T, which are often much smaller than
what is usually required for comprehensive characterization
of magnetic materials and (ii) the difficulty of positioning
individual MNPs with high spatial precision close to the
nanoSQUID loop, which is crucial to achieve the sensitivity
required to detect the tiny magnetic moment of MNPs.
We have overcome the first mentioned challenge by
using recently developed ultra-sensitive nanoSQUID sensors
based on the high critical field and high critical temperature
(Tc) superconductor YBa2Cu3O7 (YBCO) and submicron
grain boundary (GB) Josephson junctions [19–21]. This
approach allows sensor operation at remarkably large in-plane
applied magnetic fields (up to one Tesla) and a large range of
temperatures (300 mK–80 K). Regarding the second issue,
cobalt MNPs have been directly grown at precise positions by
focused electron beam induced deposition (FEBID) [22].
Being polycrystalline, FEBID-Co is a soft magnetic material
with negligible volume-averaged magnetocrystalline aniso-
tropy. The equilibrium magnetic state of these MNPs will,
therefore, result from the competition between the exchange
and magnetotstatic (shape) energies [23]. The use of FEBID
allows us to control not only the particle location with
nanometric resolution, but also its size and shape. This gives
access to investigating the boundary between single-domain
MNPs (dominated by the minimization of the exchange
energy) and more complicate spin configurations of topolo-
gical origin (dominated by the minimization of the magne-
tostatic energy) [24, 25].
Here, we present nanoSQUID magnetization measure-
ments on five different FEBID-Co MNPs by using a set of
five nanoSQUIDs SQ #i containing MNPs labeled as #i,
with =i 1 5– , respectively. NanoSQUID fabrication, opera-
tion and electrical characterization is presented in section 2
along with the calculation of their corresponding position-
dependent magnetic coupling and spin sensitivity. MNP
growth is described in section 3, followed by the description
of the magnetization measurements in section 4. Within this
section the total magnetic moment per particle is estimated
and the temperature and angular dependence of the switching




The fabrication of the devices is summarized in figure 1 and
briefly described in the following (see [20] for further details).
A 120 nm thick YBCO film is grown epitaxially by pulsed
laser deposition on a SrTiO3 (STO) bicrystal substrate, lead-
ing to the natural formation of a GB indicated by the dashed
line in figure 1(a). The GB with 24  misorientation angle acts
as a Josephson barrier exhibiting a remarkably large critical
current density ~ -j 10 A cm0 5 2 at 4.2 K, typically. Subse-
quently, a 70 nm thick Au film is deposited in situ by electron
beam evaporation, which provides resistive shunting to the
Josephson junctions and protects the YBCO layer during
patterning by focused ion beam (FIB) milling. In this step,
two bridges typically ~w 300J nm wide and ~l 300J nm
long straddling the GB are formed to define the Josephson
junctions intersecting the SQUID loop (see figure 1(b)). For
SQUID operation, a bias current Ib flows across the junctions
(white arrows in figure 1(b)). In addition, a typically
=w 100 200c – nm wide and =l 200c nm long constriction is
also patterned into the SQUID nanoloop; this provides the
position with largest coupling for MNPs (see section 2.4). Via
a modulation current Imod (black arrows in figure 1(b))
flowing through the constriction, the SQUID can be flux
biased at its optimum working point, which also allows
SQUID readout in flux locked loop (FLL) mode [26]. The
relevant geometric parameters for the SQUID loop are
Figure 1.YBCO nanoSQUID fabrication: (a) scheme of the thin-film
deposition process: a 120 nm thick YBCO film is grown epitaxially
on a STO bicrystal substrate leading to the natural formation of a
grain boundary (GB; dashed line). The YBCO is covered with a
70 nm thick Au layer. (b) Final layout of the device after FIB
patterning. White and black arrows indicate direction of bias and
modulation current, respectively. An external magnetic field H (blue
arrow) can be applied in the plane of the SQUID loop. (c) Schematic
top view of the SQUID loop, indicating the relavant geometric
parameters.
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indicated in figure 1(c), and corresponding values for lJ, wJ, lc
and wc for all five YBCO nanoSQUIDs are given in table 1.
Using FIB patterning, the lateral dimensions of the
YBCO nanoSQUIDs can be controlled down to ∼50 nm,
providing a flexible and convenient way of tuning the size and
geometry of the nanoloop. This in turn determines its main
parameters, [27] such as (i) the maximum critical current I0 of
the Josephson junctions, (ii) the total inductance L with a
geometric and kinetic contribution, the latter depending also
on the film thickness, and (iii) the dimensions of the con-
striction, which determine the strength of maximum coupling
of a MNP to the SQUID loop [27].
2.2. Measurement setup and high field operation
Sensors are mounted in good thermal contact to the copper
cold finger of a 3He refrigerator operative at 300 mK < <T
300 K. The refrigerator is introduced in a 4He cryostat hosting
a vector magnet operating at a maximum sweeping rate of
n = 4.5 mT s−1. The vector magnet allows to carefully align
the externally applied magnetic field H in the substrate
(SQUID loop) plane and perpendicularly to the plane formed
by the GB junctions (blue arrow in figure 1(b)). In this
configuration, magnetic flux is coupled neither to the
nanoSQUID loop nor to the Josephson junctions, allowing to
operate the devices up to ~1 T as demonstrated in [20]. To
verify this, we have characterized a large number of bare
nanoSQUIDs operating them in both open loop and FLL
mode while sweeping H. While the nanoSQUIDs are fully
operative up to very large magnetic fields, we have observed
the presence of abrupt changes in their response at
m ~H 10 T. This behavior is still under investigation and is
attributed to the entrance of Abrikosov vortices, probably
stabilized at one or both sides of the constriction. Measure-
ments presented here have been obtained, however, at
m <H 0.15 T0 where these effects play no role.
2.3. Electrical characterization
All devices presented here exhibited values of the maximum
total critical current m= ~I I2 500 600 Ac 0 – at 4.2 K,
decreasing to m~I 150 200 Ac – at 70 K. The response of the
nanoSQUIDs at constant Ib can be modulated via Imod ,
allowing us to experimentally observe the F0-periodic
response of the output voltage V versus magnetic flux Φ in the
SQUID loop (F0 is the magnetic flux quantum). From these
measurements (see, e.g., [20]) it is possible to determine the
modulation currrent Imod,0 which is required to induce F1 0.
This yields the mutual inductance º FM Imod between the
constriction and the SQUID. The experimental determination
ofM is paramount in order to quantify the flux F = V M Rout f
coupled to the SQUID. Here, Vout is the output voltage and Rf
is the feedback resistance of the SQUID readout electronics
operated in FLL mode ( = WR 3.3 kf , typically).
Figure 2(a) shows the measured T dependence of M1
for all five SQUIDs. Here,M is normalized to the extrapolated
zero temperature value º =M M T 00 ( ) for each SQUID SQ
#i (values for M0 are listed in table 1). The data are well
approximated by = - -M M t10 2 2 3( ) , with the reduced
temperature ºt T Tc and =T 89c K, which we will explain
in the following.
Generally, M contains both a geometric and a kinetic
contibution, = +M M Mg k. Mg reflects the magnetic field
produced by Imod , which is captured by the SQUID loop. The
kinetic part Mk reflects the contribution to the phase gradient
of the superconductor wave function that is induced by the
kinetic momentum of the Cooper pairs flowing along the
constriction. Mk is expected to be T-dependent through the
Cooper pair density l l=n T n T0s s L02 L2( ) ( ) ( ), [29] with the
London penetration depth lL and l lº =T 0L0 L ( ). Hence,
one expects l l=M M Tk k0 L2 L02( ) . Generally, Mg can also be
T-dependent, as the current density distribution across the
constriction may vary with l TL ( ). However, as the con-
striction width wc is of the order of lL0 (see table 1 and
determination of lL0 values below), already for the lowest
temperatures we can assume a rather homogeneous current
density distribution across the constriction, which will not
change with T.
Figure 2. Temperature dependence of the mutual inductance M and
London penetration depth lL of all five YBCO nanoSQUIDs at
H=0: (a) measured T dependence of M1 (symbols) normalized to
M1 0 (see table 1). Solid line is a fit to the data with =Tc 89 K. (b) T
dependence of lL extracted from data shown in (a) and numerical
simulations of lM L2( ) as shown in the inset. For comparison, the
main graph includes data from Zaitsev et al [28], withl = 210L0 nm
and =T 92 Kc .
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In order to quantify the T-dependence of M and its
relation to l TL ( ), we performed numerical simulations of
lM L( ) for the geometry of all five nanoSQUIDs, based on the
London equations using the software package 3D-MLSI [30].
The comparison of the measured values for M(T) with the
simulation results lM L( ) allows us to extract l TL ( ) and lL0
for all five devices.
We note that the value of lL0 extracted from the simu-
lations crucially depends on the value for the constriction
width wc. Here, the largest uncertainty comes from the
unknown value of the width of the damaged regions at the
constriction edges due to FIB milling, which effectively
reduces wc by some value dwc. This effect is strongest for SQ
#2 with the smallest wc. Taking d =w 20c nm, reduces the
extracted value for lL0 by 15% for SQ #2.
The inset of figure 2 shows M Mk0 versus l lL L0 2( ) .
Here, the data points for all five devices follow nicely the
quadratic scaling with lL, with almost invisible vertical shifts
due to the small offset given by M Mg k0. Values for Mg and
Mk0 are listed in table 1. We clearly see that = +M M Mg0 k0
is dominated by the kinetic contribution ( ~ oM 7 3g ( )%
of Mk0).
l TL ( ) is displayed in figure 2(b), where we normalized
lL to lL0 and T to =T 89 Kc . The T-dependence of lL is
roughly given by l l= -T t0 1L L 2 1 3( ) ( )[ ] , leading to the
observed T-dependence of M, since M Mg k. Thus, due to
the dominant kinetic contribution of M in our devices, the
measured T dependence of M1 (figure 2(a)) closely reflects
the T dependence of ns.
We note that the values for lL0 vary from ~170 to
~240nm for the five devices presented here. Those values
are significantly above the values l ~ 150L0 nm in the a–b
plane for YBCO single crystals. [31]. However, they are
consistent with results by Zaitsev et al [28] obtained from
microwave measurements of the absolute London penetration
depth for epitaxially grown YBCO films and with results
which we obtained earlier for our YBCO nanoSQUIDs
[20, 27] and thin films [32]. For comparison, we included in
figure 2(b) results of one representative sample from [28],
which shows a l TL ( ) dependence that is very consistent with
what we find for our devices presented here.
Finally, we have characterized the noise response of the
devices in FLL mode obtaining very low values of the root-
mean-square (rms) spectral density of flux noise FS
1 2.
Figure 3 shows data for SQ #1 and SQ #2 at H=0 and
T=4.2 K. The former exhibits the typical µFS f1
contribution, which dominates up to ∼1 kHz where it starts to
saturate reaching just ~FS 5001 2 Fn 0 Hz-1 2 at 100 kHz. SQ
# 2, on the other hand, exhibits also a f1 contribution plus a
broad peak at ∼200 Hz. The noise in the white region is
larger, in this case giving ~FS 1.21 2 mF0 Hz-1 2 at 100 kHz.
Both the presence of peaks in the noise spectra and excess f1
contributions are typically found in these devices [21, 33].
These effects have been attributed to I0 fluctuations in the GB
junctions and to the existence of ubiquitous magnetic fluc-
tuators either at the STO/YBCO interface or in the GB
junctions [21].
Operation in external magnetc fields and at variable
temperature has been investigated experimentally by mea-
suring the noise of SQ #1 at m- < <H100 mT 4000 mT
and < <T0.3 K 50 K. Similarly to the spectra shown in
figure 3, the flux noise is dominated by a large f1 contrib-
ution exhibiting the presence of peaks at frequencies that
depend on both T and H. Although no systematic T- or H-
dependence has been found, [21] we can state that noise
spectra are only weakly affected by the application of external
magnetic fields or by the operation at higher temperatures. As
a matter of fact, FS
1 2 values at 100 kHz do not change by
more than a factor 4–5.
Table 1. Parameters for all five SQUIDs SQ #i: geometric parameters of the SQUID layout (wJ, lJ, wc and lc) and to T=0 extrapolated
values for mutual inductances M0, Mg, Mk0 and London penetration depth lL0.
wJ lJ wc lc M0 Mg Mk0 lL0
(nm) (nm) (nm) (nm) F0 mA−1 F0 mA−1 F0 mA−1 (nm)
SQ #1 380 330 500 220 0.29 0.02 0.27 243
SQ #2 270 255 80 265 1.17 0.08 1.09 166
SQ #3 350 270 260 180 0.58 0.02 0.56 241
SQ #4 330 300 220 250 0.44 0.04 0.40 171
SQ #5 360 270 190 190 0.48 0.03 0.45 179
Figure 3. Rms spectral density of flux noise measured in FLL at
4.2 K and H=0 for devices SQ#1 and SQ#2. Solid lines indicate
the 1/f contributions.
4
Supercond. Sci. Technol. 30 (2017) 024003 M J Martínez-Pérez et al
2.4. Calculation of coupling and spin sensitivity
In order to estimate the regions of maximum coupling for
MNPs above the surface of the sensors, we performed num-
erical simulations based on the London equations to calculate
the coupling factor fm mr e,( ˆ ). This quantity expresses the
amount of magnetic flux coupled into the nanoSQUID loop
per magnetic moment of a point-like MNP with its magnetic
moment m m= meˆ oriented along meˆ and located at position r.
fm was calculated using 3D-MLSI [30] to obtain the magnetic
field B rJ ( ) at position r induced by a current J circulating in a
two-dimensional sheet around the SQUID hole, taking into
account the lateral geometry of the SQUID. As shown in [19]
and [27], fm mr e,( ˆ ) can then be obtained via
f = -m m mr e e B r J, . 1J( ˆ ) ˆ · ( ) ( )
This calculation was done for 11 current sheets spread equally
across the film thickness as described in [27]. The resulting
coupling factors were averaged for each position r, resulting
in position-resolved maps fm x y,( ) in the plane parallel to the
SQUID loop plane, as shown in figure 4(a). Figure 4(b)
shows a line-scan fm x( ) calculated along the dashed line in
figure 4(a). Results plotted in figure 4 have been calculated
for a vertical distance =z 80 nm above the YBCO surface,
i.e., 10 nm above the Au surface, for a device with geometry
similar to SQ # 2. In these calculations we have assumed meˆ
parallel to the externally applied magnetic field H (along the x
direction). Note that fm reverses it sign upon going from the
constriction to the opposite side of the SQUID loop. This is
simply related to the direction of the flux lines coupled to the
nanoloop and makes no difference for the measurements
performed here. AslL0 varies from~170 to 250 nm for our
devices, we have performed simulations of fm for variable
lL0. In contrast to the scaling of lM L( ), we find only a very
weak dependence of f lm L( ). Hence, for the calculations of fm
presented below, we fixed lL to 250 nm to be consistent with
our earlier work [27].
Regions of maximum fm    are found at the constriction
(f m= Fm 5.5 n 0 B, at the position of the black dot in
figure 4(a)) and at the opposite side of the nanoSQUID loop
(f m= - Fm 3.1 n 0 B, at the position of the white dot in
figure 4(a)); mB is the Bohr magneton. A particle located at
the constriction is better coupled as this is the region with
smallest linewidth of the SQUID. Accordingly, more flux
lines can be captured through the nanoloop.
Experimental values of FS
1 2 and the calculated fm allow
estimating the expected spin sensitivity. This is the figure of
merit of nanoSQUID sensors, defined as
f=m mFS S . 21 2 1 2     ( )
For a point-like particle on top of the constriction of SQ#2 at
=z 80 nm, we obtain m~m -S 220 Hz1 2 B 1 2 at 100 kHz.
This means that m220 B fluctuating at 100 kHz can be
detected in a 1 Hz bandwidth.
3. Co MNP growth
Polycrystalline cobalt MNPs have been grown by FEBID in a
dual-beam system from FEI (models Helios 600 and 650).
The focused electron beam is used to take SEM images of the
nanoSQUID and spot the precise location where the Co MNP
is desired to be grown. The precursor gas Co2(CO)8 is sup-
plied locally with a gas injection system that approaches a
needle to a distance m~150 m from the site of interest. The
base pressure of the chamber is ´ -2 10 6 mbar, and increa-
ses to ~ ´ -1.5 10 5 mbar when the precursor valve is open.
The electron beam is scanned on the selected area using a
small current (25 pA) to ensure a good spatial resolution, and
with low voltage (5 kV) to produce a material with moderate
purity ~60 at%; a higher purity of 90% is possible, but then
the sample is very prone to oxidation in ambient condi-
tions [34].
Three FEBID-Co nanoparticles grown on top of a
YBCO/Au bilayer are displayed in figure 5, showing a high
degree of control over the geometrical volume Vgeo of the
particles. These particles have been obtained by scanning the
electron beam on a 10 nm diameter circle leading to the
formation of a spherical cap-like MNP with geometrical
diameter dgeo and thickness (height) tgeo. From left to right in
Figure 4. (a) fm x y,( ) contour plot of a typical nanoSQUID, 10 nm
above the surface of the 70 nm thick Au layer, for me exˆ    ˆ . White
dashed lines indicate the contour of the chosen nanoSQUID
geometry with an 80 nm wide constriction. Black and white dots
indicate the positions of maximum coupling, i.e., f =m 5.5 and
m- F3.1 n 0 B, respectively. The blue dashed line indicates the
position of the line scan shown in (b). (b) fm x( ) along the dashed line
in (a). Note that the x-axis (vertical axis) in (a) and (b) coincide.
Figure 5. SEM images of three typical cobalt nanoparticles deposited
by FEBID on top of a YBCO/Au bilayer. Scale bar is 100 nm.
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figure 5, these MNPs have d tgeo geo ~65 30, ~85 40 and
~115 60 nm nm−1. Still, the likely presence of a magneti-
cally dead/paramagnetic layer does not allow the precise
determination of the real magnetic volume Vmag of the Co
particles from SEM images. The dead layer might arise at the
first stage of the growth process due to a likely lower con-
centration of Co [23]. Partial oxidation at the surface of the
particle might also lead to a thin antiferromagnetic CoOx layer
[34]. In section 4.1 Vmag will be estimated by combining the
calculated coupling between the MNP and the SQUID
nanoloop and the experimentally measured magnetic flux.
FEBID-Co nanoparticles have been grown as described
above at the precise positions where fm is maximum. SEM
images of three representative samples, SQ #1, SQ #2 and
SQ #5, are shown in figures 6(a)–(c), respectively.
Particles #1, #2 and #3 are similar to those shown in
figure 5. Their estimated geometrical dimensions correspond
to ~d t 60 40geo geo , ~90 60 and ~50 35 nm nm−1,
respectively. Their geometrical volume is then obtained as






#1 is placed above the 500 nm wide constriction of SQ #1
(figure 6(a)), whereas particle #2 lies on top of the much
narrower 80 nm wide constriction of SQ#2 (figure 6(b)), and
particle #3 sits on SQ #3 with intermediate constriction
width =w 260c nm. This entails clear differences between
their respective coupling factors, being largest for particle#2,
as will be discussed in section 4.1.
Particles#4 and#5 are, on the other hand, disc-shaped.
They were grown by scanning the electron beam on 100 and
200 nm diameter circles, respectively. Their geometrical
thickness is ~t 35 nmgeo , as determined by atomic force
microscopy performed directly on the surface of the sensors.
From these measurements we also conclude that the surface
of the MNPs is very smooth (5 nm roughness). In this case,
= pV t dgeo 4 geo geo
2 has been calculated as that of a cylinder.
We highlight that the larger discs#4 and#5, have been
deposited close to the edge of the nanoloop opposite to the
constriction. The reason is that this region provides a
smoother Au surface, less affected by FIB milling effects at
the edges. As shown in figure 4, this region still offers large
values of fm. Together with their larger volumes, this provides
reasonable magnetic signals as we will see in the following.
4. Magnetization measurements
Magnetization hysteresis loops of Co MNPs, i.e. change of
magnetic flux Φ coupled to the nanoSQUID versus applied
magnetic field H, of the different samples have been obtained
by sweeping H at different temperatures while operating the
nanoSQUIDs in FLL mode. Except for the measurements
presented in section 4.3, H was always applied perpendicular
to the GB plane. Some representative measurements per-
formed with SQ #1, SQ #2 and SQ #5, are shown in
figures 6(d)–(f) respectively. These curves have been obtained
at the same temperatures as indicated in figure 6(f). All par-
ticles exhibit hysteretic behavior. The magnetic signal of each
particle saturates at different values of the external magnetic
field in the range m< <H40 mT 800 mT. When sweeping
back the magnetic field from the fully saturated state, abrupt
steps indicate the onset of an irreversible process of magne-
tization reversal. In all cases, the observed switching fields
depend on temperature, suggesting the occurrence of a ther-
mally activated magnetization reversal process.
However, clear differences are observed in measurements
on different samples. Hysteresis curves corresponding to #1,
#2 and #3 are square shaped, suggesting that particles
remain in the (quasi) single-domain state while H is swept.
This does not necessarily mean that particles are uniformly
magnetized. Non-uniformities are likely to appear at the edges
so to reduce the total magnetostatic energy [35, 36].
In contrast to this, measurements obtained with #4 and
#5 exhibit a number of reproducible steps, suggesting that
magnetization reversal is assisted by the formation of more
complicated multi-domain magnetic states. Owing to the
Figure 6. (a)−(c) SEM images of devices SQ #1, SQ #2 and SQ
#5, respectively (upper panels); scale bars correspond to 500 nm. Co
MNPs are highlighted by circles and shown in zoomed view in the
bottom panels (tilted images in (b) and (c)). (d)−(f) Representative
hysteresis curves F H( ) measured for MNP #1, #2 and #5,
respectively, at different temperatures as indicated in (f). The field
sweep rate was n = 4.5 mT s−1 in (d) and n = 0.45 mT s−1 in (e)
and (f). Curves are vertically shifted for clarity. The vertical axes are
in units of magnetic flux coupled to the nanoSQUID; notice the
different scales.
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circular shape of the particles, flux-closure magnetic states
such as vortices might be stabilized at equilibrium or nucleate
when sweeping the magnetic field [24, 25]. These measure-
ments will be analyzed in more detail elsewhere.
4.1. Magnetic flux signals
The maximum experimentally detected magnetic fluxoFMNPexp
coupled by a fully saturated Co MNP to the nanoSQUID
depends on the position, size and saturation magnetization Ms
of the MNP and on the specific geometry of the nanoSQUID
through the magnetic coupling. This can be appreciated in
figures 6(d)–(f) by observing the differences in FMNPexp for
different samples or in table 2, where the values of FMNPexp are
summarized. FMNPexp can be compared with the expected signal
calculated as fF = VMMNPtheo MNP s    . Here, V is the volume of
the particle, =M pMs s
Co where = op 60 10 at%( ) is the
expected concentration of Co atoms, and = ´M 1.4 10sCo 6
Am−1 is the saturation magnetization of cobalt [37]. fMNP is
the averaged coupling factor for each nanoSQUID across the








( ) ( )
In all cases, taking =V Vgeo in the above formula yields
values of F MNPtheo larger than the experimental ones. This fact
suggests an effective magnetic volume Vmag smaller than Vgeo
estimated from the SEM images and the AFM measurements.
<V Vmag geo is reasonable considering that the FEBID process
might lead to an effectively dead magnetic layer as discussed
in section 3. We have estimated Vmag as the volume required
in order to obtain F = FMNPtheo MNPexp . The magnetic thickness tmag
is then calculated by assuming =d dmag geo. Estimated values
are given in table 2 together with the measured dgeo, tgeo and
Vgeo. The table also provides the total resulting estimated
magnetic moment per particle m = V MMNP mag s and the values
of fMNP calculated by averaging across =V Vmag.
In case of particle #2 a volume averaged magnetic
coupling of f = 4.9MNP mFn 0 B has been calculated. This
value results when integrating over the magnetic volume of
MNP #2 assuming it lies on top of the Au layer, i.e., at
z=70 nm. We note that due to FIB-induced rounding of the
nanoSQUID patterned edges, the Au thickness and hence z
may vary across the constriction. This effect becomes espe-
cially important in nanoSQUID #2 with the smallest
constriction width ( ~w 80c nm) where the particle is
deposited very close to the edge (see bottom panel of
figure 6(b)). In this case, assuming a reasonable value of, e.g.,
z=35 nm would yield f = 7.3MNP mFn 0 B obtained upon
integration over = o ´ -V 1.6 0.3 10mag 16( ) cm3. This
translates into an estimated magnetic thickness of
= ot 40 7mag and m = o ´15 4 10MNP 6( ) mB.
As it can be seen, the effective magnetic volume of each
particle is smaller than the geometrical one by a factor ∼3 on
average. Put another way, the dead magnetic layer amounts to
20 25 nm– roughly. Alternatively, FMNPtheo and FMNPexp could
agree if we assume that these particles have a much lower
amount of Co atoms. In this case, the Co purity can be esti-
mated by assuming =V Vgeo, leading to just ~p 20 at%. We
consider this latter scenario as unrealistic, as such a low Co
concentration would yield a purely paramagnetic mat-
erial [22, 38].
We note the high signal-to-noise ratio of our hysteresis
loop measurements (the rms noise amplitude of FMNPexp
amounts to1 F1m 0). This is due to the high spatial resolution
achieved with FEBID growth of the MNPs directly on top of
the FIB-patterned constrictions in the nanoSQUIDs. For SQ
#2 with only 80 nm constriction width, the largest value of
the averaged coupling factor is achieved. In this case, MNPs
having a total magnetic moment of just m~105 B would still
provide a measurable signal.
4.2. Temperature dependence
The T dependence of the switching magnetic field Hsw is
analyzed in the following. Hsw is defined as
= ++ -H H H 2sw sw sw( ) where + -Hsw( ) is that at which irrever-
sible jumps are observed in the hysteresis curves when
sweeping up (down) the field. Except for these jumps
occurring at +Hsw and
-Hsw, the nanoSQUID output signal vs H
is reversible. H Tsw ( ) values for particles #1 and #2 are
plotted in figure 7 showing that Hsw decreases with increasing
T. As mentioned above, this behavior is typical for a single-
domain particle if its magnetization reversal is assisted by
thermal fluctuations. Such fluctuations allow the magnetiza-
tion to overcome the energy barrier U0 created by the
magnetic anisotropy. Being an stochastic process, Hsw should
depend on both the temperature T and the field sweeping rate
ν. This is further confirmed by the fact that Hsw increases with
increasing ν, as shown in the inset of figure 7 where data were
Table 2. Experimentally measured FMNPexp (with an rms noise amplitude ~ F1m 0), geometric MNP parameters dgeo, tgeo and Vgeo (determined
from SEM images with an estimated error o10 nm in dgeo and tgeo), calculated values of fMNP    (for F = FMNPtheo MNPexp ), magnetic MNP
parameters Vmag and tmag (determined from FMNPexp and fMNP), and estimated magnetic moment mMNP for each particle.
FMNPexp dgeo tgeo Vgeo fMNP    Vmag tmag mMNP
(mF0) (nm) (nm) (´ -10 16cm3) (n mF0 B) (´ -10 16cm3) (nm) ( m´106 B)
#1 10 60 40 0.9±0.2 3.0±0.2 0.4±0.1 21±6 3.3±0.9
#2 110 90 60 3.0±0.5 4.9±0.6 2.4±0.5 52±8 23±6
#3 5.5 50 35 0.6±0.2 3.9±0.3 0.15±0.04 14±5 1.4±0.4
#4 24 100 35 2.7±0.5 3.0±0.2 0.9±0.2 11±3 8.0±2.0
#5 80 200 35 11±2 2.7±0.2 3.2±0.6 10±2 30±7
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taken at T=0.3 K. Within the Néel–Brown model of mag-
netization reversal, [12, 13] the mean switching field can be


























where t a e= a-c H k Usw0 B 0 0 1. Hsw0 is the switching field at
T=0, e = - H H1 sw sw0 , t0 is an attempt time, kB is the
Boltzmann constant and α varies usually between 1 and 2
[25]. Experimental data are fitted by equation (4) as shown by
the solid lines in figure 7 where best fits are found for a = 2.
For both particles, t = -100 10 s has been used, although it
influences only marginally the fits. We found
= ´U k 3.8 10 K0 B 3 and m =H 300 sw0 mT for particle #1
and = ´U k 3.2 10 K0 B 4 and m =H 830 sw0 mT for particle
#2. This is of the same order of magnitude as
= ´U k 6.8 100 B 3 K and ´2.7 104 K, obtained by Werns-
dorfer et al [42] for elliptical polycrystalline cobalt particles
with dimensions ´ ´80 50 30 and ´ ´150 80 30 nm3,
respectively.
The energy barrier can be translated into a phenomen-
ological activation volume m=V U H Mact 0 0 sw0 s. Calculated
values for particle#1 and#2 yield ~Vact 2 and 6´ -10 cm18 3,
respectively. These values are just ~6% and 3% of Vmag for
each particle, respectively, suggesting that magnetization
reversal is triggered by a nucleation process followed by
propagation of domain walls. According to this picture,
magnetization reversal initiates within a small region of
volume~Vact. This is followed by a rapid (ps–ns) propagation
of the reversed magnetization through the whole volume of
the particle. This process cannot be distinguished from pure
coherent magnetization reversal by only inspecting the hys-
teresis curves as both mechanisms, i.e., nucleation and pro-
pagation, take place within the experimental field step-size.
4.3. Angular dependence
In order to gain a deeper insight into the mechanisms leading
to magnetization reversal, we performed magnetization mea-
surements by rotating the externally applied magnetic field by
an angle θ in the plane of the nanoSQUID loop (substrate
plane). Results are shown in figure 8(a) where few repre-
sentative F H( ) hysteresis curves are shown for different
values of θ. Notice that the hysteresis sense is inverted
between the interval q- n < < n90 90 to qn < < n90 270 .
Some of the magnetization curves also reveal the exis-
tence of intermediate smaller steps, the height of which
increases at angles close to q = o n90 . These steps appear
typically when magnetization reversal is triggered by a
nucleation process as suggested in the previous section. They
arise due to the formation and annhilation of metastable
multi-domain magnetic states or due to defects present in the
MNP behaving as pinning sites where domain walls remain
immobilized up to larger applied magnetic fields [42, 43]. The
height of each step is related to the total volume of the
reversed domain.
The angular dependence of the switching fields is sum-
marized in figure 8(b) where we plot values of qHsw ( ) at
which the first (dots) and last (stars) step is observed
(see vertical dashed lines in figure 8(a)). Experimental data
exhibit a clear two fold symmetry along q ~ n8 having a
small fourfold symmetric contribution at q ~ n98 . This
symmetry is highlighted by the black and blue solid lines
serving as a guide to the eye. Such a behavior could reflect the
angular dependence of the shape anisotropy (second order) of
the particle. In addition, magnetization non-uniformities
might arise especially at the edges of the particle as a con-
sequence of its shape and edge roughness. Such non-uni-
formities behave as nucleation sites for magnetization reversal
and might lead to an effective anisotropy of higher degree.
[35, 36] A more complete description of the three-dimen-
sional properties of particle #2 would be possible only by
performing magnetization measurements covering any direc-
tion in space and is far from the scope of this work.
5. Conclusions
A comprehensive characterization of a number of individual
cobalt MNPs has been presented. For this purpose, five dif-
ferent particles having different sizes and aspect ratios have
been grown directly on the surface of five ultra-sensitive
YBCO-nanoSQUID sensors. The sensors are based on the use
of GB Josephson junctions and have been patterned by FIB
milling. MNPs have been grown by means of FEBID
achieving nanometric resolution and, therefore, remarkably
large magnetic couplings to the nanoSQUID.
Figure 7. Temperature dependence of Hsw for particle #1
(n = 4.5 mT s−1) and#2 (n = 0.45 mT s−1). Solid lines are fits to
the Kurkijärvi model, equation (4), for a thermally activated process
over an energy barrier. The inset shows Hsw versus field sweeping
rate at 0.3 K for particle #2.
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The magnetic volume of each MNP has been estimated
from the total magnetic signal sensed by the nanoSQUID and
the calculated position-dependent magnetic coupling. A siz-
able reduction (by a factor ∼3) of the effective magnetic
volume as compared to the geometric one is observed and
ascribed to surface oxidation and non-uniform Co con-
centration in the particle. The resulting estimated magnetic
moments lie within m´1 30 106 B( – ) .
Moreover, we have demonstrated that magnetization
measurements at magnetic fields -m H 0.15 T0    applied at
any direction in the plane of the nanoloop and temperatures
< <T0.3 K 80 K are feasible. Based on these studies, we
have distinguished between (quasi) single-domain particles,
in which magnetization reversal takes place non-coherently,
possibly triggered by a nucleation process, and more com-
plicated topological magnetic states that will be analyzed
elsewhere. Additionally, the energy barriers involved in the
reversal process of particle #1 and #2 have been quantified.
Our results demonstrate that YBCO nanoSQUID sensors are
outstanding magnetometers well-suited to perform magneti-
zation studies on individual nanomagnets.
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Magnetic vortex nucleation and annihilation in
bi-stable ultra-small ferromagnetic particles
M. J. Martínez-Pérez, *a,b B. Müller,c J. Lin,c L. A. Rodriguez,d,e E. Snoeck,f
R. Kleiner,c J. Sesé a,g and D. Koelle c
Vortex-mediated magnetization reversal in individual ultra-small (∼100 nm) ferromagnetic particles at low
temperatures is studied by nanoSQUID magnetometry. At zero applied bias field, the flux-closure mag-
netic state (vortex) and the quasi uniform configuration are bi-stable. This stems from the extremely small
size of the nanoparticles that lies very close to the limit of single-domain formation. The analysis of the
temperature-dependent (from 0.3 to 70 K) hysteresis of the magnetization allows us to infer the nature of
the ground state magnetization configuration. The latter corresponds to a vortex state as also confirmed
by electron holography experiments. Based on the simultaneous analysis of the vortex nucleation and
annihilation data, we estimate the magnitude of the energy barriers separating the quasi single-domain
and the vortex state and their field dependence. For this purpose, we use a modified power-law scaling of
the energy barriers as a function of the applied bias field. These studies are essential to test the thermal
and temporal stability of flux-closure states stabilized in ultra-small ferromagnets.
Mesoscopic magnetic objects exhibit a number of possible
(meta)stable magnetization configurations, e.g., single-domain
or non-homogeneous states including domain walls or flux-
closure states like the archetypal magnetic vortex.1 The latter is
relevant for a number of applications going from electronics2
and information technologies3 up to cancer therapy.4 Attempts
are being made in order to reduce the size of magnetic units
hosting vortices below the 100 nm range to favour their use in
spintronic nanodevices and biomedical applications.5,6
Flat magnetic discs having radii in the few hundreds of
nanometers to several micrometers range are prominent
examples of bi-stability.7,8 Their ground state configuration
usually corresponds to a flux-closure vortex state (VS).9
However, the quasi-single domain (QSD) state is metastable in
ultra-small discs with radius r ≲ 100 nm and thickness t ∼
10 nm.7,10 If the size of the nanodisc is further reduced reach-
ing r ≲ 50 nm and t of few nm the QSD state becomes the
ground state whereas the vortex is metastable at zero field. The
transition probability between these states is governed by the
height of the energy barriers between them, the temperature
and the waiting time.11,12 Energy barriers have been extensively
studied both theoretically and experimentally in the case of
uniformly magnetized particles reversing their magnetization
M via, e.g., coherent rotation, curling or domain wall nuclea-
tion and motion.8,13–16 However, there are no theories allowing
to compute the magnitude of energy barriers and their depen-
dence on the applied bias field H in the case of nonuniform
magnetization reversal. This is a problem of utmost impor-
tance as it determines ultimately the thermal and temporal
stability of a given magnetic configuration.
In this work, we will focus on the energy barriers for vortex
nucleation (Un) and annihilation (Ua) in ultra-small ferro-
magnetic nanoparticles. Such problem has been analyzed
theoretically in ref. 10 where Un was calculated within the so-
called rigid vortex model (at zero bias field). The latter usually
results in energy barriers substantially larger than those found
experimentally.17,18 The rigid vortex model was extended in
ref. 6 to account for small radius nanodots, where the vortex
core occupies an important fraction of the total volume of the
particle. Most experimental studies assume that, around the
critical fields H0n and H
0
a, the energy barriers follow a power-
law scaling as a function of the bias field: Ua/n = U0a=n(1 − H/
H0a=n)
α. This is usually accepted for QSD particles, where the
theory of coherent magnetization reversal predicts 1 < α < 2,
approaching 2 when the field is applied along the easy axis of
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the particle.13 In practice, α < 2 is typically found in processes
involving domain wall nucleation and propagation.19
Thermal and temporal stability in magnetic vortices stabil-
ized in large (micron-sized) ferromagnetic discs has been
studied in the past. For example, individual permalloy discs
with radii r ∼ 250–500 nm and thicknesses t ∼ 40–50 nm were
studied experimentally in ref. 20 and 21 by means of Hall and
torque magnetometry, respectively. In the former, the tempera-
ture dependence of the hysteresis curves at low temperatures
was interpreted as a signature of thermal activation over an
energy barrier for both vortex nucleation and annihilation. In
the latter work, measurements performed at different sweep-
ing rates at room temperature yielded an equivalent expla-
nation for vortex annihilation whereas signatures of supercool-
ing were found for vortex nucleation. Regarding the field-
dependence of the energy barriers, α = 1 was assumed in the
former work whereas α = 3/2 was used in the latter. These
studies yielded values in the range U0n/kB ∼ 10
3–104 K and U0a/
kB ∼ 104–105 K. Other experimental works have focused on
large arrays of permalloy discs. The vortex annihilation process
was investigated at temperatures close to room temperature in
ref. 17 using an array of relatively large discs with r ∼ 1 μm and
t ∼ 32 nm. Fitting together the temperature and field sweeping
rate-dependence of the magnetic susceptibility, different
values of 1 < α < 2.5 yielded energy barriers for vortex annihil-
ation in the range 2 × 105 < U0a/kB < 5 × 10
6 K. Kakazei et al.
measured the slow decay of the magnetization of a saturated
dot array at magnetic fields close to the vortex nucleation
field.22 The energy barrier for vortex nucleation was approxi-
mated as Un = U0n + a(H/H
0
n − 1)
α with 3.6 < α < 4. From these
measurements, U0n/kB ∼ 10
4 K was estimated for discs having r
∼ 250 nm and t ∼ 40 nm. Melkov et al. estimated the relaxation
rate to the VS by measuring the dot occupation number
through ferromagnetic resonance in smaller discs with r ∼
150 nm and t ∼ 14 nm.18 From the relaxation rate, an energy
barrier for vortex nucleation at zero field Un(H = 0)/kB ∼ 103 K
was found. Interestingly, the latter also enabled the experi-
mental estimation of the field dependence of Un(H).
Here, we study the vortex mediated magnetization reversal
in individual ultra-small soft-magnetic particles having radii of
∼50 nm (t of few tens of nm). Cobalt nanoparticles grown by
means of Focused Electron Beam Induced Deposition (FEBID)
of Co have been used for this purpose. Our particles are sub-
stantially smaller than those analyzed in the abovementioned
works. For this reason, they yield bi-stability of both the VS
and the QSD configuration at zero applied field with the VS
being the ground state. To demonstrate this, the stabilization
of flux closure magnetic structures at room temperature has
been verified by electron holography. Magnetization measure-
ments have been performed by directly growing individual
cobalt nanoparticles on the surface of different nano-
Superconducting Quantum Interference Devices
(nanoSQUIDs).23,24 NanoSQUIDs based on low temperature
superconductors have proved to be very efficient for the study
of nanoscopic magnetic objects.8,25 Our devices, on the other
hand, are made of the high critical temperature and high criti-
cal field superconductor YBa2Cu3O7 (YBCO), patterned by
focused ion beam milling and based on submicron grain
boundary Josephson junctions.26,27 By measuring the mag-
netic flux (Φ) captured by the SQUID nanoloop while sweeping
the external magnetic field, we are able to distinguish the
nucleation and annihilation of a flux-closure (vortex) state.
Such process has been observed at different temperatures
allowing us to infer the magnitude of the energy barriers sep-
arating the QSD and the VS and their field-dependence. For
this purpose, we fit simultaneously the temperature-dependent
critical fields for vortex nucleation and annihilation over a
broad temperature range between 300 mK up to 70 K.
1. NanoSQUID characteristics and
measurement setup
Three nanoSQUID sensors (labeled SQ1, SQ2 and SQ3) were
fabricated as described in ref. 15. A Scanning Electron
Microscope (SEM) image of SQ1 can be seen in Fig. 1a after
deposition of the cobalt nanoparticle. The nanoSQUIDs
exhibit non-hysteretic current–voltage characteristics within
the whole range of temperatures studied here (0.3 K < T <
70 K). These devices reach maximum critical currents of Ic ∼
550–950 μA at low temperatures, decreasing to ∼100–150 μA at
70 K. SQUIDs are operated in flux locked loop mode thanks to
the possibility of coupling magnetic flux to the nanoloop
through a constriction patterned nearby (indicated in Fig. 1a
top). The mutual inductance between this constriction and the
nanoSQUID loop is measured experimentally giving M =
0.44Φ0/mA, 0.48Φ0/mA and 0.65Φ0/mA for SQ1, SQ2 and SQ3,
Fig. 1 (a) SEM image of Disc1 deposited on SQ1. The dashed circle
highlights the position of the nanoparticle whereas dashed lines indicate
the grain boundary (GB). The inset shows the corresponding AFM image
of the particle. (b) SEM image of Disc3 approximated to a semi-sphere
with semi-axis (r, r, t ). (c) Electron holography images of few representa-
tive cobalt nanoparticles showing the presence of flux-closure ground
states. The color scale in the middle represents the direction of the
magnetic flux. Scale bar is 100 nm in all panels.
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respectively (Φ0 is the magnetic flux quantum). The tempera-
ture-dependence of M is also characterized experimentally for
each device as described in ref. 15. These values allow us to
convert the nanoSQUID output voltage into units of magnetic
flux.
SQ1 and SQ2 are mounted in a 3He refrigerator with base
temperature of 0.3 K operated together with a split-coil super-
conducting vector magnet. SQ3 is mounted on a variable temp-
erature insert with minimum temperature of 1.4 K operated
with a superconducting magnet. This insert also includes a
rotator coupled to the sample holder. These two approaches,
i.e., vector magnet and rotator, allow us to align the externally
applied magnetic field parallel to the nanoSQUID substrate
surface and perpendicular to the grain boundary’s plane (x
direction in Fig. 1a) with resolution better than 0.1°. Under
such circumstances, the coupling of the external field to both,
the nanoloop and the Josephson junctions, is minimized.
As demonstrated in ref. 15 and 28, the devices are fully operat-
ive in external magnetic fields up to 1 T and temperatures
up to 80 K.
2. Nanoparticle growth and electron
holography measurements
The fabrication of polycrystalline cobalt nanoparticles is
described in ref. 15 and briefly summarized here. We use a
dual-beam system from FEI (model Helios 600). The working
principle of FEBID is similar to chemical vapour deposition
assisted by an electron beam. The latter allows imaging the
region of interest prior to deposition. In this way, the final
structure can be located at precise positions with a resolution
of about ∼10 nm. The precursor gas Co2(CO)8 is supplied close
to the region of interest using a gas injection needle so that
the Co2(CO)8 molecules decompose as the electron beam is
scanned over the surface of the sample. An amorphous
material containing carbon, oxygen and nanometric crystals of
cobalt is obtained. The resulting cobalt purity (60 ± 10 at%) is
determined in situ by energy dispersive X-ray spectroscopy and
depends directly on the current used during deposition. The
latter is kept at 25 pA to guarantee good spatial resolution. As
it can be seen in Fig. 1b, the resulting particles are semi-
spherical with semi-axis (r, r, t ). As demonstrated in ref. 15,
the effective magnetic thickness (tmag) is lower than the geo-
metrical thickness t. This is due to the formation of a
∼20–25 nm-thick dead/paramagnetic cobalt layer in the first
stage of the growth process as well as surface oxidation. tmag
can be estimated by nanoSQUID magnetometry. For this
purpose we combine the measured nanoSQUID signal when
the particle is in the saturated state and numerical simulations
of the coupling factor between the nanoparticle and the
SQUID nanoloop. We refer the reader to ref. 15 and 27 for
more details about the calculation of the coupling factor.
To confirm the stabilization of flux-closure states we
perform electron holography experiments using the dedicated
Hitachi HF-3300 (I2TEM-Hitachi) transmission electron micro-
scope. Electron holography is a high-sensitivity magnetic
imaging technique that provides qualitative and quantitative
magnetic information of isolated ferromagnetic nano-
structures with nanometric resolution by retrieving the phase
shift of the electron-beam plane wave after it passes through
the sample and around it.29–31 The spatial variation of the elec-
tron phase shift is given by the Aharonov–Bohm phase shift.32
It is proportional to the sum of the 3D electrostatic potential,
plus the magnetic vector potential parallel to the electron
beam direction (z), respectively called the “electric phase shift”
and the “magnetic phase shift”. The later is proportional the
projection of the in-plane component of the magnetic induc-
tion Bx and By. Subtracting the electric phase shift part from
the total phase shift image allows mapping the local in-plane
magnetization by imaging the projection of the magnetic flux
lines.
For these experiments, we grow different cobalt nano-
particles with 50 nm < r < 250 nm and 10 nm < t < 45 nm.
Particles are located around the perimeter of rectangular holes
made on a 50 nm-thick SiN membrane. In Fig. 1c, we display
magnetic flux line images for representative nanoparticles
with t ≥ 35 nm. Thinner nanoparticles produced noisy images
or no magnetic signal due to the too weak magnetic induction
of such thin material that electron holography cannot resolve.
A circulation configuration of the magnetic lines around the
nanoparticle center indicates a VS of the magnetization. This
remanent state was observed both in as-prepared condition
(magnetization state created during the FEBID deposition) and
after saturating the nanoparticle with a strong perpendicular
magnetic field (along z-direction). Therefore, electron hologra-
phy experiments confirm that the VS is the ground state of the
nanoparticles.
Finally, three cobalt nanoparticles (labeled Disc1, Disc2
and Disc3) have been deposited directly on the surface of the
three YBCO nanoSQUIDs (SQ1, SQ2 and SQ3). Disc3 (Fig. 1b)
is deposited at the constriction where the coupling to the
nanoSQUID is maximized15 whereas Disc1 and Disc2 are de-
posited on the opposite side of the nanoloop. A SEM and an
Atomic Force Microscopy (AFM) image corresponding to Disc1
can be seen in Fig. 1a. We highlight that Disc1 is fabricated
under the same growth conditions and is, therefore, nominally
identical to the particle shown in the upper right panel of
Fig. 1c. The external magnetic field is applied along the x
direction. r and t are estimated from the SEM and AFM
measurements whereas tmag is estimated from the nanoSQUID
measurements as described in ref. 15. The resulting values are
given in Table 1.33
Table 1 Particle radius (r) and thickness (t ) determined from the SEM
and AFM images and estimated effective magnetic thickness (tmag)
r (±5 nm) t (±5 nm) tmag (nm)
Disc1 50 35 21 ± 5
Disc2 100 35 20 ± 3
Disc3 65 50 25 ± 4
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3. Magnetization measurements and
numerical simulations
Hysteresis curves Φ(H) are obtained by sweeping the external
bias magnetic field H and measuring the flux Φ threading the
SQUID nanoloop. Two typical hysteresis curves obtained at T =
10 K for Disc1 and Disc3 can be seen in Fig. 2a (top panels).
Here, we plot the magnetic flux coupled to the nanoSQUIDs in
units of the flux quantum Φ0. The apparent curvature (positive
for Disc1 and negative for Disc3) is still under investigation. A
similar phenomenon is observed in all devices studied so far
and is attributed to the non-perfect alignment of the external
magnetic field with respect to the Josephson junctions’ plane.
We now analyze in more detail the hysteresis loop of Disc1.
At large positive (negative) magnetic fields the stray field pro-
duced by the particle is maximum (minimum). This can be
understood as the nanoparticle is in the QSD state, with most
spins pointing along the external magnetic field (x direction)
and, therefore, coupling the maximum (minimum) amount of
flux to the nanoSQUID. As the magnitude of the external mag-
netic field +H (−H) is reduced to zero, the hysteresis curve does
not exhibit any step indicating that the QSD state is preserved
at remanence. As the magnitude of the magnetic field is
increased in the opposite direction, i.e., −H (+H), a flux closure
(vortex) state is nucleated at Hn− (Hn+) as evidenced by the
abrupt decrease of the stray field created by the nanoparticle.
If the field −H (+H) is further increased, the vortex will move
perpendicularly to the external field34 up to its final annihil-
ation at Ha− (Ha+). The presence of a few minor steps sub-
sequent to vortex nucleation can be attributed to the nuclea-
tion of intermediate states or, most likely, the presence of
pinning sites that distort the vortex path. This interpretation is
supported by the reduction of minor steps at larger tempera-
tures (cf. section 4 and Fig. 4). A similar behavior is found in
the case of Disc2 (see Fig. 6f in ref. 15 label #5) and Disc3,
although the presence of intermediate steps is much more
severe.
We highlight the differences between the hysteresis loops
shown here and the canonical vortex-mediated magnetization
reversal hysteresis loop.34 In the latter, coercivity approaches
zero with a large initial magnetic susceptibility at H = 0. This
indicates that the particle is in the VS with the QSD state being
prohibited. Usually, hysteretic lobes are found at high magnetic
fields stemming from the vortex annihilation and nucleation. In
contrast, our nanoparticles remain in the QSD state when
sweeping the field through zero. This is a signature of bi-stabi-
lity of the QSD and VS configurations at zero field and is a con-
sequence of the exceptionally small size of these particles.
The critical dimensions for QSD or VS stabilization in semi-
spherical particles can be calculated numerically. We use for
this purpose the finite element micromagnetic simulation
package Nmag,35 which allows to solve the Landau–Lifshitz–
Gilbert equation for the specific geometry under study. The
use of a finite-element discretisation method is particularly
important here due to the small size of the nanoparticles. In
the simulations, we neglect any contribution from magneto-
crystalline anisotropy due to the polycrystalline nature of Co-
FEBID. We set different initial micromagnetic configurations
at zero applied field, i.e., in-plane and out-of-plane saturated
states and a flux-closure vortex state. We then let the system
relax and calculate the total energy of each resulting state. By
varying the particle dimensions, we obtain the distinct stability
regions plotted in Fig. 3 (shaded). These are similar to numeri-
cal and analytical results obtained for cylindrical discs.36
Within region I, the VS is the ground state of the particle with
the QSD configuration being unstable. Regions II and III
correspond to an in-plane and out-of-plane QSD ground state,
respectively (with the VS being unstable). Interestingly, I′ and
II′ are regions of bi-stability. I′ corresponds to a vortex ground
state and a metastable QSD configuration whereas the oppo-
site occurs in region II′. Within the bi-stability regions,
decreasing the bias field after saturating the magnetization
does not promote the nucleation of a VS.5 As a matter of fact,
numerical simulations predict a square-shaped hysteresis loop
for particles lying on regions I′ and II′.
For comparison, in Fig. 3 we plot the measured radius r
and effective magnetic thickness tmag corresponding to three
Fig. 2 Hysteresis loops of Co particles. (a) (top) Typical experimental
hysteresis loops Φ(H) measured at T = 10 K and (bottom) numerical
simulations Mx(H) for Disc1 and Disc3. Top panels also show the
definitions for the nucleation and annihilation fields. (b) Numerically
simulated spatially-resolved magnetization for Disc1 at selected applied
fields as indicated in panel a (bottom left). Color coding represents the
magnetization along x (direction of the applied field) whereas arrows
indicate the magnetization direction.
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Co-FEBID nanoparticles studied in ref. 15, i.e., P#1, P#2 and
P#3, and the nanoparticles studied here, i.e., Disc1, Disc2 and
Disc3. We highlight that P#1, P#2 and P#3 exhibited square-
shaped hysteresis loops. Accordingly, these particles lye in
regions II′, I′ and II, respectively. Notably, Disc1, Disc2 and
Disc3 are all found in the bi-stability region I′. However, within
this region, it is theoretically not possible to nucleate a VS by
decreasing the bias field after saturating the magnetization.
This is particularly striking in case of Disc1 that lies very close
to the boundary with region II′. To the best of our knowledge,
Disc1 is among the smallest nanoparticles in which a vortex
has been observed to be nucleated and annihilated
experimentally.6,37,38
Numerical simulations and experiments can come to an
agreement by breaking the rotational symmetry of the nano-
particles. In this way, the experimentally measured hysteresis
loops, cf. Fig. 2a (top panels), can be reproduced numerically
by introducing a small uniaxial anisotropy parameter Ku
(along the x-direction). The latter can have many different
origins. For example, deviations from the perfect spherical
shape yielding a preferred magnetization axis from magneto-
static origin. Another possibility is the existence of a net
effective magnetocrystalline anisotropy (from the bulk or the
substrate/surface interfaces) or magnetoelastic anisotropy.
Numerical simulations are performed setting the saturation
magnetization and exchange stiffness constant to Ms = 0.6 ×
1.4 MA m−1 and A = 0.6 × 25 pJ m−1,39 respectively. Here, the
factor 0.6 reflects the reduced purity of FEBID cobalt.40 For the
anisotropy constant we choose Ku ∼ 2 kJ m−3 as a reasonable
value. This is estimated as Ku = U0/Vmag using the energy bar-
riers (U0) and magnetic volumes (Vmag) determined in ref. 15
for P#1 and P#2. To mimic the particular shape of the nano-
particles we use a semi-sphere with semi-axis (r, r, ts). The
resulting numerically calculated magnetization averaged along
the x-direction Mx is shown in Fig. 2a (bottom panels) using ts
= 36 nm for Disc1 and ts = 27 nm for Disc2. This simple model
captures the main characteristic of the vortex-assisted magneti-
zation reversal measured experimentally. Including few nm-
sized pinned regions in the simulated nanoparticles yields the
appearance of several steps ensuing vortex nucleation. These
steps are similar to those observed experimentally but come at
the cost of including too many degrees of freedom in the
model.
4. Temperature-dependence of the
vortex critical fields
In order to investigate the energy barriers involved in the pro-
cesses of vortex nucleation and annihilation, we perform mag-
netization measurements at variable temperature. A total
number of 30–50 hysteresis loops are measured at each temp-
erature. Some representative loops obtained at given tempera-
tures can be seen in Fig. 4 for Disc1 and Disc3. Data corres-
ponding to Disc2 are shown in Fig. 6f from ref. 15 (with the
label #5). In case of Disc1, the presence of minor steps sub-
sequent to vortex nucleation is reduced as temperature is
increased. These steps are attributed to the pinning and depin-
Fig. 3 Numerically calculated stability diagram for QSD and VS stabiliz-
ation in semi-spherical particles (with an exchange length λE ∼ 5.9 nm
for Co-FEBID). Colored scatter indicate the points where the simulations
were performed. These allow us to differentiate five stability regions
(shaded). I and I’ are characterized by a vortex ground state (red curled
arrow), II and II’ correspond to an in-plane ground state (blue horizontal
arrow) and III corresponds to an out-of-plane ground state (green verti-
cal arrow). Metastable configurations are also indicated schematically
within each region. Solid lines are a guide to the eye. Experimental data
corresponding to Disc1, Disc2, Disc3, P#1, P#2 and P#3 are shown.
Particles studied by electron holography are not shown as their effective
magnetic thicknesses cannot be determined.
Fig. 4 Typical experimental hysteresis loops obtained at different
temperatures for Disc1 and Disc3. Curves are vertically offset for clarity.
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ning of the vortex core as it moves through the nanoparticle
driven by the magnetic bias field. Material defects, ubiquitous
in Co-FEBID nanoparticles,15,16 lose their pinning capacity at
larger temperatures yielding the observed reduction of minor
steps. We also observe that both |Hn±| and |Ha±| decrease as
temperature is increased for all three nanoparticles. This is
typically found for thermally assisted activation processes over
an energy barrier. This can be better seen by analyzing the
temperature dependence of the mean nucleation and annihil-
ation fields defined as
HnðTÞ ¼ hHn$i$ hHnþið Þ=2;
HaðTÞ ¼ hHaþi$ hHa$ið Þ=2:
ð1Þ
Here, 〈Hn±〉 and 〈Ha±〉 are obtained after averaging the
experimentally measured values of Hn± and Ha±, respectively,
over 30–50 hysteresis curves at each temperature. The resulting
Hn/a(T ) curves for Disc1 and Disc3 can be seen in Fig. 5.
These data can be interpreted within the Néel-Brown model
of magnetization reversal.41,42 Here, we assume that an energy
barrier exist for vortex nucleation (Un) and annihilation (Ua).
Near the vortex nucleation/annihilation critical fields, we
approximate the field-dependence of these energy barriers as
Un=a ¼ U0 1$ H $ HoffH0n=a $ Hoff
 !α
: ð2Þ
With our definition, U0 is the energy barrier at the offset
field H = Hoff such that Ua(Hoff ) = Un(Hoff ) = U0 (see Fig. 6b,
point #3). H0a=n is the nucleation/annihilation field at T = 0 K
and α is a generalized exponent.
The temperature and field sweeping rate-dependence of
Ha/n can be obtained from the model of Kurkijärvi43–45 giving







# $% &1=α( )
;
ð3Þ
where τ0 = 10–10 s is an attempt time, kB is the Boltzmann con-
stant and ν is the magnetic field sweeping rate (ν = 4.5 mT s−1
and 8.3 mT s−1 for Disc1 and Disc3, respectively). Additionally,
c = (H0n=a − Hoff )kB/τ0αU0ε
α−1 with ε = 1 − Hn/a/H0n=a.
The experimentally measured Ha(T ) and Hn(T ) curves are
fitted simultaneously by eqn (3). The generalized exponent α
can be, in principle, different for the processes of vortex
nucleation and annihilation. In order to keep a low number of
fitting parameters, we assume a single α value and we fix H0n=a
to the experimental fields measured at the minimum tempera-
tures (given in Table 2). In this way, the only fitting parameters
are Hoff, U0 and α. Simultaneous fitting is only possible for α ≥
2. The resulting parameters obtained for α = 2 and α = 3 (solid
Fig. 6 (a) Field dependence of the energy barriers for vortex nucleation
and annihilation calculated with eqn (2) and fitting parameters from
Table 2 with α = 3 (solid lines). (b) Schematic representation of the
energy landscape corresponding to Disc1 for different values of the
magnetic field as indicated in panel a (left). Notice that these are the
same field values at which spatially resolved maps of the magnetization
are shown in Fig. 2b.
Fig. 5 Temperature dependence of the mean nucleation and annihil-
ation fields calculated as defined in the text for Disc1 and Disc3. Dots
are the experimental data. Lines are the fits to eqn (3) using the para-
meters shown in Table 2.









Disc1 −23 74 5 0.6 2
−23 74 8 1.5 3
Disc3 −44 102 20 0.9 2
−44 102 20 2.0 3
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and dashed lines in Fig. 5, respectively) are summarized in
Table 2.
The obtained energy barriers are in good agreement with
values given in the literature for small size nanodiscs of per-
malloy, having an exchange length λE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2A=μ0MS2
p ' 5nm! "
similar to that of Co-FEBID (λE ∼ 5.9 nm). For example, Melkov
et al. estimated Un(H = 0)/kB ∼ 4.7 × 103 K for permalloy discs
with r = 150 nm and t = 14 nm.18 The latter compares well with
Un(H = 0)/kB ∼ 6 × 103 K obtained for Disc1 and Un(H = 0)/kB ∼
6.5 × 103 K obtained for Disc3.
From these fitting parameters it is also possible to infer the
nature of the ground state magnetization configuration at zero
applied bias field (cf. point #2 in Fig. 6b). Positive Hoff values
indicate a vortex ground state in both particles at H = 0. This is
confirmed by the electron holography experiments performed
at room temperature, where flux-closure states were observed.
The fact that nanoSQUID and electron holography measure-
ments yield QSD and VS at zero bias field, respectively, is due
to the different temperatures at which these experiments are
performed. At room temperature, particles need only few milli-
seconds to relax towards the vortex ground state. However, this
process becomes immeasurably long at low temperatures and
the particle remains trapped in the QSD metastable state.
5. Field-dependence of the energy
barriers
We can now calculate the field-dependence of the energy bar-
riers for vortex nucleation and annihilation. For this purpose,
we insert the fitting parameters corresponding to α = 3 (cf.
Table 2) into eqn (2) and plot the resulting Ua(H) and Un(H)
curves in Fig. 6a (solid lines). We highlight that eqn (2) is a
good approximation only for field values close to the critical
fields. However, this representation will help us to understand
the processes of vortex nucleation and annihilation.
Let us focus on the results obtained for Disc1, assuming
that the particle resides at T = 0 K. In order to facilitate under-
standing of the process, in Fig. 2b we plot a few space-resolved
magnetization maps at selected field values numbered in
panel a (bottom left). At large positive magnetic fields the
cobalt nanoparticle is in the ground QSD state (#5 in Fig. 2b).
If we decrease the field reaching the nucleation field (#1′), the
energy barrier for vortex nucleation Un becomes zero and the
magnetic vortex nucleates (#1). This situation is schematically
depicted in Fig. 6b point #1. If we now increase again the mag-
netic field, the vortex core will move along the y direction as
shown in the series #1 → #2 → #3 in Fig. 2b. This translates
into an increase of Un while Ua decreases steadily up to the
point at which the QSD and VS are degenerate [U0 = Un(Hoff ) =
Ua(Hoff ) = 1.5 × 104kB K, cf. point #3 in Fig. 6b]. If we continue
increasing the magnetic field, the particle will remain
“trapped” in the metastable VS [e.g., #4 in Fig. 2b and 6b].
Once the annihilation field is reached at #5′, the energy barrier
for vortex annihilation Ua will equal zero so that the transition
into the QSD state will take place (#5). The situation changes
slightly at larger temperatures. Under these circumstances, the
nanoparticle might gain enough thermal energy to overcome
the energy barrier at field values prior to Ha. The same
happens with the waiting time. If we repeat the measurements
sweeping the external magnetic field at a much slower rate,
the particle will have a larger probability of escaping the meta-
stable VS before #5 is reached.
6. Conclusions
We have studied the occurrence of field-driven vortex nuclea-
tion and annihilation in individual ultra-small ferromagnetic
particles by YBCO nanoSQUID magnetometry. The high sensi-
tivity and broad operating field and temperature range of
YBCO nanoSQUIDs has been key for this purpose. Based on
the simultaneous analysis of the vortex nucleation and annihil-
ation fields as a function of temperature, we demonstrate that
particles are bi-stable at zero applied field, with the VS being
the ground state. This has been also verified by electron holo-
graphy experiments performed at room temperature.
Interestingly, particles lie very close to the limit of QSD for-
mation, being among the smallest nanoparticles in which a
vortex has been observed to be nucleated and annihilated
experimentally.6,37,38
YBCO nanoSQUID measurements also enable us to estimate
the magnitude of the energy barriers separating the QSD and
the VS and their field dependence. The latter has been approxi-
mated by a modified power-law around the critical field with
generalized exponent α ≥ 2. This contrasts with most semiempi-
rical models in which α = 3/2, evidencing the need to further
develop the theory of vortex energy barriers. In addition, details
on the microscopic configuration prior to the field-driven vortex
nucleation and annihilation processes remain obscure. This
topic is of utmost importance in order to understand the
thermal and temporal stability of noncollinear and other nontri-
vial spin textures, e.g., vortices or skyrmions, confined in ultra-
small ferromagnets. Controlling and manipulating magnetic
units below the 100 nm range is paramount for their integration
into nanoscopic spintronic and magnonic devices.2,3,46
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ABSTRACT: We present the design, realization, and
performance of a three-axis vector nano superconducting
quantum interference device (nanoSQUID). It consists of
three mutually orthogonal SQUID nanoloops that allow
distinguishing the three components of the vector magnetic
moment of individual nanoparticles placed at a specific
position. The device is based on Nb/HfTi/Nb Josephson
junctions and exhibits line widths of ∼250 nm and inner
loop areas of 600 × 90 and 500 × 500 nm2. Operation at
temperature T = 4.2 K under external magnetic fields
perpendicular to the substrate plane up to ∼50 mT is demonstrated. The experimental flux noise below    250 n / Hz0 in
the white noise limit and the reduced dimensions lead to a total calculated spin sensitivity of   630 / HzB and
  70 / HzB for the in-plane and out-of-plane components of the vector magnetic moment, respectively. The potential of
the device for studying three-dimensional properties of individual nanomagnets is discussed.
KEYWORDS: nanoSQUID, superconductivity, nanofabrication, magnetic particle detection, three-axis magnetometry
Gaining access to the magnetic properties of individualmagnetic nanoparticles (MNPs) poses enormoustechnological challenges. As a reward, one does not
have to cope with troublesome interparticle interactions or size-
dependent dispersion effects, which facilitates enormously the
interpretation of experimental results. Moreover, single-particle
measurements give direct access to anisotropy properties of
MNPs, which are hidden for measurements on ensembles of
particles with a randomly distributed orientation.1,2
So far, different techniques have been developed and
successfully applied to the investigation of individual MNPs
or small local field sources in general. Most of these approaches
rely on sensing the local stray magnetic field created by the
sample under study, by using, for example, micro- or
nanoSQUIDs,3−26 micro-Hall magnetometers,27,28 magnetic
sensors based on nitrogen-vacancy centers in diamond,29−31
or magnetic force microscopes.5,13,32−34 Other probes, e.g.,
cantilever and torque magnetometers,5,13,32,35,36 are sensitive to
the Lorentz force exerted by the external magnetic field on the
whole MNP.
For all magnetometers mentioned above, information on just
one vector component of the magnetic moment μ of an MNP
can be extracted. Yet, studies on the static and dynamic
properties of individual MNPs would benefit enormously from
the ability to distinguish simultaneously the three orthogonal
components of μ. This is so since real nanomagnets are three-
dimensional objects, usually well described by an easy axis of
the magnetization, but often exhibiting additional hard/
intermediate axes or higher order anisotropy terms. Magnet-
ization reversal of real MNPs also occurs in a three-dimensional
space, as described by the classical theories of uniform
(Stoner−Wohlfarth)37,38 and nonuniform spin rotation.39
More complex dynamic mechanisms are also observed
experimentally including the formation and evolution of
topological magnetic states13 and the nucleation and prop-
agation of reversed domains.5
To date, few examples can be found in the literature in which
three-axial detection of small magnetic signals has been
achieved. This was done by combining planar and vertical
microHall probes40 or assembling together three single-axis
SQUID microloops.41,42 Further downsizing of these devices,
which can significantly improve their sensitivity, is however still
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awaiting. This is mainly due to technical limitations in the
fabrication of nanoscopic three-dimensional architectures.
Very recently, an encouraging step toward this direction has
been achieved by fabricating a double-loop nanoSQUID,
patterned on the apex of a nanopipet.43 This device allowed
distinguishing between the out-of-plane and in-plane compo-
nents of the captured magnetic flux with ∼100 nm resolution,
but only upon applying different external magnetic fields.
Here we present an ultrasensitive three-axis vector nano-
SQUID, fabricated on a planar substrate and operating at
temperature T = 4.2 K. The device is based on Nb/HfTi/Nb
trilayer Josephson junctions.44 This technology involves
electron beam lithography and chemical−mechanical polishing,
which offers a very high degree of flexibility in realizing complex
nanoSQUID layouts. It allows the fabrication of planar
gradiometers or stripline nanoSQUIDs, with sub-100 nm
resolution, in which the loop lies parallel or perpendicular to
the substrate plane.11,45 Thanks to this flexibility, we have
succeeded in fabricating three close-lying orthogonal nano-
SQUID loops, allowing the simultaneous detection of the three
vector components of μ (μx, μy, μz) of an MNP placed at a
specific position rNP. All three nanoSQUIDs operate
independently, and their voltage (V)-to-flux (Φ) transfer
function can be linearized by means of applying on-chip
modulation currents Imod for flux-locked loop (FLL)
operation.46 Additionally, moderate magnetic fields up to μ0H
≈ 50 mT can be applied perpendicular to the substrate plane,
without degrading SQUID performance. These nanoSQUIDs
exhibit a measured flux noise below  250 n / Hz0 in the white
noise regime (above a few 100 Hz). The latter leads to spin
sensitivities of ∼610, 650, and  70 / HzB for the μx, μy, and
μz components, respectively, of an MNP located at rNP =
(0,0,0) (Φ0 is the magnetic flux quantum and μB is the Bohr
magneton). As we demonstrate here, our device represents a
valuable tool in the investigation of single MNPs, providing
information on, for example, their three-dimensional anisotropy
and the occurrence of coherent or nonuniform magnetic
configurations.
RESULTS AND DISCUSSION
Sample Fabrication and Layout. A scheme of the three-
axis nanoSQUID is shown in Figure 1a. Two perpendicular
stripline nanoloops, SQx and SQy, are devoted to measure the x
and y components of μ, respectively. The z component of the
magnetic moment is sensed by a third planar first-order
gradiometer, SQz, designed to be insensitive to uniform
magnetic fields applied along eẑ but sensitive to the imbalance
produced by a small magnetic signal in one of the two SQUID
loops. Strictly speaking, the device reveals the three
components of μ only if the magnetic moment is placed at
the intersection between the three nanoloop axes. In practice,
this position approaches rNP = (0,0,0), as indicated by a black
dot in Figure 1a. We note that z = 0 corresponds to the
interface of the upper Nb layer and the SiO2 layer, which
separates top and bottom Nb. Later on we will demonstrate
that this constraint is actually flexible enough to realize three-
axis magnetic detection of MNPs with finite volume, even if
these are not positioned with extreme accuracy.
Figure 1b shows a false-colored scanning electron micros-
copy (SEM) image of a typical device. The junction barriers are
made of normal metallic HfTi layers with thickness dHfTi ≈ 22
nm. The bottom and top Nb layers are, respectively, 160 and
200 nm thick and are separated by a 90 nm thick SiO2 layer. Nb
wirings are 250 nm wide, and the Josephson junctions are
square-shaped with area 150 × 150 nm2. The inner loop area of
SQx and SQy corresponds to 600 × 90 nm2, whereas SQz
consists of two parallel-connected loops with an inner area of
500 × 500 nm2. This configuration allows the application of
moderate homogeneous magnetic fields along eẑ that do not
couple any flux either to the nanoloops of SQx and SQy or to
the junctions in the (x−y)-plane of all three nanoSQUIDs.
The bias currents Ib and modulation currents Imod flow as
indicated in Figure 1b by black solid and dashed arrows,
respectively. The latter are used to couple flux to each
nanoSQUID individually, so to linearize their flux-to-voltage
transfer function in FLL operation.
Electric Transport and Noise Data. The Nb/HfTi/Nb
junctions have typical critical current densities jc ≈ 550−850
kA/cm2 at T = 4.2 K and resistance times junction area ρn ≈ 9
mΩ μm2. As a result, large characteristic voltages up to Vc = jcρn
≈ 60 μV can be obtained. These junctions are intrinsically
shunted, providing, therefore, nonhysteretic current−voltage
characteristics.11,45
Electric transport data of a typical device are shown in Figure
2. From the period of the maximum critical current Ic(Imod)
shown in panel (a) we can deduce the mutual inductance Mi ≡
Φi/Imodi between SQi and its corresponding modulation line (i
= x, y, z). Asymmetries observed in these data for positive and
negative bias current arise from the asymmetric distribution of
Ib (see black solid arrows in Figure 1b). The strongest
asymmetry is found for SQy, which is attributed to the sharp
corner in the bottom Nb strip right below one of the two
Josephson junctions (see Figure 1b, upper right junction of
SQy). Numerically calculated curves based on the resistively
Figure 1. (a) Schematic representation of the three-axis vector
nanoSQUID consisting of three mutually orthogonal nanoloops.
SQx, SQy, and SQz are used to detect the μx, μy, and μz components,
respectively, of the magnetic moment μ of an MNP. The external
magnetic field H is applied along eẑ. (b) False-colored SEM image
of a typical device. Yellow dashed squares indicate the position of
the Josephson junctions. Black solid and dashed arrows indicate the
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and capacitively shunted junction (RCSJ) model, including
thermal noise, are fitted to these experimental data in order to
estimate βL ≡ 2I0L/Φ0 and Ic ≡ 2I0 (black dashed lines in
Figure 2a). Here, I0 is the average critical current of the two
junctions intersecting the nanoloop, and L is its inductance.
Asymmetric biasing is included in the model through an
inductance asymmetry αL ≡ (L2 − L1)/(L1 + L2), where L1 and
L2 are the inductances of the two SQUID arms. On the other
hand, the maximum transfer coefficient VΦ ≡ ∂V/|∂Φ|max can be
experimentally determined by coupling Φ via Imod and
measuring the resulting V(Φ) for different Ib as shown in
Figure 2b. Following this approach, we have characterized a
number of devices, obtaining very low dispersion. A few
examples are provided in Table 1, which gives evidence of the
high quality and reproducibility of the fabrication process.
Finally, cross-talking between the three nanoSQUIDs can be
quantified by the mutual inductances Mij = Φi/Imodj (i ≠ j), i.e.,
the flux Φi coupled to SQi by the modulation current Imodj in
SQj. If the three orthogonal SQUIDs are operated in FLL, a
signal Φj detected by SQj will be compensated by the feedback
current Imod
j = Φj/Mj. This will also couple the (cross-talk) flux
Φij = ΦjMij/Mj to SQi. As Mij is typically 2 orders of magnitude
below Mj, this effect is negligible in most cases (see Methods
section). Moreover, it can be avoided by operating the devices
in open-loop readout.
The operation of the sensor upon externally applied
magnetic fields H = Heẑ was investigated as well. For this
purpose, the output voltage response of all three nanoSQUIDs
operating in FLL mode was recorded upon sweeping H for a
number of devices. Under optimum conditions, a negligible flux
is coupled to SQx and SQy, whereas, due to imperfect balancing,
SQz couples ∼5 mΦ0/mT. This imbalance results mainly from
the asymmetric Nb wiring surrounding SQz and the intrinsic
errors associated with the fabrication. All sensors are fully
operative up to ∼50 mT, where abrupt changes in the response
of the device are observed. This behavior is attributed to the
entrance of Abrikosov vortices in the Nb wires close to the
nanoSQUIDs, as observed in similar devices.11,32
Figure 2c shows the spectral density of rms flux noise  S
obtained with each nanoSQUID operating in FLL mode after
low-temperature amplification using a commercial SQUID
series array amplifier (SSA). The peak observed at f = 26 Hz for
SQz is attributed to mechanical vibrations. Ubiquitous 1/f noise
dominates  S for f ≲ 100 Hz in all three spectra. Remarkably
low values are obtained in the white region, yielding
  S 170, 160, and 240 n  / Hz0 for SQx, SQy, and SQz,
respectively.
The flux noise can be translated into the spin sensitivity
      S S / , which is the figure of merit of nanoSQUID
sensors. Here, the coupling factor ϕμ ≡ Φμ/μ is the magnetic
flux Φμ per magnetic moment μ = |μ|, which is coupled to the
SQUID from an MNP with magnetic moment μ = μeμ̂ placed
at position r. The coupling factor can be calculated as ϕμ(eμ̂,r)
= eμ̂·b(r), where b(r) ≡ BJ/J is the normalized magnetic field
created at position r by a supercurrent J circulating in the
nanoloop.47,48 We note that ϕμ depends on both the particle
position r (relative to the nanoloop) and the orientation eμ̂ of
its magnetic moment. We simulate b(r) by solving the London
equations for the specific geometry of each nanoSQUID (see
Methods section). For a particle at position rNP = (0,0,0) (see
Figure 2. Transport and noise characteristics of device A2. (a)
Measured (colored solid line) and simulated (black dashed line)
modulation of the maximum critical current of the three
nanoSQUIDs. (b) V(Φ) measured for SQz with Ib = −466 to 471
μA (in ∼33.5 μA steps). The black dot indicates the optimum
working point with VΦ ≈ 330 μV/Φ0 obtained for Ib = 337 μA. (c)
Spectral density of rms flux noise measured for all three
nanoSQUIDs in FLL mode with an series array amplifier. Dashed
arrows indicate the white noise values of  S in units of
n  / Hz0 .
Table 1. Parameters Extracted from Simulations Based on the RCSJ Model and Experimentally Measured 1/Mi and VΦ for
Three Different Devices (A2, D5, and C3)
1/Mi I0 Vc βL L αL VΦ
(mA/Φ0) (μA) (μV) (pH) (μV/Φ0)
A2 SQx 7.0 187 67 0.20 1.0 0 340
SQy 8.8 176 62 0.14 0.8 0.60 390
SQz 6.5 183 66 0.22 1.2 0.25 330
D5 SQx 7.7 136 57 0.14 1.1 0 250
SQy 9.0 136 59 0.12 0.9 0.75 260
SQz 5.7 145 58 0.16 1.1 0.35 240
C3 SQx 8.0 120 55 0.20 1.7 0 120
SQy 9.1 128 54 0.32 2.6 0.40 110
SQz 5.8 134 57 0.18 1.4 0.28 170
ACS Nano Article
DOI: 10.1021/acsnano.6b02218
ACS Nano 2016, 10, 8308−8315
8310
Figure 1a) we obtain for SQi spin sensitivities   S 610i , 650,
and  70 / HzB for i = x, y, z, respectively. The spin sensitivity
for SQz is much better than for SQx and SQy, because rNP is
much closer to SQz than to SQx and SQy.
Analysis of Vector Magnetometer Performance. In the
following we analyze the capability of this device to distinguish
between the three components of μ. For this purpose we write
the normalized field bi = (bx
i , by
i , bz
i ) created by each SQUID
SQi as bi = bi
ieî + b⊥i
i e⊥̂i; that is, we split this into a component
along the i direction and a component perpendicular to that,
with = + b b b( ) ( )ii ji ki2 2 (i ≠ j ≠ k). Ideally, for each of the
three SQUIDs SQi, bi
i = |bi| ≡ bi, i.e., b⊥ii = 0. In that case, each
SQUID SQi is sensitive to the component μi only, and one can
reconstruct the magnitude μ and orientation eμ̂ from the signals
detected by the three orthogonal SQUIDs.
To quantify the deviation from that ideal case, we define the
relative error flux ∂Φμi ≡ Φμ,⊥ii /Φμ,∥ii made by nanoSQUID SQi.
Here, Φμ,∥ii ≡ μeî·bi = μbii relates to the ideal case in which the
moment μ is oriented along eî. In contrast, Φμ,⊥ii ≡ μe⊥̂i·bi =
μb⊥i
i corresponds to the worst case, when the moment is
oriented along e⊥̂i, which yields the maximum error. Hence, the
relative error flux is given by
        =


















This definition assures that ∂Φμi does not depend on the
orientation eμ̂ of the magnetic moment of the particle, but only
on its position rNP.
The relative error flux for our device is first calculated at rNP
= (0,0,0), giving ∂Φμx = ∂Φμy ≈ 7% and ∂Φμz ≈ 4%. Much better
results can be obtained for SQx and SQy at rNP = (0,0,−0.035)
μm, giving ∂Φμx = ∂Φμy ≈ 0.11% and ∂Φμz ≈ 6%. We note that
this region becomes accessible after drilling a hole in the SiO2
layer, which is feasible by means of, for example, focused ion
beam milling.
We determine now deviations on the particle position that
still lead to a tolerable level of error. For this purpose ∂Φμi is
calculated in the x−z-plane (at y = 0) as indicated in Figure 3a,
b, and c. The results obtained for SQx, SQy, and SQz are shown
in d, e, and f. The white line in these color plots corresponds to
∂Φμi = 25%. As seen, SQy imposes more severe restrictions on
the particle position. More specifically, ∂Φμy ≈ 10% is obtained
at z = 0 and x ≈ ±55 nm, whereas 25% results at x ≈ ±170 nm.
Due to the symmetry of the problem, the behavior of SQx and
SQy is interchanged if one considers the y−z-plane.
We finish by showing how this device can indeed serve to
provide full insight on the three-dimensional properties of
MNPs of finite size and the mechanisms that lead to the
magnetization reversal. It will be instructive to start this
discussion by focusing on the flux coupled by a point-like MNP
to an ideal three-axis magnetometer; that is, we assume ∂Φμi = 0
for i = x, y, z. We consider for simplicity that the particle
exhibits uniaxial anisotropy along a given direction eK̂, so that
magnetic states pointing along ±eK̂ are separated by an energy
barrier. In that case, the particle will exhibit a typical hysteretic
behavior when sweeping the external magnetic field H = Heẑ.
This behavior will lead, however, to very different signals seen
by each nanoSQUID, and those signals can strongly depend on
the orientation of the easy axis with respect to the applied field
direction. This is represented in Figure 4, where the flux Φμi
coupled to SQi is plotted vs H for i = x (a), y (b), z (c) (dashed
black lines). The different panels correspond to different
orientations of the easy axis, from eK̂ = eẑ (top) to eK̂ = eŷ
(bottom), as sketched on the right side of Figure 4.
Let us first consider the case in which the easy axis points
along the externally applied magnetic field, i.e., eK̂ = eẑ. As it can
be seen, no flux is coupled to SQx and SQy, as μ always lies
parallel to eẑ whereas SQ
z senses the maximum amount of flux
possible. In the latter case, abrupt steps correspond to the
switching of μ between the ± μeẑ states, which leads to a typical
square-shaped hysteresis curve. The situation changes dramat-
ically if one assumes that the easy axis points perpendicular to
H = Heẑ. Under these circumstances, the particle’s magnetic
moment tilts progressively as the external magnetic field is
swept so that no abrupt steps are observed in the hysteresis
curves. This is exemplified in the bottom panels of Figure 4,
which result when eK̂ = eŷ. As it can be seen, Φμx remains zero
during the whole sweep, whereas Φμy = 0 is obtained only when
the particle is saturated along eẑ, leading to the maximum flux
coupled by SQz. Remarkably, Φμy reaches a maximum
(minimum) at H = 0 when μ = +μeŷ (μ = −μeŷ), whereas
Φμz accounts for the progressive tilting of μ as H is swept.
Intermediate situations result when the easy axis points along
different directions in space, as exemplified in the middle
panels.
Interestingly, a very similar behavior is observed when
simulating a real experiment in which an extended MNP is
measured using the three-axis nanoSQUID described here. To
illustrate this, we have computed numerically Φμi when
semispheres with radius R = 50 and 200 nm centered at
position rNP = (0,0,0) are considered (see Methods section). As
it can be seen in Figure 4 (solid lines) finite ∂Φμi ≠ 0 and the
particle’s volume does not noticeably affect the flux coupled to
Figure 3. (a−c) SEM images of the device with SQx (a), SQy (b),
and SQz (c) highlighted in false colors. The green line indicates the
x−z-plane at y = 0 (shown schematically on top) for which the
relative error ∂Φμi obtained for SQx, SQy, and SQz is calculated in
(d), (e), and (f), respectively. The device works as a three-axis
vector magnetometer when μ is placed in regions with a small ∂Φμi .
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SQz, whereas it slightly changes the flux coupled to SQx and
SQy. This behavior can be easily understood, as the spatial
extension of relatively large particles still remains in the region
confined below the white line in Figure 3f, whereas they occupy
zones with larger ∂Φμx and ∂Φμy in panels d and e. Still, our
simulations demonstrate the operation of the device as a three-
axis vector magnetometer even if relatively large MNPs are
investigated. The inspection of the hysteresis curves recorded
simultaneously with all three nanoSQUIDs, together with the
knowledge of the particle volume, allows extracting full
information on the particle’s anisotropy in a real experiment.
CONCLUSIONS
We have successfully fabricated three close-lying orthogonal
nanoSQUIDs leading to the nanoscopic version of a three-axis
vector magnetometer. All three nanoSQUIDs can be operated
simultaneously in open- or flux-locked loop mode to sense the
stray magnetic field produced by an individual MNP located at
position rNP. The device operates at T = 4.2 K and is insensitive
to the application of external magnetic fields perpendicular to
the substrate plane (along eẑ) up to ∼50 mT. The latter can be
used to induce the magnetization reversal of the MNP under
study. The limiting operation field can be increased in the
future by improving the design. This implies reducing the line
widths so to increase the critical field for vortex entry and
improving the balancing of the gradiometric nanoSQUID.
We have demonstrated the ability of this device to
distinguish between the three orthogonal components of the
vector magnetic moment by calculating the spatial dependence
of the total relative error flux. The latter yields values below
10% for particles located at |rNP| ≤ 55 nm. For rNP = (0,0,0) we
obtain a total spin sensitivity ∼610, 650, and  70 / HzB for
the x, y, and z components of μ, respectively. Finally, a model
case has been described in which the three-axis vector
nanoSQUID can be used to obtain full insight into the three-
dimensional anisotropy of an extended MNP with diameter
∼100−400 nm. For this purpose, the signal captured by each
nanoSQUID is used to reconstruct the magnitude and
orientation of the magnetic moment during the magnetization
reversal.
METHODS
Sample Fabrication. The fabrication combines electron-beam
lithography (EBL) and chemical−mechanical polishing (CMP).44 A Si
wafer with a 300 nm thick thermally oxidized layer is used as a
substrate. An Al2O3 etch stop layer is first deposited by RF sputtering.
Then, the SNS trilayer consisting of Nb/Hf50 wt %Ti50 wt %/Nb is
sputtered in situ. The next step serves to define the SNS Josephson
junctions by means of an Al etching mask defined by EBL and lift-off.
The pattern is transferred to the Nb/HfTi/Nb trilayer through
reactive ion etching (RIE) in a SF6 plasma and Ar ion beam acting on
the counter Nb and HfTi layers, respectively. The bottom Nb layer is
directly patterned using a negative EBL resist mask and SF6-based RIE.
In the following step, a 600 nm thick layer of insulating SiO2 is
deposited through plasma-enhanced chemical vapor deposition and
subsequently polished through CMP. This process guarantees good
wafer smoothing and electric contact to the Nb counter electrodes. In
the last step, the wiring Nb layer is sputtered and patterned using an
EBL Al etching mask and SF6-based RIE.
Measurement of Electric Transport Properties and Noise.
Current bias is performed by means of battery-powered low-noise
current sources, and the output voltage is amplified at room
temperature. Each single nanoSQUID can be operated in flux-locked
loop mode simultaneously, by using commercial three-channel SQUID
readout electronics. Additionally, the output signal can be amplified at
low temperatures using commercial SQUID series array amplifiers.
High-field measurements are performed in a cryostat hosting a vector
magnet, whereas noise measurements are performed in a magnetically
and high-frequency shielded environment. All measurements described
Figure 4. Simulated magnetic hysteresis curves of a nanoparticle with magnetic moment μ located at rNP = (0,0,0) as in Figure 3. The moment
μ couples magnetic fluxΦμx,Φμy , and Φμz to SQx (a), SQy (b), and SQz (c), respectively. H = Heẑ with the particle’s easy axis eK̂ lying at 0°, 30°,
70°, and 90° (sketched on the right side of each panel). Φμi is normalized to the maximum possible flux in (a), (b), and (c) that is coupled
when the particle is saturated along ex̂ [Φμx(Ms, x)], eŷ [Φμy(Ms, y)], and eẑ [Φμz(Ms, z)], respectively (Ms is the saturation magnetization). H is
normalized to the anisotropy field HK. Black dashed lines correspond to an “ideal” case in which a point-like particle is coupled to an ideal
three-axis magnetometer (∂Φμi = 0), whereas colored solid lines correspond to a “realistic”’ situation in which semispheres of radius R = 50
and 200 nm are measured with the device presented here. MNPs are assumed to follow the Stoner−Wohlfarth model of magnetization
reversal. Different values of R lead to a noticeably different behavior in (a) and (b), whereas all curves collapse into one in (c). This stems
from the fact that larger particles occupy regions with larger ∂Φμx and ∂Φμy , as shown in Figure 3d and e.
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here were performed with the devices immersed in liquid 4He, at T =
4.2 K.
Numerical Simulations. Fitting of the Ic(Imod) experimental data
is based on the RCSJ model.49 The response of the SQUID is
described by two coupled Langevin equations: i/2 + j = βcδ̈1 + δ1 +̇ sin
δ1 + iN1 and i/2 − j = βcδ ̈2 + δ2 +̇ sin δ2 + iN2. Here, δk(t) is the phase
difference for the two junctions (k = 1, 2) and i and j are respectively
the bias and circulating currents normalized to I0. Nyquist noise is
included through two independent normalized current noise sources
iNk. Additionally, jβL = (δ2 − δ1)/π − 2φext + αLβLi/2, where φext is the
external flux normalized to Φ0. Finally, βL ≡ 2I0L/Φ0, βc ≡ 2πI0R2C/
Φ0, αL ≡ (L2 − L1)/(L1 + L2), and R and C are the resistance and
capacitance of the SQUID, respectively. In the model, the total
inductance of the loop L = L1 + L2 accounts for both the geometrical
and the kinetic contributions. The total dc voltage across the SQUID




 U t t( ) ( )k k2
0 . We emphasize here that the magnitude of βc does
not affect the modulation of Ic(Imod) and, therefore, our estimation of
βL and Ic. In all fittings βc = 0.5 has been assumed for convenience, as
in Chesca et al.49
For the estimation of the spin sensitivity and the relative error flux
one needs to calculate the spatial distribution of BJ
i created by each
SQi. For this purpose we have used the numerical simulation software
3D-MLSI,50 which is based on a finite element method to solve the
London equations in a superconductor with a given geometry, film
thickness, and London penetration depth (λL = 90 nm). b
x(r) = BJ
x/J
and by(r) = BJ
y/J with J being the supercurrent in the nanoloop. For
SQz one needs to consider two circular currents ± J flowing around
each nanoloop. The resulting normalized magnetic field is, in this case,
bz(r) = BJ
z/2J.
For the simulation of the hysteresis curves we consider first an ideal
point-like MNP with magnetic moment μ described by the polar
coordinates eμ̂ = (1,θ,φ) and characterized by one second-order
anisotropy term. If both H and the easy axis lie in the y−z-plane, the
problem is reduced to the minimization of e = sin2 ϕ − 2h cos(ϕ + Ψ)
in two dimensions (φ = 90°). Here e = E/U is the total energy
normalized to the anisotropy barrier height, h = H/HK is the field
normalized to the anisotropy field, Ψ is the angle between H and the
easy axis, and ϕ = θ − Ψ is the angle between μ and the easy axis.























plotted in Figure 4. Notice that, in this case, ∂Φμi = 0 so that bi(rNP) =
eîb
i, leading to Φμx/Φμx(Ms, x) = 0, Φμy/Φμy(Ms, y) = sin θ, and Φμz/
Φμz(Ms, z) = cos θ.
For the simulation of extended particles we assume that all magnetic
moments lie parallel to each other during the magnetization reversal.
In this way, the exchange energy can be neglected and the expression
for e given above is still valid (Stoner−Wohlfarth model). Here, the
second-order anisotropy term might also account for the shape
anisotropy introduced by the magnetostatic energy. In this case one




























Assuming, for example, a semisphere made of hcp cobalt (μ = 1.7 μB/
atom and density 8.9 g/cm3), one obtains Φμx(Ms, x) = Φμy(Ms, y) ≈ 10
mΦ0 and Φμz(Ms, z) ≈ 200 mΦ0 for R = 50 nm and Φμx(Ms, x) =
Φμy(Ms, y) ≈ 0.6 Φ0 and Φμz(Ms, z) ≈ 10 Φ0 for R = 200 nm. For these
specific examples, we can compare the flux signals Φμi quoted above
with the corresponding cross-talk signals Φij = Φμj Mij/Mj appearing in
FLL operation. For the calculation of Φij, we used the experimentally
determined values for Mij of device D5 and the average values M i
obtained from the measured values of all three devices A2, D5, and C3
(from Table 1). These values are listed in Table 2 together with Φμi
and Φij. We find that the cross-talk in FLL operation is on the percent
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J.; Drung, D.; Schurig, T.; Awaga, K.; Luis, F.; Ruiz-Molina, D. Mn12
Single Molecule Magnets Deposited on μ-SQUID Sensors: the Role of
Interphases and Structural Modifications. Nanoscale 2013, 5, 12565−
12573.
(15) Granata, C.; Vettoliere, A.; Russo, R.; Fretto, M.; De Leo, N.;
Lacquaniti, V. Three-Dimensional Spin Nanosensor Based on Reliable
Tunnel Josephson Nano-Junctions for Nanomagnetism Investigations.
Appl. Phys. Lett. 2013, 103, 102602.
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A.; Goḿez-Moreno, C.; Drung, D.; Schurig, T.; Ruiz-Molina, D.; Luis,
F. Alternating Current Magnetic Susceptibility of a Molecular Magnet
Submonolayer Directly Patterned onto a Micro Superconducting
Quantum Interference Device. Appl. Phys. Lett. 2011, 99, 032504.
(17) Hao, L.; Aßmann, C.; Gallop, J. C.; Cox, D.; Ruede, F.;
Kazakova, O.; Josephs-Franks, P.; Drung, D.; Schurig, T. Detection of
Single Magnetic Nanobead with a Nano-Superconducting Quantum
Interference Device. Appl. Phys. Lett. 2011, 98, 092504.
(18) Kirtley, J. R. Fundamental Studies of Superconductors Using
Scanning Magnetic Imaging. Rep. Prog. Phys. 2010, 73, 126501.
(19) Giazotto, F.; Peltonen, J. T.; Meschke, M.; Pekola, J. P.
Superconducting Quantum Interference Proximity Transistor. Nat.
Phys. 2010, 6, 254−259.
(20) Vohralik, P. F.; Lam, S. K. H. NanoSQUID Detection of
Magnetization from Ferritin Nanoparticles. Supercond. Sci. Technol.
2009, 22, 064007.
(21) Huber, M. E.; Koshnick, N. C.; Bluhm, H.; Archuleta, L. J.;
Azua, T.; Björnsson, P. G.; Gardner, B. W.; Halloran, S. T.; Lucero, E.
A.; Moler, K. A. Gradiometric Micro-SQUID Susceptometer for
Scanning Measurements of Mesoscopic Samples. Rev. Sci. Instrum.
2008, 79, 053704.
(22) Hao, L.; Macfarlane, J. C.; Gallop, J. C.; Cox, D.; Beyer, J.;
Drung, D.; Schurig, T. Measurement and Noise Performance of Nano-
Superconducting-Quantum-Interference Devices Fabricated by Fo-
cused Ion Beam. Appl. Phys. Lett. 2008, 92, 192507.
(23) Wernsdorfer, W. Classical and Quantum Magnetization Reversal
Studied in Nanometersized Particles and Clusters. Adv. Chem. Phys.
2001, 118, 99−190.
(24) Jamet, M.; Wernsdorfer, W.; Thirion, C.; Mailly, D.; Dupuis, V.;
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By scanning with a 30-keV focused He ion beam (He-FIB) across YBa2Cu3O7 (YBCO) thin-film
microbridges, we create Josephson barriers with critical current density jc adjustable by irradiation dose
D. The dependence jc(D) yields an exponential decay. At 4.2 K, a transition from flux-flow to Joseph-
son behavior occurs when jc decreases below approximately 2 MA/cm2. The Josephson junctions exhibit
current-voltage characteristics (IVCs) that are well described by the resistively and capacitively shunted
junction model, without excess current for characteristic voltages Vc . 1 mV. Devices on MgO and LSAT
substrates show nonhysteretic IVCs, while devices on SrTiO3 show a small hysteresis. For all junctions,
an approximate scaling Vc ∝ j 1/2c is found. He-FIB irradiation with a high dose produces barriers with
jc = 0 and high resistances of 10 k! to 1 G!. This provides the possibility to write highly resistive
walls or areas into YBCO using a He-FIB. Transmission electron microscopy reveals an amorphous phase
within the walls, whereas for lower doses the YBCO stays crystalline. We have also “drawn” supercon-
ducting quantum-interference devices (SQUIDs) by using a He-FIB for the definition of the SQUID hole
and the junctions. The SQUIDs show high performance, with flux noise < 500 n"0/Hz1/2 in the thermal
white-noise limit for a device with 19 pH inductance.
DOI: 10.1103/PhysRevApplied.11.044082
I. INTRODUCTION
Josephson junctions (JJs), i.e., weak links between two
superconducting electrodes [1], are key elements in super-
conducting electronic circuits and are used both for basic
studies of superconductivity and for many applications
[2,3]. For conventional metallic superconductors, a mature
trilayer thin-film technology based on Nb electrodes, sepa-
rated by insulating or normal conducting barriers, has been
well established for decades. This technology offers fab-
rication of JJs on a wafer scale with a small spread of
characteristic parameters, such as critical current density
j0 and normal resistance times area ρn, even with lateral JJ
size well below 1 µm [4,5].
For the high-transition temperature (high-Tc) cuprate
superconductors, JJ technology is much less mature.
Because of the complex nature of these materials, and
in particular their small coherence length associated with
strong sensitivity to defects on the atomic scale, a reliable
trilayer JJ technology does not exist so far. On the other
hand, the peculiar properties of cuprate superconductors,
*benedikt.mueller@uni-tuebingen.de
such as high Tc, large upper critical field, large energy
gap, and d-wave symmetry of the superconducting order
parameter, can provide major advantages, if JJ devices
and circuits can be realized with sufficient control over
JJ parameters. Promising examples are, e.g., in the field
of terahertz generation [6], self-biased rapid single flux
quantum circuits [7], or magnetometry based on supercon-
ducting quantum-interference devices (SQUIDs) [8,9].
Apart from intrinsic JJs in stacks of Bi2Sr2CaCu2O8+δ
single crystals, used for terahertz generation [6], most
developed cuprate JJs are based on epitaxially grown
YBa2Cu3O7−δ (YBCO) thin films with Tc ≈ 90 K that
also offer operation with cryocoolers or liquid nitrogen;
a large variety of JJ types have been developed and their
properties have been investigated [10–13].
Until recently, the most reliable, simple, and most fre-
quently used high-Tc JJs have been YBCO grain-boundary
(GB) JJs [11]. They are usually fabricated by the epitax-
ial growth of YBCO films on (rather expensive) bicrystal
substrates from only a few materials. The GBJJs can be
placed only along the single GB line, which not only
imposes topological limitations, but also limits the com-
plexity of feasible circuits. The more advanced biepitaxial
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technique allows one to fabricate so-called tilt-twist GBs
[12]. Such GBJJs can be distributed all over the chip and
one can even fabricate 0-π JJs [14]. Still, GBJJs suffer
from hardly controllable inhomogeneity along the GB line,
which makes the properties of the JJs not very reproducible
and causes a substantial spread in JJ parameters. Alterna-
tive approaches to create Josephson barriers in cuprates are
based on local irradiation of thin films with a high-energy
focused electron beam [15–18] or on irradiation with high-
energy ions (protons [18], neon [19,20], oxygen [21,22])
through a lithographically defined mask with a nanogap.
The local irradiation drives the material from the super-
conducting to the normal conducting or even insulating
state. So far, this approach has been hampered by the fact
that it was not possible to create ultrathin Josephson barri-
ers that would provide JJs with high characteristic voltage
Vc = j0ρn and current-voltage characteristics (IVCs) with-
out excess current that are well described by the resistively
and capacitively shunted junction (RCSJ) model [23,24].
This is an important prerequisite for many applications.
For reviews on various approaches to modify the proper-
ties of cuprate superconductors by local irradiation, see,
e.g., Refs. [25,26] and references therein.
With the recent development of helium ion microscopy
(HIM) [27], a sharply focused He ion beam with an
approximately 0.5-nm diameter can be used to irradiate
and modify cuprate superconductors on the nanoscale.
This approach has been successfully used by Cybart and
co-workers to fabricate JJs using focused helium-ion-beam
(He-FIB) irradiation of YBCO thin films, and they demon-
strated that the barriers in such He-FIB JJs can be changed
continuously from conducting to insulating by varying the
irradiation dose [28]. Moreover, the same group demon-
strated already the integration of He-FIB JJs into SQUID
devices [29], and the feasibility to use high-dose irradia-
tion for nanoscale patterning (without removing material)
in YBCO devices [30,31]. For a short review on this
approach, also including irradiation with a focused Ne ion
beam, see Ref. [32]. First attempts to extend this technique
to the fabrication of JJs in other cuprate materials have
been reported [33], and the creation of JJs in MgB2 thin
films by He-FIB irradiation has been demonstrated very
recently [34].
Here, we report on the realization of He-FIB JJs in
YBCO thin films on different substrates. We focus on the
analysis of the electric-transport properties at 4.2 K of
such JJs, complemented by numerical simulations based
on the RCSJ model and on the dependence of the JJ
properties on irradiation dose. We also present results on
scanning transmission electron microscopy analysis of the
local structural modification of the YBCO films, which
can be made highly resistive by He-FIB irradiation with
a high dose. The latter feature has been used to fabricate
SQUIDs, by combination of medium-dose irradiation to
produce two JJs with high-dose irradiation to produce the
SQUID loop, and we demonstrate dc SQUID operation,
including low-noise performance.
II. DEVICE FABRICATION
We fabricate epitaxially grown c-axis-oriented YBCO
thin films of thickness d by pulsed laser deposition (PLD)
on various single-crystal (001)-oriented SrTiO3 (STO),
MgO, and (LaAlO3)0.3(Sr2AlTaO6)0.7 (LSAT) substrates
(10× 10 mm2). The crystalline quality of the YBCO films
is characterized by x-ray diffraction to determine the full
width at half maximum (FWHM) of the rocking curve of
the YBCO (005) peak and to extract d via Laue oscillations
at the YBCO (001) Bragg peak. YBCO films on STO sub-
strates are covered in situ by an epitaxially grown STO cap
layer with a thickness of 10 unit cells (3.9 nm). For details
on the PLD growth of our YBCO films on STO substrates,
as well as their structural and electric-transport properties,
see Refs. [35,36].
For electrical contacts on STO and MgO chips, we pho-
tolithographically define a resist mask, covering the central
area of the chips, remove an approximately 10-nm-thick
surface layer (including the STO cap layer) by Ar ion
milling, and in situ deposit a Au film by magnetron sput-
tering, followed by a lift-off process. For electrical contacts
on LSAT chips, we deposit in-situ, after the PLD pro-
cess, a Au film onto the YBCO by in-situ electron beam
evaporation after the PLD process. Subsequently, we pho-
tolithographically define a resist mask, covering the outer
area of the chips, and remove the Au film on the central
area of the chip by Ar ion milling.
Afterward, we use photolithography and Ar ion milling
to prepattern 156 YBCO microbridges of width w ≈ 4 µm
(and length ≈ 200 µm) on each chip for He ion irradiation
and electric-transport measurements in a four-point config-
uration. Table I gives an overview of the five chips, with
some basic properties of their YBCO microbridges, which
have been used for fabricating devices via He-FIB irra-
diation. A specific bridge on one of the chips is labeled
by the chip name, followed by -n for bridge number n,
e.g., STO-1-4 corresponds to bridge number 4 on the chip
STO-1.
TABLE I. Properties of studied chips with YBCO thin film
microbridges used for fabricating He-FIB-irradiated devices. To
calculate the effective penetration depth λeff = λ2L/d, we assume
a London penetration depth λL = 250 nm.
Chip Tc FWHM d w λeff
(substrate) (K) (deg) (nm) (µm) (µm)
STO-1 89 0.11 50 3.2 1.25
STO-2 89 0.15 29 4.0 2.16
STO-3 91 0.08 46 3.8 1.36
MgO-1 89 0.17 53 4.1 1.18
LSAT-1 86 0.07 50 4.4 1.25
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FIG. 1. (a) Schematic illustration of the He-FIB JJ geometry.
(b) SEM image of a JJ (visible as thin dark line) fabricated with
D = 600 ions/nm.
After prepatterning the YBCO microbridges, focused
He-ion-beam irradiation is done in a Zeiss Orion NanoFab
He/Ne ion microscope (HIM) with 30-keVHe+ ions. A
beam current of 200 fA is used, and the beam is focused
to a nominal diameter of 0.5 nm. A dwell time of 1 µs
is used to irradiate line patterns with a dwell point spac-
ing of 0.25 nm, which corresponds to a single linescan
dose DSL = 5 ions/nm. To obtain a certain line dose D =
NdSL, a single linescan is repeated N times. To irradiate
an area, adjacent linescans are offset by ' = 0.25 nm.
In that case, a line dose of, e.g., D = 100 ions/nm corre-
sponds to an area dose of DA ≡ D/' = 400 ions/nm2 or
4× 1016 ions/cm2.
Figure 1(a) schematically illustrates the sample geom-
etry and irradiation process for a single JJ. A scanning
electron microscopy (SEM) image of STO-1-1 fabricated
with D = 600 ions/nm is shown in Fig. 1(b). The irradi-
ated linescan appears as a dark line in the SEM image
due to He-FIB-induced carbon deposition from residual
gas inside the He ion microscope chamber.
III. YBCO BRIDGES WITH HE-FIB-INDUCED
BARRIERS AND JOSEPHSON JUNCTIONS
In this section, we present results obtained from devices
fabricated on the chips listed in Table I.
A. Resistance vs temperature
Figure 2 shows measurements of the resistance R (at
constant bias current Ib = 1 µA) vs temperature T of
two YBCO microbridges. The R(T) curve of STO-1-2,
measured before He ion irradiation, shows a decrease of
the resistance by about a factor of 3 from 300 to 100
K, with resistivity ρ(100K) ≈ 190µ!cm, followed by
a sharp transition to R < 1! at Tc = 89K. After irradia-
tion with D = 700 ions/nm (and thus producing a JJ), the
R(T) curve of STO-1-2 shows an additional footlike struc-
ture with a plateau at R = 6.6! between approximately
40K and Tc (see inset). This foot structure is due to ther-
mally activated phase slippage [37] causing a finite voltage
-
-
FIG. 2. R(T) dependence of YBCO bridge STO-1-2 before and
after irradiation and of STO-1-3 after irradiation. The inset shows
an enlargement of the resistive transitions of STO-1-2.
drop across the JJ when (upon increasing T) the ther-
mal energy kBT approaches the Josephson coupling energy
EJ = I0"0/(2π). Here, I0 is the noise-free critical current
of the JJ (which decreases with increasing T) and"0 is the
magnetic flux quantum. Accordingly, the plateau reflects
the situation when the measurable critical current Ic drops
below the bias current Ib, causing the JJ to reach its nor-
mal state resistance Rn. He-FIB irradiation with a high dose
fully suppresses Ic. This is shown in Fig. 2 for sample STO-
1-3, which has been irradiated with D = 2000 ions/nm. At
T = 4.2K, the resistance is > 20 k!.
B. Transmission electron microscopy analysis
By the combination of atomic force microscopy and
scanning near-field optical microscopy, it has been shown
by Gozar et al. [33] that He-FIB irradiation with
doses above 1018 ions/cm2 induces amorphous tracks in
La1.84Sr0.16CuO4 thin films with a substantial lateral width
of approximately 500 nm. In contrast to this, He-FIB pro-
duced JJs in YBCO films have been reported to show
IVCs well described by the RCSJ model, indicating much
less lateral damage [28]. However, no results have been
reported on microstructural changes induced by a He-FIB
in YBCO films so far.
To image possible structural modifications induced by
He-FIB irradiation in our YBCO films, we use scanning
transmission electron microscopy (STEM). For the STEM
studies, we irradiate the YBCO bridge STO-1-4 with a
series of 14 parallel lines using increasing doses from
D = 50 to 105 ions/nm, with well-defined spacing (200
nm in most cases) between adjacent lines. Subsequently,
we prepare a cross-sectional TEM lamella containing all
irradiated lines, by in situ lift-out using a Ga-FIB micro-
scope together with a micromanipulator. Figures 3(a)–3(d)
044082-3






FIG. 3. Cross-section STEM images of the YBCO/STO interface (top/bottom, respectively) at the location of He-FIB irradiation
with increasing dose D from (a) to (d). Arrows indicate the widths of amorphous regions.
show cross-section STEM images, viewed along the [010]
zone axis, of four regions of the bottom part of the YBCO
film at the YBCO/STO interface that are irradiated with
D = 700, 1000, 1500, and 3000 ions/nm, respectively. The
areas that are irradiated withD ≥ 3000 ions/nm can be eas-
ily located in the STEM images due to significant changes
in the microstructure of the YBCO films. As we know
the exact spacing between the different areas irradiated
along the lamella, we can also easily localize in the STEM
images the areas that have been irradiated with lower D.
For D = 700 and 1000 ions/nm [cf. Figs. 3(a) and 3(b)],
we cannot identify any change in the structure of the irradi-
ated sections. For D = 1500 ions/nm, an amorphous track
of width wa ≈ 4 nm appears [cf. Fig. 3(c)], increasing to
wa ≈ 7 nm for D = 3000 ions/nm [cf. Fig. 3(d)]. We note
that with further increasing D, the amorphous track width
wa increases roughly linearly up to approximately 170 nm
for the highest dose D = 105 ions/nm that we investigate.
Our STEM analysis indicates that medium doses do not
induce significant structural damage of the YBCO crys-
tal lattice, which is consistent with the assumption that
the He-FIB easily moves oxygen ions from the Cu-O
chains to interstitial sites [30], thereby altering the local
electric-transport properties of YBCO on the nanometer
scale without destroying the crystal lattice as a whole.
Hence, He-FIB irradiation with a medium dose seems to
be a very promising approach for creating JJs in YBCO.
Moreover, we find that irradiation with larger doses of
some 1000 ions/nm induces amorphous, and hence pre-
sumably highly resistive, regions, but still with a relatively
small lateral extension of only a few nanometers.
C. Transport characteristics of He-FIB-induced
Josephson junctions
In the following, we present electric-transport char-
acteristics of approximately 50 YBCO brides that are
irradiated with doses up to D = 800 ions/nm to produce
JJs. We measure IVCs, i.e., current I vs voltage V, and
the modulation of the critical current Ic in an externally
applied magnetic field B (perpendicular to the substrate
plane) in an electrically and magnetically shielded envi-
ronment, with the samples at T = 4.2K immersed in liquid
He.
For all devices exhibiting IVCs that can be described
by the RCSJ model, we perform numerical simulations,
including thermal noise, to determine their noise-free crit-
ical current I0, normal resistance Rn, and capacitance
C. From these simulations, we determine the Stewart-
McCumber parameter βC ≡ 2π I0R2nC/"0 and also the
amount of excess current Ie, if present.
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FIG. 4. Electric-transport characteristics of He-FIB JJs fabri-
cated on different substrates: (a) IVCs showing experimental data
(solid lines) and numerical simulation results for I > 0 (dashed
lines) and (b) Ic(B) patterns.
Figure 4 shows a representative set of IVCs [Fig. 4(a)]
and Ic(B) patterns [Fig. 4(b)] for JJs on different substrate
materials. Irradiation doses and characteristic JJ param-
eters are given in Table II. As shown by the simulated
curves [dashed lines in Fig. 4(a)], the IVCs can be well
described by the RCSJ model and do not show any excess
current. Only the JJ on STO shows a hysteresis in the
IVC, with a JJ capacitance C = 0.17 pF and βC = 2.77
obtained from simulations. Data regarding βC for all JJs
are presented and discussed at the end of this section.
The Ic(B) patterns shown in Fig. 4(b) exhibit clear mod-
ulation of the critical current with applied magnetic field;
however, they significantly deviate from the Fraunhofer-
like shape expected for homogeneous JJs in the short






is the Josephson penetration depth with the effective JJ
inductance µ0deff. Our YBCO films grown on STO have
a London penetration depth λL ≈ 250 nm [38–41]. There-
fore, the devices discussed here are clearly in the thin-film
limit d ≪ λL and, hence, the effective penetration depth
λeff = λ2L/d (see Table I) should be used to determine
deff = 2λeff in Eq. (1). Thus, we obtain the values of λJ
listed in Table II and see that all JJs are in the long JJ limit
(w > 4λJ ).
Moreover, since λJ ≪ λeff, these JJs are in the nonlocal
regime [42–46]. In this regime, the Ic(B) patterns can be
calculated analytically [42,46] only in the narrow JJ limit,
i.e., for w < λeff and w < λNLJ , where λ
NL
J = λ2J /d is a non-
local Josephson length [42]; see Table II. In our case, the
above conditions are not really satisfied. Thus, our JJs are
in the intermediate regime, where the exact shape of Ic(B)
is not known. However, we can roughly estimate the value
of the penetration field Bc1 [defined as a continuation of the
first lobe of the Ic(B) dependence down to Ic = 0] using
(i) the local long JJ model and (ii) the narrow nonlocal JJ
model [42] and compare them with experimentally mea-
sured values of Bexc1, given in Table II. The local long JJ
model yields BLOc1 = "0/(πdeffλJ ), whereas for a nonlo-
cal narrow JJ [42], BNLc1 = "0/(0.715w2) (independent of
j0). By comparing these values with the experimental ones
(see Table II), we see that Bexc1 for STO-1-5 and MgO-1-1
are better described by the nonlocal theory, while Bexc1 for
LSAT-1-1 is closer to a local long JJ.
A detailed study of the Ic(B) patterns of our He-FIB-
induced JJs is out of the scope of the work presented here.
Typically, our JJs on MgO have more irregular Ic(B) pat-
terns than those on STO and LSAT [cf. Fig. 4(b)]. This
result indicates more inhomogeneous barrier properties of
He-FIB-induced JJs on MgO and may either be attributed
to the much larger lattice mismatch between MgO and
YBCO and correspondingly poorer crystalline quality of
TABLE II. Irradiation doses and device parameters of JJs shown in Fig. 4.







(ions/nm) (µA) (!) (µV) (pF) (µm) (µm) (mT) (mT) (mT)
STO-1-5 700 99 7.44 737 0.17 2.77 0.42 1.8 0.31 0.63 0.28
MgO-1-1 500 178 3.07 546 0.15 0.77 0.37 2.6 0.25 0.75 0.17
LSAT-1-1 200 260 2.69 699 0.15 0.83 0.30 3.5 0.76 0.88 0.15
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YBCO films or stronger charging of the MgO substrates
that is observed during the He-FIB process.
In the following, we analyze the scaling of characteristic
JJ properties jc, ρn, and jcρn with irradiation dose D. Note
that devices irradiated with the lowest doses do not show
JJ behavior. Therefore, we denote here all critical current
densities as jc. For all devices showing RCSJ behavior,
however, the values given here refer to the noise-free
values of j0 obtained from numerical simulations.
Figure 5(a) summarizes jc(D) for all investigated




FIG. 5. Dependence of device parameters on He ion line doseD
for various samples on different substrates: (a) jc(D), (b) ρn(D),
and (c) jcρn(D). The dashed lines indicate the approximate
scaling behavior as discussed in the text.
data points for 700 ions/nm on STO-1) to instabilities in
the fabrication process that we have not yet optimized.
For instance, slight variations in the He-FIB focus spot
size and beam current both affect the barrier properties. In
spite of this scatter, we clearly find an exponential decay
jc(D) ≈ jc,0 exp(−D/D0), with jc,0 = 3× 107 A/cm2 and
with D0 = 38 ions/nm for LSAT-1 and D0 = 130 ions/nm
for the other chips. The reason for the much stronger decay
of jc(D) on LSAT compared to the devices on STO orMgO
has not been clarified yet. Clearly, we do not find a correla-
tion of D0 with YBCO film thickness or crystalline quality
(cf. FWHM values in Table I).
For jc . 2MA/cm2, the IVCs show RCSJ-like behav-
ior, whereas devices with higher critical current densities
yield flux-flow-type IVCs, as indicated by the gray area
in Fig. 5(a). Altogether, the range of variation of jc cov-
ers 5 orders of magnitude. We note that an exponentially
decaying behavior of jc is well known from cuprate grain
boundaries, where jc decays exponentially with the grain-
boundary misorientation angle ) [11,47,48]. In a theoret-
ical analysis of cuprate grain-boundary JJs, Graser et al.
[48] related the exponential decay of jc()) to charging
of the interface near defects induced by the structural dis-
tortions at the grain boundary. For the He-FIB-induced JJ
barriers, the locally induced defect structure is not known
yet, and it remains to be clarified whether a similar charg-
ing mechanism is responsible for the exponential decay of
jc(D). A simple explanation of the exponential decay of
jc with increasing D would be a linear increase of the JJ
barrier thickness. As stated in Sec. B, the STEM analy-
sis yields a roughly linear increase of the amorphous track
width with increasing D for doses above 1000 ions/nm.
However, for lower doses, the STEM data do not allow
us to make a statement on the width of the induced defect
regions and their scaling with D.
Our analysis of the IVCs of He-FIB JJs produced with
variable doses also yields a systematic scaling of the resis-
tance times area product ρn ≡ Rnwd ≈ ρn,0 exp(D/2D0)
with ρn,0 = 0.37 n! cm2; i.e., ρn increases exponentially
with D as shown in Fig. 5(b). Interestingly, the stronger
decay of jc(D) for JJs on LSAT comes along with a
correspondingly stronger increase in ρn(D); i.e., we can
use the same values of D0 for the scaling of ρn(D) as
used for the scaling of jc(D). Accordingly, the character-
istic voltage Vc = jcρn also shows an exponential scaling
Vc ≈ Vc,0 exp(−D/2D0) with Vc,0 = jc,0 ρn,0 = 11mV, as
shown in Fig. 5(c). We note here that Figs. 5(b) and 5(c)
contain only data points that correspond to RCSJ-type
IVCs.
The fact that our analysis of the scaling of characteris-
tic JJ properties (jc, ρn, and Vc) with D can be described
by the same values of D0 indicates a universal scaling
of Vc with either jc or ρn independent of substrate mate-
rial. This result is shown in Fig. 6, where we display
Vc(jc) and Vc(ρn) for all investigated JJs. Despite the
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(a)
(b)
FIG. 6. Characteristic voltage IcRn for He-FIB JJs with RCSJ-
like IVCs on different substrates (a) vs critical current density jc
and (b) vs resistance times area ρn. Dashed lines indicate IcRn ∝√
jc in (a) and IcRn ∝ 1/ρn in (b) as discussed in the text.
significant scatter in the data, a clear trend is visible, which
can be described by IcRn ≈ Vc,1(jc/jc,1)1/2 [dashed line in
Fig. 6(a)], with Vc,1 = 2mV and jc,1 = 106 A/cm2 and by
IcRn ≈ Vc,1(ρn,1/ρn) [dashed line in Fig. 6(b)] with ρn,1 =
2 n! cm2. We note that an approximate scaling IcRn ∝ √jc
and IcRn ∝ 1/ρn has also been observed for many cuprate
grain-boundary JJs and other JJ types in cuprate supercon-
ductors, albeit with a slightly larger Vc,1 for the same jc,1
and ρc,1 [10]. However, we should also note that the exis-
tence or absence of a universal scaling of IcRn vs jc or ρn
for all cuprate JJs and the origin of such a scaling has been
discussed controversially in the literature; see, e.g., Refs.
[10,11,16]. At least, for oxygen-depleted grain boundaries
[11], there seems to be consensus on the same scaling as
we see in our He-FIB JJs. This result is probably not sur-
prising, because the He-FIB irradiation induces such an
oxygen depletion [28].
So, obviously, for achieving large values of Vc, one
should use doses that are as small as possible to obtain
large values of jc, but still provide JJs with RCSJ-type
IVCs. Moreover, for fabricating SQUIDs (cf. Sec. IV),
one wants to have nonhysteretic IVCs, i.e., βC . 1. To
address these issues, we determine from RCSJ simulations
the dependencies of βC and of the excess current densities
je of our He-FIB JJs on jc.
Figure 7(a) shows βC(jc). We clearly find a significant
difference for devices on STO as compared to those on
LSAT or MgO. While for devices on LSAT and MgO the
values of βC are essentially independent of jc and yield
values between approximately 0.5 and 1, for devices on
STO, βC is always above 1 (up to approximately 4) and
decays with increasing jc. This result reflects the fact that
we observe hysteretic IVCs at 4.2K for all JJs on STO
substrates and nonhysteretic IVCs for all JJs on MgO and
LSAT. We attribute this behavior to a significant stray
capacitance contribution caused by the large permittivity
of STO at low T [49]. However, a more detailed analy-
sis of this behavior would require a systematic variation
of the JJ width, which we do not perform for the present
study. For YBCO grain-boundary JJs, the capacitance C
per area A has been found to vary roughly [11] within 10−6
to 10−4 F/cm2, with a significant increase with increas-
ing jc from roughly 103 to 106 A/cm2. In contrast, for
our He-FIB JJs, we find for most devices C/A to scatter
within the range from 5× 10−5 to 2× 10−4 F/cm2 with
no clear dependence on jc in the range from 2× 104 to
2× 106 A/cm2 (not shown).
Figure 7(b) shows the normalized excess current den-
sity je/jc vs jc. For the largest values of jc, we do
find excess currents that decay with decreasing jc and
finally disappear at jc ≈ 2× 105 A/cm2. This behav-
ior seems to be independent of the substrate mate-
rial. The appearance of excess currents has also been
reported for cuprate grain-boundary JJs and electron-
beam damaged JJs with large current densities [11,16].
Such JJs are often modeled as superconductor–normal-
metal–superconductor (S–N–S) JJs. For He-FIB JJs
in YBCO films, Cybart et al. [28] reported on the
transition from S–N–S-type to superconductor-insulator-
superconductor-(S–I–S) type JJs upon increasing the irra-
diation dose. Our results are consistent with this observa-
tion; a more detailed analysis, however, requires transport
measurements at variable temperature, which we have not
performed so far in detail.
To conclude this section, we can state that for obtain-
ing devices that do not exhibit excess currents, one should
not exceed jc ≈ 105 A/cm2. For devices on STO, however,
such low jc values come with values of βC clearly above
1, i.e., with hysteretic IVCs. The Ic(B) patterns of devices
on MgO, on the other hand, show the strongest deviations
from a Fraunhofer-like behavior. Hence, at the current state
it seems that, among the substrate materials investigated
here, He-FIB JJ devices on LSAT are most promising for
applications.
044082-7
B. MÜLLER et al. PHYS. REV. APPLIED 11, 044082 (2019)
(a)
(b)
FIG. 7. (a) Stewart-McCumber parameter βC(jc) and (b) nor-
malized excess current je/jc(jc) for He-FIB JJs on different
substrates.
IV. HE-FIB-INDUCED DC SQUIDS
By irradiation with high He ion doses (typically for D &
1000 ions/nm), jc can be fully suppressed, as shown in Fig.
2, and the He-FIB-induced barriers can be made highly
resistive (reaching even gigaohm resistances at 4.2K for
D & 5000 ions/nm). This technique offers the possibility
to define the sample geometry—ultimately on the nanome-
ter scale—via direct-write lithography, without removing
material by milling [30,31].
The combination of He-FIB irradiation with medium
and high doses provides a simple way of fabricating dc
SQUIDs from photolithographically prepatterned YBCO
thin-film bridges on single-crystal substrates, with tai-
lored JJ properties and SQUID inductance. We use this
approach to fabricate simple micro- and nano-SQUIDs on
STO, MgO, and LSAT substrates by first scanning over a
square-shaped area at the center of the prepatterned YBCO
bridge to define the SQUID “hole” (i.e., a highly resistive,
magnetically transparent area) and a subsequent linescan
across the whole width of the bridge using a medium dose
to produce the JJs. A SEM image of such a SQUID is
shown in the inset of Fig. 8(a) for a device fabricated
on STO-1 with a 1× 1-µm2 hole (irradiated with DA =
4000 ions/nm2). Again, the locations of the JJs (irradiated
with D = 700 ions/nm) and the SQUID hole are visible
via the He-FIB-induced carbon deposition.
Since the hysteresis in the IVCs severely limits the
performance of SQUIDs on STO substrates, the electric-
transport and noise data shown in the following are mea-
sured on a device fabricated on LSAT-1. On the LSAT
substrate, however, SEM imaging is only possible in poor
quality due to charging of the substrate. For the device
on LSAT, the SQUID hole is defined as a 300× 300-nm2
square, irradiated with DA = 4000 ions/nm2. The JJs are
fabricated by a linescan with D = 230 ions/nm and have a
width of approximately 2 µm each.
Figure 8(a) shows the IVCs for different applied mag-
netic flux to yield maximum (black) and minimum (red)
positive critical current, exhibiting neither hysteresis nor
excess current. From RCSJ simulations, we determine a
mean per-junction critical current I0 = 43.6 µA and nor-
mal state resistance Rn = 9.50! (Vc = 414 µV) and βC =
0.74. The dependence of the critical current Ic,s of the
SQUID on the magnetic field is shown in Fig. 8(b) as
solid lines, together with the numerically simulated depen-
dence, based on the RCSJ model [50] (symbols). From
the simulations, we extract the screening parameter βL ≡
2IcL/"0 = 0.79, inductance L = 19 pH, and asymmetry
parameters [50] for the critical current αI = 0.145 and
inductance αL = −0.15. Figure 8(c) shows the voltage-
flux dependence of the SQUID for a range of bias currents
Ib ≈ ±110 µA in steps of 4 µA. The dark dot near the
center on the curve for Ib = −85 µA indicates the work-
ing point with a transfer function V" = 2.1mV/"0, which
is used for the noise measurement shown in Fig. 9.
To determine the spectral density of flux noise S"
vs frequency f of the SQUID, we use Magnicon SEL-
1 SQUID electronics [51] in direct readout mode [52].
Figure 9 shows the measured rms spectral density of
flux noise S1/2" (f ) of the SQUID (red), together with
the background noise of the readout electronics (black).
The noise spectrum is dominated by frequency-dependent
excess noise, scaling roughly as S" ∝ 1/f (1/f noise),
with a small bump (at approximately 10 kHz). This excess
noise extends all the way up to the cutoff frequency
fel = 166 kHz of our readout electronics (limited by the
sampling rate of the analog-to-digital converter), where
it almost reaches the noise floor of the readout electron-
ics. For YBCO SQUIDs, one typically finds a strong 1/f
noise contribution due to Ic fluctuations in the JJs [8].
This result is also probably the case for the SQUID pre-
sented here. To further clarify this, one should operate the
SQUIDs in current-bias reversal mode [53], which elimi-
nates the excess noise contribution from Ic fluctuations. We
have already successfully demonstrated this approach for
YBCO nano-SQUIDs based on grain-boundary JJs [54];
however, for the simple SQUID layout without a suitable
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FIG. 8. Electric-transport characteristics of a He-FIB dc
SQUID fabricated on LSAT-1-2. (a) IVCs for applied flux
yielding maximum (black) and minimum (red) positive crit-
ical current. The inset shows a SEM image of a similar
SQUID fabricated on STO-1. (b) Critical current vs mag-
netic field: experimental data (solid lines) and numerical sim-
ulation (symbols). (c) Voltage-flux dependence for bias cur-
rents Ib within approximately ±110µA in steps of 4µA. The
dark dot near the center indicates the working point for noise
measurement.
FIG. 9. Noise characteristics of a He-FIB dc SQUID fabricated
on LSAT-1-2, with flux noise spectra of the SQUID (red) and
electronics background (black). The dashed line indicates the
upper limit for thermal white noise S1/2",w = 500 n"0/Hz1/2 of the
SQUID.
on-chip flux coupling structure, as used in this work, it
is not possible to use this approach. At least, from the
noise data shown in Fig. 9, we can give an upper limit for
the thermal white noise S1/2",w . 500 n"0/Hz1/2, which is
impressively low for a L ≈ 20 pH SQUID.
V. CONCLUSIONS
We demonstrate the fabrication of YBCO Josephson
junctions and dc SQUIDs by using a focused He ion beam,
which locally modifies epitaxially grown YBCO thin films
and allows us to “write” Josephson barriers and insulat-
ing areas with high spatial resolution. The analysis of
the electric-transport properties at 4.2K of our He-FIB-
induced structures confirms and extends earlier results
obtained by Cybart and co-workers [28–30].
We study in detail the dependence of characteristic JJ
properties on the irradiation dose for devices on STO,
MgO, and LSAT substrates. Upon increasing the irradia-
tion dose, we find a transition from flux-flow to RCSJ-like
behavior with some excess current contribution that van-
ishes upon further increasing the dose. Moreover, we find
an exponential decay of the critical current density j0 with
increasing dose. For currently unclear reasons, this decay
is much faster for devices on LSAT as compared to devices
on STO and MgO. Another major difference regarding JJ
behavior on different substrates is the observation of hys-
teretic IVCs for devices on STO, while devices on LSAT
and MgO show no hysteresis. We attribute the hysteresis in
the IVCs to a stray capacitance contribution from the STO
substrates. The analysis of the characteristic voltage Vc of
the fabricated JJs yields an approximate scaling Vc ∝ √j0.
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Altogether, He-FIB JJs offer new perspectives for creat-
ing Josephson devices, because of the possibility to control
the JJ properties by irradiation dose, even on the same sub-
strate, and to place the JJs at virtually arbitrary positions.
This flexibility obviously offers an enormous advantage
for creating advanced devices, in particular employing
multi-JJ configurations. Our detailed analysis of the JJ
properties can be helpful for designing optimized devices
for applications.
Moreover, irradiation with a high dose drives the mate-
rial to be highly resistive. In this regime, our STEM anal-
ysis shows the creation of amorphous tracks in the YBCO
films, which for not-too-high doses still have a lateral
extension down to only a few nanometers. This observa-
tion indicates that He-FIB irradiation is a promising tool
for nanopatterning (without removal of material) of YBCO
films with ultrahigh resolution. We use this feature to pro-
duce dc SQUIDs by patterning both the JJs and the SQUID
loop by He-FIB irradiation. For a device on LSAT, we
demonstrate very low flux noise in the thermal white-noise
regime. The observed low-frequency excess noise still has
to be investigated in detail in further studies. Although we
have not yet pushed to the ultimate limit of miniaturiza-
tion, we envisage that He-FIB irradiation should be ideally
suited for the realization of ultralow-noise nano-SQUIDs
[55,56] due to the high spatial resolution of helium ion
microscopy.
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ABSTRACT: Magnetic fields penetrate a type II superconductor as magnetic flux quanta, called vortices. In a clean
superconductor they arrange in a hexagonal lattice, while by addition of periodic artificial pinning centers many other
arrangements can be realized. Using the focused beam of a helium ion microscope, we have fabricated periodic patterns of dense
pinning centers with spacings as small as 70 nm in thin films of the cuprate superconductor YBa2Cu3O7−δ. In these ultradense
kagome-́like patterns, the voids lead to magnetic caging of vortices, resulting in unconventional commensurability effects that
manifest themselves as peaks in the critical current and minima in the resistance versus applied magnetic field up to ∼ 0.4 T. The
various vortex patterns at different magnetic fields are analyzed by molecular dynamics simulations of vortex motion, and the
magnetic field dependence of the critical current is confirmed. These findings open the way for a controlled manipulation of
vortices in cuprate superconductors by artificial sub-100 nm pinning landscapes.
KEYWORDS: helium ion microscope, cuprate superconductor, vortex pinning lattice, commensurability effects, critical current
1. INTRODUCTION
Superconductivity is one of the most intriguing phenomena in
condensed matter physics, and in particular the cuprate
superconductors pose a challenge to the understanding of
their electron-pairing mechanism. Still, their high transition
temperature Tc and their possible high operating temperature
in the accessible range of reliable and easy-to-handle
cryocooler technology make the cuprate superconductors
primary candidates for emerging technologies. However, all
superconductors are only marginally suitable for technical
applications in their pure and clean form. It is by the
introduction of controlled defects that superconductors can be
tailored for many important properties, e.g., by enhancing their
ability to carry a lossless current, which requires to impede the
dissipative motion of magnetic flux quanta, also called
Abrikosov vortices or fluxons.1
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Whereas such enhanced vortex pinning in conventional
metallic superconductors, typically used for medical applica-
tions and high-field magnets, has been achieved by metal-
lurgical techniques, the brittle nature of cuprate high-Tc
superconductors (HTSCs) requires different concepts. A
successful approach is to create columnar amorphous regions
with diameters of a few times the superconducting coherence
length by irradiation with swift heavy ions.2
In contrast to these extended defects, point defects can be
created by inclusion of tiny nonsuperconducting particles3 or
by electron, proton, and light ion irradiation of HTSCs. For
energies up to few megaelectronvolts the incident particles
collide with a nucleus and displace it, eventually creating a
collision cascade for high enough recoil energies. Several
studies4−6 have revealed that irradiation with He+ ions of
moderate energy is well suitable to tailor the superconducting
properties in thin films of the prototypical HTSC
YBa2Cu3O7−δ (YBCO) by displacing mainly oxygen atoms,
leading to a controllable reduction or even complete
suppression of Tc. Arrays of cylindrical defect channels
(CDs) that are populated with point defects provide a
landscape in which superconductivity is locally suppressed.
Recently, it has been demonstrated7−14 that such pinning
potential landscapes allow one to accommodate vortices in a
commensurate arrangement, leading to peaks in the critical
current and minima of the resistance at well-defined matching
magnetic fields.
In the field of vortex commensurability effects, a large body
of research has been established for metallic superconductors,
typically using an array of holes (antidots) or blind holes with
about 1 μm spacings.15 Considerably narrower spacings have
been achieved for thin Nb films grown on porous
substrates.16,17 However, in these superconductors, the
Ginzburg−Landau coherence length at zero temperature is
on the order of ξ(0) ∼ 10 nm and the London penetration
depth on the order of λL(0) ∼ 100 nm, the latter setting the
Figure 1. (a) Schematic drawing of direct modification of the local superconducting properties in a HIM. (b) HIM image of a quasi-kagome ́ test
pattern of HIM-induced defects in a YBCO film, irradiated with a fully focused beam and with 5 × 106 ions/spot, i.e., with a 333 times larger
number than in (c). The lattice spacing is a = 90 nm. Inset: sketch of the YBCO thin film samples (dark gray), the 200 μm × 100 μm rectangular
irradiated area (red broken lines), direction of the applied current I, and the voltage probes V. (c) Simulation of defect-induced spatial distribution
of Tc of a YBCO film (within sheets at various depths z from the surface z = 0), upon irradiating one spot with a defocused 30 keV He+ ion beam
with a Gaussian normal distributed fluence of 20 nm fwhm diameter. The number of impacting ions (15000) is the same as in the experiments (per
spot) and corresponds to an average fluence of 4.8 × 1015 cm−2. (d) Sketch of the pinning lattice with lattice spacing a: red disks represent
irradiated spots, the blue dashed lines indicate the unit cell of the quasi-kagome ́ tiling, and gray crosses mark those sites that were removed from the
hexagonal lattice to form the quasi-kagome ́ tiling.
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range of magnetic interaction between vortices. Commensur-
ability effects could be explored only at temperatures T very
close to Tc, taking advantage of the fact that λL(T) = λL(0)[Tc/
(Tc − T)]1/2 increases substantially when approaching Tc. But
choosing a rather high operation temperature is not feasible for
practical applications since it is on the expense of a reduced
superconducting gap, weaker pinning potential, and enhanced
thermodynamic fluctuations.
On the other hand, thin films of YBCO have an in-plane
λL,ab(0) ∼ 250 nm,18−21 and edge and screw dislocations, as
one important type of intrinsic defects in YBCO films, have
typical distances of about 300 nm.22 Still, commensurability
effects could be demonstrated close to Tc in YBCO perforated
with a square array of holes with 1 μm lattice spacing.23 But
since intrinsic defects compete with the artificially created
pinning landscape, it is important to fabricate and investigate
pinning arrays with lattice spacings significantly below these
two characteristic lengths. Here, we report on the electrical
transport properties of ultradense unconventional pinning
arrays in YBCO thin films with spacings down to 70 nm,
fabricated with a helium ion microscope, and we demonstrate
pronounced commensurability effects at strong magnetic fields
well above 100 mT which persist down to at least ∼ 50 K, i.e.,
far below Tc.
2. RESULTS AND DISCUSSION
2.1. Irradiation in the Helium Ion Microscope. The
ZEISS ORION NanoFab24 is a novel multifunctional platform
combining focused ion beam sources for neon and helium ions
and a scanning helium ion microscope (HIM) with a spatial
resolution better than 0.5 nm and unprecedented depth of
focus.25−27 The HIM consists of a gas-field He+ ion source that
emits ions from an ultrasharp tip, electrostatic ion optics to
focus and trim the beam, and a deflection system to raster the
beam over the sample stage as it is outlined in Figure 1a. The
advantage of using a He beam over the conventional Ga
focused ion beam technique is its higher spatial resolution
(fabrication of nanopores down to 1.3 nm has been
demonstrated28) and the prevention of contamination of the
HTSC by Ga ions. As a first application in YBCO, the
fabrication of Josephson junctions and superconducting
quantum interference devices has been demonstrated via
forming thin barriers of insulating material with the focused
ion beam across prepatterned microbridges.29−32
However, for the fabrication of vortex pinning defects, the
HIM in its original operation mode is less suitable. On the one
hand, it is known that the diameter of defects suitable for
vortex pinning must not be smaller than the superconducting
coherence length, which is ξab(0) ≃ 1.2 nm in YBCO.33 On the
other hand, the inherent deflection of the ion trajectories by
scattering at the target atoms when traversing the material will
cause a blurring of the focus with increasing depth. In this
situation the fluence of the He+ ions decreases strongly from
the surface to the back of the YBCO film. To achieve a high
enough ion fluence for suppression of Tc throughout the entire
film thickness, the intensity of the focused ion beam must then
be set to such a high value that amorphization of the YBCO
crystal lattice7,32 and mechanical destruction near the sample’s
surface result. This is illustrated in Figure 1b which was
recorded in the HIM after irradiation of a test pattern with an
optimally focused He+ ion beam with a much larger number of
ions/spot than normally used in our experiments. Around the
impact point of the focused ion beam the YBCO structure is
completely destroyed and blisters with about 50 nm diameter
bulge out of the surface, while under the regular conditions for
fabrication of pinning lattices, the irradiated areas are invisible
in both the HIM and with scanning electron microscopy.
To avoid these shortcomings and irradiate a well-defined
area, our approach uses an intentionally defocused ion beam.
This is achieved by first adjusting the HIM settings to highest
resolution and afterward changing the working distance (beam
focus plane) by 8 μm. The aperture angle of the ion beam is
±0.07°; hence, the ion beam hits the sample surface almost
orthogonally with a nearly Gaussian fluence profile28 with a full
width at half-maximum (fwhm) of about 20 nm.
The resulting three-dimensional shape of CDs with
suppressed Tc is inferred from simulations of ion−matter
interaction and collision cascades with the program SRIM34
and calibrated to experimental data of Tc suppression as a
function of defect density. Details of such calculations are
reported elsewhere.35 A defocused 30 keV He+ beam of 20 nm
fwhm diameter creates well-defined cylindrical channels with
diameters ∼ 25 nm in a YBCO film within which Tc is
suppressed or reduced up to a depth of 80 nm, as evidenced in
Figure 1c. In thicker YBCO films, however, the collision
cascades are prone to substantial straggling which leads to
blurring of the profile and insufficient reduction of Tc due to a
lower defect density as it has been observed in heavy-ion-
irradiated YBCO single crystals.36
2.2. Vortex Commensurability Effects in Quasi-
Kagome ́ Vortex Pinning Arrays. As a proof-of-concept
experiment we have fabricated a square array of columnar
defect cylinders with a defocused ion beam of fwhm = 50 nm
and with a lattice spacing (nearest-neighbor distance) a = 200
nm in a 80 nm thick YBCO film and measured the critical
current Ic(Ba) in the superconducting state and the magneto-
resistance R(Ba) in the voltage state as a function of the applied
magnetic field Ba. The parameters were chosen similarly to
previous experiments performed with masked ion beam
irradiation.10−13 Consistently, a clear peak of Ic(Ba) corre-
sponding to a minimum of R(Ba) is found when each CD is
filled by one vortex, and a tiny feature can be noticed for filling
of each CD by two vortices (see the Supporting Information).
Pinning lattices can be designed not only with common
hexagonal37 or square tilings15 but also as more complex
periodic or even quasi-periodic tilings that exhibit a number of
unusual phenomena. Some examples of such arrays have been
studied theoretically38−41 and experimentally in metallic
superconductors with holes42−44 and magnetic dots,45−48 like
Penrose,42,43 honeycomb,16,49 and kagome ́50 lattices and
artificial vortex ice arrangements in geometrically frustrated
pinning lattices.51−53 In HTSCs, such studies have been
scarce54 due to the much more demanding nanopatterning.
The particular advantage of irradiation in the HIM over
other nanopatterning techniques is the higher spatial resolution
and the ability to easily produce any desired pattern. We
demonstrate this by the fabrication of quasi-kagome ́ pinning
lattices with ultrasmall lattice spacing a = 90 nm (sample
QK90) and 70 nm (sample QK70). The quasi-kagome ́ lattice
is formed from a hexagonal lattice, where three neighboring
sites are not occupied,48 as sketched in Figure 1d. The quasi-
kagome ́ lattice consists of vertex triangles with six sites per unit
cell and large voids. It provides a unique platform to investigate
the competition between pinning potentials and elastic energy
of the vortex lattice. The quasi-kagome ́ lattice is a more
extreme variant of the genuine kagome ́ tiling, which is formed
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from the hexagonal lattice by eliminating every other site from
every other row.
In periodic pinning lattices commensurability effects are






where k is the number of pinning sites (or vortices) in the unit
cell of area A and Φ0 = h/(2e) is the magnetic flux quantum.
The electrical transport properties of the YBCO films
patterned with the quasi-kagome ́ pinning lattice show
intriguing features. Those can be attributed to the fact that
HIM nanopatterning enables the realization of ultradense
pinning arrays. Accordingly, pronounced vortex commensur-
ability effects in the critical current density jc(Ba) and the
magnetoresistivity ρ(Ba) appear at very high matching fields, at
Ba = 0.23 T for sample QK90 and at Ba = 0.38 T for sample
QK70, as shown in Figures 2a and 2b, respectively. The
observed effects are well reproducible after storing the samples
at room temperature for several weeks.
In the case of strong interactions between vortices and the
pinning potential of the CDs, significant vortex commensur-
ability effects are expected at B6, when each CD is filled with
one vortex. Conversely, with strong vortex−vortex interactions
and marginal influence of the pinning landscape, the elastic
energy of the vortex ensemble should favor a hexagonal lattice,
and the voids are expected to be filled with three interstitial
vortices, leading to commensurability signatures at B9. The
former, for instance, was observed in a quasi-kagome ́ lattice of
magnetic Ni dots embedded in a Nb superconducting film.48
Surprisingly, none of these features are found here; instead, a
prominent matching peak in jc(Ba) and a corresponding
minimum in ρ(Ba) appear at B7, as can be seen in Figure 2a,b.
Presumably, all CDs are occupied by vortices, and one
interstitial vortex per unit cell is “caged” inside the voids of the
lattice due to repulsion forces from the trapped vortices. On
the other hand, the absence of a matching feature at B1
indicates that the six closely packed sites of the kagome ́
triangle do not merge into a single pinning site. This confirms
that despite the rather narrow distance of CDs they act as
separate pinning potentials.
Molecular dynamics simulations shed more light on the
vortex distribution in the quasi-kagome ́ lattice. A rectangular
cell with periodic boundary conditions is used for the
calculations. The vortex−vortex interaction, the pinning force
on the vortices at the CDs, an external driving force, and a
thermal stochastic force are taken into account, as detailed
elsewhere for previous simulations.39,40,55,56 The ground state
of the static vortex arrangement (zero driving force) is
obtained by starting the simulation at some elevated
“temperature” and gradually decreasing it to zero, thus
performing a simulated thermal annealing. Note that this
corresponds to magnetic-field-cooled experiments. However,
since in our measurements no hysteresis was observed between
Figure 2. (a) Magnetic field dependence of the normalized critical current at 83 K (blue squares) and resistivity at 83.5 K (red triangles) of a 75 nm
thick YBCO film, irradiated with a quasi-kagome ́ pattern of beam spots (20 nm fwhm) in a HIM (sample QK90). The upper horizontal scale
indicates the matching fields Bk, calculated from eq 1, for a filling of the unit cell with k vortices. The peak in the critical current and the minimum
in the resistivity correspond to k = 7. The green bullets represent the results from molecular dynamics simulations. Only the positive branch of the
mirror symmetric results is shown for clarity. (b) Normalized critical current at 52 K (blue squares) and resistivity at 55 K (red triangles) for
sample QK70. (c) Simulation of vortex arrangements in the quasi-kagome ́ lattice of sample QK90 for several applied magnetic fields that
correspond to various commensurability conditions as labeled in the graphs. Red circles represent artificial pinning centers and green dots the
vortices.
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up- and down-ramping of the magnetic field, these results are
equally valid for magnetic-field-ramped experiments.
In the simulations, the critical current density jc is
determined to be the minimum current density that depins
the vortices; in the experiments the common electric field
criterion of 10 μV/cm is used. The simulated values for the
critical current density are then scaled to the experimental
results (for sample QK90) at Ba = 50 mT.
The results of the simulations of static vortex configurations
at different magnetic fields Bk and for temperatures adapted to
the experimental situation are displayed in Figure 2c. For B6,
where the average density of vortices matches the density of
CDs, most of the pinning centers are filled with vortices, but
several empty pins and, in turn, interstitial vortices can be
noticed. This is explained by the strong repulsion between the
vortices located on the closely packed pinning sites such that
some of these vortices can depin and move in the voids, thus
minimizing the energy. For B7 almost all pins are filled, and
typically one excess vortex sits in the centers of the voids of the
quasi-kagome ́ lattice. If the magnetic field is further increased,
all pins are occupied, and the voids host two (B8) or three (B9)
vortices with minor fluctuations ±1 in this number. In the
latter case, the hexagonal vortex lattice is mostly recovered.
Note that an experimental visualization of the vortex
arrangements in ultradense pinning lattices is challenging.
Because λL,ab(T)≫ a in our samples, the magnetic fields of the
vortices overlap strongly and magnetic force microscopy might
not provide enough contrast.
A simulation of the critical current density jc(Ba) is displayed
in Figure 2a. Indeed, there is no peak in jc(Ba) visible at B6, and
peaks of jc(Ba) at B8 and B9 are hardly noticeable, whereas a
pronounced peak at B7 is found, in excellent agreement with
the experimental results. This unconventional commensur-
ability effect can be explained by the competition of the elastic
vortex lattice energy, which favors a hexagonal lattice and the
semiregular quasi-kagome ́ pinning potential. At B6 filling of all
CDs with vortices would lead to a maximized pinning force
density, but the repulsion between the trapped vortices leads to
a significant number of vacancies at the pinning sites and, in
turn, mobile interstitial vortices in the kagome ́ voids that
reduce jc. On the other hand, for B9, the elastic energy of the
vortex lattice is minimized, but pinning is not so efficient due
to the larger number of interstitial vortices. Thus, a
commensurate arrangement in which all pinning sites are
occupied and one interstitial vortex is caged in the center of
the voids appears to be the most stable structure at
temperatures near Tc.
The balance between the pinning forces at the CDs and the
vortex caging potential can be tuned with temperature. While
both increase at lower temperature, the pinning forces at the
artificial defect lattice increase more rapidly.57 To study this
behavior on our samples, we performed electric transport
measurements at variable T. Figure 3a shows normalized jc vs
Ba curves for sample QK90 at 67 K ≤T ≤85 K. We find that
at temperatures T < 80 K a second peak of jc around B6
emerges, coalescing with the peak at B7 into a broader feature
with jc(B6) > jc(B7) at even lower temperatures. This is a
formidable demonstration of how the vortices “crystallize” into
the quasi-kagome ́ lattice at lower temperatures when the
artificial pinning landscape becomes dominant. Figure 3b
displays the critical current density jc at B = 0, calculated from
the sample’s cross section. However, it has to be cautioned that
the irradiated sample contains many CDs, and hence a
significant volume in the sample does not contribute to the
supercurrent, making a comparison to pristine YBCO films
inappropriate. The normalized jc(B6)/jc(0) and jc(B7)/jc(0)
curves reveal the crossover at T = 75 K, where pinning at a
matching field of six vortices/unit cell becomes more efficient.
Our findings may be compared to somewhat related
simulation results. For a honeycomb pinning lattice it has
Figure 3. (a) Normalized critical current density of sample QK90 as a function of the applied magnetic field at various temperatures. The branches
at reversed polarity of the magnetic field are mirror symmetric and are not shown. The upper horizontal scale displays the commensurability fields
for k vortices in the unit cell of the quasi-kagome ́ pattern. (b) Temperature variation of the critical current density at Ba = 0 (black circles) and the
normalized critical current densities at B6 (red triangles) and B7 (blue squares). At lower temperatures, starting from the crossover at 75 K marked
by the arrow, the critical current at the B6 commensurability field exceeds the critical current at B7.
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been demonstrated41 that jc of a commensurable vortex
arrangement with an additional caged vortex can be larger
than that with the pinning sites occupied only. However, this
only applies to shallow pinning potentials, whereas the
situation is reversed for strong pinning, in excellent accordance
with our observation of the crossover to jc(B6) > jc(B7) at
lower temperatures. Note, however, that one caged vortex in a
honeycomb lattice restores the ideal hexagonal vortex lattice,
while in our quasi-kagome ́ lattice one interstitial vortex is still
associated with elastic energy of the vortex lattice. Thus,
additional simulations with varying pinning potentials in the
quasi-kagome ́ lattice are envisaged.
3. CONCLUSIONS
In summary, we have demonstrated the fabrication of periodic
arrays of pinning centers in thin YBCO films with ultranarrow
lattice spacings down to 70 nm by irradiation with the
defocused beam of a HIM. This technique opens the route to
create large arrays of pinning sites with user-defined positions
and with a resolution superior to the lithographic techniques.
As an example of a complex pinning landscape, the quasi-
kagome ́ pinning lattice exhibits an unconventional commen-
surability effect, when all pins are occupied by vortices and one
interstitial vortex is magnetically caged in each void of the
lattice. It has been suggested that such caged vortices can be
more easily manipulated along predetermined paths,58 and
hence, our findings can pave the way toward “Fluxonic”
applications59−61 of cuprate superconductors.
4. MATERIALS AND METHODS
Superconducting Film Growth. Thin films of YBa2Cu3O7−δ are
grown epitaxially on (100) MgO single-crystal substrates by pulsed-
laser deposition using 248 nm KrF excimer laser radiation at a fluence
of 3.2 J/cm2. The thicknesses of the films are tz = 75 ± 5 nm (sample
QK90) and tz = 50 ± 5 nm (sample QK70) as determined by atomic
force microscopy. Bridges with dimensions 240 × 60 μm2 are
lithographically patterned for the electrical transport measurements.
Two longitudinal voltage probes with a distance of 100 μm are
applied on side arms of the bridges. The as-prepared samples had
critical temperatures Tc ∼ 90 K and transition widths ΔTc ∼ 1 K.
Ion Beam Irradiation. The prepatterned YBCO microbridges are
introduced into the Zeiss Orion NanoFab He ion microscope and
with low ion fluence the proper alignment of the sample surface to the
focus plane of the ion optics is checked. Controlled defocus is
achieved by changing the working distance by 8 μm from the focus
plane, resulting in irradiation spots of about 20 nm diameter. Every
point of the lattice, defined by a deflection list loaded into the Nano
Patterning and Visualization Engine (NPVE), is irradiated with 30
keV He+ ions with a dwell time of 1.2 ms (0.83 ms) and a beam
current of 2.0 pA (2.9 pA) for sample QK90 (QK70), corresponding
to 15000 He+ ions/point. The average fluence hitting the sample’s
surface in the focus spot of about 20 nm fwhm is 4.8 × 1015 cm−2. The
irradiated area is approximately 200 μm × 100 μm.
Electrical Transport Measurements. The electrical measure-
ments are performed in a closed-cycle cryocooler mounted between
the pole pieces of an electromagnet. A Cernox resistor62 together with
a LakeShore 336 temperature controller is used for in-field
temperature control to a stability of about 1 mK. The magnetic
field, oriented perpendicular to the sample surface, is tuned by a
programmable constant current source and measured with a
LakeShore 475 gaussmeter with a resolution of 0.1 μT, a zero offset
<10 μT, and a reading accuracy <0.1%. The resistivity measurements
are performed with a current of 0.8 mA, generated by a Keithley 6221
constant-current source in both polarities to exclude thermoelectric
signals, and the voltage is measured with a Keithley 2182A
nanovoltmeter. The critical current is determined from isothermal
current−voltage (I−V) measurements with a voltage criterion of 100
nV, corresponding to 10 μV/cm. The I−V curves do not exhibit
features that could be used to discriminate between the depinning of
the vortices trapped in the CDs and the interstitial vortices,
respectively.
Numerical Simulations. The simulations are performed in a 2D
(in the xy-plane) simulation cell with periodic boundary conditions
that models an infinite superconducting film characterized by the
penetration depth λ, which is set to λL,ab(T) at finite T. The cell is
chosen large enough to avoid finite-size effects. Simulated annealing
calculations are performed by numerically integrating the overdamped




d. Here fi is the
total force per unit length acting on vortex i, fi
vv and fi
vp are the forces
due to vortex−vortex and vortex−pin interactions, respectively, fiT is
the thermal stochastic force, and fi
d is the driving force; η is the
viscosity, which is set to unity. The force due to the vortex−vortex
interaction is  =   |   |  f Kf r r r( / )i jN i j ijvv 0 1v where Nv is the number of
vortices, K1 is a modified Bessel function,   =   |   |r r r r r( )/ij i j i j , and
f 0 = Φ 0 2 / 8 π 2 λ 3 . T h e p i n n i n g f o r c e i s
 =   · |   |  [   |   | ]  f r rf r r r r r( / ) ( )/i kN p i kp p p i kp ikpvp ( ) ( ) ( )p where Np is
the number of pinning sites, f p (expressed in f 0) is the maximum
pinning force of each short-range parabolic potential well located at
rk
(p), rp is the range of the pinning potential, Θ is the Heaviside step
function, and   =   |   |r r r r r( )/ikp i kp i kp( ) ( ) ( ) . All the lengths (fields) are
expressed in units of λ (Φ0/λ2). The ground state of a system of
moving vortices is obtained by simulating field-cooled experiments. In
this approximation of deep short-range (δ-like) potential wells, the
critical current can be defined as follows39,40,43,44,55 (giving essentially
the same results as those obtained using the threshold criterion in
dynamical simulations39,40): jc(Φ) = j0Nv(p)(Φ)/Nv(Φ), where j0 is a
constant, and study the dimensionless value Jc = jc/j0.
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ABSTRACT
The angular dependence of magnetic-field commensurability effects in thin films of the cuprate high-critical-temperature superconductor
YBa2Cu3O7−δ (YBCO) with an artificial pinning landscape is investigated. Columns of point defects are fabricated by two different methods
of ion irradiation — scanning the focused 30 keV ion beam in a helium ion microscope or employing the wide-field 75 keV He+ beam of an
ion implanter through a stencil mask. Simulations of the ion-target interactions and the resulting collision cascades reveal that with both
methods square arrays of defect columns with sub-μm spacings can be created. They consist of dense point-defect clusters, which act as
pinning centers for Abrikosov vortices. This is verified by the measurement of commensurable peaks of the critical current and related
minima of the flux-flow resistance vs magnetic field at the matching fields. In oblique magnetic fields, the matching features are exclusively
governed by the component of the magnetic field parallel to the axes of the columnar defects, which confirms that the magnetic flux is pen-
etrated along the defect columns. We demonstrate that the latter dominate the pinning landscape despite of the strong intrinsic pinning in
thin YBCO films.
Published under license by AIP Publishing. https://doi.org/10.1063/10.0000863
1. INTRODUCTION
Most of the superconducting materials belong to the type II
class, into which a magnetic field can penetrate as flux quanta
Φ0 = h/(2e), where h is Planck’s constant and e the elementary
charge. These flux quanta are known as Abrikosov vortices, whirls
of the supercurrent that confine the magnetic flux into the cylindri-
cal vortex core, a region with vanishing density of superconducting
charge carrier pairs. In clean and isotropic bulk superconductors
these vortices arrange themselves in a two-dimensional hexagonal
lattice with the axes of the vortex cores oriented parallel to the
external magnetic field.
In the cuprate high-temperature superconductors (HTSCs) the
situation is more complex and vortices can exist in a large range of
magnetic fields between a tiny lower critical field Bc1(85 K) ∼ 2mT
and a high upper critical field Bc2(85 K) ∼ 20 T at temperatures rele-
vant for the present study and for magnetic fields orthogonal to the
CuO2 atomic layers.
1 The high anisotropy of the HTSCs favors a
decomposition of the cylindrical vortices into a stack of coupled
“pancake” vortices,2 which can be visualized, e.g., in Bi2Sr2CaCu2O8.
3
The arrangement of vortices in type-II superconductors can
be tailored by the introduction of artificial defects as pinning sites
for vortices. Those defects can be classified by their dimensionality
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and can severely disturb the native hexagonal vortex arrangement.
Zero-dimensional (0D) point defects can be introduced as tiny
non-superconducting impurities in situ during fabrication4 or by
postprocessing with electron5 or light-ion irradiation of HTSCs.6
One-dimensional (1D) defects are commonly created by irradiation
with swift heavy ions that produce amorphous channels with diam-
eters of several nm, i.e., a few times the in-plane coherence length.
They have been extensively investigated as a tool to enhance the
critical current density.7 Finally, grain boundaries and, in the pro-
totypical HTSC YBa2Cu3O7−δ (YBCO) also twin planes, can form
two-dimensional (2D) defects that can pin vortices.
The dimensionality of the artificial defects is revealed by dif-
ferent angle-dependent behavior in tilted magnetic fields of super-
conducting properties like the critical current Ic, the vortex-flow
resistance R, and Bc2. While point defects lead to a marginal
angular dependence, randomly distributed yet parallel oriented 1D
columnar defects cause narrow features in Ic, R, and magnetization
vs field direction, centered around the magnetic field direction par-
allel to their symmetry axes.8–10 Similar observations hold for 2D
defect planes in YBCO when the magnetic field is rotated through
a direction that is oriented parallel to these planes.11
In this work, we investigate artificial pinning lattices that are
different in two aspects. First, they are neither strictly 0D or 1D,
since they consist of dense point defects that form columnar defect
clusters (CDs) with diameters at least one order of magnitude larger
than the in-plane coherence length ξab(0) = 1.2 nm in YBCO.
12
Second, these CDs are arranged in a periodic pattern that gives rise
to commensurability effects at matching vortex and defect densities.
Such commensurability effects have been primarily studied in metal-
lic superconductors using arrays of holes (antidots)13–19 or magnetic
dots20 in the material, nanogrooves,21–23 and superlattices24 but are
also found in YBCO perforated with holes.25
The fabrication techniques of pinning arrays in our samples are
based on the observation that irradiation of YBCO thin films with
He+ ions of moderate energy introduces point defects by displacing
mainly oxygen atoms. This leads to a reduction of the transition tem-
perature Tc,
26 which can be well controlled by the ion fluence.6,27–29
By ion irradiation through a shadow mask30–38 or using the focused
ion beam of a He ion microscope (HIM)39 an array of CDs can be
created that acts as a pinning landscape for vortices.
Only few investigations have addressed the angular depen-
dence of vortex commensurability effects in metallic superconduc-
tors with antidots16,40 and in YBCO thin films patterned with
periodic CDs by ion irradiation.34,37
The purpose of this study is to explore whether the pinning
landscapes created in YBCO by focused He+ ion irradiation in a
HIM act as 1D line-like pinning centers despite of consisting of 0D
point defect clusters with inhomogeneous density.
2. EXPERIMENTAL METHODS
Epitaxial thin films of YBa2Cu3O7−δ are grown on (100) MgO
single-crystal substrates by pulsed-laser deposition using 248 nm
KrF-excimer-laser radiation at a fluence of 3.2 J/cm2. The thick-
nesses of the films used in this work are tz = (80 ± 5) nm (sample
SQ200) and tz = (210 ± 10) nm (sample SQ500). The critical tem-
peratures of the as-prepared films are Tc∼ 90 K with transition
widths ΔTc ∼ 1 K. The films are patterned by photolithography and
wet chemical etching to form bridges with a length of 240 μm and
a width of w = 60 μm. Electrical contacts in a four-probe geometry
are established on side arms of the bridges using sputtered Au pads
with a voltage probe distance of 100 μm.
In both samples, a tailored vortex pinning landscape was
created by different methods of He+ ion irradiation. Sample SQ200
was irradiated with an intentionally defocused ion beam in a HIM.
The setup starts with adjusting the HIM settings to the highest res-
olution and then changing the working distance (beam focus
plane) so that the beam hits the sample surface with a nearly
Gaussian fluence profile41 with a full width at half maximum
(FWHM) of about 50 nm. Since the aperture angle of the ion beam
is very small the ion beam hits the sample surface almost orthogo-
nally. The method is described in detail elsewhere.39
By sequentially scanning the ion beam over the sample
surface, a square lattice of columnar defects with d = 200 nm spac-
ings is created in the thin YBCO film in an overall area of approxi-
mately 200 μm × 100 μm. Every point is irradiated with 30 keV He+
ions with a dwell time of 2.7 ms and a beam current of 3 pA, corre-
sponding to ∼51000 He+ ions/point. The method is sketched in
Fig. 1(a).
Sample SQ500 is patterned by masked ion beam structuring
(MIBS)30 as sketched in Fig. 1(b). A 2 μm-thick Si stencil mask is
placed on top of the YBCO film and adjusted in an optical micro-
scope with the help of marker holes. The mask is separated from
the surface of the YBCO film by a circumferential spacer layer
made of 1.5 μm-thick photoresist. The stencil mask is perforated
with holes with diameters D = (180 ± 5) nm, arranged in a square
array of d = (500 ± 2) nm pitch, which covers the entire bridge. The
stencil pattern is shadow projected onto the YBCO surface by irra-
diating the arrangement with a collinear 75 keV He+ ion beam, ori-
ented orthogonal to the sample surface, in a commercial ion
implanter (High Voltage Engineering Europa B. V.).
Electrical transport measurements are performed in a closed-
cycle cryocooler with temperature control by a Cernox resistor,
which has a negligible temperature reading error in moderate mag-
netic fields.42 The applied magnetic field Ba is supplied by a revolv-
able electromagnet with ±1° angular resolution and Ba = |Ba| is
measured by a calibrated Hall probe mounted between the
magnet’s pole pieces. The Hall probe is connected to a LakeShore
475 gaussmeter, allowing for measurements of Ba with a zero offset
<10 μΤ, and a reading accuracy <0.1%. The tilt angle α is defined
as the angle between the surface normal of the YBCO film and the
direction of Ba. The angle-dependent magneto-resistance measure-
ments are performed in constant Lorentz force geometry, i. e., the
magnetic field is always perpendicular to the current direction. For
all measurements, the current I through the sample is generated by
a constant-current source in both polarities to eliminate thermo-
electric signals and the voltage V is measured by a Keithley 2182A
nano-voltmeter. The critical current Ic(Ba) is determined from iso-
thermal current-voltage (I–V) measurements with a voltage crite-
rion of 100 nV, corresponding to 10 μV/cm. Since the I–V
characteristics of a superconductor are nonlinear the resistance
curves presented below are defined as R(Ba) =V(Ba)/I at a fixed I.
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3. RESULTS AND DISCUSSION
To compare the shapes of the artificial CD lattices, prepared
by the two different irradiation methods, simulations of the defect
distributions with the program package SRIM/TRIM43,44 are per-
formed. It computes the impact of ions on solids using a binary
collision approximation of ion-atom and atom-atom collisions, and
delivers the full collision cascades. However, ion channeling,
thermal effects, diffusion, and recrystallization are not considered.
Details of the crystallographic structure are not considered in
SRIM/TRIM as it uses a Monte Carlo method and assumes amor-
phous targets. For the spatial modulation of superconductivity, the
Ginzburg–Landau coherence length is the relevant length parame-
ter and therefore we have determined the average defect density
within calculation cells of 2 × 2 × 2 nm3—a length scale of the order
of the in-plane coherence length of YBCO. Note that the investi-
gated point defect densities are below the amorphization limit and
a comparison to an experimental visualization is hardly possible.
Only by using a larger ion fluence, amorphous channels can be
created and detected in cross-section scanning transmission elec-
tron microscopy images.45
The pinning potential for vortices is provided by a local sup-
pression of Tc, which can be calculated from the defect density on
the grounds of the pair-breaking theory of Abrikosov and
Gor’kov.46 Since annealing effects are not considered in SRIM/
TRIM and various other effects may lead to substantial uncertainty,
a “calibration” curve relating the experimentally observed Tc to the
defect density from the simulations is established, using previous
experimental Tc values from full-area irradiation of thin YBCO
films.28 Details of this procedure are described elsewhere.47
The resulting simulated cross-sectional Tc profiles for the two
samples SQ200 and SQ500 are presented in Fig. 2 at the same scale
for comparison. Note that sample SQ200 (top panel) was irradiated
with a slightly defocused He+ ion beam with approximately
Gaussian normal distributed fluence of FWHM= 50 nm, whereas
the fluence was homogeneous in the irradiated parts of sample
SQ500. Another important difference is the ion energy of 30 keV
for sample SQ200 and 75 keV for sample SQ500.
In thin films with tz ! 80 nm, 30 keV He+ ion irradiation
creates columns, within which Tc is suppressed, that are clearly sep-
arated from each other at 200 nm lattice spacing (Fig. 2, top panel).
The suppression of Tc at the fringes of the CDs decays more gradu-
ally than for sample SQ500, which was irradiated by MIBS (Fig. 2,
bottom panel). Still, the cylindrical envelope of clusters with sup-
pressed Tc provides an efficient pinning landscape as will be dis-
cussed below.
Due to the larger penetration depth of the 75 keV He+ ions,
CDs can be patterned into thicker YBCO films with MIBS, as dem-
onstrated in Fig. 2, bottom panel. However, the achievable lateral
resolution for CD diameters degrades with increasing thickness of
the film, as it can be noticed by the increasing diameter of the CD
for film thicknesses larger than 120 nm. We note that increasing
the ion energy would improve the resolution on the cost of a lower
ion scattering cross-section, which would demand a higher ion
fluence.
Although a few dispersed defects are created also outside the
CDs by lateral straggling of the incident ions and the secondary
collision cascades, their impact on the zero-field electrical transport
properties is marginal as demonstrated by the experimentally deter-
mined small reduction of the critical temperature ΔTc = 2.6 K
(ΔTc = 4 K) in sample SQ200 (SQ500) after irradiation.
In electric transport measurements, the commensurability
effects evoked by regular pinning lattices are demonstrated in Fig. 3
as peaks in the critical current Ic and corresponding minima of the
resistance vs applied field Ba (at α = 0°) that appear exactly at the
matching fields
Bn ¼ nΦ0d2 , (1)
FIG. 1. Two different methods for patterning a YBCO film by He+ ion irradiation: (a) Irradiation with a slightly defocused beam of a helium-ion microscope produces tailored
columnar defect patterns by scanning the beam over the sample surface. The dark regions indicate the defect-rich, nonsuperconducting nanocylinders. (b) Ion beam direct
patterning by irradiating through a stencil mask creates a large number of columnar defects in a single step.
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where n is a rational number. We use n = 0 to denote the absence
of vortices and n < 0 for the reversed vortex orientation. When the
diameters of the CDs are larger than the Ginzburg-Landau coher-
ence length, an integer number n > 1 of fluxons can be accommo-
dated per CD.48 Note the tiny humps of Ic around ±26mT that
indicate a fractional matching pattern with n = ±(1/2).
The commensurability effects result from two different vortex
pinning mechanisms in our samples. On the one hand, n flux
quanta can be trapped in the normal-conducting core of a CD,
which we will call fluxons to discriminate them from the regular
Abrikosov vortices in a plain superconductor. These fluxons
remain pinned at the CDs even if a moderate current is applied
to the sample. However, by changing the applied magnetic field,
the Lorentz force due to increased shielding current exceeds
the pinning potential and the fluxons can hop between
neighboring CDs.49
On the other hand, vortices at interstitial positions between
the CDs are pinned mainly by twin boundaries and growth defects
in the YBCO films, most of them oriented parallel to the c axis.50
Their pinning potentials are usually weaker than those of the
fluxons trapped in the CDs. At a certain applied magnetic field Ba
the critical current shows a peak when the magnetic flux through
the sample is penetrating the sample via single fluxons trapped in
each CD, which happens exactly at the matching field B1 of Eq. (1).
In this situation, the number of weakly-pinned interstitial vorti-
ces is minimized. An equivalent consideration leads to the expla-
nation of the resistance minima observed at the same Bn.
Typically, our samples patterned by masked or focused He ion
irradiation show clear matching effects in a temperature range
from ∼0.7Tc up to ∼0.9Tc.36,39 For our further considerations, it
is important that the matching fields can be equally well deter-
mined from either Ic peaks or resistance minima, the latter
allowing for much faster measurements.
An investigation of the angular dependence of the magnetore-
sistance can shed light on the nature and relative strength of the
pinning of fluxons at the CDs and the pinning of interstitial vorti-
ces, respectively.
For dominant pinning at CDs, the magnetic flux should be
preferentially trapped within the CDs irrespectively of the angle α
FIG. 3. Resistance R(I = 50 μΑ) and critical current Ic vs applied magnetic field
at α = 0° of an 80-nm thick YBCO film (sample SQ200), irradiated with a slightly
defocused He+ ion beam of 50 nm FWHM to form a square pattern of defect
cylinders with a lattice constant of 200 nm. Data were taken after zero-field
cooling and then sweeping the field through a full cycle, revealing no hysteresis.
The matching field determined from the geometric parameters is B1 = 52 mT
and leads to a minimum of the resistance and a peak in the critical current.
FIG. 2. Cross-sectional view of calculated local Tc profiles within and around the defect columns produced by 50900 ions per dot with 30 keV energy and a Gaussian
normal distribution with 50 nm FWHM (sample SQ200, top panel) and 75 keV He+ ion irradiation of YBCO with a fluence of 3⋅1015 cm−2 (sample SQ500, bottom panel).
Both panels are displayed at the same scale for a comparison between the two samples.
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by which the applied magnetic field Ba is tilted off the axes of the
CDs. Then, the commensurability peaks in Ic (Ba) and dips in
R(Ba) should appear if the component of Ba that is parallel to the
axes of the CDs,
Bk ¼ Ba cosα, (2)
fulfills the matching condition of Eq. (1).
Figure 4 shows the magnetoresistance of sample SQ200 for
various tilt angles α at a temperature near the onset of dissipation.
When the magnetic field Ba is oriented orthogonal to the sample
surface and parallel to the axes of the CDs (α = 0°) a distinct
minimum at B1 = 52 mT and a marginal one at B2 = 104 mT con-
firms the commensurability effects. With increasing tilt angle α the
magnetoresistance curves exhibit very similar matching resistance
minima and change their shapes only slightly if data are plotted
with the abscissa scaled to Bk. Even at α = 70° the commensurabil-
ity effect can be detected.
In sample SQ500 the situation is more complicated due to a
hysteresis observed in the magnetic field sweeps. It originates from
an unconventional terraced critical state51 with domains in the
sample52 inside which the pinning centers are occupied by the
same number n of fluxons and neighboring domains by n ± 1.
Such a hysteretic behavior has been investigated previously36 and is
beyond the scope of this work. Still, the considerations leading to
Eq. (2) should hold. Indeed, Fig. 5 demonstrates that all the features
observed in the α = 0° orientation of Ba appear at the same posi-
tions when the magnetic field is tilted and scaling to Bk is used.
This not only applies to the first matching fields in upsweep (B"#1)
and downsweep (B#1) conditions, but also to the hysteretic displace-
ment of the minima with zero fluxon occupation of the relevant
CDs (B"0 and B
#
0). Despite of the more complex fluxon arrange-
ments in this sample, all commensurability effects are governed by
Bk, which confirms that only the component of the magnetic field
is relevant that is parallel to the axes of the CDs.
In Fig. 6 the magnetic field components Bk at which the resis-
tance dips for single fluxon matching are observed in sample
FIG. 4. Resistance (I = 400 μΑ) vs applied field component along the normal of
the film surface Bk of sample SQ200 for different values of α. Since no hystere-
sis is observed, only the down sweep branches of the cycle after zero-field
cooling are displayed. For α > 0° the curves are shifted by multiples of 0.1 mΩ
to enhance visibility. The inset shows a sketch of the experimental situation.
FIG. 5. Resistance (I = 200 μΑ) vs applied field component along the normal of
the film surface Bk of sample SQ500 for different values of α. Data were taken
after zero-field cooling and comprise the virgin curves starting from B = 0 and
the up and down sweeps as representatively indicated by arrows in the bottom
curve. Data for α > 0° are shifted by multiples of 0.02Ω.
FIG. 6. Angular dependencies of the magnetic field components Bk at which
the resistance dips for single fluxon matching (sample SQ200) and B#1 (sample
SQ500) are observed. The horizontal lines indicate that Bk determines the
matching effect, irrespective of the tilt angle α.
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SQ200 (B1) and SQ500 (B
#
1) are shown as a function of the tilt
angle α. In remarkable agreement with Eq. (2) the experimental
values are independent of α as indicated by the horizontal lines.
This confirms that at all angles shown in the graph the magnetic
flux is penetrated along the CDs. In addition, the adherence to
Eq. (2) up to large tilt angles indicates that pinning at the CDs is
much stronger than the intrinsic pinning of interstitial vortices in
the intermediate regions between the CDs.
Some deviations from the behavior presented in Fig. 6 have
been reported in denser pinning lattices. Due to lateral straggling of
the collision cascades, a significant number of irradiation defects
are created in the spaces between the CDs. This is indicated by
ΔTc = 43 K after MIBS irradiation. In this case the scaling according
to Eq. (2) gradually breaks down for α > 45°.37 In thin YBCO films
patterned via 110 keV O+ ion irradiation (ΔTc≃ 40 K) a strong
modification of the vortex-glass transition and a weakening of the
vortex correlations along the c axis has been observed.34
Finally, in unirradiated YBCO, due to its anisotropy, the cylin-
drical vortices change to an elliptical cross-section in oblique mag-
netic fields α≠ 0° and decompose into a tilted stack of pancake
vortices at tilt angles α & 54$.53 This is reflected by a broad
maximum in the critical current extending over a range α & 60$.11
The feature evolves at temperatures closer to Tc and in moderate
magnetic fields. In contrast to the observations in those unirradi-
ated YBCO films, the matching fields B1 in our samples strictly
scale with Eq. (2) up to α = 72° (α = 80°) for sample SQ200
(SQ500). Naturally, no pinning of fluxons by the CDs is expected
when the CDs and Ba are oriented orthogonally, i.e., near α = 90°.
4. CONCLUSIONS
Vortex pinning landscapes in YBCO thin films can be conve-
niently fabricated by employing He+ ion irradiation, either by a
focused beam in a HIM or by shadow-masking of a wide-field ion
beam. As demonstrated by simulations of the defect distributions
created in YBCO by the ion impact, the methods are complemen-
tary. HIM irradiation is a sequential method and allows for mask-
less operation and higher resolution of at least 10 nm,45 but the
penetration depth is limited to about 80 nm due to the maximum
ion energy of 30 keV. With MIBS the entire pattern can be pre-
pared at the same time and also in thicker films when using higher
ion energies, but the lateral resolution is currently limited by a hole
diameter of ∼180 nm of the available stencil masks.
Both methods, despite of their different length scales, produce
well-defined CDs that provide strong pinning of fluxons, which is
supported by the observation that at arbitrary angles of an applied
magnetic field only the component parallel to the CDs governs the
commensurability effects. Both irradiation methods appear suitable
for the creation of well-defined tailored pinning landscapes in
cuprate superconductors, which are an important prerequisite for
proposed concepts of fluxon manipulation leading to fast and low-
dissipation devices.54–56
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Abstract—We report on the fabrication, performance and 
application of sensitive YBa2Cu3O7 (YBCO) and Nb 
nanoSQUIDs to magnetization reversal measurements of 
individual magnetic nanoparticles. The YBCO SQUIDs are based 
on grain boundary Josephson junctions and are patterned in a 
single layer of epitaxially grown YBCO films by Ga focused ion 
beam milling. The Nb SQUIDs contain sandwich-type Josephson 
junctions with normal conducting HfTi barriers; they are 
fabricated with a multilayer technology that includes patterning 
by e-beam lithography and a combination of milling techniques 
and chemical-mechanical polishing. Due to the small inductance 
of the SQUID loops, ultralow white flux noise at 4.2 K can be 
achieved, which yields spin sensitivities of down to a few Bohr 
magnetons per unit bandwidth for a magnetic nanoparticle 
placed at 10 nm distance to the SQUID loop. 
Keywords—nanoSQUID; YBCO; Nb; focused ion beam 
milling; flux noise; magnetic nanoparticle 
I.  INTRODUCTION 
Magnetic properties of micro- and nanoscale objects, are 
currently a topic of intensive research. Their investigation 
requires the development of appropriate tools, e.g. for detection 
of the magnetization reversal of individual magnetic 
nanoparticles (MNPs) [1, 2]. Promising candidates for this task 
are strongly miniaturized superconducting quantum 
interference devices (SQUIDs) – so-called nanoSQUIDs [3, 4]. 
The magnetization hysteresis loop of a ferromagnetic 
nanoparticle can be detected via the induced change of stray 
magnetic field coupled to a nanoSQUID by a MNP that is 
placed in close vicinity to the SQUID loop. The figure of merit 
for this kind of SQUID application is the spin sensitivity Sµ1/2, 
defined as the rms flux noise S)1/2 of the nanoSQUID divided 
by the coupling factor Iµ=)/µ (flux ) coupled to the SQUID 
per magnetic moment µ of the MNP). 
II. DEVICE FABRICATION 
A. YBCO nanoSQUIDs 
We fabricate devices from thin films of YBa2Cu3O7 
(YBCO), epitaxially grown by pulsed laser deposition on 
bicrystal SrTiO3 (STO) or MgO substrates, with 24° 
misorientation angle of the grain boundary. The grain boundary 
formed in the YBCO film (typically 120 nm thick) acts as a 
Josephson junction [5]. Subsequently, we deposit in-situ by 
sputtering or electron beam evaporation 50-70 nm thick Au on 
top of YBCO. The Au film serves as a protection layer and for 
providing electrical contacts. Next, we pattern 4-8 µm wide 
bridges straddling the grain boundary by photolithography and 
Ar ion milling. As a final patterning step, we use Ga focused 
ion beam (FIB) milling to pattern the SQUID loop, to define 
the width of the grain boundary junctions and to pattern a 
narrow constriction (100-300 nm wide) into the SQUID loop 
[6-9]. The constriction in the SQUID loop provides the location 
of highest sensitivity to the stray field produced by a MNP 
placed on top of the constriction [9]. Moreover, by sending a 
current Imod through the constriction, the flux coupled to the 
SQUID can be controlled and modulated. This feature can be 
conveniently used for on-chip flux modulation of the 
nanoSQUIDs and for their operation in flux-locked loop 
readout [8]. 
B. Nb nanoSQUIDs 
The Nb SQUIDs are fabricated by a multilayer process, 
involving in-situ sputtering of a Nb/HfTi/Nb trilayer plus ex-
situ sputtered SiO2 insulating and Nb wiring layer and a 
combination of electron beam lithography, various etching 
steps and chemical-mechanical polishing. The Nb films are 
typically 160-200 nm thick, and the normal conducting HfTi 
barriers have typical thicknesses ranging from 17 to 25 nm. For 
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details of the fabrication process and superconductor-normal 
metal-superconductor (SNS) Josephson junction characteristics 
see [10-13]. The typical nanoSQUID geometry of our devices 
is of a microstrip-type: two Nb lines (typically 150-250 nm 
wide) are patterned on top of each other (separated by SiO2) 
and are vertically connected by two trilayer Nb/HfTi/Nb 
Josephson junctions. The lateral spacing of the two junctions is 
a few µm down to ~100 nm, and the vertical spacing of the two 
Nb lines is ~200 nm; both quantities together define the size of 
the SQUID loop with a loop plane that is perpendicular to the 
substrate surface. This microstrip geometry allows us to 
conveniently control and modulate magnetic flux coupled to 
the SQUID loop via a modulation current Imod, which is 
flowing along one of the two Nb lines [13]. 
III. NANOSQUID PERFORMANCE 
The YBCO and Nb nanoSQUIDs have nonhysteretic 
current-voltage characteristics (IVCs) at temperature T=4.2 K 
that are reasonably well described by the resistively and 
capacitively shunted junction model. Due to the small 
inductance L of the SQUID loop (in the pH range), the rms flux 
noise in the thermal white noise region S),w1/2 is very low – 
typically a few 100 n)0/Hz1/2 ()0 is the magnetic flux 
quantum). The lowest values obtained so far are S),w1/2=45 
n)0/Hz1/2 [8] and 110 n)0/Hz1/2 [4] for our best YBCO and Nb 
nanoSQUIDs, respectively. For a MNP placed at 10 nm 
distance from the SQUID loop, this corresponds to spin 
sensitivities Sµ1/2~4 µB/Hz1/2 and ~10 µB/Hz1/2, respectively (µB 
is the Bohr magneton). For the determination of Sµ1/2, we 
calculate the coupling factor by numerical simulation of the 
supercurrents flowing in the SQUID loop, for any given planar 
SQUID geometry. For these simulations we use 3D-MLSI 
[14], a finite-element-based software, solving the London 
equations in 2D sheets; this takes into account the thickness of 
the superconducting films forming the SQUID loop and the 
value of the London penetration depth [4, 6, 9, 15]. 
The YBCO nanoSQUIDs offer the advantage of operation 
over a very wide temperature range, so far from 300 mK up to 
80 K [9]. Moreover, due to the huge upper critical field of 
YBCO, these devices offer the potential for operation up to 
very strong magnetic fields. So far, we operated devices at 4.2 
K up to 3 T, and performed flux noise measurements up to 1 T 
[7]. A major drawback of the YBCO nanoSQUIDs is their 
strong low-frequency excess noise, scaling approximately as 
S)~1/f (f is the frequency) [8]. This is due to strong critical 
current fluctuations, as typically observed for SQUIDs based 
on cuprate superconductors [16]. Moreover, 1/f noise may 
further increase upon applying strong magnetic fields, unless 
the entry of Abrikosov vortices can be avoided [17]. 
The temperature range of operation of the Nb nanoSQUIDs 
is much more restricted, as compared to the YBCO 
nanoSQUIDs. Typically our devices operate below ~6 K. Upon 
cooling to below 4.2 K, the devices start to develop hysteresis 
in their IVCs which can be attributed to Joule heating in the 
junctions. The temperature below which hysteresis appears 
increases with increasing critical current density and area of the 
junctions [18]. Operation in strong magnetic fields, although 
restricted to below ~1 T is also possible, in particular for 
devices with strongly reduced linewidths, for which operation 
up to ~0.5 T has been demonstrated [12].  
The mature multilayer technology for Nb nanoSQUID 
fabrication offers the possibility to develop quite complex 
device layouts which can be used e.g. to develop gradiometric 
designs for operation in strong homogeneous magnetic fields. 
One promising approach is the development of 3D vector 
nanoSQUIDs that have been realized recently [19]. This device 
combines two orthogonal microstrip-type Nb nanoSQUIDs 
(loop normal along the x- and y-axis) with a gradiometric 
nanoSQUID with loop normal along the z-axis. For a MNP 
placed in the center of one of the gradiometer loops, the 
switching of its magnetic moment upon applying a magnetic 
field in z-direction can then be traced by all three orthogonal 
nanoSQUIDs, to record simultaneously all three vector 
components of the magnetic moment of the MNP. This 
approach shall be particularly useful for studies of the magnetic 
anisotropy of individual MNPs. 
IV. APPLICATIONS OF NANOSQUIDS TO MAGNETIZATION 
REVERSAL MEASUREMENTS OF MAGNETIC NANOPARTICLES 
We have used YBCO and Nb nanoSQUIDs to perform 
magnetization reversal measurements of individual MNPs of 
different geometries: nanopillars, -disks, -wires and -tubes. 
A. MNP measurements with YBCO nanoSQUIDs 
A Fe nanowire, embedded in a carbon nanotube, has been 
placed on top of a YBCO nanoSQUID with ~300 nm distance 
from the SQUID loop (on the side opposite to the constriction 
in the loop). A magnetic field was applied along the wire axis 
(the easy axis of magnetization). While sweeping the magnetic 
field, the flux coupled to the SQUID was recorded, yielding an 
almost ideal rectangular-shaped magnetization hysteresis curve 
at 4.2 K, as expected for a single-domain state [8]. The 
detected flux change of ±82.5 m)0 in the saturated states was 
in very good agreement with the calculated signal (from the 
simulated coupling factor integrated over the volume of the Fe 
wire), assuming the literature value for the saturation 
magnetization of Fe. The observed switching field ~100 mT 
was ten times smaller than predicted from a simple Stoner-
Wohlfarth reversal mechanism. This low switching field, 
however, was in very good agreement with estimates based on 
magnetization reversal via curling mode [8].  
We note that further measurements with similar YBCO 
nanoSQUIDs have been performed on Co nanowires grown by 
focused-electron-beam-induced deposition (FEBID), as 
reported in [20]. In this case, the nanowires were suspended 
above the nanoSQUIDs. These measurements clearly showed 
improved performance of the nanowires that had been annealed 
after FEBID growth [21].  
In a further series of measurements, we have demonstrated 
the benefit of using YBCO nanoSQUIDs for MNP 
measurements over a wide temperature range [9]. In this case, 
Co nanopillars and nanodisks were grown by FEBID directly 
on top of the constriction in the SQUID loop. For the Co MNPs 
that revealed single-domain states, we recorded hysteresis 
loops from 300 mK up to 80 K. The observed T-dependence of 
the switching fields was shown to be in very good agreement 
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with predictions from a model for thermally induced 
magnetization reversal [9]. 
B. MNP measurements with Nb nanoSQUIDs 
Nb nanoSQUIDs have been integrated into the torque 
magnetometer setup of the Poggio group at Univ. Basel to 
investigate individual Ni, permalloy and CoFeB nanotubes. 
The combined system enables simultaneous measurements of 
the integral magnetization by dynamic cantilever torque 
magnetometry and local magnetization by nanoSQUID 
magnetometry [13]. Combined torque and SQUID 
measurements on individual Ni nanotubes, supported by 
micromagnetic simulations of magnetization configurations, 
suggest reversal via the formation of vortexlike states within 
the nanotube [22]. Such stray-field free states can have 
applications for memory and noninvasive sensing. 
CONCLUSIONS AND OUTLOOK 
YBCO and Nb nanoSQUIDs have been developed for the 
investigation of magnetization reversal of individual magnetic 
nanoparticles. Very small SQUID inductances enable the 
realization of ultralow flux noise of the nanoSQUIDs in the 
thermal white noise limit. For MNPs placed in 10 nm distance 
to the SQUID loop, this translates into spin sensitivities down 
to only a few Bohr magnetons per unit bandwidth, which is 
appropriate for many studies on individual MNPs. Apart from 
further suppression of 1/f noise, a key challenge is the 
development of reliable routines for placing MNPs in a 
controlled way in close vicinity to the nanoSQUIDs, ideally at 
variable position and temperature. For YBCO nanoSQUIDs, 
the recently developed creation of Josephson junctions and 
SQUIDs by focused He ion irradiation [23, 24] can provide 
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