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ON INVERTIBILITY OF SOBOLEV MAPPINGS
LEONID V. KOVALEV AND JANI ONNINEN
Abstract. We prove local and global invertibility of Sobolev solutions
of certain differential inclusions which prevent the differential matrix
from having negative eigenvalues. Our results are new even for quasireg-
ular mappings in two dimensions.
1. Introduction
We study differential inclusions under which a Sobolev mapping f ∈
W 1,ploc (Ω;R
n) is invertible, at least locally. Here Ω ⊂ Rn is a connected open
set, n > 2. A differential inclusion means that the differential matrix Df ,
which exist a.e., must be an element of a certain subset of n × n matrices.
Specifically, we consider the sets
Mn(δ) =
{
A ∈ Rn×n : 〈Aξ, ξ〉 > δ |Aξ| |ξ| for all ξ ∈ Rn}
where −1 6 δ 6 1. Note that Mn(δ1) ⊂ Mn(δ2) if δ1 > δ2, and Mn(−1)
consists of all n × n matrices. When δ 6 0, the differential inclusion Df ∈
Mn(δ) admits noninvertible solutions such as orthogonal projections. For
this reason we introduce a subset of Mn(δ) which contains matrices with
distortion at most K, 1 6 K <∞.
Mn(δ,K) = {A ∈ Mn(δ) : ‖A‖n 6 K detA} .
Here and in what follows ‖A‖ is the operator norm of matrix A with respect
to the Euclidean vector norm, which is denoted by |·|.
Theorem 1. Let f ∈W 1,nloc (Ω;Rn) be a nonconstant mapping. If there exist
δ > −1 and K < ∞ such that the differential matrix Df(x) belongs to
Mn(δ,K) for almost every x ∈ Ω, then f is a local homeomorphism. If in
addition Ω = Rn, then f is a homeomorphism.
A mapping f ∈ W 1,nloc (Ω;Rn) such that ‖Df‖n 6 K detDf a.e. in Ω is
called K-quasiregular [26, 27]. It is called K-quasiconformal if f is also a
homeomorphism. In the planar case n = 2 it is convenient to identify R2
with C and use the complex derivatives fz, fz¯. Set τK = 2
√
K/(K + 1) for
K > 1.
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Corollary 2. Suppose that f : Ω → C is K-quasiregular and nonconstant.
If Re fz > −τ |fz| a.e. for some τ < τK , then f is a local homeomorphism.
If in addition Ω = C, then f is a homeomorphism.
Corollary 2 extends the main results of [10], where it was assumed that
Re fz > 0 a.e. Its sharpness is demonstrated by the following example.
Example 3. For every 1 6 K < ∞ there exists a nonconstant K-quasi-
regular mapping f : C → C such that Re fz > −τK |fz| and f is not a local
homeomorphism.
Theorem 1 is a special case of more general results stated as Theorems
4 and 5 in which the assumption of quasiregularity is relaxed. We say that
f ∈ W 1,nloc (Ω,Rn) is a mapping of finite distortion if detDf(x) > 0 a.e. and
the matrix Df vanishes a.e. in the zero set of detDf . With such mappings
we associate two distortion function, outer and inner.
KO(x, f) =
{
‖Df(x)‖n
J(x,f) , J(x, f) > 0
1, J(x, f) = 0
KI(x, f) =
{‖D♯f(x)‖n
J(x,f)n−1 , J(x, f) > 0
1, J(x, f) = 0.
(1)
Here D♯f stands for the cofactor matrix of Df and J(x, f) = detDf(x).
A standard reference for mappings of finite distortion is the monograph
by Iwaniec and Martin [11]. When ess supKO(·, f) = K < ∞, i.e., f has
bounded distortion, we recover the class of K-quasiregular mappings.
Theorem 4. Suppose that f ∈W 1,nloc (Ω;Rn) is nonconstant and KO(·, f) ∈
Lploc(Ω) where p = 1 if n = 2 and p > n − 1 if n > 3. If there exists
δ > −1 such that Df(x) ∈ Mn(δ) for almost every x ∈ Ω, then f is a local
homeomorphism.
Theorem 5. Under the assumptions of Theorem 4, if Ω = Rn, then f is a
global homeomorphism onto Rn.
One cannot allow p < n− 1 in Theorem 4, as is demonstrated by Exam-
ple 18. Remarks 14 and 15 in Section 4 show that Theorem 5 does not hold
when Ω is a proper convex domain (even a half-space) unless δ > 0.
The assumptions on the distortion in Theorems 4 and 5 guarantee that
f is a discrete and open mapping, see Theorem 9. If we know a priori that
f is discrete and open, then a sufficiently high degree of integrability of Df
can substitute for the integrability of KO(·, f).
Theorem 6. Let f ∈W 1,ploc (Ω;Rn), where p = 2 if n = 2 and p > (n− 1)2 if
n > 3. Suppose further that f is discrete and open and there exists δ > −1
such that Df(x) ∈ Mn(δ) for a.e. x ∈ Ω. Then f is a local homeomorphism.
If in addition Ω = Rn, then f is a homeomorphism.
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We conclude the introduction by comparing our results with known in-
jectivity theorems. It is easy to see that A ∈ Mn(δ) for some δ > −1 if and
only if A does not have negative eigenvalues; that is, Spec(A)∩(−∞, 0) = ∅.
Injectivity of differentiable mappings under similar spectral conditions has
been studied recently, e.g., in [5, 28] and references therein. In [5] it is proved
that if f is differentiable everywhere and Spec(Df(x))∩(−ǫ, 0] = ∅ for some
ǫ > 0 independent of x, then f is injective. Under these assumptions f is al-
ready known to be a local homeomorphism. In contrast, we consider weakly
differentiable mappings, not excluding the possibility Df = 0. For us, prov-
ing that f is a local homeomorphism is the main part of the argument. The
invertibility of Sobolev mappings was also studied in [2] in connection with
boundary value problems of nonlinear elastostatics.
Quasiregular mappings in dimensions n > 3 are known to be locally in-
vertible if the distortion K is sufficiently small [6, 22]. A quantitative ver-
sion of this result was recently proved by Rajala [24]. It is a long-standing
open problem whether KI < 2 suffices [22]. Another way to obtain injec-
tivity is to impose a stronger regularity requirement on f . Heinonen and
Kilpela¨inen [7] proved that any mapping f ∈ W 2,2loc (Ω;Rn) ∩W 1,∞loc (Ω;Rn)
with J(·, f) > c > 0 is a local homeomorphism. They raised the inter-
esting question whether a quasiregular mapping f with dilatation tensor
Gf ∈W 1,2loc , where
Gf = J(·, f)−2/n(Df)tDf,
is a local homeomorphism.
Finally, the injectivity of planar quasiregular mappings under certain
boundary conditions was established in [19], [3] and already found appli-
cations in the theory of differential inclusions [4].
2. Preliminaries
We collect the basic properties of discrete and open mappings which can
be found in [27, §I.4].
Let Ω be a domain in Rn and let f : Ω → Rn be a continuous mapping.
We say that f is discrete if the preimage of every point y ∈ f(Ω) is a discrete
set. If f takes open sets to open sets then f is an open mapping. A domain
G ⋐ Ω is called a normal domain for f if f(∂G) = ∂f(G). For y ∈ Rn\f(∂G)
the local degree of f at y with respect to G is denoted µ(y, f,G). If x ∈ G
and G is a normal domain such that G∩f−1(f(x)) = {x}, then G is called a
normal neighborhood of x. In this case we write i(x, f) = µ(f(x), f,G) for
the topological index of f at x. The branch set Bf consists of all points in
Ω at which f is not a local homeomorphism. Outside the branch set either
i(x, f) ≡ 1 or i(x, f) ≡ −1. In the first case f is sense-preserving. For
E ⊂ Ω we write
N(f,E) = sup
y∈f(E)
#{f−1(y) ∩ E}.
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If f is a discrete and open mapping and E ⋐ Ω, then N(f,E) < ∞. Also,
N(f,G) = i(x, f) if G is a normal neighborhood of x. The open ball with
radius r centered at a will be denoted by B(a, r).
On several occasions we will use the following result about limits of local
homeomorphisms. Although it is likely to be known, we could not find it
explicitly stated in the literature. We give a proof that was communicated
to us by Jussi Va¨isa¨la¨ [29].
Proposition 7. Let fj : Ω → Rn be a sequence of (local) homeomorphisms
which converges locally uniformly to a discrete and open mapping f . Then
f is a (local) homeomorphism.
Proof. First we consider the case of local homeomorphisms. For this we
fix x0 ∈ Ω and let y0 = f(x0), yj = fj(x0). We will prove that there
is a neighborhood of x0 in which fj is injective for all j. Let U(x0, f, r)
be the connected component of f−1(B(y0, r)) containing x0. We choose r
sufficiently small so that U = U(x0, f, r) is a normal neighborhood of x0 [27,
Lemma I.4.9]. We may assume that |fj(x)− f(x)| < r/3 for all x ∈ U and
for every j.
Set U1 = U(x0, f, r/3). Since |yj − y0| < r/3, there is a component Qj of
f−1j (B(y0, 2r/3)) containing x0. For x ∈ ∂U we have |fj(x)− y0| > 2r/3,
therefore fj(∂U)∩∂B(y0, 2r/3) = ∅ and thus Qj ⊂ U . By [22, Lemma 2.2],
fj maps Qj homeomorphically onto B(y0, 2r/3). As f(U1) = B(y0, r/3), we
have fj(U1) ⊂ B(y0, 2r/3), which implies U1 ⊂ Qj. Hence the restriction of
fj to U1 is injective for all j.
Using the homotopy invariance of the topological degree [27, Prop. I.4.4],
we obtain
i(x0, f) = µ(x0, f, U1) = µ(x0, fj , U1) = ±1
for all j. Therefore, f is a local homeomorphism at x0, [27, Prop. I.4.10].
Now we turn to the case of global homeomorphisms. Suppose to the con-
trary that there are points x0 6= x′0 such that f(x0) = f(x′0) = y0. We choose
r sufficiently small so that U = U(x0, f, r) and U
′ = U(x′0, f, r) are disjoint
normal neighborhoods of x0 and x
′ respectively. Let Qj = f
−1
j (B(y0, 2r/3));
this is a connected set because fj is a homeomorphism. The above argument
shows that Qj ⊂ U and Qj ⊂ U ′. This is a contradiction because U and U ′
are disjoint. 
The following sufficient condition for a local homeomorphism to be injec-
tive is due to John [13, p.87], see also [23].
Theorem 8. Suppose that f : Rn → Rn is a local homeomorphism and there
exists ǫ > 0 such that
lim inf
x→a
|f(x)− f(a)|
|x− a| > ǫ for all a ∈ R
n.
Then f is a homeomorphism onto Rn.
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3. Distortion estimates
The following extension of the fundamental Reshetnyak’s theorem [26] is
due to Iwaniec and Sˇvera´k [12] in the planar case, and to Manfredi and
Villamor [21] in higher dimensions.
Theorem 9. Suppose that f ∈ W 1,nloc (Ω,Rn) and KO(·, f) ∈ Lploc(Ω) where
p = 1 if n = 2 and p > n − 1 if n > 3. Then f is either constant or both
discrete and open.
For our applications of Theorem 9 we need to estimate the distortion
functions of fλ(x) := f(x) + λx, λ > 0. This task is of purely algebraic
nature. Namely, for an n× n matrix A with detA > 0 we write
(2) KO(A) =
‖A‖n
detA
=
σn1
σ1σ2 · · · σn , KI(A) = KO(A
−1) =
σ1σ2 · · · σn
σnn
where σ1(A) > . . . > σn(A) are the singular values of A arranged in the
nonincreasing order. Note that (2) is consistent with (1), see [11, §6.4]. We
write a ∧ b for the minimum of a and b.
Lemma 10. Let A ∈ Mn(δ), δ > −1, be an invertible matrix. For λ > 0
let Aλ = A+ λI. Then
(3) KO(A
λ) 6 C(δ, n)KO(A) and KI(A
λ) 6 C(δ, n)KI(A),
where C(δ, n) = (2/
√
1− (δ ∧ 0)2)n−1. Furthermore,
(4)
∥∥∥(Aλ)−1∥∥∥ 6 1
λ
√
1− (δ ∧ 0)2 .
Proof. We may assume δ ∈ (−1, 0], in which case δ ∧ 0 = δ. Observe that
if two vectors u, v ∈ Rn satisfy 〈u, v〉 > δ |u| |v|, then the reverse triangle
inequality holds:
(5) |u+ v| >
√
1− δ2max{|u| , |v|}.
Indeed, we have
|u+ v|2 > |u|2 + 2δ |u| |v|+ |v|2 ,
which yields (5) upon completing the square in two different ways.
Estimate (5) and the triangle inequality imply
(6)
√
1− δ2max{|Ax| , λ |x|} 6
∣∣∣Aλx∣∣∣ 6 2max{|Ax| , λ |x|}
for all x ∈ Rn. By the Courant-Fischer theorem [9, Thm. 7.3.10] the singular
values of A can be computed as
(7) σj(A) = min
dimS=n+1−j
max
x∈S
|x|=1
|Ax| , j = 1, . . . , n
where the minimum is taken over all subspaces S ⊂ Rn of dimension n+1−j.
Using (7) and (6) to estimate σj(A
λ), we arrive at
(8)
√
1− δ2max{σj(A), λ} 6 σj(Aλ) 6 2max{σj(A), λ}.
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For 1 6 j < ℓ 6 n the double inequality (8) yields
σj(A
λ)
σℓ(Aλ)
6
2√
1− δ2
max (σj(A), λ)
max (σℓ(A), λ)
6
2√
1− δ2
σj(A)
σℓ(A)
.
This implies (3) by virtue of (2). Finally (4) follows from the left hand side
of (6). 
Remark 11. Under the assumptions of Lemma 10 we have detAλ > 0.
Indeed, detAλ 6= 0 by (4). Since λ−n detAλ → 1 as λ→∞, the continuity
of λ 7→ detAλ yields detAλ > 0.
4. Proofs of Theorems 1, 4, 5 and 6
If a smooth invertible mapping f has (Df)−1 ∈ L∞, then its inverse f−1
is Lipschitz. We prove a similar estimate without assuming injectivity or
smoothness of f .
Lemma 12. Suppose f ∈W 1,nloc (Ω,Rn) is a discrete and open mapping such
that
(9)
∥∥(Df)−1∥∥ 6M a.e. in Ω.
Then for every a ∈ Ω we have
(10) lim inf
x→a
|f(x)− f(a)|
|x− a| >
1
2M(i(a, f))2
> 0.
Proof. Since f is discrete and open it is either sense-preserving or sense-
reversing [27, p. 18]. We may assume that f is sense-preserving. Since f−1
does not exist in general we will work with a substitute mapping gU defined
in (13) below. To prove that gU is Lipschitz we will use Theorem 2.1 in [17]
which requires the following.
(i) Condition (N): f preserves sets of measure zero
(ii) Condition (N−1): f−1(E) has measure zero whenever E does
(iii) The branch set Bf has measure zero
First we observe that the inner distortion of f is locally integrable because
(11) KI(x, f) =
∥∥(Df(x))−1∥∥n J(x, f) 6MnJ(x, f).
By Theorem A [20] the mapping f satisfies condition (N). The validity of
(N−1) follows from Theorem 1.2 in [16]. By virtue of (9) J(·, f) > 0 a.e.,
which implies (iii) because Df cannot be invertible at branch points [27,
Lemma I.4.11].
Let U be a normal neighborhood of a ∈ Ω. For a sufficiently small r > 0
we choose u ∈ C∞0 (Ω) such that
(12)
u > 0, u(a) = 0, u > 1 on U \B(a, r), |∇u(x)| 6 2
r
for all x ∈ Ω.
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Then we define
(13) gU (y) =
∑
x∈f−1(y)∩U
i(x, f)u(x)
for y ∈ f(U). We claim that |∇gU | is bounded a.e. in f(U).
Fix y ∈ f(U) and ρ < dist(y, ∂f(U)). By Lemma I.4.7 in [27] the set
f−1(B(y, ρ)) ∩U is a finite union of normal domains V1, . . . , Vm where m 6
N(f, U) = i(a, f). It is clear that gU (z) =
∑m
i=1 gVi(z) for all z ∈ B(y, ρ).
By Theorem 2.1 in [17] gVi ∈ W 1,n(B(y, ρ)) for all i ∈ {1, . . . ,m} with
the estimate
(14)
∫
B(y,ρ)
|∇gVi(z)|n dz 6 N(f, Vi)n−1
∫
Vi
|∇u(x)|nKI(x, f) dx.
Jensen’s inequality yields
|∇gU (z)|n 6 mn−1
m∑
i=1
|gVi(z)|n .
Combining this with (14) and summing over i we obtain∫
B(y,ρ)
|∇gU (z)|n dz 6 N(f, U)2n−2
∫
f−1(B(y,ρ))
|∇u(x)|nKI(x, f) dx.
Next we use (12) to estimate |∇u| from above:∫
B(y,ρ)
|∇gU (z)|n dz 6 N(f, U)2n−2(2/r)n
∫
f−1(B(y,ρ))
KI(x, f) dx.
We estimate KI(·, f) by (11).∫
B(y,ρ)
|∇gU (z)|n dz 6 N(f, U)2n−2(2M/r)n
∫
f−1(B(y,ρ))
J(x, f) dx.
Applying the change of variable inequality, Lemma I.4.11 in [27], we obtain∫
B(y,ρ)
|∇gU (z)|n dz 6 N(f, U)2n−1(2M/r)n|B(y, ρ)|.
Dividing by |B(y, ρ)| and letting ρ → 0 we conclude that |∇gU | 6 C/r a.e.
in f(U), where C = 2MN(f, U)2.
We have established that |gU (z) − gU (w)| 6 (C/r) |z −w| for all z, w ∈
B(f(a), d), where d = dist(f(a), ∂f(U)). It also follows from (12) that
gU (f(a)) = 0. Therefore gU (y) < 1 whenever |y − f(a)| < r/C. By the
definition of gU this implies f
−1(y) ∩ U ⊂ B(a, r) for all y ∈ B(f(a), r/C).
This completes the proof. 
In the proof of the following lemma we use an idea of Kirchheim and
Sze´kelyhidi [15].
Lemma 13. Under the assumptions of Theorem 4 the mapping fλ(x) =
f(x) + λx is a local homeomorphism for all λ > 0.
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Proof. Lemma 10 implies KO(·, fλ) ∈ Lploc(Ω) where p = 1 if n = 2 and
p > n − 1 if n > 3. Also, fλ is nonconstant, for otherwise we would have
Df = −λI /∈ Mn(δ). Therefore, fλ is discrete and open by Theorem 9.
Suppose to the contrary that fλ is not a local homeomorphism. Without
loss of generality 0 ∈ Bfλ and f(0) = 0. Since f is sense-preserving, i(0, f) >
2. Define
Λ = sup{λ : 0 ∈ Bfλ}.
Recall that the topological index is upper semicontinuous; that is,
(15) i(x, g) > lim sup
n→∞
i(x, gn)
provided gn → g locally uniformly, and gn and g are discrete and open.
Since
lim
λ→∞
fλ(x)
λ+ 1
= x
locally uniformly it follows that 0 /∈ Bfλ for sufficiently large λ. Therefore
Λ <∞. By (15) we have 0 ∈ BfΛ . It follows from (4) that∥∥(DfΛ)−1∥∥ 6 1
Λ
√
1− (δ ∧ 0)2
a.e in Ω. Applying Lemma 12 to fΛ we obtain
(16) lim inf
x→0
∣∣fΛ(x)∣∣
|x| > 0.
We will obtain a contradiction by showing that 0 ∈ Bfλ whenever |λ−Λ| is
sufficiently small. By (16) there exist ǫ > 0 and r0 > 0 such that
∣∣fΛ(x)∣∣ >
ǫ|x| whenever 0 < |x| < r0. Fix λ > 0 such that |λ− Λ| < ǫ. Since∣∣fλ(x)− fΛ(x)∣∣ = |λ−Λ||x|, the homotopy invariance of topological degree
yields
µ(0, fλ, B(0, r)) = µ(0, fΛ, B(0, r))
for all 0 < r < r0. Therefore, i(0, f
λ) = i(0, fΛ) > 2, which means 0 ∈ BfΛ .
This is the desired contradiction. 
Proof of Theorem 4. By Lemma 13 fλ is a local homeomorphism for all
λ > 0. Also f is discrete and open by Theorem 9. Applying Proposition 7
we conclude that f is a local homeomorphism. 
Proof of Theorem 5. As in the proof of Theorem 4 we have that fλ is a local
homeomorphism for all λ > 0. It follows from (4) that∥∥∥(Dfλ)−1∥∥∥ 6 1
λ
√
1− (δ ∧ 0)2
a.e. in Rn. Now Lemma 12 yields
(17) lim inf
x→a
|f(x)− f(a)|
|x− a| >
λ
√
1− (δ ∧ 0)2
2
> 0
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for all a ∈ Rn. By Theorem 8 fλ is a homeomorphism. Since f is discrete
and open by Theorem 9 we can apply Proposition 7 and conclude that f is
a homeomorphism. 
Theorem 1 is an immediate consequence of Theorems 4 and 5.
Proof of Theorem 6. We will apply Theorems 4 or 5, as appropriate, to
fλ(x) = f(x) + λx for λ > 0. In order to do so we must show that fλ
is a mapping of finite distortion with sufficient degree of integrability of
KO(·, f). First, J(·, fλ) > 0 a.e. by Remark 11. Second, using (4) and (2)
we obtain
(18) KO(x, f
λ) 6
∥∥Dfλ(x)∥∥n−1
λn−1 (1− (δ ∧ 0)2)n−12
a.e. in Ω. Therefore KO(·, fλ) ∈ Lploc(Ω), where p = 2 if n = 2 and p > n−1
if n > 3. It remains to apply Theorems 4 or 5 and pass to the limit λ → 0
using Proposition 7. 
We conclude this section with two remarks concerning integration of dif-
ferential inclusions.
Remark 14. The case δ > 0 of Theorem 6 only requires p = 1. Indeed,
integrating Df along a.e. line segment and using the assumption Df ∈
Mn(δ) we find that
(19) 〈f(a)− f(b), a− b〉 > δ |f(a)− f(b)| |a− b|
whenever the line segment [a, b] is contained in Ω. The inequality is true for
all such line segments since f is continuous. For any λ > 0, fλ is a local
homeomorphism because〈
fλ(a)− fλ(b), a− b
〉
> λ |a− b|2
provided that [a, b] ⊂ Ω. Passing to the limit λ → 0 and using Proposition
7 we conclude that f is a local homeomorphism (global homeomorphism if
Ω is convex).
Remark 15. When −1 < δ < 0, the differential inclusion Df ∈ Mn(δ)
cannot be integrated to yield (19). A counterexample is given by the complex
function f(z) = z5/2 defined in the right half-plane Ω = {z ∈ C : Re z > 0}.
Indeed, for 2π/5 < θ < π/2 the vectors f(eiθ)− f(e−iθ) and eiθ− e−iθ point
in exactly opposite directions. This mapping also fails to be injective, which
shows that the global injectivity part of Theorems 1, 5 and 6 is not true for
general convex domains.
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5. Planar case: proof of Corollary 2
In the planar case n = 2 the quasiregularity assumption can be expressed
in terms of the complex derivatives fz and fz¯ as follows. A mapping f ∈
W 1,2loc (Ω;C) is K-quasiregular if and only if |fz¯| 6 k |fz| a.e. in Ω, where
K = (1 + k)/(1 − k). We also need to translate the condition Df ∈ M2(δ)
into the complex language.
Lemma 16. Let f : Ω→ C be a mapping, and fix δ ∈ (−1, 1). At each point
of differentiability of f the following three conditions are equivalent:
(i) Df ∈ M2(δ)
(ii) |arg fz|+ arcsin |fz¯/fz| 6 arccos δ
(iii) either
(20) |fz¯|+ δ |Im fz| 6
√
1− δ2Re fz, or
(21) |fz¯| 6 |fz| 6 1√
1− δ2 Re fz.
Proof. Fix a point z ∈ Ω where f is differentiable and let α = fz(z), β =
fz¯(z). Condition (i) is readily seen to be equivalent to
(22) Re(α+ βz¯/z) > δ |α+ βz¯/z| , z 6= 0.
In geometric terms (22) means that the disk with center α and radius |β| is
contained in the closed sector {ζ ∈ C : |arg ζ| 6 cos−1 δ}. The latter condi-
tion is equivalent to (ii) because the half-lines arg ζ = argα ± arcsin |β/α|
are tangent to the disk.
Next we prove that (ii) implies (iii). Suppose that (ii) holds. An imme-
diate consequence is |β| 6 |α|, i.e. the first part of (21). If also the second
inequality in (21) holds, then we have (iii). Thus we may assume that the
second inequality in (21) fails, which means |argα| > arccos√1− δ2. We
can rewrite (ii) as
(23) arcsin |β/α| 6 arccos δ − |argα|
where the right-hand side is less than arccos δ−arccos√1− δ2 6 π/2. There-
fore, we can apply the sine function to both sides of (23) and obtain
(24) |β/α| 6
√
1− δ2 cos argα− δ sin |argα| ,
which after multiplication by |α| becomes
|β| 6
√
1− δ2 Reα− δ |Imα| .
This completes the proof of (iii).
Finally, we will suppose (iii) and prove (ii). If (20) holds, then
|β/α| 6
√
1− δ2 cos argα− δ sin |argα| = sin(arccos δ − |argα|),
which implies (ii). If (21) holds, then
|argα| 6 arccos
√
1− δ2 6 arccos δ − π
2
,
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and (ii) follows again. 
Remark 17. In the special case δ > 0 one can simplify Lemma 16 by remov-
ing (21). This fact can be inferred from Theorem 3.11.6 in [1] or, in a less
precise form, from Lemma 10 in [18].
Proof of Corollary 2. Recall that
(25) τK =
2
√
K
K + 1
=
√
1− k2, K = 1 + k
1− k .
We may assume that 0 < τ < τK . Set δ = cos (π − arccos τ + arcsin k).
Since τ <
√
1− k2, it follows that
arccos τ > arccos(
√
1− k2) = arcsin k.
Therefore, −π/2 6 arcsin k − arccos τ < 0, which implies δ > −1. For a.e.
z ∈ Ω we have
|arg fz|+ arcsin |fz¯/fz| 6 arccos(−τ) + arcsin k
= π − arccos τ + arcsin k = arccos δ.
Now Lemma 16 yields Df ∈ M2(δ) a.e. in Ω. By Theorem 4 f is a local
homeomorphism. If Ω = C, then f is a homeomorphism by Theorem 5. 
6. Failure of invertibility
First we show the sharpness of Corollary 2 by constructing a mapping as
in Example 3. That is, we exhibit a nonconstant mapping f : C → C such
that
(26) Re fz > −
√
1− k2 |fz| a.e. in C
and f has a branch point at 0. Here
√
1− k2 = τK , see (25). The construc-
tion is split into two cases depending on the value of k.
Case 1. 0 6 k 6 1/
√
2. In this case we will construct a K-quasiregular
mapping f with branch point at 0 such that
(27) |Re fz| 6
√
1− k2 |fz| a.e. in C.
Let a =
√
1− k2+ ik, b = −ik. First we define a quasiregular mapping from
the first quadrant Q1 = {x+ iy ∈ C : x, y > 0} onto the upper half plane by
the formula
f(z) = az2 + bz¯2.
Its complex derivatives are
fz = 2az, fz¯ = 2bz¯.
Note that |fz¯| = k |fz|. Also the image of Q1 under the mapping fz is the
rotated quadrant R1 = {w : arg a 6 argw 6 π/2 + arg a}. Since arg a ∈
[0, π/4], for all w ∈ R1 we have
|Rew|
|w| = |cos argw| 6 cos arg a =
√
1− k2.
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Therefore, (27) holds in the interior of Q1.
By reflection about the real axis we extend f to the fourth quadrant
Q4 = {x+ iy ∈ C : x > 0, y 6 0}; that is, we set f(z) = f(z¯) if z ∈ Q4. For
z in the interior of Q4 we have fz(z) = fz(z¯) and therefore (27) holds again.
Finally we extend f to the left halfplane as an even function; that is,
f(z) = f(−z). It is easy to see that f is quasiregular in C and (27) is
satisfied everywhere in C except for the coordinate axes.
Case 2. 1/
√
2 < k < 1. Following Example 5.1 in [10] we introduce the
parameters ǫ, δ ∈ (0, 1) so that
k =
1√
1 + ǫ2
and δ =
ǫ
2 +
√
4− ǫ2 .
For Im z > 0 we define f(z) by the formula
(28) f(z) =


2z2
|z|√1 + δ2 , if Re z > −δ Im z
(i− ǫ)z − iz¯, if Re z 6 −δ Im z
and then extend it to the lower halfplane by reflection f(z) = f(z¯). In [10]
it is proved that
|fz¯| 6 k |fz| and Re fz > −ǫ |Im fz| a.e. in C.
It remains to show that (26) holds. If Re fz > 0 there is nothing to prove.
Otherwise we have |Re fz| 6 ǫ |Im fz| which implies
(Re fz)
2
|fz|2
=
(Re fz)
2
(Re fz)2 + (Im fz)2
6
ǫ2
ǫ2 + 1
= 1− k2.
This proves (26). 
Example 18. Let Ω be the unit ball B(0, 1) ⊂ Rn, n > 2. For any
δ ∈ (−1, 0) there exists a Lipschitz mapping f : Ω→ Rn such thatKO(·, f) ∈
Lq(Ω) for all q < n − 1 and Df ∈ Mn(δ) a.e. but f is not a local homeo-
morphism.
Fix δ ∈ (−1, 0) and set ǫ = −δ. Following [2], define f : Ω → Rn by the
rule
f(x) = (x1, x2, . . . , xn−1, ǫs(x)xn)
where s(x) =
√
x21 + x
2
2 + · · · + x2n−1. The construction of Example 1 in [2]
shows that f is Lipschitz and J(x, f) > 0 for almost every x ∈ Ω. So f is a
mapping of finite distortion and a direct computation shows that∫
Ω
(KO(x, f))
q dx ≤ Cn
∫
Ω
s(x)−q dx <∞.
On the other hand, f(x) = 0 whenever s(x) = 0, which implies that f is
not a local homeomorphism.
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It remains to show that Df ∈ Mn(δ) a.e. in Ω. Fix x ∈ Ω such that
s(x) 6= 0 and denote A = Df(x). The entries of A are as follows: for
i = 1, . . . , n− 1
aij =
{
1 if j = i
0 if j 6= i
and
anj =
{
ǫxjxn
s(x) if j = 1, . . . , n− 1
ǫs(x) if j = n.
Let ξ ∈ Rn be a unit vector. We must prove that
(29) 〈Aξ, ξ〉 > −ǫ|Aξ|.
Here
Aξ = (ξ1, . . . , ξn−1, t) , t = an1ξ1 + · · · + ann−1ξn−1 + annξn.
If tξn > 0, then 〈Aξ, ξ〉 > 0 and we are done. Suppose tξn < 0. Since
ann > 0, it follows that
−tξn 6 |ξn| |an1ξ1 + · · ·+ ann−1ξn−1|
6 |ξn|
(
n−1∑
j=1
a2nj
)1/2( n−1∑
j=1
ξ2j
)1/2
= |ξn| ǫ |xn| s(ξ).
Dividing by |ξn| we obtain
|t| 6 ǫ |xn| s(ξ) 6 ǫs(ξ).
Therefore,
〈Aξ, ξ〉 = s(ξ)2 + tξn > −ǫs(ξ) |ξn| > −ǫs(ξ).
Since |Aξ| > s(ξ), inequality (29) follows. 
7. Concluding remarks
Theorems 4, 5 and 6 could be strengthened if the well-known Iwaniec-
Martin-Sˇvera´k conjecture is true.
Conjecture. [11, Conj. 6.5.1] If f ∈W 1,nloc (Ω,Rn) and KI(·, f) ∈ L1loc(Ω) then
f is either constant or both discrete and open.
Namely, in Theorems 4 and 5 the requirement on the distortion function
could be replaced by KI(·, f) ∈ L1loc(Ω). Indeed, this requirement is only
needed to ensure that f and fλ are discrete and open.
In Theorem 6 it would suffice to have p = n for all n > 2. Then instead
of (18) we would use the estimate
KI(x, f
λ) 6
∥∥Dfλ(x)∥∥n−1
λn−1 (1− (δ ∧ 0)2)n−12
14 LEONID V. KOVALEV AND JANI ONNINEN
which implies KI(·, f) ∈ L
n
n−1
loc (Ω). The requirement f ∈ W 1,nloc (Ω,Rn) re-
mains essential in view of the examples in [14]. Observe that for this im-
provement of Theorem 6 it would suffice to verify the Iwaniec-Martin-Sˇvera´k
conjecture above the critical exponent 1; that is, for KI(·, f) ∈ Lqloc with
q > 1. It seems likely that this case of the conjecture should be more
tractable. Indeed, in terms of the outer distortion the critical exponent is
n− 1 and discreteness and openness have been proved above the critical ex-
ponent by Manfredi and Villamor [21]. In the critical case the conjecture has
been verified under the additional assumption that f is quasi-light [8, 25].
Acknowledgements
We thank Tadeusz Iwaniec and Jarmo Ja¨a¨skela¨inen for stimulating dis-
cussions on the subject of this paper. We are very grateful to Jussi Va¨isa¨la¨
for providing us with a proof of Proposition 7.
References
1. K. Astala, T. Iwaniec, and G. J. Martin, Elliptic partial differential equations and
quasiconformal mappings in the plane, Princeton University Press, to appear.
2. J. M. Ball, Global invertibility of Sobolev functions and the interpenetration of matter,
Proc. Roy. Soc. Edinburgh Sect. A 88 (1981), no. 3-4, 315–328.
3. B. Bojarski, L. D’Onofrio, T. Iwaniec, and C. Sbordone, G-closed classes of elliptic
operators in the complex plane, Ricerche Mat., 54 (2005), 403–432 (2006).
4. D. Faraco and L. Sze´kelyhidi, Tartar’s conjecture and localization of the quasiconvex
hull in R2×2, Acta Math. 200 (2008), no. 2, 279–305.
5. A. Fernandes, C. Gutierrez, and R. Rabanal, Global asymptotic stability for differen-
tiable vector fields of R2, J. Differential Equations 206 (2004), no. 2, 470–482.
6. V.M. Gol’dshtein, The behavior of mappings with bounded distortion when the distor-
tion coefficient is close to one, Sibirsk. Mat. Zh. 12 (1971), 1250–1258.
7. J. Heinonen and T. Kilpela¨inen, BLD-mappings in W 2,2 are locally invertible, Math.
Ann. 318 (2000), no. 2, 391–396.
8. S. Hencl and J. Maly´, Mappings of finite distortion: Hausdorff measure of zero sets.
Math. Ann. 324 (2002), no. 3, 451–464.
9. R. A. Horn and C. R. Johnson, Matrix analysis, Cambridge University Press, Cam-
bridge, 1985.
10. T. Iwaniec, L. V. Kovalev, and J. Onninen, On injectivity of quasiregular mappings,
Proc. Amer. Math. Soc., to appear.
11. T. Iwaniec and G. Martin, Geometric function theory and non-linear analysis, Oxford
University Press, New York, 2001.
12. T. Iwaniec and V. Sˇvera´k, On mappings with integrable dilatation, Proc. Amer. Math.
Soc. 118 (1993), no. 1, 181–188.
13. F. John, On quasi-isometric mappings. I, Comm. Pure Appl. Math. 21 (1968), 77–110.
14. J. Kauhanen, P. Koskela, and J. Maly´, Mappings of finite distortion: discreteness and
openness, Arch. Ration. Mech. Anal. 160 (2001), no. 2, 135–151.
15. B. Kirchheim and L. Sze´kelyhidi, On the gradient set of Lipschitz maps, J. Reine
Angew. Math., to appear.
16. P. Koskela and J. Maly´, Mappings of finite distortion: the zero set of the Jacobian, J.
Eur. Math. Soc. (JEMS) 5 (2003), no. 2, 95–105.
17. P. Koskela and J. Onninen, Mappings of finite distortion: capacity and modulus in-
equalities, J. Reine Angew. Math. 599 (2006), 1–26.
ON INVERTIBILITY OF SOBOLEV MAPPINGS 15
18. L. V. Kovalev, Quasiconformal geometry of monotone mappings, J. Lond. Math. Soc.
(2) 75 (2007), no. 2, 391–408.
19. F. Leonetti and V. Nesi, Quasiconformal solutions to certain first order systems and
the proof of a conjecture of G. W. Milton, J. Math. Pures Appl., 76 (1997), 109–124.
20. J. Maly´ and O. Martio, Lusin’s condition (N) and mappings of the class W 1,n, J.
Reine Angew. Math. 458 (1995), 19–36.
21. J. J. Manfredi and E. Villamor, An extension of Reshetnyak’s theorem, Indiana Univ.
Math. J. 47 (1998), no. 3, 1131–1145.
22. O. Martio, S. Rickman, and J. Va¨isa¨la¨, Topological and metric properties of quasireg-
ular mappings, Ann. Acad. Sci. Fenn. Ser. A I No. 488 (1971).
23. A. Ostrowski, Un the´ore`me d’existence pour les syste`mes d’e´quations, C. R. Acad. Sci.
Paris 231, (1950), 1114–1116.
24. K. Rajala, The local homeomorphism property of spatial quasiregular mappings with
distortion close to one, Geom. Funct. Anal. 15 (2005), no. 5, 1100–1127.
25. K. Rajala, Reshetnyak’s theorem and the inner distortion, Pure Appl. Math. Q., to
appear.
26. Yu. G. Reshetnyak, Space mappings with bounded distortion, American Mathematical
Society, Providence, RI, 1989.
27. S. Rickman, Quasiregular mappings, Springer-Verlag, Berlin, 1993.
28. B. Smyth and F. Xavier, Injectivity of local diffeomorphisms from nearly spectral con-
ditions, J. Differential Equations 130 (1996), no. 2, 406–414.
29. J. Va¨isa¨la¨, private communication.
Department of Mathematics, Syracuse University, Syracuse, NY 13244, USA
E-mail address: lvkovale@syr.edu
Department of Mathematics, Syracuse University, Syracuse, NY 13244, USA
E-mail address: jkonnine@syr.edu
