For multi-view video coding (MVC), we can apply both temporal and spatial prediction methods. While temporal prediction exploits temporal-domain correlation among successive frames in the same view, spatial prediction reduces spatial-domain redundancies in neighboring frames taken at the same time. One key problem of MVC is how to reduce the spatial correlation efficiently, because various video coding schemes have already provided solutions for reducing the temporal correlation. From experiments, we observe that coding efficiency of MVC depends more on the spatial prediction than on the temporal prediction. In this paper, we propose a global disparity compensation method for MVC. The proposed scheme improves coding efficiency of the spatial prediction algorithm.
INTRODUCTION
In recent years, various multimedia services have become available and the demands for realistic multimedia systems are growing rapidly. A number of three-dimensional (3D) video technologies, such as holography, two-view stereoscopic system with special glasses, 3D wide screen cinema, and multi-view video have been studied to satisfy these demands.
Among them, MVC (Multi-view Video Coding) is the key technology for various applications including FVV (Free-Viewpoint Video), FTV (Free-viewpoint TeleVision), 3DTV, immersive teleconference, and surveillance. The traditional video is a two-dimensional (2D) medium and only provides a passive way for viewers to observe the scene. However, MVC can offer arbitrary viewpoints of dynamic scenes and thus allow more realistic video. The multi-view video includes multi-view-point video sequences captured by several cameras at the same time, but different positions. Because of the increased number of cameras, the multi-view video contains a large amount of data. Since this system has serious limitations on information distribution applications, such as broadcasting, network streaming services, and other commercial applications, we need to compress the multi-view sequence efficiently without sacrificing visual quality significantly [1] [2] .
In the past, MVC has been studied in several video coding standards. The MPEG-2 MVP (Multi-View Profile) proposes a block-based stereoscopic coding to encode the stereo video. MCP (Motion-Compensated Prediction) is used to reduce temporal redundancy and DCP (Disparity Compensated Prediction) is used to reduce spatial redundancy. The MPEG-4 MAC (Multiple Auxiliary Component) is also related to MVC. In addition, H.263 and H.264 are used for MVC. However, none of them efficiently supports MVC [3] .
Recently, ISO/IEC/JTC1/SC29/WG11/MPEG/adhoc group (AHG) on 3DAV (3-D Audio and Visual) group is now working on the MVC standard, where new prediction structures as well as processing tools are being investigated for efficient multi-view video coding. Some of the proposed algorithms are reviewed in [4] .
The key problem in multi-view video coding is how to predict the image in a given camera from one or more neighbor's image; how to reduce the spatial correlation efficiently. Most existing multi-view coding algorithms work without any explicit knowledge of the camera parameters and the characteristics of spatial correlation. These approaches reuse many of the same tools as traditional temporal ME (Motion Estimation)/MC (Motion Compensation) prediction. However, spatial correlation which is correlations between frames captured at the same time in different cameras is quite different from the temporal correlation which is correlation between frames captured in the same camera at different times. Actually, while traditional ME/MC is a good model for predicting temporally adjacent frames, it is less accurate for predicting spatially adjacent frames because the disparity of one frame relative to other frame. Because of the global disparity, previous MVC scheme used a fairly large search range for ME process in not only spatial prediction but also temporal prediction. It causes an inefficient coding and much encoding time.
In this paper, to solve these problems we propose a global disparity compensation for multi-view video coding. The proposed algorithm solves this problem by using global disparity compensation. We previously calculate the global disparity between certain two views considering spatial prediction structure. And then, before the ME/MC we shift reference frames as much as its global disparity. After the shifting of reference frames, we fill empty pixels caused by shifting. We can copy from the boundary pixel values or from the other reference frame.
The rest of the paper is organized as follows. In Section 2 we first explain the basic knowledge about the MVC, then describe the reference coding scheme of MVC. The proposed algorithm is introduced in Section 3. After the demonstrations for simulation results in Section 4, we conclude this paper in Section 5.
MULTI-VIEW VIDEO CODING (MVC)

General MVC System
MVC system contains the process from the acquisition to the display of multiple video sequences. Figure 1 shows the general MVC system. At first, we acquire multi-views sequences by using several cameras. And then, MVC encoder compresses the multi-view video data. The encoded bitstream is transmitted through the channel. The MVC decoder converts encoded bitstream to multi-view video sequences. Finally, one display device is chosen by its application among the several devices.
Requirements for MVC
MVC algorithms should satisfy some requirements. In the following, we use "shall" if a certain requirement is mandatory, and "should" if a certain requirement is desirable, but not necessarily required. Requirements for MVC are largely divided into compression related requirements and system support related requirements.
In the case of compression related requirements, MVC shall provide high compression efficiency relative to independent coding of each view of the same content. View scalability shall be supported. In addition, SNR scalability, spatial scalability, and temporal scalability should be supported. MVC shall support low encoding and decoding delay modes, and shall support robustness to errors (also known as error resilience). MVC should enable flexible quality allocation over different views. MVC shall support random access in the time dimension and in the view dimension. For example, it shall be possible to access a frame in a given view with minimal de-coding of frames in the time dimension or view dimension.
In the case of system support related requirements, MVC shall support accurate temporal synchronization among the multiple views and should enable robust and efficient generation of virtual views or interpolated views. Also, MVC should support efficient representation and coding methods for 3D display including IP (integral photography) and non-planar image (e.g. dome) display systems. Finally, MVC should support transmission of camera parameters [5] .
Reference Coding Scheme
Proposals received in response to the CfP (Call for Proposals) have shown that specific MVC technology outperforms the AVC reference solution (simulcast anchors used in CfP) significantly in terms of PSNR and subjective quality. Different view-temporal prediction structures as well as specific MVC tools have been proposed that are promising for inclusion in a future MVC standard. Fraunhofer-HHI suggested the MVC scheme based on JSVM (Joint Scalable Video Model) and it is adapted reference scheme for MVC standardization.
The reference coding scheme, as shown in Fig. 2 , uses a prediction structure with hierarchical B pictures for each view. Additionally, inter-view prediction is applied to every 2nd view, i.e. S1, S3 and S5 in Fig. 2 . For an even number of views, the prediction scheme of the last view (S7 in Fig.  1 ) is a mix of even and odd views. As there is just one neighboring view for inter-view prediction, it starts and ends with P-frames and B pictures have only one inter-view reference. To allow synchronization, I-frames start each GOP (S0/T0, S0/T8, etc.).
Figure 2. View-temporal Prediction of Reference Scheme
Figure 2 also depicts, that if the length of the sequence does not fit an integer number of GOPs, a shortened tail GOP can be realized at the end of the sequence. In the example above, a GOP-length of 8 is shown for coding scheme explanation, but for the coding experiments GOP-lengths of 12 and 15 were used.
The only change that had to be applied to AVC-coder was to increase the Decoded Picture Buffer to 2*GOP_length + number_of_views in order to handle the proposed scheme with its extended inter-view picture referencing. The coding scheme itself is defined via a GOPstring in the configuration file of the AVC-coder, where the level, reference frames and memory management commands are set for each frame.
To allow efficient memory management, frame reordering is applied, as shown in Fig. 3 . Here the coding order starts with the first frames from all views and continues with a zigzag scan along the temporal axis for the remaining frames of one GOP for each view. The zigzag pattern continues for all the following GOPs. Therefore, this reordering of single views into one common 
PROPOSED ALGORITHMS
Due to the global disparity, current MVC schemes employ a large search range for view prediction and this makes it difficult to expand the GOP structure for view prediction [5] . The proposed algorithm compensates for the global disparity and also expands hierarchical-B picture structure to the spatial prediction.
Global Disparity
Multi-view video coding uses the multi-view video sequences taken by several cameras. So, there exists a disparity called global disparity between adjacent views. Following simulation results show the needs of global disparity consideration. We simulate the coding efficiency for various search range. We use the IPPP GOP structure, QP=31, and view-interlaced structure as shown in Fig. 5 . Figure 5 . View-interlaced Sequence Table 1 and Table 2 show the simulation results. As you can see, coding efficiency increases up to a certain size of search range, however it is saturated over a certain point. It means that the boundary search range is proper for that structure. 
Global Disparity Calculation
To calculate the global disparity, we can employ one of MAD (Mean Absolute Difference) and MSE (Mean Square Error). Eq. (1) and (2) show the equation for global disparity calculation respectively and Fig. 6 shows related parameters.
img0 and img1 in Fig. 6 are two pictures for global disparity calculation and R is the number of pixels in the overlapped area. 
Global Disparity Compensation
By using the calculated global disparity, we compensate the global disparity. Before motion estimation, we shift the reference frame as much as the global disparity. And then, we pad outside of the boundary by copying the boundary pixel value. From the Fig. 7, 8, 9 , and 10, you can easily understand the procedure of global disparity compensation. The picture in Fig. 7 is the frame to be encoded as B frame, and two pictures in Fig. 8 are reference frames for that. As you can see, there exist the global disparities between pictures in Fig. 7 and Fig. 8 . So, we need large search range in the motion estimation process to search the proper region. However, if we shift the reference frame as much as the global disparity, we do not need to the large such range anymore. Figure 9 shows the global disparity compensated pictures. As you see, all objects in the picture are located at similar positions compared with the Fig. 7 . Some outer pixels do not have pixel values, because we move the reference frames. So, we copy the values of the boundary as shown in Fig. 10 . Figure 11 shows that outer pixels are filled up by copying from the other reference frame instead of boundary pixels in same reference frame. 
A New Spatial Prediction Structure
We propose a new spatial prediction structure using global disparity. In general, spatial prediction structures cannot use the far distance prediction because their coding efficiencies are not good. Figure 12 shows the proposed spatial prediction structure using global disparity compensation in case of 8 view sequence. We use the hierarchical-B picture structure for spatial prediction. Despite the hierarchical-B picture already shows the good results in the temporal prediction and it has many advantages, it cannot be used for the spatial prediction because it cannot show good coding results in spatial prediction. However, we can apply the hierarchical-B picture structure for the spatial prediction by using global disparity compensation [6] . 
EXPERIMENTAL RESULTS
To demonstrate the efficiency of the global disparity compensation, we introduce one simple experiment and show its results. We use the full search mode in motion estimation instead of the fast search mode and encode just three frames using I-B-I structure for "Exit" sequence. A quantization parameter (QP) is 31. Table 3 shows the coding results of B picture when search range varies from 32 to 128. In this case, global disparities are (-75, 0) and (126, 0). As you can see, the proposed algorithm shows better results and it is less sensitive to change of the search range. Therefore, we can know that global disparity compensation improves the coding efficiency of MVC and it also leads to shorter encoding time. The global disparities are transmitted in the MVC bitstream for use by a decoder in recreating the reference frames. Table 4 shows the encoding time comparison for various search ranges. In order to evaluate a new spatial prediction structure, we have experimented with "Exit" and "Ballroom" sequences (640× 480, 8 views) provided by MERL and compared to the result of the JSVM coding. Table 5 and Fig. 13 show the coding results and the rate-distortion curve for "Exit" sequence, respectively, Table 6 shows the coding results and Fig. 14 shows the rate-distortion curve for the "Ballroom" sequence. In this paper, we ignore the bits for disparities coding. Figure 13 . Rate-Distortion Curve for "Exit" Figure 14 . Rate-Distortion Curve for "Ballroom" Figure 15 . Rate-Distortion Curve for "Race 1" Figure 16 . Rate-Distortion Curve for "Breakdancers"
The proposed algorithm achieved about 0.1~0.3 dB quality improvement compared to the reference coding scheme (JSVM). Fig. 13, Fig. 14, Fig. 15, and Fig. 16 show the rate and distortion curves for "Exit", "Ballroom", "Race1", and "Breakdancers" respectively. As you can see, the rate and distortion curves of the proposed algorithm are located upper than the rate and distortion curves of the reference coding scheme. It means that the proposed algorithm is much better than the reference coding scheme.
CONCLUSIONS
In this paper, we have proposed the global disparity compensation for multi-view video coding and the new spatial prediction structure using global disparity compensation. With some experiments, we have verified improvement of the proposed algorithms. The smaller search range is used, the better coding results are showed in global disparity compensation. The new spatial prediction structure achieved about 0.1~0.3dB quality improvement compare to the scheme of the reference software.
