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Finding patterns in data is one of the most challenging open questions in infor-
mation science. The number of possible relationships scales combinatorially
with the size of the dataset, overwhelming the exponential increase in avail-
ability of computational resources. Physical insights have been instrumental
in developing efficient computational heuristics. Using quantum field theory
methods and rethinking three centuries of Bayesian inference, we formulated
the problem in terms of finding landscapes of patterns and solved this problem
exactly. The generality of our calculus is illustrated by applying it to handwrit-
ten digit images and to finding structural features in proteins from sequence
alignments without any presumptions about model priors suited to specific
datasets. Landscapes of patterns can be uncovered on a desktop computer in
minutes.
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Technological advances have made large-scale data collection and storage increasingly prac-
tical. The problems we face today can often be reduced to deducing a pattern of relationships
in data, in science and elsewhere. However, super-exponential combinatorial growth in the
number of possible relationships as the size of a datum increases hampers our ability to find
relationships in large datasets. Thus, the development of new techniques for the discovery of
relationships is critical to progress.
Here we propose a framework based on physical heuristics to overcome this barrier to find-
ing the set of fundamental interactions in the data, which we call a pattern. Physical intuitions
in computation have an illustrious history. Thirty years ago, simulated annealing revolution-
ized optimization[1]. More recently, quantum computation has taken center stage[2]. Statistical
physics has been applied to data analysis but usually in the form of approximations[3]. The
data itself has unknown relationships and approximations such as high temperature expansions,
weak-coupling expansions, mean field theory, and similar techniques[5] introduce further un-
controlled uncertainties.
We sought an exact solution for finding patterns in data without presuming anything about
the presence of patterns. Without any loss of generality, we consider datasets consisting of
families of sequences of symbols and model such families with the traditional weight matrices
where piB is the probability of symbol B at sequence position i. Datasets that contain a pattern
have a non-random weight matrix. Specifically, we wanted to directly compute the relationships
between sequence positions and the common deformations that relate different sequences in a
family, which we define as the landscape of the pattern. We developed an approach, Bayesian
Skepticism (BS), grounded in quantum field theory[4] that leads to an exact solution of such
pattern landscapes. Our derivation stands on three conceptual legs:
1. A skeptical approach to modeling the data with a model prior probability distribution
exp(MK(p|M)) favoring random models. This is analogous to a null hypothesis, but
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with a continuous degree of skepticism M in this assumption. This analytic continuation
is similar to dimensional regularization in quantum field theory[4].
2. A reversal of Bayesian model selection: For a given random model, is there a weighting
of data points that would make data frequencies consistent with model probabilities?
3. A method that solves the maximization of model and data likelihoods exactly, giving
the weight of each datum and simultaneously uncovering the most likely model for the
dataset.
The end result of our derivation[19] is a simple iteration of elementary algebraic steps: With
M ×K(p|M) the skeptical prior log probability of piA, the observed weighted frequencies are
updated as
f
(n+1)
iA ←
∑
sequences
σi,A(sequence) exp
(
M
∑
j,B
σj,B(sequence)[∂K/∂pjB|p=f (n) − const.]
)
(1)
where (n) is the iteration count, and σi,A(sequence) is 1 if the sequence has symbol A at posi-
tion i and 0 otherwise, and the constant ensures that the weights over all sequences sum to 1.
Since we have been able to express the iterative update using simple algebra, it is easy to find
the fixed point[19]. We can then find the probability that a given string of symbols belongs to
this family[19], and thus find the allowed deformations of the family. These are the correlated
symbol probability changes such that the probability of the altered model does not change sig-
nificantly from that of the fixed point model. These deformations are the flat directions in the
pattern landscape.
We applied these concepts to the MNIST hand-written digit database[6]. This database
consists of 60,000 gray-scale images of numbers 0 through 9. We reduced these 28 × 28 pixel
format images to an unordered sequence of symbols by associating symbols with each of the 16
possible combinations of black and white pixels in a 2×2 square (Fig. 1A). Each digit was thus
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associated with a family of about 6000 strings of symbols, each string of length 729 symbols
(Fig. 1B,C) Our skepticism assumption, that the symbols occur randomly, suggests that the
prior probability of a model of such sequences should be the generalization of the binomial
coin-tossing probability distribution to a 16-sided coin toss independently for each position.
The multinomial distribution at each position i,
exp(MK(piA|M, qA)) = M !
∏
C
qMpiCC /(MpiC)! (2)
gives the probability that the 16 symbols A will appear M × piA times at position i in a series
of M coin-tosses. We analytically continued this formula to small non-integer positive values
of M using the properties of the Gamma function. Typically, we will set M = 0.005 in this
paper, and keep only sequence positions with less than 95% conservation. Qualitative results
do not depend on either M changed to 0.007 or conservation cutoff changed to 99% [19]. qA is
the frequency of symbol A over all positions in the sequences corresponding to a digit.
The fixed-point of the iteration in eq. 1 can be used to find the flat directions. Changing
the model along a flat direction induces entropy changes at each position in the sequence. By
visualizing this entropy change[19], we observe that some positions in the sequence become
more specialized and lose entropy and others gain entropy as the probabilities change along a
flat direction. The three flattest directions for each digit are shown in Fig. 1D, and have obvious
geometric meanings. One can deduce that most people are right-handed by noting the slant
towards the right. These flat directions are global in character though the analysis made no
use of the ordering of the sequence or of continuity. They are correlated changes in symbol
frequencies that are consistent with the functional constraints of representing the digit.
The mutual information between sequence positions, computed from the pattern landscape
effective potential by simultaneous perturbing symbol frequencies at two different positions,
could recover structural connections between different sequence positions, enabling reconstruc-
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tion of the original image much like a jig-saw puzzle. We evaluated pair-wise interaction in-
formation (PII, defined in [19]) between all pairs of sequence positions and then restricted to
positions with high enough symbol entropy. The entire digit can be recovered and shows the
presence of long-range interactions that encode functional relations between non-adjacent posi-
tions (Fig. 2). Replacing the symbol entropy with other measures of positional information did
not change these results.
We turn now to sequences of symbols that do come with a particular order, the amino-
acid sequences of families of proteins. First, we show how pattern landscapes can be used to
distinguish functionally different subclasses of homologous proteins. The NTPase Maf Ham1
domain is shared by two subfamilies of proteins with a structurally similar nucleotide binding
cleft but altered conserved residue location and nature[15]. The landscape computed from a
subset of Subfamily 1 assigned a lower probability to sequences of Subfamily 2 compared to a
test set of Subfamily 1(Fig. 3A) and vice versa. Similar results are found in the case of digits.
Next, we demonstrate a relation between pattern landscapes and structural properties. The
intimin/invasin family of virulence factors are produced by Gram-negative bacteria. The struc-
ture of these proteins was recently solved[16], and we computed the landscape from 146 aligned
sequences. The actual landscape is much flatter than the landscape of column-wise randomly
permuted sequences (Fig. 3B), as a small eigenvalue corresponds to a larger radius of curvature
around the most likely model. Following steps analogous to the digit example, we computed
the entropy changes induced by the most significant deformation (Fig. 3 C-E), revealing that
this deformation corresponds to specializing either the side chains projecting towards the out-
side of the barrel or those projecting towards the inside. Investigating PII between sequence
positions (Fig. 3F) as we lower the threshold for PII, we find disconnected sets of clusters that
coalesce into a connected graph (Fig. 3G). We mapped this minimal single cluster of PII inter-
acting residues on the structure revealing juxtaposition suggesting allostery as well as predicting
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longer range interactions (Fig. 3H).
More subtle structural features in proteins can also be detected in the landscapes of sequence
alignments. The dihydrofolate reductase (DHFR) enzyme has been studied for its conforma-
tional changes related to catalytic activity[18]. We computed PII for the sequences[20](Fig. 4E)
and the deformations in the landscape. Fig. 4 B-D shows the structural elements that are de-
tected by these deformations. The interacting cluster for DHFR deduced from PII is the whole
protein (Fig. 4F) with the strongest interactions around the folate binding pocket. [13] derived
a residue-residue interaction matrix by computing side-chain folding-unfolding dynamics for
the E. coli DHFR protein. This matrix is similar to the PII matrix (Fig. 4E) computed from
sequences produced by evolutionary dynamics indicating that evolutionary history has tested
side-chain compatibility.
A pioneering approach to detecting structural features in DHFR and some other proteins
from sequence data, based on random matrix theory[7,8,9] and analogies with finance, weights
a binary approximation to the residue-residue correlation matrix with the derivative of the large
M limit of the binomial distribution. Eigenvectors of the absolute values of this weighted
matrix have been associated with allosteric interactions[8]. The features we find capture regions
of structural variation consistent with function as shown by mapping them to known protein
structures (Fig. 4B-D,G) and the positioning suggests allostery as well.
Explicit statistical physics-type energy models of residue interactions that have been ex-
tensively studied in various approximations[10,11,12]. These works compute contact maps for
proteins with the help of additional secondary structure predictions. The major distinction is
that BS is exact and has a consistent expansion to all orders in interactions[19], with a geomet-
ric interpretation in terms of the curvature of the landscape around the most likely model. The
use of a skeptical model prior in BS is the key to these properties. While high PII values are
likely to be associated with residue pairs that are spatially close, tertiary structure proximity
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is not necessarily the case. In the two-dimensional digit examples (Fig. 2), PII links between
positions with high enough symbol entropy are geometrically meaningful but do not imply two-
dimensional proximity. Understanding protein structure through clusters in graphs has been
considered[14] though the graphs had a different origin.
Our method is applicable to a wide spectrum of dataset sizes. We used about 6000 sequences
for each digit, but for the intimin/invasin and the two subfamilies of the Maf Ham1 proteins we
computed landscapes with only 146, 67 and 70 sequences, respectively. Our results are robust
to choices of sequences. For DHFR, while we used 1382 sequences from OrthoDB[21] without
any curation in our analysis, we also obtained the 417 sequences used in [7,8] and found that,
for the positions present in both alignments, there were no striking differences between PII
computed from the two alignments.
To compare and contrast BS with common Bayesian approaches, Expectation Maximization
(EM) [22] is an iterative algorithm for finding the maximum likelihood parameters of model or
latent variables that maximize the probability of the dataset. EM requires no model prior for its
interleaving of expectation and maximization steps. Maximum Entropy (MaxEnt) model priors
attempt to be maximally unbiased or uninformative. BS has no maximization step in its iteration
and cannot work without the skeptical model prior that explicitly precludes correlations, thus
going beyond MaxEnt. Crucially, BS is self-limiting in how large the skepticism parameter M
can become because, by construction, the pattern landscape is convex[19]. A smaller dataset
begets a more restricted landscape. This is evidenced in the reduced radius of curvature asso-
ciated with larger eigenvalues (Fig. 4A) for DHFR for the alignment used in [7,8] compared to
[20].
In summary, BS provides a simple exact solution to computing patterns in data. It is con-
ceptually transparent with an explicit derivation and a venerable interpretation[4] in terms of a
landscape of models. The skeptical approach introduced here of assuming a model prior that
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explicitly favors the lack of a pattern as a tool to deduce the actual pattern landscape from the
data is broadly applicable, and completely side-steps questions of the biological relevance of
model priors. We have shown that it can be used to compute interactions between sequence po-
sitions exactly and effectively. Of particular interest is the holistic character of the deformations
we find: No single position can capture the ‘8-ness’ of a sequence of symbols associated with
the digit 8, yet symbol entropy changes in flat directions capture the slant differences and other
flourishes in handwriting. Molecular dynamics (MD) simulations of protein activity are ham-
pered by the computational difficulty of sampling transient high-energy states. These motions
are predicted to occur in micro-second to milli-second ranges, can be functionally important,
and are difficult to model with atomic-scale MD[17]. The discovery of structural elements in
protein structures from sequence alignments using BS may help overcome some of these dif-
ficulties in MD by suggesting structural elements capable of independent motion[17]. Further,
BS can directly extract networks of interactions from data exploring the role of heterogeneity
and variation in biological systems[23]. The protean character of BS is well-suited to diverse
applications in science.
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Figure 1. Sequence representation of hand-written digits. A. The sixteen possible config-
urations of black and white pixels that correspond to distinct letters. B. The grid of 28×28
squares superimposed on a specific example of the digit 5. C. The linear sequence of 729 letters
obtained in this manner is shown arranged in a 27× 27 square to exhibit the digit. Overlapping
2 × 2 squares were mapped to the letters associated with the configurations in A. D. Symbol
entropy changes in the three flattest directions in the pattern landscapes of all 10 digits, relative
to the most likely model, with 25 example images for each digit.
Figure 2. Interactions between sequence positions for digits. First column: PII between
position pairs represented as a heat map for each digit. Second column: PII values vs. distance
in the two-dimensional image. All black PII values (PII > −0.77) are shown along with a
sampling of the other regions (1% and 0.5% of PII values from blue and brown, and orange
and red regions, respectively) Inset: Histogram of all PII values (log (base 10) scale on y-axis).
Third column: PII values plotted as edges on a graph on the digit image. Edges correspond to
points observed in column 2. The heat map background color scale represents symbol entropy
at each position. Fourth column: Edges consist of the strongest PII-value pairs for each position
that also have high symbol entropy. Most long-range interactions are removed by this cutoff,
with the remaining interactions of clear geometric meaning. Fifth column: PII values above the
symbol entropy threshold vs. two-dimensional distance. All black PII values (PII > −0.77)
are shown along with a sampling of the other regions (1% and 0.5% of PII values from blue
and brown, and orange and red regions, respectively) Inset: Histogram of all PII values above
threshold (log (base 10) scale on y-axis).
Figure 3. Applications to Maf Ham1 and intimin/invasin proteins. A. Upper panel: Prob-
ability of Maf Ham1 sequences in the pattern landscape of Subfamily 1. Sequence index is
plotted on the x-axis and − log Probability on the y-axis. The first 12 sequences are test se-
quences from Subfamily 1 not used in the computation of the pattern landscape and the rest
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are all the sequences in Subfamily 2. Only the linear term in the pattern probability MΓ(p)
between positions with above-median symbol entropy is used in this computation, consistent
with the results shown in Fig. 2. Lower panel: Similar probabilities with the roles of Subfamily
1and Subfamily 2 reversed. M = 0.01 for these probabilities. B. First 20 eigenvalues plotted
in increasing order for intimin/invasin. The second eigenvalue is almost twice as large as the
lowest eigenvalue, suggesting that the landscape has only one major flat direction. Inset shows
eigenvalues from two instances of column-wise randomized intimin/invasin sequences show-
ing much larger eigenvalues, and no corresponding isolated flattest direction. C,D,E. Front,
cut-through and back views of the intimin/invasin beta barrel. Red positions are losing symbol
entropy and blue positions are gaining entropy, relative to the most likely model (or vice-versa
due to linearity). The symbol entropy changes are consistent with beta-barrel shear and this
consistency is absent in column-wise randomized sequences[19]. F. PII heat map between all
pairs of sequence positions. G. Graph of correlated residues with edges corresponding to PII
values above a minimal threshold and nodes for only positions with high enough symbol en-
tropy. The minimal threshold PII cutoff is obtained by lowering a cutoff until the graph has only
one component. Edges are colored according to PII value. H. The resulting correlated residues
shown on the structure, colored according to their strongest PII link. As in the digit examples
(Fig. 2), the graph is not restricted to tertiary structure proximity.
Figure 4. Identification of structural features from flat directions for DHFR. A. Similar
pattern of eigenvalues in ascending order for DHFR, for DHFR (metazoa, fungi, bacteria) se-
quences from OrthoDB[21] and for DHFR sequences used in [7] obtained from R. Ranganan-
than and K. Reynolds. Inset: Eigenvalues for column-wise randomizations are much higher
than the eigenvalues for the actual sequences. B. The flattest direction in the DHFR pattern
landscape picks out structural changes in the folate binding pocket. Symbol entropy increases
(blue) in the folate binding pocket and decreases in the surface residues (red), or vice versa,
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relative to the most likely model. C: The strongest association of the second flat direction is
with the G-H loop which plays a stabilizing role in interactions with the Met20 loop[18]. D:
The junction between the α4 helix and the β6 sheet is associated with the third flat direction.
B,C,D Insets: Top to bottom: Specific structural changes in E. coli, chicken and human DHFR
associated with these flat directions. E. PII heat map for DHFR. F. Graph of correlated residues.
For DHFR, all residues appear in the graph, consistent with known conformation changes as-
sociated with ligand binding. Edges are colored according to PII value. G. DHFR structure
residues colored according to their strongest PII link value. The strongest PII interaction is
shown with side-chains.
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Derivation
Given a set of sequences of symbols {s}, we define a statistical sum with a symbol and position
dependent weight JiA as follows: Let N be the number of sequences, G the number of different
symbols and R the number of positions in each sequence. The ordering implicit in writing the
sequences as strings of symbols is not used in our analysis. Any permutation of the positions in
the sequences will lead to the same result. Here σ(sequence) is a binary vector of length R×G
with value 1 at position (i, A) if symbol A occurs at position i in the sequence, and 0 otherwise.
We define W as the connected correlation function generating functional:
exp(MW (J)) ≡∑
{S}
exp(MJ · σ) (1)
By taking derivatives with respect to J, one computes connected normalized correlation func-
tions in quantum field theory. We have introduced M as a free parameter here that will be
related to the skeptical multinomial prior in the latter part of the derivation. The Legendre
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transform is a standard tool in transforming variables in the context of Newtonian dynamics
relating Lagrangian to Hamiltonian formulations of Newton’s equations, and is also used in
thermodynamics. The fundamental convexity properties of the Legendre transform should be
kept in mind. In the present context, the Legendre transform of W is the effective potential
Γ[4]:
W (J) + Γ(f) = J · f = ∑ JiAfiA (2)
where fiA is the weighted frequency of symbol A at position i. As
〈σiA〉J = ∂W/∂J = fiA(J), (3)
the frequencies are the expectation values of σiA. The effective potential defined in this manner
Γ is a function of fiA, and the symmetry of the Legendre transform gives
∂Γ(f)/∂fiA = JiA(f). (4)
Note that
∑
A fiA = 1 so J at each position is only determined up to an additive constant, which
can be subtracted, allowing us to normalize J by demanding
∑
A JiA = 0. exp(−MΓ(f)) gives
the probability of observing frequencies fiA by an appropriate choice of weights exp(MJ · σ)
for sequences. Equating model probabilities p with observed weighted frequencies f, we can
ask for the model that is most likely given our skeptical multinomial prior
eMK(piB |M,qA) =
(
M !/
∏
A
(MpiA)!
)∏
A
qMpiAA , (5)
which explicitly assumes that there is no correlation between the symbols that appear at different
positions in the sequence. Following standard Bayesian inference, we want to maximizeK−Γ :
∂K/∂piA − ∂Γ/∂piA = 0 (6)
Combining eq. 4 and eq. 6 relating J,Γ and K, we find
J(p) = ∂K/∂p (7)
2
at the most likely model. This is the crucial step because the solution of eq. 3 can now be written
as an explicitly computable exact fixed point iteration:
f (n+1) = 〈σ〉
J=∂K/∂p|
p=f(n)
. (8)
Once we find the fixed point values pE, we know the exact weights of the sequences through
knowing J(pE). This lets us use standard results on the Legendre transform to compute exact
two and higher point connected correlation functions. Thus
〈σσ〉J(pE) = ∂2W/∂J2 =
(
∂2Γ/∂p2
)−1
. (9)
This evaluation of the second (and higher) derivatives of Γ lets us expand the probability Γ in a
Taylor series for any model piA :
Γ(p) = Γ(pE) + (p− pE)∂Γ/∂p(pE) + 1
2
(p− pE)2∂2Γ/∂p2(pE) + . . . (10)
This expansion can be used to compute the probability of any symbol probability distribution.
In particular, it can be used to compute the probability of any specific sequence, as a sequence
corresponds to a probability distribution with frequencies taking values 0 or 1 at each position.
To gain an intuition for the fixed point equation, recall that for small x the Gamma function
is given by
ln Γ(1 + x) = 1− γx+ (pi2/12)x2 + . . . (11)
It follows that the fixed point values of fiA are the solution to
∑
s∈sequences
(σjB(s)− fjB)
∏
i,A
[
qMA exp (− pi2M2fiA/6)
]σiA(s)
= 0 (12)
for each j, B for small enough M.
We define the pairwise interaction information (PII) between two positions i and j in the
sequence as the log mutual information computed from the probability of deviating from the
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fixed point model by altering the frequencies of symbols only at these two positions. To be
explicit,
PII(i, j) ≡ ln∑
A,B
Pr(iA, jB) ln(Pr(iA, jB)/Pr(iA, j∗)Pr(i∗, jB)) (13)
where
ln Pr(iA, jB) ∝MJ · (δiA + δjB) + δiAδjB∂2Γ/∂p2(pE)iA,jB (14)
and δiA is a unit change in the probability of symbols at position i, increasing the probability of
symbol A and decreasing the probability of all other symbols at that position appropriately to
maintain unit probability. We normalize the probability Pr before computing PII.
The eigenvectors of the small eigenvalues of ∂2Γ/∂p2(pE) correspond to flatter directions in
the landscape[4]. We computed the entropy flow in the direction of any of these eigenvectors as
follows: If viA is an eigenvector of ∂2Γ/∂p2(pE),we compute the derivative of the position-wise
Shannon entropy in the direction of viA as
LvIi = d/dt
(
−∑
A
[(piA + tviA)/ni(t)] ln[(piA + tviA)/ni(t)]
)∣∣∣∣
t=0
, (15)
where ni(t) =
∑
B(piB + tviB) in order to keep probabilities normalized.
The value ofM does not matter for qualitative features, see Supplementary Figures 2,5. The
iteration does not converge and gives evidence of phase transition like behavior at large enough
M, with the entropy of the weights of the data sequences vanishing when only one specific
datum has a weight approximately equal to unity and the other elements of the dataset have
weights close to vanishing. There is also an example when the iteration reaches a limit cycle
rather than a fixed point for M large enough. M = 0 is a singular point and none of our results
apply. The convexity properties of the Legendre transform are responsible for the self-limiting
features of the fixed-point iteration.
4
Implementation
We implemented this iteration and computation in C++. The matrix manipulations were per-
formed using NumPy in the Enthought Python Distribution (www.enthought.com). The con-
nected correlation function matrices have null eigenvalues corresponding to the obvious con-
straints on the frequencies
∑
A fiA = 1 for each position i. These are trivially projected out and
we inverted the matrices on the non-null subspace. When the number of sequences N is less
than R × (G − 1) the non-zero eigenvalues are obviously reduced to N. The number of non-
zero eigenvalues cannot exceed the number of binary sequence vectors! For sequences that are
closely related, we found that the numerically stable range of eigenvalues can be less than N
and is easily detected by inspection of the range of values of the matrix elements of the inverted
matrix.
The figures in the paper all consider sequence positions with less than 95% conservation.
Changing from 95% to 99% conservation did not change any qualitative features (e.g. Suppl.
Fig. 3).
Supplementary Figures
1. Symbol entropy changes in the three flattest directions for randomized digit sequences.
2. Intimin flattest direction symbol entropy changes at M = 0.007. A,B,C: Front, cut-
through and back views.
3. Intimin flattest direction symbol entropy changes with positions with less than 99% con-
servation. A,B,C: Front, cut-through and back views.
4. Two randomized intimin sequences: symbol entropy changes in flattest direction (A-C,
randomization #1 front, cut-through and back views; D-F, randomization #2 identical
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views). Note that the β-sheet shear is no longer consistent with the entropy changes and
the entropy changes are distributed between the inside and the outside of the barrel, in
contrast to the actual intimin sequences which show a segregation (main text, Fig. 3C-E).
5. DHFR sequences: Comparison of symbol entropy changes for three flattest directions for
M = 0.005 (A-C) (also shown in main text, Fig. 4 B-D) and M = 0.007 (D-F).
6. Randomized DHFR sequences: symbol entropy changes in three flattest directions for
three different randomizations (#1:A-C, #2:D-F, #3:G-I).
7. Comparison of symbol entropy changes for DHFR sequences used in [7] obtained from
R. Rangananthan and K. Reynolds (A-C) and obtained from OrthoDB[21] (D-F).
8. Highest segment of PII values for DHFR sequences for ease of comparison to [13], show-
ing segments highlighted in [13].
6








