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RANCANG BANGUN APLIKASI VISUALISASI FASTTEXT 
WORD2VEC MODEL MENGGUNAKAN ALGORITMA  






Penelitian ini bertujuan untuk memvisualisasikan FastText Word2Vec model dan 
mengukur tingkat akurasi FastText dalam fitur perbaikan kata yang dimilikinya, 
perbaikan kata yang dimaksud adalah FastText dapat memprediksi kata benar dari 
sebuah kata typo berdasarkan vektor yang dimiliki kata tersebut. Tujuan lainnya 
adalah untuk mengukur akurasi t-Distributed Stochastic Neighbor Embedding 
dalam mereduksi dimensi. Namun, proses visualisasi tentunya tidak dapat secara 
langsung dilakukan, karena dalam pre-trained model yang disediakan oleh 
FastText, model akan memetakan sebuah kata ke dalam vektor berukuran 300 
dimensi, sedangkan teknologi visualisasi yang umum dilakukan membutuhkan 
dimensi yang rendah yaitu 3 dimensi. Oleh karena itu, untuk memvisualisasikan 
data berdimensi tinggi, salah satu teknik pre-processing yang umum dilakukan 
adalah dimensionality reduction. Algoritma t-Distributed Stochastic Neighbor 
Embedding digunakan untuk mereduksi dimensi vektor menjadi 3 dimensi. 
Berdasarkan hal tersebut, tingkat akurasi fitur perbaikan kata FastText diukur 
menggunakan cosine similarity, akurasi t-SNE dalam mereduksi dimensi vektor 
diukur menggunakan Euclidean distance, dan vektor yang telah direduksi akan 
divisualisasikan. Hasil uji coba yang dilakukan menghasilkan akurasi yang dimiliki 
FastText dalam memetakan kata typo berdekatan dengan kata aslinya memiliki rata-
rata sebesar 80,16% dan akurasi dimensionality reduction t-SNE adalah 77,50%.  
 
Kata kunci: Cosine Similarity, Euclidean Distance, FastText, t-SNE, Word2Vec 
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DESIGN AND DEVELOPMENT FASTTEXT WORD2VEC 
MODEL APPLICATION USING T-DISTRIBUTED 







This paper is carried out to visualize FastText Word2Vec model, measure the 
accuracy of FastText typo word fix feature, what typo word fix means is FastText 
can predict the correct word of a typo word based on the vector that word has, and 
another objective is to measure the accuracy of t-Distributed Stochastic Neighbor 
Embedding in dimensionality reduction. However, visualization cannot be directly 
carried out, because in the pre-trained model FastText provides, the model will map 
a word to a 300 dimension vector, whilst the visualization technology that is 
commonly done requires a low dimension of 3 dimensions. Therefore, to visualize 
high dimensionality, one of the common pre-processing technique is dimensionality 
reduction. t-Distributed Stochastic Neighbor Embedding algorithm is used to 
reduce high dimension to 3 dimension vector. Based on these, the accuracy of the 
typo word fix of FastText was measured using cosine similarity and the accuracy 
of dimensionality reduction from t-SNE was measured using Euclidean distance, 
then vectors that have been reduced will be visualized. Test results produce 
FastText accuracy in mapping typo word close to its correct word is 80.16% and t-
SNE dimensionality reduction accuracy is 77.50%. 
 
Keywords: Cosine Similarity, Euclidean Distance, FastText, t-SNE, Word2Vec 
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