We provide a general theoretical analysis of expected out-of-sample utility, also referred to as decisiontheoretic classification, for non-decomposable binary classification metrics such as F-measure and Jaccard coefficient. Our key result is that the expected out-of-sample utility for many performance metrics is provably optimized by a classifier which is equivalent to a signed thresholding of the conditional probability of the positive class. Our analysis bridges a gap in the literature on binary classification, revealed in light of recent results for non-decomposable metrics in population utility maximization style classification. Our results identify checkable properties of a performance metric which are sufficient to guarantee a probability ranking principle. We propose consistent estimators for optimal expected out-of-sample classification. As a consequence of the probability ranking principle, computational requirements can be reduced from exponential to cubic complexity in the general case, and further reduced to quadratic complexity in special cases. We provide empirical results on simulated and benchmark datasets evaluating the performance of the proposed algorithms for decision-theoretic classification and comparing them to baseline and state-of-the-art methods in population utility maximization for non-decomposable metrics.
Introduction
Many binary classification metrics in popular use, such as F β and Jaccard, are non-decomposable, which indicates that the utility of a classifier evaluated on a set of examples cannot be decomposed into the sum of the utilities of the classifier applied to each example. In contrast, decomposable metrics such as accuracy evaluated on set of examples can be decomposed into a sum of per-example accuracies. Non-decomposability of a performance metric is often desirable as it enables a non-linear tradeoff between the overall confusion matrix entries: true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN). As a result, non-decomposable performance metrics remain popular for imbalanced and rare event classification in medical diagnosis, fraud detection, information retrieval applications [Lewis and Gale, 1994 , Drummond and Holte, 2005 , Gu et al., 2009 , He and Garcia, 2009 , and in other problems where the practitioner is interested in measuring tradeoffs beyond standard classification accuracy.
A recent flurry of theoretical results and practical algorithms highlights a growing interest in understanding and optimizing non-decomposable metrics [Dembczynski et al., 2011 , Ye et al., 2012 , Koyejo et al., 2014 , Narasimhan et al., 2014 . Existing theoretical analysis has focused on two distinct approaches for characterizing the population version of the non-decomposable metrics: identified by Ye et al. [2012] as decision theoretic analysis (DTA) and empirical utility maximization (EUM) . DTA population utilities measure the expected gain of a classifier on a fixed-size test set, while EUM population utilities are a function of the population confusion matrix. In other words, DTA population utilities measure the the average utility over an infinite set of test sets, each of a fixed size, while EUM population utilities evaluate the performance of a classifier over a single infinitely large test set.
It has recently been shown that for EUM based population utilities, the optimal classifier for large classes of non-decomposable binary classification metrics is just the sign of the thresholded conditional probability of the positive class with a metric-dependent threshold [Koyejo et al., 2014 , Narasimhan et al., 2014 . In addition, practical algorithms have been proposed for such EUM consistent classification based on direct optimization for the threshold on a held-out validation set. In stark contrast to this burgeoning understanding of EUM optimal classification, we are aware of only two metrics for which DTA consistent classifiers have been derived and shown to exhibit a simple form; namely, the F β metric [Lewis, 1995 , Dembczynski et al., 2011 , Ye et al., 2012 and squared error in counting (SEC) studied by Lewis [1995] .
In this paper, we seek to bridge this gap in the binary classification literature, and provide a general theoretical analysis of DTA population utilities for non-decomposable binary classification metrics. Interestingly, we show that for many metrics the DTA optimal classifier again comprises signed thresholding of the conditional probability of the positive class. As we show, for a metric to have such an optimal classifier it must obey the so-called probability ranking principle (PRP), which was first formalized by Lewis [1995] in the information retrieval context. We identify a sufficiency condition (a certain monotonicity property) for a metric to obey PRP. We show that these conditions are satisfied by large families of binary performance metrics including the monotonic family studied by Narasimhan et al. [2014] , and a large subset of the linear fractional family studied by Koyejo et al. [2014] . We also recover known results for the special cases of F β and SEC.
While the optimal classifiers of both EUM and DTA population utilities associated with the performance metrics we study comprise signed thresholding of the conditional probability of the positive class, the evaluation and optimization for EUM and DTA utilities require quite different techniques. Given a classifier and a distribution, evaluating a population DTA utility can involve exponential-time computation, even leaving aside maximizing the utility on a fixed test set. As we show, in light of the probability ranking principle, and with careful implementation, this can actually be reduced to cubic complexity. These computations can be further reduced to quadratic complexity in a few special cases [Ye et al., 2012] . To this end, we propose two algorithms for optimal DTA classification. The first algorithm runs in O(n 3 ) time for a general metric, where n is the size of the test set and the second algorithm runs in time O(n 2 ) for special cases such as F β and Jaccard. We show that our overall procedure for decision-theoretic classification is consistent.
Related Work: A full literature survey on binary classification is beyond the scope of this manuscript. We focus instead on some key related results. It is well known that classification accuracy is optimized by thresholding the conditional probability of the positive class at half. Bartlett et al. [2006] showed how convex surrogates could be constructed in order to control the probability of misclassification. This work was extended by Steinwart [2007] to construct surrogates for asymmetric or weighted binary accuracy. F β is perhaps the most studied of the non-decomposable performance metrics. For instance, Joachims [2005] proposed a support vector machine for directly optimizing the empirical F β . Lewis [1995] analyzed the expected F β measure, showing that it satisfied the probability ranking principle. Based on this result, several authors have proposed algorithms for empirical optimization of the expected F β measure including Chai [2005] , Jansche [2005] and Cheng et al. [2010] who studied probabilistic classifier chains. Ye et al. [2012] compared the optimal expected out-of-sample utility and the optimal training population utility for F β , showing an asymptotic equivalence as the number of test samples goes to infinity. More recently, Parambath et al. [2014] gave a theoretical analysis of the binary and multi-label F β measure in the EUM setting. Dembczynski et al. [2011] analyzed the F β measure in the DTA setting including the case where the data is non i.i.d., and also proposed efficient algorithms for optimal classification.
Preliminaries
Let X ∈ X represent instances and Y ∈ {0, 1} represent labels. We assume that the instances and labels are generated iid as X, Y ∼ P for some fixed unknown distribution P ∈ P. This paper will focus on nondecomposable performance metrics that are general functions of the entries of the confusion matrix, namely true positives, true negatives, false positives and false negatives. Let bold x denote a set of n instances {x 1 , x 2 , . . . , x n } drawn from X , and y ∈ {0, 1} n denote the associated labels. Given a vector of predictions s ∈ {0, 1} n for instances x, the empirical confusion matrix is computed as C(s, y) = TP FN FP TN with entries:
To simplify notation, we will omit the arguments when they are clear from context e.g. TP instead of TP(s, y). Let Ψ : [0, 1] 4 → R + denote a non-decomposable metric evaluated on the entries of the confusion matrix. We will sometimes use the abbreviated notation Ψ(s, y) := Ψ( C(s, y)) or Ψ( C) := Ψ( C(s, y)) depending on context. By non-decomposable, we mean that Ψ does not decouple as a sum over individual instances s i , y i . The DTA Ψ-utility of s wrt. P is defined as:
For the rest of this manuscript, utility will refer to the DTA utility unless otherwise noted. Note that the development above considered the set of classifier responses s ∈ {0, 1} n for a given set x of n input instances. More generally, we are interested in a classifier θ : X → {0, 1}, and given a marginal distribution P X on X , the expected utility of any such classifier θ(·) can be computed as E X∼P X U Ψ (s; P(·|x)) , where s i = θ(x i ). Since the optimal classifier for the expected utility must also optimize U Ψ pointwise at each x, it is sufficient to analyze the pointwise utility U Ψ directly. Consequently, we will focus on this quantity for the remainder of the manuscript.
We are thus interested in obtaining the optimal classifier given by:
Remark 1 (EUM Utility). Fix a classifier θ : X → {0, 1} and a distribution P ∈ P, and let C(θ, P) = TP FN FP TN represent the population confusion matrix with entries:
EUM utility [Koyejo et al., 2014 , Narasimhan et al., 2014 is computed as:
i.e. in contrast to the DTA utility, Ψ is applied to the population confusion matrix.
Our analysis will utilize the probability ranking principle (PRP), first formalized by Lewis [1995] as a property of the metric Ψ that identifies when the optimal classifier is related to the ordered conditional probabilities of the positive class.
Definition 2 (Probability Ranking Principle (PRP) Lewis [1995] ). Let Ψ denote a performance metric. We say that Ψ satisfies PRP if for any set x of n input instances, and any distribution P(·|x), the optimum s * of the utility (2) with respect to P(·|x) satisfies:
Let sign : R → {0, 1} as sign(t) = 1 if t ≥ 0 and sign(t) = 0 otherwise. The following corollary is immediate.
Corollary 3. Let Ψ be a metric for which PRP holds, and let x denote a set of n iid instances sampled from the marginal P X of a distribution P. The optimal predictions for any such x is given by the classifier
Lewis [1995] showed that PRP holds for a specific non-decomposable measure of practical interest, the F β -measure; a similar result was also shown for the squared error in counting (SEC), which is designed to measure the squared difference between the true and the predicted number of positives.
Theorem (Lewis [1995] ).
1. PRP holds for F β defined as:
PRP holds for SEC defined as:
where p := 
PRP for General Performance Metrics
PRP is a meaningful property for any performance metric since, as a consequence of Corollary 3, any metric satisfying PRP admits an optimal classifier with a simple form. In this section, we identify sufficient conditions for a metric Ψ to satisfy PRP. To begin, we consider the following equivalent representation for any metric Ψ.
Next, we consider a certain monotonicity property which we have observed is satisfied by popular binary classification metrics.
Definition 5 (TP Monotonicity). A metric Ψ is said to be TP monotonic if when
In other words, Ψ satisfies TP monotonicity if the corresponding representation Φ (Proposition 4) is monotonically increasing in its first argument.
For any Ψ, TP monotonicity may be verified by applying the representation of Proposition 4. It is easy to verify, for instance that Φ F β (u, v, p) = (1+β 2 )u β 2 p+v is monotonic in u. Our analysis will show that the TP monotonicity property is sufficient to guarantee that Ψ satisfies PRP. The proof is provided in Appendix A.1.
Theorem 6 (Main Result 1). The probability ranking principle holds for any Ψ that satisfies TP monotonicity.
While TP monotonicity of Ψ is sufficient for PRP to hold, it is not necessary. For instance, consider the subclass of performance metrics where Φ(·, v, p) is independent of the first argument i.e. independent of TP. SEC is an example of a performance metric in this family with Φ SEC ( TP, v, p) = v + p. The following proposition shows that such metrics also satisfy PRP.
Proof. Suppose Φ(·, v, p) is independent of its first argument. Let s * be an optimal classifier, with v * = v(s * ). If s * does not satisfy PRP, then sort s * with respect to P(Y |x i ) to obtain a new classifiers. It is clear that v(s * ) = v(s), and Φ(·, v(s * ), p) = Φ(·, v(s), p), sos is also an optimal classifier which satisfies PRP.
Recovered and New Results
This section outlines a few examples of known and new results recovered via the application of Theorem 6, which include a subset of the fractional linear family of Koyejo et al. [2014] and the family of performance metrics studied by Narasimhan et al. [2014] .
The Fractional Linear Family: Koyejo et al. [2014] studied a large family of performance metrics, and showed that their EUM optimal classifiers are given by the thresholded sign of the marginal probability of the positive class. This family contains, for example the F β and Jaccard measures. The family Ψ FL is equivalently represented by:
for bounded constants c i , d i , i = {0, 1, 2, 3}. Our analysis identifies a subclass of this family that satisfies PRP. The following result can be proven by inspection and is stated without proof.
Performance Metrics from Narasimhan et al. [2014]:
An alternative three-parameter representation of metrics Ψ was studied by Narasimhan et al. [2014] as described in the following proposition.
Proposition 9 (Narasimhan et al. [2014] ).
Ψ( C(s, y)) = Γ ( TPR(s, y), TNR(s, y) , p(y)).
As shown in Table 1 , many performance metrics used in practice are easily represented in this form. Representation for additional metrics is simplified by including the empirical precision, given by Prec(s, y) = Definition 10 (TPR/TNR Monotonicity). A metric Ψ is said to be TPR/TNR monotonic if when r p1 > r p2 and r n1 > r n2 and p fixed, it follows that Γ(r p1 , r n1 , p) > Γ(r p2 , r n2 , p).
In other words, Ψ satisfies TPR/TNR monotonicity if the corresponding representation Γ (Proposition 9) is monotonically increasing in its first two arguments. It can be shown that all the measures listed in Table  1 satisfy TPR/TNR monotonicity. Further, Narasimhan et al. [2014] showed that given additional smoothness conditions on P, the associated metrics Γ admit an optimal EUM classifier with the familiar signed thresholded form.
The following proposition shows that any performance metric that satisfies TPR/TNR monotonicity also satisfies TP monotonicity. Thus, TP monotonicity is a weaker condition. The proof is provided in Appendix A.2.
Proposition 11. If Ψ satisfies TPR/TNR monotonicity, then Ψ satisfies TP monotonicity.
It follows from Corollary 3 that any metric that satisfies TPR/TNR monotonicity admits a DTA optimal classifier that takes the familiar signed-threshold form. We can verify from the third column of Table 1 
Algorithms
In this section, we present efficient algorithms for computing DTA optimal predictions for a given set of instances x and a non-decomposable performance measure Ψ that satisfies PRP. We also examine the consistency of the proposed algorithms. Apriori, solving (2) is NP-hard. The key consequence of Theorem 6 is that we do not have to search over 2 n possible label vectors to compute the optimal predictions. In light of Corollary 3, it suffices to consider n + 1 prediction vectors that correspond to selecting top k instances as positive, after sorting them by P(Y = 1|x), for some k. Even when P(Y = 1|x) is known exactly, it is not obvious how to compute the expectation in (2) without exhaustively enumerating y vectors. We now turn to address these computational questions. Table 1 : Performance metrics for which probability ranking principle (PRP) holds. The third column expresses each measure Ψ(s, y) as Φ( TP, v(s), p(y)).
METRIC DEFINITION
Φ(u, v, p) AM ( TPR + TNR)/2 u+p(1−v−p) p(1−p) F β 1 + β 2 / β 2 Prec + 1 TPR (1+β 2 )u β 2 p+v Jaccard TP/ TP + FP + FN u p+v−u G-TP/PR TPR. Prec u √ p.v G-Mean TPR. TNR u(1−v−p+u) p(1−p) H-Mean 2/ 1 TPR + 1 TNR 2u(1−v−p+u) (1−v−p)p+u Q-Mean 1 − 1 2 (1 − TPR) 2 + (1 − TNR) 2 1 − 1 2 ( p−u 2 ) 2 + ( v−u 2 ) 2
O(n 3 ) Algorithm for PRP Measures
Ye et al. [2012] suggest a simple trick to compute the expectation in O(n 3 ) time for the F β -measure. We make the observation that by evaluating Ψ through Φ, we can essentially use the same trick to obtain a cubictime algorithm to solve (2) for general measures Ψ satisfying the probability ranking principle. Consider the vector s ∈ {0, 1} n with the top k values set to 1 and the rest to 0, and let S i:j := j l=i y l . Note that any y ∈ {0, 1} n that satisfies S 1:k = k 1 and S k+1:n = k 2 , Ψ(s, y) can simply be evaluated as Φ(
. Thus U Ψ (s, P) = y∈{0,1} n P(y|x)Ψ(s, y) can be evaluated as a sum over possible values of k 1 and k 2 , where the expectation is computed wrt. P (S 1:k = k 1 )P (S k+1:n = k 2 ) with 0 ≤ k 1 ≤ k and 0 ≤ k 2 ≤ n − k. Now, it remains to compute P (S 1:k = k 1 ) and P (S k+1:n = k 2 ) efficiently.
Let η i = P(Y i = 1|x i ). A consistent estimate of this quantity may be obtained by minimizing a strongly proper loss function such as logistic loss Reid and Williamson [2009] . Using the iid assumption on the draw of labels, we can show that P (S 1:k = k 1 ) and P (S k+1:n = k 2 ) are the coefficients of
, each of which can be computed in time O(n 2 ) for fixed k. Note that the metric Ψ can be evaluated in constant time. The resulting O(n 3 ) algorithm is presented in Algorithm 1. The overall method is as follows:
1. First, obtain an estimate of η i = P(Y i = 1|x i ) e.g. via logistic regression.
2. Re-order indices in the descending order of estimated η i 's.
3. Then, invoke Algorithm 1 with the sorted η i 's to compute s * .
O(n 2 ) Algorithm for a Subset of Fractional-Linear Metrics
We focus our attention on the fractional-linear family of non-decomposable performance metrics studied by Koyejo et al. [2014] . Recall that a fractional-linear metric can be represented by Φ FL as given in (5). As shown in in Proposition 8, Ψ FL satisfies TP monotonicity when c 1 > d 1 . For certain measures in the Ψ FL family, we can get a more efficient algorithm for solving (2). In particular, when c 3 = 0 in (5) 
6:
give a quadratic-time procedure for computing s * that generalizes the method proposed by Ye et al. [2012] when the constants {d 0 , d 1 , d 2 , d 3 } are rational. Formally, we consider the sub-family of TP monotonic fractional-linear metrics:
Consider
Step 6 of Algorithm 1 for a measure in family (7):
, it follows that:
Now, when d i 's are rational, i.e. d i = q i /r i , the above induction can be implemented using an array to store the values of b, for possible values of α. The resulting O(n 2 ) algorithm is presented in Algorithm 2. Algorithm 2 applies to the F β as well as the Jaccard measure listed in Table 1 .
Correctness of Algorithm 2:
When d 3 = 0, at line 7 of Algorithm 2, we can verify that
, and therefore at line 9, S[(
Let q 3 = 0 and r 3 = 1. Then, line 5 sets S[i] = r 0 r 1 r 2 /(i + j 0 n), line 11 maintains this invariant as j u,2 = 0 in this case, and therefore at line 9, S[(
Consistency: Consider a procedure that maximizes the utility U Ψ (s,P(Y |x)) computed with respect to a consistent estimateP(Y |x) of the probability P(Y |x). Here, we show that any such procedure is consistent. The proof is provided in Appendix B.1.
Theorem 13. Let η(x i ) = P(Y = 1|x i ), and assume the estimateη(
. Given a bounded performance metric Ψ and a fixed test set of size n, let s * = arg max s∈{0,1} n U Ψ (s; P(Y |x)) Algorithm 2 Computing s * for Ψ SFL in the family (7) 1: Input: Estimates η i for instances x i , i = 1, 2, . . . , n sorted wrt. η i , and c 0 , c 1 , c 2 ,
. 3: Set j 0 ← r 1 r 2 r 3 q 0 , j u,1 ← r 0 r 2 r 3 q 1 , j u,2 ← r 0 r 1 r 2 q 3 , j v ← r 0 r 1 r 3 q 2 4: for 1 ≤ i ≤ (|j u,1 | + |j u,2 | + |j v |)n do 5: set S[i] ← r 0 r 1 r 2 r 3 /(i + j 0 n). 6: end for 7: for k = n to 1 do 8:
10:
12:
end for 13: end for 14: Set k * ← arg max k Ψ SFL;k and s * i ← 1 for i ∈ [k * ]. 15: return s * be the utility optimal prediction with respect to P andŝ = arg max s∈{0,1} n U Ψ (s;P(Y |x)) be the utility optimal prediction with respect to the consistent estimateP(Y |x), then
As stated in Theorem 13, consistency of DTA utility maximization with empirical probability estimates does not depend on PRP. Thus, the consistency results also apply to previous algorithms proposed for F β e.g. by Lewis [1995] , Chai [2005] , Jansche [2005] , Ye et al. [2012] that did not include an analysis of consistency with empirical probability estimates. In the special case of TP monotonic performance metrics, the following corollary, which follows directly from Theorem 13, shows that Algorithm 1 and Algorithm 2 are consistent.
Corollary 14. Assume the estimateη(x) satisfies η(x)
p → η(x) and the performance metric Ψ that is TP monotonic. For a fixed test set of size n, letŝ denote the output of Algorithm 1 (or Algorithm 2, where applicable) using the empirical estimateη(x i ). Then
where s * is the optimal prediction computed with respect to the true distribution η(x i ) = P(Y = 1|x i ).
Experiments
We present two sets of experiments. The first is an experimental validation on synthetic data with known ground truth probabilities. The results serve to verify the probability ranking principle (Theorem 6) for some of the metrics in Table 1 . The second set is an experimental evaluation of DTA optimal classifiers on benchmark datasets, and includes a comparison to EUM optimal classifiers and standard empirical risk minimization with a fixed threshold of 1/2 -designed to optimize classification accuracy. Table 1 demonstrated on synthetic data. In each case, we verify that s * i is obtained by thresholding η(x i ) at a fixed value. Furthermore, different measures are optimized at different thresholds on x from the same distribution P.
Synthetic data: PRP for general metrics
We consider four metrics from Table 1 namely AM, Jaccard, F 1 (harmonic mean of Precision and Recall) and G-TP/PR (geometric mean of Precision and Recall) which satisfy PRP from Theorem 6. To simulate, we sample a set of ten 2-dimensional vectors x = {x 1 , x 2 , . . . , x 10 } from the standard Gaussian. The conditional probability is modeled using a sigmoid function:
, for a random vector w also sampled from the standard Gaussian. The optimal predictions s * that maximize the DTA objective (2) are then obtained by exhaustive search over the 2 10 possible label vectors. For each metric, we plot the conditional probabilities (in decreasing order) and s * in Figure 1 . We observe that PRP holds in each case (Algorithms 1 and 2 produce identical results; plots not shown). Table 2 : Comparison of methods: Linear-fractional metrics, F 1 and Jaccard. Baseline refers to thresholdinĝ η(x) at 0.5; DTA refers to the proposed method of computing s * using Algorithm 2; and EUM refers to the plugin-estimator method in Koyejo et al. [2014] . First three are multi-class datasets (number of classes indicated in parenthesis): metric is computed individually for each class that has at least T positive instances (in both the train and the test sets) and then averaged over classes.
only about 182 positive instances in the train; (5) IMAGE, with 1300 train and 1010 test images; (6) BREAST CANCER, with 463 train and 220 test instances, and (7) SPAMBASE with 3071 train and 1530 test instances 1 . The results for F 1 and Jaccard metrics (using Algorithm 2 for DTA) are presented in Table 2 . We find that DTA classifier which optimizes for the threshold with respect to the test instances, often improves the utility compared to the baseline or the EUM style of using a threshold selected with training data. The results for AM and G-TP/PR metrics (using Algorithm 1 for DTA) are presented in Table 3 . In this case, while choosing a threshold other than 1/2 helps, there is no clear winner between the DTA and the EUM approaches. Overall, our results are consistent with the literature which suggests that threshold optimization results in improved performance. DTA utility optimization outperforms the baselines using some metrics, and results in performance comparable to EUM for others. Additional empirical study is planned for future work.
Conclusions and Future Work
The goal of this paper is to bridge a gap in the binary classification literature, between empirical utility maximization (EUM) and decision theoretic analysis. In particular, our analysis shows that many popular metrics satisfy a probability ranking principle, so the DTA optimal classifier is given by the signed thresholding of the conditional probability of the positive class. This result matches a similar analysis in the EUM literature. We propose a TP monotonicity property for metrics, which if satisfied is sufficient to guarantee that the metric satisfies the probability ranking principle. We show that TP monotonicity is satisfied by large families of binary performance metrics including the monotonic family studied by Narasimhan et al. [2014] , and a large subset of the linear fractional family studied by Koyejo et al. [2014] . We also recover known results for the special cases of F β and SEC. We propose efficient and consistent estimators for optimal expected outof-sample classification. In particular, we show that as a consequence of the probability ranking principle, Table 3 : Comparison of methods: AM and G-TP/PR metrics. Baseline refers to thresholdingη(x) at 0.5; DTA refers to the proposed method of computing s * using Algorithm 1; and EUM refers to the pluginestimator method in Narasimhan et al. [2014] . First three are multi-class datasets (number of classes indicated in parenthesis): metric is computed individually for each class that has at least T positive instances (in both the train and the test sets) and then averaged over classes.
computational requirements can be reduced from exponential to cubic complexity in the general case, and further reduced to quadratic complexity in special cases. The similarity between the DTA optimal and EUM optimal classifiers suggests a more fundamental connection. Indeed, Ye et al. [2012] showed that in the special case of F β , the DTA and EUM optimal classifiers as asymptotically equivalent as the number of test samples tends to infinity. A similar results can be shown for any classifier that satisfies the probability ranking principle. The details of the result will be included in the extended version of this manuscript. For future work, we plan to extend our analysis to multiclass and multilabel classification, to explore if and when the optimal classifiers take a simple form, and to design efficient classification algorithms. U Ψ (s * ; P) − U Ψ (s ′ ; P) is given by: Next applying the iid assumption on the labels, we have that P (z, y j , y k |x) = P (z|x)P (y j |x)P (y k |x), so that the equation further simplifies to:
z∈{0,1} n−2 P(z|x) Φ 1 n (#T P (z) + 1), v(s ′ ), 1 n (#p(z) + 1) − Φ 1 n #T P (z), v(s ′ ), 1 n (#p(z) + 1)
Note that for each z ∈ {0, 1} n−2 :
• Φ 1 n (#T P (z) + 1), v(s ′ ), 1 n (#p(z) + 1) can be interpreted as Ψ computed on the vectors y ∈ R n defined as {y i = z i ∀ i ∈ [n] \ {j, k}} ∪ {y j = 1} ∪ {y k = 0}, and s * ∈ R n (which is the assumed optimal).
• Φ 1 n #T P (z), v(s ′ ), 1 n (#p(z)+1) can be interpreted as Ψ computed on the vectors y ∈ R n defined as above and s ′ ∈ R n . By TP monotonicity of Ψ, for each z, the difference term Φ 1 n (#T P (z) + 1), v(s ′ ), 
