ABSTRACT A novel statistical method, referred to as the maximum entropy (MaxEnt) method is proposed in this paper for effective probabilistic modeling of crosstalk in multi-conductor transmission lines (MTLs). The principle of the MaxEnt method states that for the given information constraints, the probability distribution that has the MaxEnt is considered to be the most unbiased and reasonable one. As for low-and highdimensional spaces composed of the input random variables in MTL, the statistical moments of crosstalk required by the MaxEnt method as its information constraints are obtained through full-factorial numerical integration and sparse grid numerical integration, respectively. Then, a probability distribution model of crosstalk in MTL is established based on the MaxEnt method. Compared with the conventional Monte Carlo method, the proposed method can not only accurately predict the probability distribution and statistics of crosstalk in MTL but also considerably increases the computational efficiency. Therefore, the MaxEnt method is effective in modeling the probability distribution of crosstalk in MTL.
I. INTRODUCTION
In recent years, much attention has been devoted to the availability of simulation techniques that allow for the analysis of multi-conductor transmission lines (MTL), such as interconnects or cables, with the inclusion of the effects of the variability of geometrical or electrical parameters of the structures. Crosstalk is electromagnetic interference generated by the electromagnetic field interaction between MTL inside electrical and electronic systems. In severe cases, crosstalk reduces system reliability and safety and thus affects normal system operation. To ensure that a system exhibits good electromagnetic compatibility (EMC) performance, a probThe associate editor coordinating the review of this manuscript and approving it for publication was Haiwen Liu. ability distribution prediction model must be established to address the possibility that crosstalk may exist in actual situations because crosstalk is an important prediction target in the design of system EMC [1] . The classical Monte Carlo (MC) method has been applied to the analysis of crosstalk probability distribution with the inclusion of the effects of parameter uncertainties [2] - [4] . However, because crosstalk probability distribution is obtained with a large number of samples, the computational cost of the MC method is high, which severely limits the method's application in practical complicated situations. To solve this problem, polynomial chaos expansion [5] - [7] , reliability [8] , stochastic collocation [9] , stochastic Galerkin [10] , stochastic reduced-order model [11] , and other stochastic methods [12] - [15] have been applied to the uncertainty analysis of crosstalk in recent years.
Crosstalk statistics can obtained using these approaches at a lower computational cost compared with the MC method. However, intensive research on the detailed implementation of crosstalk probability distribution modeling methods has not been conducted to date.
The maximum entropy (MaxEnt) method provides a new way of constructing probability distribution models. The information entropy concept was proposed by Shannon [16] in 1948 and later extended and re-proposed by Jaynes [17] . Similar to kernel density estimation, the MaxEnt method is also a non-parametric probability distribution estimation method that does not presuppose the distribution type of the samples nor construct the candidate probability distribution set. However, it effectively overcomes the drawback that kernel density estimation relies excessively on limited sample information by introducing as little additional subjective information as possible. Therefore, probability distribution modeling based on the MaxEnt method has been successfully applied in many fields [18] - [20] . However, this method has not been applied to solve EMC problems.
In this work, the MaxEnt method is applied to the probabilistic modeling of crosstalk in MTL. Crosstalk statistical information (such as mean, standard deviation, and highorder original moments) for the MaxEnt method involved in the solution process (used as the given information constraints) are effectively calculated with full-factorial numerical integration (FFNI) and sparse grid numerical integration (SGNI) when the dimensionality of random variables in MTL belongs to low-and high-dimensional input spaces, respectively. A discussion of the above-mentioned scenario is introduced in Part II of this paper. A three-conductor transmission line system is used as a numerical example to apply the proposed method. The effectiveness and feasibility of the proposed method are verified through a comparison with the simulation results of the conventional MC method in Parts III and IV. Part V presents the conclusions of this work.
II. MAXENT METHOD-BASED STATISTICAL MODELING A. PRINCIPLE OF THE MAXENT METHOD
In information theory, entropy value is a measure of the degree of uncertainty. When only partial information is accessible, there are infinite numbers of uncertainty distributions that are consistent with the provided information, As shown in Figure 1 . Here we employ the maximum entropy principle to ascertain the belief reliability probability distribution [21] . The principle of MaxEnt method states that among all probability distributions that are consistent with the information contained in the data. the probability distribution that has maximum entropy contains no more information than that specified, and it is the closest to the true probability distribution.
For a random variable x with the unique probability density functions f (x) the entropy function is defined as where S is the information entropy of probability density function f (x) and R is the domain of variable x. The information constraints adopted by the MaxEnt method consist of two parts. The first part is the natural probability constraint. Only the normalization conditions that the probability density function needs to satisfy are discussed in this paper.
The other part originates from the statistics of the sample data. The constraints may be the expectation and/or specified statistical moments of higher orders and/or specified ranges for which the assignable probability density function is nonzero, besides the normalization condition.
where g i (x) is the constraint function and M i is the corresponding statistics of the sample data. Theoretically, the g i (x) form can be arbitrarily selected. However, the original moments are often used as the constraints, such as
Other scholars have proposed different constraints, such as triangular statistical moments (g i (x) = exp (−jnω 0 x)) [22] and the use of logarithmic mean (E(ln(x)) = M 1 ) as a constraint, to guarantee f (x) → 0 when x → 0 or x → ∞. After determining the constraints, probability distribution estimation based on the MaxEnt method can be regarded as an optimization problem.
The well-known Lagrange's method of undetermined multipliers is used to solve the optimization problem. VOLUME 7, 2019 The following Lagrangian function is introduced.
where λ i (i = 1, 2, · · · , m) are the Lagrange multipliers. The extreme value of Equation (5) is determined to solve this optimization problem. Therefore, the expression of the probability density function after the derivation of Equation (5) is
A set of nonlinear equations with m + 1 Lagrange multipliers can be obtained by substituting Equation (6) into Equations (2) and (3).
can be obtained by solving the nonlinear equations (7) and then substituted into Equation (6) to derive the probability density distribution function f (x) based on the MaxEnt method. The above analysis indicates that estimating the probability distribution using the MaxEnt method involves the following basic steps. (1) Select the constraint function g i (x). (2) Solve nonlinear equations with m + 1 Lagrange multipliers. Among them, the original moments (g i (x) = x i (i = 1, 2, · · · , m)) are selected as the constraint functions in this study. Zellner and Highfield [23] pointed out that under normal circumstances, fourth-order original moments (i = 4) can be used to satisfy engineering calculation requirements. The accuracy of probability distribution estimation cannot be effectively improved, and the convergence stability is reduced to i > 4. Nonlinear equations with m + 1 Lagrange multipliers (Equation (7)) can usually be solved by the Newton iterative method [24] . However, when the constraints are increased or g i (x) is complicated in form, the computational efficiency of the Newton iterative method is significantly reduced, and the method may not converge. The differential evolution algorithm [25] , one of the currently popular evolution algorithms, has been used to solve nonlinear equations by several scholars because it can be implemented easily and has few controllable parameters. Thus, it obtains an optimal unbiased estimate of the probability distribution based on the MaxEnt method.
The original moments, as the constraint functions of the MaxEnt method, play an important role in the accuracy of the probability distribution. The calculation method of the original moments when the input random variables belong to low-and high-dimensional spaces are introduced in Parts II-B and II-C, respectively.
B. CALCULATION METHOD OF STATISTICAL MOMENTS WHEN THE INPUT RANDOM VARIABLES BELONG TO LOW-DIMENSIONAL SPACE
FFNI is a typical numerical integration method [26] that is mainly used for statistical moment estimation. ''Full-factorial'' means to comprehensively combine 1D quadrature points corresponding to each input random variable to form d-dimensional quadrature points. The basic idea of the full-factorial numerical integration method is that from the 1D Gaussian integral form corresponding to each dimension of random variables, 1D integrals are used to solve the numerical integral (multidimensional integral) of the multivariate function through the direct tensor operation, and function statistical moment estimation is obtained.
First, the 1D Gaussian quadrature case (d = 1) is considered. According to numerical integration theory under deterministic conditions, the p-order original moment calculation of g(x) is equivalent to a quadrature process. It can be expressed as a Gaussian quadrature formula containing m quadrature points as follows:
where f X (X ) is the joint probability density function of a ddimensional vector of random variables X ; is the quadrature area of f X (X ); and l i and ω i are the nodes and weights corresponding to i th quadrature points, respectively. According to the Gaussian quadrature definition, (2m − 1) orders of algebraic precision can be obtained with m quadrature points through Equation (8) .
For the case where d > 1, (8) can be expanded based on univariate quadrature by the tensor-product rule on the full grid as follows
where
is the joint probability density function of the random variables and l i j and ω i j i j = 1, · · · , m j are the nodes and weights corresponding to the j dimension (j = 1, · · · , d) quadrature points, respectively. If the same number of quadrature points m are adopted in each dimension, then (2m−1) orders of algebraic precision can be obtained through Equation (9) . When calculating the d-dimensional quadrature, the key is to calculate the nodes l i and weights ω i of 1D Gaussian quadrature points, which can be achieved through momentmatching equations or the look-up table method. If the probability density function of random variables and the number of quadrature points m in each dimension are given, l i and ω i can be calculated through moment-matching equations, as shown in Equation (10) .
where M k is the k-order central moment of random variable X and can be obtained by the probability density function f X (x). µ and σ are the mean and standard deviation of X , respectively. Equation (10) is a system of nonlinear equations consisting of 2m unknown numbers and 2m equations. A unique solution can be obtained numerically after calculating the results of [27] conducted an in-depth study on how to solve these equations and proposed a general method. The relationship between nodes l i in Equation (8) and α i is expressed as follows:
The probability density functions of random variables with common distribution types, such as normal, uniform, and exponential distributions, have a similar form as the weights in Gaussian-Hermite, Gaussian-Legendre, and Gaussian-Laguerre quadrature formulas, respectively. Therefore, the normal, uniform, and exponential distributions of α i and ω i can be obtained based on Gaussian-Hermite, Gaussian-Legendre, and Gaussian-Laguerre quadrature formulas, respectively, as shown in Table 1 . For several common distribution types, the nodes and weights can be quickly obtained based on the nodes and weights of Gaussian quadrature formulas, which make up the look-up table method [28] .
In the table, α
, and ω
G−La i
denote the nodes and weights of the GaussianHermite, Gaussian-Legendre, and Gaussian-Laguerre quadrature formulas, respectively.
The specific steps of FFNI in calculating the statistical moments are given below.
Step 1: The number of quadrature points corresponding to each dimension of random variables m j (j = 1, · · · , d) is specified.
Step 2: The nodes and weights of 1D Gaussian quadrature points are calculated through moment -matching and look-up table methods. Step 3: In accordance with the ''full-factorial'' design idea, the direct tensor product is executed on the nodes and weights of 1D quadrature points. Then, the nodes and weights of d-dimensional quadrature points are obtained. Figure 2 shows the nodes and weights of d-dimensional quadrature points calculated by FFNI when m = 3 and d = 2.
Step 4: The performance function Y = g(x) is used to calculate the response value corresponding to each node in Step 3.
Step 5: The statistical moments of the performance function Y = g(x) is calculated, including mean µ Y , standard deviationσ Y , and original moments M p .
where N is the number of nodes of d-dimensional quadrature points and W i is the weight corresponding to the i-th d-dimensional node, which is equal to the weight product corresponding to the 1D nodes on each dimension at the node. If the number of quadrature points taken on each dimension of the random variables is equal to m, then the number of calls to the performance function is m d . This is also the main criterion to evaluate the efficiency of the uncertainty analysis method. Furthermore, the calculation of FFNI increases exponentially with the increase in the dimensionality of the input random variables (called ''dimensionality curse''). Therefore, FFNI is only suitable for solving low-dimensional problems, with d usually being not greater than 5. Computational accuracy is improved with the increase in the number of quadrature points in each dimension, but the amount of calculation also increases. m is usually not less than 3. Given that FFNI is based on the idea of the Gaussian quadrature formula, the statistical moments of the performance function can be obtained with relative accuracy, and FFNI shows strong robustness for different distribution types of the input random variables.
C. CALCULATION METHOD OF STATISTICAL MOMENTS WHEN THE INPUT RANDOM VARIABLES BELONG TO HIGH-DIMENSIONAL SPACE
The calculation method of statistical moments of the performance function for the input random variables belonging to the low-dimensional case has been introduced above. However, in actual situations, the input random variables (d ≥ 5) may belong to high-dimensional cases for different MTL systems. Therefore, the calculation method of the statistical moments of the performance function for the input random variables belonging to the high-dimensional case is discussed in this part.
SGNI can be traced back to the Smolyak algorithm proposed by the Russian mathematician Smolyak [29] . It is a numerical method extending from the 1D quadrature formula to the high-dimensional quadrature formula based on a special tensor product operation that is different from the direct tensor product operation used in FFNI. By decomposing the direct tensor product into the sub-tensor product then performing a special linear weighted combination, the method becomes highly suitable for high-dimensional problems because the number of quadrature points is reduced, and the ''dimensionality curse'' problem in FFNI is alleviated. The method has been successfully applied in many fields [30] - [32] .
In SGNI, the nodes (U i 1 ) and weights (ω i 1 ) of 1D quadrature points are calculated from the 1D quadrature formula. By performing a special tensor product operation on the basis of the 1D quadrature points in each dimension, d-dimensional sparse-grid quadrature points with k-level accuracy (k ≥ 0) can be obtained.
where q = k + d, and a high k value means high accuracy.
) and is called the multiindex, which determines the number of quadrature points m j configured in each dimension. |i| indicates the sum of these multi-indices (|i| = i 1 + · · · + i d ). The multi-index is limited to a certain interval by inequality, based on which all combinations of multi-indices that satisfy the condition q − d + 1 ≤ |i| ≤ q can be found. For general problems, sparse grids with an accuracy level of k = 2 or 3 can achieve high accuracy. The tensor product operation is also required in SGNI, similar to FFNI. However, the tensor product operation is special, as indicated by the sum of the multi-indices |i| that is limited within the range of q − d + 1 ≤ |i| ≤ q. The tensor product is only executed on the 1D quadrature points corresponding to the multi-index that meets the inequality requirement. This constraint automatically removes the quadrature points in FFNI that do not significantly contribute to the improvement of the preset quadrature accuracy. Therefore, the number of quadrature points and the computational cost can be considerably reduced.
From Equation (13) 
where ω After the nodes
are obtained, the integration of the performance function can be calculated based on the Gaussian quadrature formula.
Equation (15) has a (2k + 1) order polynomial accuracy. The specific steps of SGNI in calculating the statistical moments of the performance function are given below.
Step 1: Calculate all the combinations of multi-indices that satisfy the inequality q − d + 1 ≤ |i| ≤ q.
Step 2: Obtain the nodes and weights of Gaussian quadrature points in each dimension by using moment-matching equations or the look-up table method.
Step 3: Use Equations (13) and (14) to calculate sparse-grid quadrature point L i and weight ω i .
Step 4: Calculate the statistical moments of performance function Y = g(x), including mean µ Y , standard 
In the statistical moment calculation method based on SGNI, the nodes and weights of d-dimensional quadrature points are obtained from the 1D quadrature points with the highest probability and by using the special tensor product rule unique to SGNI, which conducts the statistical moment calculation of the performance function when the input random variables belong to high-dimensional space [33] . Table 2 indicates that ''dimensional disaster'' can be effectively alleviated by SGNI to increase computational efficiency.
In Part II, the MaxEnt method for the probability distribution modeling of crosstalk in MTL is introduced, and the statistical moment calculation method of crosstalk is studied when the input random variables belong to low-and highdimensional spaces.
III. DETERMINISTIC SYSTEM
The three-conductor transmission line system shown in Figure 3 is a typical representative of MTL. It is composed of the excitation source, a generator wire, a receptor wire, the reference ground, and termination impedances. The generator and receptor wires are uniform and lossless, and excitation source voltage V S = 1 V. L 1 and L 2 denote the lengths of the generator and receptor wires, respectively. h 1 and h 2 denote the height of the generator and receptor wires, respectively, and d is the distance between the generator and receptor wires. r 1 and r 2 denote the radii of the generator and receptor wires, respectively. R S and R L denote the source impedance and load impedance of the generator wire, respectively. R NE and R FE denote the near-and farend impedance of the receptor wire, respectively. To facilitate crosstalk analysis, the three-conductor transmission line system model is simplified. Let L = L 1 = L 2 = 7 m, H = H 1 = H 2 = 10 mm, r = r 1 = r 2 = 1.024 mm and R = R S = R L = R NE = R FE = 50 . Usually, we focus on the near-and far-end crosstalk of the receptor wire for the three-conductor transmission line system. When the above parameters are determined, the crosstalk voltage (current) of the receptor wire can be calculated through MTL theory, as shown in [34] , and is not repeated herein. With the MATLAB programming, it was called as ''crosstalk calculation program'' in this paper.
In practice, the probability that the parameters that affect crosstalk are uncertain could be high due to objective reasons, which may increase the crosstalk variation range to tens of dB [35] . This condition considerably affects the electromagnetic compatibility of the system. The related theories in Part II are combined to establish a probability distribution model specific to the example of the three-conductor transmission line system above. The stochastic and deterministic variables for each parameter affecting crosstalk are listed in Table 3 .
IV. NUMERICAL VALIDATION AND DISCUSSION
In this section, the three-conductor transmission line system in Part III is used as an example to establish the probability distribution model of crosstalk through the MaxEnt method under the condition that the random variables for each parameter affecting crosstalk belong to low-and high-dimensional spaces. The effectiveness and feasibility of the proposed method are verified through a comparison with 10,000 MC simulation results.
A. RANDOM H AND D
For the three-conductor transmission line system shown in Figure 2 , the crosstalk probability distribution, with transmission line height (H ) and distance (d) as the random variables, is established through the MaxEnt and FFNI methods. Let H and d be independent random variables that obey a normal distribution. That is, H ∼ N (10 mm, (0.5 mm) 2 ), Then, the three-conductor transmission line system is adopted as an example to establish the probability distribution model of crosstalk in which the input random variables belong to low-dimensional spaces when f = 50 MHz. Figure 4 . The nodes of 2D Gaussian quadrature points in FFNI are evenly distributed in the range of the 10,000 MC sampling results, and the weights of quadrature points in FFNI are large when the probability of the MC sampling results is large. Meanwhile, the nodes of 2D Gaussian quadrature points in FFNI with a small probability of occurrence of the MC sampling results have small weights, which are consistent with the real situation.
Third, the 9 and 25 quadrature points in FFNI at m = 3 and m = 5 are respectively substituted into the crosstalk calculation program to obtain the corresponding crosstalk value. Then, the corresponding statistical moments of the near-and far-end crosstalk voltages are obtained by substituting the corresponding weights into Equation (12) and comparing them with the 10,000 MC simulation results when f = 50 MHz. To obtain good comparison results, the effective number of calculation results is taken as 8 bits, as shown in Table 4 . Fourth, the MaxEnt method is used for the probability distribution modeling of crosstalk in the three-conductor transmission line system. The data of m = 3 and m = 5 in Table 4 are substituted into the nonlinear Equation (7) to obtain the Lagrangian multipliers, as shown in Table 5 . Then, the probability distribution of near-and far-end crosstalk voltages with H and d as the input random variables can be obtained by substituting the obtained Lagrangian multipliers λ i (i = 0, 1, · · · , 4) into Equation (6) when f = 50 MHz, as shown in Figure 5 . With a CPU of 3.7 GHz and RAM of 32 GB, the computational time and sample size of the FFNI (m = 3 and m = 5) and MC method are given in Table 6 . to demonstrate the efficiency of the MaxEnt method in probabilistic distribution modeling of crosstalk in multi-conductor transmission lines.
The above analysis indicates that the MaxEnt method and FFNI can realize probability distribution modeling of crosstalk in the three-conductor transmission line system under the condition that the parameters affecting crosstalk as the input random variables belong to a low-dimensional space. FFNI can achieve statistical moments and probability distribution results equivalent to the accuracy of 10,000 MC simulation results with only a few calls (9 and 25 times when m = 3 and 5, respectively) to the crosstalk calculation program, thereby greatly improving the computational efficiency of probability distribution modeling of crosstalk. For FFNI, no obvious effect on the improvement of computational accuracy is observed when m = 5 compared with the situation when m = 3. Instead, more calls to the crosstalk calculation program are needed, which decreases the computational efficiency. Therefore, the selection of m = 3 as the number of 2D Gaussian quadrature points enables a computationally efficient and computationally accurate probability distribution modeling of crosstalk. The crosstalk probability distribution at each frequency point in the frequency domain can be obtained via the steps shown above. In addition, because the mean and standard deviation of crosstalk at each frequency point can be obtained by FFNI (m = 3), the range of crosstalk variation can be estimated with [µ − 3σ, µ + 3σ ]. In this example, crosstalk is calculated in the frequency domain variation range of 1-100 MHz, as shown in Figure 6 . The figure shows that except for a few extreme cases, the range of [µ − 3σ, µ + 3σ ] basically includes the range of crosstalk variation. Similarly, compared with the conventional MC method, FFNI can predict the accurate variation range of crosstalk with a small computational cost. The three-conductor transmission line system is used as an example to establish the probability distribution model of crosstalk in which the input random variables belong to low-dimensional space when f = 50 MHz. The statistical moments, such as the first four-order original moments and the standard deviations of crosstalk, are calculated through SGNI. A sparse grid with an accuracy level of 2 (i.e., k = 2) is used, and multi-exponential combination |i| needs to satisfy the inequality condition 3 = q−d +1 ≤ |i| ≤ q = 7, which indicates that 66 combinations of 5D quadrature points exist in each dimension. Next, the d-dimensional nodes and weights for each set of multi-exponential combinations that satisfy the requirements are calculated. The weights of 5D quadrature points corresponding to each group of multi-exponential combinations must be substituted into the corresponding total weights in Equation (14) . Then, the 66 sets of 5D quadrature points are substituted into the crosstalk calculation program to obtain the corresponding crosstalk value. When f = 50 MHz, the relevant statistical moments of the near-and far-end crosstalk voltages can be obtained by substituting the total weights and corresponding crosstalk values into Equation (16) . To better compare the calculation results of FFNI and 10,000 MC simulation results at m = 3, the effective number of the calculation result is set as 8 bits, as shown in Table 7 . Next, the data in Table 7 are substituted into the nonlinear equations shown in Equation (7), and the Lagrangian multipliers λ i (i = 0, 1, · · · , 4) are obtained by solving the equation as shown in Table 8 . The probability distribution of crosstalk when H , d, L, V S , and R are the input random variables can be obtained when f = 50 MHz by substituting them into Equation (6) . With a CPU of 3.7 GHz and RAM of 32 GB, the computational time and sample size of the SGNI(K = 2), FFNI (m = 3) and MC method are given in Table 9 . to demonstrate the efficiency of the MaxEnt The above analysis shows that the MaxEnt method and SGNI can realize probability distribution modeling of crosstalk in the three-conductor transmission line system under the condition that the parameters affecting crosstalk as the input random variables belong to the high-dimensional space. SGNI can achieve statistical moments and probability distribution results equivalent to the accuracy of 243 FFNI and 10,000 MC simulation results with only 66 calls to the crosstalk calculation program, which greatly improves the computational efficiency of probability distribution modeling of crosstalk. Meanwhile, the calculation requirements can be satisfied with SGNI of 2-level accuracy (i.e., k = 2). The accuracy level does not need to be increased to avoid wasting computational resources. The crosstalk probability distribution at each frequency point in the frequency domain can be obtained through the above steps. In addition, considering that the mean and standard deviation of crosstalk at each frequency point can be obtained by SGNI (k = 2), the range of crosstalk variation can be estimated as 1-100 MHz in the frequency domain, as shown in Figure 8 . Similarly, except for a few extreme cases, the simulation results of the MC method are well covered by the boundaries of the [µ − 3σ, µ + 3σ ] range. Compared with the conventional MC method, SGNI can predict the accurate variation range of crosstalk with a small computational cost.
V. CONCLUSION
In this work, the MaxEnt method is applied to establish a probability distribution model of crosstalk in multiconductor transmission line systems. The probability distribution of crosstalk and the related statistical information of crosstalk (such as mean, standard deviation, high-order original moments, and crosstalk variation range) are discussed through the MaxEnt method combined with FFNI and SGNI when H , d, L, V S , R, and r serve as the random variables in low-and high-dimensional input spaces. In the crosstalk calculation example of the three-conductor transmission line system under consideration, the comparison with the conventional MC method shows that the proposed method can reduce the number of calls to the crosstalk calculation program while ensuring calculation accuracy, thereby greatly improving the computational efficiency and verifying the feasibility and effectiveness of the proposed method. The statistical information of crosstalk in MTL obtained by the proposed method can provide an effective reference and assistance for EMC engineers in EMC design and in the rectification of systems (such as aircraft, vehicles, and ship inspections). His research interests include the research and development of heavy-load rotor UAV platform, aero-geophysical technique using rotor UAV, and fundamental study of EMC in aeromagnetic survey. 
