Understanding the performances of backoff algorithms in multihop ad hoc networks is a key feature to design efficient medium access protocols. The 802.11 binary exponential backoff algorithm and all the enhancements done to this algorithm have been studied in depth in a single hop context. Very few analytical studies are carried out on 802.11 backoff algorithms in a multi-hop context due to the difficulty of modeling. In this paper we propose an analytical study, based on a stochastic process algebra, of four backoff algorithms on two multi-hop scenarios. Performances of each backoff algorithms are computed from efficiency and fairness point of view.
INTRODUCTION
IEEE 802.11 [1] is the most widespread technology for both wireless LAN and ad hoc networks. The 802.11 MAC protocol has been studied in the point of view of both performances and fairness issues leading to many modifications of the binary exponential backoff to improve these criteria. But, both simulation and experimental studies show their limitations to study 802.11. Theoretical studies appear to be the main way to understand these networks. The use of new analytical tools have been suggested because of the inherent complexity of multi-hop ad hoc networks.
Recent works try to evaluate the performances of the 802.11 backoff algorithms in multi-hop ad hoc networks using analytical model, but the complexity of ad hoc networks topologies, the huge space state of stochastic models lead to important limitations from both performance metrics and models re-use point of view. In this paper we propose to evaluate the performances of four backoff algorithms, based on a stochastic process algebra named PEPA (Performance Evaluation Process Algebra) on two multi-hop scenarios. Performance and fairness are also derived.
This paper is organized as follow : in section 2, we review the literature about performance evaluations of backoff algorithms in multi hop context. Background knowledge about PEPA and 802.11 are introduced in section 3. The backoff algorithms and the scenarios we study are described in section 4. Models are given in section 5. The performance evaluation results are discussed in section 6 before the conclusion in section 7.
RELATED WORKS
Because the Bianchi's analysis of the Binary Exponential Backoff (BEB) [3] is only designed for single hop networks, it is not discussed. If this approach provides an accurate analysis of backoff algorithms in single-hop networks context, it is hard, not to say impossible, to extend it to multi hop context. [9] provides a qualitative analysis of the hidden terminals problem using a Markovian approach: only fairness is studied. As far as we know this is the first analytical work taking into account the multi-hop context but it is not extensible to other multi-hop scenarios (like the 3-pairs one) because of the assumptions and the abstractions made to build the model. The proposed analysis only focuses on the BEB algorithm. [11] proposes a more general work about the hidden terminals problem using a stochastic process algebra. Both qualitative (fairness) and quantitative (throughput, etc.) performance evaluation metrics are proposed. Two backoff algorithms are also studied in this work. This approach exhibits some interesting properties that make the study of different backoff algorithms easier.
[8] provides a general approach to study backoff algorithms and different networks topologies using a stochastic process algebra. [11] extends this work with a more complete model where medium interactions, carrier sense protocols and backoff algorithms are modeled through a generic approach allowing depth studies of ad hoc networks. The study of the BEB in case of the 3 pairs scenario and hidden nodes configuration are provided. The 3 pairs scenario was firstly studied in [5] but it was very restrictive: extending this work to another scenario is impossible. The studies [8] and [5] give some accurate results on the 3 pairs scenario, but in this work, we give more results such as short time fairness and EIFS/DIFS use. [6] proposes the analysis of both the classical and the asymmetric hidden terminals scenarios. The asymmetric hidden terminal scenario was first highlighted in [2] . The proposed analysis is based on renewal and reward process and allow to derive quantitative metrics such as throughput. One more time, it is very difficult to extend this work to study different backoff algorithms. In our work, we propose the analysis of this scenario from a qualitative and a quantitative point of view. More, we consider four backoff algorithms.
The literature shows some interesting works about the analysis of multi hop ad hoc scenarios. But, in our point of view, these works are not flexible enough to allow the study of different backoff algorithms and they are not suited to study different ad hoc scenarios (except [11] ). In this paper we propose the analysis of the 3 pairs scenario and the Asymmetric Hidden Terminal scenario using the same tool and the same model as proposed in [11] . We also extend our analysis to 4 backoff algorithms.
3. BACKGROUND 3.1 802.11 DCF The 802.11 Distributed Coordination Function is based on Carrier Sense Multiple Access with Collision Avoidance. Before emitting a frame on the wireless medium, the nodes sense the channel to determine whether it is free or not. The medium has to be free, during a constant period time called DIFS or EIFS in some conditions (see [1] ). If a frame is received with an incorrect MAC checksum (FCS) value, due to interferences or the distance between nodes, the DIFS waiting time is replaced by the EIFS, which is more than 7 times DIFS delay. In addition to DIFS (or EIFS), nodes have to wait a random time called backoff during which the medium shall stay free to avoid collision between multiple transmitters. At the end of this time (DIFS + Backoff) the frame is transmitted. If during this time the medium becomes busy, the frame transmission is deferred until the medium becomes free again.
The backoff time is decremented by discrete slots of duration 20μs when the medium is free. If the medium becomes busy, the decrement process is frozen and will be resumed as soon as the medium becomes free again with the remaining number of slots. When the backoff value reaches 0 the frame is emitted. For each new frame, a new random slot number is drawn.
When a transmitter gains access to the medium, the whole frame is transmitted. Collisions can occur when two transmitters draw the same backoff. Due to the radio medium property, collision detection is not possible. Nodes can only be aware of the correct transmission of a frame by the reception of the corresponding acknowledgment.
The number of backoff time slots is uniformly drawn in a defined interval called the contention window. 802.11 uses the binary exponential backoff to manage it. After each successful transmission, the contention window is set to [0, CW min − 1] (initial value of CW min = 32). When i successive collisions occur, the contention window is set to [0; min(1024, 2 i * CW min − 1)]. If i > 7, the contention window is set to its initial value and the current transmission is canceled. It is the retry limit of the BEB algorithm.
Performance Evaluation Process Algebra

The formalism syntax
A system is viewed as a set of components which carry out activities. Each activity (α, r) is characterized by an action type α and an activity rate r which is exponentially distributed. Because of the exponential distribution of the activity duration, the underlying Markov process of a PEPA model is a continuous time Markov chain [7] . PEPA formalism provides a set of combinators [7] which allows expressions to be built, defining the behavior of components. Below, we introduce only the combinators we use.
Constant: S def = P Allow to assign name and behavior to component. The behavior of component P is assigned to S.
Prefix: S def = (α, r).P After S has carried out the activity (α, r), it will behave as component P . In the case of cooperation or shared activities, the activity rate α is not defined ( ) and is outside the control of this component and is determined by another component. Such actions are carried out jointly with another component.
Choice: P +Q It models competition between components. The system may behave either as component P or as Q. All current activities of the components are enabled. The first activity to complete distinguishes one of these components, the other is discarded.
Cooperation: P £ ¡ L Q It allows the synchronization of components P and Q over the activities in the cooperation set L. Components may proceed independently with activities whose types do not belong to this set. In a cooperation, the rate of a shared activity is defined as the rate of the slowest component. The rate of an activity may be unspecified for a component ( ): the rate of this shared activity is defined by the other component in cooperation.
The Markov Process
In a PEPA model, when a component P carries out an activity (α, r) and subsequently behaves as component P , P is said to be a derivative of P . From any PEPA component P , the derivative set (ds(P )), is the set of derivatives (behaviors) which can evolve from the component. This set is defined recursively. From the derivative set, we can construct the derivation graph. The derivation graph is a directed multi-graph whose set of nodes is ds(P ) and whose arcs represent the possible transitions between them. The underlying Markov process of a PEPA model is a continuous time Markov process. The generation of this process is based on the derivation graph. A state is associated with each graph node and the transitions between states are derived from the arcs of the graph.
Solving the Markov chain
PEPA is supported by different tools such as PEPA Workbench or PRISM [10] . From a PEPA model, PRISM provides the stationary distribution of the aggregated underlying Markovian process.
BACKOFF AND SCENARIO
The backoff algorithms
The 4 backoff algorithms we study are presented in figures 1, 2 2) BEB inverted (figure 2): BEB inverted is like the classical 802.11 backoff algorithm but the contention window is reduced upon a collision and increased upon a successful transmission. The contention window size is computed as BEB. As opposed to BEB, the initial contention window of BEB inverted is set to the maximum. The goal is to provide more fairness.
3) Double Increase Double Decrease (figure 3): The DIDD algorithm [4] is the easier way to modify the aggressive behavior of BEB upon a successful transmission. The contention window size is computed like in BEB. DIDD does not have any retry limit. 
The scenarios
1) The 3 pairs scenario is depicted in figure 5 . The two external pairs are fully independent and the central pair can be in communication range (using DIFS) or in carrier sensing range (using EIFS) with the external pairs. The central pair can access to the medium if the silent period of the two external pairs overlap at least for a (DIF S or EIF S + backof f ). Thus, the central pair can never access to the medium. In this scenario, we made the assumption that collisions can never occur, this is due to the short distance between the emitter and its associate receiver: when the central pair and one (or two) of the external pair access to the medium the signal to noise ratio is sufficient to decode the packets correctly. 2) The Asymmetric Hidden Terminal is depicted in figure 6 . The transmissions of the P air 1 have to fit in the silent period of the P air 0 to succeed. Depending on the packet size sent on P air 1 this can never happen, leading to a high collision rate. In this work, we do not study the RTS/CTS access method because it is close to small packet transmissions. 
MODELLING METHODOLOGY
The methodology used to evaluate the backoff algorithms is based on the stochastic process algebra PEPA described in section 3. PEPA has two key properties: the compositional approach allowing the study of complex system and its space-state reduction method. We also define two performance metrics to evaluate each backoff algorithm: an efficiency metric computed as the probability of successful occupation of the medium and a fairness metrics which indicates the monopolization of the medium by a node.
The PEPA model
Our model is divided into three components: one for the CSMA protocol used in 802.11; a second one dealing with the backoff algorithm; and the last one to model both the medium and the nodes interaction. By dividing our model in such a way we make our model more flexible and reusable.
The nodes
The node model represents the CSMA protocol. In this component, we should model model how the node may interact with its neighborhood. When a mutual exclusion system is used to access to a shared resource as for the 3 pairs scenario, the node is modeled as follow:
The action free is an action with a negligible rate that represent the medium state. If the medium is free, a node can be synchronized with it and thus can begin its sending phase. The occ action is used to represent the acquisition of the channel by another node. Each transmitter of the 3 pairs scenario is modeled with this component.
When the transmitters are fully independent, a mutual exclusion system is not required. The following model is used for the asymmetric hidden terminal scenario.
E i 00x refers to the pair number i. The actions dif s and eif s are used to model the use of EIFS or DIFS in 802.11. Because PEPA is a stochastic paradigm, the rate of an action type linked to a static value of 802.11 (DIFS, EIFS, ...) should follow an exponential distribution. db is a synchronization action used to compute the backoff time. transmit, ack, and collision are the different state linked to a transmission. transmit is the state where the node takes possession of the medium, ack models the reception of an acknowledgment and collision specifies that the transmission fails. The coll i and succ i actions are synchronized and make the backoff component evolving to another state. For any other information and detail on each action please refer to the paper [11] .
The backoff algorithm
...
..
The component BO i x is associated to the node i, and models the BEB algorithm used in 802.11. 8 transmission attempts are allowed. The rate of the activity db i , called f j−j∈{0,5} , depends on the number of consecutive collisions the current transmission has undergone. Because of the memory-less property of the exponential distribution, the mean of f j is the mean duration time of the contention window with j collisions. It means that f 1 is the mean duration time of the backoff before the first transmission. f 1 is associated to the initial contention window [0.. . The synchronization action coll i (resp. succ i ) is associated to the evolution of the backoff upon a collision (resp. successful transmission).
It is easy to modify the backoff algorithm and to extend the component in order to model DIDD and MILD. The only constraint is to maintain the synchronization actions coll i and succ i . But, due to a lack of place, these models are not presented.
The medium
All activities of this component are shared with the nodes. This component models the complete interaction between each node (the network topology). The following component represents the medium for the 3 pairs scenario. In this component the packet transmission of the external pairs is divided into four equal steps due to the atomic behavior of PEPA. The synchronization actions with suffix 0 and 2 stand for the two external pairs. This feature allows to distinguish the occupation of each external pair. Med 00 00 represents the initial state of the medium. The action free is a synchronization with node specifying that the medium is still free. After the action free the medium goes back to Med 00 00 . A node takes possession of the medium with a transmit action. If the central pair takes possession of the medium, the two external pairs can not access to the medium (Med 00 01 ). On the other hand if an external pair accesses to the medium, the other external pair can also access to the medium, this is represented by the choice of the three actions frag, free, and transmit (for example in Med 00 04 ). From Med 00 04 , P air2 can get access to the medium even if P air1 is transmitted a packet. The remaining time transmission for P air1 is first finished in Med 00 07 , then the medium behaves as component Med 00 10 . From Med 00 10 , P air1 can get access to the medium, and so on. The components from Med 00 02 to Med 00 08 are associated to P air1 when it transmitter accesses to the medium before P air2. On the other hand, from Med 00 09 to Med 00 15 the medium is first accessed by P air2. The previous component is for the asymmetric hidden terminal scenario. In this scenario the transmission of P air0 always succeed but the transmission of P air1 can collide. To represent these two areas around these nodes, we introduce a fragmentation on the data transmission (successful or colliding), and we differentiate the transmission of each node. For example, when P air0 access the medium in Med 00 3 , P air1 can also transmit a packet making the component evolving to Med 00 11 . In Med 00 11 , the remaining time for the P air0 packet successful transmission is drawn, and the medium behaves as component Med 00 18 . This state is already a collision state for P air1 because the transmission of the 2 pairs overlaps. In this state, Med 00 18 , P air0 can transmit a packet again, that make the component evolves to Med 00 14 . In this state, the remaining collision time is drawn for P air1, and so on.
The general model
The general model, denoted Scenario, represents the interactions between components. For the 3 pairs scenario we have the following general model.
Where E i 000 is the node model using mutual exclusion, Med 00 00 is the medium model for the 3 pairs scenario and BO i 0 is linked to the backoff algorithm. The cooperation sets are defined as: The next general component models the asymmetric hidden terminal scenario.
Where E i 000 is the node model without the mutual exclusion, Med 00 00 is the medium model for the asymmetric hidden terminal scenario and BO i 0 is linked to the backoff algorithm. The cooperation sets are defined as:
The efficiency metrics
The efficiency is measured using the Medium and the Node components. The Medium expresses the state of the medium and these states can be classified in 3 categories. 1) The Idle state represents the state where there is no activity on the medium. 2) The Collision state is linked to the collision in the medium.
3) The last state is for successful transmission and it is measured using both Medium and Node components. This state is the probability of a successful transmission in the ad hoc network. Based on this probability, we can derive the aggregated throughput of the network and the throughput of each pairs.
The fairness metrics
The first fairness metric compares the throughput of each pairs of emitter/receiver. This is a long term fairness measure. From our model this metric can be computed from the medium state distribution.
We have also introduced a short term fairness metric. It tries to capture the behavior of each pair while considering successive successful transmission. This metrics, denoted α i , is the probability for the i th transmission to succeed while the [1 . . . (i − 1)] succeeded and are from the same pair of transmitter/receiver. An increasing α i is an unfair behavior because a node may monopoly the medium. On the opposite, a decreasing value of α i is a fair behavior. Having α i constant with a value close to 1/N umber of F lows leads to fairness because at each i th transmission all transmitters have the same probability to access correctly the medium (see [11] for more details). 
The Asymmetric Hidden Terminal scenario
The figures 9 and 10 show the successful transmission for P air 0 and P air 1 respectively depending on the packet size. The successful probability for P air 0 is equal for BEB, DIDD, and MILD algorithms. This is due to the collision free situation of P air 0 because the 3 cited backoff algorithms have the same initial contention window. The BEB inverted algorithm has very low successful transmission probability compared with the 3 other backoff algorithms because its initial contention window is equal to the maximal contention window size. The four curves are increasing due to the increasing time to transmit large packets.
The curves on figure 10 are different because the P air 1 can encounter many collisions. Opposed to figure 9, the most efficient algorithm for P air 1 is BEB inverted, it is because a P air 1 's transmission has to fit in the silent period of P air 0 to succeed. As the initial contention window of P air 0 is always the maximal contention window (due to the collision free situation), the packet of P air 1 fits easily in the silent period of P air 0 . That is also why the probability of successful transmission for P air 1 increases when payload increases. More, for the 3 other algorithms the probability of successful transmission decreases because when the packet size increases, the probability for this packet to fit in the silent period of the P air 0 (this silent period is packet independent) decreases. The probability of successful successive transmission is better for BEB than for MILD and DIDD, this is due to the retry limit process and the backoff stage reduction of the BEB: due to this retry limit, the P air 1 can potentially send more packet than MILD and DIDD because the mean duration of backoff time will be smaller for BEB. The figure 11 shows the collision probability for P air 1 depending on the packet size. This probability is the time spent by P air 1 during collision. BEB inverted has the smallest collision probability (because of the reasons listed above), and DIDD and MILD have roughly the same collision probability. BEB has the higher collision probability due to its decreasing process and the retry limit because BEB will send more packet than MILD and DIDD. A second interesting result from both the figures 9 and 10 is the fair behavior of the BEB inverted algorithm. We note that the successful transmission probability for P air 0 and P air 1 are roughly equal. Another result that arise from these two figures is the unfairness of BEB, DIDD and MILD. These figures show that the throughput of P air 0 and P air 1 , derived from the successful transmission probability, are very different.
This fairness/unfairness behavior are illustrated by the figures 12 and 13. These figures plot the proportion of successful and collision transmission over the total number of transmission for P air 1 . We have not plotted this proportion for P air 0 because we can eas- ily deduce that the collision proportion is equal to 0 and the successful transmission proportion is equal to 1 whatever the packet size is. These figures show that BEB inverted is the fairest backoff algorithm because its successful proportion is close to 1 and its collision proportion is close to 0 even if the successful transmission decreases with the increasing packet size, and the collision proportion increases with increasing packet size. For BEB, MILD and DIDD this proportion are roughly equal. The successful proportion reduces when the packet size increases because the probability for the packet of P air 1 to fit in the silent period of P air 0 decreases. We can see that for a packet size equal to 600 bytes the collision proportion is close to 1.
The figure 14 shows the probability for Pair 1 to access the medium successively with successful transmission considering a packet size of 1000 bytes. This figure illustrates the α i for P air 1 . α i is constant for BEB inverted with a value close to (1/N umber of flows). This means that BEB inverted has a fair behavior from both short term and long term point of view. BEB and MILD have a constant small value of α i that means that BEB and MILD do not exhibit fairness in this context, but at short term BEB and MILD can be seen as a fair algorithms. Finally, the α i value of DIDD is very small but increases with the value of i: from both long term and a short term point of view DIDD is unfair.
The last result about the asymmetric Hidden Terminal scenario is the backoff distribution. The figure 15 shows the probability for a transmitter to be in each backoff stage (for a packet size of 1000 bytes). The results for figure 15 is only for P air 1 because this probability for P air 0 is trivial in such a way that P air 0 never encounter collision. As describe in the previous section, the MILD backoff has 32 stages, and for the sake of legibility, we have only plotted 5 backoff stages that correspond to the same contention window value of the other backoff algorithms. Also for the sake of legibility the last three backoff stages of BEB are grouped in only one stage. We can see from these curves that for BEB, DIDD and MILD, the probability is higher for large contention window. This is due to the number of collisions. From this result we can deduce some fairness properties because the backoff stage of P air 1 is in higher stage but the backoff stage of P air 0 is linked to a smaller contention window. With the BEB inverted algorithm, the backoff distribution is concentrated like the three other backoff algorithms because the initial contention window is the largest backoff stage. BEB inverted does not exhibit fairness issue from backoff algorithm distribution because the backoff distribution of each pair is the same. For BEB, the probability to be in the largest contention window is smaller than for the other algorithms due to the retry limit. In this scenario, introducing fairness can improve the efficiency. Introducing this fairness is not easy because of the independence of the two transmitters. A way to solve fairness is to introduce a scheduling between each pair. But, in a multi hop ad hoc context without any synchronization assumption, the use of a distributed scheduling is not so easy.
The 3 pairs scenario
As with the Asymmetric Hidden Terminal scenario we derive some performance evaluation metrics for both quantitative (throughput) and qualitative (fairness) aspects. In this section we show two kind of results with some different topology characteristics. The first case is when DIFS is used between the external pairs and the central one whereas the second case is when EIFS is used instead of DIFS. If we want to model the use of DIFS use between the central pair and one of the external pair, and an EIFS use between the central pair and the other external pair, the proposed model should be modified in order to use two medium models between the central pair and the external pairs.
The figures 16 and 17 show the results for the 3 pairs scenario when DIFS is used. As there is no collision in this scenario, the BEB, DIDD, MILD backoff algorithms have exactly the same behavior. When the packet size increases, the success rate also increases for the four backoff algorithms. This is a normal behavior because when the payload increases, so is the occupation time. The figure 16 shows the success transmission rate for P air 0 and P air 1 . BEB inverted has a long term fairness behavior because the two pairs have roughly the same success transmission rate. It is because the backoff window of the BEB inverted algorithm is large enough to allow the central pair to decrement its backoff. On the other hand, BEB, DIDD and MILD exhibit an unfair behavior: this is because the backoff window is too small to overlap and thus to allow the backoff decreasing process of the central pair.
The figure 17 shows the α i probabilities for the central pair (P air 1 ). The BEB inverted algorithm is fair from a long term point of view because α i is constant and close to 1/2. Here 1/2 is the fair value and correspond to a max-min allocation. On the other hand, the three other backoff algorithms exhibit an unfair behavior from a long term point of view because the value of α i is far from the 1/2 value. But from a short term point of view, the three backoff algorithms have a fair behavior because α i is constant.
The results when EIFS is used are shown in figures 18 and 19. As EIFS is at least 7 times larger than DIFS, one may think that the success probability when EIFS is used has to be 7 times lower. This is not the case because EIFS is only used by the external pair when the central pair accesses the medium.
The figure 18 shows the success rate for P air 0 and P air 1 . As in figure 16 the unfair behavior of BEB, DIDD and MILD is shown whereas the fair behavior of BEB inverted is highlighted. Compared to the results using DIFS, the use of EIFS make unfairness worse.
The figure 19 shows the α i evolution for the central pair when EIFS is used. The fair behavior of BEB inverted from long term and short term point of view is shown. BEB, DIDD and MILD exhibit an unfair behavior from short term view point because α i is increasing. From a long term point of view, BEB, DIDD and MILD have a roughly fair behavior. This is because when the central pair accesses to the medium, the external pairs use EIFS before decreasing their backoff. The short term unfairness is due to the EIFS which is equal to 356μs whereas the mean backoff time added to DIFS is equal to 360μs (for the central pair): the central pair have an high probability to send successive successful transmission. We have to notice that when plotting α i we did not plot the probability to send the first packet, we can not express this probability due to our model, but we can deduce from the figure 18 that this probability is not very high. If we suppose that this probability is at the maximum equal to 1/3, a strong short term fairness because the successful transmission probability of the second packet is equal to 40%. Based on these results, a trade off to find between fairness and efficiency is highlighted. This trade off is not easy to find because we have to introduce an asymmetrical behavior according to the pair in order to fight against asymmetry.
CONCLUSION AND PERSPECTIVES
In this paper we have presented an analysis of four backoff algorithms in multi hop ad hoc scenarios: the 3 pairs and the asymmetric hidden terminals. We evaluate the performances of these four backoff algorithms from a qualitative point of view, using a fairness metric, and from quantitative point of view, using an efficiency metric. This work falls under the continuity of the work proposed in [11] . The difference between this paper and [11] is the studied scenario and backoff algorithms. More improvements can be done using our model to derive other metrics and to model other scenario such as an asymmetric 3 pairs scenario where the external pairs are in EIFS whereas the central pair uses DIFS.
From our analysis we can say that the algorithms proposed in the literature are not efficient and/or fair in some multi hop ad hoc networks. The problem to design an efficient and fair backoff algorithm for multi hop ad hoc context is at this time an open issue. The analysis of the existing backoff algorithms in multi hop ad hoc networks is the first step to do so.
The next step of this work is to associate some backoff algorithms characteristics such as retry limit, decreasing and increasing process to some performance metrics such as fairness, and efficiency.
