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V prvnı´ rˇadeˇ bych ra´d podeˇkoval sve´mu vedoucı´mu te´to pra´ce Ing. Pavlu Kro¨merovi,
Ph.D. za jeho cˇas, hodnotne´ radyaprˇipomı´nky, ktere´mivelicepomohlyprˇi vypracova´va´nı´
te´to diplomove´ pra´ce. Da´le patrˇı´ podeˇkova´nı´ „plagia´toru˚m“, kterˇı´ vytvorˇili cˇa´st sady
testovacı´ch dat, a take´ prˇa´telu˚m a kolegu˚m za motivova´nı´ prˇi psanı´. Pra´ce je veˇnova´na
rodineˇ, prˇa´telu˚m, mı´stnı´m i zahranicˇnı´m, a nejblizˇsˇı´m, kterˇı´ meˇ podporovali, inspirovali,
a neveˇdomky tak pomohli dokoncˇit na´sledujı´cı´ rˇa´dky.
Abstrakt
Tato diplomova´ pra´ce se zaby´va´ problematikou plagia´torstvı´ ve zdrojovy´ch ko´dech. Te-
oreticka´ cˇa´st pra´ce popisuje plagia´torstvı´ z obecne´ho hlediska, uva´dı´ jeho formy, typy
a prˇı´klady. Soucˇa´stı´ teoreticke´ho rozboru, ktery´ se nacha´zı´ v trˇetı´ kapitole, je popis de-
tekcˇnı´ch prˇı´stupu˚ a algoritmu˚, ktere´ vyhodnocujı´ podobnost softwarovy´ch artefaktu˚.
Kapitola cˇtvrta´ se veˇnuje algoritmu adaptivnı´ho loka´lnı´ho zarovna´nı´ klı´cˇovy´ch slov. Na
za´kladeˇ analy´zy teoreticke´ cˇa´sti navrhuji detekcˇnı´ proces, ktery´ vyuzˇı´va´ adaptivnı´ loka´lnı´
zarovna´nı´. Na´vrh a implementace aplikace, ktera´ vyhodnocuje podobnost programu˚ na
u´rovnı´ch zdrojovy´ch ko´du˚, byteko´du˚, konfigurace a dekompilovany´ch ko´du˚, je popsa´na
v pa´te´ a sˇeste´ cˇa´sti.Testova´nı´ aplikace pro detekci plagia´tu˚ na neˇkolika u´rovnı´ch je vy-
hodnoceno v sedme´ kapitole. Za´veˇrecˇna´ kapitola sumarizuje dosazˇene´ cı´le pra´ce.
Klı´cˇova´ slova: plagia´torstvı´, detekce plagia´tu˚, softwarovy´ artefakt, adaptivnı´ loka´lnı´
zarovna´nı´, Smith - Watermanu˚v algoritmus, detekcˇnı´ techniky, vyhleda´va´nı´ podobnosti,
byteko´d, dekompilovany´ ko´d, tokenizace
Abstract
This thesis deals with the plagiarism of source code. The theoretical part of the thesis
describes plagiarism in general, provides its forms, types and examples. The part of theo-
retical analysis,which is located in the third chapter, is description of detection approaches
and algorithms that evaluate the similarity of software artifacts. The fourth chapter de-
scribes the algorithm of adaptive local alignment of the keywords. I propose, based on
the theoretical analysis, a detection process that uses adaptive local alignment. Design
and implementation of the application which evaluates the similarity of the programs
on different levels, such as source code, bytecode, configuration and decompiled source
codes, is described in the fifth and sixth section. Evaluation of the plagiarism detection,
on several levels within applications, is evaluated in the seventh section. The final chapter
summarizes achieved goals, defined in the beginning.
Keywords: plagiarism, plagiarism detection, software artefact, adaptive local alignment,
Smith - Waterman algorithm, detection techniques, similarity evalutation, bytecode, de-
compiled code, tokenization
Seznam pouzˇity´ch zkratek a symbolu˚
JFlex – The Fast Scanner Generator for Java
CˇSN – Cˇeska´ Soustava Norem
ISO – International Standard Organisation
CUP – Create Useful Parser
PDS – Plagiarism Detection System
HTML – Hyper-Text Markup Language
GNU – GNU’s Not Unix
ALA – Adaptive Local Alignment
AST – Abstract Syntax Tree
PDG – Program Dependence Graph
SCO – The Santa Cruz Operation
PDA – Plagiarism Detection Application
SVR4 – System V version 4
SQL – Structured Query Language
YACC – Yet Another Compiler Compiler
ANTLR – Another Tool for Language Recognition
GST – Greedy String Tiling
YAP – Yet Another Plague
MOSS – Measure Of Software Similarity
GUI – Graphical User Interface
JVM – Java Virtual Machine
XML – Extensible Markup Language
SW – Smith - Waterman algorithm
UML – Unified Modeling Language
JAD – Java Decompiler
API – Application Programming Interface
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61 U´vod
Plagia´torstvı´ je kra´dezˇ dusˇevnı´ho vlastnictvı´ pu˚vodnı´ho autora. Cˇloveˇk, ktery´ takto pou-
zˇije mysˇlenky neˇkoho jine´ho se nedopousˇtı´ jenom zcizenı´, ale navı´c i prˇivlastneˇnı´ jejich
autorstvı´. Tohoto prˇecˇinu se lide´ dopousˇtı´ z ru˚zny´ch du˚vodu˚ a jizˇ hodneˇ dlouhou dobu.
Na pocˇa´tku bylo slovo, pak psane´ slovo, na´sledovalo umeˇnı´, knihy, veˇdecke´ pra´ce, mul-
time´dia a dalsˇı´ artefakty. V te´to pra´ci se budu zaby´vat teˇmi softwarovy´mi artefakty a
zpu˚sobem, jak odhalit jejich neopra´vneˇne´ uzˇitı´.
Problematika plagia´torstvı´ ve zdrojovy´ch ko´dech je v porovna´nı´ s ostatnı´mi odveˇtvı´mi
velice mlada´. Prozkouma´nı´ vsˇech mozˇnostı´ prˇi odhalova´nı´ plagia´tu˚, ktere´ na´m nabı´zı´
obor informacˇnı´ch technologiı´, je vy´zvou uzˇ jenom dı´ky vynale´zavosti teˇch, co se snazˇı´
obejı´t mora´lnı´ za´sady a ru˚zne´ ochrany, protozˇe k jejich odhalova´nı´ existuje neprˇeberne´
mnozˇstvı´ technik a postupu˚. Tato pra´ce se zaby´va´ na´vrhem a implementacı´ algoritmu
pro vyhleda´nı´ plagia´tu˚ ve zdrojove´m ko´du.
1.1 Motivace
Pocˇı´tacˇove´ programy, aplikace, knihovny cˇi frameworky, vsˇechny tyto softwarove´ arte-
fakty vznikajı´ s velky´m u´silı´m programa´toru˚, softwarovy´ch inzˇeny´ru˚, testeru˚, na´vrha´rˇu˚
a dalsˇı´ch lidı´ zapojeny´ch do vy´voje softwarove´ho produktu. Kazˇdy´ takto vytvorˇeny´
produkt je chra´neˇn autorsky´m za´konem. Nelze tedy prˇehlı´zˇet neopra´vneˇne´ kopı´rova´nı´,
zneuzˇitı´ teˇchto pracı´ nebo jejich cˇa´stı´.
1.2 Analy´za problematiky
Veˇtsˇina dnesˇnı´ch prˇı´stupu˚ a na´stroju˚ porovna´va´ vstupnı´ programy na jedne´ u´rovni. Jedna´
se veˇtsˇinouopu˚vodnı´ zdrojove´ ko´dy.V literaturˇe se nacha´zı´ sˇiroke´mnozˇstvı´ technik, ktere´
se zaby´vajı´ vyhleda´va´nı´m plagia´tu˚ na u´rovni strojove´ho ko´du nebo interakce programu
se syste´mem. Prˇi studova´nı´ problematika jsemnenarazil na takovy´ na´stroj, ktery´ integruje
neˇkolik takovy´ch u´rovnı´ najednou.
Detekce podobnosti bude probı´hat mezi dveˇma programy, ktere´ jsou napsa´ny v pro-
gramovacı´m jazyce Java. Syste´m zpracuje vstupnı´ soubory do vhodne´ vnitrˇnı´ struktury
tak, aby pouzˇity´ srovna´vacı´ algoritmus vyhodnotil mozˇne´ plagia´torske´ modifikace s nej-
vysˇsˇı´ prˇesnostı´ a mı´rou podobnosti. Vyhodnocenı´ podobnosti bude probı´hat na neˇkolika
u´rovnı´ch, z pohledu Javy se jedna´ o zdrojovy´ ko´d, strojovy´ ko´d neboli byteko´d, dekompi-
lovany´ zdrojovy´ ko´d a konfigurace programu. Aplikace bude vizualizovat procentua´lnı´
podobnost a vypı´sˇe podezrˇele´ fragmenty ko´du.
1.3 Na´vrh rˇesˇenı´
Syste´m bude prova´deˇt sekvenci procesu˚, ktere´ vyhodnotı´ podobnost dvou programu˚.
Na zacˇa´tku se postupneˇ nacˇtou vstupnı´ data do pameˇti, vytrˇı´dı´ irelevantnı´ oblasti, ktere´
7nejsou du˚lezˇite´ prˇi detekci plagia´tu˚, provedou se za´kladnı´ forma´tovacı´ nebo normaliza-
cˇnı´ postupy, ktere´ odstranı´ dalsˇı´ nepodstatne´ elementy z analyzovany´ch dat a na´sledneˇ
budou transformova´ny do vnitrˇnı´ struktury, vhodne´ pro detekcˇnı´ algoritmus. Ten vyhod-
notı´ mı´ru podobnosti ru˚zny´ch fragmentu˚ a oznacˇı´ cˇa´sti pu˚vodnı´ho ko´du, ktery´ budeme
chtı´t vizualizovat. V za´veˇru aplikace vygeneruje prˇehledny´, strukturovany´ vy´pis, na jehozˇ
za´kladeˇ posoudı´ zodpoveˇdna´ osoba, zdali byly oznacˇene´ fragmenty plagiarizova´ny.
1.4 Prˇı´nos a struktura pra´ce
Ve sve´ pra´ci integruji nove´ a vyzkousˇene´ prˇı´stupy detekce plagia´tu˚, zaby´va´m se vı´ceu´ro-
vnˇovy´m srovna´nı´m programu˚, kdy nahlı´zˇı´m na samotny´ zdrojovy´ ko´d v neˇkolika jeho
fa´zı´ch prˇekladu a vyuzˇı´va´m tento vy´voj z pohledu vyhleda´va´nı´ plagia´tu˚. Porovna´nı´m
vy´sledku˚ z teˇchto u´rovnı´ amezi nimi, zkouma´mnove´mozˇnosti v oblasti detekce plagia´tu˚.
Pra´ce je logicky rozdeˇlena do dvou hlavnı´ch cˇa´stı´, teoreticke´ a prakticke´. Kapitola
prvnı´ Va´s provede u´vodem do te´to pra´ce. V druhe´ kapitole se zaby´va´m problematikou
plagia´torstvı´, je rˇecˇeno, co to jsou plagia´ty, kde semohou vyskytnout, jaka´ je jejich definice
a jak jsouosˇetrˇenynasˇı´m legislativnı´m ra´mcem.Nastinˇuji dveˇ hlavnı´ odveˇtvı´ plagia´torstvı´
(textove´ a softwarove´) a uva´dı´m rea´lny´ prˇı´pad ze sveˇta softwaru. Trˇetı´ kapitola popisuje
zpu˚soby, ktery´ma plagia´tor modifikuje zdrojovy´ ko´d a jaky´m zpu˚sobem pracujı´ procesy,
ktere´ tyto zmeˇny odhalujı´. Blı´zˇe se budu veˇnovat algoritmu˚m, ktere´ se vyuzˇı´vajı´ v detekci
plagia´tu˚. Nakonec popı´sˇu neˇktere´ zna´me´ detekcˇnı´ na´stroje. Kapitola cˇ. 4 je na pomezı´
mezi teoretickou a praktickou cˇa´stı´, nebot’ popisuje dalsˇı´ algoritmy pro vyhleda´va´nı´
plagia´tu˚, ktere´ jsem za´rovenˇ pouzˇil ve vlastnı´ aplikaci. Pa´ta´ kapitola obsahuje podrobneˇjsˇı´
pozˇadavky aplikace detekce plagia´tu˚ a na´vrh jejı´ implementace. V sˇeste´ kapitole jsou
pospa´ny jednotlive´ procesy aplikace z pohledu jejı´ implementace v jazyce Java. Poslednı´
cˇa´st pra´ce popisuje vy´sledky rea´lne´ho testova´nı´ me´ho vlastnı´ho syste´mu a porovna´va´ je
s JPlag aplikacı´ a v jejı´m za´veˇru hodnotı´m dosazˇene´ vy´slekdy a navrhuji mozˇna´ rozsˇı´rˇenı´
a vylepsˇenı´. Za´veˇr vsˇechny prˇedchozı´ cˇa´sti hodnotı´ ve srovna´nı´ se zada´nı´m.
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Co je to vlastneˇ plagia´torstvı´? Jak jej mu˚zˇeme spolehliveˇ definovat? Cˇeho se mu˚zˇe ty´kat
a kde se vyskytuje? Jake´ jsou hranice, kdy lze rˇı´ci, zˇe se jedna´ o plagia´t a kdy nikoliv.
V te´to cˇa´sti pra´ce se zameˇrˇuji na definova´nı´ a druhy plagia´tu˚, oblasti, kde mu˚zˇeme o
plagia´torstvı´ hovorˇit, a take´ nahle´dnu na pra´vnı´ stra´nku te´to problematiky, jak je da´na
cˇesky´m pra´vnı´m rˇa´dem.
Plagia´torstvı´ se ovsˇem nevyskytuje pouze v dı´lech psany´ch v prˇirozene´m jazyce, jak
by se dalo prˇedpokla´dat, ale take´ v programovacı´ch jazycı´ch a ty´ka´ se softwarovy´ch
artefaktu˚, ktere´ jsou prˇı´stupne´ pod rozlicˇny´mi licencemi, a to prˇeva´zˇneˇ v oblasti open
source prostrˇedı´. V tomto prˇı´padeˇ se budu zaby´vat soudnı´m sporem o pra´va k UNIXu a
take´ si popı´sˇu plagia´torstvı´ na akademicke´ pu˚deˇ.
2.1 Plagia´torstvı´
Pokud neˇkdo reprodukuje cˇa´st nebo celou pra´ci, prˇı´padneˇ dı´lo neˇkoho jine´ho, anizˇ by
spra´vneˇ uvedl zdroj, ze ktere´ho pocha´zı´, dopousˇtı´ se plagia´torstvı´ [15]. Na akademicke´
pu˚deˇ se tento jev objevuje nejvı´ce tam, kde studenti prˇi vypracova´va´nı´ svy´ch pracı´,
projektu˚ a u´kolu˚ pouzˇı´vajı´ nejru˚zneˇjsˇı´ zdroje bez rˇa´dne´ho uvedenı´ v referencı´ch. Cˇerpat
prˇitom mohou z nejru˚zneˇjsˇı´ch informacˇnı´ch ba´zı´, at’uzˇ z knihoven, veˇdecky´ch zˇurna´lu˚
anebo z Internetu, kde se dnes nacha´zı´ v podstateˇ vsˇechny zdroje vy´sˇe zmı´neˇne´. Veˇtsˇinou
se studenti dopousˇtı´ plagia´torstvı´ neveˇdomeˇ, kdyzˇ sˇpatneˇ citujı´ zdroje. Me´neˇ cˇaste´ je
za´meˇrne´ kopı´rova´nı´ cizı´ pra´ce. Tyto prˇı´pady se mohou ty´kat jak textovy´ch dokumentu˚,
tak i zdrojovy´ch ko´du˚ a jiny´ch softwarovy´ch artefaktu˚.
Plagia´torstvı´ definuje i mezina´rodnı´ norma CˇSN ISO 5127-2003:
Definice 2.1 Jedna´ se o „prˇedstavenı´ dusˇevnı´ho dı´la jine´ho autora pu˚jcˇene´ho nebo napodobene´ho
v celku nebo z cˇa´sti, jako sve´ho vlastnı´ho“ [27].
Jiny´mi slovy „uzˇitı´ jake´koliv mysˇlenky v odborne´ pra´ci, bez uvedenı´ jejı´ho autora je
plagia´torstvı´“. Cˇı´mzˇ se dopousˇtı´ porusˇenı´ etiky a autorske´ho za´kona [13].
2.2 Plagia´t
Plagia´tem je podle Cˇeske´ terminologicke´ databa´ze: „Nedovolena´ napodobenina (prˇesna´
nebo cˇa´stecˇna´) umeˇlecke´ho nebo veˇdecke´ho dı´la jine´ osoby, ktera´ je bez uvedenı´ prˇedlohy
vyda´va´na za origina´l; jejı´ pu˚vodce tak porusˇuje autorska´ pra´va pu˚vodnı´ prˇedlohy“ [28].
Acˇkoli tato terminologie dostatecˇneˇ oznacˇuje, co je plagia´t a co nenı´, meˇli bychom
si ujasnit, cˇeho se mu˚zˇe ty´kat. Pojem origina´l totizˇ mu˚zˇe zahrnovat jak veˇdecke´, tak
umeˇlecke´ dı´lo: textovy´ dokument, zdrojovy´ ko´d, na´vrhovy´ design aplikace, umeˇlecke´
dı´lo, at’uzˇ obraz nebo sochu, fotografii, audiovizua´lnı´ nahra´vku, atd.
9Dalsˇı´ typ pra´ce, ktera´ sice nenı´ plagia´tem, ale zvla´sˇteˇ na akademicke´ pu˚deˇ je blı´zko te´to
hranici, je kompilace. Jedna´ se o odborny´ dokument, ktery´ vznikl na za´kladeˇ poznatku˚
ru˚zny´ch pracı´, ale vsˇe rˇa´dneˇ cituje a nevyda´va´ tyto mysˇlenky za vlastnı´. Podle [5] zde
spocˇı´va´ prostor pro plagiarizova´nı´, prˇeva´zˇneˇ ve schopnosti studentu˚ rozlisˇit hranici mezi
plagia´tem a kompilacı´.
2.3 Legislativnı´ ra´mec plagia´torstvı´
V autorske´m za´koneˇ se vy´razy plagia´t a plagia´torstvı´ nenacha´zı´. Nicme´neˇ plagia´torstvı´ je
prˇı´my´m porusˇenı´m tohoto za´kona [5]. V Cˇeske´ republice je za´vaznou legislativnı´ normou
a za´rovenˇ ochranou autorske´hopra´va za´kon cˇ. 121/2000 Sb. o pra´vu autorske´m, opra´vech
souvisejı´cı´ch s pra´vem autorsky´m a o zmeˇneˇ neˇktery´ch za´konu˚ [13], ktery´ mimo jine´
rˇı´ka´: „Prˇedmeˇtem pra´va autorske´ho je dı´lo litera´rnı´ a jine´ dı´lo umeˇlecke´ a dı´lo veˇdecke´,
ktere´ je jedinecˇny´m vy´sledkem tvu˚rcˇı´ cˇinnosti autora a je vyja´drˇeno v jake´koli objektivneˇ
vnı´matelne´ podobeˇ vcˇetneˇ podoby elektronicke´, trvale nebo docˇasneˇ, bez ohledu na jeho
rozsah, u´cˇel nebo vy´znam.“[5]
Plagia´torstvı´ na vysoky´ch sˇkola´ch je prˇestupkem disciplina´rnı´m a upravujı´ jej za´kon o
vysoky´ch sˇkola´ch (za´kon cˇ. 111/1998 Sb.) a vnitrˇnı´ smeˇrnice sˇkoly. Postihy za porusˇenı´
akademicke´ etiky se mohou ru˚znit, od upusˇteˇnı´ od postihu (naprˇı´klad pokud se jedna´
o maly´ prˇestupek z nedbalosti), napomenutı´ azˇ po vyloucˇenı´ ze studiı´ [16]. Pokud je
plagia´torstvı´ zjisˇteˇno dodatecˇneˇ po udeˇlenı´ titulu, v geografii Cˇeske´ republiky nenı´mozˇne´
nabyty´ VSˇ titul odebrat.
Plagia´torstvı´ je postizˇitelne´ take´ jako porusˇenı´ trestnı´ho za´kona (za´kon cˇ. 140/1961 Sb.),
kdy se lze odvolat na paragrafy o porusˇenı´ autorske´ho pra´va, posˇkozova´nı´ cizı´ch pra´v a
podvod.
2.4 Rozdeˇlenı´ plagia´torstvı´
Plagia´torstvı´ mu˚zˇeme rozdeˇlit podle typu a formy. V prvnı´ kategorii se plagia´torstvı´
rozdeˇluje na u´myslne´ a neu´myslne´ [29].
2.4.1 Rozdeˇlenı´ plagia´torstvı´ podle typu
Plagia´torstvı´ u´myslne´
U´myslny´m plagia´torstvı´m se jizˇ podle na´zvu rozumı´ veˇdome´ porusˇenı´ intelektua´lnı´ho
vlastnictvı´ pu˚vodnı´ho autora. Plagia´tor tak cˇinı´ za u´cˇelem usnadneˇnı´ vypracova´nı´ vlastnı´
intelektua´lnı´ pra´ce. Takove´ jedna´nı´ je necˇestne´, navı´c porusˇuje etiku a rˇa´d (vzdeˇla´vacı´
instituce nebo spolecˇnosti) a hlavneˇ autorske´ pra´vo [5]. Na´sleduje definice u´myslne´ho
plagia´torstvı´ podle Maresˇe [29].
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Definice 2.2 Jedna´ se o „doslovne´ opsa´nı´ nebo pocˇı´tacˇove´ zkopı´rova´nı´ cele´ho textu cˇi hlavnı´ch
pasa´zˇı´ textu jine´ho autora (nebo jiny´ch autoru˚) se snahou vyda´vat je za svu˚j vlastnı´. Akte´r neuva´dı´
ani autora origina´lnı´ho textu, ani necituje pu˚vodnı´ pramen.“
Formy u´myslne´ho plagia´torstvı´
V te´to kategorii se mu˚zˇe vyskytovat neˇkolik forem, jaky´mi se plagia´tor dopousˇtı´ plagia´-
torstvı´ [16].
• „doslovne´ opsa´nı´ nebo kopı´rova´nı´ cizı´ho textu a jeho vyda´va´nı´ za vlastnı´, anizˇ by
byl citova´n
• prˇevzetı´ a publikova´nı´ cizı´ pra´ce (i semina´rnı´), vcˇetneˇ te´, ktera´ jesˇteˇ nebyla do-
koncˇena a odevzda´na
• vyda´va´nı´ kompilace (nebo jejı´ cˇa´sti) za vlastnı´ origina´lnı´ text
• okopı´rova´nı´ graficky´ch prvku˚ bez citace a odkazu na pu˚vodnı´ zdroj
• okopı´rova´nı´ na´zvu, struktury (naprˇ. obsahu, osnovy aj.) cizı´ho textu, poprˇı´padeˇ azˇ
do te´ mı´ry, zˇe je mozˇna´ za´meˇna obou deˇl (§ 45 Autorske´ho za´kona)
• u´myslne´ neuvedenı´ neˇktery´ch vyuzˇity´ch zdroju˚
• koupenı´ cˇi stazˇenı´ volneˇ dostupne´ pra´ce a jejı´ vyda´va´nı´ za vlastnı´“ [16]
U´myslne´ho plagiova´nı´ se dopousˇtı´ mnoho autoru˚, at’uzˇ studentu˚, veˇdecky´ch pracovnı´ku˚
cˇi zameˇstnancu˚. Je to jev, ktery´ vzru˚sta´ hlavneˇ dı´ky snadne´ dostupnosti materia´lu˚ na
Internetu, kde panuje znacˇna´ anonymita a mu˚zˇeme cˇerpat z rozlicˇny´ch pramenu˚. Na´ru˚st
plagia´torstvı´ se odehra´va´ hlavneˇ mezi studenty, kterˇı´ si takto usnadnˇujı´ svou pra´ci na
sˇkole. Masoveˇ vznikajı´ tzv. „paper mills“, tedy servery, kde lze jednodusˇe koupit starsˇı´
semina´rnı´ nebo jinou pra´ci, prˇı´padneˇ ji sta´hnout zadarmo. Veˇtsˇı´m proble´mem je pra´ce na
zaka´zku, kdy se jiny´ autor za u´platu necha´ najmout na vypracova´nı´ naprˇ. za´veˇrecˇne´ pra´ce,
dokazova´nı´ je zde velmi obtı´zˇne´ i proto, zˇe se mu˚zˇe jednat o kvalitnı´ pra´ci a autorstvı´
origina´lu si nikdo nena´rokuje (kromeˇ kupujı´cı´ho) [5].
Plagia´torstvı´ neu´myslne´
Tato forma plagiova´nı´ vznika´ prˇeva´zˇneˇ na autoroveˇ straneˇ z nedbalosti nebo z neznalosti
citacˇnı´ etiky, kdy autor zapomene uve´st vsˇechny zdroje. Mu˚zˇe se jednat o parafra´zova´nı´
bez uvedenı´ pramene, pokla´da´nı´ prˇebı´rane´ mysˇlenky za obecnou znalost, „autoplagia´-
torstvı´ “ nebo kryptomnesii [5].
Autor se zde nedopousˇtı´ cı´lene´ho necˇestne´ho jedna´nı´ za u´cˇelem vytvorˇenı´ neautor-
ske´ho dı´la, ale kvu˚li maly´m zkusˇenostem, nedostatecˇny´m znalostem nebo cˇasove´mu
tlaku, jedna´ v omylu jako plagia´tor.
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Formy neu´myslne´ho plagia´torstvı´
Nejbeˇzˇneˇjsˇı´mi formy tzv. neveˇdome´ho plagia´torstvı´ jsou [16]:
• Nedodrzˇenı´ citacˇnı´ etiky - Dopustit se neu´myslne´ho plagia´torstvı´ je jednodusˇsˇı´
zvla´sˇteˇ prˇi vypracova´va´nı´ studentsky´ch pracı´. Studenti mohou prˇehle´dnout for-
mulace citacˇnı´ etiky, tedy popisu, ktery´ jednoznacˇneˇ urcˇuje zdroje prˇevzaty´ch cˇi
citovany´ch pasa´zˇı´, ze ktery´ch autor cˇerpal, a take´ dı´ky ktery´m mu˚zˇeme jednodusˇe
dohledat pu˚vodnı´ origina´lnı´ zdroj.
• Nespra´vna´ kompilace - Pokud se rozhodneme tvorˇit kompilaci, musı´me dba´t neˇk-
tery´ch pravidel, zejme´na pouzˇitı´ vı´ce zdroju˚ a vytvorˇenı´ synte´zy, da´le pak nesmı´me
sestavit pra´ci pouze z citovany´ch pasa´zˇı´ neˇkolika zdroju˚, jelikozˇ se nebude jednat o
kompilaci, a samozrˇejmeˇ musı´me uve´st vsˇechny prameny, ze ktery´ch jsme cˇerpali.
• Nespra´vna´ parafra´ze - K pochybenı´ prˇi parafra´zova´nı´ docha´zı´ prˇi neuvedenı´ zdroje
prˇepisovane´ mysˇlenky nebo nedostatecˇne´m parafra´zova´nı´.
• Nespra´vne´ rozpozna´nı´ vsˇeobecneˇ zna´my´ch faktu˚ - Obecneˇ zna´my´ fakt je obecnou
mysˇlenkou, ktera´ nemusı´mı´t uvedeny´ zdroj.Mu˚zˇe se jednat o za´kladnı´matematicke´
rovnice, historicka´ fakta apod. Zde je trˇeba by´t pozorny´ a radeˇji uve´st zdroj v
prˇı´padech, kde si nejsme jistı´.
• Vyuzˇitı´ vlastnı´ch deˇl (”self-plagia´torstvı´”, ”auto-plagia´torstvı´”) - Pokud se v nasˇı´
pra´ci opı´ra´me o svou prˇedesˇlou pra´ci, musı´me ji take´ uve´st ve zdrojı´ch. Jinak se
jedna´ „auto-plagia´torstvı´“. Ikdyzˇ autor vlastneˇ nevykra´da´ cizı´ dı´lo, protozˇe je jeho
autorem, urcˇiteˇ porusˇuje citacˇnı´ etiku. Osobneˇ bych povazˇoval tento akt za nedba-
lost nebo pochybenı´, ale rozhodneˇ ne za plagia´torstvı´. Jiny´m prˇı´padem je kauza
Jaroslava Sveˇtlı´ka, deˇkana FMK Univerzity Toma´sˇe Bati ve Zlı´neˇ. Ten byl usveˇdcˇen
etickou komisı´ z plagia´torstvı´ tı´m, zˇe opsal neˇktere´ cˇa´sti sve´ doktorandske´ pra´ce do
pra´ce docentske´ [13]. Zde tedy nefiguruje sˇpatna´ citace vlastnı´ pra´ce, ale u´myslne´
usnadneˇnı´ intelektua´lnı´ pra´ce.
• Kryptomne´zie (”skryta´ pameˇt’”) - Lidska´ pameˇt’ je slozˇity´ mechanismus a mu˚zˇe
na´s samotne´ prˇive´st k omylu. V tomto prˇı´padeˇ se jedna´ o pouzˇitı´ mysˇlenky, kterou
povazˇujeme za vlastnı´, anizˇ je skutecˇneˇ nasˇe. Autor zkra´tka zapomneˇl, zˇe se s
mysˇlenkou setkal v jine´m kontextu, a pokla´da´ ji za vlastnı´.
2.5 Du˚vody k plagia´torstvı´
Za kazˇdy´m plagia´tem je neˇjaky´ motiv, neznalost cˇi pochybenı´. Z pohledu akademicke´ho
a komercˇnı´ho plagia´torstvı´ se mu˚zˇe teˇchto du˚vodu˚ objevit neˇkolik [14].
2.5.1 Motiv k plagia´torstvı´ v komercˇnı´ sfe´rˇe
Narozdı´l od akademicke´ho plagia´torstvı´ zahrnuje tato sfe´ra nejrozlicˇneˇjsˇı´ prˇı´pady a du˚-
vody, ktere´ vedou autory k plagiarizova´nı´ cizı´ch deˇl. Mu˚zˇe se jednat prakticky o cokoliv,
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co lze neˇjak vyuzˇı´t. V politice naprˇı´klad o proslov oponenta v jine´ za´lezˇitosti, v literaturˇe
o texty jiny´ch litera´tu˚, graficke´ podoby vy´tvarny´ch deˇl, jejich prvky, pocˇı´tacˇove´ hry nebo
publicisticke´ cˇla´nky, atd. Motivem mohou by´t:
• Financˇnı´ motivace
• Karie´rnı´ postup
• Firemnı´ vy´hody
• Brzky´ termı´n odevzda´nı´, prˇı´padneˇ nedostatek cˇasu
• Nedosatatek zkusˇenostı´
• Slaba´ etika
• Prˇita´hnutı´ pozornosti
Plagia´torstvı´ v komercˇnı´ sfe´rˇe je velmi problematicke´. Je te´meˇrˇ jiste´, zˇe jediny´m rˇesˇenı´m
je pra´vnı´ zˇaloba posˇkozene´ strany, protozˇe zde dosˇlo k porusˇenı´ autorske´ho za´kona.
Dokazova´nı´ je velmi na´rocˇne´ na cˇas, energii i finance, viz. kauza 2.8.
2.5.2 Motiv k plagia´torstvı´ ve sˇkolstvı´
• Nestudijnı´ typ
• Lenost
• Sˇpatny´ cˇasovy´ management
• Prˇı´lisˇ pracovnı´ho zatı´zˇenı´
• Neporozumeˇnı´ la´tce
• Osobnostnı´ tlak
Dlle me´ho na´zoru je veˇtsˇina vy´sˇe zmı´neˇny´ch motivu˚, procˇ studenti plagiarizujı´, pravdi-
vy´ch a prˇesny´ch. Ale nemeˇli bychom zapomı´nat, zˇe vu˚bec fakt, zˇe neˇkdo plagiarizuje,
spocˇı´va´ v neˇm samotne´m a v jeho za´sada´ch.
2.6 Zabra´neˇnı´ plagia´torstvı´
Lze rˇı´ci, zˇe prevencı´ plagia´torstvı´ je vyvarova´nı´ se vsˇech forem plagiova´nı´ zmı´neˇny´ch
vy´sˇe. Meˇli bychom se drzˇet pravidel citacˇnı´ etiky, uva´deˇt vsˇechny pu˚vodnı´ zdroje, ze
ktery´ch jsme cˇerpali. Prˇevzate´ mysˇlenky, shrnutı´, vy´sledky a za´veˇry, uvedene´ v nasˇı´ pra´ci
musı´ odkazovat na dohledatelny´ a oveˇrˇitelny´ zdroj. To same´ se ty´ka´ tabulek, graficky´ch
prvku˚ a sche´mat, stejneˇ tak i prˇelozˇeny´ch pasa´zˇı´ z cizojazycˇne´ literatury. Nemeˇli bychom
kopı´rovat reference z jiny´ch pracı´ a sve´ dı´lo take´ nenabı´zet k volne´mu pouzˇitı´ u sluzˇeb
jako „paper mills“ [16].
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Poveˇdomı´ opostizˇitelnost plagia´torstvı´, hlavneˇ v akademicke´ oblasti prˇi vypracova´va´nı´
semina´rnı´ch a za´veˇrecˇny´chpracı´ studenty, a o syste´mech, ktere´ umozˇnˇujı´ detekci plagia´tu˚,
je dalsˇı´ du˚lezˇity´ faktor v prevenci a odhalova´nı´ plagia´torstvı´.
2.7 Detekce plagia´tu˚ v prˇirozene´m jazyce
S rozkveˇtem Internetu se vy´znamneˇ rozsˇı´rˇil prˇı´stup k elektronicky´m dokumentu˚m a
zdroju˚m. Na tento fakt se mu˚zˇeme dı´vat ze dvou hledisek. Jedno je snadny´ prˇı´stup k
hodnotny´m informacı´m ze vsˇech oboru˚, kdy v kra´tke´m cˇase zı´ska´me potrˇebne´ studie,
naprˇ. pro na´sˇ vy´zkum. Druhy´ pohled tkvı´ v mozˇnostech plagia´tora, kde mu˚zˇe cˇerpat z
neprˇeberne´ho mnozˇstvı´ zdroju˚ a znesnadnit tı´m odhalenı´ sve´ho prohrˇesˇku.
Zjisˇt’ova´nı´ plagia´tu˚ v textovy´ch dokumentech je velmi na´rocˇny´ u´kol. Neˇktere´ poznatky
prˇispı´vajı´ k odhalenı´ takovy´ch pracı´. Manua´lnı´ porovna´nı´ se opı´ra´ o lidske´ posouzenı´
pracı´ a vyzˇaduje du˚kladne´ kontrolova´nı´ mnoha dokumentu˚ za´rovenˇ. V prˇı´padeˇ, zˇe ma´
naprˇ. cvicˇı´cı´ posoudit desı´tky pracı´ studentu˚, je tento u´kol prakticky nemozˇny´. K odhalenı´
docha´zı´ veˇtsˇinou v cˇa´stech dokumentu, kde je znacˇny´ jazykovy´ rozdı´l autorova stylu
psanı´. Mohlo by se jednat o na´hlou zmeˇnu konstrukce veˇt, na´hle´ pouzˇitı´ jine´ slovnı´
za´soby, nezˇ jakou autor uzˇı´val doposud, o shodnou strukturu s jinou pracı´ (pocˇet stran,
osnova), prˇı´padneˇ o gramatickou chybuv textu. Vposlednı´mprˇı´padeˇ, pokudbyvyucˇujı´cı´
nasˇel stejnou chybu i v jine´ pra´ci, je velmi pravdeˇpodobne´, zˇe se jedna´ o plagia´t, avsˇak
toto posouzenı´ nenı´ stoprocentnı´. Proto se vyuzˇı´vajı´ automatizovane´ postupy a syste´my
pro detekci plagia´tu˚ v semina´rnı´ch a za´veˇrecˇny´ch pracı´ch [17].
V dnesˇnı´ dobeˇ je v Cˇeske´ republice neˇkolik detekcˇnı´ch syste´mu˚, ktere´ oveˇrˇujı´ origina-
litu psany´ch dokumentu˚ a studentsky´ch pracı´. Uva´dı´m neˇktere´ nejpouzˇı´vaneˇjsˇı´ z nich:
theses.cz (dostupny´ z www.theses.cz) a odevzdej.cz (dostupny´ z www.odevzdej.cz),
jakozˇto cˇeske´ za´stupce online syste´mu˚ pro detekci plagia´tu˚ v textovy´ch dokumentech,
a jako zahranicˇnı´ naprˇ.: ithenticate.com (dostupny´ z www.ithenticate.com) a turni-
tin.com (dostupny´ z www.turnitin.com).
2.8 Detekce plagia´torstvı´ v programovacı´m jazyce
Vycha´zı´me-li z definice 2.1 o plagia´torstvı´, mu˚zˇeme ji prˇeve´st do kontextu programova-
cı´ho jazyka, ktera´ jednodusˇe popisuje softwarovy´ plagia´t jako ko´d, ktery´ byl „zkopı´rova´n
a zmeˇneˇn“ podle Joy a kol. [4]. Rozsˇı´rˇenı´ te´to mysˇlenky je podle Parkera a kol. [7] plagio-
vany´ program, ktery´ je definova´n jako „program, ktery´ byl vytvorˇen z jine´ho programu
s malou mı´rou transformacı´. Beˇzˇne´ transformace, nejcˇasteˇji textove´ za´meˇny, nevyzˇadujı´
detailnı´ porozumeˇnı´ programu.“
Definova´nı´ plagia´torstvı´, hlavneˇ na vysoky´ch sˇkola´ch, vsˇak nema´ pevneˇ stanovene´
hranice, kdy mu˚zˇemeˇ rˇı´ct, zˇe jde o plagia´torstvı´, o porusˇenı´ pravidel sˇkoly nebo jestli jde
o provineˇnı´ vu˚bec. Velmi zajı´mavou studiı´, ktera´ se zaby´va´ definova´nı´m plagia´torstvı´
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ve vy´uce prˇedmeˇtu˚ pocˇı´tacˇovy´ch veˇd, je cˇla´nek autoru˚ [4], kterˇı´ vyhodnocovali dotaz-
nı´k o plaga´torstvı´ mezi studenty, zodpovı´dany´ profesory pocˇı´tacˇovy´ch kurzu˚ britsky´ch
univerzit.
Na´stroje a metodologie, ktere´ umozˇnˇujı´ detekci plagia´tu˚ v softwarovy´ch artefaktech,
podbrobneˇ rozepisuji v kapitole 3.3.
Kauza SCO a Linux
Prˇı´kladem ze sveˇta softwaru, kdy se jedna ze stranmeˇla dopustit plagia´torstvı´, a tı´mmeˇlo
dojı´t porusˇenı´ licencˇnı´ dohody, je kauza obecneˇ oznacˇova´na za „SCO vs. Linux“.
Vsˇe zacˇalo zˇalobou spolecˇnosti The SCOGroupoporusˇenı´ licencˇnı´ dohodyfirmou IBM,
ktera´ meˇla umozˇnit volny´ prˇı´stup k autorsky chra´neˇne´mu vlastnictvı´, konkre´tneˇ k sys-
te´mu UNIX a jeho cˇa´stem. Pro pochopenı´ cele´ kauzy, ktera´ je komplikovany´m prˇı´kladem
pra´vnı´ho boje mezi spolecˇnostmi o proprieta´rnı´ a open source rˇesˇenı´mi, neˇktery´mi ozna-
cˇova´na jako u´tok na samotnou open source mysˇlenku, musı´m uve´st mnoho historicky´ch
faktu˚, ktere´ prˇedcha´zı´ samotne´ kauze.
IBMpodepsala v roce 1985 licencˇnı´ dohodu sAT&T o pouzˇitı´ UNIXu k tvorbeˇ vlastnı´ho
syste´mu AIX a zava´zala se k nezverˇejneˇnı´ jaky´chkoliv cˇa´stı´ ko´du. V roce 1993 spolecˇnost
AT&T proda´va´ autorska´ pra´va k UNIXu (zahrnujı´cı´ UNIX System V verze 4, zk. SVR4 a
dalsˇı´) spolecˇnostiNovell. Ta pokracˇuje ve vy´voji, vytvorˇı´ vlastnı´ verzi syste´mu:UnixWare,
sloucˇenı´m NetWaru a SVR4. V roce 1995 se Novell rozhodne prodat pra´va k UNIXu,
zahrnujı´cı´ zdrojovy´ ko´d, dokumentaci, souvisejı´cı´ beˇzˇı´cı´ kontrakty spojene´ s provozem
zakoupeny´ch unixovy´ch syste´mu˚, licence a intelektua´lnı´ vlastnictvı´ spolecˇnosti Santa
Cruz Operation. Tato prodejnı´ smlouva specificky nezahrnuje copyright a pozdeˇji je v
dodatku ke smlouveˇ z roku 1996 doplneˇno, zˇe nezahrnuje copyright s vy´jimkou „pra´v a
obchodnı´ch znacˇek, vlastneˇny´chNovellem, k datu kontraktu, ktere´ jsou vyzˇadova´ny spol.
Santa Cruz Operation k uplatneˇnı´ jejı´ch pra´v vzhledem k akvizici UNIXu a technologii
Unixwaru.“ [9]
Spolecˇnost v roce 2000 proda´va´ aktiva a pra´va k UNIXu spolecˇnosti Caldera Systems,
ktera´ se vza´peˇtı´ prˇejmenuje na The SCO Group (da´le pouze SCO). V te´to fa´zi vy´voje
uda´losti vyveˇra´ mnoho spekulacı´, procˇ se tak vlastneˇ stalo, ale faktem zu˚sta´va´, zˇe v
roce 2003 podala SCO podala neˇkolik zˇalob o pra´va k intelektua´lnı´mu vlastnictvı´ cˇa´stı´
UNIXu a Linuxu. Linuxova´ a open-sourcova´ komunita, koncovı´ za´kaznı´ci, kterˇı´ uzˇı´vajı´cı´
linuxove´ rˇesˇenı´ a spolecˇnosti zaby´vajı´cı´ se vy´vojem teˇchto syste´mu jsou ohrozˇeni. Linux
je deriva´t UNIXu s kompletneˇ oddeˇlenou a otevrˇenou ko´dovou databa´zı´, kdy jej v roce
1991 zacˇal implementovat Linus Torvalds okolo GNU projektu Richarda Stallmana(sice
vycha´zejı´cı´ho z UNIXu, ale zbavene´ho vsˇech proprieta´rnı´ch cˇa´stı´)[12].
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Zˇaloba SCO o 1 miliardu dolaru˚ se ze zacˇa´tku zameˇrˇuje na porusˇenı´ licencˇnı´ dohody
s IBM, ktera´, jak tvrdı´ SCO, porusˇila obchodnı´ tajemstvı´ UNIXu tı´m, zˇe zabudovala
UNIXove´ intelektua´lnı´ vlastnictvı´ do Linuxu[12]. Prˇesneˇji, zkopı´rova´nı´m cˇa´stı´ UNIXu
”line-by-line”do syste´mu Linux, neˇkdy take´ pozmeˇneˇnı´m ko´du, aby nesˇel rozpoznat
od origina´lu. Toto tvrzenı´ podemı´la´ open-sourcovou filozofii, ktera´ zasˇtit’uje Linux a
znamenala by teoretickou nutnost dokoupenı´ licencı´ pro vsˇechny spolecˇnosti pouzˇı´vajı´cı´
Linux.
V roce 2005 se rozbeˇhl soudnı´ spor o pra´va k UNIXumezi SCO aNovellem, vztahujı´cı´
se na prˇedmeˇt kontraktu z roku 1995 mezi Novellem a Santa Cruz Operation. SCO na´ro-
kovalo vlastnictvı´ copyrightu a dalsˇı´ch intelektua´lnı´ch vlastnicky´ch pra´v. Jako odpoveˇd’
na hrozby ze strany SCO spolecˇnost Novell zverˇejnila, zˇe beˇhem zacˇa´tku roku 2003 ji
spolecˇnost SCO zˇa´dala o transfer pra´v k UNIXu. Tı´mto krokem de facto prˇiznala pra´va
Novellu. Novell zamı´tl prˇeve´st pra´va a obvinil SCO z na´rokova´nı´ pra´v, ktere´ ji nepatrˇı´.
10. srpna 2007 rozhodl federa´lnı´ okresnı´ soud v Utahu ve veˇci vlastnictvı´ copyrightu k
UNIXu ve prospeˇchNovellu. Soudce federa´lnı´ho soudu take´ poznamenal, zˇe Novell, jako
opra´vneˇny´ vlastnı´k vy´lucˇny´ch pra´v k UNIXu, mu˚zˇe prˇinutit SCO, aby upustilo od zˇaloby
na´rokova´nı´ pohleda´vek vu˚cˇi IBM. Tı´mto rozhodnutı´m fakticky dosˇlo k „potopenı´“ zˇaloby
SCO z roku 2003 proti IBM [10]. Novell ozna´mil, zˇe „nema´ za´jem o souzenı´ uzˇivatelu˚
UNIXu“, a „neveˇrˇı´me, zˇe v Linuxu je Unix.“[11]
Tato kontroverznı´ kauza o pra´va k UNIXu uka´zala, zˇe SCO nenasˇlo zˇa´dna´ porusˇenı´
copyrightu v Linuxu, acˇkoliv meˇli prˇı´stup k cele´ ko´dove´ databa´zi [11]. Pro linuxovou
komunitu to znamena´ vı´teˇzstvı´ nad SCO, tento prˇı´klad vsˇak uka´zal, jak dlouhe´ a nejiste´
mohou by´t soudnı´ spory o vlastnictvı´ softwaru. Acˇkoliv bylo vyvra´ceno, zˇe sˇlo o plagia´-
torstvı´ cˇi porusˇenı´ intelektua´lnı´ho vlastnictvı´ chra´neˇne´ho patenty a copyrightem, je toto
te´ma velmi aktua´lnı´ a nelze jej ignorovat.
2.9 Shrnutı´
V te´to kapitole byly rozebra´ny pojmy z oblasti plagia´torstvı´, jeho formy, vy´skyt a motivy.
Byly zmı´neˇny neˇktere´ prˇı´pady plagia´torstvı´ z akademicke´ i komercˇnı´ sfe´ry. Acˇkoli je
automatizace jizˇ zcela beˇzˇnou praxı´ prˇi vyhleda´va´nı´ plagia´tu˚ a take´ nezbytnou cˇa´stı´
kontroly jaky´chkoliv odborny´ch cˇi jiny´chpracı´, porˇa´d zu˚sta´va´ konecˇny´ verdikt na lidske´m
zhodnocenı´. U´rovneˇ softwarove´ho plagia´torstvı´ a metodologie slouzˇı´cı´ k jeho odhalenı´
jsou popsa´ny v na´sledujı´cı´ kapitole.
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3 Detekcˇnı´ techniky a algoritmy
V te´to cˇa´sti pra´ce se veˇnuji detekcˇnı´m technika´m a algoritmu˚m, ktere´ se pouzˇı´vajı´ prˇi
vyhleda´va´nı´ plagia´tu˚ ve zdrojove´m ko´du. Na u´vod musı´m poznamenat, zˇe acˇkoliv tyto
na´stroje dosahujı´ smeˇrodatny´ch vy´sledku˚ prˇi urcˇova´nı´ mı´ry podobnosti mezi dveˇma en-
titami (v kontextu te´to pra´ce budu tı´mto pojmem oznacˇovat objekt prˇedlozˇeny´ k detekci,
at’ uzˇ textovy´ nebo softwarovy´), nelze se spole´hat pouze na neˇ. Tyto na´stroje poskytujı´
pouze pravdeˇpodobnostnı´ ohodnocenı´, zdali je zkoumana´ entita plagia´tem, avsˇak fina´lnı´
rozhodnutı´ na´lezˇı´ manua´lnı´mu prˇezkouma´nı´.
Velmi podobnou dome´nou, jakou je detekce plagia´tu˚, je i vyhleda´va´nı´ ko´dovy´ch klonu˚
v softwarovy´ch syste´mech za u´cˇelem zefektivneˇnı´ beˇhu programu nebo zvy´sˇenı´ vy´konu.
Metodologie detekce klonu˚ je stejna´ i pro detekci plagia´tu˚, a tudı´zˇ ji mu˚zˇeme pouzˇı´t v
kontextu nasˇeho te´matu [18].
Nejcˇasteˇji se detekcˇnı´ syste´my vyuzˇı´vajı´ u oveˇrˇova´nı´ pracı´ studentu˚ v prˇedmeˇtech
pocˇı´tacˇovy´ch veˇd.
3.1 U´rovenˇ modifikace zdrojove´ho ko´du
Jak jsem uvedl v kapitole 2.8, plagiovany´ program procha´zı´ modifikacı´ ze strany plagia´-
tora, aby jej mohl vyda´vat za vlastnı´. Modifikace, ktere´ meˇnı´ podobu ko´du, mohou mı´t
rozsah neˇkolika kategorizovany´ch u´rovnı´, definovany´ch podle Clougha [15] od nejjedno-
dusˇsˇı´ch u´prav forma´tova´nı´ a zmeˇny na´zvu promeˇnny´ch, prˇes umı´st’ova´nı´ nadbytecˇny´ch
vy´razu˚ neovlivnˇujı´cı´ch beˇh programu, azˇ po ty komplexnı´, kdy plagia´tor meˇnı´ kontrolnı´
struktury programu (za´meˇny cyklu˚ for a while, apod.). V literaturˇe je charakterizova´no
7 u´rovnı´ modifikace ko´du [7]. Prˇı´klady u´rovnı´ modifikacı´ jsou zobrazeny´ na obr. 18.
U´rovenˇ 0 znamena´ zkopı´rova´nı´ ko´du bez jaky´chkoliv u´prav. Takovy´ plagia´t je nej-
jednodusˇsˇı´ odhalit, jelikozˇ je veˇrnou kopiı´ origina´lu a nevyzˇaduje zˇa´dne´ programovacı´
znalosti.
U´rovenˇ L1 zahrnuje u´pravu komenta´rˇu˚ a forma´tova´nı´ ko´du. Jedna´ se o vizua´lnı´ zmeˇny,
jako je u´prava pra´zdny´ch rˇa´dku˚, tabula´toru˚ a mezer. Komenta´rˇe jsou parafra´zova´ny,
prˇida´ny, prˇelozˇeny, nebo naopak u´plneˇ odstraneˇny [17].
U´rovenˇ L2 je zmeˇna na´zvu˚ identifika´toru˚. Jedna´ se o prˇejmenova´nı´ promeˇnny´ch nebo
metod. Tato u´rovenˇ plagiova´nı´ nevyzˇaduje zˇa´dnou znalost programova´nı´ a je stejneˇ jako
prˇedchozı´ u´rovneˇ lehce manua´lneˇ odhalitelna´ v kra´tky´ch zdrojovy´ch ko´dech.
Modifikace na u´rovni L3 zahrnuje u´pravu deklarace promeˇnny´ch. Mu˚zˇe se jednat
o zmeˇnu datove´ho typu, umı´steˇnı´ deklarace promeˇnne´, prˇehozenı´ porˇadı´ operandu˚ v
prˇı´kazu bez ovlivneˇnı´ vy´sledku nebo za´meˇnu globa´lnı´ch a loka´lnı´ch promeˇnny´ch.
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L4 u´rovenˇ se ty´ka´ zmeˇny porˇadı´ metod nebo funkcı´. Plagia´tormu˚zˇe pozmeˇnit zdrojovy´
ko´d nahrazenı´m vola´nı´ metody implementacı´ jejı´ho teˇla a naopak, sloucˇit vı´ce metod do
jedne´. To same´ platı´ o trˇı´da´ch a souborech, ktere´ program pouzˇı´va´. Vznika´ tak vizua´lneˇ
jiny´ program, ale obsahuje stejnou funkcionalitu. Tato u´rovenˇ vyzˇaduje programovacı´
znalosti a je hu˚rˇe detekovatelna´.
U´rovenˇ L5 se ty´ka´ vy´znamneˇjsˇı´ch za´sahu˚ do pu˚vodnı´ho ko´du, ktere´ ovlivnˇujı´ vizu-
a´lnı´ a syntaktickou strukturu ko´du. Jedna´ se o vkla´da´nı´ nadbytecˇny´ch prˇı´kazu˚ a metod,
ktere´ v za´sadeˇ nemeˇnı´ funkcionalitu ko´du, prˇepisova´nı´ syntakticky´ch struktur selekce
a iterace nebo vkla´da´nı´ nedosazˇitelne´ho ko´du. Odstraneˇnı´ neˇktery´ch cˇa´stı´ ko´du, ktery´
nenı´ nezbytny´, take´ meˇnı´ podobu cele´ho programu. Tyto za´sahy vyzˇadujı´ pouzˇitı´ du˚klad-
neˇjsˇı´ch detekcˇnı´ch technik a vysˇsˇı´ mı´ru abstraktizace prˇi hleda´nı´ podobnosti. Plagia´tor
takovy´mi za´sahy rozumı´ funkcionaliteˇ programu, na jehozˇ za´kladeˇ tvorˇı´ plagia´t.
Poslednı´ u´rovenˇ (L6) meˇnı´ kompletneˇ syntaktickou strukturu neˇktery´ch cˇa´stı´ nebo
cele´ho programu. Se´mantika je zachova´na, a tedy i konzistence pu˚vodnı´ logikyprogramu.
Pod takovou za´meˇnou si mu˚zˇeme prˇedstavit mı´sto pouzˇitı´ rekurzivnı´ funkce faktoria´l,
posloupnost prˇı´kazu˚ s cyklem for, implementovany´ch ve funkci main. Plagia´tor rozumı´
funkcionaliteˇ a ovla´da´ teorii v pozadı´ dane´ho programu. Na´zorna´ uka´zka na obr. 18.
V noveˇjsˇı´ literaturˇe se kategorizace modifikacı´ zdrojove´ho ko´du rozebı´rajı´ hloubeˇji,
naprˇ. na lexika´lnı´ a syntaktickou modifikaci s cˇleniteˇjsˇı´mi u´rovneˇmi, prˇı´kladem budizˇ
Gasevic a kol. [19]. Avsˇak pro u´cˇely te´to pra´ci stacˇı´ za´kladnı´ rozdeˇlenı´.
3.2 Proces detekce plagia´tu˚ ve zdrojove´m ko´du
Abychommohli najı´t podobnosti mezi dveˇma entitami, musı´me porovnat jednotlive´ jed-
notky kazˇde´ entity se vsˇemi z entity druhe´. Toto je cˇasoveˇ i prostoroveˇ na´rocˇny´ u´kol. Je
tedy nutne´ prˇedzpracovat ko´d kazˇde´ entity, odstranit ty cˇa´sti, ktere´ nejsou nutne´ pro hle-
da´nı´ podobnosti, a prˇeve´st vstupnı´ zdrojove´ ko´dy do podoby, ktera´ je le´pe zpracovatelna´
pro detekcˇnı´ syste´m.
Tentoproces vyhleda´va´nı´ plagia´tu˚ sesta´va´ z neˇkolik podkroku˚, ktere´ postupneˇ upravujı´
zdrojovy´ ko´d do intermedia´lnı´ch prvku˚, ktere´ jsou pak prˇevedenydopodoby, jezˇ zpracuje
algoritmus pro detekci, da´le pak pocˇı´ta´nı´ podobnosti, seskupenı´ vy´sledku˚ a vizualizace.
Proces je graficky jednodusˇe zna´zorneˇn na obr. 2. Jedna´ se o vı´ce me´neˇ obecny´ postup,
ktery´ je pouzˇı´va´n pro vyhleda´va´nı´ klonu˚ v soft. syste´mech a lze jej aplikovat i pro detekci
plagia´tu˚. Nejedna´ o se striktnı´ univerza´lnı´ postup. Neˇktere´ fa´ze semohou lisˇit v za´vislosti
na pouzˇite´ metodologii. Uva´dı´m jej pro ucelenı´ prˇedstavy, jak takovy´ syste´m funguje, a
vycha´zı´m prˇeva´zˇneˇ z pra´ce o detekci klonu˚ od Roye a Cordyho [2].
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Obra´zek 1: Uka´zka modifikacı´ v Javeˇ
3.2.1 Prˇedzpracova´nı´ (Preprocessing)
V prvnı´ cˇa´sti se zdrojove´ ko´dy entit rozdeˇlı´ do patrˇicˇny´ch dome´n, ve ktery´ch bude
probı´hat porovna´va´nı´. Jedna´ se o filtrova´nı´ souboru˚, ktere´ nejsou pro srovna´nı´ zajı´mave´,
a dalsˇı´ za´kladnı´ u´pravy v teˇchto souborech.
V prvnı´ rˇade se odeberou automaticky vygenerovane´ cˇa´sti ko´du, zabudovane´ SQL
dotazy, ko´d vygenerovany´ z jiny´ch na´stroju˚ (jako JFlex, YACC apod.) nebo se mu˚zˇe
jednat o direktivy preprocesoru v C++.
Dalsˇı´m krokem v te´to fa´zi je rozdeˇlenı´ souboru˚ se zdrojovy´mi ko´dy do disjunktnı´ch
mnozˇin - zdrojovy´ch jednotek, tyto za´kladnı´ cˇa´stice se prˇı´mo u´cˇastnı´ fa´ze porovna´va´nı´.
Tyto jednotky jsou vytvorˇeny ze souboru˚, trˇı´d, metod, bloku˚ ko´du˚, vy´razu˚ nebo sekvence
jednotlivy´ch rˇa´dku˚ apod. Takove´ zdrojove´ jednotky mu˚zˇeme rozcˇlenit na mensˇı´ prvky
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Obra´zek 2: Proces detekce plagia´tu [2].
podle lexika´lnı´ analy´zy (na textove´ rˇeteˇzce nebo tokeny) a podle syntakticke´ analy´zy (na
uzly syntakticke´ho stromu). Toto deˇlenı´ spada´ pod dalsˇı´ fa´zi procesu detekce.
3.2.2 Transformace (Transformation)
• „Pretty - Printing“ - Jedna´ se o stylistickou u´pravu textu, zdrojove´ho ko´du nebo
znacˇkovacı´ho jazyka. Pouzˇı´va´ se stylisticke´ forma´tova´nı´ pro lepsˇı´ cˇitelnost obsahu,
naprˇı´klad zvy´razneˇnı´ syntaxe.
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• Odstraneˇnı´ komenta´rˇu˚ -Veˇtsˇinadetekcˇnı´chprˇı´stupu˚ odstranˇuje nebo ignoruje komen-
ta´rˇe, protozˇe je plagia´tor mu˚zˇe lehce pozmeˇnit. V technika´ch, ktere´ meˇrˇı´ podobnost
podle metriky, se komenta´rˇe zahrnujı´ do pocˇı´ta´nı´ podobnosti.
• Odstraneˇnı´ mezer (whitespace) - Mezery se v drtive´ veˇtsˇineˇ detekcˇnı´ch prˇı´stupu˚ nepo-
vazˇujı´ za atributy k hleda´nı´ podobnosti, nejjednodusˇsˇı´ u´pravy plagiovane´ho ko´du
jsou zmeˇny ve forma´tova´nı´. V prˇı´stupech, ktere´ porovna´vajı´ rˇeteˇzce rˇa´dku˚, se pocˇı´ta´
s rˇa´dkovy´m zalomenı´m.
• Tokenizace - Metodologie, ktere´ pracujı´ se sekvencı´ tokenu˚, pracujı´ tak, zˇe vezmou
kazˇdy´ rˇa´dek zdrojove´ho ko´du a podle lexika´lnı´ho pravidla konkre´tnı´ho progra-
movacı´ho jazyka jej rozdeˇlı´ na tokeny. Takto se ze souboru˚ a trˇı´d sestavı´ sekvence
tokenu˚, ktere´ vstupujı´ do fa´ze detekce shody. Ze sekvence jsou odstraneˇny komen-
ta´rˇe, mezery, rˇa´dkova´ zalomenı´ a tabula´tory.
• Parsova´nı´ - Syntakticka´ analy´za vstupnı´ch dat (rˇeteˇzcu˚ nebo tokenu˚) na za´kladeˇ
forma´lnı´ gramatiky umozˇnˇuje vznik parsovacı´ho stromu nebo abstraktnı´ho syntak-
ticke´ho stromu (AST). Jednotlive´ podstromy pak tvorˇı´ zdrojove´ jednotky urcˇene´ k
porovna´nı´.
• Generova´nı´ grafu (PDG - Program dependence graph) - Prˇı´stup, ktery´ zohlednˇuje se´-
manticky´ vy´znam informacı´ ve zdrojove´m ko´du s vysokou abstraktizacı´. Zahrnuje
kontrolnı´ a datovy´ tok programu v izomorfnı´ch grafech, v jejı´chzˇ podgrafech hleda´
podobnosti. Neˇktere´ metricke´ prˇı´stupy mohou vyuzˇı´vat PDG.
• Normalizace identifika´toru˚ - Je aplikova´na ve veˇtsˇineˇ prˇı´stupu˚, nahrazuje promeˇnne´
a jine´ identifika´tory za jeden typ tokenu˚ nebo symbolu˚.
• Transformace programovy´ch prvku˚ - Dalsˇı´m stupneˇm u´prav je nahrazenı´ syntakticke´ho
prvku za jiny´, obecneˇjsˇı´. Naprˇ. cyklus for, do - while nebo while mu˚zˇe by´t
nahrazen symbolem loop.
• Pocˇı´ta´nı´metricky´ch hodnot - Prˇı´stupy, porovna´vajı´cı´metriky zdrojovy´chko´du˚, pocˇı´tajı´
neˇktere´ atributy z neupraveny´ch nebo transformovany´ch zdrojovy´ch ko´du˚ a jsou
vyhodnoceny v dalsˇı´ fa´zi.
3.2.3 Detekce shody (Match detection)
Do fa´ze detekce shody vstupujı´ prˇedzpracovane´ a transformovane´ jednotky, vhodne´ pro
algoritmus, ktery´ prova´dı´ srovna´nı´ jednotek ze vstupnı´ch entit, kazˇda´ s kazˇdou (kazˇda´ z
prvnı´ entity s kazˇdou z druhe´ entity). Vy´stupem z te´to fa´ze je seznam nalezeny´ch shod
vzhledem k transformovane´mu ko´du. Shody by meˇly by´t spa´rova´ny ke sve´mu proteˇjsˇku
kazˇde´ z entit. Vy´stupnı´ informace z te´to fa´ze se vztahujı´ k cˇa´stem ko´du, kde dosˇlo ke
shodeˇ z 1. a z 2. entity podle srovna´vacı´ho algoritmu. Mohlo by se naprˇı´klad jednat o
cˇtverˇici (1. Entita: Zacˇa´tek, 1. Entita: Konec a 2. Entita: Zacˇa´tek, 2. Entita: Konec).
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Algoritmy, ktere´ se vyuzˇı´vajı´ pro detekci podobnosti budou rozvedeny v 3.4 (vyuzˇı´vajı´
se naprˇ. Suffix-tree, Dynamic pattern matching, hash-value comparison, greedy-string-
tiling, atd.).
3.2.4 Forma´tova´nı´ (Formatting)
Seznamy shod s ohledem na transformovane´ jednotky, se ktery´mi se pracovalo v cˇa´sti
prˇedchozı´, se v te´to cˇa´sti konvertujı´ na kolekce shodny´ch pa´ru˚ namapovany´ch napu˚vodnı´
zdrojove´ ko´dy entit. Kazˇda´ lokace shody odkazuje na konkre´tnı´ soubory a rˇa´dky v pu˚-
vodnı´ch zdrojovy´ch souborech. Nalezenou dvojici nebo pa´r s vysokou mı´rou podobnosti
si mu˚zˇeme prˇedstavit jako dvojici z mnozˇiny shod: {(E1: Na´zev souboru, E1: Zacˇa´tek
shody, E1: Konec shody),(E2: Na´zev souboru, E2: Zacˇa´tek shody, E2: Konec shody)}. E1
reprezentuje prvnı´ srovna´vanou entitu a E2 druhou. Nelze rozhodnout, jestli je prvnı´
entita plagia´t z druhe´ nebo naopak.
3.2.5 Za´veˇrecˇne´ zpracova´nı´ a vizualizace (Postprocessing and Vizualization)
V poslednı´ fa´zi detekcˇnı´ho procesu se vy´sledky zobrazene´ v pu˚vodnı´m ko´du filtrujı´
manua´lneˇ. Takto mu˚zˇeme snı´zˇit pocˇet falesˇneˇ pozitivnı´ch detekovany´ch plagia´tu˚. Tato
cˇa´st take´ zahrnuje vizualizaci vy´sledku˚. Mu˚zˇe se jednat o textovy´ soubor s odkazy na
prˇı´slusˇne´ podezrˇele´ dvojice nebo automaticky vygenerovany´ report ve forma´tu HTML.
Neˇktera´ rˇesˇenı´ vy´stupu jsou rozebra´na v kapitole 7.
Agregace se vyuzˇı´va´ u detekce klonu˚. Nalezene´ shody se agregujı´ od nejnizˇsˇı´ch deteko-
vany´ch jednotek azˇ po nejobecneˇjsˇı´ (od klonu˚ nejmensˇı´ch po trˇı´dy klonu˚ nebo clustery).
3.3 Detekcˇnı´ techniky a postupy
Detekcˇnı´ technika je v podstateˇ sekvence procesu˚, ktera´ na za´kladeˇ typu prˇı´stupu, zpra-
cova´va´ vstupnı´ data a vyhleda´va´ plagia´ty na za´kladeˇ podobnosti. Z obecne´ho pohledu
pracujı´ tyto techniky ve dvou fa´zı´ch (ikdyzˇ prakticky z vı´ce). Jedna´ se o transformaci
a porovna´nı´. V prvnı´ fa´zi je zdrojovy´ text transformova´n do internı´ho forma´tu, ktery´
umozˇnˇuje pouzˇitı´ efektivneˇjsˇı´ch porovna´vacı´ch algoritmu˚. Ve druhe´ probı´ha´ porovna´-
va´nı´, kdy se detekujı´ shody. Vnitrˇnı´ forma´t, ktery´ reprezentuje formu porovna´vany´ch
dat, poslouzˇı´ jako klasifikacˇnı´ klı´cˇ, podle ktere´ho popı´sˇu jednotlive´ kategorie detekcˇnı´ch
technik [2].
3.3.1 Textovy´ prˇı´stup
Tento typ technik je zalozˇen na metoda´ch porovna´vajı´cı´ch texty nebo rˇeteˇzce. Vstupnı´m
forma´tem dat jsou sekvence rˇeteˇzcu˚ a algoritmus ve veˇtsˇineˇ prˇı´padu˚ vyhleda´va´ totozˇne´
podrˇeteˇzce po rˇa´dcı´ch. Vy´stupem vyhleda´vacı´ho algoritmu je detekovany´ pa´r podezrˇe-
ly´ch cˇa´stı´, ktere´ obsahujı´ plagiovany´ textovy´ fragment v jehomaxima´lnı´m rozsahu. Tento
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Opearce Jazykovy´ symbol Prˇı´klad Nahrazenı´
1 Rˇeteˇzcovy´ litera´l ”Text” ”...”
2 Cele´ cˇı´slo 12 1
3 Desetinne´ cˇı´slo 12.3 1.0
4 Identifika´tor counter i
5 Cˇı´selny´ dat. typ int, byte, double number
6 Na´zev funkce print() method()
Tabulka 1: Normalizace, prˇı´klad zobecneˇnı´ neˇktery´ch jazykovy´ch prvku˚ [2].
prˇı´stup prova´dı´ malou meˇrou transformaci cˇi normalizaci. Jelikozˇ se jedna´ o textovy´, prˇı´-
padneˇ cˇa´stecˇneˇ lexika´lnı´ prˇı´stup, nebere se v potaz struktura´lnı´ stra´nka zpracova´vane´ho
ko´du, a tedy tento prˇı´stup neodhaluje modifikace spadajı´cı´ do vysˇsˇı´ch u´rovnı´ modifikace.
Neˇktere´ pouzˇı´vane´ forma´tovacı´ procesy (pro vstupnı´ zdrojove´ ko´dy ve fa´zi trans-
formace) zvysˇujı´ cˇitelnost a vytva´rˇı´ uniformitu zpracova´vany´ch vstupnı´ch textu˚, a tı´m
zvysˇujı´ robustnost cele´ho detekcˇnı´ho syste´mu. Acˇkoliv nesmı´me zapomenout, zˇe tento
typ forma´tova´nı´ je odolny´ oproti nizˇsˇı´m u´rovnı´m modifikacı´.
• Odstraneˇnı´ komena´rˇu˚ - Vsˇechny komenta´rˇe v programu jsou ignorova´ny. Tento typ
forma´tova´nı´ deˇla´ vyhleda´vacı´ algoritmus odolny´ vu˚cˇi modifikaci komenta´rˇu˚, tedy
u´rovenˇ L1 3.1.
• Odstraneˇnı´ bı´ly´ch mezer (whitespace) - Odstraneˇnı´ tabula´toru˚, mezer a rˇa´dkovy´ch
zalomenı´. Zı´ska´va´ odolnost vu˚cˇi zmeˇna´m forma´tova´nı´ v ko´du.
• Normalizace - pro zvy´sˇenı´ odolnosti pro neˇktery´m typu˚modifikacı´, jako je prˇejmeno-
va´nı´ na´zvu˚ promeˇnny´ch nebo zmeˇna datovy´ch typu˚, se pouzˇı´va´ cˇa´stecˇna´ lexika´lnı´
analy´za - normalizace - kdy se neˇktere´ textove´ prvky nahradı´ obecnou reprezentacı´
konkre´tnı´ skupiny prvku˚ - tokeny, viz. 1. tı´mto typem transformace zı´ska´va´ syste´m
odolnost vu˚cˇi L2 u´rovni a neˇktery´m prˇı´padu˚m L3.
Prˇı´kladem, jak probı´ha´ detekce plagia´tu˚ zalozˇena´ na textove´m prˇı´stupu, je syste´m DUP.
Ten detekuje plagia´ty rˇa´dek po rˇa´dku pouzˇitı´m lexeru a algoritmu, ktery´ vyhleda´va´ rˇe-
teˇzce podle tokenu˚ jednotlivy´ch rˇa´dku˚. Ve fa´zi transformace odstranı´ tabula´tory, pra´zdne´
mezery a komenta´rˇe. Normalizuje neˇktere´ rˇeteˇzcove´ hodnoty jako na´zvy promeˇnny´ch,
funkcı´ a datove´ typy obecneˇjsˇı´mi za´stupci. Spojı´ vsˇechny takto forma´tovane´ rˇa´dky do jed-
noho rˇeteˇzce hashovacı´ funkcı´, ohodnotı´ kazˇdy´ rˇa´dek pro srovna´nı´ a extrahuje mnozˇinu
pa´ru˚ nejdelsˇı´ch shod pouzˇitı´m suffix-tree algoritmu.
Obdobne´ syste´mymohoupouzˇı´vat nejru˚zneˇjsˇı´ algoritmypro hleda´nı´ podobnostı´, naprˇ.
Dynamic pattern matching, algoritmus zalozˇeny´ na vytva´rˇenı´ otisku˚, tzv. fingerprinting,
UNIXovou utilitu diff, vy´sˇe zmı´neˇny´ suffix-tree algoritmus nebo latentnı´ se´mantickou
analy´zu [2]. Prˇı´klad, jak vypada´ ko´d prˇed a po normalizaci, je na obr. 3.
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Obra´zek 3: Java ko´d prˇed a po normalizaci
Pozna´mka 3.1 Normalizovany´ ko´d je vytisˇteˇn i s rˇa´dkovy´m zalomenı´m, acˇkoliv prˇi zpra-
cova´nı´ jsou jednotlive´ zalomenı´ ignorova´ny. Tento postup je tudı´zˇ odolny´ vu˚cˇi modifikaci
forma´tova´nı´ origina´lnı´ho zdrojove´ho ko´du plagia´torem.
3.3.2 Lexika´lnı´ prˇı´stup
Tento prˇı´stup zahrnuje porovna´va´nı´ fragmentu˚ na u´rovni tokenu˚. Pu˚vodnı´ zdrojovy´
ko´d procha´zı´ lexika´lnı´ analy´zou neboli tokenizacı´ (to je proces velmi podobny´ lexika´lnı´
analy´ze, kterou pouzˇı´vajı´ kompila´tory programovacı´ch jazyku˚), porovna´va´nı´ je pak pro-
va´deˇno na podsekvencı´ch tokenu˚. Tento prˇı´stup je odolneˇjsˇı´ vu˚cˇi neˇktery´m modifikacı´m
narozdı´l od textoveˇ-zalozˇeny´ch prˇı´stupu˚, zejme´na vu˚cˇi forma´tova´nı´ a prˇejmenova´va´nı´
identifika´toru˚. Vy´stupem je dvojice plagia´tu˚, korespondujı´cı´ch k pu˚vodnı´mu origina´l-
nı´mu zdrojove´mu ko´du vstupnı´ch entit [3].
Samotny´ proces tokenizace spocˇı´va´ v konvertova´nı´ sekvence znaku˚ do odpovı´dajı´-
cı´ch tokenu˚. Lexika´lnı´ analy´za, kterou prova´dı´ skener, je soucˇa´stı´ prˇekladacˇe zdrojove´ho
ko´du. Kazˇdy´ programovacı´ jazyk obsahuje skupinu urcˇity´ch znaku˚, ze ktery´ch se mu˚zˇe
skla´dat dalsˇı´ struktury jazyka. V Javeˇ jsou za´kladnı´mi stavebnı´mi prvky tokeny, ktere´
zastupujı´ jednotlive´ prvky Javy, jako klı´cˇova´ slova (if, public, class, ...), separa´tory
({, }, ;, ...), opera´tory (+, -, &&, %, atd.) a litera´ly (cˇı´sla, rˇeteˇzce, cˇı´sla s desetinnou cˇa´rkou),
identifika´tory (na´zvy funkcı´, promeˇnny´ch, trˇı´d,..) atd. Z teˇch se pote´ skla´dajı´ vysˇsˇı´ jazy-
kove´ struktury: vy´razy, prˇı´kazy, bloky/metody, trˇı´dy a balı´cˇky. Skener (realizova´n jako
konecˇny´ automat) zpracova´va´ vstupnı´ rˇeteˇzce znaku˚ azˇ do nejdelsˇı´ mozˇne´ varianty a rˇe-
teˇzec nahradı´ odpovı´dajı´cı´m tokenem (zpracova´va´ vstup dokud nenarazı´ na znak, ktery´
uzˇ nepatrˇı´ do skupiny slov, popisujı´cı´ch dany´ jazyk a pokracˇuje dalsˇı´m rˇeteˇzcem). Tento
algoritmus pouzˇı´va´ prˇesneˇ definovanou sadu instrukcı´, vynecha´va´ komenta´rˇe, white-
space znaky, pracuje po jednotlivy´ch rˇeteˇzcı´ch znaku˚ po rˇa´dcı´ch a tak oddeˇluje jednotlive´
tokeny. Na konci procesu posı´la´ sekvenci tokenu˚ do dalsˇı´ cˇa´sti prˇekladacˇe [20].
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Na podobne´m principu jako skener prˇekladacˇe funguje take´ proces tokenizace. Vyu-
zˇı´vajı´ se ru˚zne´ lexika´lnı´ genera´tory jako JFlex [21], YACC, ANTLR apod., ktere´ mu˚zˇeme
integrovat do detekcˇnı´ch syste´mu˚.
V syste´mech pro vyhleda´va´nı´ plagia´tu˚ mu˚zˇeme pak da´le upravovat a generalizovat
ru˚zne´ skupiny tokenu˚ a zvysˇovat efektivitu detekcˇnı´ch algoritmu˚. Vysˇsˇı´ mı´ra abstrakti-
zace deˇla´ vyhleda´va´nı´ podobnosti odolneˇjsˇı´ vu˚cˇi plagia´torsky´m modifikacı´m. Mu˚zˇeme
nahrazovat ru˚zne´ datove´ typy, kontrolnı´ struktury nebo identifika´tory jednı´m typem
tokenu˚, viz. obr. 4, kde vidı´me reprezentaci ru˚zny´ch programovacı´ch prvku˚ Javy jako
sekvenci za´stupny´ch tokenu˚.
Obra´zek 4: Uka´zka tokenizovane´ho ko´du zı´skane´ho na za´kladeˇ fragmentu java ko´du: 3.
Jelikozˇ jsou v tomto prˇı´stupu zpracova´ny jednotky na lexika´lnı´ u´rovni - tokeny, nebere
se v potaz syntakticka´ struktura ko´du a nalezene´ podobne´ podsekvence mohou prˇekry´t
syntaktickou podobnost na vysˇsˇı´ u´rovni [3]. Pokud bychom zva´zˇili integraci metodolo-
gie, ktera´ by tento nedostatek odstranila, at’uzˇ ve fa´zi prˇedzpracova´nı´ nebo po detekci
shody, lexika´lnı´ prˇı´stup by byl robustneˇjsˇı´ a odolneˇjsˇı´ vu˚cˇi vysˇsˇı´m u´rovnı´m modifikace.
V kapitole 4 se na takovy´ postup podı´va´me blı´zˇe.
Pozna´mka 3.2 Posloupnost tokenu˚ je zobrazena po rˇa´dcı´ch, vy´pis je namapova´n na pu˚-
vodnı´ ko´d. Rˇa´dkova´ zalomenı´ jsou prˇi hleda´nı´ podobnosti ignorova´na. Pro lepsˇı´ vizua-
lizaci jsou mezi jednotlive´ typy tokenu˚ umı´steˇny „-“. Obra´zek slouzˇı´ pouze jako demon-
strace, proto je zobrazen pouze vy´rˇez.
Neˇktere´ na´stroje pro detekci plagia´tu˚ pouzˇı´vajı´ algortimy pro hleda´nı´ podrˇeteˇzcu˚ v
sekvencı´ch tokenu˚. Mu˚zˇeme pouzˇı´t neˇktere´ techniky dolova´nı´ dat nebo take´ Greedy-
string-tiling nebo Smith-Watermanu˚v algoritmus, ktere´ jsou rozebra´ny v dalsˇı´ cˇa´sti.
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3.3.3 Syntakticky´ prˇı´stup
Tento prˇı´stup pracuje se syntaktickou strukturou zdrojove´ho ko´du. Detekcˇnı´ syste´m pou-
zˇı´va´ parser ke konverzi programudodatove´ struktury parsovacı´ho stromunebo abstrakt-
nı´ho syntakticke´ho stromu (Abstract syntax tree - AST), kde se podobnost vyhleda´va´ na
za´kladeˇ metriky blokovy´ch struktur nebo podobnosti podstromu˚ [3].
AST je abstraktnı´ reprezentace programu ve formeˇ datove´ struktury hiearchicke´ho
stromu. Prˇedstavuje abstraktnı´ syntaxi jazyka a zahrnuje pouze takove´ prvky jazyka, ktere´
ovlivnˇujı´ se´mantiku programu. Blokove´ struktury urcˇujı´cı´ porˇadı´ vykona´va´nı´ prˇı´kazu˚
(rˇekneˇme zacˇa´tek a konec bloku) jsou odstraneˇny a prˇı´kazy poporˇadeˇ zacˇleneˇny do
struktury stromu [22]. Listy zastupujı´ termina´ly, tvorˇı´ je litera´ly, konstanty a promeˇnne´
programu [17].
Na rozdı´l od AST (viz. obr. 5) je parsovacı´ strom tvorˇen vsˇemi prvky syntaxe progra-
movacı´ho jazyku. AST reprezentuje tyto struktury pra´veˇ ve svy´ch uzlech a nenı´ potrˇeba u
neˇj uchova´vat vsˇechny informace zı´skane´ ze zdrojove´ho ko´du. Uzly parsovacı´ho stromu
prˇedstavujı´ netermina´lnı´ pravidla bezkontextove´ gramatiky urcˇite´ho programovacı´ho ja-
zyka a listy reprezentujı´ syntakticke´ jednotky. Du˚sledkem te´to struktury parsovacı´ strom
obsahuje vsˇechny tokeny vytvorˇene´ lexika´lnı´ analy´zou. Da´le se tento typ stromu pouzˇı´va´
jako intermedia´lnı´ forma AST a je vy´pocˇetneˇ me´neˇ na´rocˇny´ na produkci. V stromoveˇ
zalozˇeny´ch technika´ch mu˚zˇeme vyhleda´vat podobnosti na za´kladeˇ dvou metodologiı´.
Obra´zek 5: Zleva: Parsovacı´ strom, AST - rozdı´l
Metody vyhleda´va´nı´ podobny´ch podstromu˚
Tento prˇı´stup vyhleda´va´ plagia´ty nacha´zenı´m podobny´ch podstromu˚. Jme´na promeˇn-
ny´ch, hodnoty litera´lu˚ a ostatnı´ch prvku˚ (listu˚ ve stromu), ktere´ vznikly naprˇı´klad toke-
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nizacı´, jsou ve stromove´ reprezentaci abstraktizova´ny a dovolujı´ tak efektivneˇjsˇı´ vyhle-
da´va´nı´ plagia´tu˚.
Metricke´ metody
Pro vsˇechny fragmenty ko´du, jako jsou prˇı´kazy, bloky, metody nebo trˇı´dy, lze vypocˇı´-
tat jejich metriku. Prˇi porovna´va´nı´ se pak pouzˇijı´ tyto vektory mı´sto srovna´nı´ prˇı´mo
zdrojove´ho ko´du. Mu˚zˇeme se jednat o techniky, ktere´ pocˇı´tajı´ otisky - fingerprinting nebo
vzda´lenosti mezi jednotlivy´mi podstromy. Vytva´rˇenı´ otisku˚ jsou techniky, jejichzˇ vy´pocˇty
se pro jednotlive´ fragmenty ko´du vzˇdy lisˇı´, jelikozˇ funkce, ktere´ vypocˇı´ta´vajı´ tyto hod-
noty, jsou hashovacı´, a ty vytvorˇı´ pro byt’minima´lneˇ pozmeˇneˇne´ vstupy u´plneˇ odlisˇne´
vy´stupnı´ hodnoty. Pak se porovna´vajı´ tyto metricke´ hodnoty a hledajı´ se plagia´ty mezi
zpracovany´mi syntakticky´mi jednotkami. Ve veˇtsˇineˇ prˇı´stupu˚ se zdrojovy´ ko´d prˇevede
na datove´ struktury parsovacı´ho stromu nebo AST a pak se z nich pocˇı´tajı´ metriky. Mu-
sı´me poznamenat, zˇe pocˇı´ta´nı´ metrik se ty´ka´ take´ PDG struktur, kde se pracuje s grafy a
ne stromy.
3.3.4 Se´manticky´ prˇı´stup
Prˇı´stupy, ktere´ berou v potaz i se´mantiku programu a pouzˇı´vajı´ statickou analy´zu, ob-
sahujı´ prˇesneˇjsˇı´ informace nezˇ syntakticke´ prˇı´stupy. Prˇedevsˇı´m se jedna´ o reprezentaci
programu jako PDG (program dependency graph). Vrcholy prˇedstavujı´ vy´razy nebo prˇı´-
kazy a hrany zastupujı´ kontrolnı´ a datove´ za´vislosti mezi vrcholy. Takova´ reprezentace se
odpouta´va´ od lexika´lnı´ho porˇadı´, ve ktere´m jsou prˇı´kazy serˇazeny a jevı´ se tedy z vneˇjsˇku
jako se´manticky neza´visle´ [3]. Narozdı´l od hran AST, kde sekvence prˇı´kazu˚ ze zdrojo-
ve´ho ko´du nenı´ bra´na v potaz, je grafova´ prezentace robustneˇjsˇı´ proti plagia´torsky´m
modifikacı´m jako naprˇ. prˇehazova´nı´ prˇı´kazu˚ [22], zmeˇna rˇı´dı´cı´ch bloku˚ nebo vkla´da´nı´
prˇı´kazu˚.
Tato technika doka´zˇe odhalit mnohem vysˇsˇı´ u´rovneˇ modifikace ko´du, ale je take´ mno-
hem na´rocˇneˇjsˇı´ na vy´pocˇet. Vstupnı´ ko´dy se musejı´ prˇeve´st na mnozˇinu grafu˚ podle
zrnitosti, se kterou se pracuje v transformacˇnı´ fa´zi, a pak se mezi nimi vyhleda´vajı´ stejne´
izomorfnı´ podgrafy. Takove´ postupy obsahujı´ filtrova´nı´ pro snı´zˇenı´ pocˇtu grafu˚ [17].
3.3.5 Hybridnı´ prˇı´stupy
Hybridnı´ prˇı´stupy kombinujı´ znaky lexika´lnı´ch, syntakticky´ch, prˇı´padneˇ se´manticky´ch
prˇı´stupu. Takove´ kombinace se snazˇı´ zı´ska´vat vy´hody pouzˇity´ch prˇı´stupu˚ a zamezovat
jejich nedostatku˚m tı´m, zˇe se aplikuje jiny´ prˇı´stup. Jde tedy o kombinaci prezentace vnitrˇnı´
podoby ko´du (datovy´ch struktur) a pouzˇity´ch technik.
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3.4 Algoritmy pro detekci plagia´tu˚
Jednou z hlavnı´ fa´zı´ procesu vyhleda´va´nı´ plagia´tu˚ je detekce shody. Urcˇova´nı´ mı´ry po-
dobnosti mezi dveˇma programy probı´ha´ na za´kladeˇ porovna´nı´ podrˇeteˇzcu˚, podsekvencı´
tokenu˚, podstromu˚, na za´kladeˇ metriky nebo z podgrafu˚. Algoritmy, ktere´ tuto operaci
prova´dı´, mu˚zˇeme neˇkdy pouzˇı´t pro vı´ce prˇı´stupu˚, naprˇ. pro vyhleda´va´nı´ podrˇeteˇzcu˚ i pro
podsekvence tokenu˚. Neˇktere´ z nich byly zmı´neˇny v prˇedchozı´ cˇa´stı´ podle typu prˇı´stupu.
V te´to cˇa´sti popı´sˇu ty nejbeˇzˇneˇjsˇı´, se ktery´mi se mu˚zˇeme setkat v praxi.
3.4.1 Greedy String Tiling
Greedy String Tiling (GST) je algoritmus navrzˇeny´ M. J. Wisem v roce 1993. Vznikl na
za´kladeˇ pokusu a rˇesˇenı´ proble´muporovna´va´nı´ rˇeteˇzcu˚ pro detekci plagia´tu˚ a porova´va´nı´
sekvencı´ v DNA nebo proteinech. Algoritmus je detailneˇ popsany´ v cˇla´nku M. Wise [23]
a vycha´zı´m prˇeva´zˇneˇ z neˇj.
Pu˚vodnı´ syste´m navrzˇeny´ pro vyhleda´va´nı´ plagia´tu˚ se jmenuje YAP a pracuje ve dvou
fa´zı´ch. V prvnı´ fa´zi se prˇeva´dı´ text do sekvence tokenu˚, ktery´mi nahrazuje textove´ frag-
menty. Vyuzˇı´va´ prˇitom lexika´lnı´ slovnı´k slov, ktere´ na´lezˇı´ do dome´ny rˇesˇene´ho proble´mu
(takzˇe naprˇ. klı´cˇova´ slova programovacı´ho jazyka). Druha´ fa´ze rˇesˇı´ urcˇenı´ mı´ry podob-
nosti mezi dveˇma rˇeteˇzci tokenu˚ s vysokou hodnotou indikujı´cı´ pravdeˇpodobny´ plagia´t.
Algoritmus, ktery´ urcˇuje mı´ru podobnosti, sesta´va´ ze trˇı´ vlastnostı´:
• Kazˇdy´ token v kazˇde´m rˇeteˇzci se mu˚zˇe porovnat nejvy´sˇe jednou (pokud se shoduje
s tokenem v druhe´m rˇeteˇzci).
• Transponovane´ podrˇeteˇzce by meˇly mı´t minima´lnı´ efekt na hodnotu podobnosti,
protozˇe transpozice se mohou vyskytovat pouze pokud nezpu˚sobujı´ zmeˇnu se´-
mantiky zdrojove´ho textu. To znamena´, zˇe naprˇı´klad zmeˇny v porˇadı´ vykona´va´nı´
prˇı´kazu˚ switch nebo prˇehozenı´ prˇı´kazu˚ v bloku ko´du nemajı´ vliv na vy´stup pro-
gramu.
• Rozkla´da´nı´ slozˇeny´ch prˇı´kazu˚ by nemeˇlo vy´razneˇ ovlivnit mı´ru podobnosti snı´zˇe-
nı´m jejı´ hodnoty.
Da´le se prˇi vysveˇtlova´nı´ GST algoritmus setka´me s neˇkolika definicemi podle [23]:
Definice 3.1 Pokud se hovorˇı´ o dvou rˇeteˇzcı´ch, kratsˇı´ se nazy´va´ vzorovy´ rˇeteˇzec, zatı´mco deˇlsˇı´ je
oznacˇen jako textovy´ rˇeteˇzec.
Definice 3.2 Maxima´lnı´ shoda (Maximal match) - je nejdelsˇı´ sled shodny´ch znaku˚ mezi vzoro-
vy´m podrˇeteˇzcem Pp zacˇı´najı´cı´ch na indexu p a textovy´m podrˇeteˇzcem Tt od indexu t. Shoda je
nejdelsˇı´ mozˇna´ a pokracˇuje, dokud neskoncˇı´ rˇeteˇzec, nenastane neshoda nebo nenı´ jeden z prvku˚
zaznamena´n. Maxima´lnı´ shoda je oznacˇena jako max_match(p,t,s), kde s je de´lka shody.
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Definice 3.3 Dla´zˇdeˇnı´ (Tile) - je permanentnı´ a unika´tnı´ (ve vztahu 1:1) asociace podrˇeteˇzce
z P a podrˇeteˇzce z T. V procesu vytva´rˇenı´ dla´zˇdeˇnı´ z maxima´lnı´ shody jsou jednotlive´ tokeny z
podrˇeteˇzcu˚ zaznacˇeny a sta´vajı´ se tak nedostupne´ pro dalsˇı´ srovna´va´nı´. Dla´zˇdeˇnı´ de´lky s, zacˇı´najı´cı´
v Pp a Tt se oznacˇuje jako tile(p,t,s).
Definice 3.4 De´lka nejmensˇı´ shody (Minimum match length) - je to spodnı´ hranice de´lky, ktera´
urcˇuje, zdali budou vyrˇazeny ze srovna´nı´ vsˇechny maxima´lnı´ shody (a tudı´zˇ i dla´zˇdeˇnı´), pokud
nemajı´ de´lku veˇtsˇı´ nezˇ de´lku nejmensˇı´ shody. Tato hranice de´lky je minima´lneˇ 1, ale beˇzˇneˇ se
pouzˇı´va´ vysˇsˇı´ cele´ cˇı´slo.
Prˇedpokla´dejme, zˇe je zna´ma de´lka aktua´lnı´ maxima´lnı´ shody (samozrˇejmeˇ veˇtsˇı´
nebo rovna de´lce nejmensˇı´ shody) v algoritmu oznacˇena jako maxmatch, ktera´ je de´lkou
nejveˇtsˇı´ mozˇne´ shody, kterou jesˇteˇ lze zı´skat z P a T . Pseudoko´d GST pro porovna´nı´
dvou rˇeteˇzcu˚ podle M. Wise 1: Algoritmus pracuje na´sledovneˇ. V prvnı´ cˇa´sti se vyhle-
length of tokens tiled := 0
Repeat
maxmatch := minimum match length
/∗ Tyka se neoznacenych tokenu podretezce P ∗/
for each Pp do
/∗ Tyka se neoznacenych tokenu podretezce T ∗/
for each Tt do
j := 0
while (Pp + j = Tt + j AND unmarked(Pp + j) AND unmarked(Tt + j)) do
j := j + 1
/∗ Prida shodu do listu shod o delce j ∗/
if ( j = maxmatch) then add match(p, t, j)
/∗ Pokud je delka shody vetsi nez dosavadni, nahradi je novou ∗/
else if ( j > maxmatch) then start new list with match(p, t , j ) and maxmatch := j
for each match(p, t, maxmatch) in list
/∗ Vytvoreni noveho dlazdeni ∗/
if not occluded then
for j := 0 to maxmatch − 1 do
mark token(Pp + j)
mark token(Tt + j)
length of tokens tiled := length of tokens tiled + maxmatch;
Until maxmatch = minimum match length
Vy´pis 1: Pseudo ko´d Greedy String Tiling algoritmu [23]
da´vajı´ vsˇechny nejdelsˇı´ spolecˇne´ podrˇeteˇzce ze vzorove´ho a textove´ho rˇeteˇzce. Cykly
procha´zı´ neoznacˇene´ tokeny z P a porovna´va´ je s neoznacˇeny´mi tokeny z T. Pokud narazı´
na shodu, tak nejvnorˇeneˇjsˇı´ cyklus hleda´ nejdelsˇı´ spolecˇne´ tokeny podrˇeteˇzce. Pokud
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se v nejvnorˇeneˇjsˇı´m cyklu narazı´ na rˇeteˇzec, ktery´ ma´ nejdelsˇı´ spolecˇnou de´lku veˇtsˇı´ nezˇ
nejveˇtsˇı´ v aktua´lnı´m seznamu shod - maxmatch, je tento seznam smaza´n a je prˇida´n aktu-
a´lnı´ rˇeteˇzec shody do match(p, t, j).Takto je vytvorˇen seznam se vsˇemi spolecˇny´mi
podrˇeteˇzci, majı´cı´ de´lku alesponˇ rovnou de´lce nejmensˇı´ shody.
Ve druhe´ cˇa´sti probı´ha´ vytva´rˇenı´ dla´zˇdeˇnı´ nebo take´ oznacˇeova´nı´ tokenu˚ pouzˇity´ch pro
dla´zˇdeˇnı´. Tı´m se snizˇuje vy´pocˇetnı´ de´lka. Pokud se neˇktere´ dla´zˇdeˇnı´ prˇekry´vajı´, vybere se
prvnı´ z nich a ostatnı´ zahodı´. Cyklus Repeat probı´ha´, dokud se de´lky se aktua´lnı´ de´lka
nejdelsˇı´ho shodne´ho rˇeteˇzce nerovna´ minima´lnı´ de´lce shody, tak nedojde k zacyklenı´.
Vy´stupem je tedy seznam nejdelsˇı´ch spolecˇny´ch podrˇeteˇzcu˚, ktere´ zacˇı´najı´ na pozici p
ve vzorove´m rˇeteˇzci P a ekvivalentneˇ v textove´m rˇeteˇzci T s de´lkou s, dı´ky teˇmto u´daju˚m
mu˚zˇeme vy´sledky vizualizovat a namapovat nalezene´ shodne´ rˇeteˇzce k origina´lnı´mu
zdrojove´mu ko´du.
Pro vypocˇı´ta´nı´ mı´ry podobnosti mu˚zˇeme pouzˇı´t vzorec podle pra´ce [17]:
sim(P, T ) =
2 ∗ coverage(tiles)
|S|+ |T |
coverage(tiles) =

match(p,t,length)∈tiles
length
Tento hojneˇ vyuzˇı´vany´ algoritmusma´ bohuzˇel polynomia´lnı´ slozˇitost v nejhorsˇı´m prˇı´-
padeˇO(n3), kde n je pocˇet tokenu˚ v rˇeteˇzci, pokud |P | = |T | = n a v nejlepsˇı´m prˇı´padeˇ se
jedna´ o slozˇitost O(n2) podle. Proto byly vytvorˇeny efektivnı´ na´stavby tohoto algoritmu,
naprˇ. Karp-Rabinu˚v GST a dalsˇı´ variace, ktere´ jsou vy´konneˇjsˇı´ a majı´ pru˚meˇrnou slozˇitost
v O(n). Nicme´neˇ v nejhorsˇı´m prˇı´padeˇ zu˚sta´va´ tato slozˇitost stejna´ jako u GST varianty
[17].
3.4.2 Smith - Watermanu˚v algoritmus
Loka´lnı´ zarovna´nı´ je technika, ktera´ definuje podobne´ oblasti mezi dveˇma sekvencemi,
mu˚zˇe se jednat o rˇeteˇzce, nukleotidy DNA nebo sekvence aminokyselin v proteinech.
Jedna´ se o snahu urcˇenı´ vztahu˚ mezi jednotlivy´mi oblastmi, kde se nacha´zı´ neˇjaka´ po-
dobnost (funkciona´lnı´ nebo struktura´lnı´).
Smith - Watermanu˚v algoritmus definovali tito pa´nove´ v roce 1981, aby vyhleda´val po-
dobne´ oblasti mezi dveˇma sekvencemi (pra´veˇ v DNA nebo proteinech). Tento algoritmus
vyuzˇı´va´ metody dynamicke´ho programova´nı´ a smeˇrˇuje k nalezenı´ optima´lnı´ho loka´lnı´ho
zarovna´nı´ vzhledem k pouzˇite´mu sko´rovacı´mu syste´mu, ktery´ je slozˇeny´ ze sko´rovacı´
matice (ohodnovacı´ho sche´matu) a postihu za vkla´da´nı´ mezer. Takova´ kombinace metod
konstruuje optima´lnı´ rˇesˇenı´ proble´mu˚ z optima´lnı´ch rˇesˇenı´ jeho podproble´mu˚ a ukla´da´
tyto mezivy´sledky do tabulky, aby se prˇedesˇlo opeˇtovne´mu prˇepocˇı´ta´va´nı´ [1].
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Obecneˇ se loka´lnı´ zarovna´nı´ zameˇrˇuje na porovna´nı´ dvou linea´rnı´ch sekvencı´, aby
byly nalezeny nejdelsˇı´ podsekvence, ktere´ majı´ nejveˇtsˇı´ shodu. Ohodnocenı´ (sko´re) bloku
sekvence je soucˇtem jeho jednotlivy´ch ohodnocenı´ a hodnota optima´lnı´ho zarovna´nı´ je
hodnotou nejvy´sˇe ohodnocene´ho bloku sekvence.
Forma´lneˇ ma´me da´ny dveˇ sekvence P a Q, kde pi je prvkem P a qj je prvkem Q tak,
zˇe (i ≤ |P |, j ≤ |Q|), a kde je individua´lnı´ ohodnocenı´ score(pi, qj) definova´no jako:
score(pi, qj) =

m, if pi = qi
d, if pi ̸= qi
kde m je ohodnocenı´ pro shodu a d pro neshodu; m je hodnotou pozitivnı´ a d negativnı´.
Optima´lnı´ hodnota zarovna´nı´ Score(i, j) je vypocˇı´tana´ na za´kladeˇ funkce sko´rovacı´ho
sche´matu:
Score(i, j) = max

Score(i− 1, j − 1) + score(pi, qi) Match/Mismatch
Score(i− 1, j) + g ⇒ w(ai,−) Deletion
Score(i, j − 1) + g ⇒ w(−, bj) Insertion
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kde g je postih za shodu dı´k mezerˇe. Forma´lneˇ rˇecˇeno, hodnota pro loka´lnı´ zarovna´nı´ po
hranici i a j je maximum jedne´ z mozˇnostı´: vlozˇenı´ mezery, shoda nebo neshoda, odstra-
neˇnı´ mezery a zˇa´dne´ srovna´nı´. Takovy´m zpu˚sobem se vytvorˇı´ cela´ matice podobnosti a
pro dva ru˚zne´ vstupnı´ rˇeteˇzce dostaneme vy´stup: obr. 6 .
Obra´zek 6: Matice podobnosti loka´lnı´ho zarovna´nı´
Backtracing neboli zpeˇtne´ trasova´nı´ utva´rˇı´ optima´lnı´ loka´lnı´ zarovna´nı´ z matice po-
dobnosti. Tento proces vyhleda´ maximum v matici a od jeho pozice trasuje optima´lnı´
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usporˇa´da´nı´ jednotlivy´ch prvku˚ rˇeteˇzcu˚. Algoritmus trasova´nı´ zacˇı´na´ v maxima´lnı´ hod-
noteˇ matice a zpeˇtneˇ zapisuje spra´vne´ dvojice prvku˚, prˇı´padneˇ doplnı´ mezery podle
optima´lneˇjsˇı´ hodnoty, tvorˇene´ prˇi pocˇı´ta´nı´ matice. Tento proces lze videˇt na obr. 7, prˇe-
vzaty´ z Java aplikace B.A.B.A.1 odCasagrande,N., kde vidı´me trasu zpeˇtne´ho usporˇa´da´nı´
zarovna´nı´ mezi dveˇma rˇeteˇzci. V tomto prˇı´padeˇ autor pouzˇil ukazatele, ktere´ ukla´dal prˇi
vytva´rˇenı´ matice. Prˇi zpeˇtne´m trasova´nı´ tak od maxima´lnı´ hodnoty v matici pokracˇoval
podle aktua´lnı´ho ukazatele azˇ k pocˇa´tku optima´lnı´ho zarovna´nı´.
Obra´zek 7: Backtracing - Optima´lnı´ loka´lnı´ zarovna´nı´ - trasova´nı´
1Casagrande, Norman. B.A.B.A.: Basic Algorithms of Bioinformatics Applet. Universite´ de Montre´al,
2003. Dostupne´ z: http://baba.sourceforge.net
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Druha´ mozˇnost, jak mu˚zˇe algoritmus trasovat, je vybı´ra´nı´ pu˚vodnı´ hodnoty na jedne´ z
pozicH[i−1][j−1] (match/mismatch),H[i][j−1](insertion) neboH[i−1][j](deletion), ze
ktere´ byla vypocˇı´ta´na hodnota pro H[i][j]. Proces vytva´rˇenı´ zarovna´nı´ se mu˚zˇe zastavit
u poslednı´ho ukazatele, pokud nenarazı´me na prvek s hodnotou 0 nebo prvek na pozici
H[0][0] (v prˇı´padeˇ obr. 6 zpeˇtne´ trasova´nı´ probı´ha´ do pozice (0,0)). Prvnı´ rˇa´dek a sloupec
matice podobnosti obsahuje pouze prvky s hodnotou 0, abychom mohli urcˇit sko´re pro
zarovna´nı´ prvnı´ho prvku prvnı´ho rˇeteˇzce se vsˇemi z rˇeteˇzce druhe´ho a obra´ceneˇ.
Dı´ky tomu, zˇe oba algoritmy pro vy´pocˇet loka´lnı´ho zarovna´nı´ pouzˇı´vajı´ stejne´ ohod-
nocovacı´ sche´ma, jsou vy´sledky stejne´ (s rozdı´lem, zˇe zpeˇtne´ trasova´nı´, jak vidı´me na obr.
6, koncˇı´ azˇ v pozici (0,0)). Vy´stupem takove´ho algoritmu je pak loka´lnı´ zarovna´nı´ dvou
rˇeteˇzcu˚ s nejvysˇsˇı´m dosazˇeny´m ohodnocenı´m (sko´re), viz. spodnı´ cˇa´sti vy´sˇe zmı´neˇny´ch
obra´zku˚ Sequence1 a Sequence2, respektive S1 a S2.
3.4.3 Suffix - tree Matching
Vyhleda´va´nı´ plagia´tu˚ na za´kladeˇ podobnosti podstromu˚ je technika u´cˇinneˇjsˇı´ nezˇ lexika´lnı´
prˇı´stupy, ale take´ je cˇasoveˇ a prostoroveˇ na´rocˇneˇjsˇı´.
V prvnı´ rˇadeˇ se podle dany´ch pravidel vytvorˇı´ suffix tree struktura. Suffix tree pro
rˇeteˇzec T de´lkym je korˇenovy´ strom sestaveny´ podle na´sledujı´cı´ch pravidel:
• obsahuje prˇesneˇm listu˚, cˇı´slovany´ch od 1 azˇm
• kazˇda´ hrana ma´ popis podrˇeteˇzce z T
• kazˇdy´ vnitrˇnı´ uzel ma´ alesponˇ dva potomky
• popisky dvou hran zacˇı´najı´ ve vnitrˇnı´m uzlu tak, zˇe nezacˇı´najı´ stejny´m znakem
• popis cesty od korˇene k listu je ocˇı´slova´n I je suffixem T , zacˇı´najı´cı´m v pozici i -
T [i..m]
Obra´zek 8: Prˇı´klad graficke´ho zna´zorneˇnı´ suffix tree struktury [24].
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Jeden z postupu˚ pouzˇı´va´ pro srovna´nı´ a prˇevod podstromu˚ do AST Ukkonenovu
verzi suffix - tree algoritmu. AST je prvneˇ serializova´n podle jednotlivy´ch uzlu˚ stromu a
take´ je vytvorˇen specia´lnı´ atribut pro kazˇdy´ uzel, ktery´ urcˇuje pocˇet podstromu˚, jejichzˇ je
prˇedchu˚dcem. Podstromy jsou da´le serializova´ny podle porˇadı´, ve ktere´m se vyskytujı´ v
ko´du, aby se zabra´nilo falesˇneˇ pozitivnı´m a falesneˇ negativnı´m na´lezu˚m plagia´tu. Pote´
se pomocı´ suffix - tree algoritmu vytvorˇı´ suffix tree struktura AST a vyhledajı´ se nejveˇtsˇı´
shody podstromu˚. Vy´sledky se zpracujı´ tak, aby obsahovaly pouze syntakticke´ jednotky
(plagia´ty jsou obsazˇeny v cely´ch blocı´ch nebo prˇı´kazech). Takovy´ postup zpracova´nı´
stromove´ struktury ma´ na´rocˇnost v O(n+ z), kde n je pocˇet uzlu˚ na vstupu a z je pocˇet
porovna´nı´.Na´rocˇnost tohopostupu je pak exponencia´oneˇ nizˇsˇı´ nezˇ jine´metricke´ techniky,
ktere´ majı´ O(n2) [22].
3.5 Na´stroje pro detekci plagia´tu˚
V te´to podkapitole prˇedstavı´m neˇktere´ z mnoha na´stroju˚, ktere´ se snazˇı´ vyhleda´vat plagi-
a´ty ve zdrojovy´ch ko´dech [8].
Veˇtsˇina z nich aplikuje prˇı´stup transformace ko´du do rˇeteˇzce tokenu˚, kde tokeny jsou
lexika´lnı´ jednotky, ze ktery´ch se budujı´ bloky programu (identifika´tory, klı´cˇova´ slova,
separa´tory, opera´tory, atd.). Na te´to u´rovni se prˇedpokla´dajı´ zmeˇny od plagia´tora, ktere´
nejsou se´manticke´ho ra´zu (modifikace komenta´rˇu˚, forma´tova´nı´ a identifika´toru˚). V sek-
venci tokenu˚ se pote´ detekcˇnı´m algoritmem hleda´ podobnost. Takto funguje veˇtsˇina
na´stroju˚ pro detekci plagia´tu˚.
Dalsˇı´ technikou, ktera´ se vyuzˇı´vala hlavneˇ v prvnı´ch detektorech plagia´tu˚, byl prˇı´stup
zalozˇeny´ na pocˇı´ta´nı´ atributu˚. Pro kazˇdy´ soubor zdrojove´ho ko´du se pocˇı´talo neˇkolik
vlastnostı´, atributu˚, ktere´ charakterizovaly tento soubor. Pokud neˇktere´ soubory meˇly
veˇtsˇı´ podobnost, byly podezrˇele´ na plagia´torstvı´.
Noveˇjsˇı´ mozˇnostı´, jak vyhleda´vat podobnosti, byly syste´my zkoumajı´cı´ strukturu
programu.Mohlo se jednat o porovna´vanı´ na za´kladeˇ shodnosti podstromu˚ v abstraktnı´m
syntakticke´m stromu, nebo hleda´nı´ podobnosti podgrafu˚ v PDG [8].
Abychommohli porovnat na´stroje z vı´ce pohledu˚, uvedeme si neˇktere´ vlastnosti, ktere´
pro na´s mohou by´t zajı´mave´. V prvnı´ rˇadeˇ se jedna´ o vlastnost, se ktery´mi programo-
vacı´mi jazyky doka´zˇe syste´m pracovat. Dalsˇı´ je rozsˇirˇitelnost, kdy lze manua´lneˇ prˇidat
rozpozna´va´nı´ syntaxe dalsˇı´ho jazyku. Dalsˇı´m zajı´mavy´m parametrem detekcˇnı´ho sys-
te´mu bude styl prezentace vy´sledku˚, tedy vizualizace. Naprˇı´klad zobrazenı´ podobny´ch
cˇa´stı´ ko´du˚, zobrazeny´ch vedle sebe v barevne´m rozlisˇenı´, a sumarizovane´ statistiky. Pou-
zˇitelnost znamena´, jak je syste´m na´rocˇny´ na pouzˇitı´ pro uzˇivatele. Mozˇnost vyloucˇenı´
neˇktery´ch souboru˚ ze srovna´nı´. Naprˇı´klad u kontroly studentsky´ch projektu˚, ktere´ vy-
cha´zejı´ z neˇjake´ za´kladnı´ho projektu, je dalsˇı´ vlastnost mozˇnost vyloucˇit male´ soubory.
Mu˚zˇe se da´le jednat o webovou nebo loka´lnı´ sluzˇbu. A poslednı´ vlastnostı´ je, zdali je
detekcˇnı´ syste´m open - sourcem.
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JPlag
JPLag byl vyvinut Guidem Malpohlem na Karlsruhske´ univerziteˇ v roce 1996 jako stu-
dentsky´ vy´zkumny´ projekt. Nynı´ je JPlag webovou sluzˇbou.
JPlag konvertuje programdo rˇeteˇzce tokenu˚m, ktere´ reprezentujı´ strukturu programu.
Pote´ pouzˇije upraveny´ „Greedy-string-tiling“ algoritmus pro porovna´nı´ dvou rˇeteˇzcu˚
tokenu˚.
Marble
Marble je syste´m vyvinuty´ na univerziteˇ v Utrechtu v roce 2002 pro vyhleda´va´nı´ plagia´tu˚
v Java projektech.
Marble rozdeˇluje vstupnı´ programnaza´kladnı´ soubory tak, abykazˇdy´ obsahoval trˇı´du
nejvysˇsˇı´ u´rovneˇ. Pote´ je provedena za´kladnı´ transformace, ktera´ odstranˇuje forma´tova´nı´
a prvky, ktere´ se snadno meˇnı´ (komenta´rˇe, importy, whitespacy, atd.). Pak je provedena
lexika´lnı´ analy´za pouzˇitı´m regula´rnı´ch vy´razu˚ a klı´cˇova´ slova a dalsˇı´ prvky jsou nahra-
zeny svy´mi obecny´mi za´stupci. Marble prova´dı´ da´le trˇı´zenı´ takto upraveny´ch souboru˚
do dvou normalizovany´ch verzı´. Porovna´va´nı´ se prova´dı´ pomocı´ UNIXove´ utility diff.
MOSS
MOSS je zkratka pro „Measure Of Software Similarity“ a byl vyvinut na Standfordske´
univerziteˇ. Je provozova´n jako webova´ sluzˇba a je prˇı´stupny´ pouzˇitı´m skriptu.
MOSS meˇrˇı´ podobnost na za´kladeˇ standardizovany´ch verzı´ dokumentu˚, pouzˇı´va´ tzv.
otisky dokumentu pomocı´ metody zvane´ winnowing. Pouzˇı´vanı´ otisku˚ v dokumentu se
prova´dı´ tak, zˇe dokument je rozdeˇlen do neˇkolika stycˇny´ch podrˇeteˇzcu˚: k-gramu˚. Kazˇdy´
takovy´ k-gram jehashovacı´ funkcı´ ohodnocenapodmnozˇinavsˇechhashovany´chk-gramu˚
je vybra´na jako otisk dokumentu. Winnowing pak vyhleda´va´ mezi teˇmito mnozˇinami
podobnost.
Plaggie
Plaggie je podobny´ JPlagu, akora´t se pouzˇı´va´ loka´lneˇ a je open-sourcovy´m rˇesˇenı´m.
Vznikl v roce 2002 na Helsinske´ univerziteˇ.
Stejneˇ jako JPlag pouzˇı´va´ ve fa´zi transformace tokenizaci a pro vyhleda´va´nı´ podob-
nostnı´ slouzˇı´ „Greedy string tiling“ algoritmus. Za´meˇrneˇ vsˇak autorˇi nepouzˇili u´pravu
algoritmu jako u JPlagu.
SIM
SIM je multi-jazykovy´ syste´m pro detekci plagia´tu˚. Pocha´zı´ z roku 1989 univerzity v
Amsterodamu. Nejnoveˇjsˇı´ verze je z roku 2008.
Zpracova´nı´ probı´ha´ na´sledovneˇ. Prvneˇ se tokenizuje vstupnı´ program na sekvenci
tokenu˚, pak syste´m vytvorˇı´ referencˇnı´ tabulku, ktera´ slouzˇı´ pro nalezenı´ nejveˇtsˇı´ shody
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Vlastnost/Na´stroj JPlag Marble MOSS Plaggie SIM
Pocˇet prog. jazyku˚ 6 1 23 1 5
Rozsˇı´rˇitelnost ne ne ne ne ano
Vizualizace 5 3 4 4 2
Pouzˇitelnost 5 2 4 3 2
Vyloucˇenı´ templatu ano ne ano ano ne
Vyloucˇenı´ souboru˚ ano ano ano ne ne
Loka´lnı´/webovy´ webovy´ loka´lnı´ webovy´ loka´lnı´ loka´lnı´
Open source ne ne ne ano ano
Tabulka 2: Na´stroje pro detekci plagia´tu˚
mezi noveˇ prˇidany´mi testovany´mi entitami, ktery´mi mohou by´t zdrojove´ ko´dy, ale i
textove´ dokumenty.
3.6 Shrnutı´
V te´to kapitole jsem rozebral u´rovneˇ plagia´torsky´ch modifikacı´ ve zdrojovy´ch ko´dech.
Na´sledoval popis obecne´ho procesu detekce plagia´tu˚. Z jaky´ch cˇa´stı´ se skla´da´ a v jake´m
porˇadı´ se prova´dı´. Da´le byly popsa´ny detekcˇnı´ techniky a postupy, ktere´ se aplikujı´ v
oblasti detekce plagia´torstvı´. Neˇktere´ jsou pouzˇı´vane´ na zdrojove´ ko´dy a jine´ i na textove´
dokumenty. V za´veˇru jsou detailneˇ popsa´ny trˇi algoritmy, ktere´ vyhleda´vajı´ podobnosti,
jedna´ se oGST, SW a Suffix - tree algoritmy. V u´plne´m za´veˇru popisuji na´stroje pro detekci
plagia´tu˚.
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4 Adaptivnı´ loka´lnı´ zarovna´nı´ klı´cˇovy´ch slov
Syste´m pro detekci plagia´tu˚ ve zdrojovy´ch ko´dech s pouzˇitı´m adaptivnı´ho loka´lnı´ho
zarovna´nı´ klı´cˇovy´ch slovbyl navrzˇen Jin-SuLimemakol. [1] jakonova´metodaprodetekci
plagia´torstvı´ zdrojovy´ch ko´du˚ mezi velky´mi ba´zemi programu˚. Zna´me´ algoritmy pro
detekci plagia´tu˚ jsou Greedy String Tiling nebo loka´lnı´ zarovna´nı´, zminˇovane´ v cˇa´sti 3.4.
Adaptivnı´ loka´lnı´ zarovna´nı´ (da´le jen ALA) je variantou loka´lnı´ho zarovna´nı´ s vyuzˇitı´m
matice podobnosti.
Tento prˇı´stup pro detekci plagia´tu˚ zkouma´ podobnosti dvou zdrojovy´ch ko´du˚, ale
mu˚zˇeme je take´ pouzˇı´t pro hleda´nı´ podobnosti v byteko´du. Du˚vodem, procˇ hledat po-
dobnosti na dvou ru˚zny´ch u´rovnı´ch (nebo cˇisteˇ na u´rovni strojove´ho ko´du), je dle me´ho
na´zoru zaprve´ samotna´ struktura byteko´du, ktera´ reflektuje podobu pu˚vodnı´ho zdro-
jove´ho ko´du (napsane´ho v Javeˇ) s tı´m, zˇe neˇktere´ plagia´torske´ modifikace jsou dı´ky
strukturˇe byteko´du neu´cˇinne´, jako forma´tova´nı´, editace komenta´rˇu˚ nebo vkla´da´nı´ ne-
smyslny´ch prˇı´kazu˚ a zadruhe´ proto, aby pu˚vodnı´ zdrojove´ ko´dy nebyly „odkryty“ a
dı´ky zkouma´nı´ v detekcˇnı´m syste´mu je neˇkdo nezneuzˇil [6].
Dalsˇı´m du˚vodem pro pouzˇitı´ detekce na strojovy´ ko´d je fakt, zˇe komercˇnı´, ale i open
sourcove´ (neˇkdy) projekty neposkytujı´ pu˚vodnı´ zdrojovy´ ko´d, ale pouze zkompilovane´
ko´dy. V takovy´chto prˇı´padech je jediny´m rˇesˇenı´m aplikova´nı´ detekcˇnı´ch metod na stro-
jovy´ ko´d.
4.1 Prˇehled
Proble´movou sfe´rou plagia´torstvı´ je plagiova´nı´ zdrojovy´ch ko´du˚mezi studenty. Pru˚zkum
z roku 2006 mezi neˇkolika univerzitami z Velke´ Brita´nie se zaby´val pohledem profesoru˚
a vyucˇujı´cı´ch na plagia´torstvı´ zdrojovy´ch ko´du˚ mezi studenty. V studii bylo prˇiblı´zˇeno,
co lze oznacˇit za plagia´torstvı´, veˇtsˇinou se jednalo o „zkopı´rova´nı´ “, pouzˇitı´ a neuvedenı´
zdroje, znovupouzˇitı´ vlastnı´ho ko´du z jine´ho projektu, acˇ to bylo vysloveneˇ zaka´za´no, ale
take´ prˇı´pady, kdy dva neza´visle vytvorˇene´ programymohou by´t podobne´ a tudı´zˇ vyhod-
noceny jako plagiovane´. V neˇktery´ch prˇı´padech je dokonce vyzˇadova´no vytvorˇenı´ ko´du,
ktery´ se syste´mu˚m pro detekci jevı´ jako plagiovany´, naprˇı´klad kdyzˇ je skupineˇ studentu˚
zada´no naprogramova´nı´ konkre´tnı´ho algoritmu nebo se pouzˇı´vajı´ neˇktere´ principy OOP
jako refaktorizace, generova´nı´ implicitnı´ho GUI ko´du nebo jine´ OO paradigmaty. Vı´ce
informacı´ je ve studii Cosmy a Joye [4].
V detekci plagia´tu˚ neexistuje referencˇnı´ model, na jehozˇ za´kladeˇ bychom mohli tvrdit,
zˇe prvnı´ ze dvou podobny´ch programu˚ plagiarizoval druhy´ nebo naopak (pokud nepo-
rovna´va´me program s existujı´cı´ databa´zı´ starsˇı´ch programu˚). Pokud jsou dva programy
podobne´ nebo napsa´ny pro stejne´ zada´nı´, potrˇebujeme pravdeˇpodobnostnı´ model pro
takove´ prˇı´pady. Da´le by meˇl by´t detekcˇnı´ syste´m kvantitativnı´ a velmi specificky´ v plagi-
a´torsky´ch technika´ch a oblastech, kde se pouzˇı´va´ [1]. Takovy´ syste´m, by meˇl by´t schopen
urcˇit, ve ktery´ch oblastech dosˇlo k plagia´torstvı´ a take´ jaky´m zpu˚sobem byl ko´d zmeˇneˇn.
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Detekcˇnı´ syste´my pracujı´cı´ na se´manticke´ u´rovni jsou velmi na´kladne´ na vy´pocˇetnı´ jed-
notky, navı´c je vzˇdy potrˇeba manua´lnı´ho posouzenı´. Nabı´zı´ se tedy, stejneˇ jako v jiny´ch
prˇı´stupech, pokrytı´ detekce na syntakticke´ u´rovni, rozsˇı´rˇenı´ i na plagia´ty struktura´lnı´
u´rovneˇ. Tato metoda detekce plagia´tu˚ ve zdrojovy´ch ko´dech se zameˇrˇuje na vyhleda´-
va´nı´ bloku˚ plagiovane´ho ko´du, pouzˇı´vajı´cı´ variantu loka´lnı´ho zarovna´nı´ se zarˇazenı´m
pozmeˇneˇne´ matice podobnosti tak, aby odra´zˇela frekvenci klı´cˇovy´ch slov skupiny zkou-
many´ch programu˚, kdy kazˇdy´ prvekmatice podobnosti je logaritmempravdeˇpodobnosti
frekvence vy´skytu klı´cˇove´ho slova mezi skupinou testovany´ch programu˚.
Toto je model navrzˇeny´ Limem, Wooem a kol. [1] pro adaptivnı´ porovna´nı´ podobnosti
dvou programu˚. ALA pouzˇı´va´ loka´lnı´ zarovna´nı´ a pracuje ve trˇech fa´zı´ch a to: linearizace
programu, loka´lnı´ zarovna´nı´ a vyhodnocenı´ podobnosti, graficky zna´zorneˇny´ch na obr.
9.
Obra´zek 9: Vyhodnocenı´ podobnosti s pouzˇitı´m adaptivnı´ho loka´lnı´ho zarovna´nı´ [1].
Da´le je mozˇne´ pouzˇı´t tento model pro vyhleda´nı´ podobnostnı´ mezi strojovy´mi ko´dy.
Tento postup byl aplikova´n autorem Ji a kol. [6] na byteko´d. Narozdı´l od jiny´ch na´stroju˚,
ktere´ prova´dı´ detekci plagia´tu˚ nebo klonu˚, prˇina´sˇı´ tento postup dalsˇı´ u´rovenˇ, na ktere´ lze
prova´deˇt detekci.
4.2 Linearizace programu
Jak bylo rˇecˇeno, prvnı´m krokem je linearizace programu. Ta se skla´da´ ze dvou cˇa´stı´. V
prvnı´ cˇa´sti probı´ha´ tokenizace, ktera´ je zalozˇena na principu popsane´m v 3.3.2. Nynı´
se vytva´rˇı´ vektor klı´cˇovy´ch slov, tvorˇı´cı´ mnozˇinu tokenu˚, ktere´ slouzˇily k tokenizaci,
a to znamena´, zˇe je plneˇ za´visly´ na programovacı´m jazyku, pouzˇite´m pro vytva´rˇenı´
testovany´ch programu˚. Klı´cˇova´ slova take´ zastupujı´ opera´tory, separa´tory a dalsˇı´ logicke´
prvky, aby byly bra´ny v potaz i struktura´lnı´ znaky programu, kontrolnı´ tok, podprogamy,
bloky programu atd.
Druha´ cˇa´st linearizace obsahuje proces nazvany´ podle autoru˚ [1] staticky´m trasova´nı´m.
To je technika, ktera´ spousˇtı´ programna syntakticke´ u´rovni a vygeneruje tedyposloupnost
tokenu˚ v porˇadı´, v jake´m se spousˇtı´ prˇi chodu aplikace. Vytva´rˇı´ tak syntakticky´ strom,
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jenzˇ pak trasuje vykona´va´nı´ prˇı´kazu˚, potazˇmo tokenu˚. Na obr. 10 je videˇt, jak linearizace
probı´ha´.
Obra´zek 10: Uka´zka linearizace programu [1].
Jedna´ se o prˇı´klad za´meˇny dvou hodnot celocˇı´selny´ch promeˇnny´ch pomocı´ funkce
swap. Tokenizace se staticky´m trasova´nı´m generuje sekvenci tokenu˚ a je zna´zorneˇna na
obr. 10 vpravo, kde rˇa´dkova´nı´ odpovı´da´ vykona´va´nı´ prˇı´kazu˚. Kdyzˇ linearizace narazı´
na vola´nı´ funkce swap a ta je definova´na uzˇivatelem, pak je vola´nı´ metody nahrazeno
jejı´ implementacı´ (Vola´nı´ metody FUNC_CALL a prˇı´kazy v jejı´m teˇle: rˇa´dek 8 - 14). Pak
pokracˇuje dalsˇı´mi prˇı´kazy z metody main. Pokud narazı´ na syste´movou funkci, kterou
nelze trasovat (nale´zt) v ko´du, prˇirˇadı´ pouze token UNREACHABLE_FUNC.
Musı´m poznamenat, zˇe v implementaci a na´vrhu algoritmu pouzˇı´va´m vlastnı´ prˇı´stup
prˇi urcˇova´nı´ zrnitosti porovna´vany´ch jednotek ko´du (v ra´mci cele´ho programu, souboru˚,
metod nebo bloku˚). Popis vlastnı´ho prˇı´stupu je rozebra´n v kap. 6.
4.2.1 Linearizace byteko´du
Vprˇı´padeˇ linearizace byteko´du je princip generova´nı´ sekvence tokenu˚ principia´lneˇ stejny´
linearizaci zdrojove´ho ko´du, ale kvu˚li strukturˇe java class souboru se proces odlisˇuje.
Proces detekce plagia´tu˚ na u´rovni byteko´du sesta´va´ z neˇkolika cˇa´stı´, jak navrhli Ji a
kol. [6], ale v za´sadeˇ je podobny´ s postupem v detekcˇnı´m syste´mu pro zdrojove´ ko´dy
navrzˇeny´m podle Limem a kol. [1], na ktere´m se podı´leli i autorˇi prvnı´ho prˇı´stupu. Lisˇı´ se
pouze v cˇa´sti linearizace programu a typem zpracova´vany´ch vstupnı´ch dat. Fa´ze detekce
podobnosti pouzˇı´va´ stejny´ algoritmus adaptivnı´ho loka´lnı´ho zarovna´nı´ a take´ stejne´
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vy´pocˇty pro meˇrˇenı´ podobnosti, a proto si popı´sˇeme oddeˇleneˇ pouze proces zpracova´nı´
vstupnı´ch dat.
Z prvnı´ho pohledu se aplikujı´ dva procesy pro vyhleda´va´nı´ plagia´tu˚ s pouzˇitı´m byte-
ko´du, a to vytvorˇenı´ sekvence tokenu˚ a ohodnocenı´ podobnosti dvou vstupnı´ch entit -
programu˚. Jak jsem uvedl vy´sˇe, druha´ fa´ze je totozˇna´ se zpracova´nı´m zdrojove´ho ko´du
podle [1].
Zpracova´nı´ java class souboru
Vytvorˇenı´ linearizovane´ sekvence tokenu˚ byteko´du probı´ha´ nacˇtenı´m hlavnı´metody sou-
boru (metoda main v java class souboru). Proces pokracˇuje nacˇtenı´m vsˇech trˇı´d na´lezˇı´cı´m
java programu, dı´ky zpracova´nı´ jedne´ z cˇa´stı´ class souboru - constant poolu. Ta obsa-
huje informace pro linkova´nı´ vsˇech trˇı´d, ktere´ jsou potrˇeba pro beˇh programu. Sekvence
tokenu˚ byteko´du je vytvorˇena statickou analy´zou metod, to je je proces, ktery´ staticky
spousˇtı´ byteko´d instrukce na u´rovni metod a extrahuje tokeny podle byteko´d operace z
kazˇde´ metody podle porˇadı´ jejı´ho vykona´va´nı´ [6].
Struktura java class souboru
Byteko´d se skla´da´ z mnozˇiny bina´rnı´ch instrukcı´, obecneˇ se operace byteko´du skla´da´ z
opko´du a jeho operandu, takovou instrukci spustı´ JVM. Java byteko´d zahrnuje 203 typu˚
instrukcı´, ktere´ produkuje kompiler do class souboru. Cely´ java program se pak skla´da´ z
mnozˇiny takovy´ch souboru˚. Soubor typu class obsahuje hlavicˇku souboru, constant pool,
tabulku polı´, metod a atributu˚ atd. Constant pool udrzˇuje informace o vsˇech konstanta´ch
souboru, tabulky metod a polı´ udrzˇujı´ informace o umı´steˇnı´ metod a polı´, stejneˇ tak
tabulka atributu˚. Tyto informace se pouzˇı´va´ JVMprodebuggova´nı´ java programu, uka´zka
na obr. 11. Byteko´d se nacha´zı´ v atributech ko´du v tabulka´ch metod. Pro vı´ce podrobnostı´
doporucˇuju Java Virtual Machine Specification 2.
Nejdu˚lezˇiteˇjsˇı´ jsou ko´dove´ atributy v tabulka´ch metod, ktere´ obsahujı´ byteko´d, ktery´
se vyuzˇı´va´ v detekci plagia´tu˚. Samotna´ linearizace byteko´du je tedy proces vytvorˇenı´
sekvence tokenu˚ analy´zou byteko´du metod z class souboru˚. Ten probı´ha´ ve dvou fa´zı´ch,
prvnı´ je shlukova´nı´ byteko´d instrukcı´ a druhou je trasova´nı´ v grafu vola´nı´ metod.
Proces linearizace byteko´du
Shlukova´nı´ byteko´du spocˇı´va´ ve vytvorˇenı´ kategoriı´, ktere´ zastupujı´ podobne´ byteko´d
instrukce, vzhledem k jejich funkci. Naprˇı´klad se jedna´ o instrukce dstore, dstore_0,
dstore_1, atd., ktere´ ukla´dajı´ rea´lnou hodnotu do loka´lnı´ tabulky promeˇnny´ch. Lisˇı´ se
pouze v lokaci, kde ukla´dajı´ hodnotu ze za´sobnı´ku. V procesu shlukova´nı´ jsou instrukce,
2Lindholm, Tim, Yellin, Frank, Bracha, Gilad, Buckley, Alex. The Java R⃝ Virtual Machine Specification,
Java SE 7 Edition. 2013. Dostupne´ z: http://docs.oracle.com/javase/specs/jvms/se7/html/
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Obra´zek 11: Graficka´ podoba struktury Java class souboru [6].
ktere´ majı´ podobnou funkci seskupeny do skupiny a z 203 instrukcı´ neboli opko´du˚
vytvorˇili autorˇi 59 skupin, druhu˚ tokenu˚ [6]. Dı´ky te´to redukci pocˇtu srovna´vany´ch
prvku˚ dosahuje syste´m zvy´sˇenı´ vy´konu detekce, jelikozˇ neˇktere´ operace lze zameˇnit
bez podstatne´ho zmeˇneˇnı´ vy´stupu. Za´meˇna porˇadı´ promeˇnny´ch, jako jedna z metod
modifikace ko´du, je takto odstraneˇna.
Druha´ fa´ze odra´zˇı´ charakteristiku programove´ho toku, pouzˇı´va´ metodu trasova´nı´ v
grafu vola´nı´ metod. Zde je pouzˇit orientovany´ graf, kde jednotlive´ uzly prˇedstavujı´
metody a hrany jednotliva´ vola´nı´ dalsˇı´ch metod, ukazatele, ktera´ metoda pouzˇı´va´ ve
sve´m teˇle dalsˇı´, prˇı´padneˇ tvorˇı´ cyklus a jedna´ se o rekurzivnı´ vola´nı´ metod. Po sestavenı´
grafu mu˚zˇeme vyrˇadit nedosazˇitelne´ funkce, jelikozˇ k nim nevede zˇa´dna´ hrana, takzˇe se
zbavı´me dalsˇı´ plagia´torske´ modifikace a nakonec i za´meˇny sekvence prˇı´kazu˚ za vola´nı´
metody. Na vy´stupu linearizace je tedy sekvence tokenu˚, navı´c serˇazeny´ch podle porˇadı´,
ve ktere´m jsou metody vola´ny beˇhem spusˇteˇnı´ programu.
4.3 Adaptivnı´ loka´lnı´ zarovna´nı´
Jak jizˇ bylo rˇecˇeno, adaptivnı´ loka´lnı´ zarovna´nı´ je variacı´ Smith -Watermanova algoritmu
loka´lnı´ho zarovna´nı´ (vı´ce v 3.4.2) s ohledem na matici podobnosti. Podobnost dvou pro-
gramu˚ se pocˇı´ta´ s prˇihle´dnutı´m na celou mnozˇinu programu˚, ktere´ zahrnujı´ testovanou
dvojici. Zde se odra´zˇı´ srovna´vacı´ sko´re („matching score“) klı´cˇovy´ch slov, ktere´ se pocˇı´ta´
podle jejich frekvence vy´skytu ve skupineˇ programu˚, viz. tab. 3. Aby nemeˇla urcˇita´ beˇzˇ-
neˇjsˇı´ slova veˇtsˇı´ va´hu nezˇ ty raritneˇjsˇı´, pocˇı´ta´ se srovna´vacı´ sko´re reverzneˇ, tedy klı´cˇova´
slova s nı´zkou frekvencı´ vy´skytumajı´ vysoke´ sko´re a slova s vysokou frekvencı´ majı´ nı´zke´
sko´re.
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Klı´cˇove´ slovo Frekvence Klı´cˇove´ slovo Frekvence
(, ) 9,704 % switch 0,064 %
} 4,338 % protected 0,096 %
{ 4,338 % default 0,032 %
= 4,21 % ! 0,064 %
Tabulka 3: Klı´cˇova´ slova s vysokou a nı´zkou frekvencı´ (vyja´drˇeno procentua´lneˇ).
4.3.1 Vektor klı´cˇovy´ch slov
Pro vy´pocˇet matice podobnosti musı´me zjistit frekvence vy´skytu klı´cˇovy´ch slov. Cela´
skupina programu˚ se skla´da´ z n jednotlivy´ch programu˚, tedy mnozˇina programu˚: P =
{p1, p2, ..., pn} a pocˇet vy´skytu˚ klı´cˇove´ho slova k v programu p je oznacˇen jako occur(p, k),
pak se celkovy´ pocˇet vy´skytu˚ klı´cˇove´ho slova k v mnozˇineˇ programu˚ P definuje jako:
Definice 4.1
occur(P, k) =

p∈P
occur(p, k)
Za za´kladeˇ teˇchto vztahu˚ definujeme frekvenci f klı´cˇove´ho slova ki vmnozˇineˇ programu˚
P takto:
Definice 4.2
fPi =
occur(P, ki)r
j=1 occur(P, kj)
Pozna´mka 4.1 Jelikozˇ jmenovatel
r
j=1 occur(P, kj) oznacˇuje soucˇet pocˇtu vy´skytu˚ vsˇech
klı´cˇovy´ch slov, frekvence fPi klı´cˇove´ho slova ki na´lezˇı´ do intervalu (0 ≤ fPi ≤ 1).
4.3.2 Matice podobnosti
Podobneˇ jako v prˇı´padeˇ loka´lnı´ho zarovna´nı´, kde se pouzˇı´va´ sko´rovacı´ sche´ma, pouzˇı´-
va´mematici podobnosti, tedy jiny´ druh sche´matu. Jedna´ se omatici SM , ktera´ ma´ rozmeˇr
(r + 1)x(r + 1), kde r je pocˇet druhu˚ klı´cˇovy´ch slov a +1 je mı´sto pro pra´zdny´ symbol
(„gap“ nebo take´ mezeru) na (r+1)-te´m rˇa´dku a sloupci matice podobnosti. Kazˇdy´ prvek
matice SM(ki, kj) prˇedstavuje sko´re nebo postih (ohodnocenı´) za shodou dvou klı´cˇovy´ch
slov nebo jejich neshodu, jsou-li ru˚zne´. Shoda nasta´va´ v prˇı´padeˇ, zˇe ki = kj a neshoda,
pokud ki ̸= kj . Pro rˇa´dky a sloupce s pra´zdny´m symbolem prˇedstavujı´ prvky matice
postihy za vkla´da´nı´ nebo maza´nı´ pra´zdny´ch symbolu˚.
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Pouzˇitı´m frekvencı´ klı´cˇovy´ch slov mu˚zˇeme nynı´ prˇejı´t k definova´nı´ adaptivnı´ sko´ro-
vacı´ matice podobnosti SMP takto:
SMP (ki, kj) =

−α · log2(fPi · fPj ) if ki = kj −Match
β · log2(fPi · fPj ) i fki ̸= kj −Mismatch
4β · log2 · fPi if kj is gap and ki is not−Deletion
4β · log2 · fPj if ki is gap and kj is not− Insertion
−∞ if ki and kj are both gaps
Ladı´cı´ parametry α a β jsou nastaveny na soucˇet 1 (α + β = 1), mu˚zˇeme jimi meˇnit
relativnı´ va´hy pro sko´re shody a postih za neshodu. Nastavenı´m α > β zı´ska´me vysˇsˇı´
ohodnocenı´ pro sko´re shody a tedy i v celkove´ mı´rˇe podobnost programu a reverzneˇ pro
α < β. O experimenta´lnı´m testova´nı´ teˇchto parametru˚ se mu˚zˇete docˇı´st v [1].
Prvky matice podobnosti jsou vytvorˇeny na za´kladeˇ bina´rnı´ho logaritmu frekvence
klı´cˇovy´ch slov. Porovna´va´me vzˇdy dva prvky, tedy vezmeme v potaz tzv. „odds“ neboli
sˇance, ktera´ uda´va´ pomeˇr mezi pravdeˇpodobnostı´ vy´skytu jevu k pravdeˇpodobnosti
nevy´skytu kombinace nebo klı´cˇove´ho slova. Pak vztah mezi teˇmito hodnotami urcˇuje
logaritmus sˇance „log odds“, ktery´ se naprˇ. pouzˇı´va´ pro porovna´nı´ intenzity dvou signa´lu˚
s velky´m rozdı´lem pomeˇru intenzity [1]. Tento rozptyl hodnot vidı´me u tab. 3.
Pomineme-li ladı´cı´ parametry, tak se sko´re shody neboli ohodnocenı´ shody skla´da´
z logaritmicke´ho vztahu produktu frekvencı´ dane´ skupiny klı´cˇovy´ch slov. Podobneˇ to
platı´ pro ohodnocenı´ neshody - postih, akora´t se za´porny´m ohodnocenı´m. Ohodnocenı´
vkla´da´nı´ nebo maza´nı´ mezer je take´ postihova´no za´porny´m ohodnocenı´m, ale 2-kra´t
veˇtsˇı´m, jak vidı´me v sko´rovacı´m sche´matu. V Prˇı´padeˇ vkla´da´nı´ dvou pra´zdny´ch symbolu˚
je situace takova´, zˇe vlozˇı´me za´porne´ nekonecˇno, ikdyzˇ by tato situace nemeˇla nastat [1].
Na za´kladeˇ vy´sˇe zmı´neˇny´ch definicı´ a popisu Smith - Watermanova algoritmu, z kap.
3.4.2, jsem definoval vy´pocˇet adaptivnı´ matice podobnosti se sko´rovacı´ maticı´ SM (P,Q),
odra´zˇejı´cı´ frekvenci klı´cˇovy´ch slov mezi dveˇma programy pm a qn, kde p je m-ty´ program
z mnozˇiny programu˚ P , a kde q je n-ty´ program z mnozˇiny programu˚ Q, a s vektorem
klı´cˇovy´ch slov vy´pocˇı´tany´m pro tyto mnozˇiny programu˚ jako H(pm, qn):
Hpm,qn(i, j) =

H[i− 1][j − 1] + SM [i][i] if i = k −Match
H[i− 1][j − 1] + SM [i][j] i fki ̸= kj −Mismatch
H[i− 1][j] + SM [i][−] if j is gap and i is not−Deletion
H[i][j − 1] + SM [−][j] if i is gap and j is not− Insertion
4.4 Meˇrˇenı´ podobnosti
Hodnotu mı´ry podobnosti pro zarovnane´ oblasti mezi dveˇma programy spocˇı´ta´me po-
mocı´ adaptivnı´ matice podobnosti. Samotne´ zarovna´nı´ probı´ha´ beˇhem pocˇı´ta´nı´ mı´ry
podobnosti zarovna´nı´, avsˇak pro na´s je vhodne´ konceptua´lneˇ rozdeˇlit tyto dva procesy
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do porˇadı´, kdy zarovna´nı´ probı´ha´ prˇed samotny´m pocˇı´ta´nı´m mı´ry podobnosti dvou
programu˚ [1].
Funkce zarovna´nı´ je oznacˇena jako align a jejı´m vy´stupem je dvojice zarovnany´ch bloku˚
srovna´vany´ch souboru˚ programu˚ A a B. Jednotlive´ bloky zarovna´nı´ z A, ⟨a1, a2, ..., am⟩
a k nim korespondujı´cı´ zarovna´nı´ B, ⟨b1, b2, ..., bm⟩, vy´stupem funkce align je vektor
korespondujı´cı´ch dvojic klı´cˇovy´ch slov:
align(A,B) = ⟨(a1, b1), (a2, b2), ..., (am, bm)⟩
Nynı´ definujme absolutnı´ mı´ru podobnosti dvou programu˚ s pouzˇitı´m funkce align
takto:
Definice 4.3
SIMabs(A,B) =

(a,b)∈align(A,B)
HP (a, b)
Absolutnı´ mı´ra podobnosti dvou programu˚ je sumacı´ jednotlivy´ch hodnot podobnosti
korespondujı´cı´ch klı´cˇovy´ch slov a mezer v zarovnane´m bloku.
Abychom mohli porovnat dveˇ ru˚zne´ mı´ry podobnosti dvou programu˚, potrˇebujeme
urcˇit normalizovanou mı´ru podobnosti. Jelikozˇ SIMabs za´visı´ na de´lce srovna´vany´ch
programu˚, nemu˚zˇeme objektivneˇ srovna´vat podobnost dvou programu˚ pomocı´ tohoto
parametru.
Zpu˚sob, jak normalizovat absolutnı´ mı´ru podobnosti, je urcˇenı´ podı´lu mı´ry podob-
nosti soucˇtem meˇr podobnosti. Dostaneme tedy podle autoru˚ [1] funkci pro urcˇenı´ mı´ry
podobnosti SIMsum(A,B) takto:
Definice 4.4
SIMsum(A,B) =
2SIMabs(A,B)
SIMabs(A,A) + SIMabs(B,B)
Pozna´mka 4.2 Pokud jsou A a B identicke´, je absolutnı´ mı´ra podobnosti vyna´sobena 2,
aby normalizovana´ mı´ra podobnosti byla ve vy´sledku rovna 1 (tedy oba porovna´vane´
programy jsou zcela totozˇne´).
V prˇı´padech, kdy jsou plagiarizova´ny pouze neˇktere´ cˇa´sti programu a de´lka pu˚vodnı´ho
programu je znacˇneˇ veˇtsˇı´ nezˇ plagia´tu, mohou rozdı´ly v de´lka´ch programu˚ zpu˚sobit, zˇe
mı´ra podobnosti bude mensˇı´, a tak bude plagiarizovany´ program ohodnocen malou mı´-
rou podobnosti a mu˚zˇe by´t vyloucˇen z detekce. Je-li plagia´t kompletneˇ sestaveny´ z jine´ho
programu, meˇla by by´t mı´ra podobnosti 100 %, ale SIMsum nenı´ [1]. Podobneˇ mu˚zˇeme
nahlı´zˇet na proble´m vkla´da´nı´ velke´ho mnozˇstvı´ nesmyslny´ch prˇı´kazu˚ a nedosazˇitelny´ch
stavu˚. Autorˇi [1] navrhujı´ na´sledujı´cı´ pocˇı´ta´nı´ mı´ry podobnosti:
Definice 4.5
SIMmin(A,B) =
SIMabs(A,B)
min{SIMabs(A,A), SIMabs(B,B)}
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V za´vislosti na povaze modifikace ko´du mu˚zˇeme pouzˇı´t neˇktere´ funkce nebo kombinace
funkcı´ meˇrˇenı´ mı´ry podobnosti.
Mı´ra podobnosti dvou kolekcı´ tokenu˚
Tento parametr slouzˇı´ k zjisˇteˇnı´ procentua´lnı´ podobnosti vy´skytu˚ stejny´ch tokenu˚ nebo
prvku˚ mezi dveˇma kolekcemi. Vyuzˇı´va´m tento vy´pocˇet prˇi detekci podobnostı´ konfigu-
racı´ zdrojovy´ch ko´du˚ a vztahujı´ se na importovane´ knihovny porovna´vany´ch programu˚.
Jestlizˇe ma´me dveˇ kolekce importu˚, kde kazˇda´ je zı´skana´ z mnozˇiny zdrojovy´ch ko´du˚
pro dany´ program, a zˇa´dny´ import se nevyskytuje v ra´mci sve´ho programu dvakra´t, tedy
kazˇda´ kolekce obsahuje pouze jedinecˇne´ polozˇky, definujeme jejich podobnost pomocı´
parametru˚: l1 - pocˇet jedinecˇny´ch importu˚ v prvnı´ kolekci, l2 jako pocˇet jedinecˇny´ch prvku˚
v druhe´ kolekci, Q je pocˇet steny´ch prvku˚ mezi dveˇma kolekcemi a U jako soucˇet vsˇech
unika´tnı´ch importu˚ obou kolekcı´ s vy´pocˇtem:
U = Q+ ((l1 −Q) + (l2 −Q))
Pak je procentua´lnı´ mı´ra podobnosti SIMI , mezi teˇmito dveˇma kolekcemi da´na takto:
SIMI =
Q · 100
U
4.5 Za´veˇr
Na za´kladeˇ experimenta´lnı´ch testu˚ byla otestova´na tato metoda a distribuce pravdeˇpo-
dobnosti odhalenı´ plagia´tu˚ byla veˇtsˇı´ a odhalenı´ citliveˇjsˇı´, nezˇ vy´sledky loka´lnı´ho zarov-
na´nı´ s pouzˇitı´m fixnı´ matice podobnosti (ohodnocujı´cı´ sche´ma) s +2 body za shodu, -1
za neshodu a -2 pro srovna´nı´ s mezerou. Vy´kon ALA je nadrˇazeny´ vy´konu GST, jakozˇto
dvou podobny´ch metodologiı´ [1].
Jelikozˇ se prˇi linearizace programu vytva´rˇı´ syntakticky´ strom, ktery´ urcˇuje porˇadı´
spousˇteˇnı´ jednotlivy´ch metod programu, vytva´rˇı´ se sekvence tokenu˚ pro jediny´, slou-
cˇeny´ soubor a loka´lnı´ zarovna´nı´ probı´ha´ pro celou takovou sekvenci. Ve vlastnı´ pra´ci
uprˇednostnˇuji jednodusˇsˇı´ na´vrh, ktery´ nepouzˇı´va´ staticke´ trasova´nı´ kvu˚li nutnosti zpra-
cova´nı´ zdrojove´ho ko´du na syntakticke´ u´rovni, cozˇ by smeˇrˇovalo k syntakticke´ analy´ze
programu. Navı´c porovna´va´m programy na u´rovni souboru˚ (metod), abych dosa´hl prˇes-
neˇjsˇı´ch vy´sledku˚ loka´lnı´ho zarovna´nı´ Smith - Watermanova algoritmu v kombinaci s
adaptivnı´ maticı´ podobnosti.
Ve sve´ pra´ci, a hlavneˇ pak prˇi na´vrhu syste´mu pro detekci plagia´tu˚, jsem bral ohled na
jizˇ existujı´cı´ rˇesˇenı´ v te´to oblasti. Velmi cˇasty´m prˇı´stupem pro detekci plagia´tu˚ mezi zdro-
jovy´mi ko´dy je porovna´va´nı´ rˇeteˇzcu˚. Nicme´neˇ, tyto algoritmy majı´ malou u´cˇinnost prˇi
modifikacı´ch vysˇsˇı´ch u´rovnı´ a plagiarizovane´ programy mohou uniknout odhalenı´. Na
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druhou stranu prˇı´stupy, ktere´ vytva´rˇejı´ v procesu transformace slozˇiteˇjsˇı´ struktury, jako
naprˇı´klad AST nebo PDG, jsou vy´pocˇetneˇ na´rocˇne´, ale odhalı´ vysokou´rovnˇove´ modifi-
kace. ALA algoritmus zahrnuje vy´pocˇetneˇ nena´rocˇnou lexika´lnı´ analy´zu (bez linearizace)
pro intermedia´lnı´ reprezentaci ko´du a detekce probı´ha´ na za´kladeˇ loka´lnı´ho zarovna´nı´ se
sko´rovacı´m syste´mem, ktery´ reflektuje porovna´vane´ entity v ra´mci mnozˇiny programu˚,
kde testova´nı´ probı´ha´. Tedy, jistou meˇrou zahrnuje i syntaktickou strukturu zpracova´va-
ne´ho ko´du, a je tudı´zˇ idea´lnı´m kandida´tem v detekcˇnı´m procesu.
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5 Na´vrh aplikace pro detekci plagia´tu˚
V te´to kapitole je popsa´n na´vrh a pozˇadavky aplikace, ktera´ rˇesˇı´ problematiku vyhle-
da´va´nı´ plagia´tu˚ ve zdrojovy´ch ko´dech. Snazˇil jsem se o vytvorˇenı´ aplikace, ktera´ by
splnˇovala krite´ria zada´nı´ diplomove´ pra´ce, tedy porovna´vala mı´ru podobnosti dvou
vstupnı´ch programu˚ napsany´ch v programovacı´m jazyce Java, a to navı´c na neˇkolika
u´rovnı´ch. Jako ve veˇtsˇineˇ existujı´cı´ch detekcˇnı´ch syste´mu˚ a rˇesˇenı´ probı´ha´ vyhleda´va´nı´
na u´rovni nekompilovany´ch zdrojovy´ch ko´du˚, vme´mprˇı´padeˇ se jedna´ o soubory forma´tu
java. Dalsˇı´ u´rovnı´, kterou integruji ve sve´m syste´mu, je u´rovenˇ podobnosti byteko´du,
kdy jsou vstupem java class soubory. Da´le probı´ha´ porovna´nı´ mezi soubory ve forma´tu
dekompilovany´ch java souboru˚. A nakonec se zameˇrˇuji na podobnost konfigurace zdro-
jovy´ch ko´du, kdy je podobnost hleda´na v pouzˇity´ch knihovna´ch, prˇeva´zˇneˇ se jedna´ o
importy z knihoven Java API.
5.1 Pozˇadavky aplikace
Aplikace srovna´va´ podobnost dvou vstupnı´ch programu˚ napsany´ch v Javeˇ. Vstupnı´mi
parametry prˇı´kazove´ rˇa´dky prˇi spusˇteˇnı´ aplikace jsou dveˇ cesty k adresa´rˇu˚m, ktere´ obsa-
hujı´ Java projekty, jeden povazˇova´n aplikacı´ za origina´lnı´ a druhy´ za podezrˇely´. Aplikace
vytrˇı´dı´ relevantnı´ soubory, ktere´ potrˇebuje pro detekci, jedna´ se o soubory forma´tu java
a class. Soubory jsou prˇedzpracova´ny a je provedena neˇktera´ z forem normalizace (od-
straneˇnı´ forma´tova´nı´, whitespace znaku˚, komenta´rˇu˚ apod.). Zdrojovy´ ko´d v souborech je
transformova´n do intermedia´lnı´ch internı´ch struktur, ktere´ jsou vhodneˇjsˇı´ pro detekcˇnı´
algoritmy a odstranˇujı´ neˇktere´ formy plagia´torsky´chmodifikacı´. Na´sleduje detekce shod,
vyhodnocenı´ mı´ry podobnosti a mapova´nı´ na pu˚vodnı´, origina´lnı´ soubory se zdrojovy´m
ko´dem tak, aby byla zajisˇteˇna nejvysˇsˇı´ mozˇna´ u´rovenˇ odhalenı´ plagia´tu˚. Vy´sledky ce-
le´ho procesu detekce jsou agregova´ny do HTML souboru, ktery´ oznacˇuje procentua´lnı´
mı´ru podobnosti mezi programy a zobrazuje plagiovane´ pasa´zˇe ko´du. Rozlisˇenı´, ktery´
program plagioval od ktere´ho, je na posuzovateli.
5.2 Prˇehled
Hlavnı´ inspiraci jsem cˇerpal v pra´ci autoru˚ [1] a [6], kterˇı´ vyuzˇı´vajı´ lexika´lneˇ-syntaktickou
analy´zu zdrojovy´ch ko´du˚, jako intermedia´lnı´ reprezentaci ko´du sekvenci tokenu˚ a vy-
hleda´va´nı´ podobnosti na za´kladeˇ loka´lnı´ho zarovna´nı´ s maticı´ podobnosti odra´zˇejı´cı´
frekvenci klı´cˇovy´ch slov, ktere´ se vyskytujı´ v porovna´vany´ch programech.
Vlastnı´m prˇı´nosem v te´to pra´ci je integrace vy´sˇe zmı´neˇny´ch rˇesˇenı´ a postupu˚ do uce-
lene´ho syste´mu, zkouma´nı´ a navrzˇenı´ rˇesˇenı´ novy´ch, ktere´ lze videˇt prˇeva´zˇneˇ v zarˇazenı´
dekompilovany´ch ko´du˚ a metodologie vyhleda´va´nı´ podobnostı´ na u´rovni meziko´du v
procesu detekce, a take´ vlastnı´ prˇı´stup prˇi implementaci proble´mu.
47
5.3 Na´vrh aplikace
Prˇi vy´voji aplikace jsem bral zrˇetel na jejı´ funkcionalitu a vy´sledkem je syste´m, ktery´
se drzˇı´ popsane´ho procesu detekce plagia´tu˚ z kap. 3.2. Prvnı´ cˇa´stı´ je proces zpracova´nı´
vstupnı´ch souboru˚, jejich dekompilace, prˇı´padneˇ „disasemblova´nı´“ do textove´ho forma´tu
a vytvorˇenı´ adresa´rˇove´ struktury v docˇasne´m adresa´rˇi Temp, defaultneˇ umı´steˇny´m v
korˇenove´m adresa´rˇi aplikace. Za´rovenˇ jsou tyto vstupnı´ soubory neboli testovacı´ entity
nacˇteny do kolekcı´ a postoupeny kdalsˇı´ fa´zi zpracova´nı´ v ra´mci PDAaplikace (Plagiarism
Detection Application).
Na´sleduje proces lexika´lnı´ analy´zy, kdy je kazˇdy´ soubor kolekce analyzova´n vygenero-
vany´m skenerem zprogramu JFlex a vsˇechny soubory jsou takto tokenizova´ny na za´kladeˇ
slovnı´ku˚ pro dany´ programovacı´ jazyk, v tomto prˇı´padeˇ pro Java ko´d a Java byteko´d.
Takzˇe nyneˇjsˇı´ podoba internı´ho zpracova´nı´ dat je sekvence tokenu˚, reprezentujı´cı´ kazˇdy´
vstupnı´ soubor. Dalsˇı´m procesem je druhe´ kolo tokenizace, kdy jsou neˇktere´ struktury a
podobne´ skupiny tokenu˚ prˇevedeny na obecneˇjsˇı´ za´stupce, dı´ky cˇemuzˇ dojde k zvy´sˇenı´
odolnosti aplikace proti neˇktery´m plagia´torsky´m modifikacı´m, obdobneˇ postupoval ve
sve´ pra´ci i autor [17].
V ra´mci programovy´ch jednotek, ktere´ v aplikaci reprezentujı´ vsˇechny typy soubo-
rovy´ch jednotek pro vstupnı´ projekty, u ktery´ch hleda´me podobnost, pocˇı´ta´me vektory
klı´cˇovy´ch slov pro kazˇdou skupinu porovna´vany´ch souboru˚, takzˇe jsou vytvorˇeny vek-
tory pro java soubory, byteko´d soubory a dekompilovane´ soubory. Z nich se pocˇı´tajı´
matice podobnosti reflektujı´cı´ frekvence klı´cˇovy´ch slov pro danou mnozˇinu programu˚.
Na´sleduje proces samotne´ detekce podobnosti zalozˇeny´ na Smith - Watermanoveˇ algo-
ritmu. Je vytvorˇena adaptivnı´ matice podobnosti pro dveˇ sekvence tokenu˚ a je vypocˇı´ta´no
nejoptima´lneˇjsˇı´ loka´lnı´ zarovna´nı´ pomocı´ algoritmu zpeˇtne´ho trasova´nı´.
Poslednı´mi kroky jsou vypocˇı´ta´nı´ mı´ry podobnosti pro dane´ pa´ry srovna´vany´ch sou-
borovy´ch jednotek a vytvorˇenı´ reportu ve formeˇ HTML souboru, obsahujı´cı´ konkre´tnı´
procentua´lnı´ mı´y podobnosti pro pa´ry srovna´vany´ch jednotek dany´ch programu˚ a prˇı´-
padneˇ zobrazenı´ pu˚vodnı´ho ko´du, kde byla detekova´na podobnosti. V tomto kroku
probı´ha´ take´ zpeˇtne´ mapova´nı´ odhaleny´ch podobnostı´ na pu˚vodnı´ vstupnı´ soubory.
Obecneˇ lze popsat proces PDA syste´mu v posloupnosti kroku˚:
• Inicializace aplikace (Application inicialization) - Vytvorˇenı´ adresa´rˇove´ struktury, nacˇ-
tenı´ parametru˚ prˇı´kazove´ rˇa´dky, tedy nacˇtenı´ adresa´rˇu˚ s porovna´vany´mi projekty.
• Prˇedzpracova´nı´ souboru˚ (File preprocessing) - Filtrova´nı´ pozˇadovany´ch souboru˚ podle
jejich forma´tu, kopı´rova´nı´ do korˇenove´ho adresa´rˇe aplikace, disasemblova´nı´ class
souboru˚, dekompilace a nahra´nı´ do kolekce souborovy´ch jednotek pro dalsˇı´ zpra-
cova´nı´.
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• Transformace (Transformation) - Fa´ze transformace zahrnuje lexika´lnı´ analy´zu, prˇeve-
denı´ textovy´ch rˇeteˇzcu˚ na sekvenci tokenu˚ a druhe´ kolo tokenizace pro zobecneˇnı´
neˇktery´ch pu˚vodnı´ch Java litera´lu˚. Za´rovenˇ se prova´dı´ preprocessing, jak je vysveˇt-
len v kapitole 3.2.1, jelikozˇ prˇi lexika´lnı´ analy´ze docha´zı´ k odstraneˇnı´ komenta´rˇu˚,
forma´tova´nı´, odstraneˇnı´ bı´ly´ch mezer a zobecneˇnı´ na´zvu˚ promeˇnny´ch.
• Vy´pocˇet vektoru klı´cˇovy´ch slov a matice podobnosti (Keyword vector and similarity matrix
computing) - Tato fa´ze probı´ha´ za´rovenˇ s dalsˇı´m bodem, alemu˚zˇeme je konceptua´lneˇ
oddeˇlit od sebe. Nacˇı´tajı´ se vsˇechny tokeny do vektoru˚ klı´cˇovy´ch slov v za´vislosti
na typu srovna´vany´ch souboru˚. Z nich se vytvorˇı´ matice podobnosti reflektujı´cı´
frekvenci tokenu˚.
• Detekce shody (Match detection) - Vyuzˇitı´m loka´lnı´ho zarovna´nı´ pomocı´ Smith -Water-
manova algoritmu se vypocˇı´ta´ adaptivnı´ matice podobnosti pro dva rˇeteˇzce tokenu˚
a aplikacı´ zpeˇtne´ho trasova´nı´ se vypocˇı´ta´ optima´lnı´ zarovna´nı´ mezi dveˇma ob-
lastmi. Vytva´rˇı´ se take´ body, ktere´ oznacˇujı´ zacˇa´tky a konce zarovna´nı´, reflektujı´cı´
fragmenty ko´du z pu˚vodnı´ch souboru˚, kde byla nalezena vysoka´ mı´ra podobnosti.
• Vy´pocˇet mı´ry podobnosti (Similarity measurement) - Podle vzorcu˚ uvedeny´ch v 4.4 se
vypocˇı´ta´va´ mı´ra podobnosti pro ru˚zne´ dvojice souboru˚ podle jejich kategorie: pro
java soubory, byteko´d soubory, dekompilovane´ soubory a mezi java a dekompilo-
vany´mi soubory.
• Mapova´nı´ detekovany´ch pa´ru˚ s vysokou podobnostı´ (High similarity pair mapping) - Zde
jsou namapova´ny vsˇechny pa´ry s vysokou mı´rou podobnosti na za´kladeˇ optima´l-
nı´ho loka´lnı´ho zarovna´nı´ na pu˚vodnı´ fragmenty ko´du v origina´lnı´ch souborech.
• Vizualizace vy´sledku˚ (Visualization) - Statistiky procentua´lnı´ podobnosti a optima´lnı´ch
loka´lnı´ch zarovna´nı´ jsou vygenerova´ny formou HTML reportu.
Na´vrh architektury aplikace je na obr. 12 a detailnı´ popis jednotlivy´ch kroku˚ procesu
detekce syste´mu je rozepsa´n v na´sledujı´cı´ kapitole 6.
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Obra´zek 12: Na´vrh architektury aplikace.
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6 Implementace aplikace
Tato kapitola popisuje aplikacˇnı´ algoritmy syste´mu pro detekci plagia´tu˚ v Java progra-
mech. Jednotlive´ podkapitoly popisujı´ jednotlive´ algoritmy, jejich strukturu a prˇı´padneˇ
jaky´m proble´mu˚m jsem cˇelil prˇi jejich implementaci.
Uda´losti aplikace, vy´jimky a chyby v beˇhu programu jsou zaznamena´va´ny logovacı´
knihovnou Log4j do dvou souboru˚, ktere´ se nacha´zı´ v korˇenove´m adresa´rˇi aplikace Log.
Nastavenı´ chova´nı´ loggeru˚ se prova´dı´ prˇes log4j.properties soubor, podrobnosti lze
najı´t na stra´nka´ch Log4j projektu [30]. Souborinfo.log zaznamena´va´ spousˇteˇnı´ procesu˚
v aplikaci, tedy lze z neˇj vycˇı´st beˇh cele´ aplikace a error.log soubor, kde jsou zazname-
na´va´ny vy´jimky a chyby programu. Inicializace logova´nı´ se prova´dı´ v hlavnı´ trˇı´deˇ pro-
gramu: PropertyConfigurator.configure(”log4j.properties”), kde se na-
stavuje konfigurace. Vola´nı´ uda´lostı´ a jejich zapisova´nı´ do patrˇicˇny´ch souboru˚ se prova´dı´
definicı´ priva´tnı´ konstanty v kazˇde´ trˇı´deˇ, kde chceme logger pouzˇı´t:
private static final Logger logger = Logger.getLogger(PDApplication.class);
Samotny´ za´pis logovacı´ zpra´vy probı´ha´ prˇes metody promeˇnne´ logger: info(”msg”)
nebo error(”msg”) a zapisuje informace do souboru˚.
6.1 Inicializace aplikace
Algoritmus prvnı´ho procesu aplikace by meˇl, podle pozˇadavku˚, nacˇı´st prˇi spusˇteˇnı´ apli-
kace take´ dalsˇı´ dva parametry prˇı´kazove´ rˇa´dky, ktere´ oznacˇujı´ cestu k adresa´rˇu˚m, ktere´
obsahujı´ programy urcˇene´ k porovna´nı´ PDA syste´mem. Vstupnı´ parametry jsou nacˇteny
do rˇeteˇzcu˚ originalPath a suspiciousPath a na´sleduje oveˇrˇenı´ existence adresa´rˇu˚
v teˇchto cesta´ch.
Pokud nebyly zada´ny vstupnı´ parametry, aplikace nacˇte soubory pro detekci z tes-
tovacı´ch projektu˚ nacha´zejı´cı´ch se na prˇilozˇene´m me´diu. V prˇı´padeˇ u´speˇsˇne´ho vlozˇenı´
vstupnı´ch parametru˚ budeme da´le se soubory se zdrojovy´mi ko´dy pracovat, a proto mu-
sı´me vytvorˇit adresa´rˇovou strukturu v korˇenove´m adresa´rˇi aplikace, kde budeme ukla´dat
jednotlive´ typy souboru˚, na´hled na obr. 13. Prˇi implementaci jsem vyuzˇil standardnı´ me-
tody trˇı´dy java.io.File a prˇı´kaz operacˇnı´ho syste´mu Windows spusˇteˇny´ prˇes trˇı´du
Proces prostrˇedı´ Javy pro vykona´va´nı´ nativnı´ch procesu˚. Nechybı´ zachyta´va´nı´ vy´jimek
do logovacı´ho souboru a oveˇrˇova´nı´ vytvorˇenı´ objektu˚. Jelikozˇ se jedna´ o trivia´lnı´ proble´m,
nenı´ trˇeba jej da´le rozepisovat.
Da´le musı´me syste´mu zadat neˇktere´ parametry, du˚lezˇite´ pro ladeˇnı´ algoritmu adaptiv-
nı´ho loka´lnı´ho zarovna´nı´ a filtrova´nı´ vy´sledku˚ s minima´lnı´ podobnostı´. Zde byla pouzˇita
trˇı´da Parameters s implementacı´ Java trˇı´dy Properties pro vytvorˇenı´ persistentnı´
mnozˇiny klı´cˇu˚ a hodnot ve formeˇ souboru config.properties. Tento soubor obsa-
huje cesty k porovna´vany´m projektu˚m, limit (treshold) pro vyrˇazenı´ nalezeny´ch pa´ru˚
51
Obra´zek 13: Adresa´rˇova´ struktura PDA aplikace
s malou podobnostı´ a ladicı´ konstanty alpha a beta, jejichzˇ vy´znam je vysveˇtlen v
kap. 4.3.2.
6.2 Prˇedzpracova´nı´ souboru˚
Prˇedzpracova´nı´ souboru˚ je prvnı´ fa´ze v procesu detekce. Jak je videˇt na obr. 12, skla´da´ se
zedvoukroku˚ a jehovy´stupem jedocˇasne´ loka´lnı´ ulozˇisˇteˇ pro zpracova´vane´ soubory. Prv-
nı´m krokem je FilePreprocessing, ktery´ obstara´va´ vytvorˇenı´ pozˇadovany´ch forma´tu˚
a FileCollection, ktery´ reprezentuje jednotlive´ kolekce pro vsˇechny typy zpracova´-
vany´ch forma´tu˚ souboru˚.
V prvnı´ rˇadeˇ je inicializova´n objekt trˇı´dy FileCollection pro kazˇdy´ ze vstupnı´ch
parametru˚ prˇı´kazove´ rˇa´dky, tedy syste´mova´ cesta pro origina´lnı´ nebo podezrˇely´ pro-
gram. V objektu jsou vytvorˇeny relativnı´ cesty k docˇasne´mu ulozˇisˇti, kde se budou na-
hra´vat jednotlive´ jizˇ zpracovane´ soubory. Da´le je beˇh programu prˇeda´n instanci trˇı´dy
FileProcessing i s parametrem cesty k adresa´rˇi programu. Tato instance ma´ defino-
va´ny dva druhy kolekcı´, jeden pro soubory forma´tu java a druhy´ pro forma´t class.
Po inicializaci jednotlivy´ch ArrayList struktur je zavola´nametoda getCollection,
ktera´ nacˇte vsˇechny soubory do kolekce, odstranı´ adresa´rˇe a podle masky vyfiltruje sou-
bory potrˇebne´ho forma´tu. Jedna´-li se o forma´t java, je zavola´na metoda pro kopı´ro-
va´nı´, ktera´ pouzˇı´va´ metodu fina´lnı´ trˇı´dy RuntimeCommand, copyJavaFile a zkopı´ruje
vsˇechny java soubory do docˇasne´ho adresa´rˇe podle prˇı´slusˇne´ho programu, viz. obr. 13.
Pokud se jedna´ o soubory typu class, tak jsou nacˇteny stejneˇ jako java, ale pote´ se
provedou dva prˇı´kazy trˇı´dy RuntimeCommand. Prvnı´ disasembluje java class soubory
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metodou executeJavap, ktera´ spousˇtı´ java prˇı´kaz javap -c -private pro kazˇdy´
soubor a jeho textovou podobu prˇeda´va´ na standardnı´ vy´stup, tedy je jesˇteˇ nutne´ jej
prˇecˇı´st BufferedReader proudem a zapsat jej do souboru FileWriter vy´stupnı´m
streamem. Vstupnı´ parametr metody boolean original urcˇuje jestli se soubory ukla´-
dajı´ do adresa´rˇu˚ pro origina´lnı´ nebo podezrˇele´ soubory. Tento proces celkoveˇ zpomaluje
beˇh programu, jelikozˇ buffer musı´ cˇekat, nezˇ se vytvorˇı´ standardnı´ vy´stup.
Pomocı´ dalsˇı´ metody RuntimeCommand.executeJad jsou class soubory dekom-
pilova´ny prˇı´kazem jad.exe na´stroje JAD. Opeˇt se vytvorˇı´ v prˇı´slusˇne´ slozˇce docˇasny´ch
adresa´rˇu˚. Takto koncˇı´ zpracova´nı´ souboru˚.
Nynı´ se nacˇtou podle metody getCollections, ktera´ prˇijı´ma´ jako parametry masku
forma´tu souboru a jeho cestu, soubory do objektu˚ kolekcı´ (atributy objektu: kolekce
FileRep - javaFiles, jadFiles a bytecodeFiles) instance reprezentativnı´ch trˇı´d
podeˇdeˇnny´ch z FileRep podle typu: JavaFile, pro byteko´d soubor ClassFile a pro
dekompilovany´ soubor JavaDecompiledFile.
Jednotlive´ atributy objektu FileCollection budou slouzˇit v dalsˇı´m kroku jako
vstupnı´ data pro trasnformaci ko´du na intermedia´lnı´ strukturu, v tomto prˇı´padeˇ sek-
venci tokenu˚.
6.3 Transformace ko´du
Tato fa´ze procesu detekce plagia´tu˚ transformuje vstupnı´ programy, jejich soubory na sek-
vence tokenu˚. Takovou vnitrˇnı´ strukturu reprezentace zdrojove´ho ko´du doka´zˇe detekcˇnı´
algoritmus zpracovat mnohem efektivneˇji nezˇ naprˇı´klad sekvence rˇeteˇzcu˚. Vysˇsˇı´ abs-
traktizace teˇchto struktur ignorujı´ neˇktere´ plagia´torske´ modifikace nizˇsˇı´ch u´rovnı´. Proces
transformace je rychlejsˇı´ nezˇ prˇi zpracova´nı´ slozˇiteˇjsˇı´ch struktur jako parsovacı´ stromy,
AST nebo PDG, avsˇak me´neˇ odolny´ vu˚cˇi modifikacı´m vysˇsˇı´ch u´rovnı´.
Datove´ struktury
Prˇi transformaci pracuji s datovy´mi strukturami, nad ktery´mi probı´ha´ detekce. Nej-
nizˇsˇı´ jednotka, ktera´ reprezentuje Java litera´ly, klı´cˇova´ slova, atd., je trˇı´da Token. Trˇı´da
FileUnit pak obsahuje informace o pu˚vodnı´m souboru, kolekci vytvorˇeny´ch tokenu˚ a
kolekci importu˚ nalezeny´ch v pu˚vodnı´m souboru. Jejı´ obdobou je trˇı´da ByteFileUnit,
ktera´ drzˇı´ kolekci metod java class souboru a BytecodeMethod s kolekcı´ tokenu˚ za-
stupujı´cı´ch jednotlive´ opko´dy a jejich parametry. Jsou zde popsa´ny i vysˇsˇı´ struktury, se
ktery´mi se pracuje v dalsˇı´ch fa´zı´ch procesu detekce.
Za´kladnı´ datove´ jednotky jsou:
53
• Token - je inicializovany´ skenerem z lexika´lnı´ho genera´toru JFlex na za´kladeˇ spe-
cifikacˇnı´ho souboru pro jazyk Java 1.5. Je zobrazena v UML trˇı´dnı´m diagramu na
obr. 19
• FileUnit - trˇı´da, ktera´ drzˇı´ sekvence tokenu˚ a importu˚, je vyobrazena na obr. 19.
Jejı´ obdobou je trˇı´da ByteFileUnit
• ProgramUnit- datova´ struktura, ktera´ seskupuje informace o jednotlivy´ch soubo-
rech, obsahuje kolekce objektu˚ FileUnit pro vsˇechny typy porovna´vany´ch sou-
boru˚ (java, byteko´d, jad, importy)
• ProgramGroup - je reprezentativnı´ struktura, ktera´ drzˇı´ ve sve´m objektu vektory
klı´cˇovy´ch slov pro vsˇechny srovna´vane´ u´rovneˇ, programove´ jednotkypro origina´lnı´
a podezrˇely´ program a importy z java souboru˚
6.3.1 Lexika´lnı´ slovnı´ky
Lexika´lnı´ slovnı´ky se pouzˇı´vajı´ prˇi vytva´rˇenı´ tokenu˚, kdy je hodnota rˇeteˇzce prˇecˇtena´
skenerem nahrazena tokenem z datove´ho slovnı´ku s na´zvem konstanty a jejı´ hodnotou
cele´ho cˇı´sla (TOKEN NAME = ID). Slovnı´ky jsou implementova´ny formou rozhranı´ se
seznamem konstant, naprˇ.: 2.
public interface IJavaDictionaryI {
public static final int BYTE = 3;
public static final int DOUBLE = 9;
public static final int PRIVATE = 27;
public static final int PROTECTED = 26;
public static final int PUBLIC = 25;
public static final int DO = 48;
public static final int WHILE = 49;
public static final int FOR = 50;
...
Vy´pis 2: Slovnı´k pro tokenizaci implementovany´ jako rozhranı´
V programu se pouzˇı´va´ 5 slovnı´ku˚ podle jejich pouzˇitı´. Dva jsou urcˇeny pro Java pro-
gramova´cı´ jazyk a trˇi pro skenova´nı´ byteko´du. Prvnı´ slovnı´kIJavaDictionaryvyuzˇı´va´
skener pro vygenerova´nı´ tokenu˚ z java souboru a druhy´ slovnı´k IJavaDictionaryII
se vyuzˇı´va´ prˇi druhe´ fa´zi tokenizace. Obdobna´ situace nasta´va´ prˇi skenova´nı´ byteko´d
souboru˚, slovnı´k IJavaBytecodeDictionary slouzˇı´ pro prvnı´ kolo lexika´lnı´ analy´zy
Java class souboru, dalsˇı´ dva pak slouzˇı´ prˇi druhe´ fa´zi tokenizace k zobecneˇnı´ neˇktery´ch
skupin tokenu˚ s podobny´m vy´znamem.
Generalizace v druhe´ fa´zi tokenizace znamena´, zˇe se urcˇita´ skupina tokenu˚ prˇevede na
obecne´ho za´stupce te´to skupiny, naprˇı´klad vy´sˇe zobrazena´ cˇa´st slovnı´ku bude nahrazena
tokeny ze slovnı´ku IJavaDictionaryII, viz. vy´pis zdrojove´ho ko´du 3.
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public interface IJavaDictionaryII {
public static final int NUMBER = 200;
public static final int ACCESS = 203;
public static final int LOOP = 205;
...
Vy´pis 3: Slovnı´k pro druhou tokenizaci
Tokeny BYTE, DOUBLE, atd. byly nahrazeny jednı´m obecny´m tokenem NUMBER. Sku-
pina prˇı´stupovy´ch tokenu˚: PRIVATE, PROTECTED a PUBLIC je nahrazena jediny´m toke-
nem ACCESS a tokeny popisujı´cı´ klı´cˇova´ slova cyklu˚ DO, WHILE a FOR jsou nahrazena
tokenem LOOP. Takto docha´zı´ prˇi druhe´ tokenizaci k zobecnˇova´nı´ neˇktery´ch skupin to-
kenu˚ a du˚vodem je zvy´sˇenı´ efektivity algoritmu prˇi hleda´nı´ plagia´tu˚, jelikozˇ plagia´tor
mu˚zˇe prˇi modifikaci pouzˇı´t neˇkterou z plagia´torsky´ch zmeˇnˇ, naprˇı´klad zmeˇna datove´ho
typu, prˇı´stupove´ho modifika´toru nebo zmeˇnou cyklu za jiny´. Takto se aplikace sta´va´
odolneˇjsˇı´ vu˚cˇi teˇmto modifikacı´m.
6.3.2 Lexika´lnı´ analy´za
Tokenizace neboli lexika´lnı´ analy´za spocˇı´va´ v konverzi sekvence znaku˚ na prˇı´slusˇny´ to-
ken. Tento proces prova´dı´ skener. Programovacı´ jazyk Java obsahuje symboly, ze ktery´ch
se tvorˇı´ vysˇsˇı´ struktury jazyka. Skener tedy nacˇı´ta´ sekvenci znaku˚, ktere´ mohou obsaho-
vat symboly jako klı´cˇova´ slova, separa´tory, opera´tory, litera´ly a identifika´tory. Princip je
rozebı´ra´n v podkapitole 3.3.2. Skener pro aplikaci detekce plagia´tu˚ byl vytvorˇen z na´stroje
JFlex [21], obsahuje metody a pravidla pro zpracova´nı´ vsˇech Java symbolu˚, ze ktery´ch
vyprodukuje odpovı´dajı´cı´ tokeny s vlastnostmi: Cele´ cˇı´slo line pro pozici rˇa´dku, kde byl
symbol nahrazen tokenem v pu˚vodnı´m souboru, rˇeteˇzec type oznacˇuje rˇeteˇzcovou hod-
notu typu tokenu, zı´ska´ny dı´ky vlasnosti Javy - reflexe ze slovnı´ku pro prvnı´ tokenizaci,
cele´ cˇı´sloid oznacˇujı´cı´ typ tokenu a rˇeteˇzec value, ktery´ reprezentuje pu˚vodnı´ sekvenci
znaku˚, prˇecˇteny´ch skenerem.
Java skener
Jelikozˇ se prˇi transformaci musı´me zameˇrˇit na dveˇ ru˚zne´ struktury souboru˚, ze kte-
ry´ch chceme vyextrahovat sekvence tokenu˚, musel jsem pouzˇı´t dva ru˚zne´ skenery s
odlisˇny´mi slovnı´ky pro tokenizaci. Prvnı´m je java skener, reprezentovany´ pro prvnı´ fa´zi
trˇı´dou Scanner, ktery´ implementuje rozhranı´ IJavaDictionary, ze ktere´ho dı´ky re-
flexi prˇirˇazuje jednotlivy´m tokenu˚m jejich typ a id. Ostatnı´ vlastnosti objektu Token jsou
zı´ska´ny z objektu trˇı´dy prˇi skenova´nı´ (pu˚vodnı´ hodnota, cˇı´slo rˇa´dku, atd.).
Metoda getTokenName, ktera´ prˇijı´ma´ jako vstup cele´ cˇı´slo, vyuzˇı´va´ dı´ky slovnı´ku
znalost id cˇı´sla prˇecˇtene´ho tokenu, ale musı´me mu jesˇteˇ prˇirˇadit jeho typ pomocı´ reflexe
polı´ Javy, kdymetoda vra´tı´ rˇeteˇzec na´zvu promeˇnne´ dane´ho shodne´ho id tokenu.Metoda
scanToken pak vytva´rˇı´ objekt Token s dany´mi daty, ktere´ jsou zpracova´ny beˇhem cˇtenı´
sekvence znaku˚ (yyline+1 parametr urcˇuje cˇı´slo rˇa´dku pu˚vodnı´ho rˇeteˇzce, s.sym je
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private String getTokenName(int token) {
java.lang. reflect .Field [] classFields = IJavaDictionary.class.getFields() ;
for ( int i = 0; i < classFields.length; i++) {
if (classFields[ i ]. getInt (null) == token) {
return classFields[ i ]. getName();
...
}
public Token scanToken() throws java.io.IOException
{
java cup.runtime.Symbol s = next token();
Token token = new Token(yyline+1,s.sym,getTokenName(s.sym),yytext(),s.toString());
return token;
}
Vy´pis 4: Metody scanToken a getTokenName trˇı´dy Scanner
id tokenu, yytext je prˇecˇteny´ rˇeteˇzec, poslednı´ atribut je hodnota rˇeteˇzce, pokud byl
prˇecˇten). Tato trˇı´da vyuzˇı´va´ knihovny CUP.
Trˇı´da, ktera pouzˇı´va´ objekt trˇı´dy Scanner a jejı´ operaci scanToken k vytvorˇenı´ sek-
vence tokenu˚, je trˇı´da JavaScanner, ktera´ vygenerovanou sekvenci tokenu˚ prˇeda´va´
objektu FileUnit. Trˇı´da take´ implementuje rozhranı´ IJavaTokenization, popisujı´cı´
metody, ktere´ prova´dı´ druhou fa´zi tokenizace a je trˇeba je implementovat viz. 5. Metody
public interface IJavaTokenization {
void createUnifiedIdentifier ( FileUnit fileunit ) ;
Scanner fileReading(File file ) ;
boolean isAccessModifier(Token token);
...
boolean isNumber(Token token);
void level2Tokenization(FileUnit fileunit ) ;
void removeSemicolons(FileUnit fileunit);
FileUnit scanner(FileRep file) ;
void separateImports(FileUnit fileunit ) ;
Token tokenization(Token tkn);
Vy´pis 5: Rozhranı´ IJavaTokenization
jako isNumber oveˇrˇujı´ na za´kladeˇ vstupnı´ho parametru metody, zdali id tokenu spada´
do urcˇene´ho rozsahu, viz. definice slovnı´ku 2 a nahradı´ jej zobecneˇny´m tokenem, viz. 3,
v tomto prˇı´padeˇ metoda zkontroluje, jestli je id tokenu v rozsahu mezi 3 azˇ 9 kromeˇ 7
(id pro char) a nahradı´ jeho typ typem NUMBER s id 200. Nahrazenı´ probı´ha´ v metodeˇ
tokenization.
Ostatnı´ metody z rozhranı´ prova´deˇjı´ podobne´ nahrazenı´ skupin symbolu˚, nenı´ proto
nutne´ uva´deˇt dalsˇı´ podrobnosti. Ostatnı´ algoritmy pro nahrazova´nı´ posloupnosti tokenu˚
vycha´zejı´ z nutnosti zmensˇit pocˇet porovna´vany´ch tokenu˚ na minimum, takzˇe naprˇı´-
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klad neˇkolikau´rovnˇove´ vkla´da´nı´ identifika´toru˚, at’uzˇ promeˇnny´ch nebo metod prˇes je-
jich rodicˇovske´ trˇı´dy, je unifikova´no do jednoho identifika´toru prvnı´ metodou rozhranı´
createUnifiedIdentifier, prova´deˇno nad celou kolekcı´ tokenu˚. Tato operace patrˇı´
do druhe´ fa´ze tokenizace. Tu zastupuje operace level2Tokenization, proces, ktery´
zahrnuje ostatnı´ operace z rozhranı´.
Pro nacˇtenı´ jednotlivy´ch tokenu˚ do kolekce, ktera´ implementuje rozhranı´ ArrayList
(ktere´ je mimochodem vyuzˇı´va´no v aplikaci nejvı´ce), se v metodeˇ scanner, jejı´zˇ vstup-
nı´m parametrem je objekt reprezentujı´cı´ urcˇity´ typ souboru ulozˇene´ho v docˇasny´ch ad-
resa´rˇı´ch, prova´dı´ neˇkolik kroku˚. Inicializace objektu FileUnit pro dany´ soubor, osˇe-
trˇenı´ zachyta´va´nı´ vy´jimek, kde v bloku inicializujeme instanci trˇı´dy Scanner a prˇirˇa-
zujeme ji objekt stejne´ho typu metodou fileReading, ktera´ prova´dı´ prvnı´ lexika´lnı´
analy´zu znaku˚ ze sady Unicode, v cyklu while pote´ nacˇı´ta´me jednotlive´ tokeny, ktere´
prˇida´va´me do kolekce objektu FileUnitmetodou add a vola´nı´m tokenization, pro
dany´ token, ktera´ prova´dı´ dalsˇı´ cˇa´st druhe´ fa´ze tokenizace. Po nacˇtenı´ vsˇech tokenu˚ a
skoncˇenı´ cyklu se druha´ fa´ze tokenizace dokoncˇı´ a na´vratova´ hodnota tohoto procesu se
ve forma´tu FileUnit prˇeda´ da´le. Tento proces je vola´n prˇi inicializaci datove´ struktury
ProgramUnit.
public FileUnit scanner(FileRep file) {
FileUnit fileUnit = new FileUnit( file ) ;
Scanner scanner = fileReading(file. getFile () ) ;
while (!scanner.isZzAtEOF()) {
Token token = scanner.scanToken();
fileUnit .getTokens().add(tokenization(token));
...
}
level2Tokenization( fileUnit ) ;
return fileUnit ;
}
Vy´pis 6: Java skener naplnˇujı´cı´ FileUnit objekt se sekvencı´ tokenu˚
Zpracova´nı´ importu˚
Zdefinovane´ho rozhranı´ IJavaTokenization (5) pouzˇijememetodu oddeˇlenı´ importu˚
separateImports, ktera´ nad dany´m objektem FileUnit vyextrahuje knihovny pou-
zˇite´ ve zdrojove´m ko´du z kazˇde´ho zpracovane´ho tokenu, ktery´ je typu IMPORT. Takto se
prˇida´vajı´ importy do kolekce atributu imports z objektu FileUnit. Importy vygene-
rovane´ z class souboru˚ pomocı´ na´stroje JAD nejsou relevantnı´ pro srovna´nı´, proto bude
dektekce podobnosti na za´kladeˇ konfigurace programu probı´hat na za´kladeˇ importu˚ z
java souboru˚.
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Java byteko´d skener
Lexika´lnı´ analy´za byteko´du probı´ha´ na stejne´m principu jako tokenizace java ko´du a
implementuje rozhranı´ IBytecodeTokenization 7. V tomto prˇı´padeˇ pouzˇı´va´m trˇi
slovnı´ky pro pra´ci s tokeny. V prvnı´m slovnı´ku jsou tokeny pro prˇecˇtenı´ class souboru,
druhy´ slovnı´k obsahuje vsˇechny instrukce byteko´du - opko´dy, celkem 205 instrukcı´, kde
kazˇda´ ma´ svu˚j vy´znam. V mezislovnı´ku, za ktery´ oznacˇuji IBytecodeDictionary,
jsou tedy vsˇechny instrukce s tı´m rozdı´lem, zˇe neˇktere´ skupiny majı´ stejnou hodnotu.
Dı´ky reflexi tak mohu pracovat s jednou instrukcı´ z neˇjake´ prˇı´buzne´ skupiny a rovnou ji
prˇirˇadit konkre´tnı´ obecny´ token z trˇetı´ho slovnı´ku.
Skener cˇte na vstupu prvnı´ token, instrukci invokespecial, kterou nahradı´ tokenem
s ID = 12 a typem IDENTIFIER definovanou ve slovnı´ku IJavaBytecodeDictionary,
nynı´ se zavola´ metoda getBytecodeTokenID, prˇijı´majı´cı´ rˇeteˇzec jako vstupnı´ parametr,
ktera´ hleda´ ve druhe´m slovnı´ku IBytecodeDictionary podle rˇeteˇzce vstupnı´ho pa-
rametru invokespecial prˇı´slusˇny´ na´zev konstanty. Po prˇirˇazenı´ spra´vne´ho ID, ktere´
je ve vsˇech prˇı´padech instrukce zacˇı´najı´cı´ „invoke“ stejne´ (ID=52), vyhleda´ podle tohoto
ID v poslednı´m slovnı´ku (IGeneralizedBytecodeDictionary) spra´vnou obecnou
skupinu oznacˇenou konstantou INVOKE s ID = 52. Takto se projde cela´ sekvence instrukcı´
a mı´sto 205 instrukcı´ zu˚stane pro detekcˇnı´ proces pouze 60 skupin tokenu˚.
Proble´mem, ktery´ nasta´va´ prˇi tokenizaci byteko´du je pouzˇitı´ hybridnı´ho jazyka, ktery´ se
skla´da´ z cˇa´sti ze slovnı´ku pro Javu a da´le ze sady dvou set unika´tnı´ch instrukcı´ se svy´mi
parametry. Objevujı´ se dalsˇı´ znaky a symboly, ktere´ se jinak nevyskytujı´ ve strukturˇe
zdrojove´ho ko´du Javy. Rˇesˇenı´ je nastaveno na Javu verzi 1.7 class struktury souboru˚,
ktera´ by meˇla by´t kompatibilnı´ i s verzı´ jazyka 1.5.
public interface IBytecodeTokenization {
ByteFileUnit byteScanner(FileRep file);
int getBytecodeTokenID(String value);
String getBytecodeTokenName(int token);
String getMethodName(String value);
Token instructionLineProcesing(List<Token> tokenLine);
boolean isClass(List<Token> tokens);
...
boolean isSwitch(List<Token> tokens);
Token methodLineProcesing(List<Token> tokenBlock, int option);
ByteFileUnit splitToMethods(List<Token> list, FileRep file ) ;
List<Token> tokensByLines(List<Token> tokens);
Vy´pis 7: Rozhranı´ IBytecodeTokenization pro implementaci metod ke skenova´nı´
byteko´du
Implementovane´ metody fileReading a byteScanner plnı´ funkci stejnou jako
u Java skeneru (prova´deˇjı´ skenova´nı´ Unicode znaku˚ a prvnı´ fa´zi tokenizace metodou
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scanToken). Hlavnı´ mysˇlenkou druhe´ fa´ze tokenizace prˇi zpracova´nı´ byteko´du, ktery´
se skla´da´ z cˇa´stecˇne´ syntaxe Javy a instrukcı´ byteko´du, je nahrazova´nı´ sekvencı´ to-
kenu˚ po rˇa´dcı´ch jejich nejobecneˇjsˇı´m za´stupny´m tokenem. Proces procha´zenı´ rˇa´dku˚ ob-
stara´va´ metoda tokensByLines, jejı´zˇ na´vratovou hodnotou je kolekce tokenu˚. Vneˇ
metody algoritmus rozpozna´va´ jednotlive´ sekvence tokenu˚ a nahrazuje je jejich ekvi-
valentem ve slovnı´ku (IGeneralizedBytecodeDictionary) podle jejich struktury.
methodLineProcessing nahrazuje sekvence tokenu˚ oznacˇujı´cı´ch metodu tokenem
METHOD, pole jsou nahrazena konstantou FIELD, trˇı´da tokenem CLASS a statickou de-
finici za STATIC. Jednotlive´ instrukce metod jsou na´sledneˇ zpracova´ny dalsˇı´ metodou
instructionLineProcessing, kde klasicka´ instrukce, skla´dajı´cı´ se z pozice instrukce,
prefixu, ktery´ oznacˇuje datovy´ typ, opcode instrukce a prˇı´padne´ho operandu, ktery´ od-
kazuje do constant poolu, je nahrazena prˇı´slusˇny´m obecny´m tokenempro danou skupinu
instrukcı´. Dalsˇı´ instrucke jsou rozhodovacı´ veˇtvenı´ jako switch nebo tabulka vy´jimek. Ty
jsou nahrazeny tokeny SWITCH nebo EXCEPTIONTABLE. Nakonec probı´ha´ rozdeˇlenı´ me-
public ByteFileUnit byteScanner(FileRep file) {
...
while (!scanner.isZzAtEOF()) {
Token token = scanner.scanToken();
fileUnit .getTokens().add(token);
}
List<Token> list = tokensByLines(fileUnit.getTokens());
...
fileUnit = splitToMethods( list , file ) ;
return fileUnit ;
}
Vy´pis 8: Rozhranı´ IBytecodeTokenization pro implementaci metod ke skenova´nı´
byteko´du
tod do kolekcı´ objektu˚ BytecodeMethod, kterou jako objekt drzˇı´ vysˇsˇı´ za´stupce pro
dany´ soubor forma´tu class - ByteFileUnit.
Proces skenova´nı´ tedy transformuje textove´ rˇeteˇzce ze souboru˚ do sekvence tokenu˚,
ktere´ jsou ve fa´zi detekce shody porovna´va´ny. Spousˇteˇnı´ tohoto procesu zahajuje ini-
cializace objektu ProgramUnit, ktery´ spousˇtı´ skenovacı´ proces pro kazˇdy´ soubor java
programu.
6.4 Vektor klı´cˇovy´ch slov
Princip jak se vektor klı´cˇovy´ch slov pocˇı´ta´ a jeho vy´znam je v kapitole 4. Jelikozˇ se jedna´ o
vektor, ktery´ uchova´va´ vsˇechny typy tokenu˚ pro kazˇdou kategorii porovna´vany´ch typu˚
souboru˚, existuje jeden pro kazˇdou skupinu. Jeho inicializaci zahajuje aplikace vytvorˇe-
nı´m instance trˇı´dyProgramGroup, ktera´ udrzˇuje objekty typuProgramUnit (pro kazˇdy´
porovna´vany´ vstupnı´ program), z jejichzˇ kolekcı´ FileUnit pocˇı´ta´ jednotlive´ vektory.
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Aby se vypocˇı´taly vektory klı´cˇovy´ch slov pro srovna´vane´ programy, musı´ se prvneˇ
inicializovat objekt ProgramUnit, ktery´ je nejobecneˇjsˇı´ datovou strukturou programu a
uchova´va´ informace o klı´cˇovy´ch vektorech, importech z java souboru˚ a samotne´ sekvence
tokenu˚ z obou srovna´vany´ch programu˚, zada´vany´ch prˇi spusˇteˇnı´ aplikace.
private void fulfillKeywordVector () {
Iterator it = getOriginal () .getJavaList() . iterator () ;
FileUnit fileunit ;
ByteFileUnit byteunit ;
while ( it .hasNext()) {
fileunit = ( FileUnit ) it .next() ;
this . javaKeyword.checkFileUnit(fileunit) ;
this . javajadKeyword.checkFileUnit(fileunit ) ;
}
...
this . javaKeyword.countFrequencies();
}
Vy´pis 9: Naplneˇnı´ vektoru klı´cˇovy´ch slov
Itera´tor v ko´du 9 procha´zı´ kolekce trˇı´dy FileUnit, kde se z kazˇde´ho objektu te´to
kolekce nahrajı´ vsˇechny tokeny do vektoru. Vektor obsahuje vsˇechny typy tokenu˚, ktere´
se vyskytujı´ v tomto prˇı´padeˇ v souborech java, pocˇı´ta´ jejich celkovy´ pocˇet pro kazˇdy´ typ
a nakonec operacı´ countFrequencies spocˇı´ta´ jejich frekvenci vy´skytu.
6.5 Matice podobnosti
Zdrojovy´ ko´d pro vy´pocˇet matice podobnosti se kvu˚li jeho de´lce nacha´zı´ v prˇı´loze 12.
Vstupnı´ parametry metody jsou vektor klı´cˇovy´ch slov, parametry alfa a beta. Vy´-
sledkem vy´pocˇtu operace je matice s rea´lny´mi cˇı´sly, ktere´ odra´zˇı´ ohodnocenı´ vy´skytu
kombinace dvou typu˚ tokenu˚ v ko´du.
private double[][] countSimilarityMatrix (KeywordVector vector, double alpha, double beta)
Tato metoda je vola´na z instance trˇı´dy SimilarityMeasure, ktera´ inicializuje a
udrzˇuje kolekci objektu˚ trˇı´dy Similarity. Funkce pro vy´pocˇet matice podobnosti se
vypocˇı´ta´va´ jednou pro kazˇdou instanci, takzˇe v jednu chvı´li existuje v aplikaci jeden
vektor klı´cˇovy´ch slov pro kazˇdou sadu porovna´vany´ch souboru˚: java souboru˚, byteko´d
souboru˚, dekompilovany´ch souboru˚ a prˇı´padneˇ pro srovna´nı´ souboru˚ dekompilovany´ch
a pu˚vodnı´ch (java). Pro kazˇdou tuto skupinu tedy existuje jedna matice podobnosti, vy-
pocˇı´tana´ z dane´ho vektoru. Hodnoty prvku˚ matice jsou ovlivneˇny ladı´cı´mi parametry
alfa a beta.
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6.6 Detekce shody
Zdrojovy´ ko´d implementace algoritmu adaptivnı´ho loka´lnı´ho zarovna´nı´, ktery´ pocˇı´ta´
podobnost dvou sekvencı´ tokenu˚ (s vyuzˇitı´m Smith-Watermanova algoritmu 3.4.2) lze
nale´zt v prˇı´loze 13. Tento algoritmus vypocˇı´ta´va´ adaptivnı´ matici podobnosti, ktera´ vy-
pocˇı´ta´va´ optima´lnı´ loka´lnı´ zarovna´nı´. Samotne´ zarovna´nı´ ze sekvence tokenu˚ prova´dı´
metoda Backtracing viz. 11. Cely´ proces je podrobneˇ vysveˇtlen v kapitole 4.
Abychom provedli vy´pocˇet mı´ry podobnosti pro dveˇ sady souboru˚ z dane´ kategorie,
musı´me inicializovat trˇı´du SimilarityMeasure, ktera´ v sobeˇ udrzˇuje kolekce objektu˚
Similarity. Tato trˇı´da pak obsahuje objekt trˇı´dy SimilarityMatrix vizualizovavny´
jako UML trˇı´dnı´ diagram, viz., 20.
Ta jizˇ obsahuje atributy a operace, ktere´ vypocˇı´ta´vajı´ podobnost. Atribut AMp_ab je
je celkovy´ soucˇet prvku˚ adaptivnı´ matice podobnosti, ktery´ uda´va´ absolutnı´ hodnotu
optima´lnı´ho zarovna´nı´ mezi dveˇma porovna´vany´mi sekvencemi tokenu˚. SM_ab jematice
podobnosti, BT je dvojrozmeˇrna´ matice s informacemi o tom, z jake´ho prˇedchozı´ho prvku
byl ten aktua´lnı´ spocˇı´ta´n. Trˇı´da take´ obsahuje dveˇ kolekce zarovnany´ch sekvencı´ tokenu˚
alignment a klı´cˇovy´ vektor vector.
Trˇı´dnı´ operace similarityDetection vola´ metodu SmithWatermanAlgorithm,
ktera´ pocˇı´ta´ adaptivnı´ loka´lnı´ matici a pote´ vykona´ algoritmus backTracing, jenzˇ vy-
pocˇte absolutnı´ hodnotu podobnosti a vytvorˇı´ optima´lnı´ loka´lnı´ zarovna´nı´ mezi sekven-
cemi tokenu˚ A a B.
Jelikozˇ potrˇebujeme pro spocˇtenı´ celkove´ mı´ry podobnosti mezi dveˇma sekvencemi to-
kenu˚ (dveˇma soubory) trˇi objekty trˇı´dy SimilarityMatrix, jak je vysveˇtleno v definici
4.4, jsou tyto objekty inicializova´ny v instanci trˇı´dy Similarity pro dvojice sekvencı´
{(A,B), (A,A), (B,B)}.
6.7 Vy´pocˇet mı´ry podobnosti
Celkovy´ vy´pocˇet podobnosti pro dva programy se inicializuje vytovrˇenı´m instance trˇı´dy
ComplexProgramSimilarity, ktera´ drzˇı´ objekty trˇı´dy SimilarityMeasure pro ka-
zˇdou skupinu porovna´vany´ch souboru˚ (mezi java soubory, byteko´d soubory, dekompi-
lovany´mi soubory a java s dekompilovany´mi). Tı´mto zpu˚sobem se postupneˇ provede
porovna´va´nı´ podobnosti programu˚ na vsˇech u´rovnı´ch.
Trˇı´da SimilartyMeasure obsahuje metodu countSimilarities (viz. 10), ktera´
procha´zı´ postupneˇ vstupnı´ kolekce souborovy´ch jednotek a postupneˇ vytva´rˇı´ vektor
objektu˚ Similarity, kde se pomocı´ metody similarityDetection provede vyhod-
nocenı´ adaptivnı´ matice, zarovna´nı´ a vy´pocˇet mı´ry podobnosti. Poslednı´m procesem,
ktery´ probı´ha´ prˇi zjisˇt’ova´nı´ podobnosti je procentua´lnı´ vyja´drˇenı´ podobnostı´ importu˚ ze
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private List<Similarity> countSimilarities ( List<FileUnit> filesI , List<FileUnit> filesII ,
boolean align) {
List<Similarity> matricies = new ArrayList<>();
int length1 = filesI .size () ;
int length2 = filesII .size () ;
for( int i = 0; i<=length1−1;i++) {
for( int j = 0; j<=length2−1;j++) {
Similarity sm = new Similarity(this.alpha, this .beta, this .vector, filesI .get( i ) ,
filesII .get( j ) , this .SM, align);
matricies.add(sm);
}
}
return matricies;
}
Vy´pis 10: Iterace nad kolekcemi FileUnit objektu˚
skupiny java souboru˚ zkoumany´ch programu˚. Pokud je zada´na vysoka´ hodnota parame-
tru treshold, vyloucˇı´ se ty instance podobnostı´, ktere´ nemajı´ podobnost stejnou nebo
vysˇsˇı´ nezˇ je hodnota limitu.
6.8 Mapova´nı´ na pu˚vodnı´ zdrojove´ ko´dy
Abychom doka´zali v poslednı´ fa´zi vizualizovat podobne´ oblasti ko´du, kde byla nalezena
nejvysˇsˇı´ shoda, ma´ kazˇdy´ objekt trˇı´dy SimilarityMatrix atributy start1, start2,
end1 a end2, ktere´ oznacˇujı´ pocˇa´tecˇnı´ a koncove´ rˇa´dky z pu˚vodnı´ch souboru˚. Tyto
atributy jsou prˇı´stupne´ pomocı´ trˇı´dnı´ch „getteru˚“.
6.9 Vizualizace vy´sledku˚
Za´veˇrecˇnou fa´zı´ cele´ho procesu detekce plagia´tu˚ v Java programech je vygenerova´nı´
HTML reportu se statistikami zjisˇteˇny´ch podobnostı´. Trˇı´da HTMLReport pracuje s in-
stancı´ ComplexProgramSimilarity, ze ktere´ ma´ prˇı´stup ke vsˇem vy´sledku˚m zjisˇteˇ-
ny´mprˇi detekci. V tomto krokuvyuzˇı´va´m trˇı´dy pro cˇtenı´ a za´pis do souboruFileReader
aFileWritervkombinaci s trˇı´damivlastnostı´, ktere´ slouzˇı´ provy´beˇrove´ cˇtenı´ po rˇa´dcı´ch
LineNumberReader (pro nastavenı´, odkud cˇı´st ko´d z pu˚vodnı´ho souboru˚) a bufferova-
ne´ho za´pisu po rˇa´dcı´ch do HTML souboru.
Vizualizace popisuje zhodnocenı´ pro danou u´rovenˇ (java, byteko´d, atd.), uda´va´ pro-
centua´lnı´ podobnost SIM sum a SIM min pro porovna´vane´ soubory a vy´pis fragmentu
ko´du s optima´lnı´m zarovna´nı´m, viz., obr. 14. V prˇı´padeˇ u´rovneˇ byteko´du jsem nevytva´rˇel
vy´pis pu˚vodnı´ho ko´du namapovane´ho na zarovna´nı´, protozˇe se jedna´ o posloupnost in-
strukcı´ a jejı´ vy´znam je hu˚rˇe cˇitelny´. Proto kazˇda´ podobnost na u´rovni metod byteko´du
mu˚zˇe by´t dohleda´na v java souborech. Podobnost importu˚ byla vypocˇı´ta´na na za´kladeˇ
postupu, viz, 4.4.
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Obra´zek 14: HTML vy´pis podobnostı´ aplikac PDA
6.10 Technologie a na´stroje
Prˇi implementaci jsem pouzˇil neˇkolik ru˚zny´ch technologiı´. Na´stroj pro dekompilaci
byteko´du JAD [25], na´stroj pro generova´nı´ lexika´lnı´ch analyza´toru˚, tzv. skeneru˚ - JFlex
[21], CUP (Parser Generator for Java) [26], jehozˇ knihovny JFlex vyuzˇı´va´ a logovacı´
knihovny pro Javu - Log4j [30] pro logova´nı´ uda´lostı´ v aplikaci (licence Apache Licence
v2.0). Pro stylovou u´pravuHTML reportu jsem pouzˇil framework Bootstrap [31], vydany´
pod licencı´ Apache Licence v2.0.
Aplikace PDA byla vytvorˇena v integrovane´m vy´vojove´m prostrˇedı´ NetBeans (verze
7.2.1) v programovacı´m jazyce Java (verze 1.7.0 21).
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7 Testova´nı´ aplikace
Testova´nı´ aplikace vycha´zı´ prˇeva´zˇneˇ z provedeny´ch testu˚ neˇkolika skupin Javaprogramu˚,
jejichzˇ podobnost byla vyhodnocena mezi syste´my pro detekci plagia´tu˚ JPlag, ktery´ se
pouzˇı´va´ na tomto poli pomeˇrneˇ cˇasto, navı´c s dobry´mi vy´sledky, a mojı´ vlastnı´ aplikacı´
(PDA), ktera´ je postavena na podobne´m principu vnitrˇnı´ reprezentace zdrojovy´ch ko´du˚,
ale na jine´m algoritmu pro vyhodnocenı´ mı´ry podobnosti.
JPlag prˇina´sˇı´ take´ jiny´ typ vy´sledku˚ ve vygenerovane´ zpra´veˇ, protozˇe vypocˇı´ta´va´ cel-
kovou podobnost pro vstupnı´ programy, PDA vyhodnocuje podobnosti na u´rovni nizˇsˇı´,
protozˇe veˇtsˇı´ cˇlenitost porovna´vany´ch jednotek zprˇesnˇuje mı´ru podobnosti mezi dveˇma
programy a jejich cˇa´stmi. Testovacı´ data jsou tedy rozdeˇleny, podle skupin a srovna´nı´ je
provedeno na u´rovni souboru˚, aby vy´sledky JPlagu bylo mozˇne´ porovnat s my´m syste´-
mem.
7.1 Testovacı´ data
Testovacı´ data pro PDA byly shroma´zˇdeˇny z neˇkolika zdroju˚. Prvnı´ skupina programu˚
byla umeˇle vytvorˇena neˇkolika studenty, kterˇı´ meˇli za u´kol prove´st neˇktere´ ze sˇesti u´rovnı´
modifikacı´ a popsat tyto zmeˇny do zdrojove´ho ko´du a umozˇnit tak oznacˇenı´ naleznuty´ch
pagia´tu˚ jako pravdiveˇ pozitivnı´ch nebo jinak a zhodnotit tak u´speˇsˇnost syste´mu. Tato
skupina obsahuje programy: A0, A1, A2, A3. Abych mohl porovnat vy´sledky z obou
detekcˇnı´ch syste´mu˚, musı´me srovna´vat na stejny´ch u´rovnı´ch, tedy jsou porovna´va´ny
jednotlive´ trˇı´dy programu˚: A0, A1, A2, A3 a to: App, Mat a Reader.
Druhy´ zdroj dat pro testova´nı´ jsou ru˚zne´ variace Smith-Watermanova algoritmu. Ka-
zˇda´ je implementovana´ neza´visle a tudı´zˇ budeme moci posoudit, jak vypada´ srovna´nı´
podobny´ch zada´nı´, a jak je vyhodnotı´ syste´my pro detekci plagia´tu˚. V te´to skupineˇ se
nacha´zı´ programy: SW1, SW2, SW3 a SW4.
7.2 Metodologie testova´nı´
Testova´nı´ JPlag syste´mu probı´halo prˇes webove´ho klienta, nahra´nı´m jednotlivy´ch ad-
resa´rˇu˚ testovany´ch programu˚ na server, jak vyzˇaduje aplikace. Bylo pouzˇito defaultnı´
nastavenı´ parametru˚ pro porovna´va´nı´. Nastavenı´ parametru˚ vlastnı´ aplikace je na´sledu-
jı´cı´: alpha = 0,6, beta = 0,4 a treshold = 10 (vyrˇazuje hodnoty podobnostı´ mensˇı´ nezˇ
tento atribut). Podrobnosti o hodnota´ch parametru˚ ovlivnˇujı´cı´ch va´hu shody/neshody
dvou tokenu˚ jsou popsa´ny v 4.3.2. Hranice, kdy mu˚zˇeme povazˇovat dva programy za
plagiarizovane´, je nad rozsahem mezi 30 - 40% [17]. Da´le kategorizuji mı´ru podobnosti
do na´sledujı´cı´ch rozsahu˚: Mı´rna´: 35-60 %, Strˇednı´: 60 - 80 % a velka´: 80 - 100 %, kdy 100
% znamena´ totozˇny´ zdrojovy´ ko´d.
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Testova´nı´ ma´ uka´zat efektivitu a prˇesnost pouzˇity´ch procesu˚ a algoritmu˚, popisova-
ny´ch v te´to pra´ci. Dı´ky umeˇle vytvorˇeny´ch plagiarizovany´ch programu˚, podle zpra´vy
v prˇı´loze A, mu˚zˇeme oveˇrˇit prˇesnost vlastnı´ aplikace a jejı´ u´speˇsˇnost prˇi detekci plagi-
a´tu˚. Zde hleda´me co nejvysˇsˇı´ pocˇet pravdiveˇ pozitivnı´ch na´lezu˚, tedy nahla´sˇene´ plagia´ty
jsou skutecˇneˇ plagia´ty a co nejmensˇı´ pocˇet falesˇneˇ negativnı´ch na´lezu˚, cozˇ jsou dvojice,
ktere´ jsou plagiarizovane´, ale unikly detekci. V prˇı´padeˇ druhe´ skupiny testovany´ch dat
oveˇrˇujeme, zdali je syste´m odolny´ pro falesˇneˇ pozitivnı´m na´lezu˚m plagia´tu˚.
Vy´sledky jsou zaneseny do tabulek podle programu˚ A0 - A3 v ra´mci trˇı´d, a programu˚
SW1 - SW4. Tabulky obsahujı´ procentua´lnı´ hodnoty srovna´nı´ pro JPlag a aplikace PDA,
ktera´ porovna´va´ zdrojove´ ko´dy na u´rovnı´ch: Java, dekompilovany´ch souboru˚ (Jad) a Java
sdekompilovany´mi (JavaJad). Podobnostmetodvbyteko´du je zaznamena´na zvla´sˇteˇ kvu˚li
jejı´ cˇlenitosti porovna´va´nı´ metod.
7.3 Srovna´nı´ PDA a JPlag
Podobnosti trˇı´dy App
Podle vy´sledku˚ z tabulky 4 zobrazeny´ch na grafu 15 vidı´me, zˇe trˇı´da App byla oznacˇena
jako plagiarizovana´ v programechA0, A1 a A3. U programuA2 byla zjisˇteˇnamı´ra podob-
nosti na hranici plagia´tu (nad 30 %) pouze u syste´mu JPlag. PDA ani v jednom prˇı´padeˇ
neoznacˇila trˇı´du App programu A2 jako podezrˇelou. Ostatnı´ programy byly oznacˇeny
jako plagia´ty s vysokou podobnostı´ na u´rovnı´ch Java a Jad u PDA, JPlag vyhodnotil tyto
programy se strˇednı´ nebo vysokou mı´rou podobnosti, vzˇdy o neˇco nizˇsˇı´ nezˇ PDA. Jako
totozˇne´ programy byly vyhodnoceny programy A3 a A0 na u´rovni dekompilovany´ch a
Java u syste´mu PDA. Na u´rovni JavaJad byly programy oznacˇeny jako mı´rneˇ podobne´.
JPlag PDA-Java PDA-Jad PDA-JavaJad
A0 A1 A2 A3 A0 A1 A2 A3 A0 A1 A2 A3 A0 A1 A2 A3
A0 x 79 37 96 x 91 16 100 x 87 22 100 x 40 11 47
A1 79 x 33 83 91 x 4 94 87 x 12 87 40 x 3 44
A2 37 33 x 36 16 4 x 17 22 12 x 18 11 3 x 0
A3 96 83 36 x 100 94 17 x 100 87 18 x 47 44 0 x
Tabulka 4: Procentua´lnı´ podobnost trˇı´dy App
Pokud nahle´dneme do zdrojovy´ch ko´du˚ programu˚ A0 a A3 u trˇı´dy App zjistı´me, zˇe
byly provedeny modifikace nejnizˇsˇı´ u´rovneˇ, tj. zmeˇna forma´tova´nı´ a prˇida´nı´ komenta´rˇu˚,
ktere´ nemajı´ vliv na vyhodnocenı´ podobnosti. Jediny´ rozdı´l byly importy, ktere´ JPlag
bere v potaz pro srovna´nı´ a PDA je vyrˇazuje. Vyhodnocenı´ na u´rovni dekompilova-
ny´ch souboru˚ oznacˇilo programy jako totozˇne´. Porovna´nı´ Java a dekompilovany´ch sou-
boru˚ (JavaJad) vyka´zalo pouze mı´rnou podobnost, po nahle´dnutı´ do vy´pisu podobnosti
fragmentu˚ zdrojovy´ch ko´du jsem zjistil, zˇe dekompilovany´ ko´d zmeˇnil zacˇa´tek bloku
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try - catch metodeˇ main, tedy zmeˇnil porˇadı´ neˇkolika prˇı´kazu˚ a navı´c se lisˇı´ struk-
tura metody syste´move´ho vy´pisu println, kde byla prˇida´na trˇı´da StringBuilder.
Tato zmeˇna zaprˇı´cˇinila snı´zˇenı´ mı´ry podobnosti.
Obra´zek 15: Graf podobnostni trˇı´dy App mezi programy
Mı´ra podobnosti na za´kladeˇ porovna´nı´ metod byteko´du z tabulky 5 potvrdily podob-
nosti programu˚ A0, A1 a A3. Program A2 nebyl oznacˇen jako plagiovany´.
Main - Main
A0 A1 A2 A3
A0 x 84 9 100
A1 84 x 0 81
A2 9 0 x 12
A3 100 81 12 x
Tabulka 5: Procentua´lnı´ podobnost metod trˇı´dy App na u´rovni byteko´du
Provedene´ modifikace u´rovnı´ L2 a L3, tedy prˇejmenova´nı´ promeˇnny´ch a prˇida´nı´ iden-
tifika´toru˚, nemeˇlo prˇı´lisˇ velky´ vliv na detekci plagia´tu˚. Zato vytvorˇenı´ nove´ metody,
ktera´ implementovala cˇa´st metody main a zmeˇna deklarace promeˇnny´ch z loka´lnı´ch na
globa´lnı´, v trˇı´deˇ App zpu˚sobila takovou mı´ru modifikace, kterou syste´my neodhalily.
Podobnosti trˇı´dy Mat
Na za´kladeˇ grafu 16, vytvorˇene´ho z tabulky 6, byly vsˇechny programy A0 - A3 v ra´mci
porovna´nı´ trˇı´dy Mat oznacˇeny jako plagia´ty. JPlag oznacˇil vsˇechny jako vysoce podobne´
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(nad 80%). PDA vyhodnotil programy A0, A2 a A3 jako vysoce podobne´ na u´rovni de-
kompilovany´ch souboru˚, na u´rovni Java byly oznacˇeny jako vysoce a strˇedneˇ podobne´ a
na za´kladeˇ dekompilovany´ch a Java souboru˚ byly vyhodnoceny jakomı´rneˇ azˇ strˇedneˇ po-
dobne´. PDA vyhodnotil program A1 nejle´pe na 71 %. Po prozkouma´nı´ zdrojovy´ch ko´du˚
jsem zjistil, zˇe modifikace byly provedeny od u´rovneˇ L1 azˇ po L6, tedy nahrazenı´ syn-
takticke´ struktury s ponecha´nı´m se´mantiky a dalsˇı´ zmeˇny, jako vkla´da´nı´ nedosazˇitelne´ho
ko´du, apod. cozˇ zaprˇı´cˇinilo nizˇsˇı´ vy´sledky detekce.
JPlag PDA-Java PDA-Jad PDA-JavaJad
A0 A1 A2 A3 A0 A1 A2 A3 A0 A1 A2 A3 A0 A1 A2 A3
A0 x 90 99 95 x 67 98 97 x 67 98 99 x 43 77 79
A1 90 x 90 85 67 x 71 70 67 x 69 66 43 x 55 57
A2 99 90 x 94 98 71 x 59 98 69 x 96 77 55 x 77
A3 95 85 94 x 97 70 59 x 99 66 96 x 79 57 77 x
Tabulka 6: Procentua´lnı´ podobnost trˇı´dy Mat
Pokud se podı´va´me na hodnoty podobnostı´ na u´rovni byteko´du v tabulce 7, zjistı´me,
zˇe prˇi vysˇsˇı´ cˇlenitosti u´rovneˇ porovna´nı´ zdrojovy´ch ko´du˚ zı´ska´me prˇesneˇjsˇı´ vy´sledky.
Vezmeme-li v potaz program A1 v ra´mci trˇı´dy Mat, jsou vy´sledky podobnosti metod
naznacˇujı´cı´, zˇe neˇktere´ metody byly zkopı´rova´ny beze zmeˇny. Podobnosti dosahujı´ 100
% u metod LoalL, LoadR, Square (u A1-A0 a A1-A3 porovna´nı´) a u Gaussovy metody. V
HTML reportu se nacha´zejı´ i dalsˇı´ podobnosti, ale vybral jsem jen ty zajı´mave´.
Obra´zek 16: Graf podobnosti trˇı´dy Mat mezi programy
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Vsˇimneˇme si hodnot 35 (65) u metody Singular. Prvnı´ hodnota urcˇuje sumarizovanou
mı´ru podobnosti viz. 4.4 a v za´vorce hodnota 65% vypocˇı´tana´ podle 4.5. Tato minima´lnı´
mı´ra podobnosti prˇedpokla´da´, zˇe plagiarizovana´ cˇa´st ko´du je vlozˇena do ko´du jine´ho,
ktery´ mu˚zˇe obsahovat dalsˇı´ prˇı´kazy, nedosazˇitelny´ ko´d nebo jine´ struktury a sumari-
zovana´ podobnost by jej neoznacˇila jako plagia´t. Takto je vyhodnocen se strˇednı´ mı´rou
podobnosti a prˇi nahle´dnutı´ do pu˚vodnı´ho ko´du vidı´me, zˇe ko´d byl modifikova´n na
nejvysˇsˇı´ u´rovni. Tedy porovna´nı´ na u´rovni byteko´du mu˚zˇe oznacˇit i teˇzˇko rozpoznatelny´
plagia´t (JPlag oznacˇil tuto pasa´zˇ jenom z poloviny, ale v rozsahu cele´ho souboru tato
skutecˇnost neovlivnila odhalenı´ plagiarizovane´ho ko´du).
Square Singular LoadL/LoadR Gauss
A0 A2 A3 A0 A2 A3 A0 A2 A3 A0 A2 A3
A1 98 71 98 36 (65) 36 (65) 36 (65) 100 100 100 100 99 100
Tabulka 7: Podobnost metod na u´rovni byteko´du trˇı´dy Mat
Pokud zacˇlenı´me porovna´va´nı´ metod na u´rovni byteko´du do celkove´ho souhrnu
detekce plagia´tu˚, PDA odhalil totozˇne´ pasa´zˇe zdrojove´ho ko´du u programuA1 s vysokou
podobnostı´ (namı´sto strˇedneˇ podobny´ch) a je tudı´zˇ velmi du˚lezˇite´, veˇnovat pozornost
i vy´sledku˚m z te´to u´rovneˇ. Prˇi manua´lnı´ vyhodnocenı´ takovy´ch zjisˇteˇnı´ je snadne´ si
oveˇrˇit podobnosti v origina´lnı´m souboru, kde uvidı´me totozˇne´ fragmenty ko´du, ktere´
byl plagiarizova´ny. I pokud neporovna´va´me cely´ program nebo soubor, mu˚zˇeme rˇı´ci, zˇe
jeden byl zkopı´rova´n od druhe´ho nebo naopak.
Podobnosti trˇı´dy Reader
Podle vy´sledku˚ z tab. 8 a na za´kladeˇ grafu 17 byly zjisˇteˇny na´sledujı´cı´ podobnosti. V ra´mci
trˇı´dy Reader byly oznacˇeny, jako vysoce plagiovane´ programy A0 s A2 u JPlagu a PDA -
Jad. PDA - Java oznacˇil jako vysoce podobne´ tyto dvojice: A0 -A2 aA2 -A3. PDA - JavaJad
oznacˇil A0 - A2 jako strˇedneˇ podobne´. Na stejne´ u´rovni podobnosti jsou oznacˇeny dvojice
programu˚ A0 - A1, A0 - A3, A1 - A2 a A2 - A3 u JPlagu. PDA - Java objevil podobnost
strˇednı´ u dvojice A0 - A3, mı´rneˇ podobne´ u dvojic A1 - A2 a pod hranicı´ podobnosti A0
- A1 a A1 - A3. PDA - Jad oznacˇil prˇedchozı´ dvojice vysˇsˇı´ hodnotou podobnosti, takzˇe
kromeˇ A1 - A3 jsou ostatnı´ oznacˇeny jako mı´rneˇ azˇ strˇedneˇ podobne´. PDA - JavaJad
oznacˇil jako mozˇny´ plagia´t pouze A0 - A2 se strˇednı´ podobnostı´ a A0 - A1 a A0 - A3 jako
mı´rneˇ podobne´. Ostatnı´ byly oznacˇeny pod hranicı´ mı´rne´ podobnosti.
JPlag PDA-Java PDA-Jad PDA-JavaJad
A0 A1 A2 A3 A0 A1 A2 A3 A0 A1 A2 A3 A0 A1 A2 A3
A0 x 72 98 78 x 35 99 63 x 52 99 75 x 51 63 41
A1 72 x 72 41 35 x 48 39 52 x 51 37 51 x 38 23
A2 98 72 x 70 99 48 x 95 99 51 x 69 63 38 x 35
A3 78 41 70 x 63 39 95 x 75 37 69 x 41 23 35 x
Tabulka 8: Procentua´lnı´ podobnost trˇı´dy Reader
68
S nejnizˇsˇı´ mı´rou podobnosti prosˇel testem program A1. Podı´va´me se tedy na jeho
vy´sledky na u´rovni byteko´du, viz. tab. 9. Podle vy´sledku˚ mu˚zˇeme tvrdit, zˇe metoda
readStr je plagiovana´ mezi programy A1 - A0 a A1 - A2. Metodu open oznacˇil syste´m
jako s mı´rnou podobnostı´ mezi A0 - A1, ale podle definice Simsum je tento ko´d podobny´
ze 72 %. Metoda length byla takte´zˇ oznacˇena u programu˚ A1 - A0 a A1 - A2 jako totozˇna´.
Mezi programyA1 -A3bylynalezenypouzenı´zke´ podobnosti.U jednotlivy´ch trˇı´dReader
readStr open length
A0 A2 A3 A0 A2 A3 A0 A2 A3
A1 85 83 43(63) 43(72) 19 20 100 100 48(60)
Tabulka 9: Podobnost metod na u´rovni byteko´du trˇı´dy Reader
mezi programy byly provedeny tyto zmeˇny. Trˇı´da A1 obsahuje modifikace L3, L5 a L6,
tedy u´plne´ odstraneˇnı´ metody, prˇevedenı´ neˇkolika promeˇnny´ch z loka´lnı´ch na globa´lnı´
a o zmeˇnu logiky prˇı´kazu. U trˇı´dy A2 se jedna´ o modifikace nizˇsˇı´ch u´rovnı´ L1, L2, L3
a u trˇı´dy A3 se jedna´ o modifikace L2, L3 a L4 a L5 - globalizace promeˇnne´, prˇida´va´nı´
prˇı´kazu˚, odstraneˇnı´ bloku pro zachyta´va´nı´ vy´jimek.
Obra´zek 17: Graf podobnostı´ trˇı´dy Reader mezi programy
Z testova´nı´ vysˇlo najevo, zˇe s modifikacemi typu L1, L2 a L3 si poradily oba syste´my
a oznacˇily programy jako vysoce plagiovane´ (A2). Srovna´nı´ PDA na u´rovnı´ch Java a
dekompilovany´ch souboru˚ v neˇktery´ch prˇı´padech odhalilo plagia´ty s vysˇsˇı´ podobnostı´
nezˇ JPlag. Naopak prˇi modifikacı´ch, ktere´ zahrnovaly zmeˇnu porˇadı´ nebo odstraneˇnı´
neˇjake´ metody, byl u´speˇsˇneˇjsˇı´ JPlag nezˇ PDA syste´m. Abych zamezil zranitelnosti PDA
vu˚cˇi teˇmto druhu˚m modifikacı´, navrhuji ve zhodnocenı´ metodu ve fa´zi transformace,
dı´ky nı´zˇ se zamezı´ prˇehle´dnutı´ teˇchto plagia´torsky´ch technik.
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Podobnosti importu˚
PDA ma´ zabudovanou funkci pro vy´pocˇet podobnostı´ importovany´ch knihoven z java
souboru˚. Tento vy´pocˇet je popisova´n v kap. 4.4. Z vy´sledku˚ v tabulce 10 vidı´me, zˇe
78 % podobnost byla zaznamena´na mezi programy A0 - A1 a A0 - A3, prˇi nahle´dnutı´
do zdrojovy´ch ko´du˚ pozorujeme rozdı´ly mezi neˇkolika vlozˇeny´mi trˇı´dami z balı´cˇku˚ trˇı´d,
ostatnı´ jsou shodne´. PodobnostA0 -A2 je 64%,A2 -A1(A3) je rovna 54(53). Tatopodobnost
byla vyhodnocena v pocˇtu okolo 10 vlozˇeny´ch knihoven.
V ra´mci tohoto porovna´nı´ nejsou vy´sledky prˇı´lisˇ smeˇrodatne´, ale pro testova´nı´ postacˇı´.
Pokud zhodnotı´m prˇedchozı´ vy´sledky podobnostı´ mezi programy A0 a A1, byly v prˇed-
chozı´ch cˇa´stech vy´sledkyme´neˇ uspokojive´ v PDA - Java u´rovni a zde vidı´me skoro vysoce
nalezenou podobnost. Mu˚zˇe slouzˇit jako pru˚vodce prˇi podrobne´ analy´ze vy´voje testo-
vany´ch programu˚. Pokud bychom nalezli 90 azˇ 100 % podobnost v maly´ch programech,
mu˚zˇe by´t program oznacˇen jako podezrˇely´, v ra´mci detekce konfiguracı´, a postoupen k
podrobneˇjsˇı´ analy´ze.
A0 A1 A2 A3
A0 x 78 64 78
A1 78 x 54 64
A2 64 54 x 53
A3 78 64 53 x
Tabulka 10: Procentua´lnı´ podobnost konfigurace (importovany´ch knihoven)
Na´vrhempro zlepsˇenı´ vyhleda´va´nı´ na u´rovni konfiguracı´ je oblast nastavenı´ parametru˚
sestavenı´ JavaprojektuvXMLsouborech,build.xml(skriptant) nebopom.xml(Maven),
cozˇ jsou na´stroje pro spra´vu softwarovy´ch projektu˚ (sestavenı´ projektu, vytva´rˇenı´ reportu˚
nebodokumentace). Zde bymohl detekcˇnı´ na´stroj vyextrahovat konkre´tnı´ parametryXMl
souboru˚, pravidla pro sestavenı´, cı´le apod. a porovnat jejich podobnost.
Podobnosti programu˚ SW
Druha´ skupina porovna´vany´ch programu˚ obsahuje 4 neza´visle´ implementace ru˚zny´ch
typu˚ algoritmu Smith - Waterman. Programy se skla´dajı´ z jednoho hlavnı´ho souboru s
metodou main. Ve vy´sledcı´ch tedy ocˇeka´va´me malou nebo zˇa´dnou podobnost a oveˇrˇu-
jeme, zdali syste´m nevyprodukuje falesˇneˇ pozitivnı´ na´lezy, to jsou dvojice programu˚,
ktere´ jsou nahla´sˇeny jako plagiarizovane´, ale ve skutecˇnosti nejsou. Vy´sledky z tabulky
11 uka´zaly, zˇe syste´m JPlag neoznacˇil ani jeden z dvojic programu˚ SW, jako skutecˇny´
plagia´t. Nejvysˇsˇı´ mı´ru podobnosti vyka´zala dvojice SW1 - SW4, a to 26 %. Tedy pod hra-
nicı´, kdy mu˚zˇeme oznacˇit program za plagiarizovany´. PDA neodhalil ani na jedne´ u´rovni
zˇa´dnou podobnost. Procentua´lnı´ vyja´drˇenı´ mı´ry dosahovaly neˇkolika jednotek a vy´pis
oblastnı´ podobny´ch fragmentu˚ ko´du˚ byl zanedbatelny´. Na u´rovni SIMmin byly nalezeny
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JPlag
SW1 SW2 SW3 SW4
SW1 x 15 6 26
SW2 15 x 3 10
SW3 6 3 x 11
SW4 26 10 11 x
Tabulka 11: Procentua´lnı´ podobnost SW programu˚
podobnosti v neˇktery´ch metoda´ch, ale sta´le pod 40 %. Syste´my neoznacˇily zˇa´dne´ dvojice
jako plagiovane´, tedy pocˇet falesˇneˇ pozitivnı´ch na´lezu˚ je nulovy´ a prˇedpoklad byl splneˇn.
7.4 Srovna´nı´ vy´sledku˚
Na za´kladeˇ provedeny´ch testu˚ jsemdospeˇl k na´sledujı´cı´m za´veˇru˚m. JPlag spra´vneˇ odhalil
neˇktere´ plagia´ty s vysokou nebo strˇednı´ mı´rou podobnosti, stejneˇ jako tomu bylo u
PDA na u´rovni Javy. V prvnı´ sadeˇ programu˚ byly spra´vneˇ oznacˇeny vsˇechny plagiovane´
programy kromeˇ programu A2, ktery´ nebyl odhalen na zˇa´dne´ u´rovni. U druhe´ sady
nebyly detekova´ny plagia´ty, jak bylo prˇedpokla´da´no, jelikozˇ programy vznikly neza´visle
na sobeˇ.
Srovna´nı´ u´speˇsˇnosti jednotlivy´ch u´rovnı´ PDA, na ktery´ch byla provedena detekce,
uka´zalo, zˇe veveˇtsˇineˇ prˇı´padu˚mu˚zˇemepouzˇı´t srovna´nı´ na u´rovni Java, dekompilovany´ch
souboru˚ a byteko´du, kdy plagia´ty odhalene´ JPlagem, byly takte´zˇ oznacˇeny jako podezrˇele´
na teˇchto u´rovnı´ch.Neˇkdy s veˇtsˇı´ mı´rou podobnosti, v prˇı´padech pouzˇitı´ modifikacı´, ktere´
nemeˇnily ve velke´mı´rˇe pozicemetod nebo prˇı´kazu˚, ostatnı´ modifikace vysˇsˇı´ u´rovneˇ, ale v
mensˇı´m meˇrˇı´tku, neunikly odhalenı´, protozˇe algoritmus loka´lnı´ho zarovna´nı´ pokracˇoval
ve vy´pocˇtu s postihem. V ra´mci byteko´du byla pouzˇita´ metoda efektivneˇjsˇı´, jelikozˇ se
podobnost vyhleda´vala mezi mensˇı´mi jednotkami a tedy bylo odhaleno vı´ce plagia´tu˚
mezi pa´ry programu˚.
Vizualizace nalezeny´ch shod syste´mem PDA zobrazuje optima´lnı´ loka´lnı´ zarovna´nı´,
vypocˇı´tane´ algoritmemanamapovane´ napu˚vodnı´ zdrojovy´ ko´d.Vyznacˇene´ cˇa´sti zahrnujı´
prˇi nizˇsˇı´ch podobnostech i takovy´ ko´d, ktery´ nemusel by´t zkopı´rova´n a upraven, anebo
se jedna´ o vlozˇeny´ nedosazˇitelny´ ko´d.
Detecˇnı´ syste´m PDA se nejhu˚rˇe vyporˇa´dal s implementacı´ nove´ metody modifikovane´
z teˇla jine´ metody. Jako rˇesˇenı´ navrhuji neˇkolik rozsˇı´rˇenı´. Prvnı´m je zmı´neˇny´ popis static-
ke´ho trasova´nı´, popsane´ho v kap. 4.2. Tedy linearizace programu, ktera´ vede k odstraneˇnı´
teˇchto nedostatku˚, za cenu zvy´sˇenı´ vy´pocˇetnı´ na´rocˇnosti.
Dalsˇı´ mozˇnostı´ je pozmeˇneˇnı´ algoritmu zpeˇtne´ho trasova´nı´ tak, aby vytvorˇilo neˇkolik
optima´lnı´ch zarovna´nı´ v oblastech adaptivnı´ matice podobnosti od nalezene´ho maxima
71
do konce vytvorˇene´ matice. Tyto oblasti by se daly rozdeˇlit na trˇi potenciona´lnı´ regi-
ony, kde by znovu probeˇhlo trasova´nı´ od dalsˇı´ch maxim, pro dane´ loka´lnı´ oblasti. Tak
bychom zı´skali zarovna´nı´, ktera´ se nenale´zala v pu˚vodnı´m vy´pocˇtu, jelikozˇ byla prˇekryta
maxima´lnı´m optima´lnı´m zarovna´nı´m.
Poslednı´ mozˇnostı´ je rozcˇleneˇnı´ porovna´vany´ch jednotek programu na nizˇsˇı´ struktury,
jako metody. Tento prˇı´stup byl oveˇrˇen na u´rovni byteko´du a je tedy vy´chodiskem i pro
ostatnı´ u´rovneˇ a mozˇnostı´, pro jejich vylepsˇenı´.
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8 Za´veˇr
Cı´lem pra´ce bylo vypracova´nı´ na´vrhu a implementace algoritmu, vyhodnocujı´cı´ho po-
dobnost softwarovy´ch artefaktu˚. Podobnostmeˇla by´t vyhodnocena na neˇkolika u´rovnı´ch:
podobnost zdrojovy´ch ko´du, podobnost konfigurace, naprˇ. pouzˇite´ knihovny, da´le po-
dobnost meziko´du a podobnost dekompilovany´ch ko´du˚.
V u´vodnı´, teoreticke´, cˇa´sti jsem se sezna´mil s problematikou plagia´torstvı´ a analy-
zoval detekcˇnı´ techniky a algoritmy, na jejichzˇ za´kladeˇ jsem navrhoval algoritmus pro
vyhodnocenı´ podobnosti softwarovy´ch artefaktu˚.
V prakticke´ cˇa´sti pra´ce du˚kladneˇ rozebı´ra´m detekcˇnı´ proces, ktery´ jsem pouzˇil v apli-
kaci, rˇesˇı´cı´ zadanou problematiku. Zvoleny´ detekcˇnı´ algoritmus, ktery´ vyhodnocuje po-
dobnost na za´kladeˇ Smith - Watermanova loka´lnı´ho zarovna´nı´ s ohledem na frekvenci
vy´skytu˚ klı´cˇovy´ch slov v dane´ mnozˇineˇ programu˚, jsem prˇizpu˚sobil pro vlastnı´ detekcˇnı´
syste´m.
Implementovana´ aplikace s integrovany´m detekcˇnı´m algoritmem vyhleda´va´ podob-
nosti mezi vstupnı´mi programy, ktere´ jsou rozlozˇeny do pozˇadovany´ch forma´tu˚ a podob-
nost je vyhodnocena postupneˇ na u´rovni zdrojove´ho ko´du, byteko´du, dekompilovany´ch
ko´du˚ a mezi konfiguracı´ porovna´vany´ch programu˚ (importy knihoven a trˇı´d).
V za´veˇrecˇne´ cˇa´sti pra´ce je popsa´no testova´nı´ implementovane´ aplikace pro detekci
plagia´tu˚ na umeˇle plagiovany´ch programech a ve skupineˇ neza´visle vytvorˇeny´ch pro-
gramu˚, implementujı´cı´ch stejny´ algoritmus. Vy´sledky jsou porovna´ny s detekcˇnı´m na´-
strojem JPlag, aby byla objektivneˇ oveˇrˇena u´speˇsˇnost pouzˇity´ch postupu˚ a algoritmu˚.
Zjisˇteˇne´ za´veˇry z testova´nı´ prokazujı´ robustnost pouzˇitı´ detekce podobnosti na ru˚zny´ch
u´rovnı´ch, s vy´jimkou srovna´nı´ mezi u´rovneˇmi pu˚vodnı´ch zdrojovy´ch ko´du˚ a dekom-
pilovany´ch ko´du˚, kdy dekompilovany´ ko´d vykazoval znacˇne´ struktura´lnı´ rozdı´ly, ktere´
snı´zˇily vyhodnocenı´ mı´ry podobnosti, oproti zdrojove´mu ko´du.
Byly navrzˇeny zmeˇny, ktere´ by odstranily tyto nedostatky. Aplikace mu˚zˇe by´t vyu-
zˇita prˇi testova´nı´ studentsky´ch projektu˚ napsany´ch v Javeˇ, rozsˇı´rˇena pro vyhodnocenı´
podobnostı´ mezi dalsˇı´mi programovacı´mi jazyky nebo integrova´na do jiny´ch syste´mu˚.
Ondrˇej Docˇkal
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A Prˇı´loha: Zpra´va o u´praveˇ Java ko´du˚ pro testova´nı´ detekce
plagia´tu˚
Tato zpra´va popisujemozˇnostimodifikace zdrojovy´ch ko´du˚ napsany´ch vprogramovacı´m
jazyce Java. Cı´lem je vytvorˇenı´ veˇrohodny´ch umeˇly´ch plagiovany´ch dat pro testovanı´
aplikace pro detekci plagia´tu˚. Na´hledem vy´stupu (tedy plagiarizovany´ch ko´du˚) je obr.
18, zachycujı´cı´ prova´deˇnı´ zmeˇn v prˇilozˇene´m testovacı´m projektu. Zaznamena´nı´ u´prav
je du˚lezˇite´ pro ohodnocenı´ u´speˇsˇnosti detekcˇnı´ aplikace (recall a precision).
U´rovenˇ modifikacı´
U´rovneˇ modifikacı´, ktere´ lze pouzˇı´t prˇi umeˇle´m plagiova´nı´, podle kategoriı´.
• L0: U´rovenˇ 0 znamena´ zkopı´rova´nı´ ko´du bez jaky´chkoliv u´prav. Nejjednodusˇeji
odhalitelny´.
• L1: U´rovneˇ 1 zahrnuje u´pravu komenta´rˇu˚ a forma´tova´nı´ ko´du. Jedna´ se o vizua´lnı´
zmeˇny, jako u´prava pra´zdny´ch rˇa´dku˚, tabula´toru˚ a mezer. Komenta´rˇe jsou parafra´-
zova´ny, prˇida´ny, prˇelozˇeny nebo naopak u´plneˇ odstraneˇny.
• L2: U´rovenˇ 2 je zmeˇna na´zvu˚ identifika´toru˚. Jedna´ se o prˇejmenova´nı´ promeˇnny´ch
nebo metod.
• L3:Modifikace na u´rovni 3 zahrnuje u´pravu deklarace promeˇnny´ch.Mu˚zˇe se jednat
o zmeˇnu datove´ho typu, umı´steˇnı´ deklarace promeˇnne´, prˇehozenı´ porˇadı´ operandu˚
v prˇı´kazu bez ovlivneˇnı´ vy´sledku nebo za´meˇna globa´lnı´ch a loka´lnı´ch promeˇnny´ch.
• L4: 4 u´rovenˇ se ty´ka´ zmeˇny porˇadı´ metod nebo funkcı´. Plagia´tor mu˚zˇe pozmeˇnit
zdrojovy´ ko´d nahrazenı´m vola´nı´ metody implementacı´ jejı´ho teˇla a naopak, sloucˇit
vı´ce metod do jedne´, to same´ platı´ o trˇı´da´ch a souborech, ktere´ program pouzˇı´va´.
• L5: U´rovenˇ 5 se ty´ka´ vy´znamneˇjsˇı´ch za´sahu˚ do pu˚vodnı´ho ko´du, ovlivnˇujı´ vizua´lnı´
a syntaktickou strukturu ko´du. Jedna´ se o vkla´da´nı´ nadbytecˇny´ch prˇı´kazu˚ a me-
tod, ktere´ v za´sadeˇ nemeˇnı´ funkcionalitu ko´du, prˇepisova´nı´ syntakticky´ch struktur
selekce a iterace nebo vkla´da´nı´ nedosazˇitelne´ho ko´du.
• L6: Poslednı´ u´rovenˇ meˇnı´ kompletneˇ syntaktickou strukturu neˇktery´ch cˇa´stı´ nebo
cele´ho programu. Se´mantika je zachova´na a tedy i konzistence pu˚vodnı´ logiky
programu. Pod takovoou za´meˇnou si mu˚zˇeme prˇedstavit mı´sto pouzˇitı´ rekurzivnı´
funkce faktoria´l, posloupnost prˇı´kazu˚ s cyklem for.
Dokumentace u´prav kvu˚li oveˇrˇenı´ spra´vnosti detekovany´ch podobnostı´: V cˇa´stech, kde
modifikujete ko´d, uved’te v komenta´rˇi typ u´pravy. viz. obr. 18.
IDE
Testovacı´ projekt byl vytvorˇen v NetBeans IDE 7.2 a proto take´ doporucˇuji pouzˇı´t toto
integrovane´ vy´vojove´ prostrˇedı´. Prˇı´padneˇ lze zpracovat v Eclipse nebo jine´m IDE.
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Obra´zek 18: Uka´zka modifikacı´ v Javeˇ
Za´veˇr
Zpra´va popisuje mozˇnosti u´prav zdrojovy´ch ko´du˚ podle u´rovnı´ a da´le uva´dı´ postup
zaznamena´va´nı´ provedeny´ch modifikacı´ v ko´du jazyku Java pro testova´nı´ plagia´tu˚.
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B Prˇı´loha - zdrojove´ ko´dy
V prˇı´loze se zdrojovy´mi ko´dy se nale´zajı´ trˇi steˇzˇejnı´ algoritmy pro vy´pocˇet adaptivnı´ho
loka´lnı´ho zarovna´nı´. Vy´pocˇet matice podobnosti 12, Smith - Watermanu˚v algoritmus pro
matici adaptivnı´ho loka´lnı´ho zarovna´nı´ 13 a algoritmus pro zpeˇtne´ trasova´nı´ optima´lnı´ho
zarovna´nı´ backtracing 11.
private void backTracing(double[][] M, List<Token> f1, List<Token> f2, int[][] BT) {
double max = 0.0;
int line = 0, column = 0;
int i , j ;
// tracing back the pathway;
for ( i = 0; i <= f1.size() ; i++) {
for ( j = 0; j <= f2.size() ; j++) {
if (M[i ][ j ] > max) {
max = M[i][ j ];
line = i ;
column = j;
}
}
}
i = line ;
j = column;
if (this . isAlignment) {
while (( i > 0) && (j > 0)) {
// diagonal alignment
if (BT[i ][ j ] == 0) {
this .getAlignment 1().add(f1.get( i − 1));
this .getAlignment 2().add(f2.get( j − 1));
this .AMp ab += M[i][j ];
i = i − 1;
j = j − 1;
// deletion
} else if (BT[i ][ j ] == 1) {
this .getAlignment 1().add(f1.get( i − 1));
this .getAlignment 2().add(new Token(f2.get(j).getLine(), −1, ”GAP”, ”−−”,
””)) ;
this .AMp ab += M[i][j ];
i = i − 1;
// insertion
} else if (BT[i ][ j ] == −1) {
this .getAlignment 1().add(new Token(f1.get(i).getLine(), −1, ”GAP”, ”−−”,
””)) ;
this .getAlignment 2().add(f2.get( j − 1));
this .AMp ab += M[i][j ];
j = j − 1;
}
}
}
Vy´pis 11: Algoritmus backtracing procesu pro tuto metodu
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private double[][] countSimilarityMatrix (KeywordVector vector, double alpha, double beta) {
int size = vector.getVector() .size () ;
double fi, fj , logs;
int ii , jj ;
/∗ initializating the similarity matrix of size r+1, where r is the number
∗ of kinds of keywords and +1 is the column and row for gap symbol ∗/
double[][] M = new double[size + 1][size + 1];
/∗Negative infinite value for the left−most upper element which represent
∗situation where both keywords are gaps ∗/
M[size][size] = Double.NEGATIVE INFINITY;
// Fulfilling the last row with values where kj is a gap
for ( int i = 0; i < size; i++) {
// Deletion, kj is a gap, ki is not
// 4.Beta.log2( fi )
fi = vector.getFrequencyOfKeywordByIndex(i);
M[i ][ size] = 4 ∗ beta ∗ (Math.log( fi ) / Math.log(2));
}
// Fulfilling the last column with values where ki is a gap
for ( int j = 0; j < size; j++) {
// Insertion , ki is a gap, kj is not
// 4.Beta.log2( fi )
fj = vector.getFrequencyOfKeywordByIndex(j);
M[size][ j ] = 4 ∗ beta ∗ (Math.log( fj ) / Math.log(2));
// System.out.println (”M[” + size + ”,”+ j + ”] = ” + M[size][ j ]) ;
}
/∗ Fulfilling the rest of the similarity matrix
∗ Adding values for matching and mismatching pairs of keyword ∗/
for ( int i = 0; i < size; i++) {
for ( int j = 0; j < size; j++) {
ii = vector.getSymbolIDByIndex(i);
jj = vector.getSymbolIDByIndex(j);
fi = vector.getFrequencyOfKeywordByIndex(i);
fj = vector.getFrequencyOfKeywordByIndex(j);
logs = (Math.log( fi ∗ fj ) / Math.log(2));
// Match
if ( ii == jj ) {
M[i ][ j ] = (−1) ∗ alpha ∗ logs;
}
// Mismatch
else if ( ii != jj ) {
M[i ][ j ] = beta ∗ logs;
}
}
}
return M;
}
Vy´pis 12: Metoda pro vy´pocˇet matice podobnosti
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public void SmithWatermanAlgorithm(List<Token> f1, List<Token> f2, KeywordVector vector)
{
double m;
// counting similarity matrix with keyword vector given and alpha and beta
// index of the last element of the similarity matrix
int last = vector.getVector() .size () − 1;
// match, mismatch, delete, insert ;
double match, mismatch, delete, insert;
// defining the H matrix for local alignment, with extra column and row for gaps
double[][] H = new double[f1.size() + 1][f2 .size () + 1];
// tracing matrix for recording the choosen path and consecutive backtracking
// if diagonal value is maximum − 0 is added − match/ mismatch
// if upper value is maximal, 1 is added − deletion
// if left value is maximal, −1 is added − insertion
this .BT = new int[f1.size() + 1][ f2 .size () + 1];
// adding zeros to 0−th row and column
for ( int j = 0; j <= f2.size() ; j++) {
H[0][ j ] = 0;
this .BT[0][ j ] = 2;
}
for ( int i = 0; i <= f1.size() ; i++) {
H[i ][0] = 0;
this .BT[i ][0] = 2;
}
for ( int i = 1; i < f1.size () ; i++) { // assigned the optimal score for the alignment;
for ( int j = 1; j < f2.size () ; j++) {
// SM is the score of the matched keyword from similarity matrix
// indexes of the keyword in vector
int idkey = vector.getIndexOfToken(f1.get(i).getSymbolID());
int jdkey = vector.getIndexOfToken(f2.get(j).getSymbolID());
// assigning values to its possibilities of alignment
match = H[i − 1][ j − 1] + this .SM ab[idkey][idkey];
mismatch = H[i − 1][j − 1] + this .SM ab[idkey][jdkey];
delete = H[i − 1][ j ] + this .SM ab[idkey][last ];
insert = H[i ][ j − 1] + this .SM ab[last][jdkey ];
// checking whether compared tokens are the same
if (f1 .get( i ) .getSymbolID() == f2.get(j ) .getSymbolID()) {
m = match;
} else {
m = mismatch;
}
if ((m > delete) && (m > insert) /∗&& (m > 0)∗/) {
H[i ][ j ] = m;
BT[i ][ j ] = 0;
} else if ((delete > insert) /∗&& (delete > 0)∗/) {
H[i ][ j ] = delete;
BT[i ][ j ] = 1;
} else {
H[i ][ j ] = insert ;
BT[i ][ j ] = −1;
}
}
}
backTracing(H, f1, f2 , BT);
}
Vy´pis 13: Adaptivnı´ loka´lnı´ zarovna´nı´ s pouzˇitı´m SW algoritmu
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C Prˇı´lohy - Obra´zky
Obra´zek 19: UML trˇı´dnı´ diagram trˇı´d FileUnit a Token
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Obra´zek 20: UML trˇı´dnı´ diagram trˇı´dy SimilarityMatrix
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D Prˇı´lohy - Prˇilozˇene´ me´dium
D.1 Adresa´rˇova´ struktura CD
• PD-Application.zip - komprimovany´ soubor se spustitelnou jar aplikacı´
• \PD-Application - adresa´rˇ s Java aplikacı´, kterou je mozˇne´ otevrˇı´t v IDE
• \Others - adresa´rˇ se specifikacˇnı´mi soubory pro JFlex genera´tor skeneru˚
• \TestProjects - adresa´rˇ s testovacı´mi data, obsahuje skupiny GroupA, GroupB
a dva testovacı´ projekty
D.2 Pozˇadavky na spusˇteˇnı´ aplikace
Aplikace PDA byla vytvorˇena v integrovane´m vy´vojove´m prostrˇedı´ NetBeans (verze
7.2.1) v programovacı´m jazyce Java (verze 1.7.0 21). Pozˇadavky na spusˇteˇnı´ aplikace jsou:
• Java SE Runtime enviroment (build 1.7.0 21-b11)
• Prˇipojenı´ syste´move´ cesty na adresa´rˇ bin s prˇı´kazy JDK (aplikace spousˇtı´ prˇı´kaz
javap).
• Sta´hnuty´ na´stroj JAD z [25] a navedenı´ jeho adresa´rˇe do syste´move´ cesty (promeˇnna´
prostrˇedı´ PATH)
• Spusˇteˇnı´ jar souboru z prˇı´lohy (PD-Application.jar) se prova´dı´ prˇı´kazem „java
-jar PD-Application.jar [Cesta1] [Cesta2]“, pokud jsme aktua´lnı´m adresa´rˇi dist
aplikace, a kde parametry jsou cesty k testovany´m programu˚m, nebo mu˚zˇeme
aplikace spustit bez parametru˚, ale musı´ se upravit soubor config.properties,
kde se zapı´sˇou relativnı´ nebo absolutnı´ cesty k programu˚m a nastavı´ se parametry.
• Aplikace prˇistupuje do loka´lnı´ slozˇky a zapisuje do souboru˚, je tedy nezbytne´, aby
nebyla spousˇteˇna z me´dia
• Komprimovana´ aplikace se nacha´zı´ v adresa´rˇi dist, a mu˚zˇeme ji spustit vy´sˇe
zmı´neˇny´mi kroky. Nebo otevrˇı´t projekt PD-Application v IDE jako existujı´cı´ projekt.
