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ALGEBRAIC DE RHAM THEORY FOR THE RELATIVE COMPLETION OF
SL2(Z)
MA LUO
Abstract. We develop an explicit algebraic de Rham theory for the relative completion of
SL2(Z). This allows the construction of iterated integrals involving modular forms of the second
kind, generalizing iterated integrals of holomorphic modular forms that were previously studied
by Brown and Manin. These newly constructed iterated integrals provide all ‘multiple modular
values’ defined by Brown.
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1. Introduction
Brown [2] defines multiple modular values to be periods of the coordinate ring O(Grel) of the
relative completion Grel of SL2(Z). In this paper, we provide an explicit algebraic de Rham theory
for Grel, which enables us to explicitly construct iterated integrals of modular forms of the second
kind (see below) that have at worst logarithmic singularities at the cusp. These newly constructed
iterated integrals provide all multiple modular values, whereas previously only those ‘totally holo-
morphic’ multiple modular values that are (regularized) iterated integrals of holomorphic modular
forms (see below) have been studied by Brown [2] and Manin [21, 22].
Date: August 20, 2019.
Key words and phrases. periods, modular forms, iterated integrals.
1
2 MA LUO
The relative completion Grel/Q of SL2(Z) with respect to the inclusion ρ : SL2(Z) −֒→ SL2(Q) is
an extension of SL2/Q by a prounipotent group U
rel
/Q . The Lie algebra u
rel of U rel is freely and
topologically generated by [15] ∏
n≥0
H1(SL2(Z), S
2nH)∗ ⊗ S2nH,
where H is the standard representation of SL2, and S
2nH its 2n-th symmetric power.
The first step is to construct an explicit Q-de Rham structure on H1(SL2(Z), S
2nH). Recall that
there is a mixed Hodge structure on H1(SL2(Z), S
2nH), which has weight and Hodge filtrations
defined over Q [28]:
W2n+1H
1(SL2(Z), S
2nH) = H1cusp(SL2(Z), S
2nH);
W4n+2H
1(SL2(Z), S
2nH) = H1(SL2(Z), S
2nH);
F 2n+1H1(SL2(Z), S
2nH) ∼=
{
holomorphic part which consists of cohomology
classes that correspond to classical modular forms
}
.
Now we consider its Q-de Rham structure H1dR(M1,1/Q, S
2nH), where H is the relative de Rham
cohomology of the universal elliptic curve over the moduli space M1,1/Q of elliptic curves. In the
holomorphic part F 2n+1H1(SL2(Z), S
2nH), all Q-de Rham classes correspond to classical modular
forms of weight 2n + 2 with rational Fourier coefficients [14, §21]. We call these holomorphic
modular forms. To obtain a complete Q-de Rham basis of H1dR(M1,1/Q, S
2nH), in Section 5.2, we
use modular forms of the second kind as representatives for all Q-de Rham classes. This differs from
the traditional approach using weakly modular forms, which allows arbitrary poles at the cusp (cf.
[4, 24]). Our representatives have at worst logarithmic singularities at the cusp. They are more
suitable for constructing regularized iterated integrals (Section 8).
For each choice of a base point x ∈ M1,1, we identify SL2(Z) with the (orbifold) fundamental
group π1(M
an
1,1, x). Denote the relative completion of π1(M
an
1,1, x) with respect to the inclusion
ρx : SL2(Z) −֒→ SL2(Q) by Gx. Denote the Lie algebra of its unipotent radical by ux. They are
isomorphic to Grel and urel respectively, and they depend on the base point x. The Lie algebras ux
form a local system uB overMan1,1. By a modification of Chen’s method of power series connections
(Prop. 6.3, cf. [6]), Hain [15] finds a canonical universal flat connection ∇B on the Betti bundle
U ∼= uB⊗OMan
1,1
. We review this construction in Section 6.4 for a general affine curve (applicable to
the case of M1,1). This provides, for each base point x, a natural Betti Q-structure of the relative
completion, which underlies a canonical mixed Hodge structure [13]. The connection ∇B is more
general than the KZB connection in the elliptic curve case [5, 14, 19].
To provide a Q-de Rham theory for Grel, we construct in Section 6.5 a canonical Q-de Rham
flat connection ∇dR on an algebraic de Rham vector bundle udR →M1,1. One naturally extends
the Betti bundle U and the de Rham bundle udR from M1,1 to M1,1, and obtains U and udR
respectively. We will prove that
Theorem (Theorem 6.9). There is an isomorphism of bundles with connections
(udR,∇dR)⊗Q C ≈ (U ,∇B).
Moreover, we have that
Theorem (Theorem 6.6). The de Rham vector bundle (udR,∇dR) allows us to concretely construct
a Q-de Rham structure on the relative completion of SL2(Z) for each base point x ∈M1,1(Q).
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To find the connection ∇dR, we use a Cˇech–de Rham version of Chen’s method of power series
connections (Prop. 6.3). Geometrically, we trivialize udR on a Cˇech open cover of M1,1 consisting
of M1,1 − {[i]} and M1,1 − {[ρ]}, with ρ = e2πi/3. Chen’s method provides an inductive algorithm
for constructing the connections on both opens, and for finding the gauge transformation on their
intersection. This geometric construction is reminiscent of the description for the elliptic KZB
connection in [19].
One of the main applications for our Q-de Rham theory is the construction of all closed1 iterated
integrals of modular forms of the second kind, which enables us to provide all multiple modular
values. In the last part (Part 3), we illustrate with some explicit examples of non-totally holomorphic
multiple modular values. In Section 7, we compute the quasi-periods of the Ramanujan cusp form
∆ of weight 12, cf. [3, 4]. In Section 8, we explicitly construct a double integral, i.e. iterated
integral of length two, that involves a non-holomorphic modular form2. This explicit construction
is applicable to arbitrary lengths, from which one can compute all multiple modular values.
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Hausdorff Research Institute for Mathematics, then at University of Oxford. I would like to thank
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Part 1. Background
2. The Moduli Space M1,1 and its Open Cover
In this section, we review the construction of the moduli stack of elliptic curves M1,1 and its
Deligne–Mumford compactification M1,1. Full details can be found in [17], complemented by [23]
for stacks.
2.1. The moduli stack M1,1 of stable elliptic curves. Although the constructions below work
for any field that is not of characteristic 2 or 3, we will work over Q exclusively. The moduli stack
M1,1/Q of stable elliptic curves is the stack quotient of
Y := A2 − {(0, 0)}
by a Gm-action
λ · (u, v) = (λ4u, λ6v).
This Gm-action is equivalent to a grading on the coordinate ring
O(Y ) := Q[u, v] =
⊕
d
grdO(Y )
given by deg(u) = 4 and deg(v) = 6.
The discriminant function
∆ := u3 − 27v2
1i.e. homotopy invariant.
2This refers to a modular form of the second kind that is not a holomorphic modular form.
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has weight 12. Let D be the discriminant locus defined by ∆ = 0. The moduli stackM1,1 of elliptic
curves is the stack quotient of
Y := A2 −D
by the same Gm-action above.
Remark 2.1. The scheme Y can be viewed as the moduli space of elliptic curves with a non-zero
abelian differential. A point (u, v) on Y corresponds to the isomorphism class of the elliptic curve
y2 = 4x3 − ux − v with an abelian differential dxy . The Gm-action acts on the abelian differential
by λ · dxy = λ
−1 dx
y , as it acts on the points of the elliptic curve by λ · (x, y) = (λ
2x, λ3y).
Remark 2.2. One could think of M1,1 as a weighted projective space [9], which would make our
later discussions on M1,1 more natural. In the next subsection, we will define an “affine” open
cover of M1,1 analogous to that of a projective space, and later use this open cover of M1,1 to
compute Cˇech cohomology with twisted coefficients.
2.2. An open cover of M1,1. Define
Y0 := SpecQ[u, v, u
−1], Y1 := SpecQ[u, v, v
−1].
Since Y = A2−{(0, 0)}, we have Y = Y0∪Y1. The Gm-action on Y : λ · (u, v) = (λ4u, λ6v), restricts
to act on both Y0 and Y1. Note that for i = 0, 1, the coordinate rings
O(Yi) =
⊕
d
grdO(Yi)
are graded with u, v, u−1, v−1 having weights 4, 6, −4, −6, respectively. Define
(2.1) U0 := Gm\\Y0, U1 := Gm\\Y1
to be the stack quotients of the Gm-action. Then
U = {U0, U1}
forms an open cover of M1,1.
Remark 2.3. Analytically, it is easy to see that U0 = M1,1 − {[ρ]} and U1 = M1,1 − {[i]} with
ρ = e2πi/3. The cusp C = [i∞] ∈ M1,1, which corresponds to the isomorphism class of a nodal
cubic, is in both U0 and U1.
To develop a Q-de Rham theory, we will use the stack descriptions (2.1) of the open cover
U = {U0, U1} of M1,1, which means working Gm-equivariantly on Y0, Y1 and Y .
3. Vector Bundles S2nH on M1,1 and their Canonical Extensions S2nH on M1,1
In this section, we follow the exposition in [4, §2.6] very closely, with notations adapted to this
paper.
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3.1. The Gauss–Manin connection on H over M1,1. Define a trivial rank two vector bundle
H on Y by
H := OY S⊕OY T,
where the multiplicative group Gm acts on it by
λ · S = λS, λ · T = λ−1T,
so S and T have weights +1 and −1 respectively. This vector bundle H and its restriction H to Y ,
descend to vector bundles H over M1,1 and H over M1,1.
Define the connection on H and its symmetric powers
S2nH := Sym2nH =
⊕
s+t=2n
OY S
s
T
t
by
(3.1) ∇0 = d+
(
−
1
12
d∆
∆
T+
3α
2∆
S
)
∂
∂T
+
(
−
uα
8∆
T+
1
12
d∆
∆
S
)
∂
∂S
,
where α = 2udv− 3vdu, ∆ = u3 − 27v2 and ∂∂S ,
∂
∂T a dual basis for S,T. This explicit formula was
worked out in [14, Prop. 19.6].3 The connection is Gm-invariant, and has regular singularities along
the discriminant locus D. Note that when pulled back to each Gm-orbit in Y , this connection is
the trivial connection d. Therefore, it descends to a connection on H, and its symmetric powers
S2nH := Sym2nH
over M1,1. These bundles are the canonical extensions of H and S2nH := Sym
2nH overM1,1.
3.2. The local system H over Man1,1. Let H := R
1π∗C, where π : Ean → Man1,1 is the universal
elliptic curve. It is proved in [16, Prop 5.2] that by the relative algebraic de Rham theorem, there
is a natural isomorphism
(3.2) H⊗Q C ∼= HB ⊗Q OY an ,
of bundles with connection over Y an := Y (C), where HB := R
1π∗Q, and H provides a Q-de Rham
structure on H. The bundle on the right hand side is endowed with the Gauss–Manin connection.
Under the isomorphism, the sections S and T ofH over Y correspond to de Rham classes represented
by algebraic 1-forms xdx/y and dx/y respectively (cf. [19, Prop. 2.1]).
For each n, define the 2n-th symmetric power S2nH := Sym2nH of H over Man1,1, then S
2nH
over M1,1 provides a Q-de Rham structure.
Part 2. De Rham Theory for the Relative Completion of SL2(Z)
4. De Rham Cohomology with Twisted Coefficients
The relative completion Grel of SL2(Z) with respect to the inclusion ρ : SL2(Z) −֒→ SL2(Q), is an
extension of SL2 by a prounipotent group U rel. The Lie algebra urel of U rel is freely topologically
generated by ∏
n≥0
H1(SL2(Z), S
2nH)∗ ⊗ S2nH,
where H is the standard representation of SL2, and S
2nH its 2n-th symmetric power.
3In [4, §2.6], the same connection ∇0 is written in terms of 1-forms ψ =
1
12
d∆
∆
and ω = 3α
2∆
.
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We identify H1(SL2(Z), S
2nH) with H1(Man1,1, S
2nHB). To develop a Q-de Rham theory for Grel,
it is necessary to find a Q-de Rham structure H1dR(M1,1, S
2nH) on H1(Man1,1, S
2nH) first.
It is known classically that one can describe the de Rham cohomology groups using “differential
forms of the second kind”. In the context of modular forms, this has be done explicitly where the
forms are known as weakly modular forms in the literature: see [24], and more recently [4]. Our
approach in this section will lead to yet another explicit description using what we call modular
forms of the second kind (Section 5.2). The advantage is that our forms only have logarithmic
singularities at the cusp while weakly modular forms can have arbitrary poles; this property lends
itself well in constructing regularized iterated integrals (Section 8). The disadvantage is that we
need to use a Cˇech–de Rham complex which is natural but somewhat technical.
4.1. Algebraic de Rham theorem. Let X be a smooth quasi-projective variety defined over k.
Without loss of generality one can assume X = X − C, where X is smooth projective, and C is
a normal crossing divisor in X . Given a vector bundle (V ,∇) with flat connection over X , having
regular singularities along C, denote by V the local system of horizontal sections of Van over Xan.
Define the twisted de Rham complex
Ω•X(V) := Ω
•
X ⊗OX V ,
and denote its hypercohomology by H•dR(X,V) := H
•(X,Ω•X(V)). Deligne [7, Cor. 6.3] proved
the following version of the algebraic de Rham theorem for de Rham cohomology with twisted
coefficients.
Theorem 4.1. There is an isomorphism
(4.1) H•dR(X,V)⊗k C ∼= H
•(Xan,V).
Remark 4.2 (Affine case). When X is affine, the de Rham structure H•dR(X,V) can be computed
as the cohomology H•(Γ(X,Ω•X(V))) of global sections of the twisted de Rham complex with
differential given by the connection ∇.
Remark 4.3. One can replace Ω•X by any complex that is quasi-isomorphic to Ω
•
X or the direct image
sheaf complex i∗Ω
•
X (for the inclusion i : X −֒→ X), for example the logarithmic de Rham complex
Ω•
X
(logC). Then the de Rham structure H•dR(X,V) can be computed as the hypercohomology
H•(X,Ω•
X
(logC)⊗O
X
V)
of the twisted logarithmic de Rham complex
Ω•
X
(logC)⊗O
X
V,
where V denotes the canonical extension of V to X.
Example 4.4. Q-de Rham structure H1dR(Y, S
2nH) on H1(Y an, S2nH). Apply the above
discussion to k = Q, X = Y , X = Y , and let V be the bundle S2nH over Y defined in Section 3.1.
Recall that we denoted by V = S2nH its canonical extension to Y . Then the Q-de Rham structure
H1dR(X,V) = H
1
dR(Y, S
2nH)
on H1(Y an, S2nH) can be computed by the hypercohomology
H1(Y ,Ω•
Y
(logD)⊗ S2nH)
where D is the discriminant locus defined in Section 2, and the differential of the twisted de Rham
complex is induced by the Gauss–Manin connection ∇0 on H over Y given explicitly by (3.1) in
Section 3.1.
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To find a Q-de Rham structure H1dR(M1,1, S
2nH) on H1(Man1,1, S
2nH), we recall the arguments
in Brown–Hain [4, §3]. Since the differential ∇0 is Gm-invariant, we obtain the subcomplex
F•2n := (Ω
•
Y
(logD)⊗ S2nH)Gm
of Gm-invariant forms on Y , which descends to a complex F•2n on M1,1. Since Gm is connected,
this also computes H1dR(Y, S
2nH). By computing the Leray spectral sequence for the Gm-principal
bundle p : Y →M1,1, one gets natural isomorphisms
p∗ : H1dR(M1,1, S
2nH)
≃
−→ H1dR(Y, S
2nH)
for n > 0.
Example 4.5. Q-de Rham structure H1dR(M1,1, S
2nH) on H1(Man1,1, S
2nH). Assume n > 0.
Let X = M1,1, X = M1,1, and their coverings Y = M1,~1 = A
2 − D, Y = A2 − {(0, 0)}. Let C
denote the cusp in M1,1, then
X = Gm\\Y , X = X − C = Gm\\(Y −D) = Gm\\Y,
where the multiplicative group Gm acts on Y and Y as before in Section 2.
Let V and V be the bundles S2nH and S2nH overM1,1 defined in Section 3.1. The Q-de Rham
structure
H1dR(X,V) = H
1
dR(M1,1, S
2nH)
onH1(Man1,1, S
2nH), by what we just discussed, can be computed as the hypercohomologyH1(M1,1,F•2n)
of the twisted logarithmic de Rham complex
F•2n = (Ω
•
Y
(logD)⊗ S2nH)Gm ,
whose differential is again induced by the Gauss–Manin connection ∇0.
Remark 4.6. As the complexes Ω•
Y
(logD) and Ω•Y are quasi-isomorphic, their induced Q-de Rham
structures, H1dR(M1,1, S
2nH) by us and H1dR(M1,1,V2n) by Brown–Hain [4], are the same. In
particular, by Thm 1.2 in [4], this Q-de Rham structure is equipped with the action of Hecke
operators induced from [11].
4.2. Sections of sheaves Fp2n in the twisted de Rham complex F
•
2n. Here we prepare our-
selves for explicit computations later by writing down sections of sheaves Fp2n over open sets U0,
U1 and their intersection U01.
First, we compute global sections of sheaves Ωp
Y
(logD) in the logarithmic de Rham complex. By
applying Deligne’s criterion ([8, §3.1]) for being a global section, we have
Lemma 4.7.
Γ
(
Y ,Ωp
Y
(logD)
)
=

O(Y ) p = 0,
O(Y ) α∆
⊕
O(Y )d∆∆ p = 1,
O(Y )du∧dv∆ p = 2,
0 otherwise.
Proof. In our case, a section ϕ is in the logarithmic complex if and only if ∆ · ϕ and ∆ · dϕ are
holomorphic on Y . The only interesting case is when p = 1. Assume that ϕ is a 1-form in the
logarithmic complex, then φ := ∆ · ϕ is holomorphic, we can write it as
φ = fdu+ gdv ∈ O(Y )du ⊕O(Y )dv,
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where f, g are polynomials in u and v as O(Y ) = Q[u, v]. Since
dϕ = d
(
φ
∆
)
=
dφ
∆
+ φ ∧
d∆
∆2
,
to make sure that ∆ · dϕ is holomorphic, the 2-form
φ ∧ d∆ = (fdu+ gdv) ∧ (3u2du− 54vdv) = −(3u2g + 54vf)du ∧ dv
has to be a multiple of ∆, i.e. we need to have
(u3 − 27v2)
∣∣(3u2g + 54vf).
We call (f, g) a solution if it satisfies the above condition. One can check that (f, g) = (−3v, 2u)
and (f, g) = (3u2,−54v) are solutions. We will show that φ = fdu+ gdv has to be an O(Y )-linear
combination of these two given solutions, i.e.
−3vdu+ 2udv (= α) and 3u2du− 54vdv (= d∆),
so that
ϕ =
φ
∆
∈ O(Y )
α
∆
⊕O(Y )
d∆
∆
.
By substracting a suitable O(Y )-linear combination of the given solutions from (f, g), one can
assume that g is a constant. From ∆
∣∣(3u2g + 54vf), we see that g = 0, and that f is a multiple of
∆. But
(∆, 0) = 9v · (−3v, 2u) +
u
3
· (3u2,−54v)
is already an O(Y )-linear combination of the given solutions, so we are done. 
Our next task is to apply Cˇech–de Rham theory to compute Q-de Rham representatives of
H1dR(M1,1, S
2nH). In preparation, we compute the Gm-invariant sections on our open cover.
Since everything is graded by Gm, denote the degree n part of O(Y ) by grnO(Y ). It is easy to
deduce from Lemma 4.7 that by weight computations, global sections of Fp2n are
Fp2n(M1,1) = Γ
(
Y , (Ωp
Y
(logD)⊗ S2nH)Gm
)
=

⊕
s+t=2n
(grt−sO(Y ))S
sTt p = 0,( ⊕
s+t=2n
(grt−s+2O(Y ))
α
∆S
sTt
)⊕( ⊕
s+t=2n
(grt−sO(Y ))
d∆
∆ S
sTt
)
p = 1,⊕
s+t=2n
(grt−s+2O(Y ))
du∧dv
∆ S
sTt p = 2,
0 otherwise.
Note that for i = 0, 1, we have OY (Yi) = O(Yi). They are graded and sections of F
p
2n on Ui are
Fp2n(Ui) = Γ
(
Yi, (Ω
p
Y
(logD)⊗ S2nH)Gm
)
=

⊕
s+t=2n
(grt−sO(Yi))S
sTt p = 0,( ⊕
s+t=2n
(grt−s+2O(Yi))
α
∆S
sTt
)⊕( ⊕
s+t=2n
(grt−sO(Yi))
d∆
∆ S
sTt
)
p = 1,⊕
s+t=2n
(grt−s+2O(Yi))
du∧dv
∆ S
sTt p = 2,
0 otherwise.
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Let Y01 := Y0 ∩ Y1 = SpecQ[u, v, u−1, v−1], then the coordinate ring O(Y01) = Q[u, v, u−1, v−1] is
graded with u, v, u−1, v−1 having weights 4, 6, −4, −6, respectively. Since the Gm-action on Y
restricts to Y01, and the stack quotient of this action is U01 := Gm\\Y01, we deduce similarly that
Fp2n(U01) = Γ
(
Y01, (Ω
p
Y
(logD)⊗ S2nH)Gm
)
=

⊕
s+t=2n
(grt−sO(Y01))S
sTt p = 0,( ⊕
s+t=2n
(grt−s+2O(Y01))
α
∆S
sTt
)⊕( ⊕
s+t=2n
(grt−sO(Y01))
d∆
∆ S
sTt
)
p = 1,⊕
s+t=2n
(grt−s+2O(Y01))
du∧dv
∆ S
sTt p = 2,
0 otherwise.
4.3. The Cˇech–de Rham complex Cˇ•(U,F•2n). In this subsection, we construct a Cˇech–de Rham
complex Cˇ•(U,F•2n) that computes the Q-de Rham structure H
1
dR(M1,1, S
2nH) for the open cover
U = {U0, U1}:
F22n(U0)⊕F
2
2n(U1)
δ
−→ F22n(U01)
(∇0,∇0) ↑ −∇0 ↑
F12n(U0)⊕F
1
2n(U1)
δ
−→ F12n(U01)
(∇0,∇0) ↑ −∇0 ↑
F02n(U0)⊕F
0
2n(U1)
δ
−→ F02n(U01)
where U01 is the intersection of U0 and U1; the horizontal differential δ is the usual one for a Cˇech
complex, and the vertical differential is ∇0 in the twisted de Rham complex F•2n. Let
D = δ + (−1)q∇0
be the (total) differential of the single complex sCˇ•(U,F•2n) associated to the Cˇech–de Rham double
complex Cˇ•(U,F•2n).
Recall from Example 4.5 that the Q-structure H1dR(M1,1, S
2nH) is computed by the hypercoho-
mology H1(M1,1,F•2n), where F
•
2n = (Ω
•
Y
(logD) ⊗ S2nH)Gm . Since Fp2n is coherent on M1,1 (see
[26], or [9] for an algebraic proof), and the open cover U = {U0, U1} is a “good cover”
4, the Cˇech
cohomology calculated for this open cover U will give us the correct answer, and we have
H1dR(M1,1, S
2nH) = H1(M1,1,F
•
2n) = H
1(sCˇ•(U,F•2n)).
Remark 4.8. One can compute the cohomologyH1(M1,1,F•2n) of global sections of F
•
2n (cf. Remark
4.2). One finds that its dimension equals that ofM2n+2, the Q vector space spanned by holomorphic
modular forms of weight 2n+ 2 with rational Fourier coefficients (Section 5.1). It does not equal
to the dimension of H1(Man1,1, S
2nH). This is expected since M1,1 is projective, and one needs to
use hypercohomology of Y to compute H1dR(M1,1, S
2nH) if one wants the correct result.
5. Holomorphic Modular Forms and Modular Forms of the Second Kind
In this section, we apply the algebraic de Rham theory previously developed, and find explicitly
all Q-de Rham classes in the Q-de Rham structure H1dR(M1,1, S
2nH) on H1(Man1,1, S
2nH) for every
positive n. These Q-de Rham classes are closely related to holomorphic modular forms with rational
Fourier coefficients.
4In the sense of Bott and Tu [1, §8] that the (augmented) columns are exact in the Cˇech–de Rham complex.
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By Eichler–Shimura [10, 25] isomorphism and Zucker [28], after tensoringH1dR(M1,1, S
2nH) with
C, one obtains a natural mixed Hodge structure on H1(Man1,1, S
2nH), which has weight and Hodge
filtrations defined over Q:
W2n+1H
1(Man1,1, S
2nH) = H1cusp(M
an
1,1, S
2nH);(5.1)
W4n+2H
1(Man1,1, S
2nH) = H1(Man1,1, S
2nH),(5.2)
F 2n+1H1(Man1,1, S
2nH) ∼=M2n+2 ⊗Q C,(5.3)
where M2n denotes the Q-vector space spanned by holomorphic modular forms of weight 2n with
rational Fourier coefficients.
The Q-structure for the last part F 2n+1H1(Man1,1, S
2nH) – holomorphic modular forms – is well
known. Every Q-de Rham cohomology class in F 2n+1H1(Man1,1, S
2nH) can be represented by a
global Gm-invariant ∇0-closed 1-form on Y with coefficients in S2nH. The explicit correspondence
has been found in [14, §21], we record it here in our notation in the following section 5.1.
The remaining Q-de Rham classes are the ones, under the Eichler–Shimura isomorphism, that
involve anti-holomorphic cusp forms. In Section 5.2, we explain how to find and represent all
Q-de Rham classes including these remaining classes using Cˇech cocycles in the Cˇech–de Rham
complex Cˇ•(U,F•2n). The representatives will be called modular forms of the second kind. Similar
results were obtained by Scholl–Kazalicki [24] and Brown–Hain [4] using weakly modular forms as
representatives. Our representatives have the advantage of having logarithmic singularities at the
cusp. They are better suited to constructing regularized iterated integrals (Section 8).
5.1. Holomorphic modular forms. Analytically, define a map
(5.4) ψ : h→ Y an
by
τ 7→ (u = g2(τ), v = g3(τ))
where g2(τ) = 20G4(τ), g3(τ) =
7
3G6(τ), using Zagier’s normalization for Eisenstein series and his
notation G4(τ), G6(τ) [27]. This map induces an isomorphism
SL2(Z)\\h→ Gm\\Y
an =Man1,1.
Given a holomorphic modular form f(τ) of weight 2n + 2 with rational Fourier coefficients, it
can be written as a polynomial h in g2(τ) and g3(τ). From Hain [14, §21], the cohomology class
corresponding to f(τ) can be represented by a global 1-form
(5.5) h(u, v)
α
∆
T
2n = h(u, v)
2udv − 3vdu
u3 − 27v2
T
2n ∈
(
Ω1
Y
(logD)⊗ F 2nS2nH
)Gm
.
The pullback of this form along ψ is, up to a rational multiple (23 to be precise, as the pullback of
α
∆ is
2
3
dq
q ),
(5.6) h(g2(τ), g3(τ))T
2n dq
q
= 2πif(τ)T2ndτ, with q = e2πiτ .
We will denote the 1-form on Y in (5.5) by ωf , then the 1-form on the upper half plane h in (5.6) is
actually 32ψ
∗ωf . It will be used as the integrand of Eichler integral to compute periods, cf. (7.4).
5
5The 1-form in (5.6) was denoted by ωf in Hain–Matsumoto [16, §9.1], and by f(τ) in Brown [2, §2.1] to compute
periods.
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Example 5.1. The Ramanujan cusp form ∆ = q− 24q2+252q3+ · · · of weight 12 corresponds to
a rational polynomial ∆ = u3 − 27v2. So its corresponding class is represented by the 1-form
ω∆ = ∆
2udv − 3vdu
u3 − 27v2
T
10 = (2udv − 3vdu)T10.
5.2. Modular forms of the second kind. In this subsection, we will find all Q-de Rham classes
in H1dR(M1,1, S
2nH) as promised. Their representatives are modular forms of the second kind.
Definition 5.2. Modular forms of the second kind are 1-cocycles in the single complex sCˇ•(U,F•2n)
associated to the Cˇech–de Rham double complex Cˇ•(U,F•2n).
We start by discussing what this definition means. In the Cˇech–de Rham complex Cˇ•(U,F•2n),
every 1-cochain ω˜ is of the form
ω˜ =
(ω(0), ω(1)) 0
0 l
where ω(i) ∈ F12n(Ui), and l ∈ F
0
2n(U01), so that (ω
(0), ω(1)) ∈ Cˇ0(U,F12n) and l ∈ Cˇ
1(U,F02n). We
often simply write it as ω˜ = (ω(0), ω(1); l) in this section.
A 1-cochain ω˜ = (ω(0), ω(1); l) in sCˇ•(U,F•2n) is a 1-cocycle whenever Dω˜ = 0; in other words, it
is a cocycle if and only if ∇0ω(0) = ∇0ω(1) = 0 and
δ(ω(0), ω(1))−∇0l = ω
(1) − ω(0) −∇0l = 0.
Remark 5.3. One can view a modular form of the second kind ω˜ = (ω(0), ω(1); l) geometrically as
follows: it consists of closed 1-forms ω(0) and ω(1) on opens U0 and U1 respectively, and a function
l on the intersection U01 that can patch these two 1-forms together (cf. Section 6.6).
Example 5.4. Holomorphic modular forms as modular forms of the second kind. As
was shown in the last section, a holomorphic modular form f with rational Fourier coefficients of
weight 2n+ 2 gives rise to a cohomology class [ωf ] ∈ H1dR(M1,1, S
2nH), which can be represented
by a global closed form ωf . Denote by ω
(i)
f the restriction of ωf to Ui, i = 0, 1, and define
ω˜f := (ω
(0)
f , ω
(1)
f ; 0).
Then ω˜f is a 1-cocycle in our complex sCˇ
•(U,F•2n), i.e. a modular form of the second kind.
To find representatives for all Q-de Rham classes in H1dR(M1,1, S
2nH), we use the second spectral
sequence of the double complex Cˇ•(U,F•2n), with the second page E2 obtained by successively
computing homologies under the horizontal and vertical differentials
Ep,q2 = H
q
∇0
(Hpδ (Cˇ
•(U,F•2n))).
Since the double complex Cˇ•(U,F•2n) concentrates in the first two column, this spectral sequence
degenerates at E3 trivially, i.e. E3 = E4 = · · · = E∞.
12 MA LUO
We now use a spectral sequence zig-zag argument. Starting from l in the lower right corner, it
extends to a 1-cocycle ω˜ = (ω(0), ω(1); l) if it represents a cohomology class in E3:
(0, 0)
(ω(0), ω(1))
l
δ
(∇0,∇0)
−∇0
i.e. ∇0ω(0) = ∇0ω(1) = 0 and ω(1) − ω(0) − ∇0l = 0. By the degeneracy at E3 of the spectral
sequence, this ω˜ represents a cohomology class in sCˇ•(U,F•2n) and the condition above is equivalent
to it being closed: Dω˜ = 0.
Given a trivial class 0 ∈ H1δ (U,F
0
2n), we can always choose l = 0 to represent it. Then by
the conditions above, we would have a global closed form ω, which brings us back to the previous
example. In fact, when n < 5, the corresponding group H1δ (U,F
0
2n) is trivial. The first interesting
case occurs at n = 5, which is expected, since H1dR(M1,1, S
10H) corresponds to modular forms of
weight 2n+ 2 = 12, where a cusp form appears for the first time.
Example 5.5. First new Q-de Rham class in H1dR(M1,1, S
2nH). When n = 5, one can find a
nonzero class in H1δ (U,F
0
10), cokernel of δ on the 0-th row, represented by
1
uvS
10 ∈ F010(U01). The
reason it is non-trivial is that 1uv = u
−1v−1, having negative powers for both u and v, cannot be
the difference of two elements in Q[u, v][u−1] and Q[u, v][v−1] respectively, where every monomial
has a nonnegative power of at least one variable.
To extend the nontrivial class [ 1uvS
10] ∈ E1,01 through E2, one needs to find (ω
(0)
1,1, ω
(1)
1,1) such that
ω
(1)
1,1 − ω
(0)
1,1 = ∇0l1,1,
where l1,1 represents the class [
1
uvS
10]. One can choose l1,1 to be
1
uvS
10 in this case since
∇0
(
1
uv
S
10
)
= −
(
9α
u2∆
+
uα
2v2∆
)
S
10 −
5α
4v∆
S
9
T
can be written as ω
(1)
1,1 − ω
(0)
1,1 with
ω
(0)
1,1 =
9α
u2∆
S
10 ∈ F110(U0),
and
ω
(1)
1,1 = −
uα
2v2∆
S
10 −
5α
4v∆
S
9
T ∈ F110(U1).
One can easily compute and find that these two forms are ∇0-closed, so the cochain
ω˜1,1 =
(ω
(0)
1,1, ω
(1)
1,1) 0
0 l1,1
lives to E3. Therefore, this cochain ω˜1,1 is a modular form of the second kind and represents a class
[ω˜1,1] in H
1
dR(M1,1, S
10H).
Using the same argument at the beginning of the above example, one easily gets
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Lemma 5.6. The cohomology group H1δ (U,F
0
2n) has a basis consists of classes [
1
upvq S
sTt] with
positive integers p, q such that 4p+6q ≤ 2n, and nonnegative integers s = n+2p+3q, t = n−2p−3q.
Remark 5.7. Here s and t can be solved from s + t = 2n (SsTt ∈ S2nH) and s − t = 4p + 6q
( 1upvq S
s
T
t is Gm-invariant, i.e.
1
upvq ∈ grt−sO(Y01)).
Since we already found all the holomorphic modular forms in H1dR(M1,1, S
2nH), and based on
Eichler–Shimura (5.1)–(5.3), the remaining classes span a vector space of dimension equal to the
one spanned by (anti)holomorphic cusp forms. Therefore, by Lemma 5.8 below, if we were to
find independent classes [ω˜j,k] in H
1
dR(M1,1, S
2nH)/F 2n+1 for each positive integer pair (j, k) with
4j + 6k = 2n, we will have found all the remaining classes.
Lemma 5.8. The number of positive integer pairs (j, k) satisfying 4j+6k = 2n is the same as the
dimension of the space of cusp forms of weight 2n+ 2.
Proof. The dimension of cusp forms of weight 2n+2 is the number of normalized Hecke eigen cusp
forms of the same weight. We can choose a basis to be ∆ · uavb where a and b are nonnegative
integers, u and v are normalized Hecke eigenform of weight 4 and 6 respectively as usual. It suffices
to show a bijection between the set of integer pairs (j, k) and the set of integer pairs (a, b). Clearly
the weight of modular forms provides us with the restriction 4a+6b+12 = 2n+2, or equivalently
4(a+ 1) + 6(b+ 1) = 2n. Therefore, j = a+ 1 and k = b+ 1 gives us the bijection we need. 
The following result explains how to find representatives of all the remaining Q-de Rham classes.
Proposition 5.9. For any pair of positive integers j, k such that 4j + 6k = 2n, there is a class
[ω˜j,k] in H
1
dR(M1,1, S
2nH) represented by a Cˇech 1-cocycle
ω˜j,k =
(ω
(0)
j,k , ω
(1)
j,k ) 0
0 lj,k
where
lj,k =
∑
s+t=2n
xs,tS
s
T
t ∈ F02n(U01),
with xs,t ∈ grt−sO(Y01) and x2n,0 =
1
ujvk . In other words, we can choose lj,k to be a Q-linear
combination of terms 1upvq S
sTt starting with a term 1ujvk S
2n so that ∇0lj,k can be expressed as
ω
(1)
j,k − ω
(0)
j,k , with both ω
(0)
j,k and ω
(1)
j,k being ∇0-closed.
Proof. After familiarizing the concepts of order and bad terms in the next paragraph, the reader is
advised to read Example 5.11 first, as the proof that follows uses the same strategy.
Let us order the terms in lj,k and ∇0lj,k by the power of S, then S
2n has the highest order 2n,
while T2n has the lowest order 0. By using (3.1), one can compute that
∇0
(
1
upvq
S
s
T
t
)
=
3t
2upvq
α
∆
S
s+1
T
t−1(5.7)
−
(
9p
up+1vq−1
α
∆
+
q
2up−2vq+1
α
∆
)
S
s
T
t(5.8)
−
s
8up−1vq
α
∆
S
s−1
T
t+1(5.9)
where the terms on the right hand side in (5.7), (5.8), (5.9) have orders s+ 1, s, s− 1 respectively.
Our objective is to express ∇0lj,k as a difference ω
(1)
j,k−ω
(0)
j,k . We call a term “bad” if its denominater
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has positive powers of both u and v (as we cannot write it as ω(1) − ω(0)). We will eliminate all
bad terms appearing in ∇0lj,k by adding ∇0-coboundaries.
To find lj,k, we start with
1
ujvk
S2n, then ∇0(
1
ujvk
S2n) has terms of order 2n and 2n − 1 (the
(2n+1)-order term being 0). We can use order 2n− 1 terms x2n−1,1S2n−1T to cancel the order 2n
bad terms in ∇0(
1
ujvk S
2n) since the order 2n term in ∇0(x2n−1,1S
2n−1
T) is just a rational multiple
of x2n−1,1
α
∆S
2n by the formula in (5.7). Now ∇0(
1
ujvk S
2n+x2n−1,1S
2n−1T) has bad terms of order
at most 2n− 1.
We can repeat this process until the bad terms have order n+7, due to the fact that there always
exist positive integer solutions for 4p+6q = 2r with 2r > 12, which correspond to bad terms of the
form 1upvq S
n+rTn−r. They are used to cancel rational multiples of 1upvq
α
∆S
n+r+1Tn−r−1.
Now we need to vary the argument above to find the last term of order n+5, at which time the
process terminates. We distinguish terms 1upvq S
sTt and 1upvq
α
∆S
sTt by calling them “function” and
“form” respectively. By our process above,
(5.10) ∇0
(
1
ujvk
S
2n + x2n−1,1S
2n−1
T+ · · ·+ xn+7,n−7S
n+7
T
n−7
)
has bad forms of order at most n + 7 and at least n + 6. In fact, any form of order n + 7 is a
linear combination of αu3∆S
n+7Tn−7 and αv2∆S
n+7Tn−7, neither of which is a bad form. We are
thus left with only bad forms of order n + 6 in (5.10). The only bad form of order n + 6, up to
a rational multiple, is 1uv
α
∆S
n+6
T
n−6. To cancel these bad forms of order n + 6, we can choose a
rational multiple of 1uvS
n+5Tn−5 to be the last term of lj,k. Therefore, the only possible bad terms
in ∇0(lj,k) comes from the order n+5 and n+4 parts of ∇0(
1
uvS
n+5Tn−5). Both these parts have
no bad terms, which can be easily checked by formulas (5.8) and (5.9).
Eventually, we have a linear combination of bad terms
lj,k :=
1
ujvk
S
2n + x2n−1,1S
2n−1
T+ · · ·+ xn+7,n−7S
n+7
T
n−7 + xn+5,n−5S
n+5
T
n−5
such that ∇0(lj,k) has no bad terms. After finding this lj,k, it is routine to find ω
(0)
j,k and ω
(1)
j,k by
putting all terms with powers of u in the denominator into ω
(0)
j,k and putting all terms with powers
of v in the denominator into ω
(1)
j,k . It remains to show that both ω
(0)
j,k and ω
(1)
j,k are ∇0-closed. This
follows from [4, Cor. 3.5], or one can check directly. 
Remark 5.10. For different pairs of integers (j, k), the classes [ω˜j,k] ∈ H1dR(M1,1, S
2nH) are linearly
independent because of Lemma 5.6 and the fact that lj,k starts with
1
ujvk
S2n.
Example 5.11. The cocycle ω˜2,1 that represents [ω˜2,1] ∈ H1dR(M1,1, S
14H). We carry out
the process in the above proposition when (j, k) = (2, 1) and n = 7. Starting with 1u2vS
14 that
represents [ 1u2vS
14] ∈ H1δ (U,F
0
14), we have
∇0
(
1
u2v
S
14
)
= −
(
18
u3
α
∆
+
1
2v2
α
∆
)
S
14 −
7
4uv
α
∆
S
13
T
with a bad term of order 13 = n+ 6, which can be eliminated by adding a multiple of the function
1
uvS
12T2 of order n+ 5 = 12. Since
∇0
(
1
uv
S
12
T
2
)
=
3
uv
α
∆
−
(
9
u2
α
∆
+
u
2v2
α
∆
)
S
12
T
2 −
3
2v
α
∆
S
11
T
3,
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we choose the correct multiple 712 for
1
uvT
2S12, and
∇0
(
1
u2v
S
14 +
7
12
1
uv
S
12
T
2
)
= −
(
18
u3
α
∆
+
1
2v2
α
∆
)
S
14 −
(
21
4u2
α
∆
+
7u
24v2
α
∆
)
S
12
T
2
−
7
8v
α
∆
S
11
T
3
has no bad terms.
Define l2,1 =
1
u2vS
14 + 712
1
uvS
12T2, ω
(0)
2,1 =
18
u3
α
∆S
14 + 214u2
α
∆S
12T2, and ω
(1)
2,1 = −
1
2v2
α
∆S
14 −
7u
24v2
α
∆S
12T2 − 78v
α
∆S
11T3. Then the cocycle
ω˜2,1 :=
(ω
(0)
2,1, ω
(1)
2,1) 0
0 l2,1
is a modular form of the second kind, and represents the class [ω˜2,1] we are looking for.
To summarize, we have
Theorem 5.12. For each positive integer n, there is a canonical comparison isomorphism
compB,dR : H
1
dR(M1,1, S
2nH)⊗Q C
∼
−→ H1(Man1,1, S
2nHB)⊗Q C.
Moreover, there is a canonical basis for H1dR(M1,1, S
2nH), consisting of [ω˜f ] for each Hecke eigen-
form f of weight 2n+ 2 and [ω˜j,k] for each pair of positive integers (j, k) such that 4j + 6k = 2n.
6. Q-structures for the Relative Completion of SL2(Z)
Suppose that Γ is a discrete group, usually the fundamental group of a manifold. Let R be a
reductive group defined over Q, and ρ : Γ → R(Q) a Zariski dense homomorphism. The relative
completion of Γ with respect to ρ is a proalgebraic group G, defined over Q, which is an extension
1→ U → G → R→ 1
of R by a prounipotent group U , together with a Zariski dense homomorphism Γ → G(Q). When
R is the trivial group, then U = G is the unipotent completion of Γ.
Hain [13] developed a de Rham theory for the relative completion, which generalizes Chen’s
π1-de Rham theorem from the unipotent case to the relative case. In both cases, the de Rham
construction for the fundamental group depends on base points. This dependence is abstract and
indirect, but can become evident when we put more structures on the fundamental group, e.g.
mixed Hodge structures [13]. To understand this dependence, we need a more concrete approach.
In this section, to concretely construct the relative completion, we start by giving a useful
cohomological criterion, following Hain [15, §4.2]. The dependence on base points for the relative
completion of a fundamental group naturally leads us to find a canonical universal flat connection
(cf. [13, §14.2], [5, 14, 19]). The connection can be found by using a suitable modification of Chen’s
method of power series connections [6]. Hain used this method (see Prop. 6.3) to construct a
Betti Q-structure for the relative completion of SL2(Z), which underlies a canonical mixed Hodge
structure for each choice of a base point [15, §7]. After reviewing his construction in Section 6.4,
we use essentially the same method to explicitly construct a Q-de Rham structure for the relative
completion of SL2(Z).
We will work complex analytically until Sections 6.4–6.6 where we discuss Q-structures.
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6.1. A characterization of relative completion. This subsection reviews Hain’s cohomological
criterion, details and proofs can be found in [15, §4.2].
Suppose that X is the orbifold quotient Γ\\M of a simply connected manifold M by a discrete
group Γ. We view Γ as the fundamental group of X . Our main example is when M = h is the
upper half plane, Γ = SL2(Z), and X =M
an
1,1.
Denote by G the relative completion of Γ with respect to ρ : Γ→ R. Denote its unipotent radical
by U . By Levi’s splitting theorem, the relative completion can be expressed (non-canonically) as a
semi-direct product G ∼= R ⋉ U .6 We will give a criterion for when a homomorphism Γ → R ⋉ U
induces an isomorphism G → R⋉ U .
Denote by u the Lie algebra of U . Suppose that ∇0 is a connection on a right principal U-bundle
M × U →M . A 1-form ω ∈ E1(M) ⊗ˆ u defines a connection
∇s = ∇0s+ ωs
on this bundle, where s : M → U is a section. This connection is flat, i.e. the 1-form ω being
integrable, if and only if
∇0ω +
1
2
[ω, ω] = 0.
The 1-form ω is Γ-invariant if and only if (γ∗ ⊗ 1)ω = (1 ⊗ γ)ω for any γ ∈ Γ. Each integrable
Γ-invariant 1-form ω ∈ E1(M) ⊗ˆ u defines a homomorphism
(6.1) ρ˜x : Γ→ R⋉ U
induced by Chen’s parallel transport formula, see details in [15, Prop. 4.3].
Suppose V is a finite dimensional R-module and that U → AutV is an R-equivariant homo-
morphism. Denote by V the corresponding local system over X . Now we are ready to state the
criterion. We have the following lemma and proposition [15, Lem. 4.5, Prop. 4.6].
Lemma 6.1. If R is reductive, each integrable Γ-invariant 1-form ω ∈ E1(M) ⊗ˆ u induces a ring
homomorphism
θ∗ω : [H
•(u)⊗ V ]R → H•(X,V).
Proposition 6.2. If R is reductive and ρ : Γ→ R has Zariski dense image, then the homomorphism
ρ˜x : Γ → R ⋉ U constructed above is the completion of Γ with respect to ρ if and only if the
homomorphism
θ∗ω : [H
j(u)⊗ V ]R → Hj(X,V)
is an isomorphism when j = 0, 1 and injective when j = 2 for any R-module V .
6.2. The bundle U of Lie algebras. One needs to find a connection form that satisfies the
conditions in Prop. 6.2. We first describe the bundle U where the sought-after connection lives.
We continue to use the notation as before, working over C, where G is the relative completion of
Γ, along with U the unipotent radical, and u its Lie algebra. In fact, there is an isomorphism
H1(u) ∼=
∏
α∈Rˇ
H1(Γ, Vα)
∗ ⊗ Vα,
where α runs through the set Rˇ of isomorphism classes of irreducible R-modules. When u is free,
there is a non-canonical isomorphism
u ∼= L
(⊕
α
H1(Γ, Vα)
∗ ⊗ Vα
)∧
.
6We will always assume R acts on U on the left.
ALGEBRAIC DE RHAM THEORY FOR THE RELATIVE COMPLETION OF SL2(Z) 17
This is true for our main example, with Γ = SL2(Z), R = SL2. In this case, the Lie algebra u
rel of
the unipotent radical U rel of the relative completion Grel is freely topologically generated by∏
n≥0
H1(SL2(Z), S
2nH)∗ ⊗ S2nH,
where H is the standard representation of SL2, and S
2nH its 2n-th symmetric power.
Suppose that X is an affine curve whose fundamental group is isomorphic to Γ. For any base
point x ∈ X , we have a Zariski dense monodromy representation
ρx : π1(X, x)→ Rx(Q)
where Rx is isomorphic to R. Denote the relative completion of π1(X, x) with respect to ρx by
Gx. Denote the unipotent radical by Ux, and its Lie algebra by ux. Then Gx ∼= G, Ux ∼= U , and
ux ∼= u. For each R-module Vα, denote by Vα the corresponding local system over X . We can
identify H1(Γ, Vα) with H
1(X,Vα).
Define
u1 :=
∏
α∈Rˇ
H1(X,Vα)
∗ ⊗ Vα.
This is a (pro-)local system over X , whose fiber over x is the abelianization of the free Lie algebra
ux.
The degree n part V 7→ Ln(V ) of the free Lie algebra is a Schur functor, so that it makes sense
to apply it to local systems. Define
un = Ln(u1) := lim←−
n
Ln
(⊕
α
H1(X,Vα)
∗ ⊗ Vα
)
.
For any u ∈ L(u1), we will often denote its degree n part by (u)n. Set
u = L(u1) := lim←−
n
n⊕
j=1
uj ,
and
u
N := lim
←−
n≥N
n⊕
j=N
uj ,
the parts of degree at least N in the Lie algebra u. Define
U := u⊗OX
the vector bundle over X . Similarly, define vector bundles
Un := un ⊗OX and U
N := uN ⊗OX
over X . There is a filtration
U = U1 ⊃ U2 ⊃ U3 ⊃ · · ·
on the bundle U . This filtration, when restricted to a fiber, is the lower central series of the fiber.
Note that
Gr•LCS U := U
n/Un+1
is naturally isomorphic to Un. For each N ≥ 1, the bundle
U/UN ∼= U1 ⊕ · · · ⊕ UN
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is flat with monodromy that factors through ρx. Denote the limit of these flat connections by ∇0.
In the next subsection, we will find an integrable 1-form Ω so that
∇ := ∇0 +Ω
defines a flat connection on the bundle U over X .
6.3. The connection form Ω. This subsection reviews Hain’s approach to find a canonical con-
nection form [15, §7.3], which is modified from Chen’s method of power series connections [6].
Suppose thatK•(X) is a commutative differential graded algebra (cdga) whose cohomology com-
putes H•(X), for example, the (analytic) de Rham complex E•(X) or the (algebraic) logarithmic
de Rham complex Ω•
X
(logC) for X = X − C. Suppose that u is a free Lie algebra generated by
u1.
7 Define a differential graded Lie algebra
K•(X ;u) = K•(X)⊗ u,
where the differential D is induced from the differential of the cdga K•(X). Define a bracket [·, ·]
on K•(X ;u) by:
[Ωβ ⊗ u,Ωγ ⊗ v] := (Ωβ ∧ Ωγ)⊗ [u, v],
which is induced from the wedge product ∧ on K•(X) and the Lie bracket [·, ·] on u.
The following result is used to inductively construct the connection form Ω. It is a variant of
Chen’s method of power series connections [6].
Proposition 6.3. Suppose that H2(K•(X)) = 0, and that we have a closed form
Ω1 ∈ K
1(X ;u1).
For each n ≥ 2, we can find Ξn ∈ K1(X ;un), and set
Ωn := Ωn−1 + Ξn,
so that
DΩn +
1
2
[Ωn,Ωn] ≡ 0 mod u
n+1.
Proof. Since DΩ1 = 0, we have that [Ω1,Ω1] ∈ K2(X ;u2) is closed. Since H2(K•(X)) = 0,
the form [Ω1,Ω1] is thus exact. One can find Ξ2 ∈ K1(X ;u2) such that −DΞ2 =
1
2 [Ω1,Ω1] and
DΩ2 +
1
2 [Ω2,Ω2] ≡ 0 mod u
3.
Suppose for n ≥ 2 we have already found Ξ2, · · · ,Ξn, and Ωn = Ω1 +
∑n
i=2 Ξi, such that
DΩn +
1
2 [Ωn,Ωn] ≡ 0 mod u
n+1. We claim that the degree (n+ 1) part
(DΩn +
1
2
[Ωn,Ωn])n+1 ∈ K
2(X ;un+1)
is closed. In fact,
D(DΩn +
1
2
[Ωn,Ωn]) =
1
2
[DΩn,Ωn]−
1
2
[Ωn, DΩn]
≡
1
2
[(−
1
2
[Ωn,Ωn]),Ωn]−
1
2
[Ωn, (−
1
2
[Ωn,Ωn])]
= −
1
4
[[Ωn,Ωn],Ωn] +
1
4
[Ωn, [Ωn,Ωn]] = 0 mod u
n+2
7In fact, u can also be a local system or a vector bundle of Lie algebras such that u = L(u1).
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where we have used Leibniz rule of D on the first line, induction hypothesis on the second line,
and both terms on the last line are 0 by Jacobi identity. Since H2(K•(X)) = 0, the form (DΩn +
1
2 [Ωn,Ωn])n+1 ∈ K
2(X ;un+1) is thus exact. We can find Ξn+1 ∈ K1(X ;un+1) such that
−DΞn+1 = (DΩn +
1
2
[Ωn,Ωn])n+1 = (
1
2
[Ωn,Ωn])n+1.
Define Ωn+1 := Ωn + Ξn+1, then it is easy to check that
DΩn+1 +
1
2
[Ωn+1,Ωn+1] ≡ 0 mod u
n+2
since DΩn+1 +
1
2 [Ωn+1,Ωn+1] ≡ DΩn +
1
2 [Ωn,Ωn] ≡ 0 mod u
n+1 and the degree (n + 1) part on
the left is DΞn+1 + (
1
2 [Ωn,Ωn])n+1 = 0. 
By the proposition, one can define the 1-form
Ω := lim
←−
n
Ωn ∈ K
1(X ;u).
Then it is integrable, i.e. it satisfies that
DΩ+
1
2
[Ω,Ω] = 0.
6.4. Betti Q-structure for the relative completion. From now on we shall work over Q. We
construct the Betti Q-structure for the relative completion, following Hain [15, §7.6]. For any base
point x ∈ X , we have a Zariski dense monodromy representation ρx : π1(X, x) → Rx(Q). Denote
the relative completion over Q by Gx. Denote the Lie algebra of its unipotent radical Ux by ux.
These Lie algebras form a local system uB over X . Their abelianizations also form a local system
u1,B over X . In our main example, we have
u1,B =
∏
n≥0
H1(Man1,1, S
2nHB)
∗ ⊗ S2nHB.
Since H1(X,H1(X,Vα)
∗ ⊗ Vα) is naturally isomorphic to
H1(X,Vα)
∗ ⊗H1(X,Vα) ∼= Hom(H
1(X,Vα), H
1(X,Vα)).
For each α ∈ Rˇ, the identity map H1(X,Vα)→ H1(X,Vα) can be represented by a closed 1-form
ωα ∈ K
1(X,H1(X,Vα)
∗ ⊗ Vα),
where K•(X) is the analytic de Rham complex E•(X) of X . Set
Ω1 :=
∏
α∈Rˇ
ωα ∈ K
1(X ;u1).
Suppose that X is an affine curve, then H2(K•(X)) vanishes. Since Ω1 is closed, by Proposition
6.3, one can find a canonical 1-form Ω which is integrable. Then
∇B := ∇0 +Ω
defines a flat Betti connection on the holomorphic vector bundle U ∼= uB⊗QOXan whose fiber over
x is identified with the complexification of the Lie algebra ux, and we view Ω as acting on each
fiber by inner derivations. The parallel transport of Ω gives rise to a homomorphism (cf. (6.1))
(6.2) ρ˜x : π1(X, x)→ R⋉ U ∼= GC,
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where GC denotes the relative completion of Γ over C. Base change [15, §3.3] implies there is a
natural isomorphism G ×Q C → GC. By Proposition 6.2 and the fact that Ω1 represents identity
maps H1(X,Vα)→ H1(X,Vα) for all α ∈ Rˇ, we have that ρ˜x induces an isomorphism
(6.3) Θx : G
B
x ×Q C→ GC.
This provides a Betti Q-structure for the relative completion. In particular, by strictness, Hain [15]
carefully chooses the 1-forms Ω1 =
∏
α ωα and subsequently Ω that are compatible with the weight
and Hodge filtrations, so that the constructed Betti Q-structure underlies a canonical mixed Hodge
structure.
Remark 6.4 (Orbifold case). Suppose that X = X − C is an orbi-curve, i.e. the orbifold quotient
of an affine curve Y = Y −D by a group G. Then G acts on the de Rham complex Ω•Y and the
logarithmic de Rham complex Ω•
Y
(logD) of Y . To work with X is to work G-equivariantly with
Y . One chooses either (Ω•Y )
G or (Ω•
Y
(logD))G as K•(X).
Note that the orbifold case is applicable to a modular curve. Therefore, we get a BettiQ-structure
for the relative completion of its fundamental group, i.e. a modular group [15].
6.5. Q-de Rham structure for the relative completion. For the Q-de Rham structure, we
focus on our main example: the relative completion of SL2(Z). We continue to work over Q. Recall
that X = M1,1 and X = M1,1 are the stack quotient of Y = A
2 − D and Y = A2 − {(0, 0)}
by a Gm-action. Set K
•(M1,1) as the single complex associated to the Cˇech–de Rham complex
Cˇ•(U, (Ω•
Y
(logD))Gm).8 We find in this subsection an explicit Cˇech–de Rham 1-cochain Ω˜, which
serves the same purpose as Ω in the last subsection for the Betti Q-structure. We will show how
to interpretate Ω˜ as a connection form over M1,1 next in Section 6.6. From this, one constructs a
Q-de Rham structure for the relative completion of SL2(Z).
Define an algebraic (pro-)vector bundle overM1,1
(6.4) u1,dR :=
∏
n≥0
H1dR(M1,1, S
2nH)∗ ⊗ S2nH.
One can then define bundles un,dR, u
N
dR, and udR (cf. the definitions for the local systems un, u
N ,
and u in Section 6.2). There is a filtration
udR = u
1
dR ⊃ u
2
dR ⊃ u
3
dR ⊃ · · ·
on the bundle udR induced by lower central series on each fiber. For each n ≥ 1, the graded quotient
u
n
dR/u
n+1
dR is naturally isomorphic to un,dR, and is equipped with a flat connection ∇0 induced from
the Gauss–Manin connection on H defined in Section 3.1. Summing these, we have that for each
N ≥ 1 the bundle
udR/u
N
dR
∼= u1,dR ⊕ · · ·uN,dR
is equipped with a flat connection. Denote the limit of these flat connections on udR by ∇0.
Recall from (3.2) that there is a natural isomorphism
H⊗Q C ∼= HB ⊗Q OY an ,
of bundles with connection. This induces an isomorphism of bundles with connection overMan1,1
u1,dR ⊗Q C ∼= u1,B ⊗Q OMan
1,1
.
8This is the case n = 0 for the Cˇech–de Rham complex Cˇ•(U,F•2n), see definition in Section 4.3.
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The connection on each side is essentially the Gauss–Manin connection, and is denoted by ∇0. If
we apply the functor V 7→ L(V ), we have an isomorphism of the underlying holomorphic vector
bundles
udR ⊗Q C ∼= uB ⊗Q OMan
1,1
.
However, this is not an isomorphism of bundles with connections. The bundle on the right hand side
U := uB⊗QOMan
1,1
is equipped with ∇B = ∇0+Ω, where Ω acts on each fiber by inner derivations.
The bundle on the left hand side udR with connection ∇0 is isomorphic to the associated graded
(Gr•LCS U ,∇0), but not to (U ,∇B).
9 We will construct a connection form Ω˜ similar to Ω on the
bundle udR, which acts on each fiber by inner derivations.
We start by defining a 1-cocycle in K1(M1,1;u1,dR)
Ω˜1 =
(Ω
(0)
1 ,Ω
(1)
1 ) 0
0 f1
that represents the identity maps H1dR(M1,1, S
2nH) → H1dR(M1,1, S
2nH) for every n > 0. It can
be written as
Ω˜1 :=
∏
n≥1
Ω˜1,2n ∈ K
1(M1,1;u1,dR),
where we define Ω˜1,2n by using 1-cocyles ω˜f , ω˜j,k found in Section 5,
Ω˜1,2n :=
∑
f
ω˜fXf +
∑
{(j,k):4j+6k=2n}
ω˜j,kXj,k ∈ K
1(M1,1;S
2nH)⊗H1dR(M1,1, S
2nH)∗,
with the first term on the right hand side is summing over Hecke eigenforms f of weight 2n + 2,
and all Xf ,Xj,k ∈ H1dR(M1,1, S
2nH)∗ form a dual basis for all Q-de Rham classes [ω˜f ] and [ω˜j,k] in
H1dR(M1,1, S
2nH).
For our purpose, we would prefer to write Ω˜1,2n in a different way: let
(6.5) ω˜f = Ω˜fT
2n and ω˜j,k =
∑
m
Ω˜mj,kS
m
T
2n−m,
with coefficients Ω˜f , and Ω˜
m
j,k ∈ K
1(M1,1), 0 ≤ m ≤ 2n. Set
ef := Xf ⊗ T
2n and emj,k := Xj,k ⊗ S
m
T
2n−m,
then ef , e
m
j,k ∈ u1,dR, and we can rewrite
Ω˜1,2n =
∑
f
Ω˜fef +
∑
{(j,k):4j+6k=2n}
(∑
m
Ω˜mj,ke
m
j,k
)
∈ K1(M1,1;u1,dR).
Note that H2(K•(M1,1)) vanishes.
10 Using the procedure in Proposition 6.3, from the 1-cocycle
Ω˜1 ∈ K1(M1,1;u1,dR), we can find a 1-cochain
Ξ˜n =
(Ξ
(0)
n ,Ξ
(1)
n ) 0
0 fi
9Since Ω acts trivially on the graded pieces of U , we have that the induced connection of ∇B on the associated
graded Gr•LCS U is ∇0, [15, Lem. 7.4].
10By equation (3.3) in [4] and the fact that Hj(M1,1,Q) vanishes for j = 1, 2.
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in K1(M1,1;un,dR), and set
Ω˜n =
(Ω
(0)
n ,Ω
(1)
n ) 0
0 Fn
recursively as
Ω˜n := Ω˜n−1 + Ξ˜n
for each n ≥ 2, so that
(6.6) −DΞ˜n = (
1
2
[Ω˜n−1, Ω˜n−1])n.
Taking the limit, we have a 1-cochain
Ω˜ =
(Ω(0),Ω(1)) 0
0 F
:= lim
←−
n
Ω˜n =
(lim
←−
n
Ω
(0)
n , lim←−
n
Ω
(1)
n ) 0
0 lim
←−
n
Fn
in K1(M1,1;udR) such that
DΩ˜ +
1
2
[Ω˜, Ω˜] = 0.
6.6. Interpretation for Ω˜ as a connection form. In this subsection, we interpretate Ω˜ ∈
K1(M1,1;udR) as a connection form on the bundle udR. This naturally provides a Q-de Rham
structure for the relative completion of SL2(Z). Note that
Ω˜ =
(Ω(0),Ω(1)) 0
0 F
has three components where Ω(j) ∈ F10 (Uj) ⊗ udR, j = 0, 1 and F ∈ F
0
0 (U01) ⊗ udR. Recall that
each fiber of the bundle udR is isomorphic to u
rel, and one can view udR as a principal U rel-bundle.
11
We show that there is a gauge transformation
g : U01 → U
rel −֒→ Aut(urel)
between the flat connections
∇(j) = ∇0 +Ω
(j)
on the intersection U01 of the open subsets Uj of M1,1 given by g := 1 + F ∈ U rel(O(U01)).
12 By
gluing the connections ∇(j) together on U01 via this gauge transformation, we get a flat Q-de Rham
connection
∇dR = ∇0 + Ω˜
on the bundle udR. Moreover, since we have used the logarithm de Rham complex (Ω
•
Y
(logD))Gm
for K•(M1,1), the bundle udR we have constructed extends to udR over M1,1, which is endowed
with the same flat connection ∇dR that is defined over Q and has regular singularity at the cusp.
To start with, we define a wedge product on K•(M1,1), following the convention in [1, (14.24)].
For example, if Ω˜ and Ω˜′ are 1-cochains in K1(M1,1) with
Ω˜ =
(ω(0), ω(1)) 0
0 l
and Ω˜′ =
(ω′(0), ω′(1)) 0
0 l′
11A prounipotent group is naturally isomorphic to its Lie algebra as a group.
12Since Urel is an proalgebraic group, g can be viewed as a O(U01)-point.
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then their product is given by
(6.7) Ω˜ ∧ Ω˜′ :=
(ω(0) ∧ ω′(0), ω(1) ∧ ω′(1)) 0
0 l · ω′(1) − ω(0) · l′
0 0
Since DΩ˜ + 12 [Ω˜, Ω˜] ∈ K
2(M1,1;udR) a priori has two parts
∗ 0
0 ∗
0 0
The top part being 0 means ∇0Ω(0) +Ω(0) ∧Ω(0) = 0 and ∇0Ω(1) +Ω(1) ∧ Ω(1) = 0, which tells us
that Ω(j) is integrable on Uj for j = 0, 1. They give rise to flat connections ∇(j) = ∇0 + Ω(j) on
Uj . The lower part being 0 means
(6.8) Ω(1) − Ω(0) −∇0F + F · Ω
(1) − Ω(0) · F = 0,
where “·” is a product on K•(M1,1) ⊗ udR induced by the wedge product on K•(M1,1) and the
Lie bracket on udR. In fact, this equation (6.8) tells us that the connection forms Ω
(0) and Ω(1) are
gauge equivalent on the intersection U01 of U0 and U1.
Proposition 6.5. The function
g := 1 + F ∈ U rel(O(U01))
gauge transforms Ω(1) to Ω(0). That is, on U01 we have
Ω(0) = −∇0g · g
−1 + gΩ(1) g−1.
Proof. Let gn := 1 + Fn, then it suffices to prove for every n, we have
(6.9) Ω(0)n ≡ −∇0gn · g
−1
n + gnΩ
(1)
n g
−1
n mod u
n+1
dR .
We prove this by induction. When n = 1, as ∇0(1) = d(1) = 0 and g
−1
1 ≡ 1 mod u
1
dR, (6.9)
becomes
Ω
(0)
1 = −∇0f1 +Ω
(1)
1 ,
which amounts to the fact that
Ω˜1 =
(Ω
(0)
1 ,Ω
(1)
1 ) 0
0 f1
is D-closed.
Assume that (6.9) holds for (n− 1), we have
(6.10) Ω
(0)
n−1 ≡ −∇0gn−1 · g
−1
n−1 + gn−1Ω
(1)
n−1 g
−1
n−1 mod u
n
dR.
As for n, we only need to prove that the degree n parts on both sides of (6.9) are the same. On
the left hand side, it is Ξ
(0)
n . One can easily show that g−1n ≡ g
−1
n−1 mod u
n
dR, so we write the right
hand side as
−∇0gn · g
−1
n + gnΩ
(1)
n g
−1
n
= −∇0(gn−1 + fn) · (g
−1
n−1 + un) + (gn−1 + fn) (Ω
(1)
n−1 + Ξ
(1)
n ) (g
−1
n−1 + un)
with some un ∈ undR. Modulo terms in u
n+1
dR , the degree n part on the right side comes from
−∇0gn−1 · g
−1
n−1 −∇0fn + gn−1Ω
(1)
n−1 g
−1
n−1 + Ξ
(1)
n .
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Or equivalently, the degree n part on the right hand side is
Ξ(1)n −∇0fn + (−∇0gn−1 · g
−1
n−1 + gn−1Ω
(1)
n−1 g
−1
n−1)n.
It remains to prove that the above is the same as Ξ
(0)
n , which is equivalent to showing that
(6.11) Ξ(1)n − Ξ
(0)
n −∇0fn = −(−∇0gn−1 · g
−1
n−1 + gn−1Ω
(1)
n−1 g
−1
n−1)n.
Note that Ω
(0)
n−1 has terms only of degree less than n, so one can add it to the right hand side
without affecting the equality:
(−∇0gn−1 · g
−1
n−1 + gn−1Ω
(1)
n−1 g
−1
n−1)n = (−∇0gn−1 · g
−1
n−1 + gn−1Ω
(1)
n−1 g
−1
n−1 − Ω
(0)
n−1)n.
By the induction hypothesis (6.10), the form in the parenthesis on the right has terms of degree n
or higher. When multiplied by gn−1 on the right, its degree n part remains unchanged:
(−∇0gn−1 · g
−1
n−1 + gn−1Ω
(1)
n−1 g
−1
n−1 − Ω
(0)
n−1)n = (−∇0gn−1 + gn−1 · Ω
(1)
n−1 − Ω
(0)
n−1 · gn−1)n.
Since gn−1, and thus ∇0gn−1, has terms only of degree less than n, we can remove them:
(−∇0gn−1 + gn−1 · Ω
(1)
n−1 − Ω
(0)
n−1 · gn−1)n = (gn−1 · Ω
(1)
n−1 − Ω
(0)
n−1 · gn−1)n.
Plugging in gn−1 = 1+ Fn−1, and then removing the terms Ω
(1)
n−1 −Ω
(0)
n−1 of degree less than n, we
get
(gn−1 · Ω
(1)
n−1 − Ω
(0)
n−1 · gn−1)n = (Fn−1 · Ω
(1)
n−1 − Ω
(0)
n−1 · Fn−1)n.
The equation (6.11) now reduces to the equation
Ξ(1)n − Ξ
(0)
n −∇0fn + (Fn−1 · Ω
(1)
n−1 − Ω
(0)
n−1 · Fn−1)n = 0.
This equation holds as it is the equation (6.6) in the recursive definition of Ξ˜n (cf. it also follows
from the degree n part of the equation (6.8)). 
According to the proposition, we can glue the connections ∇(j) together on U01 via this gauge
transformation g. We obtain a flat Q-de Rham connection
∇dR = ∇0 + Ω˜
on the bundle udR over M1,1.
Theorem 6.6. The de Rham vector bundle (udR,∇dR) can be used to construct a Q-de Rham
structure on the relative completion Grel of SL2(Z) for each base point x ∈ M1,1(Q).
Proof. Note that the 1-forms Ω(0) and Ω(1) in Ω˜ areGm-invariant on Y
an. After we pull back these 1-
forms along the map ψ (defined in (5.4)), we obtain SL2(Z)-invariant 1-forms on the upper half plane
h. We can now define transport formula on h by using the pullback of integrable connection forms
Ω(0) and Ω(1) on opens U0 and U1 respectively, then patching things together on their intersection
via the gauge transformation g. This gives rise to a homomorphism (cf. homomorphism (6.2))
ρ˜x : π1(M
an
1,1, x)→ SL2 ⋉ U
rel ∼= GrelC .
By Proposition 6.2 and the fact that Ω˜1 represents identity maps on H
1
dR(M1,1, S
2nH) for every
n ≥ 0, we have that ρ˜x induces an isomorphism (cf. isomorphism (6.3))
(6.12) Θx : G
dR
x ×Q C→ G
rel
C .
This provides a Q-de Rham structure on the relative completion of SL2(Z) for each base point
x ∈M1,1(Q). 
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Combined with the isomorphism (6.3) in our case, we have the following result. It was proved
in [2, §12] using Riemann–Hilbert correspondence and tannakian formalism.
Corollary 6.7. There is a comparison isomorphism
compB,dR : G
dR
x ×Q C→ G
B
x ×Q C
for each base point x ∈M1,1(Q).
Remark 6.8. In particular, one can choose the base point x to be the unit tangent vector ∂/∂q at
the cusp. The newly constructed Q-de Rham structure and the comparison isomorphism will allow
us to compute periods of the relative completion of SL2(Z), i.e. multiple modular values [2], in the
next section.
Finally, we show that the Q-de Rham structure we constructed is canonical. Replacing SnH by
SnH in the definition (6.4) of u1,dR, one naturally extends udR to a bundle udR overM1,1. Recall
that there is a Betti vector bundle U = uB ⊗Q OMan
1,1
with its flat Betti connection ∇B = ∇0 +Ω.
Denote by (U ,∇B) Deligne’s canonical extension of (U ,∇B) to M1,1.
Theorem 6.9. There is an algebraic de Rham vector bundle udR over M1,1/Q endowed with con-
nection
∇dR = ∇0 + Ω˜,
and an isomorphism
(udR,∇dR)⊗Q C ≈ (U ,∇B).
The algebraic de Rham vector bundle udR and its connection ∇dR are both defined over Q. Moreover,
the connection ∇dR has a regular singularity at the cusp.
Proof. The last two statements follow from the construction. For the first statement, note that
the extension of a bundle from M1,1 to M1,1 is natural. Therefore, one only needs to prove the
isomorphism
(udR,∇dR)⊗Q C ≈ (U ,∇B)
over Man1,1. Now we work over C. Since both bundles are principal U
rel-bundles, any fiber is
isomorphic to U rel. Fix a base point x ∈Man1,1. Identify the fiber over x on both bundles with U
rel,
using (6.12) and (6.3). We need to show that the monodromy representations
ρdRx : π1(M
an
1,1, x)→ Aut(U
rel) and ρBx : π1(M
an
1,1, x)→ Aut(U
rel)
induced from the de Rham and Betti connections are the same (up to an inner automorphism).
This follows if the induced homomorphisms
θdRx : G
dR
x → Aut(U
rel) and θBx : G
B
x → Aut(U
rel)
are the same (up to an inner automorphism). The result follows by applying a rigidity lemma [14,
Lem. 14.1] with Γ = SL2 ⋉ U rel, N = N = U rel, and φ = θBx . 
Part 3. Applications to Periods of Modular Forms
In this part, we discuss applications to periods of modular forms. In particular, we consider
periods of the relative completion of SL2(Z), namely, multiple modular values defined by Brown
[2]. They are given by (regularized13) iterated integrals14 of modular forms of the second kind15.
13See [2, §4] for the regularization process.
14See [13, Def. 5.7] for the definition of these generalized iterated integrals.
15See Def. 5.2 for the definition of modular forms of the second kind.
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We demonstrate with the simplest unfamiliar examples of multiple modular values, and provide
explicit computations and constructions.
For multiple modular values in length16 one, we focus on periods of cusp forms. Each Hecke eigen
cusp form f is associated with a rank two cuspidal Hecke eigenspace, and should have four periods,
corresponding to the entries of a 2 × 2 period matrix. Two of them are classical, given by Eichler
integrals [20]. Critical values of the L-function L(f, s) associated to f , depending on parity of s, are
rational multiples of these two classical periods (cf. Deligne’s conjecture). The other two periods
are called quasi-periods [3, 4], which are not well-known. We consider the first interesting example
of cusp form, Ramanujan’s cusp form ∆ of weight 12. Numerical results for its quasi-periods were
obtained in [3, §8] by integrating a weakly modular form found in [4, §5]. We use a modular form of
the second kind to integrate, then numerically check that our method gives the same quasi-periods
up to a linear combination.
The main application of our Q-de Rham theory is to construct iterated integrals of modular
forms of the second kind. Brown [2], generalizing Manin’s work [21, 22], mainly studied and
computed those iterated integrals of modular forms that are ‘totally holomorphic’, i.e. involving
only holomorphic modular forms17. We show, by way of example, how to construct a double
integral, i.e. iterated integral of length two, that involves a non-holomorphic modular form18. The
construction is explicit and essentially follows the procedure in Proposition 6.3 up to length two.
This is applicable to arbitrary length iterated integrals, from which one can carry out numerical
computations to obtain all multiple modular values.
7. Periods and Quasi-periods of Cusp Forms
In the context of periods, the Eichler–Shimura isomorphisms [10, 25] (cf. (5.1)–(5.3) in the
introduction of Section 5) can be expressed as
M2n+2 ⊗Q C
∼
−→ H1(Man1,1, S
2nHB)
+ ⊗Q C(7.1)
S2n+2 ⊗Q C
∼
−→ H1(Man1,1, S
2nHB)
− ⊗Q C(7.2)
where S2n ⊂ M2n denote the subspace of cusp forms in the space of modular forms of weight 2n
and level one, and ± denote eigenspaces with respect to the real Frobenius (complex conjugation).
They are pieces of a canonical comparison isomorphism
(7.3) compB,dR : H
1
dR(M1,1, S
2nH)⊗Q C
∼
−→ H1(Man1,1, S
2nHB)⊗Q C
given by Theorem 5.12. This isomorphism is compatible with the action of Hecke operators, cf.
Remark 4.6. The Hecke eigenspace of an Eisenstein series has dimension one, and that of a cusp
form has dimension two.
Recall, from Theorem 5.12, that we have a basis for H1dR(M1,1, S
2nH) represented by modular
forms of the second kind: ω˜f for each Hecke eigenform f of weight 2n+2, and ω˜j,k for each pair of
positive integers (j, k) such that 4j + 6k = 2n.
For any Hecke eigenform f , the image of
ω˜f =
(ω
(0)
f , ω
(1)
f ) 0
0 0
16Length refers to the number of forms one puts in an iterated integral.
17Holomorphic modular forms are defined in Section 5.1.
18Non-holomorphic modular forms refer to those modular forms of the second kind that are not holomorphic.
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under the comparison isomorphism is given by the cohomology class of the cocycle:
(7.4) γ 7→
∫ τ0
γ−1τ0
2
3
(2πi)2n+1f(τ)(τY − X)2ndτ
where the integrand on the right hand side is the pullback ψ∗ωf on the upper half plane of ωf (cf.
equation (5.6)) along the map ψ (see (5.4)); and we have rewritten T = 2πi(τY− X) where X, Y is
a basis of HB, which corresponds to the first Betti cohomology of the elliptic curve C/(Z⊕Zτ), cf.
[4, Appendix A]. The cohomology class does not depend on the base point τ0. If f is a cusp form,
and τ0 is the cusp i∞, then the right hand side becomes a classical Eichler integral [10].
For each pair (j, k), the image of
ω˜j,k =
(ω
(0)
j,k , ω
(1)
j,k ) 0
0 lj,k
under the comparison isomorphism is given by the cohomology class of the cocycle:
(7.5) γ 7→
∫ τ0
γ−1τ0
ψ∗ω˜j,k.
where we think of ω˜j,k geometrically as a 1-form (Remark 5.3), and is pulled back to a 1-form on
the upper half plane via ψ; and we have rewritten S,T ∈ H in terms of X,Y ∈ HB with
S = Y − 2G2(τ)T and T = 2πi(τY − X),
cf. [4, (2.12) & Appendix A], here we use Zagier’s normalization for the weight 2 Eisenstein series
G2(τ) [27].
We now focus on the case of n = 5 for (7.3). Both sides then have dimension 3. The Hecke
operators split it into two eigenspaces: one is 1-dimensional for the Eisenstein series G12(τ), the
other is 2-dimensional for the Ramanujan cusp form ∆(τ).
Example 7.1. A cocycle for Eisenstein series G12 of weight 12. There is a canonical rational
cocycle e012 representing a cohomology class in H
1(Man1,1, S
2nHB) on the Betti side, computed
explicitly in [2, §7.4]. The image of ω˜G12 under the comparison isomorphism is the cohomology
class (2πi)11[e012]. This cohomology class is represented by the cocycle
(7.6) (2πi)11e012 +
10!
2
ζ(11)δ0(Y10),
where ζ(·) is the Riemann zeta function, and δ0(Y10) is a coboundary [2, §2.3]. This cocycle was
computed by Brown [2, Lem. 7.1] from regularized Eichler integrals in (7.4), choosing the base
point τ0 to be the unit tangent vector ∂/∂q at the cusp.
Example 7.2. Periods of Ramanujan’s cusp form ∆ of weight 12. First, we compute
classical periods of ∆. They are totally holomorphic multiple modular values. We restrict the
isomorphism (7.3) to the 2-dimensional cuspidal Hecke eigenspace of ∆. One then picks a basis
[P+], [P−] on the Betti side that is compatible with the real Frobenius as in [3]. Here [P+] and [P−]
are cohomology classes represented respectively by cocycles P+ and P− for SL2(Z) with coeffients
in S10HB. Note that S =
(
0 −1
1 0
)
and T =
(
1 1
0 1
)
generate the group SL2(Z). Both P
+ and
P− are cuspidal [2, (7.3)], i.e. their values on T vanish. They are thus determined by their values
on S:
P+S =
36
691
(Y10 − X10) + X2Y2(X2 − Y2)3 , P−S = 4X
9
Y − 25X7Y3 + 42X5Y5 − 25X3Y7 + 4XY9.
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Using the method in [3, §2], picking a finite base point τ0 in the upper half plane, one computes
the cocycle associated to ω˜∆ in (7.4). This cocycle is, up to a coboundary,
ω+P+ + iω−P−
where
ω+ = −45944515.206396796502 . . . , ω− = −3723343.5862069345779 . . .
are classical periods of ∆. They agree with numerical values in the literature, cf. [3, 18].
Now we compute quasi-periods19 of ∆. We need to consider the modular form of the second
kind ω˜1,1. Using the same method above, one computes the cocycle in (7.5) associated to ω˜1,1.
This cocycle is not a priori cuspidal, as it involves a multiple of the Eisenstein cocycle (7.6). After
removing this multiple, the remaining cuspidal cocycle, up to a coboundary, is
η+P+ + iη−P−
where
η+ = −80.895549086122696192 . . . , η− = 6.5585174555519361006 . . .
are quasi-periods of ∆. They are the first examples of multiple modular values that are not totally
holomorphic. One can check numerically that
(
η+
η−
)
is a Q-linear combination (see Remark 7.4
below) of the periods
(
η˜+
η˜−
)
and
(
ω˜+
ω˜−
)
computed by Brown [3, §8.3], and that the period matrix
(7.7)
(
η+ ω+
iη− iω−
)
of ∆ has determinant −(2πi)11, which is compatible with [4, Thm. 1.7].
Remark 7.3. Using the same method, one can compute quasi-periods of any Hecke eigen cusp form.
Remark 7.4. Based on numerical computations, we have(
η+
η−
)
= −
1
10!
[
3
2
(
η˜+
η˜−
)
+
(
4 · 691 +
237
691
)(
ω˜+
ω˜−
)]
.
It would be interesting to derive the linear combination using cohomological calculations. This
would help describe the Q-de Rham classes [ω˜j,k] represented by modular forms of the second kind,
on which one could possibly define an action of Hecke operators.
8. Iterated Integrals of Modular Forms of the Second Kind
In this section, we construct iterated integrals of modular forms of the second kind, from which
one can compute multiple modular values. Based on the de Rham theory of the relative completion
[13], one needs these iterated integrals to be closed, i.e. homotopy invariant20, on M1,1. This
requirement is already encoded in our construction of the connection form Ω˜ (Section 6.5). From
Ω˜, one can explicitly construct closed iterated integrals of modular forms of the second kind in
arbitrary length. We show this by an example of a double integral that involves a non-holomorphic
modular form. First, we review how to construct a closed double integral on a Riemann surface.
19This follows the terminology for algebraic curves, where quasi-periods are periods of differential forms of the
second kind.
20In [13], these iterated integrals are called locally constant, since they can be viewed as locally constant functions
on the path space.
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Example 8.1. Double integrals of meromorphic 1-forms. Suppose we are given two mero-
morphic 1-forms ω and η on a Riemann surface M . To construct a closed iterated integral of these
two differential forms, one follows the recipe in Hain [12, §3]. Define
ω ∪ η =
∑
ajpj aj ∈ C, pj ∈M
if, locally, ω = dF and
(2πi)−1Respj Fη = aj .
One can find another meromorphic 1-form ξ such that
(2πi)−1Respj ξ = −aj .
Then the double integral ∫
ωη + ξ
is a closed iterated integral on M .
Remark 8.2. If both ω and η are holomorphic, then one could set ξ = 0. This is the reason why
‘totally holomorphic’ iterated integrals of modular forms are easy to construct; one essentially just
strings together the holomorphic modular forms, see [2, §3], [21, 22].
Recall that we have two classes [ω˜∆] and [ω˜1,1] in H
1
dR(M1,1, S
10H), each can be represented by
a modular form of the second kind. By Examples 5.1 & 5.4, the class [ω˜∆] is represented by
ω˜∆ =
(ω
(0)
∆ , ω
(1)
∆ ) 0
0 0
where ω
(j)
∆ is the restriction to Uj of a global 1-form on M1,1
ω∆ = αT
10 = (2udv − 3vdu)T10.
By Example 5.5, the class [ω˜1,1] is represented by
ω˜1,1 =
(ω
(0)
1,1, ω
(1)
1,1) 0
0 l1,1
where ω
(0)
1,1 =
9α
u2∆S
10 ∈ F110(U0), ω
(1)
1,1 = −
uα
2v2∆S
10 − 5α4v∆S
9T ∈ F110(U1), and l1,1 =
1
uvS
10 ∈
F010(U01). As in (6.5), we write
ω˜∆ = Ω˜∆ ⊗ T
10 and ω˜1,1 = Ω˜
10
1,1 ⊗ S
10 + Ω˜91,1 ⊗ S
9
T,
where Ω˜∆ =
(α, α) 0
0 0
, Ω˜101,1 =
( 9αu2∆ ,−
uα
2v2∆) 0
0 1uv
, and Ω˜91,1 =
(0,− 5α4v∆ ) 0
0 0
.
Our objective is to construct, from modular forms of the second kind ω˜∆ and ω˜1,1, a double
integral ∫
ω˜∆ω˜1,1 + ξ˜
which generalizes Example 8.1, and makes sense geometrically on M1,1.
Set a skew symmetric inner product on H such that 〈S,T〉 = −〈T, S〉 = −1, cf. [4, §5.1]. This
induces a symmetric inner product 〈, 〉 on S2nH, with 〈T2n, S2n〉=1. This inner product and the
wedge product (6.7) on K•(M1,1) induce a pairing {, } on modular forms of the second kind and
a cup product ∪ on H1dR(M1,1, S
2nH), cf. [4, §5.4–5.5]. Now we are ready to construct our first
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new example of iterated integrals of modular forms. It is a closed double integral that involves a
non-holomorphic modular form.
Example 8.3. A double integral of modular forms of the second kind. By the pairing just
defined, we have
{ω˜∆, ω˜1,1} = (Ω˜∆ ∧ Ω˜
10
1,1)〈T
10, S10〉 =
(0, 0) 0
0 − αuv
0 0
where − αuv = −
2udv−3vdu
uv = 3
du
u − 2
dv
v . One can find a 1-cochain ξ˜
ξ˜ :=
(ξ(0), ξ(1)) 0
0 l
with ξ(0) = 3 duu , ξ
(1) = 2 dvv and l = 0, so that
(8.1) Dξ˜ + {ω˜∆, ω˜1,1} = 0.
This is essentially the procedure of Proposition 6.3 in the case n = 2. This provides us with,
formally, a double integral on M1,1∫
ω˜∆ω˜1,1 + ξ˜ :=
(
∫
ω(0)η(0) + ξ(0),
∫
ω(1)η(1) + ξ(1)) 0
0 0
It consists of a double integral ∫
ω(j)η(j) + ξ(j)
on each open subset Uj of M1,1 for j = 0, 1, with ω(0) = ω(1) = α coming from the top row
of Ω˜∆ =
(α, α) 0
0 0
, along with η(0) := 9αu2∆ and η
(1) := − uα2v2∆ coming from the top row of
Ω˜101,1 =
( 9αu2∆ ,−
uα
2v2∆) 0
0 1uv
. In fact, both double integrals are closed. One can follow Example 8.1
and check that on U0
ω(0) ∪ η(0) = −3[ρ]
where [ρ] ∈ Man1,1 is defined by the Gm-orbit u = 0. Therefore, the 1-form ξ
(0) = 3 duu makes the
double integral
∫
ω(0)η(0) + ξ(0) closed. On U1, similarly, one can check that
ω(1) ∪ η(1) = −2[i]
where [i] ∈ Man1,1 is defined by the Gm-orbit v = 0. Therefore, the 1-form ξ
(1) = 2 dvv makes the
double integral
∫
ω(1)η(1) + ξ(1) closed.
Remark 8.4. Note that duu =
1
3
d∆
∆ +
27vα
u∆ and
dv
v =
1
2
d∆
∆ +
u2α
2v∆ . So if one were to transfer either
the residue −3 at [ρ] from ω ∪ η(0) or the residue −2 at [i] from ω ∪ η(1) to the cusp, one would get
the same residue −1. This is expected since we are essentially computing a cup product of [ω∆]
and [ω˜1,1], with both η
(0) and η(1) representing the same class [ω˜1,1] on opens U0 and U1 of M1,1.
Moreover, the value −1 of the cup product is consistent with the determinant of the period matrix
(7.7) of ∆, cf. [4, §5.5].
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Remark 8.5. In general when constructing closed double integrals on M1,1, one can always find ξ˜
satisfying equations like (8.1) since H2(K•(M1,1)) vanishes. As for constructing iterated integrals
of higher lengths, there is not much of a difference. One essentially follows the same steps when
constructing the connection form Ω˜.
We end with a remark on the periods given by Example 8.3.
Remark 8.6 (A motivic remark). The double integrals in Example 8.3 should produce periods
of a biextension, cf. [15, Example 13.4]. The biextension data gives part of the period matrix of
a mixed modular motive [2]. This motive has graded pieces that are pure motives isomorphic to
Q, M , ∧2M ∼= Q(−11), where M is the motive associated to the Ramanujan cusp form ∆. This is
a typical example of a mixed modular motive, as its periods—given by iterated integrals involving
modular forms of the second kind that are not holomorphic—are not ‘totally holomorphic’ multiple
modular values. In general, it is difficult to study these non-totally holomorphic multiple modular
values. Since they are not canonically defined, and very few have been computed.
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