For two classes of Mean Field Game systems we study the convergence of solutions as the interest rate in the cost functional becomes very large, modeling agents caring only about a very short time-horizon, and the cost of the control becomes very cheap. The limit in both cases is a single first order integro-partial differential equation for the evolution of the mass density. The first model is a 2nd order MFG system with vanishing viscosity, and the limit is an aggregation equation. The result has an interpretation for models of collective animal behaviour and of crowd dynamics. The second class of problems are 1st order MFGs of acceleration and the limit is the kinetic equation associated to the Cucker-Smale model. The first problem is analyzed by PDE methods, whereas the second is studied by variational methods in the space of probability measures on trajectories. *
Introduction
The aim of this work is to discuss, in some particular settings, how models involving crowds of rational agents continuous in space-time can degenerate to agent based models as the agents become less and less rational. The models of rational agents used in this paper are the Mean Field Games (MFG), introduced by Lasry and Lions [24] (see also [23] ). They describe optimal control problems with infinitely many infinitesimal agents who interact through their distribution.
Our results are inspired on one hand by the last part of [8] , in which the authors show how to derive a McKean-Vlasov equation from a mean field game system and, on the other hand, by [21] (see also [4] ) which discusses how multi-agent control problems in which the players have limiting anticipation converge to aggregation models. Let us briefly recall the content of both papers. In [8] , the authors study MFG systems of the form $ & %´B t u λ´ν ∆u λ`H px, Du λ , m λ ptqq`λu " 0 in R dˆp 0, T q, B t m λ´ν ∆m λ´d ivpm λ D p Hpx, Du λ , m λ ptqq " 0 in R dˆp 0, T q, u λ pT, xq " u T pxq, m λ p0q " m 0 in R d .
Here ν ą 0 is fixed, λ ą 0 is a large parameter which describes the impatience of the players and H " Hpx, p, mq is the Hamiltonian of the problem which includes interaction terms between the players. Under suitable assumptions on the data, [8] states that, as λ tends to 8 and up to subsequences, u λ , Du λ Ñ 0 and m λ converges to a solution of the McKean-Vlasov equation
Possible variants and extensions (to MFG models with relative running costs and to higher order approximation) are also discussed in [8] .
Although [21] shares some common features with [8] , it is quite different. It proposes a deterministic model in which, as in [8] , the agents have little rationality, in the sense that they anticipate only on a short horizon (here through time discretization). On the other hand, and this is in contrast with [8] , the agents are supposed to pay little for their move. The paper [21] explains, at least at a heuristic level, that the optimal feedback control of each agent should converge to the gradient descent of the running cost, which the authors call "Best Reply Strategy". They also discuss the limit of the distribution of agents as their number goes to infinity and the related 1st order McKean-Vlasov equation.
In the present paper we consider a continuous time variant of the model in [21] which contains its two main features: the fact that the players minimize a cost on a very short horizon, that we model as in [8] by a large discount factor, and the fact that they pay little for their moves. To fit also better with aggregation or kinetic models, we work with problems with a vanishing viscosity (ν " ν λ Ñ 0`as λ Ñ`8) and in infinite horizon. In particular, our result makes rigorous the approach of [21] .
We prove two convergence results. In the first one, our model (in its simplest version) takes the form
Under some natural assumptions on F (typically, continuous on R dˆP 2 pR d q and uniformly Lipschitz continuous and semi-concave in the space variable), we show that, as λ tends to infinity (meaning that players become more and more myopic and that their control is increasingly cheap) and along subsequences, m λ converges to a solution m of the aggregation model "
Moreover, the optimal feedback´λDu λ for the generic agent in the MFG converges a.e. to the vector field´D x F p¨, mq, giving the gradient descent of the running cost corresponding to the limit distribution of agents m. To compare with [8] , let us note that, in the case where Hpx, p, mq " 1 2 |p| 2´F px, mq, the limit of (1) is a simple diffusion equation, while in our setting this limit is non trivial.
The limit equation in (3) covers most examples of the so-called Aggregation Equation
Kpx´yqmpyq dy˙" 0, because the kernel of the convolution is usually the gradient of a potential, K "´Dk. This equation describes the collective behavior of various animal populations, its derivation and the choice of the kernel are based on phenomenological considerations, see, e.g., [30, 6] and the references therein. In Subsection 1.3 we show that the examples of Aggregation Equation most studied in the mathematical biology literature fit the assumptions of our convergence theorem, as well as some known models of crowd dyanmics. Therefore our result gives a further justification of such models within the framework of dynamic games with a large number of players. Our second result concerns (first order) MFG of acceleration [1, 12] , formally written in the form
for which we prove the convergence to kinetic equations of the form
as λ Ñ`8. To fix the ideas we work in the case where the coupling term F corresponds to the Cucker-Smale model:
kpx´y, v´v˚qmpy, v˚, tqdydv˚, where kpx, vq " |v| 2 pα`|x| 2 q β , α ą 0, β ě 0
and v represents the velocity of the generic agent. Note that, in contrast with the first result, the coupling function F is no longer globally Lipschitz continuous: as we explain below, this is a source of major issues and it obliges us to change completely the analysis.
Let us briefly explain the mechanism of proofs and the differences with the existing literature. In [8] , the rough idea is that u λ converges to 0 and therefore Du λ converges to 0 as well. In addition, the fact that the diffusion is nondegenerate (ν ą 0) provides C 2`α,1`α{2 bounds on u λ and m λ , thanks to which one can pass to the limit.
For our first result, (Theorem 1.1, on the convergence of (2) to (3)), we have to use a different argument. The key idea is that λu λ behaves like F px, m λ q, because λ´1F px, m λ q is almost a solution to (2) . Therefore λDu λ is close to DF px, m λ q, which explains the limit equation (3) . Compared to [8] , an additional difficulty comes from the lack of (uniform in λ) smoothness of the solutions, since we have no diffusion term in the limit equation. In particular, the product m λ λDu λ has to be handled with care, since m λ could degenerate as a measure while Du λ could become singular. We overcome this issue by proving a uniform semi-concavity of λu λ , which provides at the same time the L 1 loc convergence of λDu λ and, thanks to an argument going back to [24] (see also [16] ) a (locally in time) uniform L 8 bound on the density of m λ , and hence a weak-* convergence of m λ .
For the second result (Theorem 2.2, on the convergence of (4) to (5) ), the fact that the coupling function F growths in a quadratic way with respect to the (moment of) the measure prevents us from using fixed point techniques (as in [1, 12] ) to show the existence of a solution to the MFG system (4) and to obtain estimates on the solution (this would also be the case in the presence of a viscous term). This obliges us to give up the PDE approach of the previous set-up and to use variational techniques, first suggested for MFG problems in [24] and largely developed since then: see, for instance, among many other contributions, [5, 14, 15, 17, 26] . For that very same reason, we have to work with a finite horizon problem and with initial measure having a compact support. In contrast with the first result, we do not prove the convergence of all the solutions of the MFG system, but only for the ones which minimize the energy written formally aŝ
where B t m`v¨D x m`div v pmαq " 0. We formulate this problem in the space of probability measures on curves pγ, 9 γq, and the main technique of proof consists in obtaining estimates on the solution based on the dynamic programming principle in such space. This is reminiscent of ideas developed in [29] that we discuss below. Such an approach naturally involves weak solution of the MFG system and does not require the initial measure m 0 to be absolutely continuous. In this case the natural notion of solution for the limit equation (27) is the measure-valued solution developed in [10] for (5) .
We could also have developed this second approach for the first type of results (i.e., the convergence of (2) to (3)), assuming that the coupling function F derives from an energy (the so-called potential mean field games):
F px, mq " δF δm pm, xq (see [2] for the notion of derivative). Then it is known [24] that minimizers pm λ , α λ q of the problem inf "ˆ`8
are solutions to the MFG system (2) (with ν λ " 0 and if F is smooth enough) in the sense that there exists u λ such that pu λ , m λ q solves (2) and α λ "´λDu λ . The convergence of minimizers, as λ Ñ`8, is studied in the nice paper [29] , where this convergence is called "Weighted Energy-Dissipation": the authors prove that, under suitable assumptions on the function F (which allow for singular coupling functions), minimizers converge to a solution of the gradient flow associated to F , i.e., at least at a formal level, to a solution of (3). Let us note that, in contrast with our setting, the solution of the limit equation can be singular and that [29] works in general metric spaces. It would be interesting to understand the precise interpretation of the results of [29] in terms of limits of MFGs, but this exceeds the scope of the present paper. Note however that our second result (i.e., the convergence of (4) to (5)) does not fit in the framework of [10] . Indeed, the key idea of [10] is that m λ is a gradient flow for the value function associated with Problem (7) ; as this value function converges to F , pm λ q has to converge to the gradient flow for F , which is precisely m; this gradient flow structure is completely lost in our framework of MFG of acceleration (4): we have therefore to design a different approach.
Notation
For any p ě 1 we denote by P p pR d q (or, in short P p ) the set of Borel probability measures with finite p´order moment M p :
The sets P p pR d q are endowed with the corresponding Wasserstein distance. Given a positive constant κ, we denote by M p,κ pR d q the set of measures m P P p pR d q absolutely continuous with respect to the Lebesgue measure and with a density bounded by κ. We set M p pR d q :" Ť κą0 M p,κ pR d q. In Section 2 we will also use, for m P P 2 pR dˆRd q,
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Convergence for classical MFG systems
In this section we consider MFG systems of the form
where λ ą 0, ν λ ą 0 and ν λ Ñ 0 as λ Ñ`8. Our aim is to prove the convergence (up to a subsequence) of m λ as λ Ñ`8 to a solution m of
and to show also that λu λ px, tq Ñ F px, mptqq loc. uniformly, λDu λ px, tq Ñ D x F px, mptqq a.e.
The convergence results
We work under the following conditions: we assume that the initial measure m 0 satisfies m 0 P P 2 pR d q is absolutely continuous with a bounded density.
The kind of costs we are interested in are non-local and regularizing. A possible assumptions on F is that F : R dˆM 1 pR d q Ñ R is continuous in a suitable topology, has a linear growth and is Lipschitz continuous and semi-concave in x. More precisely, we suppose the existence of a constant C o ě 1 such that:
For any κ ą 0, the restrictions of F and D x F to R dˆM 1,κ pR d q are continuous in both variables for the topology of R dˆP
(recall that M p,κ pR d q and M p pR d q are defined in the introduction). We assume that H : R dˆRd Ñ R is convex with respect to the first variable and satisfies,
|Hpp, xq´Hpp, yq|`|D p Hpp, xq´D p Hpp, yq| ď C o |x´y|p1`|p|q,
Hpp, x`hq`Hpp, x´hq´2Hpp, xq ě´C o |h| 2 p1`|p|q.
Note that, if H is smooth, then conditions (15), (16) and (17) can be equivalently rewritten as (11) , (12) , (13) , (14) , (15) , (16) and (17) . Let pu λ , m λ q be a solution to (8) . Then pm λ q is relatively compact in C 0 pr0, T s, P 1 pR dand is bounded in L 8 pR dˆr 0, T sq for any T ą 0. Moreover, the limit m, as λ n Ñ`8, of any converging subsequence pm λn q in C 0 pr0, T s, P 1 pR dis a solution of (9) in the sense of distributions and λ n u λn px, tq Ñ F px, mptqq locally uniformly and λ n Du λn px, tq Ñ DF px, mptqq a.e.
The existence of a solution to (8) under the assumptions above can be established by standard arguments, using the estimates in Section 1.2 below, Remark 1.4. A typical example of a Hamiltonian satisfying our assumptions in
where the vector field v : R d Ñ R d is bounded and with bounded first and second order derivatives.
Remark 1.1. In the case of deterministic MFGs, ν λ " 0 for all λ, the solution pu λ , m λ q is not smooth and the proof of convergence by PDE methods is harder. We can prove a result analogous to Theorem 1.1 under the additional assumption that }F p¨, mq} C 2 ď C for all m P M 1 pR d q, and the support of m 0 is compact, using the methods of [13] . In this case we can also prove that m λ ptq has a support uniformly bounded for t P r0, T s: a result of this kind is proved in Section 2 for the MFGs of acceleration. Then we expect uniqueness in the limit equation: see the next remark.
Remark 1.2. In addition to the assumptions of Theorem 1.1 suppose that the vector field G appearing in the limit equation (9), Gpx, mq :"´D p HpD x F px, mq, xq, is such that, for all m P M 1 pR d q, x Þ Ñ Gpx, mq is C 1 and |Gpx, mq´Gpy, mq| ď C 1 |x´y| , }Gp¨, mq´Gp¨,mq}
where d 1 is the 1-Wasserstein distance. Then it is proved in [27] that there is a unique solution m of (9) with compact support in x. Therefore, under these additional conditions, the whole family m λ converges to m as λ Ñ`8, as in the problem of Section 2. For instance, the support of m is compact in x in deterministic MFGs, if m 0 has compact support, see the preceding remark.
Remark 1.3. The case of ν λ Ñ ν 8 ą 0 can be treated as in the proof of Theorem 1.1 and leads in the limit to the viscous Fokker-Planck equation
Proof of Theorem 1.1
In this part, assumptions (10), (11), (12), (13), (14) , (15) , (16) and (17) are in force. We start with some estimates for a solution to (8) .
Let pu λ , m λ q be a solution of (8) . Then |u λ px, tq| ď λ´1Cp1`|x|q for some constantC independent of λ ě 1`4d`16C 2 0 such that ν λ ď 1.
Proof. We note that w˘px, tq :"˘λ´1Cp1`|x| 2 q 1{2 is a supersolution (for +) and a subsolution (for -) of (8) for a suitableC. Let us determine C such that w "´λ´1Cp1`|x| 2 q 1{2 is a subsolution, the other case being easier. By the growth assumptions (12) and (14), and for ν λ ď 1,
If we choose C " 4C 0 the right hand side can be bounded above by
Proof. We use an a priori estimate, proving that, if u λ is Lipschitz continuous and if H and px, tq Ñ F px, m λ ptqq are smooth, then u λ satisfies the required estimate. One can then complete the proof easily, approximating the HJ equation by HJ equations with smooth and globally Lipschitz continuous Hamiltonians and right-hand sides and passing to the limit. We omit this last part which is standard and proceed with the argument. Given a direction ξ P R d with |ξ| ď 1, let w :" Du λ¨ξ . Then w satisfieś
In view of assumptions (12) and (15) we have thereforé
So by the maximum principle we have
Taking the supremum over |ξ| ď 1, gives the result for λ larger than 2C o . Proposition 1.4. Let pu λ , m λ q be a solution of (8) .
Proof. Here again we focus on a priori estimates for smooth data. Given a direction ξ P R d with |ξ| ď 1, let w :" Du λ¨ξ and z :"
Since F is semiconcave in x (13), the right hand side D 2 ξξ F is bounded above by C 0 . The uniform bound on λDu λ proved in Proposition 1.3 and the assumption (15) imply
The same bound and the assumption (17) imply λ´1D ξξ HpλDu λ , xq ě´C 0 p1`λ|Du λ |q ě´C 2 .
Since H is convex in p, D 2 pp H ě 0 and we infer that z satisfieś
where the constantC does not depend on λ and |ξ| ď 1. We conclude again by the maximum principle.
Proposition 1.5. Let pu λ , m λ q be a solution of (8) . For any T ą 0, the family pm λ q satisfies
is relatively compact in C 0 pr0, T s, P 1 q and bounded in L 8 pR dˆr 0, T sq.
Proof. We do the proof again for smooth data. For the bound on the second order moment of m λ ptq on r0, T s we recall that m λ ptq is the law LpX t q of the solution X t of the SDE
where W t is a standard Brownian motion. Since the vector field D p HpλDu λ , xq is uniformly bounded by Proposition 1.3, we have Er|X t | 2 s ď CpEr|X 0 | 2 s`1qe Ct . Then
For the L 8 bound on m λ , we rewrite the equation of m λ as
where, by convexity of H, (14) and Proposition 1.4 on the one hand, and by (15) where C does not depend on λ. Therefore, by the maximum principle again, the L 8 norm of m λ has at most an exponential growth in time, uniform with respect to λ.
Proof of Theorem 1.1. By Proposition 1.5, pm λ q is relatively compact in C 0 pr0, T s, P 1 pR dand is bounded in L 8 pR dˆr 0, T sq for any T ą 0. Let pm λn q be a converging subsequence in C 0 pr0, T s, P 1 q for any T ą 0. Then pm λn q converges to m in L 8´w eak-* on R dˆr 0, T s for any T ą 0. In particular, by our continuity assumption on F in (11), the maps px, tq Ñ F px, m λn ptqq and px, tq Ñ D x F px, m λn ptqq converge locally uniformly to the maps px, tq Ñ F px, mptqq and px, tq Ñ D x F px, mptqq respectively.
Hence the half-relaxed limits w˚and w˚of pw λ q (which are locally uniformly bounded in view of Proposition 1.2) are respectively sub-and super-solutions of the trivial equation
This proves the locally uniform convergence of pλ n u λn q to F px, mq. Next we use Theorem 3.3.3 in [11] . By Proposition 1.2 pλu λ q is uniformly locally bounded, and by Proposition 1.4 it is uniformly semi-concave in space (locally in time). Then any sequence pλ n u λn q has a subsequence such that pλ n Du λn q converges to D x F px, mq a.e. and therefore also in L 1 loc pR dˆr 0,`8qq. One easily derives from this that m solves (9) in the sense of distribution.
Remark 1.4. The existence of a solution pu λ , m λ q of the system (8) can be proved by approximating with solutions of the following system with finite time-horizon
The existence of a solution pu T , m T q for fixed λ ą 0 follows from standard argument (see for instance Lions' course of Nov. 12, 2010 [25] ). The estimates of Propositions 1.2, 1.3, 1.4, and 1.5 hold for pu T , m T q with the same proof (using comparison principles for Cauchy problems with constant terminal data). Then there is enough compactness to pass to the limit as T Ñ`8, as in the proof of Theorem 1.1, and see that the limit satisfies (8).
Examples
In this section we present several examples of coupling functions F of the form
where the convolution kernel k can take different forms and is at least globally Lipschitz continuous.
Hppq " |p| 2 {2´vpxq¨p, with the vector field v bounded together with its first and second derivatives. Then
and the limit equation (9) becomes
Note that the condition (11) is satisfied. In addition, we suppose that k is bounded, which implies condition (12) , and the semi-concavity of k, which ensure condition (13) . Under these assumptions Theorem 1.1 holds. Next we review some special cases that arise in applications.
The aggregation equation
The special case of (20) with v " 0 is often called the aggregation equation. For suitable choices of the kernel k it models the collective behaviour of groups of animals, see, e.g., [9, 30] and the references therein. Most kernels used in the aggregation models are of the form kpxq " φp|x|q with φ smooth but φ 1 p0q not necessarily 0, so k can be not differentiable in the origin. However, most of them satisfy the assumptions above.
considered in [9, 30] (see also the references therein), is bounded, globally Lipschitz continuous, and semiconcave if α ą 0. Note that the case α ą 0 describes repulsion among individuals at all distances, because kpxq " φp|x|q and φ 1 prq ă 0 implies repulsion. The case α ă 0, describing attraction, does not fit into our theory because k " |x| near 0, so it is not semiconcave, which is consistent with the fact that solutions of the aggregation equation (20) are known to blow up in finite time for suitable initial data (at least in dimension d " 1, see [9] ).
considered in [9] is also bounded, globally Lipschitz continuous and semiconcave because k "´|x| near 0. Note that this kernel describes repulsion at small distance and attraction at distance |x| ą 1{a. Our theory is consistent with the global existence of solutions of the aggregation equation (20) in this case, at least for d " 1, proved in [9] .
Example 1.3. To model repulsion at short distance and attraction at medium range, decaying at infinite, a commonly used kernel is the so-called Morse potential
see [6] and the references therein. It is again bounded and globally Lipschitz continuous. It is also semiconcave because k " 1´G`|x|pG{L´1q near 0, and G{L´1 ă 0.
Models of crowd dynamics
There is a large and fast growing literature on models of the interactions among pedestrians, see the survey in the book [20] . They split into first order models, where the velocity of the pedestrian is a prescribed function of the density of individuals and position, and second order models, where the acceleration is prescribed. In the next Section 2 we study second order models, focusing on the celebrated Cucker-Smale model of flocking, see Remark 2.4 for more references on crowd dynamics. A first order model fitting in the assumptions of the present section is the one proposed in [19] , where the velocity of each agent at position x and time t is of the form vpxq´Qrmptqspxq, v being the desired velocity of the pedestrian, and the other term Q accounting for the interaction with the other agents. If we assume that Q does not depend on the angular focus of the walker in position x, then the model in [19] can be written as Qrmptqspxq "ˆR d Dkpx´yqmpy, tqdy, kpxq " φp|x|q with φ P Lippr0,`8qq, decreasing in p0, rq, increasing in pr, Rq, and constant in rR,`8q, so with a behavior similar to the Morse kernel (23) and to (22) . If we take φ P C 2 pp0,`8qq with φ 2 bounded, then F given by (19) satifies the assumptions of Theorem 1.1.
On uniqueness of solutions
If we assume in addition that k P C 2 pR d q with D 2 k bounded, then the limit equation (20) has a unique solution with compact support in space, as observed in Remark 1.2. This occurs, for instance, in Section 1.3.2 if φ P C 2 pr0,`8qq and φ 1 p0q " φ 2 p0q " 0 (recall that kpxq " φp|x|q). Uniqueness is also known for the aggregation equation with kernels like those of Section 1.3.1: see [9, 18] and the references therein. However, we expect uniqueness of solutions to the Mean-Field Game system (2) with F given by (19) only for the exponential kernel (21) , and not in all other models where there is attraction among individuals in some range of densities. In fact, the uniqueness of solutions in Mean Field Games is strongly connected with a property of mononicity of F discovered by Lasry and Lions [24] . For coupling functions of the form (19) such monotonicity is equivalent to the property that k is a positive semidefinite kernel, namely,
This property is deeply studied and has several characterizations. If kpx´yq " ψp|x´y| 2 q with ψ P C 8 pp0,`8qq and continuous in 0, then it is known that k is a positive semidefinite kernel if and only if ψ is completely monotone, namely, ψ 1 ď 0 and all other derivatives have alternating signs [22] . In all examples describing attraction it occurs that φ 1 , and therefore ψ 1 , is instead positive in some range. Then the MFG is not expected to have a unique solution and our result also says that the distance among the possibly multiple solutions of the MFG system tends to 0 as λ becomes large.
Convergence for some MFGs of acceleration towards the Cucker-Smale model
For λ ą 0 and 0 ă T ă`8, we now consider the MFG systems of acceleration, which is written in a formal way as:
Here the space variables are denoted by px, vq, with px, vq P R dˆRd . System (24) models a Nash equilibrium of a game in which the (small) players, given the flow pm λ ptqq of probability measures on R 2d , try to minimize over γ the quantitŷ T 0 e´λ tˆ1 2λ |: γptq| 2`F pγptq, 9 γptq, m λ ptqq˙dt, while the flow pm λ ptqq is the evolution of the positions and the velocities of the players when they play in an optimal way. We assume that the coupling function F is a cost associated to the Cucker-Smale model:
where g : R d Ñ R is bounded below by a positive constant, is even, smooth and such that |Dg|{g is globally bounded. For instance, gpxq " pα`|x| 2 q β , α ą 0, β ě 0.
In this case D v kpx, vq " 2v gpxq and so
The aim of this section is to show that m λ Ñ m as λ Ñ`8, where m solves the continuous version of the Cucker-Smale model:
The convergence result
Throughout this section, we assume that m 0 and F satisfy the following conditions: m 0 P PpR 2d q has a compact support,
and F is given by (25) where g : R d Ñ R is bounded below by a positive constant, (29) is even, smooth, and |Dg|{g is globally bounded. Let us start by describing what we mean by a weak (variational) solution of the MFG problem. Let Γ " C 1 pr0, T s, R d q endowed with usual C 1 norm and PpΓq be the set of Borel probability measures on Γ. We consider, for η P PpΓq,
where m η ptq "ẽ t 7η (withẽ t : Γ Ñ R 2d ,ẽ t pγq " pγptq, 9 γptqq) and
F pmq " 1 2ˆR4d kpx´x˚, v´v˚qmpdx, dvqmpdx˚, dv˚q @m P PpR 2d q.
Lemma 2.1. For any λ ą 0, there exists at least a minimizerη λ of J λ under the constraint e 0 7η λ " m 0 . It is a weak solution of the MFG problem of acceleration, in the sense that, for η λ´a .e.γ P Γ,
The link between the equilibrium condition (30) and the MFG system (24) is the following: if we set u λ px, v, sq " inf pγpsq, 9 γpsqq"px,vqˆT s e´λ pt´sq p 1 2λ |: γptq| 2`F pγptq, 9 γptq, mη λ ptqqqdt, then the pair pu λ , mη λ q is (at least formally) a weak solution of (24), in the sense that u λ is a viscosity solution to the first equation in (24) while mη λ is a solution in the sense of distribution of the second equation in (24) . Existence of a solution to the equilibrium condition (30) for more general MFG systems is obtained in [12] , however under a much more restrictive growth condition on F . In addition, [1, 12] show that there exists a weak solution to the MFG system of acceleration (24) . We postpone the (quite classical) proof of Lemma 2.1 to the next section and proceed with the notion of solution for the kinetic equation (27) . Following [10] , we say a map m P C 0 pr0, T s, P 2 pR dis a measure-valued solution to (27) 
(31)
In [10] , the authors propose several conditions under which such a measure-valued solution exists and is unique. This include the case of the Cucker-Smale model studied here, under the assumption that m 0 has a compact support.
Our main result is the following:
Letη λ be a minimizer of J λ under the constraintẽ 0 7η λ " m 0 . Then pmη λ q converges as λ Ñ`8 to the unique measure-valued solution to (27) in C 0 loc pr0, T q, P 2 pR 2d qq. Remark 2.1. Note that we do not prove the convergence of all the equilibria pη λ q of (30), but only for the minimizers of J λ . The reason is that we were not able to obtain enough estimates for the other equilibria.
Proof of the convergence result
Before starting the proof, let us note that, by our assumptions, there is a constant C 0 ą 0 such that
Indeed,
while, as g ě c (for some c ą 0),
Throughout the proof (and unless specified otherwise), C denotes a constant which may vary from line to line and depends only on T , d, m 0 and the constant C 0 in (32) and (33).
Let us now explain the existence of a minimizer for J λ .
Proof of Lemma 2.1. Let ε ą 0 and η ε be ε´optimal in Problem (30) . We define η P PpΓq byˆΓ
Let π 2 : R 2d Ñ R d defined by π 2 px, vq " v. Then π 2 7m η ptq " π 2 7m 0 for any t P r0, T s because, for any φ P C 0 b pR d q, Hence, by ε´optimality of η ε ,
where, for any t ě 0, and as π 2 7m η ptq " π 2 7m 0 ,
This shows that
As F is nonnegative, this implies that
As m 0 has a compact support (say contained in B R0 ) and the set tγ P Γ, |pγp0q, 9 γp0qq| ď R 0 ,ˆT 0 e´λ t |: γptq| 2 dt ď Cu is compact in Γ for any C, we conclude that the family pη ε q is tight. By lower semi-continuity of J λ we can then conclude that there exists a minimizerη λ of J λ under the (closed) constraintẽ 0 7η λ " m 0 . Note for later use that, in view of the above estimates,
so that, as m 0 has a compact support,
for some constant C λ depending on m 0 , C 0 and λ. Next we show equality (30) . Let γ 0 belong to the support ofη λ and set px 0 , v 0 q " pγ 0 p0q, 9 γ 0 p0qq. Fix γ 1 P H 2 pr0, T s, R d q with pγ 1 p0q, 9 γ 1 p0qq " px 0 , v 0 q. For ε, δ ą 0, let E ε " tγ P Γ, }γ´γ 0 } C 1 ď εu,m ε "ẽ t 7pη λ tE ε q and define η ε,δ as the Borel measure on Γ bŷ
We note that
Hence, testing the optimality ofη λ for J λ against η ε,δ and using the definition of η ε,δ , we obtain
By definition of F and the fact that k is even, (35) implies that kpx´x˚, v´v˚qmη λ pdx˚, dv˚, tqpm ε´mε qpdx, dv, tqdt
kpx´x˚, v´v˚qpm ε´mε qpdx˚, dv˚, tqpm ε´mε qpdx, dv, tqdt.
We divide by δ ą 0 and let δ Ñ 0 to obtain, using the definition of F :
Rearranging, we find by the definition ofm ε andm ε :
EεˆT 0 e´λ t p 1 2λ |: γptq| 2`F pγptq, 9 γptq, mη λ ptqqqdtη λ pdγq (36) ďˆR 2dˆT 0 e´λ t p 1 2λ |: γ 1 ptq| 2`F pγ 1 ptq`x´x 0 , 9 γ 1 ptq`v´v 0 , mη λ ptqqqdtm ε pdx, dv, 0q
Fix κ ą 0 small. By lower-semicontinuity on Γ of the functional γ ÑˆT 0 e´λ t p 1 2λ |: γptq| 2`F pγptq, 9 γptq, mη λ ptqqqdt, we have, for any ε ą 0 small enough, that, for any γ P E ε ,
On the other hand, by the regularity of F in (33) and the bound on M 2,v pmη λ ptqq in (34), we have, for |px, vq| ď ε and ε P p0, 1q, T 0 e´λ t F pγ 1 ptq`x´x 0 , 9 γ 1 ptq`v´v 0 , mη λ ptqqdt ďˆT 0 e´λ t F pγ 1 ptq, 9 γ 1 ptq, mη λ ptqqdt`Cpγ 1 , λqε.
Plugging the inequalities above into (36) gives
Asη λ pE ε q " p´R 2dmε pdx, dv, 0qq, we can divide the inequality above by this quantity (which is positive since γ 0 is in the support ofη λ ) and then let ε Ñ 0, κ Ñ 0 to obtain T 0 e´λ t p 1 2λ |: γ 0 ptq| 2`F pγ 0 ptq, 9 γ 0 ptq, mη λ ptqqqdt ďˆT 0 e´λ t p 1 2λ |: γ 1 ptq| 2`F pγ 1 ptq, 9 γ 1 ptq, mη λ ptqqqdt, which gives (30) .
From now on we fixη λ a minimizer of J λ under the constraintẽ 0 7η λ " m 0 and set u λ px, v, sq " inf γPH 2 ,pγpsq, 9 γpsqq"px,vqˆT s e´λ pt´sq p 1 2λ |: γptq| 2`F pγptq, 9 γptq, mη λ ptqqqdt.
We now note that this value function is bounded:
and, for any 0 ď s ď t ď T ,
and 0 ď u λ px, v, sq ď Cλ´1p1`|v| 2`M 2,v pmη λ psqqq. Remark 2.2. We use here the fact that we work in a finite horizon problem to obtain the last inequality from (39): see the end of the proof.
Proof. The key point of the proof consists in refining the estimate (34) obtained in the proof of Lemma 2.1. For this we need to introduce a few notations. Given s P r0, T q, let Γ s " C 1 prs, T s, R d q and, for η P PpΓ s q, where, as in the proof of Lemma 2.1, for any t ě s,
and inequality (38) holds if we choose s " 0.
Next we note that M 2,v pmη λ ptqq is finite: we have, forη λ´a .e.γ, and any 0 ď s ď t ď T , 
This proves (39). Finally, using γptq " x`pt´sqv as a test function for u λ px, v, sq, we have:
which gives the result thanks to (39) . Note that if we were working with an infinite horizon problem, the right-hand side of the inequality above could be unbounded. Proof. Let us set, for m P PpR 2d q and s P r0, T q, V λ pm, sq " inftJ λ,s pηq, η P PpΓ s q,ẽ s 7η " mu.
We claim that
which proves the lemma. The proof of (41) is a straightforward application of the usual techniques of dynamic programming, the only point being to be able to concatenate at time s two measures η 1 P PpΓq and η 2 P PpΓ s q such that m :"ẽ s 7η 1 "ẽ s 7η 2 . For this, let us denote by γ 1^γ2 (for γ 1 P Γ and γ 2 P Γ s such that pγ 1 psq, 9 γ 1 psqq " pγ 2 psq, 9 γ 2 psqq) the map in Γ such that
In order to define the concatenation η 1^η2 , we disintegrate η 1 (respectively η 2 ) with respect to the measure m. We have
where for m´a.e. px, vq and for pη 1,x,v`η2,x,v q´a.e. γ, one has pγpsq, 9 γpsqq " px, vq. We then define η 1^η2 P PpΓq bŷ The rest of the proof of (41) follows then the usual arguments of dynamic programming.
As u λ is the value function of an optimal control problem with smooth (in space) coefficients, it is locally Lipschitz continuous. We now evaluate its derivative with respect to v: Lemma 2.5. For any ε ą 0, λ ě ε´1, we have
for a.e. px, v, sq P R 2dˆr 0, T´εs,
For h ą 0 small, let γ h psq "γptq`ps´tq 9 γptq. By dynamic programming principle and the optimality ofγ we have:
γpsq, mη λ psqqqds`e´λ h u λ pγpt`hq, 9 γpt`hq, t`hq ďˆt`h t e´λ ps´tq F pγ h psq, 9 γ h psq, mη λ psqqqds`e´λ h u λ pγ h pt`hq, 9 γ h pt`hq, t`hq.
(42)
Note that, by C 3 regularity ofγ, |γpt`hq´γ h pt`hq| ď C γ h 2 (where, here and below, C γ depends here on γ and on λ). So, as u λ is locally Lipschitz continuous and 9 γ h pt`hq " 9 γptq, we get u λ pγ h pt`hq, 9 γ h pt`hq, t`hq´u λ pγpt`hq, 9 γpt`hq, t`hq ď u λ pγpt`hq, 9 γptq, t`hq´u λ pγpt`hq, 9 γpt`hq, t`hq`C γ h 2 .
Still by C 3 regularity we also have | 9 γpt`hq´9 γptq´: γptqh| ď C γ h 2 . Now the bound on D v u λ of Lemma 2.5 yields (setting px, vq " pγptq, 9 γptqq) u λ pγ h pt`hq, 9 γ h pt`hq, t`hq´u λ pγpt`hq, 9 γpt`hq, t`hq
Plugging this inequality into (42) gives, after dividing by h and letting h Ñ 0,
Recalling that pγ h ptq, 9 γ h ptqq " pγptq, 9 γptqq gives the result.
Lemma 2.7. There exists ε 0 ą 0 and a constant C ą 0 such that, for any ε P p0, ε 0 s, any λ ě ε´1_1 and any t P r0, T´εs, the support of mη λ ptq is contained in B C and } : γ} L 8 pr0,T´εsq ď C forη λ´a .e. γ.
In particular, pη λ q is tight and the family pmη λ ptqq is relatively compact in C 0 pr0, T s, P 2 pR 2d qq.
Proof. We have, by Lemmata 2.3 and 2.6, for any ε ą 0 and λ ě ε´1, and forη λ´a .e. γ and a.e. t P r0, T´εs,
Let us set R λ ptq " inftr ą 0, Sptpmη λ ptqq Ă R dˆB r u. We note that R λ is upper semi-continuous. We now show that R λ is finite on a maximal time interval r0, τ λ q, with τ λ ą 0, with either τ λ " T´ε or lim tÑτλ R λ ptq "`8. For the proof of this fact, λ is fixed and all constants depend on λ unless specified otherwise. By (39) and (43), we have, for 0 ď s ď t ď T´ε andη λ´a .e.γ, Then we can compare | 9 γptq| with the solution of the ODE
which is given by
So one can find ε 0 , σ ą 0 depending only on K such that, for all ε P p0, ε 0 s, | 9 γptq| ď φptq ď R λ psq`1 , @t P rs, s`σs, for anyγ P H 2 satisfying (44) and | 9 γpsq| ď R λ psq. As, by definition of R λ , mη λ psq has a support contained in R dˆB R λ psq , this shows that mη λ ptq has a support contained in R dˆB R λ psq`1 for any t P rt, t`σs. In particular, as m 0 has a compact support, R λ p0q is finite and thus R λ ptq is finite at least on a small time interval r0, σs for some σ ą 0. We denote by r0, τ λ q the maximal time interval on which R λ is finite. Let us assume that τ λ ă T´ε. Let t n Ñ τλ . If pR λ pt nremains bounded by a constant M , then by the above argument R λ is bounded by M`1 on rτ λ , τ λ`σ s for some σ ą 0 (depending on M ), which contradicts the definition of τ λ . Hence lim tÑτλ R λ ptq "`8. So we have proved that R λ is finite on a maximal time interval r0, τ λ q, with τ λ ą 0, with either τ λ " T´ε or lim tÑτλ R λ ptq "`8.
By definition of mη λ ptq, for any δ ą 0 and t P r0, τ λ q there existsγ P Γ in the support of η λ such that | 9 γptq| ě R λ ptq´δ. Thus R λ ptq´δ ď | 9 γptq| ď | 9 γp0q|`ˆt 0 | : γpsq|ds.
As pγptq, 9 γptqq belongs to the support of mη λ ptq for any t, we get by (43) and the definition of R λ : As δ is arbitrary, this proves that R λ ptq ď R 0`Cˆt 0 p1`R λ psq`εR 2 λ psqqds @t P r0, τ λ q.
Arguing as above we get R λ ptq ď Φ´1 ε´Φ ε pR 0 q`Ct¯.
For all ε ą 0 small enough (but independent of λ) and λ ě ε´1 _ 1, we have therefore that R λ is bounded by a constant C independent of λ on r0, τ λ q. Thus τ λ " T´ε and R λ is bounded by C on r0, T´εs. This estimate gives immediately the bound on | 9 γ| and therefore, by (43), the bound on | : γ| forη λ´a .e.γ. As m 0 has a compact support, this also implies that the m λ ptq have a support contained in a ball B C , where C is independent of λ and t. In addition the sequencē η λ is tight.
Finally, we have, for any 0 ď s ď t ď T´ε, As the pmη λ ptqq have a support which is uniformly bounded, this shows that it is a relatively compact sequence in C 0 pr0, T s, P 2 pR d qq.
We are now ready to prove the main result:
Proof of Theorem 2.2. In view of Lemma 2.7, pη λ q is tight and we can consider a subsequence pη λn q which converges weakly to some η in PpΓq. Then pmη λn ptqq converges in C 0 pr0, T s, P 2 pR 2dto m "ẽ t 7η. Our aim is to prove that m is a measure valued solution to the kinetic equation (27) . For this we identify the lim suppSptpη λn qq. Let us recall that, by Lemma 2.1, forη λ´a .e. γ λ ,γ λ minimizes problem (30) . Hence by the Euler equation we have thatγ λ is of class H 4 and for a.e. t P r0, T s, d 2 dt 2 pλ´1e´λ t : γ λ ptqq " d dt`e´λ t D v F pγ λ ptq, 9 γ λ ptq, mη λ ptqq˘´e´λ t D x F pγ λ ptq, 9 γ λ ptq, mη λ ptqq.
We rewrite this equality as : γ λ ptq`D v F pγ λ ptq, 9 γ λ ptq, mη λ ptqq " λ´1´´λ´1γ pivq λ ptq`2 ; γ λ ptq`d dt D v F pγ λ ptq, 9 γ λ ptq, mη λ ptqq D x F pγ λ ptq, 9 γ λ ptq, mη λ ptqq¯.
We integrate this equation by parts against a test function z P C 8 c pp0, T q, R d q to get T 0´´9 γ λ ptq¨9 zptq`D v F pγ λ ptq, 9 γ λ ptq, mη λ ptqq¨zptq¯dt " λ´1ˆT 0´λ´1 9 γ λ ptq¨; zptq`2 9 γ λ ptq¨: zptq´D v F pγ λ ptq, 9 γ λ ptq, mη λ ptqq¨9 zptq D x F pγ λ ptq, 9 γ λ ptq, mη λ ptqq¨zptq¯dt.
By Lemma 2.7 pγ λ q is relatively compact in Γ, and for any sequence λ n Ñ`8 we can extract a subsequence such thatγ λn Ñ γ P Γ and mη λn Ñ m P C 0 pr0, T s, P 2 pR 2d qq. Thereforê T 0´´9 γptq¨9 zptq`D v F pγptq, 9 γptq, mptqq¨zptq¯dt " 0, @z P C 8 c pp0, T q, R d q, which means that it is a solution to : γptq "´D v F pγptq, 9 γptq, mptqq.
In other words, pγptq, 9 γptqq " P x,v ptq, where P is defined by (31) and px, vq " pγp0q, 9 γp0qq. By Lemma 2.7 we can also extract a further subsequence such thatη λn á η P PpΓq. As the support of η consists of solutions to (31) andẽ 0 7η " m 0 , we have η "ˆR 2d δ P x,v m 0 pdx, dvq, so that mptq "ẽ t 7η " P x,v ptq7m 0 .
Hence m is the measure-valued solution to (27) . Following [10] this solution is unique. We have proved therefore that any converging subsequence of the relatively compact familiy pmη λ q has for limit the unique solution m to (27) : the entire sequence converges.
Remark 2.4. The Cucker-Smale model is usually associated to the collective animal behaviour, such as flocking of birds or swarming of insects. However, similar models where the acceleration of the agents is prescribed have been proposed for describing the dynamics of crowds of pedestrians, and some of them fit in our results. We refer to the book [20] , in particular the section on mesoscopic or kinetic models, and to the recent survey paper [28] , where they are called social forces models.
