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Inverse spectral problems for the Sturm-Liouville op-
erator with discontinuity
Xiao-Chuan Xu1 and Chuan-Fu Yang2
Abstract. In this work, we consider the Sturm-Liouville operator on a
finite interval [0, 1] with discontinuous conditions at 1/2. We prove that if
the potential is known a priori on a subinterval [b, 1] with b ≥ 1/2, then
parts of two spectra can uniquely determine the potential and all parameters
in discontinuous conditions and boundary conditions. For the case b < 1/2,
parts of either one or two spectra can uniquely determine the potential and
a part of parameters.
Keywords: Sturm-Liouville operator; Discontinuous condition; Inverse spec-
tral problem; Mixed data
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1. Introduction
We consider the following Sturm-Liouville boundary value problem
− y′′(x) + q(x)y(x) = λy(x), 0 < x < 1, (1)
y′(0)− hy(0) = 0, y′(1) +Hy(1) = 0, (2)
with the discontinuous conditions
y
(
1
2
+0
)
=a1y
(
1
2
−0
)
, y′
(
1
2
+0
)
=a−11 y
′
(
1
2
−0
)
+a2y
(
1
2
−0
)
. (3)
Here λ is the spectral parameter, q(·), h,H, a1, a2 are real, q(·) ∈ L2[0, 1],
and a1 > 0. Denote the boundary value problem (1), (2) and (3) by B =
B(q, h,H, a1, a2).
The boundary value problems with a discontinuous point inside the in-
terval arise in mathematics, mechanics, radio electronics, geophysics, and
other fields of science and technology. Such problems are connected with
discontinuous material properties (see, for example, [2, 11, 14, 15]).
The problem B has been studied by many scholars (see [1, 7, 15, 23–
28, 30] and the references therein). In general, for recovering the potential
function on the whole interval and all parameters in discontinuity conditions
and boundary conditions, it is necessary to specify two spectra of the prob-
lem B with different boundary conditions (see [22, 30]). We are interested
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2in recovering the potential and all parameters in discontinuous conditions
and boundary conditions from parts of two spectra provided the potential
is known a priori on a subinterval. This is the so-called inverse spectral
problem with mixed given data, which has been considered by some schol-
ars (see, for example, [11, 23, 25]). Specifically, the authors of [23] assumed
that a1, a2 and H are given, and proved that if q(x) is known on [b, 1] with
b < 1/2, then less than one spectra can uniquely determine h and q(x)
on [0, b], and if b = 1/2 then it needs to specify the whole one spectra.
The paper [25] dealt with the inverse problem by using Gesztesy-Simon’s
method under the assumption that q(x) is known on more than half of the
whole interval, and gave a uniqueness theorem. We also note that inverse
problems with mixed given data for differential operators were studied by
many authors (see, for example, [3–6, 9, 10, 12, 13, 17–21, 23, 27–29]).
In this paper, we study the inverse spectral problems with mixed given
data for the problem B under the assumption that q(x) is known on [b, 1]
with b ∈ (0, 1]. The main method is partly based on ideas in [19, 20],
which require asymptotics of the eigenvalues and eigenfunctions, and some
techniques of complex analysis.
2. Main Results
Denote B∞ = B(q, h,∞, a1, a2), which means that y′(1) + Hy(1) = 0
is replaced by y(1) = 0 in (2). Note that the operators B and B∞ are
self-adjoint. Let Λ1 := {λn}n∈N0 and Λ2 := {µn}n∈N0 be the spectra of the
problems B and B∞, respectively, where N0 := N ∪ {0}. It is well known
that the sequence {λn}n∈N0 and {µn}n∈N0 satisfy the following asymptotics
[23, 26, 30] √
λn = nπ +
ω + (−1)nω1
nπ
+ o
(
1
n
)
, (4)
and
√
µn = γn +
ω0
nπ
+ o
(
1
n
)
, γn :=
(
n+
1
2
)
π + (−1)n arcsin a, (5)
respectively. Here
a =
a1 − a−11
a1 + a
−1
1
,
ω = ω0 +H, ω0 =
a2
a1 + a
−1
1
+
1
2
∫ 1
0
q(t)dt+ h,
ω1 =
a2
a1 + a
−1
1
+ a
[∫ 1
1
2
q(t)dt+H −
(
1
2
∫ 1
0
q(t)dt+ h
)]
.
(6)
3Denote x+ := max{x, 0} and for the given real sequence {xn}n∈N0 := A,
define a counting function
NA(r) := #{n ∈ N0 : xn ≤ r2, r > 0}.
Let Si (i = 1, 2) be the subsets of the spectral sets Λi, respectively. Assume
that the subscripts of the elements in S1 satisfy the condition (I): including
infinitely many even and odd numbers.
Now we state the main results of this article.
Theorem 1. Assume that q(x) is known a priori on a.e. [b, 1] with b ∈
[1
2
, 1], and S1 satisfies the condition (I). If the spectral subsets Si (i = 1, 2)
satisfy
(i) for some r0 > 0 and arbitrary r ≥ r0 there holds
NS1∪S2(r) ≥ σNΛ1∪Λ2(r)−m(r), σ > b, (7)
where m(r) = o(r) as r →∞; or
(ii) there exist positive constants σi such that∑
κ1,n∈S1, n≥0
(κ1,n − n2π2/σ21)+
n2
+
∑
κ2,n∈S2, n≥0
(κ2,n − γ2n/σ22)+
n2
<∞, σ1+σ2 = 2b, (8)
then S1 ∪ S2 uniquely determines q(x) a.e. on [0, b] and h,H, a1, a2.
Corollary 1. Assume that q(x) on [1
2
, 1], a1 and H are known a prior, then
Λ1 uniquely determines q(x) a.e. on [0,
1
2
], h and a2.
Remark 1. One may regularly choose sequences {λm1(n)}n∈N0 = S1 and
{µm2(n)}n∈N0 = S2 with mi(n) (i = 1, 2) satisfying
m1(n) =
n
σ1
(1 + ǫ1,n), m2(n) =
γn
σ2
(1 + ǫ2,n), ǫi,n → 0, n→∞. (9)
Note that the choice ( 9) is a particular case of that in Theorem 1, which
was used in some earlier works.
Remark 2. If H is given then the condition (I) in Theorem 1 can be re-
moved. In addition, one restricts h <∞ in Theorem 1, actually the method
used in this paper can also be applicable in the case h = ∞ (i.e., y(0) = 0
in ( 2)).
Remark 3. From the proofs of Theorem 1 and Corollary 1 one can find
that if b ∈ (0, 1
2
) the results in Theorem 1 also hold provided that a1, a2
and H are given. That is to say, if q(x) is known on [b, 1] with b ∈ (0, 1
2
),
a1, a2 and H are given, then q(x) and h can be uniquely determined by parts
of either one or two spectra which satisfy the same conditions as those in
Theorem 1.
Theorem 1 can be generalized to the case for parts of more than two
spectra. For convenience, denote H1 := H, H2 :=∞. For the fixed N ≥ 3,
4denote Bi := B(q, h,Hi, a1, a2), where Hi( 6= H) ∈ R and Hi 6= Hj if i 6= j.
Denote γi,n := nπ for i = 1, N \ {2} and γ2,n := γn, n ∈ N0.
Let Si (i = 1, N) be the subsets of the sets Λi, respectively, where Λi
denote the spectral sets of the problem Bi (i = 1, N). Denote S := ∪Ni=1Si
and Λ := ∪Ni=1Λi.
The generalization of Theorem 1 is as follows.
Theorem 2. Assume that q(x) is known a priori on a.e. [b, 1] with b ∈
[1
2
, 1], and Si (i = 1, N \ {2}) satisfy the condition (I). If the sets Si (i =
1, N) satisfy that
(i) for some r0 > 0 and arbitrary r ≥ r0 there holds
NS(r) ≥ σNΛ(r)−m(r), σ > 2b
N
,
where m(r) = o(r) as r →∞; or
(ii) there exist positive constants σi such that
N∑
i=1
∑
κi,n∈Si, n≥0
(κi,n − γ2i,n/σ2i )+
n2
<∞,
N∑
i=1
σi = 2b,
then S uniquely determines q(x) a.e. on [0, b] and h, Hi, a1, a2.
3. Preliminaries
In this section, we provide some preliminaries for proving the main results.
Together with the problem B we consider a boundary value problem B˜ =
B(q˜, h˜, H˜, a˜1, a˜2) of the same form but with different coefficients q˜, h˜, H˜, a˜1
and a˜2. We agree that if a certain symbol δ denotes an object related to B,
then δ˜ will denote an analogous object related to B˜.
Let us recall the product of eigenfunctions [11, 24]. Let y(x, λ) be the
solution of the equation (1) satisfying the initial conditions y(0) = 1, y′(0) =
h and the conditions (3). It is well known that y(x, λ) is an entire function
of λ of the order 1
2
. Let k =
√
λ, there exists a bounded function K(x, t)
such that
y(x, λ)y˜(x, λ) =
1
2
+
1
2
cos(2kx) +
1
2
∫ x
0
K(x, t) cos(2kt)dt (10)
for 0 ≤ x < 1
2
, and
y(x, λ)y˜(x, λ)= A1(λ) + A2 cos(2kx) + A3 cos 2k(x− 12)
+A4 cos 2k(x− 1) + 12
∫ x
0
K(x, t) cos(2kt)dt
(11)
5for 1
2
< x ≤ 1 and the given parameter a1, where
A1(λ) =
1
2a2
1
+
a2
1
−a−2
1
2
y(1
2
− 0, λ)y˜(1
2
− 0, λ),
A2 =
(a1+a
−1
1
)2
8
,
A3 =
a2
1
−a−2
1
4
,
A4 =
(a1−a−11 )2
8
.
Under the assumption a1 = a˜1, one can easily obtain from (3) that
(y˜′y−y˜y′)(1
2
+ 0, λ) = (y˜′y−y˜y′)(1
2
− 0, λ)+a1(a˜2−a2)(y˜y)
(
1
2
− 0, λ) . (12)
Let
√
λ = σ + iτ . Using the inequality | cos√λx| < e|τ |x, we obtain
|y(x, λ)y˜(x, λ)| ≤M1e2b|τ | (13)
for 0 ≤ x ≤ b ≤ 1
2
, and
|y(x, λ)y˜(x, λ)| ≤M1e|τ | + A2e2x|τ | + |A3|e(2x−1)|τ | + |A3|e|τ |
+|A4|e(2−2x)|τ | +M3e2x|τ |
≤M4e2b|τ |,
(14)
for 1
2
≤ x ≤ b ≤ 1, where Mi (i = 1, 4) are some positive constants.
Lemma 1. For b ∈ [0, 1] and Q(·) ∈ L2[0, b], if there are constants M5 and
M6 such that∫ b
0
Q(x)y(x, λ)y˜(x, λ)dx+M5y(
1
2
−0, λ)y˜(1
2
−0, λ)+M6 = 0, ∀λ ≥ 0, (15)
then Q(x) = 0 a.e. on [0, b], and M5 = M6 = 0.
Proof. The proof is partly from [28]. Firstly, we discuss the case b ∈ [0, 1
2
].
Substituting (10) into (15), we obtain that for all k ≥ 0,∫ b
0
Q(x) [1 + cos(2kx)] dx+
∫ b
0
Q(x)
[∫ x
0
K(x, t) cos(2kt)dt
]
dx
+M5
2
[1 + cos k +
∫ 1
2
0
K(1
2
− 0, t) cos(2kt)dt] +M6 = 0,
which can be rewritten as∫ b
0
Q(x)dx+
∫ b
0
cos(2kt)
[
Q(t) +
∫ b
t
Q(x)K(x, t)dx
]
dt
+M5
2
[1 + cos k +
∫ 1
2
0
K(1
2
− 0, t) cos(2kt)dt] +M6 = 0.
(16)
Letting k → +∞ in (16) and observing that the limit of cos k does’t exist
for k → +∞, and using Riemann-Lebesgue lemma we obtain that
M5 = 0,
∫ b
0
Q(x)dx+M6 = 0, (17)
and hence ∫ b
0
cos(2kt)
[
Q(t) +
∫ b
t
Q(x)K(x, t)dx
]
dt = 0.
6Since the function system {cos(2kt)}k≥0 is complete in L2[0, b], then
Q(t) +
∫ b
t
Q(x)K(x, t)dx = 0, 0 < t < b.
This equation is a homogeneous Volterra integral equation which has only
the zero solution. Thus Q(x) = 0 a.e. on [0, b], and M6 = 0 from Eq.(17).
Secondly, we consider the case b ∈ (1/2, 1]. Substituting (10) and (11)
into (15), we obtain, for all k ≥ 0,∫ 1
2
0
Q(x)[1 + cos(2kx) +
∫ x
0
K(x, t) cos(2kt)dt]dx
+
∫ b
1
2
Q(x)[2A2 cos(2kx) + 2A3 cos 2k(x− 12) + 2A4 cos 2k(x− 1)
+
∫ x
0
K(x, t) cos(2kt)dt]dx+ [2M5 + (a
2
1 − a−21 )
∫ b
1
2
Q(x)dx]
×y(1
2
− 0, λ)y˜(1
2
− 0, λ) + 2M6 + a−21
∫ b
1
2
Q(x)dx = 0.
(18)
Letting k → +∞ in (18) and observing that the limit of y(1
2
− 0, λ)y˜(1
2
−
0, λ) does’t exist for k → +∞, we see from Riemann-Lebesgue lemma that
∫ 1
2
0
Q(x)dx+ 2M6 + a
−2
1
∫ b
1
2
Q(x)dx = 0,
2M5 + (a
2
1 − a−21 )
∫ b
1
2
Q(x)dx = 0,
(19)
and hence∫ 1
2
0
Q(x)[cos(2kx) +
∫ x
0
K(x, t) cos(2kt)dt]dx
+
∫ b
1
2
Q(x)[2A2 cos(2kx) + 2A3 cos 2k(x− 12)
+2A4 cos 2k(x− 1) +
∫ x
0
K(x, t) cos(2kt)dt]dx = 0.
(20)
We will change variables to obtain an equation of the form∫ b
0
[
F (t) +
∫ b
t
K(x, t)Q(x)dx
]
cos(2kt)dt = 0,
which implies
F (t) +
∫ b
t
K(x, t)Q(x)dx = 0 for t ∈ (0, b), (21)
since the function system {cos(2kt)}k≥0 is complete in L2[0, b]. The form of
F (t) will alow us to conclude that Q(x) = 0 a.e. on [0, b]. If we can prove
it, then it follows from (19) that M5 = 0 and M6 = 0.
We first consider the terms with K(x, t) in (20). Since K(x, t) is bounded
on (x, t) ∈ [0, 1]×[0, 1] and Q(x) is integrable on [0, 1], by Fubini’s theorem∫ 1
2
0
Q(x)
∫ x
0
K(x, t) cos(2kt)dtdx+
∫ b
1
2
Q(x)
∫ x
0
K(x, t) cos(2kt)dtdx
=
∫ b
0
∫ b
t
K(x, t)Q(x)dx cos(2kt)dt.
(22)
7We next consider the remaining terms in (20). Specifically we have∫ 1
2
0
Q(x) cos(2kx)dx+
∫ b
1
2
2A2Q(x)cos(2kx)dx=
∫ b
0
Q̂(t) cos(2kt)dt, (23)
where
Q̂(t) =
{
Q(t) for t ∈ [0, 1
2
],
2A2Q(t) for t ∈ (12 , b],
∫ b
1
2
2A3Q(x) cos 2k(x− 12)dx =
∫ b− 1
2
0
2A3Q(t+
1
2
) cos(2kt)dt, (24)
and ∫ b
1
2
2A4Q(x) cos 2k(x− 1)dx =
∫ 1
2
1−b 2A4Q(1− t) cos(2kt)dt. (25)
Together with Eqs.(22)−(25), the form of F (t) in (21) is as follows.
If 1 ≥ b ≥ 3
4
,
F (t)=

Q(t) + 2A3Q(t +
1
2
), t ∈ [0, 1− b],
Q(t)+2A3Q(t+
1
2
)+2A4Q(1− t), t ∈ [1− b, b− 12 ],
Q(t) + 2A4Q(1− t), t ∈ [b− 12 , 12 ],
2A2Q(t), t ∈ [12 , b];
(26)
If 1
2
< b < 3
4
,
F (t)=

Q(t) + 2A3Q(t +
1
2
), t ∈ [0, b− 1
2
]
Q(t), t ∈ [b− 1
2
, 1− b]
Q(t) + 2A4Q(1− t), t ∈ [1− b, 12 ]
2A2Q(t), t ∈ [12 , b].
(27)
Now, we shall prove Q(x) = 0 a.e. on [0, b].
Here we only consider the case 1 ≥ b ≥ 3
4
, and the case 1
2
< b < 3
4
is
similar. From (21) and (26), we see that
2A2Q(t) +
∫ b
t
K(x, t)Q(x)dx = 0, t ∈ [1
2
, b].
Observe from (11) that A2 6= 0. Thus, this is a homogeneous Volterra
integral equation, then Q(t) = 0 a.e. on [1
2
, b].
When t ∈ [b− 1
2
, 1
2
], then 1− t ∈ [1
2
, 3
2
− b], so Q(1− t) = 0 for almost all
t ∈ [b− 1
2
, 1
2
]. This implies, from (21) and (26), that
Q(t) +
∫ 1
2
t
K(x, t)Q(x)dx = 0, t ∈ [b− 1
2
, 1
2
],
which implies Q(t) = 0 a.e. on [b− 1
2
, 1
2
].
8When t ∈ [1− b, b− 1
2
], it follows t+ 1
2
, 1− t ∈ [3
2
− b, b] ⊂ [b− 1
2
, b], thus,
Q(1− t) = Q(t+ 1
2
) = 0 for almost all t ∈ [1− b, b− 1
2
]. This implies, from
(21) and (26), that
Q(t) +
∫ b− 1
2
t
K(x, t)Q(x)dx = 0, t ∈ [1− b, b− 1
2
],
which implies Q(t) = 0 a.e. on [1− b, b− 1
2
].
When t ∈ [0, 1− b], it follows t+ 1
2
∈ [1
2
, 3
2
− b], so Q(t+ 1
2
) = 0 for almost
all t ∈ [0, 1− b]. It follows from (21) and (26) that
Q(t) +
∫ 1−b
t
K(x, t)Q(x)dx = 0, t ∈ [0, 1− b],
which implies Q(t) = 0 a.e. on [0, 1− b].
Therefore, in the case 1 ≥ b ≥ 3
4
, Q(x) = 0 a.e. on [0, b]. In the case
1
2
< b < 3
4
, the proof is similar. Consequently, Q(x) = 0 a.e. on [0, b] for
b ∈ (1
2
, 1]. The proof is complete. 
In order to prove the main results, we also need the following two lemmas.
One can find them in [10, 16].
Lemma 2. Assume that E(λ) is an entire function of order less than one.
If lim
|t|→∞,t∈R
E(it) = 0, then E(λ) ≡ 0 on the whole complex plane.
Lemma 3. For any entire function g(k) 6≡ 0 of exponential type, the fol-
lowing inequality holds,
lim
r→∞
n(r)
r
≤ 1
2π
∫ 2pi
0
hg(θ)dθ,
where n(r) is the number of zeros of g(k) in the disk |k| ≤ r and hg(θ) :=
lim
r→∞
ln |g(reiθ)|
r
with k = reiθ.
4. Proofs
This section provides the proofs of Theorem 1 and Corollary 1. The proof
of Theorem 2 is similar to that of Theorem 1, thus we omit it.
Proof of Theorem 1. We consider two boundary value problems: one is the
problem B(q, h,H, a1, a2) and the other is B(q˜, h˜, H˜, a˜1, a˜2), which produces
the same data as in Theorem 1. Now under the corresponding assumptions
in Theorem 1, we try to prove B(q, h,H, a1, a2) = B(q˜, h˜, H˜, a˜1, a˜2).
Firstly, from the assumptions of Theorem 1 and the formulas (4)−(6),
one can easily obtain that a1 = a˜1 and H = H˜ .
9(i) Recall λ = k2 and b ∈ [1
2
, 1], and denote
g(k) :=
∫ b
0
[q˜(x)− q(x)]y(x, λ)y˜(x, λ)dx+ (h˜− h)
+ a1(a˜2 − a2)y(12 − 0, λ)y˜(12 − 0, λ).
(28)
Since q(x) = q˜(x) a.e. on [b, 1] then
g(k) =
∫ 1
0
[q˜(x)− q(x)]y(x, λ)y˜(x, λ)dx+ (h˜− h)
+ a1(a˜2 − a2)y(12 − 0, λ)y˜(12 − 0, λ).
Note that for fixed λ there holds∫ 1
0
[q˜(x)− q(x)]y(x, λ)y˜(x, λ)dx =(y˜′y − y˜y′)(x, λ)|
1
2
−0
0
+ (y˜′y − y˜y′)(x, λ)|11
2
+0
,
together with (12) and the initial values of y(x, λ) and y˜(x, λ) at x = 0, we
can transform (28) into
g(k) = (y˜′y − y˜y′)(1, λ). (29)
It follows from (2) and (29) with H = H˜ that
g(k) = 0 at k = ±√κn for κn ∈ S1 ∪ S2. (30)
From (13), (14) and (28), we see that g(k) is an entire function of k of
exponential type ≤ 2b, and satisfies
|g(k)| ≤ C0e2b|Imk| (31)
for some positive constant C0. Since |Imk| = r| sin θ|, where k = reiθ, it
follows from (31) that
hg(θ) := lim
r→∞
ln |g(reiθ)|
r
≤ 2b| sin θ|,
which implies
1
2π
∫ 2pi
0
hg(θ)dθ ≤ 2b
2π
∫ 2pi
0
| sin θ|dθ = 4b
π
. (32)
On the other hand, recalling the definitions of the functions NΛi(r) (i =
1, 2), and using (4) and (5), one gets
NΛi(r) =
r
π
[1 + o(1)], r →∞, i = 1, 2. (33)
Let n(r) be the number of zeros of g(k) in the disk |k| ≤ r, then using (7)
and (33) one obtains
n(r) ≥ 2NS1∪S2(r) ≥
4σr
π
[1 + o(1)], r →∞. (34)
10
Using Lemma 3, together with (32) and (34), we obtain σ ≤ b if the entire
function g(k) 6≡ 0. However, now σ > b, which implies that g(k) ≡ 0 on the
whole complex plane. Therefore, it follows from Lemma 1 that q(x) = q˜(x)
a.e. on [0, b], a2 = a˜2 and h = h˜.
(ii) Recall {κi,n}n∈N0 = Si, i = 1, 2. Define
G(λ) := g(k), Φ(λ) :=
∞∏
n=0
(
1− λ
κ1,n
)(
1− λ
κ2,n
)
, E(λ) :=
G(λ)
Φ(λ)
. (35)
Note that when κ1,n = 0 or κ2,n = 0 the expression Φ(λ) requires a minor
modification. From (10), (11) and (28), we know that G(λ) is an entire
function of λ of order at most 1
2
. We shall show that the function Φ(λ) is
also an entire function of order at most 1
2
. If it is true, then it follows from
(30) that E(λ) is an entire function of λ of order at most 1
2
.
By virtue of (4) and (5), we have
1
κi,n
= O
(
1
n2
)
, i = 1, 2, n→∞, (36)
which implies that the series
∞∑
n=0
(∣∣∣∣ λκ1,n
∣∣∣∣+ ∣∣∣∣ λκ2,n
∣∣∣∣)
converges uniformly on bounded subsets of C. Therefore, the infinite prod-
uct Φ(λ) in (35) converges to an entire function of λ, whose roots are exactly
κ1,n and κ2,n, n ∈ N. Denote
ρΦ := inf
{
p :
∞∑
n=0
(
1
|κ1,n|p +
1
|κ2,n|p
)
<∞
}
,
which is called convergence exponent of zeros of the canonical product of Φ
in (35). Clearly, ρΦ ≤ 12 by the estimates (36). Since the order of canonical
product of an entire function is equal to its convergence exponent of zeros
(see [16, p.16]), thus we conclude that the order of canonical product of Φ
is at most 1
2
. By Hadamard’s factorization theorem, the infinite product in
(35) is the canonical product of the function Φ(λ), and so the order of Φ is
at most 1
2
.
From Lemma 2, we know that it is sufficient to show that
lim
|t|→∞,t∈R
E(it) = 0. (37)
Denote
αn :=
n2π2
σ21
, βn :=
γ2n
σ22
, n ∈ N0, (38)
11
and
Φ0(λ) : = σ
−1
1
√
λ sin(σ1
√
λ)[cos(σ2
√
λ) + a]
= (1 + a)λ
∞∏
n=1
(
1− λ
αn
) ∞∏
n=0
(
1− λ
βn
)
.
(39)
Recalling the well known inequalities [8, 31], for sufficiently large real t and
some positive constant M independent of t, there hold
| sin(σ1
√
it)| ≥Meσ1|Im
√
it|, | cos(σ2
√
it)| ≥Meσ2|Im
√
it|. (40)
Indeed, one can choose
M = min
{
inf
|t|>1
e−σ1|Im
√
it|| sin(σ1
√
it)|, inf
|t|>1
e−σ2|Im
√
it|| cos(σ2
√
it)|
}
.
Thus, for sufficiently large real t,
|Φ0(it)| ≥ C1
√
|t|e(σ1+σ2)|Im
√
it| = C1
√
|t|e2b|Im
√
it|. (41)
Here C1 and the following C2, C3, C4 are all some positive constants inde-
pendent of t. Together with (31), (35), (39) and (41), we have
|E(it)|=
∣∣∣∣ G(it)Φ0(it)
∣∣∣∣ ∣∣∣∣Φ0(it)Φ(it)
∣∣∣∣ ≤ C2 e2b|Im
√
it|√|t| 1e2b|Im√it|
∞∏
n=1
∣∣∣∣∣ 1−
it
αn
1− it
κ1,n
∣∣∣∣∣
∣∣∣∣∣ 1−
it
βn
1− it
κ2,n
∣∣∣∣∣
=
C2√|t|
∞∏
n=1
∣∣∣∣∣∣ 1 +
t2
α2n
1 + t
2
κ2
1,n
∣∣∣∣∣∣
∣∣∣∣∣∣ 1 +
t2
β2n
1 + t
2
κ2
2,n
∣∣∣∣∣∣
1/2 .
(42)
Using the inequalities
1 + c
1 + d
≤ c
d
if c ≥ d ≥ 0; 1 + c
1 + d
≤ 1 if d ≥ c ≥ 0,
and noting that #{n : κ1,n < 0 or κ2,n < 0} <∞, we have
|E(it)| ≤ C3√|t| ∏κ1,n≥αn
κ1,n
αn
∏
κ2,n≥βn
κ2,n
βn
≤ C3√|t|
∞∏
n=0
[
1 +
(κ1,n − αn)+
αn
] ∞∏
n=0
[
1 +
(κ2,n − βn)+
βn
]
.
(43)
It follows from (8) and (38) that for sufficiently large |t|,
|E(it)| ≤ C4√|t| .
This implies that the assertion (37) holds. We have finished the proof. 
12
Proof of Corollary 1. We agree that σ2 = 0 means that S2 = ∅. Let b = 12
in (28), and set σ1 = 1, σ2 = 0, a1 = a˜1 and H = H˜ in the part (ii) of the
proof in Theorem 1 to obtain the result: q(x) = q˜(x) a.e. on [0, 1
2
], a2 = a˜2
and h = h˜. 
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