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Abstract
Complexity has been a recurrent research topic in cellular automata
because they represent systems where complex behaviors emerge from
simple local interactions. A significant amount of previous research has
been conducted proposing instances of complex cellular automata; how-
ever, most of the proposed methods are based on a careful search or a
meticulous construction of evolution rules.
This paper presents the emergence of complex behaviors based on re-
versible cellular automata. In particular, this paper shows that reversible
cellular automata represent an adequate framework to obtain complex
behaviors adding only new random states.
Experimental results show that complexity can be obtained from re-
versible cellular automata appending a proportion of about two times
more states at random than the original number of states in the reversible
automaton. Thus, it is possible to obtain complex cellular automata with
dozens of states. Complexity appears to be commonly obtained from
reversible cellular automata, and using other operations such as permu-
tations of states or row and column permutations in the evolution rule.
The relevance of this paper is to present that reversibility can be a useful
structure to implement complex behaviors in cellular automata.
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1 Introduction
Reversible cellular automata (RCAs) have received much attention in the last
years due to their information conserving property, which offers a framework to
analyze interesting dynamics. An RCA is defined by two evolution rules which
are reversible each other yielding an invertible global dynamics. RCAs have
many possible uses to implement and analyze universal systems, expansiveness
or conservation laws [24] [30] [33]. However, up to our knowledge, they have
not been applied to provide a systematic method to obtain complex cellular
automata.
Rule 110 is a classic example of a complex cellular automaton; the evolution
rule can generate mobile particles (called self-localizations or gliders as well) in
a periodic background. Thus, one way to obtain complexity is to define evolu-
tion rules producing periodic backgrounds and the interaction of particles [12].
Wolfram presented the best-known reference presenting a classification of com-
plexity in elementary cellular automata in [45]. Since this seminal paper, other
classifications were proposed; for instance, using the complexity of languages,
equicontinuity and attractors [25]. Previous works have introduced instances of
complex cellular automata with different characteristics (dimension, number of
states, neighborhood size, and topology). However, most of these methods are
based on a careful search or construction of evolution rules, and little attention
has been paid to the systematic use of RCAs for this purpose.
The present paper presents the application of RCAs for obtaining complexity
in cellular automata. The desired behavior is achieved adding random states to
the original reversible evolution rule, other operations conserving reversibility
such as permutation of states and positions in the evolution rule are also in-
vestigated. This process can generate extended cellular automata with periodic
backgrounds and interacting particles.
2 Related work
Much research in recent years has focused on the study of complexity in cellular
automata. Theoretical studies include the use of several techniques to detect
and classify complexity in cellular automata. For instance, tools from sym-
bolic dynamics such as shift equivalence [40], subshifts of finite type [10] and
topological entropy [49] [47] [19] [35]. Other techniques have also proposed, in
particular, decision algorithms [2], measuring their ability to store and process
information by particles [50] and probability of words [4].
Chaotic dynamical behaviors in the sense of topological entropy are consid-
ered in [6] for invertible one-dimensional linear cellular automata with several
states. This work implies that, depending on the selected measurement, re-
versible cellular automata can generate interesting dynamical behaviors.
Some of the current applications of complex cellular automata are devoted
to simulate universal structures [18], emulate systems engineering with differ-
ent levels of complexity [34] and model various cooperative strategies for the
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generation of new knowledge [22].
A primary current focus of research is how to utilize different types of cel-
lular automata to yield complexity; for instance, polynomial cellular automata
[44], majority rules [17], Turing-universal cellular automata with prime and
composite rules [38] and cellular automata with evolution rules defined with
Kolmogorov complexity [36]. A related work employed infinite Petri nets to
simulate the elementary cellular automaton Rule 110 [48].
Given the relevance of complexity in cellular automata, some different tech-
niques and approaches have been employed to study and characterize complex-
ity. Hanson and Crutchfield propose domain filters to locate and classify parti-
cles in elementary cellular automaton rule 54 [20]. The study of complex cellular
automata as a tilling problem has been applied for the analysis and extension
of topological properties in several dimensions [11]. The asymptotic behavior
of cellular automata in higher dimension according to a Bernoulli probability
measure is studied in [9], showing that cellular automata have the same variety
and complexity of conventional Turing machines when self-organization emerges
from random configurations. The limit behavior of cellular automata in an in-
finite time evolution is computed and classified by an automatic method based
on finite automata and regular expressions in [8] and [39]. About techniques to
identify particles directly in a periodic background, the Z-parameter has also
been employed to find gliders in cellular automata [46]; other techniques also
include adding memory to the evolution rule [27], the use of genetic algorithms
[7] [42] and the application of de Bruijn diagrams [31] [28] [29].
Entropy and density of states are common measurements used to detect
complex dynamics in cellular automata, due to these are easily defined and low
time-consuming to be calculated.
Shannon entropy complemented with Kolmogorov complexity has been em-
ployed to quantify the structural characteristics, in two-dimensional multi-state
cellular automata [23] and periodic Coven cellular automata in [26]. The entropy
of fractal type cellular automata is utilized in [16]. An extension of Lempel-Ziv
complexity measure to estimate the entropy density from random configura-
tions has been addressed in [13]. The entropy of the stochastic Fukui-Ishibashi
traffic model was resolved in [41] obtaining exact analytical solutions. Entropy
variations are measured in [3] to propose an information-based classification.
Entropy is compared with the local structure theory to characterize density
for elementary cellular automata in [14], illustrating the case of rule 26. A
mean-field approximation for density has been investigated in [32] using ele-
mentary cellular automata in nonoverlapping generations both with crowded
and dispersal neighborhoods. Mean-field approximation of density and Monte
Carlo simulations were employed in probabilistic cellular automata to prove
that they converge to a specific measure [37]. Second-order phase transition in
asynchronous cellular automata has been analyzed in [15] using local structure
theory of density to predict a qualitative change from an active phase into a sta-
tionary state with fluctuations. In [1] density in elementary cellular automata
has been employed to find particles and complex behaviors. In [43] density in
elementary cellular automata has been used to define interpolation surfaces and
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classify periodic, chaotic and complex behaviors.
These articles confirm that entropy and density are currently applied in
recent works for analyzing complexity. Therefore this paper uses these tools to
detect complex cellular automata.
3 Definition of Cellular Automata
A one-dimensional cellular automaton A is an array of cells whose dynamics
is locally defined by a finite set of states S and mapping (or evolution rule)
ϕ : Sm → S, where m is the neighborhood size of A. Thus, a cellular automaton
can be described as a tuple A = {S,m,ϕ}.
A global state (or configuration) of A is specified by c : Z → S which
assigns to every cell a state of S. Every cell ci has associated a neighborhood
vector Ni = {i, n1 . . . nm−1} with m relative positions (including i) specifying
the neighbors of ci. The evolution rule is applied over every cNi to obtain
the new state of ci and a new configuration c
′. In this investigation, periodic
boundary conditions are considered in the numerical simulations.
Definition of the evolution rule can be extended for sequences of states larger
than the neighborhood size m. For an integer m′ > m and each sequence
w ∈ Sm′ , the evolution rule ϕ can be applied over every complete neighborhood
of w. Notice that there are m′ −m + 1 overlapping neighborhoods in w, then
ϕ(w) = w′ ∈ Sm′−m+1. Thus, ϕ : Sm′ → Sm′−m+1.
This feature can be used to simulate the original cellular automaton with
another of neighborhood size 2 and a larger number of states. If we take se-
quences of length m′ = 2m − 2, then the evolution rule can be applied as
ϕ : Sm
′ → Sm−1; this means that ϕ yields a mapping from two blocks of length
m − 1 into one block of the same size. Taking now a new set of states K such
that |K| = |Sm−1| and there is a bijection from K to Sm−1, then local dynamics
of ϕ can be simulated by an analogous evolution rule ϕ′ : K2 → K.
This simulation shows that every one-dimensional cellular automaton A =
{S,m,ϕ} can be simulated by another A′ = {K, 2, ϕ′}, and we only have to
study cellular automata of neighborhood size 2 to understand the other cases.
In this case, the evolution rule ϕ can be represented by a matrix M where
rows and columns are states in S and for every a, b ∈ S, M(a, b) = ϕ(ab).
4 Parameters to classify complex cellular au-
tomata
Rule 110 is composed of 2 states and neighborhood size 3; the evolution table
is defined by the binary representation of 110 as follows:
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0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 1
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 0
Blocks of 4 cells evolve into blocks of 2 states; for instance, the block 0000
evolves into 00, 0001 into 01 and so on. Every block of two states can be iden-
tified with a number from 1 to 4. Hence Rule 110 can be represented with
another cellular automaton of 4 states and neighborhood size 2. The corre-
sponding evolution rule is illustrated by a table M where the row and column
indexes are neighbors, and every entry is the evolution of every neighborhood.
In the following, every evolution rule ϕ is represented by Mϕ.
M110 =
1 2 3 4
1 1 2 4 4
2 3 4 4 3
3 1 2 4 4
4 3 4 2 1
(1)
Evolution examples of this rule are presented in Fig. 1. Part (A) shows the
evolution from a random initial configuration with 200 cells and 400 genera-
tions. (B) starts from a unique, different state in the initial configuration. (C)
shows the evolution from a random initial configuration with 400 cells and 800
generations. (D) starts from a unique, different state in the initial configuration
with the same number of cells and generations. In all these examples, it is clear
the interaction of particles in a periodic background after a few generations.
This paper proposes the following parameters to characterize complexity in
cellular automata. These criteria have been selected because they can be easily
calculated in computational experiments. These parameters are:
1. Diversity degree of every state as row and column in Mϕ.
2. Average of experimental density for every state measured in a number of
generations.
3. Average of experimental entropy calculated in a number of generations.
In Mϕ, the diversity degree of every row is measured with the number of
different states and the repetitions of each state in the row. For every row i in
the evolution rule Mϕ, let Ui ⊆ S be the set of states in row i and let Fi be a
vector indicating the number of times that every state s ∈ Ui appears in row i.
This value is indicated by Fi(s).
The diversity of row i (Di) is calculated as:
5
(A) (B) (C) (D)
Figure 1: Evolutions of Rule 110 simulated with 4 states.
Di =
∑
s∈Ui
(
1
|S|
)Fi(s)
(2)
If a row i has states with high frequencies, these appear many times at
row i, and they have a pondered value close to 0. On the contrary, if row i
has many states with few repetitions, they have low frequencies and pondered
values close to (1/|S|). Rows with D values close to 1 generate an extensive
range of states, and rows with D values close to 0 produce a low diversity of
states. This parameter is applied analogously to the columns of Mϕ. Thus, we
have a measure for the diversity of states produced by every state (as a row or
column) of Mϕ. In complex cellular automata, we are going to look for evolution
rules with a mixture of states with high and low diversity degrees, which can be
used to produce particles evolving in a periodic background.
Another parameter used to characterize complexity is the average density of
states measured during the evolution of a cellular automaton in various com-
putational experiments. In particular, states defining a periodic background
have a specific density and states delimiting particles have a different partic-
ular density. This mixture of non-trivial densities is used to identify complex
behaviors.
The last parameter employed to determine complexity is the information
entropy, measured for each state i ∈ S in every configuration cj during the
evolution of a cellular automaton. Let |cj | be the number of cells in configuration
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cj and let r(i, cj) be the number of cells with state i in cj . The entropy Ecj of
configuration cj is calculated following Eq. 3.
Ecj = −
∑
i∈S
(
r(i, cj)
|cj |
)
log2
(
r(i, cj)
|cj |
)
(3)
This paper employs the average of information entropy evaluated in some
computational experiments. Complex cellular automata have an asymptotic
(not fixed or periodic) entropy behavior, indicating the average of bits needed
to keep the information of every cell in each configuration.
Figure 2 shows histograms to classify the diversity degrees of rows and
columns in M110 (parts (A) and (B)), experimental densities and entropy of
Rule 110. Histograms depict that rows have more diversity than columns, this
unbalance means that states as left neighbors may evolve in states different when
they act as right neighbors. This feature allows the automaton to produce a
mixture of constructions generating a complex behavior.
(A) (B)
(C) (D)
Figure 2: Properties of Rule 110 (diversity of row and column states, experi-
mental densities and entropy).
Experimental densities (part C) have been calculated taking the average of 10
samples with 200 cells and 200 generations from random initial configurations.
These densities are well differentiated in two groups, showing that state 4 is more
common than the others due to the reproduction of a periodic background and
the propagation of particles.
Finally, entropy (part D) has been calculated taking the average of every
configuration in 10 samples with 200 cells and 200 generations as well. In this
case, entropy is around to 1.93, but it is not stationary. This value indicates
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the interaction of particles in a periodic background, inducing a minimum but
perceptible change in the dynamics of entropy in the automaton.
5 Reversible cellular automata
Reversible cellular automata (RCAs) are a particular type of systems where
global information is conserved during the temporal dynamics. An RCA A has
an evolution rule ϕ such that there exists another inverse rule ϕ−1 (perhaps
with a different neighborhood size) inducing an invertible global mapping. It
is clear that ϕ and ϕ−1 can be simulated simultaneously by evolution rules
with neighborhood size 2 [5]. Therefore, this paper only analyzes RCAs with a
neighborhood size of 2 in both rules. RCAs have been widely studied since the
seminal article by Hedlund [21]. The local properties of an RCA A with both
invertible rules with neighborhood size 2 can be resumed as:
• Every sequence w ∈ S∗ has |S| preimages.
• For m >= 2, the preimages of every w ∈ Sm have a set Lw of initial states
with |Lw| = L, a common central part and a set Rw of final states with
|Rw| = R, such that LR = |S|.
• For each distinct w,w′ ∈ Sm, it is fulfilled that |Lw| = |L′w| = L, |Rw| =
|R′w| = R, |Lw ∩Rw′ | = 1 and |Rw ∩ Lw′ | = 1.
Values L and R are known as the Welch indices of A. These properties have
been used in [5] to propose an algorithm to generate random RCAs, specifying
the numbers of states and one of the Welch indices. This algorithm has been
used in the experimental results of this paper to create complexity from RCAs.
The evolution rule in Eq. 1 can be obtained from a reversible cellular au-
tomaton of two states and Welch index L = 2, as shown in Fig. 3-(A).
Evolutions in Fig. 3 have 200 cells and 200 generations. The reversible
automaton in (A) is just a right shift; more states can be added at random to
obtain a new automaton with the dynamics in (B), where the shift behavior
is conserved by states 2 and 3. Part (C) in the figure is obtained permuting
states 2 and 3; in this evolution, we can notice the production of particles in a
periodic background. Part (D) in the figure is produced by applying the same
permutation (23) of rows and columns. In this way, the last evolution shows
the complexity equivalent to Rule 110. This emergence of complex behavior
is also illustrated with the histograms of state diversity, densities, and entropy
calculated in numerical experiments with 10 samples.
6 Complex cellular automata from reversible spec-
imens
In our definition of complexity, we are looking for automata where there is a
set of particles interacting in a periodic background. The idea of this work
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(A) (B) (C) (D)
Figure 3: Transition from a reversible cellular automaton of two states to a
complex cellular automaton by adding random states and permutations. State
diversity, densities, and entropy are also depicted.
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is to use RCAs as a framework to establish a periodic background and then
add additional states at random to obtain complexity. The process consists of
generating an initial RCA with k states with the algorithm presented in [5].
This algorithm can yield RCAs with dozens of states. After the RCA has been
generated, an extended evolution rule is defined with n additional states. The
new neighborhoods are outlined at random with uniform probability, using the
whole set of k + n states. This process is illustrated in Fig. 4, a RCA with k
states is defined in part (A); after that, n extra states are added in part (B)
and the new neighborhoods are specified at random taking the k + n states.
M' =
0B@ m1,1 · · · m1,k... ...
mk,1 · · · mk,k
1CA ) M'0 =
0BBBBBBBBBB@
m1,1 · · · m1,k a1,k+1 · · · a1,k+n
...
...
...
...
mk,1 · · · mk,k ak,k+1 · · · ak,k+n
ak+1,1 · · · ak+1,k ak+1,k+1 · · · ak+1,k+n
...
...
...
...
ak+n,1 · · · ak+n,k ak+n,k+1 · · · ak+n,k+n
1CCCCCCCCCCA
(A) (B)
Figure 4: Extending an RCA to establish a complex cellular automata.
Figure 5 presents an instance of this process; first a trivial RCA with 6 states
and Welch index L = 1 (a right shift) is defined (part (A)); we can notice that all
states have the same diversity measure classified in histograms below the tem-
poral evolution sample of 200 cells and 200 generations. Experimental densities
below histograms are conserved during the whole evolution, as we can expect
from an RCA. Finally, the experimental entropy shows that the information is
uniformly conserved during the dynamical behavior of the automaton.
Random states were added to the evolution rule to obtain a cellular au-
tomaton with 12 states (part(B)), temporal evolution presents the rise of some
particle-like structures, but the periodic background is still too dominant. His-
tograms present more diversity in the evolution of every state, but experimental
densities are still too close, and entropy is around 3 with small deviation as
the automaton evolves. When 18 states are considered (12 random additional
states in part (C)), we have a mixture of particles interacting in a periodic
background. Histograms show more state diversity; as rows, average diversity
is predominant and as columns low and average diversity are similar. Densities
can be well classified in three groups, indicating that some states are more fa-
miliar to define the periodic background, and other states are used only in the
particle formation. Entropy has a more interesting behavior, centered around
3.75 with small fluctuations close to 0.05 at both directions.
Last part of Fig. 5 displays the case when 18 additional random states
were considered. Histograms tend to average and high diversities, densities are
almost merged indicating that states are almost equiprobable, and entropy is
more unstable around 4.33, and with a deviation close to 0.4, this indicates that
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(A) (B) (C) (D)
Figure 5: Obtaining complex behaviors from an RCA with 6 states and Welch
index L = 1.
a chaotic behavior has been reached.
Computational experiments indicate that it is more common to obtain com-
plexity when additional random states are considered approximately a propor-
tion of 1 : 2; that is, k states defining the RCA and around 2k random states
completing the evolution rule. This proportion yields a mixture between the
emergence of states in the original RCA which act in the specification of a pe-
riodic background, and additional states producing particles interacting in this
environment.
A set of experiments has been done to observe the rate of complex behaviors
obtained when RCAs are expanded at random. Table 1 shows different cases
of RCAs with distinct Welch indices. The first row shows the different cases
(k, k + n) where k is the number of states defining an RCA, and k + n is the
total number of states in the final automaton. For every case, 100 different
evolution rules were generated and analyzed using diversity in the evolution
rule, the density of states and entropy, to obtain a percentage of complex rules
obtained with this process. These experiments have been defined with 400 cells
and 800 evolutions to facilitate the computational study.
There are blanks in Table 1 because not every Welch index divides the
number of states of each RCA. This table shows that complex behaviors are not
strange even when more states are considered, but complexity is more difficult
to be obtained when higher values of Welch indices are considered.
Figures 6, 7 and 8 present examples of some complex cellular automata
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Size (6, 18) (7, 21) (16, 48) (18, 54) (19, 57)
L = 1 22% 15% 21% 20% 20%
L = 2 13% 17% 12%
L = 3 8%
L = 4 13%
Table 1: Percentage of complex rules obtained from different RCAs.
generated from RCAs. All cases have 800 cells and 1600 generations. Every
example has two evolutions, one generated from a random configuration, and
another from a fixed state. Histograms classifying the diversity of states are also
depicted, and the average of state density and entropy are displayed as well.
Figure 6: Complex cellular automaton of 28 states from an RCA with 9 states
and Welch index L = 3.
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Figure 6 shows a complex cellular automaton with 28 states generated from
a RCA with 9 states and Welch index L = 3. There is a mixture in the diversity
of states as rows or columns in the evolution rule. Densities describe 3 groups of
different values and the entropy is asymptotically decreasing with fluctuations.
Figure 7: Complex cellular automaton of 63 states from an RCA with 20 states
and Welch index L = 2.
Figure 7 illustrates a complex cellular automaton with 63 states generated
from a RCA with 20 states and Welch index L = 2. Again, there is a combina-
tion in the histograms depicting the diversity of states. Densities are grouped
in 3 groups, and the entropy is asymptotically decreasing as well.
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Figure 8: Complex cellular automaton of 100 states from an RCA with 30 states
and Welch index L = 3.
Figure 8 presents a complex cellular automaton with 100 states generated
from a RCA with 30 states and Welch index L = 3. Histograms have a mixture
of diversity, and now densities are grouped in 2 classes, entropy is asymptotically
decreasing with fluctuations.
In the previous experiments, a concrete value for entropy has not been char-
acterized when complexity is generated. However, these experiments show that
entropy is close and always below log(k + n) to obtain complex behaviors.
7 Variation of the reversible part by permuta-
tions
The algorithm used in this paper is characterized to produce reversible automata
with quiescent states; that is, for the reversible evolution rule ϕ generated by
the algorithm, the matrix Mϕ fulfills that every diagonal element Mϕ(i, i) = i.
There are transformations over Mϕ which conserve reversibility; in particular,
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the effect of permutation of states and permutation of row and columns are
illustrated in this paper.
For a RCA of k states with evolution rule ϕ represented by Mϕ, and a
permutation pi : {1 . . . k} → {1 . . . k}, a permutation of states over Mϕ defines a
new RCA with rule ϕ′ such that Mϕ′(i, j) = pi(Mϕ(i, j)) for 1 ≤ i ≤ j ≤ k. In
a similar way, a permutation of rows and columns over Mϕ defines a new RCA
with rule ϕ′ such that Mϕ′(pi(i), pi(j)) = Mϕ(i, j).
Figures 9 and 10 are instances of some complex cellular automata generated
from RCAs with left Welch index L = 1. These cases have 800 cells and 800
generations. Figure 9 shows some cellular automata with 70 states generated
from a RCA with 20 states and Welch index L = 1. Part (A) is the original RCA
with quiescent states, part (B) shows a modification obtained by a permutation
of states. Part (C) depicts another change using a permutation of rows and
columns, and part (D) has been obtained applying both types of permutations
at the same time. The original automaton is almost dominated by chaotic
behavior; only some isolated parts are visible with a periodic structure derived
from the RCA. However, when a state permutation is applied over the reversible
part, the dynamical behavior is closer to complexity. The same is observed
in (C) and (D). Figure 10 illustrates some cellular automata with 135 states
generated from a RCA with 40 states and Welch index L = 1. Part (A) is
based on the original RCA, part (B) uses a permutation of states, part (C)
applies a permutation of rows and columns, and part (D) is a mixture of both
permutations.
These examples demonstrate that complexity can be obtained even when
dozens of states are considered, as long as some of the states determine a sta-
ble dynamical structure; in the previous cases, reversibility brings an adequate
framework to define particles in a periodic background. Meanwhile, the original
RCAs are close to chaos, permutations in states, rows, and columns provide a
stronger structure to the reversible part, provoking a more complex dynamical
behavior.
15
(A) (B)
(C) (D)
Figure 9: Complex cellular automata of 70 states generated from an RCA with
20 states, Welch index L = 1 and applying permutation of states and permuta-
tions of rows and columns.
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(A) (B)
(C) (D)
Figure 10: Complex cellular automata of 135 states generated from an RCA
with 40 states, Welch index L = 1 and applying permutation of states and
permutations of rows and columns.
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The previous examples are constructed with RCAs having a unitary Welch
index. It is interesting to investigate if the same dynamical behavior can be ob-
tained with RCAs with nonunitary Welch indices. Figures 11, 12 and 13 present
instances of complex cellular automata generated from RCAs with nonunitary
Welch indices.
(A) (B)
(C) (D)
Figure 11: Complex cellular automata of 40 states generated from an RCA
with 12 states, Welch index L = 2 and applying permutation of states and
permutations of rows and columns.
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(A) (B)
(C) (D)
Figure 12: Complex cellular automata of 40 states generated from an RCA
with 12 states, Welch index L = 3 and applying permutation of states and
permutations of rows and columns.
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(A) (B)
(C) (D)
Figure 13: Complex cellular automata of 51 states generated from an RCA
with 15 states, Welch index L = 3 and applying permutation of states and
permutations of rows and columns.
The previous figures depict cellular automata with 40 and 51 states produced
from an RCA with 12 and 15 states and Welch indices L = 2 and L = 3. Part
(A) is the original RCA with quiescent states and dynamical behavior closer
to chaos, part (B) shows a modification obtained by a permutation of states.
Part (C) presents a permutation of rows and columns, and part (D) has been
obtained with both types of permutations. Again, when some permutation is
applied over the reversible part, the dynamical behavior is closer to complexity,
with particles interacting in a periodic background.
8 Discussion
Experimental results demonstrate that a proportion close to (3, 1) (number of
states, number of reversible ones) is adequate to obtain complex behaviors from
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k+n=18, k=6, L=2 k+n=23, k=7, L=1 k+n=24, k=8, L=2 k+n=31, k=9, L=3 k+n=33, k=10, L=2
k+n=36, k=11, L=1 k+n=40, k=12, L=3 k+n=45, k=13, L=1 k+n=47, k=14, L=2 k+n=48, k=15, L=3
k+n=52, k=16, L=4 k+n=55, k=17, L=1 k+n=59, k=18, L=3 k+n=62, k=19, L=1 k+n=63, k=20, L=2
k+n=67, k=21, L=3 k+n=70, k=22, L=2 k+n=73, k=23, L=1 k+n=77, k=24, L=4 k+n=80, k=25, L=5
k+n=83, k=26, L=2 k+n=90, k=27, L=1 k+n=94, k=28, L=4 k+n=100, k=29, L=1 k+n=105, k=30, L=1
Figure 14: Examples of complex cellular automata from 18 to 105 states ob-
tained from RCAs with a mixture of Welch indices.
RCAs, characterized by a diversity of states, entropy, and density of states.
Meanwhile, the number of states in the original RCA is not determinant to
obtain complexity and Welch indices have more influence to produce complex
behaviors. Nevertheless, if not general, it is not strange as well to find complex-
ity expanding RCAs at random as it can be observed in Table 1. Permutations
of the reversible part (states or rows and columns) show an essential effect to
reduce chaos and yield complex behaviors when more states are considered.
Figure 14 presents a collage of different complex cellular automata from 18
to 105 states obtained with RCAs defined from 6 up to 30 states and different
values of Welch indices.
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9 Conclusions
This paper has demonstrated that RCAs define an adequate framework to pro-
duce complex cellular automata when they are expanded at random. The pro-
cedures presented in this paper can produce complexity with dozens of states.
Meanwhile, the number of states is not a constraint to obtain complex behav-
iors, Welch indices are more determinant to restrict the rise of complexity. Our
experiments show a proportion close to k reversible states for 3k total states
where complexity is more probable to be obtained.
Permutations of the reversible part have proved their utility to transit from
chaos to complex behavior, generating a periodic background with interacting
particles even when a large number of states are considered. It is interesting to
observe how a large number of states reach self-organization defining particles
and background.
Further work may imply the generation of complex cellular automata in a
more intelligent or heuristic way than only expanding at random RCAs; for ex-
ample, employing fuzzy or evolutionary algorithms. Besides, to prove that these
cellular automata are computationally universal is also an open problem to be
treated. Another direction can be the application of more complex measures
and metrics to construct complex automata from RCAs. It implies more compu-
tational time or resources, but the smart construction of complex automata can
be useful to reduce the number of specimens to review. An analytical method
defining how to create complex automata from a given RCA would be desirable,
even for a small number of states.
Besides the application of intelligent or heuristic techniques, another kind
of automata can be used to support complex behaviors; for instance, surjective
automata, the use of partitions from the full shift system as used in symbolic
dynamics.
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