Abstract-The paper presents a surrogate-based evolutionary strategy for multiobjective optimization. The evolutionary strategy uses distance based aggregate surrogate models in two ways: as a part of memetic search and as way to pre-select individuals in order to avoid evaluation of bad individuals. The model predicts the distance of individuals to the currently known Pareto set. The newly proposed algorithm is compared to other algorithms which use similar surrogate models on a set of benchmark functions.
I. INTRODUCTION
Recently, there have been a rapid development of new multiobjective evolutionary algorithms [1] - [4] . Most of the approaches focus on the quality of the final population, regardless of the number of function evaluations required. Therefore they usually need tens of thousands of evaluations of each of the objective functions to converge to the optima.
However, the number of objective function evaluations is important when each of the evaluations is costly -computationally or financially. One approach to the reduction of the runtime of the algorithm is to use parallelization [5] - [9] . This helps when the evaluations are computationally expensive and at the same time there are enough free computational resources available. Usually, only the runtime of the algorithm is reduced, not the number of evaluations needed. Another approach is to use the so called surrogate models (also referred ti as meta-models, response surface models) [10] - [13] . The surrogate model is a cheaper approximation of the real objective function. This approximation is usually derived based on an archive of previously evaluated individuals -either statistical (Gaussian processes, polynomial regression) or computational intelligence (support vector regression, artificial neural networks) models are used.
In this paper, we propose an evolutionary strategy which reduces the number of function evaluations needed. We use aggregate surrogate model (i.e. such surrogate model that all objective functions are approximated at once, using only one model) to locally improve some of the individuals in the population and to select the most promising ones to the next generation. The evolutionary strategy is based on an external evolutionary algorithm -it uses its operators and selection procedure to create new individuals and to select individuals to the next generation. The algorithm further extends our ideas from [14] , [15] and adds surrogate based pre-selection to these algorithms.
The rest of the paper is organized as follows: in Section II we review some of the approaches found in the recent literature. Section III describes the proposed surrogate based multiobjective evolutionary strategy -SBMO-ES and Section IV discusses its results on a set of benchmark functions. Finally, Section V concludes the paper and provides some ideas for future research.
II. RELATED WORK
The related work can be divided into two topics: the multiobjective evolutionary algorithms and the use of surrogate models in multiobjective evolutionary optimization.
A. Multiobjective evolutionary algorithms
Multiobjective evolutionary algorithms have been intensively studied in the recent decades, starting with the first multiobjective evolutionary algorithm -Schaffer's VEGA [16] . It used different objective functions as fitness in each generation.
Since then, many different strategies were developed to deal with the problem of multiobjective optimization in the field of evolutionary computation. These approaches can be roughly divided into three groups: domination based, indicator based and decomposition based ones.
The domination based approaches like NSGA-II [1] and SPEA [17] use the dominance relation as a basis for fitness evaluation: an individual is better than other individual if it has better values for all objective functions (better can mean lower or higher, depending on whether the goal is minimization or maximization). However, this relation is only a partial ordering on the set of individuals, and therefore a secondary metric has to be used. In the case of NSGA-II the secondary metric is the so called crowding distance, which expresses how close to other individuals a given individual is. Individuals farther from others are preferred in order to maintain the diversity in the population.
Indicator based algorithms like IBEA [2] , HypE [3] , or SMS-EMOA [18] use another strategy to overcome the incompleteness of the dominance relation -they replace it with indicators. These indicators should however be consistent with the dominance relation. For example, IBEA uses the indicator, which expresses how much an individual needs to be moved in the objective space to dominate the individual it is compared to. SMS-EMOA on the other hand optimizes the hypervolume indicator [19] directly. In order to overcome the complexity of its calculation it is a steady-state algorithman evolutionary strategy with only one offspring.
Decomposition based algorithms convert the multiobjective optimization problem into a set of single-objective optimizations. Usually weighted sum of the objectives is optimized. Among the most recent decomposition based multiobjective evolutionary algorithms are MSOPS [20] and MOEA/D [4] . Both of these algorithms run several single objective optimization simultaneously, MSOPS ranks the individuals based on a the number of weight vectors for which the individual is the best (or second best and so on, in case of draw). With MOEA/D a number of weight vectors is generated, and each of the vectors corresponds to a single solution. During the reproduction phase only solutions corresponding to similar weight vectors are recombined. The newly generated individual is repaired and locally improved. Then, it is compared to the solutions corresponding to the close weight vectors and if it is better than any of them, the worse individual is replaced by the new one.
B. Surrogate models in multiobjective optimization
In recent years, there have been attempts to decrease the complexity of the multiobjective optimizers with the use of surrogate models -a method long used in the field of single-objective evolutionary optimization. Usually, the fitness function is approximated and the approximation is used instead of it. In the field of multiobjective optimization, the situation is more challenging and the approaches differ in what they approximate and how they use the approximation.
Generally, the surrogate models can be used in one of three ways: directly instead of the objectives, to pre-select the individuals, and as a part of memetic search.
The surrogate model can be used directly instead of the objective functions -a model is trained for each of the objective and it is then used instead of them. Eventually, the model is updated. This approach is used e.g. in [21] , where NSGA-II with surrogate models for each of the objectives is presented.
Surrogate models can also be used to pre-select individuals. In this case, the surrogate model is used to drop the bad individuals even before they are evaluated, thus reducing the number of evaluations of the real objective functions. For example OEGADO [22] creates a surrogate model for each of the objectives and uses the surrogate to estimate the hypervolume improvement caused by each individual. Only the best individuals are evaluated.
Finally, the surrogate models can be used in a memetic algorithm -the models are build and than an algorithm is used to find their optimum. Once such an optimum is found, it is added back to the population and evaluated.
There are not many memetic multiobjective algorithms, in [23] one such algorithm is proposed. It uses RBF networkbased model for each of the objective function, and during the local search one of the objectives is improved. In [24] the authors use two types of surrogate models -one is a low order polynomial, the other is an ensemble model. Both of the models are optimized, its optima are evaluated and a selection procedure is used to decide which of them (if any) will be placed to the original population.
There is also a surrogate based variant of MOEA/D called MOEA/D-EGO [10] . The algorithm uses Gaussian processes to model each of the functions and then, a model for each of the single-objective instances is derived. Its local optimum is found using MOEA/D and selected points are added back to the population.
The above described algorithms have one common characteristic -they use a surrogate model for each of the objectives independently. However in [12] the authors propose another approach -they create a SVM based model to predict, which of the newly generated individuals are non-dominated. It is an aggregate model, i.e. there is only one for all the objective functions. This model is used to pre-select the individuals during the evolution. A similar model based on rank-based SVM is proposed in [25] .
In our previous papers [14] , [15] we also used aggregate surrogate models, this time in a memetic algorithm. The model is based on the distance to the currently known Pareto set and is used to find new non-dominated individuals using a local search.
The advantage of the aggregate surrogate models is that they can be directly optimized and their optimization corresponds to the original multiobjective optimization. They in fact provide automatic decomposition.
When a different model for each of the function is used, one must convert the multiobjective problem to single-objective one in a way (or use multiobjective optimizer to optimize the model). Moreover, if there are more models, their errors can add up, as well as the time needed for the model training.
C. Evolutionary strategies
Evolutionary strategies [26] have also been used in the field of multiobjective optimization. In this context, evolutionary strategies can be seen as a generalization of the traditional evolutionary algorithms, where the number of offspring and parents is not the same.
We have already mentioned the SMS-EMOA [18] which generated only one offspring in each generation to reduce the complexity involved in the hypervolume computation, which is used to select the individuals.
Another notable approach is the MO-CMA-ES [27] , a multiobjective variant of the Covariance matrix adaptation evolutionary strategy (CMA-ES) [28] . MO-CMA-ES uses (1 + 1)-CMA-ES, each of which generate new individuals, of whom are selected using a Pareto-based procedure. This section describes a surrogate based evolutionary strategy for multiobjective optimization (SBMO-ES). The algorithm uses an aggregate surrogate model which predicts the distance of particular individual from the currently known Pareto set. This way, the quality of the individual can be assessed -better individuals should be closer to the Pareto set or even be non-dominated. Individuals which are far from the Pareto set are probably dominated and thus they are not interesting for the search.
The aggregate surrogate model is used in two ways: first, it is used as a fitness in an internal evolutionary algorithm which perform a kind of local search, and, second, it is used to pre-select individuals. The pre-selection occurs in two places: before the local search the worst individuals are dropped to create space in the offspring population, and after the local search, the best of the offspring is selected for inclusion in the new population. All other offspring are discarded.
The algorithm represents a ( + 1) evolutionary strategy [26] based on an external evolutionary algorithm, see Figure 1 . The external evolutionary algorithm creates a number of preoffspring (its offspring population). These pre-offspring are evaluated using a global surrogate model and the worst of them are directly dropped. Then, a local search phase begins, which selects some of the remaining pre-offspring randomly and improves them using a memetic operator. The memetic operator uses an internal evolutionary algorithm, which optimizes the value of a local aggregate surrogate model (and thus moves the individual closer to the Pareto set). A global surrogate model is trained again (or re-used) and the best of the pre-offspring population is selected as the only offspring created in this generation. The population is then truncated to the original size using the selection procedure of the external evolutionary algorithm. The rest of this section describes the algorithm in more detail.
A. Archive of individuals
In order to create a training set for the surrogate models, the algorithm uses an archive of previously evaluated individuals. The archive is truncated after each generation in order to prevent large memory usage -some of the individuals are randomly removed to shrink the size of the archive under a pre-defined value.
B. Surrogate modeling
Based on the evaluated individuals stored in the archive, we create two types of surrogate models based on our previous work [15] . Both of the models approximate the distance of individuals from the currently known Pareto set. The goal of the model is to predict, whether a given individual is close to the Pareto front or whether it is dominated.
One type of the model is global (i.e. it is the same for all the individuals) and the other is local (i.e. it is different for different individuals in the population). The local models are used during the local search to improve some of the individuals in the population. On the other hand, global model is used before the local search to drop some of the worst individuals and after the local search to select one, globally best, individual as the only offspring,
We first describe the local model. The global model is its special case.
The local models use weighting of the samples in the training set to provide different models for different individuals, the samples closer to the individual have larger weights and thus the model should be more precise in the neighborhood of the particular individual.
More specifically, when creating the local models the training set for each individual is
where ( , ) is the Euclidean distance of individuals and in the decision space, is the set of non-dominated individuals in the archive and ( , ) is the distance of individual to the closest point in the set . Non-negative number is a parameter which controls the locality of the model, larger values of lead to more local model, whereas lower values lead to more global one. Note, that all the target values are non-positive, with nondominated individuals in the archive have target value of 0. Therefore, the higher the value of the model, the better the individual should be.
The global model is obtained when = 0. In this case the model weight of each of the samples in the training set is one, and it does not depend on the choice of the individual . Thus, it is the same for all individuals.
C. Generation of new individuals
The creation of new individuals in SBMO-ES is handled by the genetic operators of the external evolutionary algorithm. They provide the new set of individuals, the pre-offspring of SBMO-ES. Some of these pre-offspring than undergo the local search procedure and finally only one of them is selected as the only offspring of the evolutionary strategy.
After the pre-offspring are generated by the external algorithm, a global surrogate model is trained. This model is used to discard of the worst pre-offspring, so they are not used in the local search phase which follows.
In this phase (see Figure 2) , of the remaining pre-offspring are randomly selected and a local surrogate model is trained for each of them. This surrogate model is then optimized using and internal evolutionary algorithm and the optimized version of the pre-offspring are added to the pre-offspring population. The initial population of the internal evolutionary algorithm is created by perturbing the values of the decision variables of the optimized individual. The algorithm runs only for a few generations and uses only surrogate model evaluations.
D. Selection procedure
After the local search phase, the population of pre-offspring contains all the individuals generated by the external algorithm (except those worst, which were dropped) and locally improved version of the individuals. SBMO-ES is a ( + 1) evolutionary strategy, therefore it should produce only one new individual. This individual is selected from the set of pre-offspring using the global model.
After the local search phase completes, a global surrogate model is trained again the best individual from the preoffspring is selected. All the other pre-offspring are discarded. Now, the population contains +1 and the selection procedure of the external algorithm is used to select which individual is removed in order to reduce it to the original size.
IV. EXPERIMENTS
To assess the performance of SBMO-ES we compare it to two algorithms, which we presented earlier, namely LAMMA [15] and ASM-MOMA [14] and to plain versions of NSGA-II [1] and -IBEA [2] . Different configurations are testedwe used NSGA-II and -IBEA as the external evolutionary algorithms, both of them use the Simulated Binary Crossover (SBX) [29] and Polynomial Mutation (PM) [30] as their genetic operators. We tested linear regression and support vector regression as the surrogate models used during the local search phase and the selection procedure. The local and global models were based on the same model in all cases (i.e. they both used linear regression, or they both used support vector regression). The support vector regression uses polynomial kernels with the degree 1, i.e. the dot product of the two vectors. The parameters of the methods are summarized in Table I .
A. Methodology
We use the metric introduced in our previous work [14] , [15] to compare the numbers of objective function evaluations needed to get a solution of pre-specified quality. The metric is defined as
where ( ) is the hypervolume [19] of the set of individuals found by the algorithm, and the ( * ) is the hypervolume of the globally optimal Pareto front. We use ⃗ 2 = (2, 2) as the reference point in the hypervolume computation.
This metric allows us to directly compare the number of evaluations, and thus to evaluate the speed up of the algorithm.
Other works (e.g. [4] ) use another approach -they fix the number of evaluations and report the hypervolume of the resultant Pareto sets. Although this metric also can be used to compare the quality of the algorithms, the actual speed up is hidden.
B. Experiments
The algorithm was tested on selected functions from the ZDT [31] benchmark set, namely ZDT1 with 30 variables, and ZDT2, ZDT3, and ZDT6 with 15 variables. The median number of function evaluations needed to attain the specified is reported, 20 independent runs were made for each of the configurations. The results for ASM-MOMA and LAMMA were obtained using the same methodology when these methods were developed and have been already presented [14] , [15] . They are presented here to provide comparison for the newly developed method.
C. General observations
The results indicate that SBMO-ES generally outperform both ASM-MOMA and LAMMA. In most cases even the worst variant of SBMO-ES is better, or comparable with, the best variant of ASM-MOMA and LAMMA. When the same variants (i.e. the same external algorithm and type of model) are compared, the evolutionary strategy based one is better in all cases except on ZDT3 with NSGA-II as external algorithm and SVR as the surrogate model. However, even in this case, the results are not significantly worse.
However, the NSGA-II based version tend to show smaller improvements. There is almost none improvement on ZDT2 and ZDT3 test problems, where SVR is used as the surrogate model. This may be caused by the inability of the NSGA-II selection procedure to provide good spread of solutions and therefore it is stuck in some local optima. -IBEA seems not to have such problems and the improvements tend to be quite large.
The best improvement can be found on ZDT1 with NSGA-II as external algorithm and SVR as the surrogate model, here, the number of evaluations dropped to less than a half of those needed by ASM-MOMA, the second best configuration. Another reduction to approximately a half of the original can be observed for -IBEA on the ZDT2 (both types of surrogate models) and ZDT3 (SVR) problems. On ZDT6, which was the hardest problem for ASM-MOMA and LAMMA, the number of evaluations dropped by 20% for NSGA-II based external algorithm and by a third for -IBEA based one.
In almost all cases support vector regression provides better models than linear regression. As the training and evaluation time for both these models is similar, SVR seems to be better and can be recommended as the first choice for unknown problems, especially in combination with -IBEA.
D. Detailed analysis
On ZDT1, LAMMA and ASM-MOMA show differences between NSGA-II and -IBEA based algorithms. However, this difference is much smaller when SBMO-ES is used. Both variants need about 5,000 function evaluations to attain the of 0.99. For comparison: this value is 4-5 times lower than what plain NSGA-II or -IBEA needs.
ZDT2 shows two different results: for NSGA-II based SBMO-ES there is almost none reduction and the new evolutionary strategy is comparable to LAMMA. For -IBEA based SBMO-ES, we observe the reduction to approximately a half. In this case, the crowding distance used in the NSGA-II selection procedure was probably not able to provide sufficient diversity in the population and thus slowed down the search. Compared to plain NSGA-II and -IBEA, SBMO-ES uses approximately 8 and 20 times lower number of function evaluations respectively.
ZDT3 is similar to ZDT2 regarding the results: almost no improvement for NSGA-II based algorithm and significant improvement for -IBEA based one. However, we can see quite a large difference between SVR based and linear regression based SBMO-ES with NSGA-II selection procedure. This is another clue, that NSGA-II selection procedure might suffer from convergence to local minima or poor spread of the individuals -the SVR model should have lower error than the linear regression and thus should guide the search more aggressively towards a local Pareto front. NSGA-II selection can deal with the pressure of linear regression, however, it has problems with the support vector regression. Compared to plain -IBEA, SBMO-ES uses 46 times lower number of objective function evaluations.
ZDT6 has been the most difficult problem both for ASM-MOMA and LAMMA. Regarding the number of function evaluation it is still the most difficult even for SBMO-ES, however SBMO-ES is able to reduce the number of evaluations significantly compared to both ASM-MOMA and LAMMA. The two latter algorithms had problems to even decrease the number of evaluations compared to plain NSGA-II and -IBEA. SBMO-ES can decrease the number of evaluations by almost 25% with NSGA-II and almost a third with -IBEA (compared to best configurations of LAMMA and ASM-MOMA). Compared to plain NSGA-II and ASM-MOMA, the reduction is approximately by one third in both cases.
E. Comparison to other algorithms
Direct comparison to other approaches from literature is complicated, due to the non-unified way of evaluation of the performance of multiobjective optimizers.
In [12] Loshchilov et al. present an algorithm, which uses a Pareto SVM to pre-select the individuals. They use a similar methodology, and report the reduction of the number of function evaluations by the factor of 1.5 to 2. SBMO-ES has larger reduction factors, however, this is to be expected, as it is a memetic algorithm whereas the other algorithms only uses the surrogate models to pre-select the individuals.
MOEA/D-EGO [10] is a memetic algorithm, which uses Gaussian processes to model the objective functions. Its author state that after 200 function evaluations they are able to obtain difference from the optimal hypervolume of around 0.05 (roughly corresponding to the = 0.99, although this is only an estimate, as they use different reference point). However, they only use 8 variables for each of the objective functions and therefore the results cannot be directly compared. Direct comparison of these two approaches is nevertheless interesting and it is left as a future work.
V. CONCLUSION
We presented a surrogate-based evolutionary strategy for multiobjective optimization: SBMO-ES. This algorithm shows interesting results and shows good performance on the selected set of benchmark functions. It is able to reduce the number of required function evaluations significantly compared to two approaches which uses similar surrogate models. By the indirect comparison based on literature survey, the algorithm IBEA INDICATE THE TYPE OF THE  EXTERNAL EVOLUTIONARY ALGORITHM (NSGA-II AND -IBEA RESPECTIVELY), LR AND SVM STAND FOR THE TYPE OF THE SURROGATE MODEL  USED (LINEAR REGRESSION AND SUPPORT VECTOR REGRESSION), G, L, AND ES INDICATE THE ALGORITHM (ASM-MOMA, LAMM-MMA AND THIS 
