Deep convolutional neural networks (CNNs) have enjoyed tremendous success in computer vision in the past several years, particularly for visual object recognition. However, how CNNs work remains poorly understood, and the training of deep CNNs is still considered more art than science. To better characterize deep CNNs and the training process, we introduce a new video dataset called Toybox 1 . Images in Toybox come from first-person, wearable camera recordings of common household objects and toys being manually manipulated to undergo structured transformations like rotations and translations. We also present results from initial experiments using deep CNNs that begin to examine how different distributions of training data can affect visual object recognition performance, and how visual object concepts are represented within a trained network.
Introduction
Recent breakthroughs in computer vision, particularly for the problem of visual object recognition (but including other vision problems as well) have been largely driven by the creation and use of large-scale labeled image datasets, with ImageNet being the canonical example. Such datasets provide not only challenging tasks but also the large amounts of training materials needed to train current deep CNNs. Thanks to synergistic progress in datasets, CNN architectures, and computing hardware, we can now train a deep CNN that performs on par with or even better than humans in many vision tasks. However, designing and training deep CNNs is arguably still more of an art than a science, and the trained networks themselves are still considered black boxes to some extent.
Vision datasets are constantly evolving to become larger, more complex or naturalistic, or more densely annotated, all of which enable more robust performance on real-world vision tasks as well as more in-depth scientific investigations into how CNNs work. Here, we present a new dataset called Toybox that has been designed to enable an improved understanding of CNNs and the training process primarily with respect to visual object recognition, though we expect this dataset will be valuable for many other areas of computer vision research as well. Toybox contains videos of structured visual transformations over individual objects, as illustrated in Figure 1 and Supplementary Video 1, which will enable many innovative scientific experiments with CNNs that are not possible with ImageNet or similar datasets.
The design of the Toybox dataset was motivated by the following research questions related to visual object recognition: 1) to what extent is a diversity of individual objects necessary and/or sufficient to Figure 1 : An overview of the Toybox dataset. There are 12 video clips for each object. Except for absent and present, all videos are 20 seconds long and contain a defined transformation of the object. Rotations and translations contain two revolutions and three translations along a defined axis, respectively; hodgepodge contains unstructured object motion. For animals and vehicles, we included both cartoony toys (e.g., top row) and scaled-down, realistic models (e.g., bottom row). Please see Supplementary Video 1 for representative clips.
train (or retrain) a CNN? 2) to what extent does having various perspectives of an object available during training affect recognition performance? 3) how are visual object concepts represented by a trained CNN, especially concerning various types of invariance? 4) what are vital differences between CNNs and the human vision system, in architecture and recognition performance as well as in their respective training/learning processes?
These and other related research questions address fundamental scientific issues related to CNNs. Answering these questions will enable a much more detailed understanding of how CNNs work, how different training regimes might affect or improve CNN performance, and more. While by no means are we attempting to address all of these questions in this paper, we present details of the Toybox dataset, including comparisons with other similar datasets as listed in Table 1 , and results from initial CNN-based experiments that highlight some of the unique contributions of the Toybox dataset.
Related work
Many common object recognition datasets (e.g., ImageNet, Microsoft COCO, etc.) contain only one image per real-world object. While these datasets have driven much exciting research in computer vision in recent years, they are, by their construction, limited in their applicability for supporting experiments to understand the training process of deep CNNs.
Several existing datasets are already beginning to fill this gap, as listed in Table 1 . Each of these datasets contains more than one naturally captured image per object. We do not include synthetic image manipulations in this table, such as artificially skewing or scaling original images to create new ones.
The Toybox dataset presented in this paper continues and extends these prior efforts by providing a more structured and more dense sampling of viewpoints for objects in a variety of common categories. While other datasets have captured viewpoint variations (e.g., COIL, NORB, RGB-D, iLab-20M, etc.), many of these datasets have captured only a discrete collection of viewpoints, using, for example, a turntable turned by every 3
• . Toybox contains images captured continuously at 30fps spanning full object rotations along all three rotational axes, as well as horizontal, vertical, and front-to-back (i.e., zooming) object translations. Also, while at least one other dataset has captured manually performed, continuously varying rotations (e.g., iCubWorld-Transformations), these rotations are labeled only by broad type of rotation (e.g., in-plane or in-depth), and thus for a given image frame, specific pose information is not immediately available (i.e., would need be annotated). Manual rotations and other transformations in Toybox were timed to follow fixed patterns so that estimates of object pose can be calculated for the majority of Toybox images.
The Toybox dataset
Selection of categories and objects. Toybox contains 12 categories, roughly grouped into three super-categories: household items (cup, mug, spoon, ball), animals (duck, cat, horse, giraffe), and vehicles (car, truck, airplane, helicopter). To maximize the usefulness of Toybox for comparisons with studies of human learning, all 12 of these categories are among the most common early-learned nouns for typically developing children in the U.S. [5] . Categories were selected both to provide ample shape variety in each super-category (e.g., spoon vs. ball, duck vs. cat, etc.) as well as shape similarity (e.g., cup vs. mug, car vs. truck, etc). Each category contains 30 different objects. For both animals and vehicles, we cannot include real objects, so these objects are either realistic, scaled-down model objects or "cartoony" toy objects (see Figure 1 and 2).
Canonical views. For all objects, we defined a canonical view, which has the object held at a specified orientation, roughly centered in front of the camera-wearer's eyes. For cups, the canonical view is defined as the object held upright. For mugs, the canonical view is defined as upright with the handle pointing to the right. For spoons, likewise, the canonical view has the handle pointed to the right and the bowl of the spoon turned up. For animals and vehicles, the canonical view is defined as the object facing towards the left (or standing with its head towards the left side, if its face is not aligned with its body).
Recording devices and Object videos. All videos were recorded using Pivothead Original Series wearable cameras, which are worn like a pair of sunglasses and have the camera located just above the bridge of the wearer's nose. Specific Pivothead settings included: video resolution set to 1920 x1080; frame rate set to 30 fps; quality set to SFine; focus set to auto; and exposure set to auto.
For each object, a set of 12 videos was recorded, as shown in Figure 1 and Supplementary Video Figure 2 : Object size distribution of our Toybox dataset. The size of each object was estimated by the total pixels from a cropped image with a minimal size that contains the object from the "present" video clip.
1. Except for absent and present, all videos are about 20-second long. For rotations, each video contains two full revolutions of the object; for translations, each video contains three back-and-forth translations starting from the minus end of each axis. Rotations and translations were controlled to have an approximately constant velocity over the 20-second duration of the video. To do this, we developed a set of audio "temporal instruction templates" that camera-wearers would listen to while creating each video. Thus, the pose of the object in every frame of a given video can be estimated according to the time of the frame.
Recording procedures. Objects were semi-randomly assigned to several individual camera-wearers (all members of our research lab) for data collection. Efforts were made to ensure that no individual was over-represented in any category or object size class, to reduce any biases related to specific personal attributes or individual hand gestures. All videos were collected in an indoor setting against a white wall. No requirements were set as to the time of day or specific lighting conditions, so there is variation in lighting across different objects (as can be seen in the example images in Figure 1 ).
Methods
For initials, proof-of-concept experiments with Toybox, we used the transfer learning methodology appearing in many recent studies, e.g., [2, 12] , which involves re-training the last layer of a pre-trained, deep convolutional neural network. For both Section 4.1 and 4.2, we used the ImageNet ILSVRC 2012 pre-trained Inception v3 network as a fixed feature extractor, and then re-trained the last layer using defined datasets as mentioned in the text. We used the Tensorflow software library for all experiments [1] .
Inception is a representative convolutional neural network that has been shown to be highly successful in image recognition tasks [17] . The Inception v3 model we used here was pre-trained on the ImageNet ILSVRC 2012 dataset, which contains 1.2 million images from 1,000 categories. More than half of Toybox categories did appear in the original 1,000 categories used for pre-trainingexcept for helicopter, giraffe, horse, and duck. Notice that although the ILSVRC 2012 dataset did not contain the full Toybox dataset, the entire ImageNet dataset did.
In Section 4.2, we first downloaded images from the 12 corresponding categories to our Toybox dataset. We then sampled 1100 images/category for training and 100 images/category for testing.
Note that the choice of using ImageNet images (instead of hold-out Toybox images) as the test set for our experiments was deliberate. We aimed to explore how well training on a small number of handheld, often toy objects would be able to generalize to the very different objects represented in ImageNet (e.g., training on toy cats to recognize real cats). Certainly other testing approaches would also be interesting and will be pursued in future work.
Results
4.1 Using Toybox to study the effects of object diversity and view diversity on training
We first looked at the effect of object diversity on transfer learning, by varying the number of objects per category in the training dataset, with the total number of training images per category fixed at 1100 across conditions. For example, with one object per category, each of the 12 categories is represented by 1100 images of a single object from that category. With two objects per category, each category is represented by 1100 images uniformly drawn from two objects (550 images per object on average). A training set with images of only a single Toybox object per category (i.e., 1100 images of a single object) yields an average error rate of 60.63%, which while not excellent, is well below the random-guessing baseline error rate of 91.7%. Adding a second object (i.e., about 550 images of each of two objects) further reduces error to 51.98%. Adding more objects per category (with total training images per category fixed at 1100) continues to improve performance significantly, with our final experiment using 30 objects per category yielding an average error rate of 21.43% ( Figure 3A ).
We also characterized the performance improvement by computing best-fit lines using both linear and exponential models. As shown in Figure 3A , the exponential curve yields a better fit. Therefore, at least from the perspective of this model fitting, it appears that increasing object diversity will reduce the error rate in an exponential manner, with much greater improvements in performance for the first few added objects, and smaller increases thereafter.
We then looked at object view diversity, by varying the number of images per object used for transfer learning, with the total number of objects per category fixed at 6, 12, and 24, respectively. For instance, for the group of 12 objects per category, we gradually increased the total number of images per object from 2 to 100 (drawn uniformly across all the 12 objects). Specifically, if we pick 2 images per object, the training dataset would have 2 × 12 = 24 images per category, and similarly, if we pick Effects of object diversity and view diversity on training performance. A: top-1 error rate on ImageNet test set as a function of object number per category (object diversity) in the Toybox training set, ranging from 1 to 30 distinct physical objects per category, with the total number of training images per category held constant at 1100. B: top-1 error rate on ImageNet test set as a function of image number per object (object view diversity) in the Toybox training set, ranging from 2 to 40 images per object. The effect of view diversity was also tested with different object numbers (i.e., 6, 12, 24) per category. For instance, the total number of training images per category varies from 24 to 480 for the 12 objects per category group. All data points were from 5-6 independent experiments with different objects selected randomly. 100 images per object, the training dataset would have 100 × 12 = 1200 images per category. The number of images per object can be used to approximate views per object. Although we experimented the number of images per object all the way to 100, we noticed a near constant error rate once this number exceeded 40. Due to this observation, we truncated the x-axis at 40 in 3B to give a better illustration. Without loss of generality, concentrating on the blue points and the exponential fitted curve (12 objects per category), with a single image per object, the average top1 error rate is 33.0%. This error rate is subsequently reduced to 27.5% if we have 10 images per object, and is further reduced to 25.6% and 24.8% for 20 and 40 images per object, respectively. Increasing the number of views per object can apparently improve the performance of the classifier at the very beginning, i.e., 40 images per object achieve more than 8% lower error rate than the 1 image per object. On the contrary, if we keep increasing the number of images, for example, 100 images per object with average error rate 23.9%, the improvement becomes limited with only a 1.1% error rate decrease compared to the result obtained with 40 images per object. 
Using Toybox to study object representation
One fundamental question in deep CNNs that remains unclear is how an object is represented within the network. We proposed that the structured transformation of objects in Toybox videos may help us to understand object representation better. We started investigating this idea by studying the temporal activation profile of the last hidden layer (a.k.a. bottleneck neurons) while the network (ImageNet pre-trained Inception v3) is "watching" a mug rotating along the z(+) axis for two full cycles. To do this, we borrowed the "temporal raster plot" from the neural physiology research and plotted the "neural activation" of each neuron in the bottleneck layer. As shown in Figure 4A , the neuron firing pattern seems to be heterogeneous: some are constantly firing throughout the two rotation cycles, some remain silenced, and fluctuate as the mug rotates.
We then tried to differentiate these neuron types by applying Fast Fourier Transformation (FFT) to the activation of each neuron over the two rotation cycles. Because horizontal flipping is included in the data augmentation from initial training of Inception v3, we reasoned that the pre-trained network should not be able to differentiate horizontally symmetric images. Therefore we focused our FFT analysis on the frequency of 4 (i.e., four cycles within the 20-second long video that contains two rotation cycles). We then sorted the 2048 bottleneck neurons based on their FFT amplitude at the frequency of 4-larger amplitude should indicate more robust oscillation. As shown in Figure 4B , after FFT amplitude sorting, the top half of the raster plot shows a prominent pattern of stripes, which fades away as it goes down. Since FFT analysis also returns the phase information (positive phase correlates with handle presence, negative phase correlates with handle absent in this case), we were able to identify 4 different types of neurons as shown in Figure 4C and Supplementary Video 2: type 1, neurons that fire when the mug handle is present (blue line); type 2, neurons that fire when the mug handle is behind or in front of the mug body (yellow line); type 3, neurons that fire throughout the video clip (black line); type 4, neurons that do not fire at all (green line, these neurons presumably do not contribute to the representation of the mug). We also tested this FFT analysis method on objects from other categories using our Toybox videos. As shown in Figure 4D , the ability to identify robust oscillating neurons mainly depends on the degree of asymmetry of the object along the z-axis. For instance, we were able to identify neurons with more robust oscillation for a mug and a car than for a cup (which is symmetric along the z-axis). Silencing "mug-preferred bottleneck neurons" has a similar effect on the logit value of the cup output neuron but has no effect on that of the car output neuron. D. Zoomed in the plot of the softmax values showed that silencing top ∼20 neurons decreases mug prediction confidence while increases cup prediction confidence, consistent with the fact that the majority of these neurons correlate with the presence of the mug handle. A total of 100 images from the corresponding category of the test set were fed to the network to calculate the average of the normalized logit value of the given output neuron.
To test whether those oscillating neurons represent the object, we performed a neuron silencing/lesion experiment. We first retrained Inception v3 on ImageNet data with 12 categories that correspond to Toybox. Each training category contains 1100 images, and we held out 100 images per category as the test set for later analysis. We then ran the retrained Inception network on each of the mug images from the test set and asked what is the impact if we silence a certain number of neurons from the bottleneck layer. For each mug image, we systematically and randomly silenced N neurons (N = 0∼2048) in the bottleneck layer and examined the changes of both logit and softmax values of the mug neuron in the output layer. As shown in Figure 5A , silencing 0 bottleneck neuron has no effect, while silencing all 2048 neurons reduces the normalized logit value of the mug neuron to 0. Randomly silencing a subset of N neurons leads to a linear reduction of the logit value with respect to N. However, if we silence neurons based on the FFT amplitude sorting as shown in Figure 4B (i.e., first silencing the neuron with the highest FFT amplitude, then the top two, then top three, and so on), we observed a much steeper drop in mug logit value at the beginning. After ∼700 neurons, silencing has no more reduction effect on the mug logit value. Similar effects can be seen with the softmax value of the mug neuron ( Figure 5B ). In addition, if we only silence the neurons with a positive phase value (that correlate with the mug handle presence), we saw an intermediate reduction, suggesting the negative phase neurons also contribute to the mug identity. In a sense, by selecting neurons with highest FFT amplitude, we could identify the "mug-preferred bottleneck neurons" (referred to as "mug-preferred neurons" hereafter).
Finally, to examine the specificity of those "mug-preferred neurons", we tested the silencing effect on the cup and car output neurons. We found that silencing the top "mug-preferred neurons" has a significant impact on the logit value of the cup neuron ( Figure 5C ). This is not surprising given that a mug and a cup share many common features. However, the zoomed in softmax plot shows that silencing the top ∼20 "mug-preferred neuron" slightly increases the softmax value of the cup output neuron, which is consistent with the fact most of these neurons fire when the handle is present ( Figure 5D and Supplementary Video 2). In other words, these neurons might be contributing to the difference between a mug and a cup. In contrast, silencing the top "mug-preferred neurons" has almost no effect on the car output neuron ( Figure 5C ). In fact, the effect of silencing "mug-preferred neurons" is almost identical to that of silencing random neurons (dotted grey line in 5C, see also 5A blue line). These experiments showed that the "mug-preferred neurons" contribute significantly to the mug identity, and objects like mug and car share few overlapping encoding neurons. A small portion of the "mug-preferred neurons" may be coding the handle feature to differentiate a mug from a cup. Taken together, by performing the FFT analysis on our Toybox dataset, we can get a powerful tool that can provide us valuable insights into the object representation within a neuron network.
Discussion
We showed in this paper that our new Toybox dataset could complement existing dataset in studying deep convolutional neural networks. By providing structured videos showing a range of transformations, we can systematically analyze the CNN in a way that is not possible with the canonical datasets.
We showed that by applying FFT to the bottleneck neural activation, we could identify neurons that correlate with the presence or absence of specific features of the object. Interestingly, although silencing one or few neurons that are most prominent does decrease the input value to the specific output neuron, there is a significant amount of value that remains. This result suggests that at least in the deep CNN, object (or a certain object feature) does not seem to be represented by a single or few neurons. Instead, an ensemble of neurons contributes to the representation of specific features.
Most of the large-scale computer vision datasets are composed of discrete images that are randomly selected, while humans learn most vision tasks through continuous input. Toybox allows us to start addressing questions such as whether getting continuous visual input is beneficial to the performance. Besides, the ability to represent object motion and self-motion is essential for both humans and artificial intelligent agents such as self-driving cars. However, since most of the deep CNNs are built to train on random, static images, by nature, these CNNs cannot detect object motion at least from Figure 6 : The Toybox dataset could also serve as training data for robotic hands to learn to naturally manipulate objects.
early convolutional layers. In contrast, humans have neurons both in the retina and visual cortex that prefer a certain motion direction [11, 14] . With structured object transformation, Toybox could serve as an ideal dataset to train and test networks that could represent these desirable features of a vision system.
Lastly, we think the dataset could be potentially useful for other applications. For example, the rich hand gestures (Figure 6 ) could serve a training dataset for robotic hand to learn to handle objects efficiently.
