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1 Introduccio´
Aquest treball consisteix en l’estudi d’alguns me`todes de ca`lcul de famı´lies d’o`rbites pe-
rio`diques d’equacions diferencials ordina`ries (EDOs) i la seva estabilitat. En el treball tro-
barem contingut anal´ıtic i nume`ric. En la part anal´ıtica ampliarem el temari del que s’ha
vist al grau sobre me`todes nume`rics per al problema de valor inicial en EDOs, i s’estudia
l’estabilitat d’o`rbites perio`diques. En la part nume`rica, programarem me`todes per calcu-
lar o`rbites perio`diques, l’estabilitat d’aquestes i farem continuacio´ respecte para`metres.
Tambe´ figuraran totes les pra`ctiques necessa`ries per poder trobar les o`rbites perio`diques
i alguns exemples fa`cils de EDOs resolubles per certificar els nostres me`todes.
L’objectiu principal del treball es trobar o`rbites perio`diques, la seva estabilitat i pro-
gramar els me`todes estudiats per comprovar que realment s’han ente`s be´. La part forta
del treball recau en aquestes pra`ctiques ja que so´n las que calcularan las o`rbites pe-
rio`diques que busquem.
La motivacio´ del treball no e´s altre me´s que augmentar els coneixements sobre l’ana`lisi
nume`rica i estudiar una mica me´s les equacions diferencials. Tots els ca`lculs utilitzats
en el treball es demostraran o estaran demostrats d’alguna assignatura feta al grau de
matema`tiques.
Tots els programes fets en el treball han estat programats en C i figuraran en l’annex, les
gra`fiques estan fetes amb gnuplot.
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2 Integracio´ Nume`rica
En aquest apartat introduirem alguns me`todes nume`rics per resoldre el problema de
Cauchy o problema del valor inicial
(1) x′(t) = f(t, x(t)), x(t0) = x0.
Sabem que si f(t, x(t)) e´s Lipschitz respecte x te´ solucio´ i e´s u´nica. Que` vol dir solucionar
(1) nume`ricament? Trobarem una taula de valors que aproximaran el valors exactes de
x(t).
Utilitzarem me`todes d’un pas els quals consisteixen en trobar el proper punt de l’o`rbita
a partir de l’anterior. L’estructura dels me`todes que tractarem sera` del tipus segu¨ent
ηn+1 = ηn + hnφ(tn, xn;hn), amb η0 = x0.
tn+1 = tn + hn
On hn e´s el nostre pas de temps i ηn s’aproximara` a la solucio´ exacta de (1), x(t).
Per no carregar notacio´ comenc¸arem suposant que el nostre pas de temps e´s constant, e´s
a dir, hn = h.
Un cop constru¨ıt un me`tode ens interessa saber quin e´s l’error que cometem en cada punt.
Considerem la segu¨ent funcio´
∆(t0, x0;h; f) =
{
x(t0+h)−x0
h
si h 6= 0,
f(t0, x0) si h = 0,
representa l’increment exacte de la solucio´ x(t) per un pas h, mentrestant que φ(t0, x0;h)
representa l’increment en un pas h de la solucio´ aproximada.
Ara definim
τ(t0, x0;h) ≡ ∆(t0, x0;h; f)− φ(t0, x0;h)
que indica com de be´ aproxima el valor x(t0 + h) al valor exacte en t0 + h, per tant e´s
una bona manera de mesurar l’error.
Definicio´: Anomenarem a τ(t0, x0;h) l’error local en el punt (t0, x0) del me`tode uti-
litzat. E´s raonable que per que el nostre me`tode funcioni demanem
lim
h→0
τ(t0, x0;h) = 0.
Direm que l’ordre de l’error local en un punt (t0, x0) te´ ordre p, p ∈ N si
τ(t0, x0;h) = O(|h|p).
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2.1 Converge`ncia i ordre dels me`todes d’un pas
En aquesta seccio´ examinarem el comportament de la converge`ncia quan h → 0 d’una
solucio´ aproximada η(t;h) donada per un me`tode d’un pas. Sigui x(t) la solucio´ exacta
de (1) i sigui φ(t, x, h) la funcio´ definidora del nostre me`tode
η0 = x0
ηi+1 = ηi + hφ(ti, ηi;h)
ti+1 = ti + h, ∀i = 0, 1....
que per a t ∈ Rh={t0 + ih | i = 0, 1, 2, ...} produeix una solucio´ aproximada η(t;h):
η(t;h) = ηi, si t = t0 + ih.
Estem interessats en el comportament de l’error global
e(x+ h) ≡ η(x;h)− y(x)
per un x fixat i h→ 0.
Definicio´: Direm que un me`tode d’un pas e´s convergent si
lim
n→∞
e(t;h) = 0
Direm que el nostre me`tode te´ ordre p, p ∈ N si
e(t;h) = O(|h|p).
Amb el segu¨ent teorema demostrarem que l’ordre de l’error local e´s del mateix ordre que
el de l’error global.
Abans necessitarem un lema.
Lema: Si els nombres ζi satisfan
|ζi+1| ≤ (1 + δ)|ζi|+B, δ > 0, B ≥ 0, i = 0, 1, 2, ...
llavors
|ζn| ≤ enδ|ζ0|+ enδ−1δ B.
Demostracio´: Tenim directament
|ζ1| ≤ (1 + δ)|ζ0|+B
|ζ2| ≤ (1 + δ)2|ζ0|+B(1 + δ) +B
.
.
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.|ζn| ≤ (1 + δ)n|ζ0|+B[1 + (1 + δ) + (1 + δ)2 + ...+ (1 + δ)n−1]
(1 + δ)n|ζ0|+B[1 + (1 + δ) + (1 + δ)2 + ...+ (1 + δ)n−1] = (1 + δ)n|ζ0|+B (1+δ)n−1δ
(1 + δ)n|ζ0|+B (1+δ)n−1δ ≤ enδ|ζ0|+ e
nδ−1
δ
B,
ja que δ > 0.
Per tant obtenim
|ζn| ≤ enδ|ζ0|+ enδ−1δ B. 
Teorema: Considerem per x0 ∈ [a, b], y ∈ R, el segu¨ent problema del valor inicial
y′(x) = f(x, y(x)), y(x0) = y0
Sigui φ cont´ınua en
G={(x, y, h) | a ≤ x ≤ b, |y − y(x)| ≤ γ, 0 ≤ |h| ≤ h0}, h0 > 0, γ > 0,
i siguin M i N dues constants positives tals que
|φ(x, y1;h)− φ(x, y2;h)| ≤M |y1 − y2|
per tot (x, yi;h) ∈ G, i = 0, 1, 2, i
|τ(x, y(x);h)| = |δ(x, y(x);h)− φ(x, y(x);h)| ≤ N |h|p, p > 0,
per tot x ∈ [a, b], |h| ≤ h0.
Llavors existeix h¯, 0 < h¯ ≤ h0, tal que
|e(x;h)| =≤ |h|pN eM|x−x0|−1
M
,
per tot x ∈ [a, b] i per tot hn = (x − x0)/n, n = 1, 2... amb |hn| ≤ h¯. Si γ = ∞, llavors
h¯ = h0.
Demostracio´: La funcio´
φ¯(x, y;h; ) =

φ(x, y;h) si (x, y, h) ∈ G,
φ(x, y(x) + γ;h) si x ∈ [a, b], |h| ≤ h0, y ≥ y(x) + γ
φ(x, y(x)− γ;h) si x ∈ [a, b], |h| ≤ h0, y ≤ y(x)− γ
e´s evidentment cont´ınua en G¯={(x, y, h) | x ∈ [a, b], y ∈ R, |h| ≥ h0} i satisfa` la condicio´
|φ¯(x, y1;h)− φ¯(x, y2;h)| ≤M |y1 − y2|
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per tot (x, yi;h) ∈ G¯, i = 1, 2, i com φ¯(x, y;h) = φ(x, y;h) per x ∈ [a, b], |h| ≤ h0 tambe´
tenim
|δ(x, y(x);h)− φ¯(x, y(x);h)|.
Tenim el segu¨ent me`tode d’un pas generat per φ¯ que aproxima els valors yi = y(xi) per
η¯i = η¯(xi;h) on xi = x0 + ih:
η¯i+1 = η¯i + hφ¯(xi, η¯i;h).
En vista que
yi+1 = yi + h∆(xi, yi;h),
obtenim que l’error e¯i = η¯i − yi, es pot calcular a partir de la fo´rmula
e¯i+1 = e¯i + h[φ¯(xi, η¯i;h)− φ¯(xi, yi;h)] + h[φ¯(xi, yi;h)−∆(xi, yi;h)].
Utilitzant les propietats segu¨ents
|φ¯(xi, η¯i;h)− φ¯(xi, yi;h)| ≤M |η¯i − yi| = M |η¯i|
|∆(xi, yi;h)− φ¯(xi, yi;h)| ≤ N |h|p,
obtenim que l’error e´s de la forma
e¯i+1 = (1 + |h|M)|e¯i|+N |h|p+1.
Utilitzant el lema anterior amb e¯0 = η¯0 − y0, obtenim
e¯i+1 = N |h|p ek|h|M−1M .
Ara sigui x ∈ [a, b], x 6= x0, fixat i h = hn = (x−x0)/n, n > 0. Llavors si xn = x0+nh = x
obtenim
|e¯(x;h)| = N |hn|p e|x−x0|M−1M
per tot x ∈ [a, b] i |hn| ≤ h0. Existeix h¯, 0 < h¯ < h0, tal que |e¯(x;h)| ≤ γ, e´s a dir, per el
me`tode d’un pas generat per φ
ηi+1 = ηi + hφ(xi, ηi;h),
tenim per |h| ≤ h¯, d’acord amb la definicio´ de φ¯,
η¯i+1 = ηi, e¯i = ei i φ¯(xi, yi;h) = φ(xi, yi;h).
Per tant
|e(x;h)| =≤ |h|pN eM|x−x0|−1
M
,
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per tot x ∈ [a, b] i tota hn = (x− x0)/n, n = 1, 2, ..., amb |hn| ≤ h¯. 
Tot seguit passem a definir el concepte d’estabilitat, sigui λ < 0 considerem el segu¨ent
problema de Cauchy
(2) x′(t) = λx, x(0) = x0.
El problema es resol fa`cilment ja que la EDO e´s de variables separables i, per tant, obtenim
que x(t) = x0e
λt e´s la solucio´ de (2). Observem que quan el temps tendeix a infinit x(t)
va cap a 0, si a l’aplicar el nostre me`tode obtenim que ∀hn la solucio´ aproximada yn esta`
acotada direm que el me`tode e´s estable. Perque` considerem (2) i no una altra EDO? Com
ja s’ha esmentat abans, aquesta EDO e´s molt fa`cil de resoldre, per tant e´s lo`gic demanar
al nostre me`tode que l’aproximi correctament, per una altra banda aquesta EDO e´s molt
important ja que surt en molts a`mbits.
2.2 Me`tode d’Euler
El me`tode d’Euler consisteix en prendre h prou petita i aproximar x′(t) per:
x′(t) ≈ x(t+h)−x(t)
h
⇒ x(t+ h) ≈ x(t) + hx′(t).
Com x′(t) = f(t, x(t)) obtenim x(t+h) ≈ x(t) +hf(t, x(t)), per tant el nostre me`tode e´s
tn+1 = tn + hn,
yn+1 = yn + hnf(tn, yn),
amb y0 = x0.
Observacio´: El me`tode d’Euler e´s un me`tode d’un pas on φ(hn; t, x(t)) = f(t, x(t)).
Proposicio´: El me`tode d’Euler te´ ordre 1.
Demostracio´: Volem veure
|x(t+h)−x(t)
h
− φ(t, x(t);h)| = O(h),
en aquest cas tenim φ(t, x(t);hn) = f(t, x(t)), per tant
|x(t+h)−x(t)
h
− φ(t, x(t);h)| = |x(t+h)−x(t)
h
− f(t, x(t))|.
Desenvolupant per Taylor x(t+ h) a prop de h = 0 obtenim
|x(t+h)−x(t)
h
− f(t, x(t))| = |x′(t) + x′′(t)h
2
+O(h2)− f(t, x(t)| = |x′′(t)h
2
+ +O(h2)|
i com estem suposant que les derivades de x(t) estan acotades a [a, b] acabem concloent
que |x(t+h)−x(t)
h
− φ(t, x(t);h)| ≤ kh, per tant te´ ordre 1. 
8
Proposicio´: El me`tode d’Euler e´s condicionalment estable.
Demostracio´: Apliquem Euler a aquest problema.
yn+1 = yn + hnλyn, podem suposar que hn = h, e´s a dir, prenem pas constant.
yn+1 = yn(1 + hλ), observem que yn = y0(1 + hλ)
n,
per tant yn anira` cap a 0 si i nome´s si |1 + hλ| ≤ 1 ⇔ −1 ≤ 1 + hλ ≤ 0 ⇔ −2 ≤
hλ ≤ 0⇔ 0 ≤ hX ≤ 2|λ| ,
per tant com la solucio´ no tendeix a 0 per tot h direm que Euler e´s condicionalment
estable .
2.3 Me`tode de Taylor
Els me`todes de Taylor consisteixen en aproximar la funcio´ desconeguda x(t) pel seu po-
linomi de Taylor. Partim de x′(t) = f(t, x(t)) per tal de calcular les derivades d’ordre
superior de x(t). Anomenarem ft =
∂f
∂t
i a fx =
∂f
∂x
, tot seguit passem a fer uns ca`lculs
per obtenir el polinomi de Taylor d’ordre 2 a prop de t0.
x′′(t) = ft(t, x(t)) + fx(t, x(t))x′(t) = ft(t, x(t)) + fx(t, x(t))f(t, x(t)).
x(t) ≈ x(t0)+x′(t0)(t−t0)+x′′(t−t0)(t−t0)22! = x0+f(t0, x0)(t−t0)+ft(t0,x0)+fx(t0,x0)f(t0,x0)(t−t0)
2
2!
.
Prenem h = t1 − t0 obtenim:
x(t) ≈ x0 + f(t0, x0)h+ ft(t0,x0)+fx(t0,x0)f(t0,x0)h22! = y1.
D’aquesta manera obtenim l’algorisme del me`tode de Taylor d’ordre 2
y0 = x(t0)
yn+1 = yn + f(tn, yn)h+
ft(tn,yn)+fx(tn,yn)f(tn,yn)h2
2!
Proposicio´: El me`tode de Taylor de segon ordre te´ ordre 2.
Demostracio´: φ(h; t, x(t)) = f(t, x(t) + h
2
(ft(t, x(t)) + fx(t, x(t))f(t, x(t))),
volem veure
|x(t+h)−x(t)
h
− φ(t, x(t);h)| = O(h2),
|x(t+h)−x(t)
h
− φ(h; t, x(t))| = |x(t+h)−x(t)
h
− f(t, x(t)− h
2
(ft(t, x(t)) + fx(t, x(t))f(t, x(t)))|.
Desenvolupant per Taylor x(t+ h) a prop de h = 0 obtenim
|x′(t) + x′′(t)h
2
+ x
′′′(t)h2
6
− f(t, x(t)− h
2
(ft(t, x(t() + fx(t, x(t))f(t, x(t)))| = |x′′′(t)h”6 | ≤ kh2,
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ja que hem suposat que en l’interval [a, b] les derivades estan acotades. 
D’aquesta mateixa forma es pot veure que el me`tode de Taylor d’ordre n te´ efectiva-
ment ordre n. Observem que el me`tode d’Euler e´s el mateix que el de Taylor d’ordre 1.
Tot seguit veurem un me`tode que no requereix calcular derivades.
3 Me`tode Runge-Kutta
Els me`todes de Runge-Kutta (RK) resolen el problema dels me`todes de Taylor al hora de
calcular les derivades de la nostra funcio´ f(t, x(t)). L’idea principal del me`tode consisteix
en aproximar aquestes derivades per combinacions d’avaluacio´ de la nostra funcio´.
Aquests me`todes venen donats per el segu¨ent algorisme
y0 = x0,
yn+1 = yn + h
∑`
i=1
cik
n
i .
On ` ∈ N esta` prefixada a l’hora de buscar el me`tode. Les ci so´n constants que es
determinaran amb el me`tode i les kni so´n funcions definides per
kn1 = f(tn, yn)
kni = f(tn + hai, yn + h
i−1∑
j=1
cibijk
n
j ), i = 2..k,
amb ai,bij constants a determinar.
Normalment les ci satisfan la condicio´
ci =
i−1∑
j=1
bij.
Per tant els me`todes RK so´n me`todes d’un pas amb φ(hn; tn, yn) =
∑`
i=1
cik
n
i .
Observem que en el cas ` = 1 obtenim el me`tode d’Euler.
L’idea principal per obtenir aquest me`tode e´s la segu¨ent, volem resoldre (1), comencem
suposant que f no depe`n del temps, e´s a dir, volem resoldre
x′(t) = f(x), x(t0) = x0,
que te´ per solucio´
x(t) = x0 +
∫ t
t0
f(x)dx,
com a primera aproximacio´ per resoldre aquesta integral podem utilitzar la regla del punt
mig
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x(t0 + h0) ≈ x1 = x0 + h0f(t0 + h02 )
x(t1 + h1) ≈ x2 = x1 + h1f(x1 + h12 )
.
.
.
x(t) ≈ X = xn−1 + hn−1f(xn−1 + hn−12 ),
on hi = ti+1 − ti i t0, t1,..., tn = t, e´s una particio´ del interval. Sabem que l’error global
te´ ordre 2.
Runge (1895) es va pregunta si seria possible estendre aquest me`tode per resoldre (1). El
primer pas si h = h0, seria
x(t0 + h0) ≈ x1 = x0 + hf(t0 + h02 , x(t0 + h02 ),
pero` quin valor te´ x(t0 +
h0
2
) ? Per calcular-ho aplicarem el me`tode de Euler amb un pas
me´s petit h/2 i obtenim
x(t0 +
h0
2
) ≈ x0 + h2f(t0, x0),
i d’aqu´ı obtenim
x1 = x0 + hf(t0 +
h0
2
, x0 +
h
2
f(t0, x0).
Ara comprovem de quin ordre e´s l’error utilitzant aquet procediment, per aixo` desenvo-
lupem per Taylor com una funcio´ de h x1 i la solucio´ exacte x(t0 + h)
x1 = x0 + hf(t0, x0) +
h2
2
(fx + fyf)(t0, x0) +
h3
8
(fxx + 2fxyf + fyyf
2)(t0, x0) + ...
x(t0 + h) = x0 + hf(t0, x0) +
h2
2
(fx + fyf)(t0, x0) +
h3
6
(fxx + 2fxyf + fyyf
2 + fyfx +
f 2y f)(t0, x0) + ...
Restant obtenim l’error
x(t0 + h)− x1 = h324 (fxx + 2fxyf + fyyf 2 + 4(fyfx + f 2y f)(t0, x0) + ...,
per tant si suposem que les derivades de f estan acotades obtenim que
||x(t0 + h)− x1|| ≤ Kh3.
Si volgue´ssim me´s precisio´ tindrem que aproximar millor x(t0 +
h0
2
).
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3.1 Runge-Kutta d’ordre 2 (RK2)
En aquest apartat buscarem un me`tode RK amb ` = 2, tenim:
φ((t, x(t);h) = c1k1 + c2k2 = c1f(t, x(t)) + c2f(t+ a2h, x(t) + hb21f(t, x(t))).
Ara mirem de deduir quins seran aquests coeficients per tal que el me`tode funcioni,
la idea principal e´s desenvolupar per Taylor x(t+h)−x(t)
h
i φ(h; t, x(t)) a prop de h = 0 i
imposar que els primers termes coincideixin. Aix´ı ens assegurarem que el me`tode tindra`
l’ordre desitjat. Passem ara a fer Taylor:
1. φ((t, x(t);h) = c1f(t, x(t))+ c2(f(t, x(t))+a2hft(t, x(t))+ b21hfx(t, x(t))f(t, x(t))+
(ha2)2
2
ftt(t, x(t)) + h
2a2b21fxt(t, x)f(t, x(t)) +
(hb21)2
2
fxx(t, x(t))f(t, x(t))
2) +O(h3)
2. x(t+h)−x(t)
h
= x′(t) + h
2!
x′′(t) + h
2
3!
+O(h3)
Si ara calculem |x(t+h)−x(t)
h
− φ((t, x(t);h)| < obtenim:
|x(t+h)−x(t)
h
−φ((t, x(t);h)| = |(1−c1−c2)f(t, x(t)+((12−a2c2)ft(t, x(t)+(12−c2b21)f(t, x(t))fx(t, x(t)))h+
((1
6
−a22c2
2
ftt(t, x(t))+(
1
6
− b221c1
2
fxx(t, x(t))f
2(t, x(t))+1
6
(ft(t, x(t))fx(t, x(t))+f
2
x(t, x(t))f(t, x(t))))h
2+
O(h3)|
Com volem ordre 2 nome´s cal trobar una solucio´ al sistema segu¨ent
1− c1 − c2 = 0
1
2
− a2c2 = 0
1
2
− c2b21 = 0
Observem que aquest sistema no e´s lineal i te´ infinites solucions, ens interessa triar una
amb nombres que ens facilitin la programacio´ del me`tode, encara que teo`ricament totes
donen lloc a un me`tode igual de bo. Prenem com a solucio´ del sistema a2 = b21 = 1,
c1 = c2 =
1
2
, per tant obtenim que el nostre algorisme RK2 e´s
y0 = x0,
yn+1 = yn + h(
1
2
f(tn, yn) +
1
2
f(tn + h, yn + hf(tn, yn))).
3.2 Runge-Kutta 45
Tots els me`todes RK es construeixen de la mateixa manera. Per a programar utilitzarem
el RK4 i el RK5, ja que si constru¨ım aquests dos me`todes arribarem a un sistema no
lineal per cada cas i tindrem un grau de llibertat per escollir les solucions, de tal manera
que podem fer que moltes de les ki coincideixin. D’aquesta manera mira l’error e´s molt
fa`cil i a l’hora de programar ens estalvia molt de temps i treball.
Fent el mateix procediment que RK2 obtenim les segu¨ents equacions per RK3
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
a1 + a2 + a3 = 1
a2c2 + a3c3 =
1
2
a2c
2
2 + a3c
2
3 =
1
3
a3b32c2 =
1
6
Aquest sistema igual que per RK2 te´ moltes solucions, tot seguit indiquem una d’aquestes
a1 =
1
6
, a2 =
2
3
, a3 =
1
6
,
c2 =
1
2
, c3 = 1,
b32 = 1.
Per RK4 les equacions so´n
a1 + a2 + a3 + a4 = 1 (1.4)
a2c2 + a3c3 + a4c4 =
1
2
(2.4)
a2c
2
2 + a3c
2
3 + a4c
2
4 =
1
3
(3.4)
a3b32c2 + a4b42c2 + a4b43c3 =
1
6
(4.4)
a2c
3
2 + a3c
3
3 + a4c
3
4 =
1
4
(5.4)
a3c3b32c2 + a4c4b42c2 + a4c4b43c3 =
1
8
(6.4)
a3b32c
2
2 + a4b42c
2
2 + a4b43c
2
3 =
1
12
(7.4)
a4b43b32c2 =
1
24
(8.4)
Per resoldre aquestes equacions, tractem c2, c3, c4 com a para`metres i trobem el va-
lor a1, a2, a3, a4 en funcio´ d’aquests utilitzant les equacions (1.4), (2.4), (3.4)i (5.4) que
so´n un sistema lineal respecte les ai.
Ara fem lo mateix per les b32, b42, b43 amb les equacions (4.4), (6.4)i (7.4).
Amb aquests ca`lculs si anem a (8.4) obtenim que c4 = 1.
Tot seguit passarem a demostrar un resultat necessari per trobar la solucio´ d’aques-
tes equacions.
Lema: Si
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s∑
i=j+1
aibij = aj(1− cj), j = 1, ..., s,
llavors les equacions (5.4), (7.4) i (8.4) s’obtenen de les altres.
Demostracio´: Ho provarem per (7.4)
∑
i,j
aibijc
2
j =
∑
j
ajc
2
j −
∑
j
ajc
3
j =
1
3
− 1
4
=
1
12
s’obte´ de (3.4) i (5.4). Les altres dues s’obtenen de manera similar. 
Ara demostrarem que la condicio´ d’aquest lema e´s necessa`ria en el nostre cas.
Lema: Si a les equacions de RK4 imposem la condicio´ ci =
i−1∑
j=1
bij, llavors es com-
pleix la hipo`tesis del lema anterior, e´s a dir, es compleix
s∑
i=j+1
aibij = aj(1− cj).
La prova d’aquest lema es basa en el segu¨ent lema:
Lema: Siguin U i V dues matrius 3× 3 tals que
UV =
ω11 ω12 0ω21 ω22 0
0 0 0
 , det(ω11 ω12
ω21 ω22
)
6= 0
llavors o be´ l’u´ltima fila de U e´s 0 o l’u´ltima columna de V e´s 0.
Demostracio´: Sigui W = UV . Tenim que una de les dues matrius U o V ha de
ser singular. Suposem que U e´s singular. Llavors existeix un vector x 6= 0, tal que
xTU = 0⇒ xTW = 0.
Per tant les dues primeres components del vector x han de ser 0 ja que estem supo-
sant ω11ω22 − ω21ω12 6= 0, d’aqu´ı obtenim que l’u´ltima fila de U e´s 0. Si fos V la matriu
singular la demostracio´ e´s semblant i acabem concloent que l’u´ltima columna de V e´s 0. 
Aplicarem aquest lema a unes matrius en concret. Definim
dj =
∑
i
aibij − aj(1− cj) amb j = 1,...,4,
tot seguit provarem que dj = 0. Per aixo` introdu¨ım les segu¨ents matrius
U =
 a2 a3 a4a2c2 a3c3 a4c4
d2 d3 d4

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V =

c2 c
2
2
∑
j
b2jcj − 1
2
c22
c3 c
2
3
∑
j
b3jcj − 1
2
c23
c4 c
2
4
∑
j
b4jcj − 1
2
c24

Llavors utilitzant les equacions de RK4 obtenim
UV =
12 13 01
3
1
4
0
0 0 0
 det(12 131
3
1
4
)
6= 0,
podem aplicar el lema anterior.
Per tant o be´ l’u´ltima fila de U e´s 0 o be´ l’u´ltima columna de V e´s 0. Que l’u´ltima
columna de V sigui 0 no pot ser ja que c1 = 0 implica∑
j
b2jcj − 1
2
c22 = −
1
2
c22 6= 0,
per l’equacio´ (8.4). Llavors utilitzant el lema tenim d2 = d3 = d4 = 0. Tambe´ tenim
que d1 = 0 ja que d1 + d2 + d3 + d4 = 0, consequ¨e`ncia de les equacions (1.4), (2.4) i de
ci =
i−1∑
j=1
bij. Utilitzant tots aquests lemes obtenim el segu¨ent Teorema.
Teorema: Si ci =
i−1∑
j=1
bij les equacions de RK4 so´n equivalents a les segu¨ents equa-
cions
a1 + a2 + a3 + a4 = 1 (a)
a2c2 + a3c3 + a4c4 =
1
2
(b)
a2c
2
2 + a3c
2
3 + a4c
2
4 =
1
3
(c)
a2c
3
2 + a3c
3
3 + a4c
3
4 =
1
4
(e)
a3c3b32c2 + a4c4b42c2 + a4c4b43c3 =
1
8
(f)
a3b32 + a4b42 = a2(1− c2) (i)
a4b43b32 = a3(1− c3) (j)
0 = a4(1− c4) (k)
A partir de (j) i de (8.4) obtenim que
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b3b4c2(1− c3) 6= 0.
Particularment aixo` implica que c4 = 1 per (k).
Solucions de les equacions: Las equacions de la (a) fins la (e) i (k) estableixen que ai i
ci so´n els coeficients d’una forma quadra`tica de ordre 4 amb c1 = 0 i c4 = 1. Distingirem
4 casos
1. c2 = u, c3 = v i 0, u, v, 1 so´n tots diferents. Llavors (a)-(e) formen un sistema
lineal regular per a1, a2, a3, a4. aquest sistema te´ per solucio´
a1 =
1−2(u+v)+6uv
12uv
,
a2 =
2v−1
12uv(1−u)(v−u) ,
a3 =
1−2u
12v(1−v)(v−u) ,
a4 =
3−4(u+v)+6uv
12(1−u)(1−v) .
Tenim que assumir que u, v no fan que a3 = 0 i a4 = 0. Els altres tres casos es
construeixen amb la regla de Simpson.
2. c3 = 0, c2 =
1
2
, a3 = ω 6= 0, a1 = 16 − ω, a2 = 46 , a4 = 16 ;
3. c3 = c2 =
1
2
, a1 =
1
6
, a3 = ω 6= 0, a2 = 46 − ω, a4 = 16 ;
4. c2 = 1, c3 =
1
2
, a4 = ω 6= 0, a2 = 16 − ω, a1 = 16 , a3 = 46 .
Una vegada ai i ci so´n escollides, obtenim b43 des de (j), i (f) i (i) formen un sistema
lineal de dues equacions per b32 i b42. Aquest sistema te´ per determinant
det
(
a3 a4
a3c3c2 a4c4c2
)
= a3a4c2(c4 − c3)
que e´s diferent de 0 ja que b3b4c2(1− c3) 6= 0. Finalment obtenim b21, b31 i b41 utilitzant
la condicio´ ci =
i−1∑
j=1
bij.
Per programar considerem
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k1 = hnf(tn, xn),
k2 = hnf(tn +
1
4
hn, xn +
1
4
k1),
k3 = hnf(tn +
3
8
hn, xn +
3
32
k1 +
9
32
k2),
k4 = hnf(tn +
12
13
hn, xn +
1932
2197
k1 − 72002197k2 + 72962197k3),
k5 = hnf(tn + hn, xn +
439
216
k1 − 8k2 + 3680513 k3 − 8454104k4),
k6 = hnf(tn +
1
2
hn, xn − 827k1 + 2k2 − 35442565k3 + 18594104k4 − 1140k5),
a partir d’aquestes ki obtenim RK4:
yˆn+1 = yn +
25
216
k1 +
1408
2565
k3 +
2197
4104
k4 − 15k5,
i RK5:
y¯n+1 = yn +
16
135
k1 +
6656
12825
k3 +
28651
56430
k4 − 950k5 + 1140k6.
La nostra estimacio´ de l’error en cada pas sera` la resta d’aquestes dues aproximacions,
e´s a dir
||yˆn+1 − y¯n+1||
3.3 Control de pas
Fins ara en tots els me`todes que hem anat estudiant hem suposat que el nostre pas de
temps h e´s constant, per tant, fixat un temps inicial t0 i un valor de la nostra funcio´
x(t0) = x0 el nostre me`tode ens dona una taula de valors aproximats equiespaiats. Aixo`
pot ser un inconvenient al hora de la integracio´ ja que si la nostra funcio´ f(t, x(t)) no
e´s prou suau l’aproximacio´ pot ser dolenta. Si volem que l’error sigui petit en tota la
integracio´ utilitzant pas constant ens caldra` que el nostre pas sigui molt petit, cosa que
pot ralent´ı molt el proce´s de ca`lcul.
Canviar el pas durant la integracio´ no e´s cap problema ja que utilitzem me`todes d’un
pas. El problema consisteix en trobar el pas hn = tn+1 − tn per tal que yn+1 aproximi be´
x(tn+1). Per aconseguir el pas fixarem un nivell d’error i mirarem de calcular el hn me´s
gran que satisfa` que el error sigui me´s petit que el nivell demanat.
Evidentment el ca`lcul d’aquest hn canvia segons el me`tode utilitzat. Tot seguit agafarem
el me`tode Runge-Kutta 45 i mirarem de com triar el nostre pas. Sabem que RK4 te´ ordre
4 i RK5 te´ ordre 5, per tant si calculem l’error tindrem
||yˆn+1 − y¯n+1|| = T (tn)h5 +O(h6),
fent fora el terme d’ordre 6 obtenim
||yˆn+1 − y¯n+1|| = T (tn)h5 ⇒ ||T (tn)|| = ||yˆn+1−y¯n+1||h5 .
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Sigui ara  una tolera`ncia d’error que hem fixat d’entrada. Donarem el nostre pas per bo
si
||yˆn+1 − y¯n+1|| ≤ .
Ara volem predir el nou pas hN , de tal manera que al segu¨ent pas d’integracio´ l’estimacio´
de l’error es continu¨ı mantenint per sota de la tolera`ncia fixada. E´s a dir volem
‖yˆn+2 − y¯n+2‖ = T (tn+1)h5N ≤ .
Si desenvolupem per Taylor T (tn+1) = T (tn + hN) = T (tn) +O(hN), el que implica
T (tn+1)h
5
N +O(h)
6 ≤ .
Negligint els termes d’ordre 6 obtenim
|hN | ≤ ‖T (tn)‖ = h
5
||yˆn+1−y¯n+1|| .
Agafarem el ma`xim hN que doni la precisio´ demanada, i d’aquesta manera obtindrem la
fo´rmula de prediccio´ del nou pas :
hN = |h| 5
√

||yˆn+1−y¯n+1|| .
Posem valor absolut a h, ja que la integracio´ pot anar endavant (h > 0) i enredera (h < 0).
Observem que amb aquest control el nostre pas en general no sera` constant, pero` que
passa si volem que la nostre integracio´ vagi exactament entre dos valors de temps? Al fer
aquest me`tode molt possiblement ens passem del valor desitjat, e´s a dir, si volem integrar
per t ∈ [a, b] el nostre me`tode possiblement ens doni un pas massa ampli i ens passarem
del nostre interval, pero` aixo` no e´s cap problema ja que si ens passem nome´s cal baixar el
pas i demanar-li que integri en el valor desitjat, ja que hem calculat el pas per que sigui
el me´s gran que faci bona la nostra aproximacio´, de manera que si ens passem qualsevol
valor entre tn i tn+1 el podrem aproximar sense problema.
Tot seguit considerem el segu¨ent problema
x′(t) = y(t)
y′(t) = −x(t)
(x(0), y(0)) = (1, 0)
Que te´ per solucio´ x2 + y2 = 1. Utilitzarem RK45 per calcular valors de l’o`rbita i farem
la integracio´ per t ∈ [0, 2pi] per tal de mostrar com fer la integracio´ entre els valors de
temps que vulguem.
En l’annex es troba una taula on es mostren els valors aproximats de (x(t), y(t)) i el
temps on han estat calculats.
Si ara pintem la gra`fica resultant, surt efectivament una circumfere`ncia de radi 1.
18
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
-1 -0.8 -0.6 -0.4 -0.2  0  0.2  0.4  0.6  0.8  1
’1.txt’ u 3:4
Com les solucions x(t) i y(t) so´n sin(t) i cos(t) respectivament al integrar entre [0, 2pi]
hem fet la volta completa i en temps 2pi ens dona exactament el valor inicial.
4 Matrius fonamentals
Per tal de poder estudiar equacions diferencials lineals cal introduir les matrius fonamen-
tals.
Considerem la segu¨ent equacio´ matricial
x′ = A(t)x+ b(t), (3)
on A(t) = (aij(t)) e´s una matriu n× n els elements de la qual so´n aij(t), i b(t) = (bi(t))
e´s el vector columna.
Aquest sistema d’EDOs en I × E es diu lineal, si b(t) = 0 es diu lineal homogeni.
Teorema: Per tot (t0, x0) ∈ I × E existeix una u´nica solucio´ ψ(t) = ψ(t, t0, x0) de
(3) definida en I tal que ψ(t0) = x0.
Demostracio´: Considerem la successio´ d’aplicacions ψi de I en E donada per
ψ0(t) = x0
ψi(t) = x0 +
∫ t
t0
[A(s)ψi−1(s) + b(s)]ds
Provarem que per tot interval compacte [a, b] ⊂ I, la successio´ convergeix uniformement
en [a, b] per una solucio´ de (3).
Siguin
K = sup{||A(s)||; s ∈ [a, b]},
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c = sup{|ψ1(s)− ψ0(s)|; s ∈ [a, b]}.
Observem que
|ψ2(t)− ψ1(t)| = |
∫ t
t0
A(s)[ψ1(t)− ψ0(t)]ds| ≤
≤ ∫ t
t0
|A(s)[ψ1(t)− ψ0(t)]|ds ≤ Kc|t− t0|,
d’igual manera obtenim
|ψ3(t)− ψ2(t)| ≤ K2c2! |t− t0|2.
D’aqu´ı per induccio´ tenim
|ψi+1(t)− ψi(t)| ≤ Kici! |t− t0|i.
Per tant tenim
sup |ψi+1(t)− ψi(t)| ≤ [K(b−a)]ici! .
Com [K(b−a)]
ic
i!
e´s una se`rie convergent, la se`rie d’aplicacions ψi = ψ0 + (ψ1 − ψ0) + ... +
(ψi − ψi−1 convergeix uniformement pel criteri de Weierstrass.
Denotem per ψ el l´ımit puntual d’aquesta se`rie. Notem que aquest l´ımit existeix en
I doncs I unio´ d’intervals compactes de la forma [a, b]. Fent tendir a infinit ψi tenim que,
per tot t ∈ I,
ψ(t) = x0 +
∫ t
t0
[A(s)ψ(s) + b(s)]ds.
Derivant respecte a t, comprovem que efectivament compleix (7).
Ja tenim l’existe`ncia, ara nome´s falta l’ unicitat.
Suposem que existeix una altre aplicacio´ ϕ que satisfa` (7) en I. Per tot t ∈ I tindrem
ϕ(t) = x0 +
∫ t
t0
[A(s)ϕ(s) + b(s)]ds.
Denotem per m el sup |ϕ(t)− ψ1(t)|, t ∈ [a, b], llavors tenim
|ϕ(t)− ψ2(t)| = |
∫ t
t0
A(s)(ϕ(s)− ψ1(s)ds| ≤ Km|t− t0|,
|ϕ(t)− ψ3(t)| ≤ K2m2! |t− t0|2,
.
.
.
|ϕ(t)− ψi(t)| ≤ Kimi! |t− t0|i−1,
per tant fent tendir i→∞ obtenim
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ϕ(t) = lim
i→∞
ψi(t) = ψ(t)
Aixo` prova la unicitat. 
Corol.lari: Siguin ϕ, ψ solucions de la segu¨ent equacio´ lineal homoge`nia
x′ = A(t)x (4).
Llavors es compleixen les dues propietats segu¨ents
(a) Si a, b so´n constants llavors γ = aϕ+ bψ e´s solucio´ de (4).
(b) Si ϕ(s) = 0 per algun s ∈ I llavors ϕ(t) = 0 ∀t ∈ I.
Demostracio´:
(a) dγ(t)
dt
= adϕ(t)
dt
+ bdψ(t)
dt
= aA(t)ϕ(t) + bA(t)ψ(t) = A(t)γ(t).
(b) E´s immediat utilitzant el Teorema anterior. 
Ara considerem < = {ψ : I → E, ψ cont.}. LLavors per la part (a) del corol·lari
anteriror tenim que el conjunt A de solucions de (4) e´s un subespai vectorial de <.
Sigui s ∈ I respresentem per εs la aplicacio´ de A en E donada per εs(ψ) = ψ(s), e´s un
isomorfisme. E´s obvi que εs e´s lineal, tenim que εs(ψ(t, s, x0) = x0, ∀x0 ∈ E. Finalment
per (b) tenim que el nucli de εs e´s 0, en particular tenim dimA = dimE.
Definicio´: Una matriu ϕ(t) d’ordre n × n tal que les seves columnes formen base del
espai del solucions de (4) direm que e´s una matriu fonamental de A(t).
Observacio´: Tota matriu fonamental e´s regular, ja que les seves columnes formen base.
Tot seguit passarem a demostrar unes propietats ba`siques d’aquestes matrius per ar-
ribar a concloure uns resultats que necessitarem me´s endavant.
Proposicio´: Siguin ϕ(t), ψ(t) dues matrius fonamentals de A(t). Llavors existeix una
u´nica matriu C d’ordre n× n constant i regular tal que per tot temps compleix
ψ(t) = ϕ(t)C.
Demostracio´: Considerem ϕ−1(t)ψ(t) i veiem que e´s constant.
(ϕ−1(t)ψ(t))′ = (ϕ−1(t))′ψ(t) + ϕ−1(t)ψ′(t)
Per altra banda (ϕ−1(t))′ = −ϕ−1(t)ϕ′(t)ϕ−1(t) = −ϕ−1(t)A(t),
aix´ı obtenim
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(ϕ−1(t)ψ(t))′ = −ϕ−1(t)A(t)ψ(t) + ϕ−1(t)A(t)ψ(t) = 0.
El que implica
ϕ−1(t)ψ(t) = C. 
Proposicio´: Sigui A(t) definida en I = R perio`dica de per´ıode τ , si ϕ(t) e´s una matriu
fonamental de A(t) llavors existeix una matriu C constant i regular tal que
ϕ(t+ τ) = ϕ(t)C
Demostracio´: Utilitzant la proposicio´ anterior nome´s cal veure que ϕ(t + τ) e´s una
matriu fonamental de A(t).
Tenim ϕ′(t) = A(t)ϕ(t), el que implica
ϕ′(t+ τ) = A(t+ τ)ϕ(t+ τ) = A(t)ϕ(t+ τ). 
Considerem la segu¨ent equacio´ matricial
eX = A.
A les solucions d’aquesta equacio´ les anomenarem logaritmes de A i els notarem com lnA.
Si l’equacio´ te´ solucio´ llavors tots els autovalors de A so´n diferents de 0 i el det A 6= 0,
aquesta condicio´ e´s necessa`ria per l’existe`ncia de solucions. A continuacio´ veurem que
tambe´ es condicio´ suficient.
Suposem que el det A 6= 0. Considerem els divisors elementals de A:
(λ− λ1)p1 , (λ− λ2)p2 , ..., (λ− λu)pu
(λ1λ2...λu 6= 0), p1 + p2 + ...+ pu = n).
Escrivim A en la seva forma de Jordan corresponent amb els seus divisors elementals
A = CA¯C−1 = C{λ1E(p1) +H(p1), λ2E(p2) +H(p2), ..., λuE(pu) +H(pu)}C−1
Com la derivada de la funcio´ eξ e´s diferent de zero per tots els valors de ξ, llavors
amb el pas de X a A = eX els divisors elementals els tenim controlats, X te´ per divisors
elementals els segu¨ents
(λ− ξ1)p1 , (λ− ξ2)p2 , ..., (λ− ξu)pu ,
on
eξj = λj, (j = 1, 2, ..., u),
e´s a dir, que ξj e´s un dels valors de
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lnλj, (j = 1, 2, ..., u).
En el pla de la variable complexa λ, tracem un cercle de centre λj i de radi inferior a |λj|,
definim fj(λ) = lnλ, que en el cercle pren un valor igual al valor caracter´ıstic ξj de X.
Ara tenim
ln(λjE
(pj) +H(pj)) = fj(λjE
(pj) +H(pj)) = lnλjE
(pj) + λ−1j H
(pj) + ...
Com la derivada de lnλ no s’anul·la, la matriu anterior te´ com a divisor elemental
(λ− ξj)pj . Aix´ı la matriu quasi diagonal
{ln(λ1E(p1) +H(p1)), ln(λ2E(p2) +H(p2)), ..., ln(λuE(pu) +H(pu))}
te´ els mateixos divisors elementals que la matriu desconeguda X. Existeix per tant una
matriu T regular tal que
X = T{ln(λ1E(p1) +H(p1)), ln(λ2E(p2) +H(p2)), ..., ln(λuE(pu) +H(pu))}T−1
Per trobar T considerem,
A = eX = T{λ1E(p1) + H(p1), λ2E(p2) + H(p2), ..., λuE(pu) + H(pu)}T−1. Comparant les
dues expressions obtenim
T = UXA¯,
on XA¯ e´s una matriu arbitraria que commuta amb A¯. Aix´ı reemplac¸ant en les fo´rmules
anteriors obtenim una fo´rmula general que conte´ tots els logaritmes de les matriu A
X = UXA¯{ln(λ1E(p1) +H(p1)), ln(λ2E(p2) +H(p2)), ..., ln(λuE(pu) +H(pu))}X−1A¯ U−1.
Proposicio´ (Fo´rmula de Liouville): Sigui ψ(t) una matriu fonamental de A(t). Lla-
vors per a tot t ∈ I i per tot t0 ∈ I fixat tenim
det ψ(t) = det[ψ(t0)]e
∫ t
t0
trA(s)ds
,
amb trA =
n∑
i=0
aii, si A = (aij).
Demostracio´: E´s suficient provar que η(t) = det ψ(t) e´s solucio´ de
X ′ = [trA(t)]X.
Derivant η(t) = det ψ(t) = det(η1, η2, ..., ηn), on ηi e´s la columna i-e`ssima de η(t), obtenim
η′(t) =
n∑
i=0
det(η1(t), , ..., η
′
i(t), ..., ηn(t)) =
n∑
i=0
det(η1(t), , ..., A(t)ηi(t), ..., ηn(t)).
Expressem ara el vector A(t)ηi(t) en termes de la base {η1(t), , ..., ηn(t)}
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A(t)ηi(t) =
n∑
j=0
αij(t)ηj(t).
Com la trac¸a no depe`n de la base
trA(t) =
n∑
i=0
αii(t) =
n∑
i=0
aii(t).
D’aqu´ı dedu¨ım que
η′(t) =
n∑
i=0
det(η1(t), , ...,
n∑
i=0
αij(t), ..., ηn(t)) =
n∑
i=0
αiidet(η1(t), , ..., ηi(t), ..., ηn(t)) = [trA(t)]η(t).

Teorema de Floquet: Sigui A(t) una matriu perio`dica de per´ıode τ . Llavors exis-
teixen una matriu P = P (t) perio`dica de per´ıode τ i una matriu B, en general complexa,
tal que per tota matriu fonamental ϕ(t) de A(t) tenim ϕ(t) = P (t)eBt.
Demostracio´: Utilitzant la proposicio´ anterior tenim que ϕ(t) i ϕ(t + τ) so´n matrius
fonamentals de A(t), per tant existeix C tal que
ϕ(t+ τ) = ϕ(t)C ⇒ C = ϕ−1(t)ϕ(t+ τ)
Per tant existeix B tal que C = eBτ .
Definim P (t) = ϕ(t)e−Bt, nome´s cal comprovar que P (t) e´s perio`dica de per´ıode τ .
P (t + τ) = ϕ(t + τ)e−B(t+τ) = ϕ(t)Ce−Bτe−Bt = ϕ(t)CC−1e−Bt = ϕ(t)e−Bt = P (t).

Proposicio´: Sigui A(t) una matriu perio`dica de per´ıode τ . Llavors existeix una trans-
formacio´ y(t) → P (t)y(t) que transforma les solucions de x′ = A(t)x en solucions d’una
equacio´ lineal x′ = Bx amb coeficients constants.
Demostracio´: Partim de x′ = A(t)x, ara x = P (t)y,
x′ = P ′(t)y + P (t)y = A(t)P (t)y
P ′(t) = ϕ′(t)e−Bt − ϕ(t)Be−Bt, substituint obtenim
(ϕ(t)e−Bt − ϕ(t)Be−Bt)y + ϕ(t)e−Bty′ = A(t)ϕ(t)e−Bty,
utilitzant que ϕ′(t) = A(t)ϕ(t) i operant concloem
y′ = By. 
Proposicio´: Els valors propis de la matriu B obtinguda en el teorema de Floquet no
depenen de la matriu fonamental triada.
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Demostracio´: Suposem que ϕ i ψ so´n matrius fonamental de A(t). Com A(t) e´s τ -
perio`dica tenim que existeixen matrius constants tals que
ϕ(t+ τ) = ϕ(t)C
ψ(t+ τ) = ψ(t)C1
ϕ(t) = ψ(t)C2
ϕ(t+ τ) = ψ(t+ τ)C2
Com C = eBτ , si demostrem que existeix un canvi de base entre C i C1 ja tindrem
que els valors propis de B so´n invariants per qualsevol matriu fonamental.
Utilitzant les igualtats anteriors tenim
ψ(t+ τ)C2 = ϕ(t+ τ) = ψ(t+ τ)C2C = ψ(t+ τ)C
−1
1 C2C,
per tant
C = C−12 C1C2. 
5 O`rbites perio`diques
En aquesta seccio´ buscarem nume`ricament o`rbites perio`diques d’algunes equacions dife-
rencials. Tractarem varies i utilitzarem diferents me`todes per trobar-les. Per comenc¸ar
recordarem la definicio´ d’o`rbita perio`dica. Considerem
x′(t) = f(t, x(t)),
on f esta` definida en R × U , U obert i e´s Lipschitz respecte x. Sigui φ(t, x) la solucio´
u´nica d’aquest problema.
Defincio´: Sigui x ∈ U , llavors l’o`rbita de x e´s la corba x(t) = φ(t, x), ∀t ∈ I ⊆ R.
Si existeix un nu´mero τ ∈ R tal que φ(t, x) = φ(t + τ, x) direm que l’o`rbita de x e´s
perio`dica de per´ıode τ .
Per comenc¸ar considerem la segu¨ent equacio´ diferencial
(4) x′(t) = f(t, x(t)),
on f(t, x(t)) e´s τ -perio`dica, e´s a dir, si x(t) e´s solucio´ x(t+τ) tambe´ e´s solucio´ i x(t) ∈ Rn.
Donant com ha condicio´ inicial de la nostra equacio´ x(0) = (x1(0), x2(0), ...xn(0)), consi-
derem una seccio´ de Poincare´. Cada punt de la seccio´ dona lloc a una solucio´, i la imatge
de l’aplicacio´ e´s el punt interseccio´ de la solucio´ amb la seccio´. La nostra seccio´ envia tot
punt en temps 0 al seu valor en temps τ , me´s concretament
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P : Rn 7−→ Rn
(x1(0), x2(0), ...xn(0))) 7−→ (x1(τ), x2(τ), ...xn(τ)),
on (x1(τ), x2(τ), ...xn(τ)) e´s la posicio´ a temps τ si a temps 0 estava en (x1(0), x2(0), ...xn(0)).
No podem donar una forma expl´ıcita de P ja que les E.D.O.S. que tractarem no es
poden resoldre a ma`. Per tant necessitarem fer integracio´ nume`rica per poder trobar
(x1(τ), x2(τ), ...xn(τ)).
Al ser τ -perio`dica la nostra equacio´ si trobem un punt fix de P tindrem que l’o`rbita
del punt fix e´s una o`rbita perio`dica, e´s a dir, si trobem un punt (x∗) ∈ Rn tal que
P (x∗) = (x∗) tindrem que l’o`rbita de (x∗) e´s una o`rbita perio`dica de per´ıode τ .
Per tant tot seguit passem a explicar com trobar punts fixos de P .
Volem trobar (x∗) tal qeu P (x∗) = (x∗), o de forma equivalent volem resoldre la segu¨ent
equacio´
(5) Gω = P (x∗)− (x∗) = (0, ..., 0).
El primer pas consisteix en trobar un 0 d’una funcio´, utilitzarem el me`tode de Newton.
Recordem que el me`tode de Newton en diverses variables consisteix en
DG(xn) = −G(xn)hn,
xn+1 = xn + hn.
Per tant necessitem la diferencial de la funcio´ G, que e´s
DP − Id,
per tant ens falta DP , la qual calcularem utilitzant les variacionals.
Per fer variacionals partim d’una condicio´ inicial, e´s a dir considerem el segu¨ent problema
de Cauchy {
z′(t) = f(t, z(t))
z(t0) = (z0)
Derivant respecte condicions inicials obtenim
∂
∂t
[Dz0z(t, z0)] = Dzf(t, z(t, z0))[Dz0z(t, z0)]
Dz0z(t0, z0) = Id
Si definim M = Dz0z(t, z0), utilitzarem RK45 per resoldre el segu¨ent sistema
M ′ = Dxf(t, x(t, x0))M
M(t0) = Id
On Dxf(t, x(t), y(t)) es coneguda.
D’aquesta manera calcularem M en temps τ que e´s la diferencial que vol´ıem i nome´s
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caldra` aplicar Newton per trobar el punt fix. per calcular les variacionals tindrem que
integrar-les al mateix temps que integrem la nostra EDO x′ = f(t, x).
Tot seguit suposem que la nostra EDO tambe´ depe`n d’un para`metre, e´s a dir
(6) x′(t) = f(x(t), t, ω),
on ω ∈ R.
Ara volem trobar totes les o`rbites perio`diques pels diferents valors de ω. Comencem
escollim un ω = ω0 i utilitzant el me`tode abans esmentat trobem el punt fix de l’aplicacio´
de Poincare´ i per tant l’o`rbita perio`dica corresponent. Tot seguit mourem ω i trobarem
la segu¨ent o`rbita perio`dica. Cal tenir en compte que aquest proce´s podria no funcionar,
tot seguit passem a explicar diferents maneres de com moure ω.
Definicio´: Al proce´s de moure el nostre para`metre w per trobar les solucions de (6)
l’anomenarem continuacio´.
Tenim diverses maneres per fer continuacio´, tot seguit esmentarem algunes i comentarem
els resultats.
1. Trobem un primer punt de la nostre equacio´ Gω0 utilitzant el me`tode abans esmen-
tat. Tindrem que (ω0, x0) soluciona Gω0 . Ara simplement augmentem ω0 una certa
quantitat fixada, e´s a dir, ω1 = ω0 + m, amb m ∈ R i petit. Ara resolem l’equacio´
partint de (x0) com a punt inicial per fer Newton i obtenim (ω1, x1) solucio´ de Gω1 .
Ara tornem a augmentar ω1, ω2 = ω1 +m i aix´ı fins el ω que vulguem.
2. La segona manera e´s molt semblant a la primera nome´s que en comptes de comenc¸ar
Newton per el punt anterior afinarem una mica me´s amb la prediccio´. Partim de
Gω = 0,
si derivem obtenim
DxGωx
′ +DωGω = 0,
DxGωx
′ = −DωGω,
i aix´ı trobem x′(ω).
Si ja hem trobat w0 podem aproximar el nostre nou punt fent Taylor
x(ω1) = x(ω0) + x
′(ω0)(ω1 − ω0),
i nome´s caldra` tornar a aplicar el me`tode prenent la nostra aproximacio´ per Taylor
com a punt inicial.
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3. El principal problema d’aquestes dues maneres e´s que podrien no anar be´ per algun
valor de ω ja que el Teorema de la funcio´ impl´ıcita podria fallar. Per tal de solucionar
aquest problema calcularem el vector tangent a la nostra o`rbita i ampliarem el
sistema a resoldre amb Newton per tal de canviar de para`metre quan ens convingui
i aix´ı recorre l’o`rbita sense problemes.
Primer trobem el vector tangent. Volem T (t) ∈ R3 tal que
Gw(T (t)) = 0,
derivem,
DTGw(T (t))T
′(t) = 0,
observem que e´s un sistema de n files i n + 1 columnes per tant la matriu te´ nucli
i per tant te´ solucio´.
Volem un vector v 6= 0 tal que
DTGw(T0)v = 0.
Si (ω0, x0) e´s solucio´ de Gω0 el nostre segu¨ent punt de l’o`rbita l’aproximarem per
(ω1, x1) = (ω0, x0, ) + kv, amb k ∈ R i petit. Ara farem Newton partint d’aquest
punt, pero` obtenim el segu¨ent sistema no quadrat
DGω(x1)h = −Gω(x1),
per tal que el sistema sigui quadrat posem com a tercera equacio´ la del pla ortogonal
a v que passa per (ω0, x0).
Observem que per fer aquest procediment cal trobar les derivades de G respec-
te el para`metre ω, les quals s’obtenen amb les variacionals respecta el para`metre,
nome´s caldra` resoldre M
′ = ∂f
∂x
(t, x(t), ω)M + ∂f
∂ω
(t, x, ω)
M(t0) = 0
Definicio´: Anomenarem a aquest me`tode 3 per torbar o`rbites perio`diques me`tode
de continuacio´.
Un cop trobades les o`rbites perio`diques mirarem l’estabilitat d’aquestes. Volem veure
que li passa a la nostre equacio´ si canviem x0(t) per x0(t) + h, amb h petita.
x′(t) = f(x, t), x0(t) + h,
h′ + x′0(t) = f(x0(t) + h, t) = f(x0(t), t) +Dxf(x0(t), t)h+O(||h||2),
eliminant els termes d’ordre dos tenim la segu¨ent aproximacio´ lineal
h′ = Dxf(Dxf(x0(t), t)h.
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el que ens deixa un sistema del segu¨ent tipus
ψ′ = A(t)ψ.
En el nostre cas A(t) e´s τ -perio`dica i per tant podem utilitzar el teorema de Floquet, que
ens diu que podem passar del nostre sistema al segu¨ent
y′ = By,
on ψ(τ) = eτB = M .
Per tant si volem estudiar l’estabilitat tindrem que calcular els autovalors de la ma-
triu ψ(τ). Observem que si a+ bi e´s una autovalor de ψ(τ) llavors ea+bi e´s un autovalor
de M . Com
|ea+bi| = ea,
nome´s caldra` mirar la part real de l’autovalor.
5.1 Exemple 1: Pe`ndol
Tot seguit passem a estudiar exemples concrets, considerem la segu¨ent equacio´
(7) x′′(t) + ω2 sin(x(t)) = ε sin(t),
on ω, ε ∈ R so´n para`metres.
Aquesta equacio´ modela el moviment d’un pe`ndol amb una petita pertorbacio´.
Tambe´ podem pensar-la com un sistema de dues equacions si prenem y = x′{
x′(t) = y(t)
y′(t) = ε sin(t)− ω2 sin(x(t))
Observem que aquesta equacio´ e´s 2pi-perio`dica, per tant podem considerar l’ aplicacio´ de
Poincare´ que envia tot punt en temps 0 al seu valor a temps 2pi, me´s concretament
P : R2 7−→ R2
(x0, y0) 7−→ (x1, y1),
on (x1, y1) e´s la posicio´ a temps 2pi si a temps 0 estava en (x0, y0).
Al ser 2pi-perio`dica la nostra equacio´ si trobem un punt fix de P tindrem que l’o`rbita del
punt fix e´s una o`rbita perio`dica.
Aplicarem el me`tode de continuacio´ per trobar els punts fixes d’aquesta aplicacio´ i per
tant les o`rbites de l’equacio´.
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Per aplicar el me`tode nome´s caldra` trobar D(x,y)f(t, x(t), y(t)) que es calcula fa`cilment i
dona (
0 1
−ω2 cos(x(t)) 0
)
Aquesta equacio´ e´s un exemple on el Teorema de la funcio´ impl´ıcita falla en ω = 1.
Considerem resoldre la nostra equacio´ per x ≈ 0, per tant sin(x) ≈ x. Tenim que resoldre
x′′(t) + w2x(t) =  sin(t).
pel tipus d’equacio´ provem una solucio´ del tipus x(t) = A sin(t) i imposem que ho sigui
−A sin(t) + ω2A sin(t) =  sin(t),
suposant sin(t) 6= 0 obtenim A = ε
ω2−1 , per tant la nostra solucio´ e´s
x(t) = ε
ω2−1 sin(t),
que no serveix en w = 1.
Tambe´ podem mirar-ho d’una manera me´s anal´ıtica. Prenem ε = 0, per comprovar
que el teorema de la funcio´ impl´ıcita funciona ens cal primer trobar una solucio´ de G i
despre´s comprovar la que la matriu diferencial del segu¨ent sistema e´s diferent de 0.
Observem que x(t) = 0 i ε = 0 e´s solucio´ del sistema, per tant ja tenim una solucio´.
Per calcular la matriu diferencial tenim primer que calcular les variacionals en el punt
x(t) = 0, ε = 0, per tant hem de resoldre
V ′ =
(
0 1
−ω2 0
)
V,
Sabem que la solucio´ ve donada per els valors i els vectors propis de la matriu coneguda,
en aquest cas so´n iω i −iω tots dos complexos, amb vectors propis (1, iω) i (1,−iω)
respectivament. Per tant la solucio´ e´s
V = C1
(
eiωt
iωeiωt
)
+ C2
(
e−iωt
−iωe−iωt
)
Si imposem que per t = 0 sigui V = Id, obtenim que la matriu solucio´ e´s
V =
1
2
(
eiωt + e−iωt e
iωt−e−iωt
iω
iωeiωt − iωe−iωt eiωt + e−iωt
)
Per u´ltim nome´s cal comprovar per a quins ω el determinant de V − Id en temps 2pi e´s
igual a 0.
Efectivament si posem ω = 1 obtenim que el determinant e´s 0 i per tant falla el Te-
orema de la funcio´ impl´ıcita.
Ara nome´s queda fer continuacio´ trobar les o`rbites perio`diques i calcular l’estabilitat
d’aquestes. Tindrem que mirar la part real dels autovalors, en aquest cas nome´s tenim
dos, si la part real dels dos autovalors e´s negativa l’o`rbita sera` estable, si e´s positiva sera`
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inestable. Cal dir que no pot passar que un dels dos tingui part negativa i l’altre positiva,
ja que si aixo` passes tindr´ıem que els dos han de ser reals, pero` el determinant de ψ(2pi)
e´s 1 i per tant els dos han de tenir el mateix signe. Per veure que el determinant e´s 1
utilitzem la fo´rmula de Liouville.
Aquesta fo´rmula ens diu que
det ψ(t) = det[ψ(t0)]e
∫ t
t0
trA(s)ds
,
en aquest cas A(t) = D(x,y)f(t, x(t), y(t)) i trA(t) = 0, per tant
det ψ(t) = det[ψ(t0)],
pero` sabem que per t = 0, ψ(0) = Id i per tant te´ determinant 1. D’aqu´ı concloem que
det ψ(2pi) e´s 1.
Per u´ltim nome´s queda mostra el resultat obtingut. La segu¨ent gra`fica mostra els punts
fixes de l’aplicacio´ de Poincare´ per aquesta equacio´, per ω ∈ [
√
2
2
,
√
2] i ε = 0.01. L’eix
x correspon a la primera coordenada del punt fix i l’eix y al valor de ω. No pintem la
segona coordenada ja que no varia gaire en cap valor.
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La corba vermella comenc¸a per ω =
√
2
2
i termina en ω =
√
2 i totes les o`rbites perio`diques
so´n estables, mentre que la gra`fica verda comenc¸a per ω =
√
2 i termina en ω =
√
2
2
, les
o`rbites d’aquesta so´n estables fins arribar a prop de ω = 1 on la corba retorna i les seves
o`rbites passen a ser inestables.
Ara podem calcular que passa quan ε tendeix a 0. Tot seguit es mostren las gra`fiques
per valors de ε cada cop me´s petits. Comencem per ε = 0.001
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I ara per ε ≈ 0
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Observem que cada cop les gra`fiques s’aproximen, fins el punt que quan ε = 0 es tallen
en un punt.
Que passaria ara si en comptes de fer continuacio´ aplique´ssim un dels altres dos me`todes?
Com la corba retorna el nostre me`tode no la podra` seguir i aquest e´s el resultat
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Com podem observar unes de les dues corbes no surt be´, ja que al aproximar-se al punt
ω = 1 la impl´ıcita falla i el me`tode no e´s bo.
5.2 Un problema dels tres cossos restringit
Considerem el segu¨ent problema: Dos cossos girant sobre el seu centre de masses en
o`rbites circulars sota l’influencia mu´tua de l’atraccio´ gravitacional i un tercer cos ( atret
pels dos altres, pero` que no influencia en el moviment d’aquests) es mou en el pla definit
pels dos cossos que giren. El problema dels tres cossos restringit consisteix en descriure
el moviment d’aquest tercer cos.
Anomenarem primaris als dos cosso que giren. La massa del tercer cos e´s molt petita en
comparacio´ amb els altres dos, per tant no influeix en el moviment d’aquests.
Agafem la distancia T-Ll com unitat de distancia, la massa total del sistema T-Ll com
unitat de massa, i la unitat de temps l’agafem de manera que el per´ıode de la Lluna al
voltant de la Terra es 2pi. Agafem eixos de coordenades de manera que l’eix x e´s la l´ınia
que uneix Terra i Lluna, l’eix z e´s perpendicular al pla de moviment de la Terra i la Lluna,
i l’eix y l’agafem per tenir un sistema de refere`ncia ortogonal orientat positivament. En
el nostre cas els cossos primaris seran la Terra i la Lluna. Arribem que les equacions que
segueix la part´ıcula so´n
x′′ = 2y′ + x− 1−µ
r31
(x− µ)− µ
r32
(x− µ+ 1),
y′′ = −2x′ + y − 1−µ
r31
y − µ
r32
y,
z′′ = −1−µ
r31
z − µ
r32
z.
els r so´n les distancies entre la Terra el Sol i la Lluna, que despre´s del canvi del coorde-
nades queden de la manera segu¨ent
r21 = (x− µ)2 + y2 + z2,
r22 = (x− µ+ 1)2 + y2 + z2,
Si Ω = 1
2
(x2 + y2) + 1−µ
r1
+ µ
r2
+ 1
2
µ(1− µ).
Podem reescriure las nostres equacions com
x′′ − 2y′ = ∂Ω
∂x
,
y′′ + 2x′ = ∂Ω
∂y
,
z′′ = −∂Ω
∂z
.
I obtenim l’integral constant de Jacobi
c = 2Ω(x, y, z)− ((x′)2 + (y′)2 + (z′)2),
que e´s una integral primera sobre les solucions (c constant). Comprovarem aquest fet
nume`ricament en la nostra pra`ctica.
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Aquest sistema te´ cinc punts d’equilibri, nosaltres ens fixarem en un en concret que
e´s (µ− 1
2
,−
√
3
2
, 0.
Integrarem amb seccio´ de Poincare´ z = 0 i z′ = λ sera` el nostre para`metre a mou-
re.
El problema que tenim es que no sabem el per´ıode en el qual hem de integrar. Per
calcular-ho comenc¸arem amb z = 0 i voldrem un temps en el qual z torni a ser 0, pero` el
nostre mas sigui de pujada, e´s a dir el temps en que talla per segona vegada el pla z = 0.
Normalment ens passarem d’aquest temps, pero` podem aplicar el me`tode de Newton en
una variable per trobar quin e´s aquest temps, e´s a dir, farem anar
tk+1 = tk − z(tk)z′(tk) ,
un cop trobat aquest temps nome´s caldra` treure la matriu diferencial i fer continuacio´.
La segu¨ent gra`fica mostra una de les o`rbites perio`diques calculades
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 0.82
 0.84
 0.86
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Hem pintat las coordenades x i y. per u´ltim diar que al fe rcontinuacio´ obtenim que totes
aquestes o`rbites so´n inestables.
5.3 Un problema dels quatre cossos restringit
El Problema Bicircular, e´s una simplificacio´ del problema de quatre cossos. Aquest model
sera` utilitzat per l’estudi de la dina`mica d’un petit cos dins del sistema Terra-Lluna-Sol.
En el model es consideren la Terra i la Lluna en moviment al voltant del seu centre de
masses dins d’una o`rbita circular. Aquest sistema Terra-Lluna tambe´ gira tot ell, al vol-
tant del centre de masses del sistema Terra-Lluna-Sol dins d’una altre o`rbita circular.
Aquest model no e´s dina`micament coherent perque` el moviment dels tres cossos no se-
gueix la llei de la Gravitacio´ Universal de Newton. Pero` e´s una bona aproximacio´ del
model real, tal i com ens expressen els resultats finals.
El problema que considerem e´s el del moviment d’un petit cos sota l’atraccio´ gravitacional
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produ¨ıda pel tres cossos primaris, la Terra, la Lluna i el Sol.
Un cop tenim plantejat el model, volem obtenir les equacions. Suposem el moviment
de la Terra i la Lluna circular al voltant del seu centre de masses. Prenem com a origen
el centre de masses i com a unitat de temps, considerem el per´ıode del moviment circular
2pi. Per simplificar les equacions, prenem com a unitat de massa la suma de masses de la
Terra i la Lluna, i com a unitat de longitud la dista`ncia entre la Terra i la Lluna. Triades
aix´ı les constants, el valor de la constant de la gravitacio´ universal e´s 1.
Anomenem el valor de les masses de la Terra, la Lluna i el Sol, com MT , ML i MS
respectivament, obtenim
µ = ML
MT+Ml
, 1− µ = MT
MT+ML
, ms =
MS
MT+ML
.
On prenem µ com la massa de la Lluna, 1− µ com la massa de la Terra i ms e´s la massa
del Sol. Nume`ricament obtenim
µ ≈ 0.012150581623433623,
ms ≈ 328900.550,
Per tant, la massa total del sistema e´s
M = µ+ (1?µ) +ms = 1 +ms
Definim ns com la velocitat angular del Sol respecte el sistema Terra-Lluna, que pren el
valor
ns ≈ 0.074804014481710354
La frequ¨e`ncia del moviment del Sol respecte el sistema Terra-Lluna e´s
ws = 1− ns ≈ 0.925195985518289646
Prenent aquests valors, la distancia entre el centre de masses del sistema Terra-Lluna i
el Sol e´s
as = (
1+ms
n2s
)
1
3 ≈ 388.81114302335106.
Prenem com a origen de coordenades el centre de masses de la Terra i la Lluna, com a
eix de les x’s la recta que uneix els dos primaris i com a eix de les z’s la direccio´ del
vector del moviment angular dels dos primaris respecte el centre de masses, el qual e´s
perpendicular al pla del moviment. Finalment, prenem l’eix de les y’s per tal d’obtenir
un sistema de refere`ncia ortogonal i orientat positivament. Amb aquesta refere`ncia amb
variables (X, Y, Z), la posicio´ dels tres primaris a temps t, ve donada per
XT = µ cos t, XL = (µ− 1) cos t, XS = as cos(nst),
YT = µ sin t, YL = (µ− 1) sin t, YS = as sin(nst),
ZT = 0, ZL = 0, ZS = 0,
35
on hem suposat que, a temps t = 0, la Terra, la Lluna i el Sol s’on a (µ, 0, 0), (µ− 1, 0, 0)
i (as, 0, 0) respectivament. E´s a dir, el que correspon a un eclipsi de Lluna.
Sigui CM1 el centre de masses de la Terra i la Lluna, i CM2 el centre de masses del
sistema Terra–Lluna–Sol.
Posarem l’origen en el centre de masses dels tres cossos. Per a fer–ho, fem una translacio´
al centre de masses dels tres primaris, e´s a dir, a
(− ms
1+ms
as cos(nst),−ms1 +msas sin(nst), 0),
el qual depe`n de t.
Els eixos no giren, pero` es traslladen al centre de masses. Feta la translacio´ prenem
com a noves coordenades (U, V,W ), que prendran el valor
U = X − ms
1+ms
as cos(nst),
V = Y − ms
1+ms
as sin(nst),
W = Z.
Si ara prenem les segones derivades respecte el temps de les equacions anteriors i te-
nim en compte que la tercera llei de Kepler implica que
msasn2s
1+ms
= ms
a2s
,
obtenim les segu¨ents equacions,
X ′′ = U ′′ − ms
1+ms
n2sas cos(nst) = U
′′ − ms
a2s
cos(nst),
Y ′′ = V ′′ − ms
1+ms
n2sas sin(nst) = V
′′ − ms
a2s
sin(nst),
Z ′′ = W ′′.
Per determinar la posicio´ d’una massa infinitesimal influenciada pels tres cossos primaris
apliquem la llei de la Gravitacio´ Universal de Newton a la part´ıcula. La posicio´ vindra`
descrita per les segu¨ents equacions,
X ′′ = − (X−XT )(1?µ)
r3PT
− (X?XL)µ
r
3
PL
− (X?XS)ms
r3PS
− ms
a2s
cos(nst),
Y ′′ = − (Y−YT )(1?µ)
r3PT
− (Y ?YL)µ
r
3
PL
− (Y ?YS)ms
r3PS
− ms
a2s
sin(nst),
Z ′′ = −Z(1−µ)
r3PT
− Zµ
r3PL
− Zms
r3PS
.
Un cop sabem les equacions a les que esta` sotme`s el cos, en canviem les coordenades
per obtenir una lectura me´s fa`cil del model.
Canviem a coordenades sino`diques, les quals ens limitaran el moviment de la Terra i
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la Lluna dins l’eix de les x’s.
x = X cos t+ Y sin t, y = −X sin t+ Y cos t,
X = x cos t− y sin t, Y = x sin t+ y cos t.
Derivem el canvi de coordenades X = X(x, y), Y = Y (x, y), dues vegades respecte
el temps, t,
X ′′ = x′′ cos t− 2x′ sin t− x cos t− y′′ sin t− 2y′ cos t+ y sin t,
Y ′′ = x′′ sin t+ 2x′ cos t− x sin t+ y′′ cos t− 2y′ sin t− y cos t.
Un cop aqu´ı, substitu¨ım les u´ltimes igualtats, simplifiquem per cos t la primera equa-
cio´ i per sin t la segona. Aı¨llem x′′ i y′′, desfent-nos de les antigues coordenades X i Y
. Respecte la u´ltima variable Z no cal fer-hi res perque` no es veu afectada per aquest
u´ltim canvi. Per acabar d’escriure les equacions en coordenades (x, y, z), utilitzem les
identitats trigonome`triques segu¨ents
cos(t− nst) = cos t cos(nst) + sin t sin(nst), sin(t− nst) = sin t cos(nst)− cos t sin(nst).
Obtenim les segu¨ents equacions diferencials de segon ordre
x′′ = 2y′ + x− 1−µ
r3PT
(x− µ)− µ
r3PL
(x− µ+ 1)− ms
r3PS
(x− ascos(t− nst))− msa2s cos(t− nst),
y′′ = −2x′ + y − 1−µ
r3PT
y − µ
r3PL
y − ms
r3PS
(y + assin(t− nst)) + msa2s sin(t− nst),
z′′ = −1−µ
r3PT
z − µ
r3PL
z − ms
r3PS
z.
els r so´n les distancies entre la Terra el Sol i la Lluna, que despre´s del canvi del coorde-
nades queden de la manera segu¨ent
r2PT = (x− µ)2 + y2 + z2,
r2PL = (x− µ+ 1)2 + y2 + z2,
r2PS = (x− ascos(t− nst))2 + (y + assin(t− nst))2 + z2,
amb xs = as cos(t− nst) i ys = −as sin(t− nst).
Ara volem trobar o`rbites perio`diques d’aquest sistema. El primer pas que farem con-
sisteix en suprimir el sol del sistema, e´s a dir, ms = 0. Per aquest motiu anomenem al
problema restringit. Per fer ms = 0 multiplicarem ms per ε i comenc¸arem per ε = 0, de
tal manera que en el primer pas la massa del sol valdra` 0. Tot seguit mourem ε fins que
valgui 1 i aix´ı arribarem a la solucio´ del nostre problema. Per tant utilitzarem el me`tode
de continuacio´ amb para`metre ε, variant ε desde 0 a 1.
Per poder aplicar el me`tode primer canviarem el sistema per poder aplicar RK45. Prenem
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x′ = x1, y′ = y1 i z′ = z1, aix´ı obtenim
x′ = x1,
x′1 = 2y1 + x− 1−µr3PT (x− µ)−
µ
r3PL
(x− µ+ 1)− ms
r3PS
(x− ascos(t− nst))− msa2s cos(t− nst),
y′ = y1;
y′1 = −2x1 + y − 1−µr3PT y −
µ
r3PL
y − ms
r3PS
(y + assin(t− nst)) + msa2s sin(t− nst),
z′ = z1,
z′1 = −1−µr3PT z −
µ
r3PL
z − ms
r3PS
z.
Necessitarem la diferencial d’aquests sistema, la qual e´s la segu¨ent matriu 6× 6
0 1 0 0 0 0
dx1 0 dy1 2 dz1 0
0 0 0 1 0 0
dx2 −2 dy2 0 dz2 0
0 0 0 03 0 1
dx3 0 dy3 0 dz3 0

Amb
dx1 = 1− (1− µ)(r2PT − 3(x− µ)2)/r5PT − µ(r2PL − 3(x− µ+ 1)2)/r5PL–εms(r2PS − 3(x−
Xs)2)/r5PS,
dx2 = 3(1− µ)y(x− µ)/r5PT + 3µy(x− µ+ 1)/r5PL + 3εms(y − Y s)2/r5PS,
dx3 = 3(1− µ)z(x− µ)/r5PT + 3µz(x− µ+ 1)/r5PL + 3εmsz(x−Xs)/r5PS,
dy1 = (1− µ)(x− µ)3y/r5PT + 3µy(x− µ+ 1)/r5PL + 3εms(x−Xs)(y − Y s)/r5PS,
dy2 = 1− (1− µ)(r2PT − 3y2)/r5PT − µ(r2PL − 3y2)/r5PL–εms(r2PS − 3(y − Y s)2)/r5PS,
dy3 = 3(1− µ)zx/r5PT + 3µzy/r5PL + 3εmsz(y − Y s)/r5PS,
dz1 = 3(1− µ)(x− µ)z/r5PT + 3µ(x− µ+ 1)z/r5PL + 3εms(x−Xs)z/r5PS,
dz2 = 3(1− µ)yz/r5PT + 3µyz/r5PL + 3εms(y − Y s)z/r5PS,
dz3 = −(1− µ)(r2PT − 3z2)/r5PT − µ(r2PL − 3z2)/r5PL–εms(r2PS − 3z2)/r5PS.
Ara nome´s quedar aplicar continuacio´. Comenc¸arem amb x = µ− 1
2
, y =
√
3
2
i z = 0, que
e´s un punt d’equilibri per ms = 0.
Obtenim la segu¨ent gra`fica on l’eix de les abscisses e´s el para`metre ε i l’eix d’ordenades
e´s x.
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A nivell d’estabilitat obtenim que la corba de color verd e´s estable i la corba vermella
nome´s ho e´s fins el punt de retorn.
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6 Conclusio´
Crec haver assolit els objectius proposats al comenc¸ament del treball, he apre`s me´s so-
bre les equacions diferencials i tambe´ he millorat els meus coneixements sobre l’ana`lisi
nume`rica. La part teo`rica del treball ha sigut me´s fa`cil d’entendre i d’escriure que la part
pra`ctica, ja que en aquesta qualsevol mı´nim error feia que la pra`ctica no funcione´s be´ o
que els resultats siguin erronis, cosa que feia perdre molt temps revisant errors.
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8 Annex
En l’annex trobarem totes les pra`ctiques realitzades en el treball. Estan posades en la
mida me´s petita de lletra degut a la llarga extensio´ d’aquestes
(i) Me`tode RK45
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
#define C2 (1932.e0/2197.e0)
#define C3 (-7200.e0/2197.e0)
#define C4 (7296.e0/2197.e0)
#define C5 (439.e0/216.e0)
#define C6 (3680.e0/513.e0)
#define C8 (-8.e0/27.e0)
#define E1 (1.e0/360.e0)
#define E2 (-128.e0/4275.e0)
#define E3 (-2197.e0/75240.e0)
#define E4 (1.e0/50.e0)
#define E5 (2.e0/55.e0)
#define R1 (16.e0/135.e0)
#define R2 (6656.e0/12825.e0)
#define R3 (28561.e0/56430.e0)
#define R4 (-9.e0/50.e0)
#define R5 (2.e0/55.e0)
/* Me`tode RK45 felberg */
void calcular_k(double t, double *x, int n, double h, void (*camp)(double t, double *x, int n, double *f));
static double *k[6],*y;
int rk45(double *at, double *x, double *ah , int n, double tol,double hmin, double hmax, void (*camp)(double , double *, int , double *))
/*
*at e´s el temps, com el modificarem porta punter.
x e´s la nostre aproximacio´ a x(t).
*ah e´s el nostre pas.
n e´s la dimensio´ de la edo.
tol e´s la tolerancia pe controlar l’error.
camp e´s la nostra funcio´ f tq x’(t) = f(t,x).
*/
{
double error,h,t;
int i,flag;
static int bn=0;
if (bn < n)
{
if (bn > 0)
{
free(y);
for (i=0; i<6; i++) free(k[i]);
}
for (i=0; i<6; i++)
{
k[i]=(double*)malloc(n*sizeof(double));
if (k[i] == NULL) {puts("rk: falta memoria per les ks"); exit(1);}
}
y=(double *)malloc(n*sizeof(double));
if(y == NULL) {printf(" No hi ha memoria\n"); exit(1);}
bn=n;
}
flag=0;
t=*at;
h=*ah;
if (h > hmax){
/*h=SGN(h)*hmax; */
h=(h/fabs(h))*hmax;
flag=2;
}
if (h < hmin){
/* h=SGN(h)*hmin;*/
h=(h/fabs(h))*hmin;
flag=1;
}
calcular_k(t,x,n,h,camp);
error=0.e0;
for(i=0;i<n;i++)
{
y[i] = E1*k[0][i]+E2*k[2][i]+E3*k[3][i]+E4*k[4][i]+E5*k[5][i];
error = error + y[i]*y[i];
}
error=sqrt(error);
/* Comprovem que l’error no sigui molt gran */
if(error > tol){
h = h*(pow(tol/error,0.2e0));
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if(h<hmin) {
/* h=SGN(h)*hmin;*/
h=(h/fabs(h))*hmin;
flag=1;
}
if(h>hmax){
/* h=SGN(h)*hmax;*/
h=(h/fabs(h))*hmax;
flag=2;
}
calcular_k(t,x,n,h,camp);
}
t =t+h; /* ull */
for(i=0; i<n; i++){
x[i]= x[i]+R1*k[0][i]+R2*k[2][i]+R3*k[3][i]+R4*k[4][i]+R5*k[5][i];
}
h = h*(pow(tol/error,0.2e0));
*ah=h;
*at=t;
return flag;
}
void calcular_k(double t, double *x, int n, double h, void (*camp)(double , double *, int , double *))
{
int i;
(*camp)(t,x,n,k[0]);
for(i=0; i<n; i++) k[0][i] *= h;
for(i=0; i<n; i++) y[i]=x[i]+0.25e0*k[0][i];
(*camp)(t+0.25e0*h,y,n,k[1]);
for(i=0; i<n; i++) k[1][i] *= h;
for(i=0; i<n; i++) y[i]=x[i]+0.09375e0*k[0][i] + 0.28125e0*k[1][i];
(*camp)(t+0.375e0*h,y,n,k[2]);
for(i=0; i<n; i++) k[2][i] *= h;
for(i=0; i<n; i++) y[i]=x[i]+C2*k[0][i] + C3*k[1][i] + C4*k[2][i];
(*camp)(t + (12.e0/13.e0)*h,y,n,k[3]);
for(i=0; i<n; i++) k[3][i] *= h;
for (i=0; i<n; i++) y[i]=x[i]+C5*k[0][i] - 8.e0*k[1][i]+C6*k[2][i]-(845.e0/4104)*k[3][i];
(*camp)(t+h,y,n,k[4]);
for(i=0; i<n; i++) k[4][i] *= h;
for(i=0; i<n; i++) y[i]=x[i]+C8*k[0][i]+2.e0*k[1][i]-(3544.e0/2565)*k[2][i]+(1859.e0/4104.e0)*k[3][i]-0.275e0*k[4][i];
(*camp)(t+0.5e0*h,y,n,k[5]);
for(i=0; i<n; i++) k[5][i] *= h;
return;
}
(ii) Aqu´ı figura la pra`ctica per calcular les solucions de{
x′(t) = y(t)
y′(t) = −x(t)
(x(0), y(0)) = (1, 0)
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
#include "RK45f.h"
void camp(double t, double *x, int n, double *f);
int main(void){
double *x,h=0.01,t=0,tol=1.e-10,aux,hmin,hmax;
int n=2,flag;
FILE* ficher;
ficher = fopen("1.txt", "wt");
if (ficher == NULL)
{
printf("No existeix el ficher!\n");
exit(1);
}
x=(double*)malloc(n*sizeof(double));
if(x==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
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/* Valor incial de x(t)*/
x[0] = 0;
x[1] = 1;
do{
hmin=0.e0;
hmax=1;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
aux = 1-sqrt(x[0]*x[0]+x[1]*x[1]);
fprintf( ficher, "%e %lf %lf %lf\n",aux,t,x[0],x[1]);
}while(t<=2*M_PI);
h=2*M_PI-t;
hmin=h;
hmax=h;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
if (flag != 0) {printf("ull: flag = %d\n",flag); exit(1);}
fprintf( ficher, "%e %lf %lf %lf\n",aux,t,x[0],x[1]);
free(x);
fclose(ficher);
return 0;
}
void camp(double t, double *x, int n, double *f){
f[0] = x[1];
f[1] = -x[0];
return;
}
(iii) Aqu´ı figura la pra`ctica del pe`ndol utilitzant un me`tode dolent per continuar la corba.
Aquesta consisteix en el ca`lcul de la corba comencant en ω = sqrt(2)/2, la qual si que fa
be´.
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
#include "RK45f.h"
void camp(double t, double *x, int n, double *f);
void Newton(double *x,double *z, int n,void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f)));
double w;
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f));
int main(void){
double *x,*z;
int n=6,i;
FILE* ficher;
ficher = fopen("2b.txt", "wt");
if (ficher == NULL)
{
printf("No existeix el ficher!\n");
exit(1);
}
x=(double*)malloc(n*sizeof(double));
if(x==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
z=(double*)malloc(2*sizeof(double));
if(z==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
/* Valor incial de x(t) */
x[0] = 0;
x[1] = 0;
z[0] = 0;
z[1] = 0;
/* Valor incial de la matriu variacional */
x[2] = 1;
x[3] = 0;
x[4] = 0;
x[5] = 1;
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/* Inicialitzem w */
w = sqrt(2)/2 - sqrt(2)/200;
for(i=0;i<101;i++){
w = w + sqrt(2)/200;
Newton(x,z,n,fun);
fprintf( ficher, "%20.15f %20.15f %20.15f\n",w,x[0],x[1]);
}
free(x);
free(z);
fclose(ficher);
return 0;
}
void camp(double t, double *x, int n, double *f){
double E=1.e-2;
f[0] = x[1];
f[1] = E*sin(t)-w*w*sin(x[0]);
/* Matriu diferencial */
f[2] = x[4];
f[3] = x[5];
f[4] = -w*w*x[2]*cos(x[0]);
f[5] = -w*w*x[3]*cos(x[0]);
return;
}
void Newton(double *x,double *z, int n,void fun(double *,int ,void (*camp)(double t, double *x, int n, double *f))){
double det,tol2=1.e-9,error,*p;
int cont=0;
p=(double*)malloc(2*sizeof(double));
if(p==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
do{
z[0]=x[0];
z[1]=x[1];
fun(x,n,camp);
error=sqrt(pow(x[0]-z[0],2)+pow(x[1]-z[1],2));
if(error>tol2){
/* Resolem el sistema */
det=(x[2]-1)*(x[5]-1)-x[3]*x[4];
p[0] = ((z[0]-x[0])*(x[5]-1)-(z[1]-x[1])*x[3])/det;
p[1] = ((z[1]-x[1])*(x[2]-1)-(z[0]-x[0])*x[4])/det;
x[0]=z[0]+p[0];
x[1]=z[1]+p[1];
}
cont=cont+1;
}while(error>tol2);
free(p);
return;
}
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f)){
double hmin,hmax,t,h,tol=1.e-10;
int flag;
h=0.01;
t=0;
x[2] = 1;
x[3] = 0;
x[4] = 0;
x[5] = 1;
// printf("fun: %e %e %e\n",t,x[0],x[1]);
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do{
hmin=0.e0;
hmax=2*M_PI;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
}while(t<=2*M_PI);
h=2*M_PI-t;
hmin=h;
hmax=h;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
return;
}
(iv)Ara comencem en ω = sqrt(2) i anem baixant, de tal manera que no continuem be´ la
corba.
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
#include "RK45f.h"
void camp(double t, double *x, int n, double *f);
void Newton(double *x,double *z, int n,void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f)));
double w;
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f));
int main(void){
double *x,*z;
int n=6,i;
FILE* ficher;
ficher = fopen("2.txt", "wt");
if (ficher == NULL)
{
printf("No existeix el ficher!\n");
exit(1);
}
x=(double*)malloc(n*sizeof(double));
if(x==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
z=(double*)malloc(2*sizeof(double));
if(z==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
/* Valor incial de x(t) */
x[0] = 0;
x[1] = 0;
z[0] = 0;
z[1] = 0;
/* Valor incial de la matriu variacional */
x[2] = 1;
x[3] = 0;
x[4] = 0;
x[5] = 1;
/* Inicialitzem w */
w = sqrt(2) + sqrt(2)/200;
for(i=0;i<101;i++){
w = w - sqrt(2)/200;
Newton(x,z,n,fun);
fprintf( ficher, "%20.15f %20.15f %20.15f\n",w,x[0],x[1]);
}
free(x);
free(z);
fclose(ficher);
return 0;
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}void camp(double t, double *x, int n, double *f){
double E=1.e-2;
f[0] = x[1];
f[1] = E*sin(t)-w*w*sin(x[0]);
/* Matriu diferencial */
f[2] = x[4];
f[3] = x[5];
f[4] = -w*w*x[2]*cos(x[0]);
f[5] = -w*w*x[3]*cos(x[0]);
return;
}
void Newton(double *x,double *z, int n,void fun(double *,int ,void (*camp)(double t, double *x, int n, double *f))){
double det,tol2=1.e-9,error,*p;
int cont=0;
p=(double*)malloc(2*sizeof(double));
if(p==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
do{
z[0]=x[0];
z[1]=x[1];
fun(x,n,camp);
error=sqrt(pow(x[0]-z[0],2)+pow(x[1]-z[1],2));
if(error>tol2){
/* Resolem el sistema */
det=(x[2]-1)*(x[5]-1)-x[3]*x[4];
p[0] = ((z[0]-x[0])*(x[5]-1)-(z[1]-x[1])*x[3])/det;
p[1] = ((z[1]-x[1])*(x[2]-1)-(z[0]-x[0])*x[4])/det;
x[0]=z[0]+p[0];
x[1]=z[1]+p[1];
}
cont=cont+1;
}while(error>tol2);
free(p);
return;
}
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f)){
double hmin,hmax,t,h,tol=1.e-10;
int flag;
h=0.01;
t=0;
x[2] = 1;
x[3] = 0;
x[4] = 0;
x[5] = 1;
do{
hmin=0.e0;
hmax=2*M_PI;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
}while(t<=2*M_PI);
h=2*M_PI-t;
hmin=h;
hmax=h;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
return;
}
(v)Ara fem continuacio´ amb el pe`ndol comencant per ω = sqrt(2)/2.
#include <stdio.h>
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#include <math.h>
#include <stdlib.h>
#include "RK45f.h"
#include "r.h"
void camp(double t, double *x, int n, double *f);
void Newton(double *x,double *z,double **A,double *b);
double w;
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F);
void nucli(double *x, double *v);
int main(void){
double *x,**A,*b,error,tol2=1.e-9,*F,*v,*z,norma,vap,c;
int n=8,i,cont=0,est;
FILE* ficher;
ficher = fopen("4.txt", "wt");
if (ficher == NULL)
{
printf("No existeix el ficher!\n");
exit(1);
}
x=(double*)malloc(n*sizeof(double));
if(x==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
b=(double*)malloc(3*sizeof(double));
if(b==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
z=(double*)malloc(3*sizeof(double));
if(z==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
F=(double*)malloc(2*sizeof(double));
if(F==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
v=(double*)malloc(3*sizeof(double));
if(v==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
A=(double **)malloc(3*sizeof(double*));
for(i=0; i<3; i++){
A[i]=(double *)malloc(3*sizeof(double));
if(A[i]==NULL){
printf("No hi ha prou memo`ria");
exit(2);
}
}
/* Solucio´ de la nostra funcio´ per w= sqrt(2)/2 */
x[0] = 3224.e-15;
x[1] = -0.0199990589;
/* Inicialitzem w */
w = sqrt(2)/2;
do{
fun(x,n,camp,F);
cont=cont+1;
if(cont==1){
v[0]=x[3]*x[7]-(x[5]-1)*x[6];
v[1]=x[4]*x[6]-(x[2]-1)*x[7];
v[2]=(x[2]-1)*(x[5]-1)-x[4]*x[3];
norma = sqrt(v[0]*v[0] + v[1]*v[1] + v[2]*v[2]);
v[0] = v[0]/norma;
v[1] = v[1]/norma;
v[2] = v[2]/norma;
if(v[2]<0){
v[0]=-v[0];
v[1]=-v[1];
v[2]=-v[2];
}
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c=1.e-3;
x[0] = x[0] + c*v[0];
x[1] = x[1] + c*v[1];
w = w + c*v[2];
}else{
nucli(x,v);
}
do{
z[0]=x[0];
z[1]=x[1];
z[2]=w;
fun(x,n,camp,F);
error=sqrt(pow(F[0],2)+pow(F[1],2));
if(error>tol2){
A[0][0]= x[2]-1;
A[0][1]= x[3];
A[0][2]= x[6];
A[1][0]= x[4];
A[1][1]= x[5]-1;
A[1][2]= x[7];
A[2][0]= v[0];
A[2][1]= v[1];
A[2][2]= v[2];
b[0]= F[0];
b[1]= F[1];
b[2]=-(v[0]*(x[0]-z[0])+v[1]*(x[1]-z[1])+v[2]*(w-z[2]));
Newton(x,z,A,b);
}
}while(error>tol2);
/* Calculem l’estabilitat mirant els VAPS */
if(x[2]*x[2] + x[5]*x[5] -2*x[2]*x[5] + 4*x[4]*x[3] < 0){
vap = (x[2]+x[5])/2;
if(fabs(vap)<1){
est=1;
}else{
est=-1;
}
}else{
vap = (x[2]+x[5] + sqrt(x[2]*x[2] + x[5]*x[5] -2*x[2]*x[5] + 4*x[4]*x[3]))/2;
if(fabs(vap)<1){
est=1;
}else{
est=-1;
}
}
fprintf( ficher, "%20.15f %20.15f %20.15f %d\n",w,x[0],x[1],est);
}while(w<sqrt(2));
free(x);
free(F);
free(z);
free(v);
free(b);
for (i=0; i<3; i++) free(A[i]);
free(A);
fclose(ficher);
return 0;
}
void camp(double t, double *x, int n, double *f){
double E=1.e-2;
f[0] = x[1];
f[1] = E*sin(t)-w*w*sin(x[0]);
/* Matriu diferencial */
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f[2] = x[4];
f[3] = x[5];
f[4] = -w*w*x[2]*cos(x[0]);
f[5] = -w*w*x[3]*cos(x[0]);
f[6] = x[7];
f[7] = -w*w*x[6]*cos(x[0]) - 2*w*sin(x[0]);
return;
}
void Newton(double *x,double *z,double **A,double *b){
double *p;
p=(double*)malloc(3*sizeof(double));
if(p==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
Sistema(p,A,b,3);
x[0]=z[0]+p[0];
x[1]=z[1]+p[1];
w = z[2] + p[2];
free(p);
return;
}
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F){
double hmin,hmax,t,h,tol=1.e-10;
int flag;
F[0]=x[0];
F[1]=x[1];
h=0.01;
t=0;
x[2] = 1;
x[3] = 0;
x[4] = 0;
x[5] = 1;
x[6] = 0;
x[7] = 0;
do{
hmin=0.e0;
hmax=2*M_PI;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
}while(t<=2*M_PI);
h=2*M_PI-t;
hmin=h;
hmax=h;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
F[0]=F[0]-x[0];
F[1]=F[1]-x[1];
return;
}
void nucli(double *x, double *v){
double k,norm,prod,*u;
u=(double*)malloc(3*sizeof(double));
if(u==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
u[0]=v[0];
u[1]=v[1];
u[2]=v[2];
v[0]=x[3]*x[7]-(x[5]-1)*x[6];
v[1]=x[4]*x[6]-(x[2]-1)*x[7];
v[2]=(x[2]-1)*(x[5]-1)-x[4]*x[3];
norm = sqrt(v[0]*v[0] + v[1]*v[1] + v[2]*v[2]);
v[0] = v[0]/norm;
v[1] = v[1]/norm;
v[2] = v[2]/norm;
prod=v[0]*u[0]+v[1]*u[1]+v[2]*u[2];
if(prod<0){
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v[0]=-v[0];
v[1]=-v[1];
v[2]=-v[2];
}
k=1.e-3;
x[0] = x[0] + k*v[0];
x[1] = x[1] + k*v[1];
w = w + k*v[2];
free(u);
return;
}
(vi) Ara continuacio´ comencant per ω = sqrt(2).
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
#include "RK45f.h"
#include "r.h"
void camp(double t, double *x, int n, double *f);
void Newton(double *x,double *z,double **A,double *b);
double w;
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F);
void nucli(double *x, double *v);
int main(void){
double *x,**A,*b,error,tol2=1.e-9,*F,*v,*z,norma,c,vap;
int n=8,i,cont=0,est;
FILE* ficher;
ficher = fopen("5.txt", "wt");
if (ficher == NULL)
{
printf("No existeix el ficher!\n");
exit(1);
}
x=(double*)malloc(n*sizeof(double));
if(x==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
b=(double*)malloc(3*sizeof(double));
if(b==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
z=(double*)malloc(3*sizeof(double));
if(z==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
F=(double*)malloc(2*sizeof(double));
if(F==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
v=(double*)malloc(3*sizeof(double));
if(v==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
A=(double **)malloc(3*sizeof(double*));
for(i=0; i<3; i++){
A[i]=(double *)malloc(3*sizeof(double));
if(A[i]==NULL){
printf("No hi ha prou memo`ria");
exit(2);
}
}
/* Solucio´ de la nostra funcio´ per w= sqrt(2)/2 */
x[0] = 0.000000000000605;
x[1] = 0.010000285734010;
/* Inicialitzem w */
w = sqrt(2);
do{
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fun(x,n,camp,F);
cont=cont+1;
if(cont==1){
v[0]=x[3]*x[7]-(x[5]-1)*x[6];
v[1]=x[4]*x[6]-(x[2]-1)*x[7];
v[2]=(x[2]-1)*(x[5]-1)-x[4]*x[3];
norma = sqrt(v[0]*v[0] + v[1]*v[1] + v[2]*v[2]);
v[0] = v[0]/norma;
v[1] = v[1]/norma;
v[2] = v[2]/norma;
if(v[2]>0){
v[0]=-v[0];
v[1]=-v[1];
v[2]=-v[2];
}
c=1.e-3;
x[0] = x[0] + c*v[0];
x[1] = x[1] + c*v[1];
w = w + c*v[2];
}else{
nucli(x,v);
}
do{
z[0]=x[0];
z[1]=x[1];
z[2]=w;
fun(x,n,camp,F);
error=sqrt(pow(F[0],2)+pow(F[1],2));
if(error>tol2){
A[0][0]= x[2]-1;
A[0][1]= x[3];
A[0][2]= x[6];
A[1][0]= x[4];
A[1][1]= x[5]-1;
A[1][2]= x[7];
A[2][0]= v[0];
A[2][1]= v[1];
A[2][2]= v[2];
b[0]= F[0];
b[1]= F[1];
b[2]=-(v[0]*(x[0]-z[0])+v[1]*(x[1]-z[1])+v[2]*(w-z[2]));
Newton(x,z,A,b);
}
}while(error>tol2);
/* Calculem l’estabilitat mirant els VAPS */
if(x[2]*x[2] + x[5]*x[5] -2*x[2]*x[5] + 4*x[4]*x[3] < 0){
vap = (x[2]+x[5])/2;
if(fabs(vap)<1){
est=1;
}else{
est=-1;
}
}else{
vap = (x[2]+x[5] + sqrt(x[2]*x[2] + x[5]*x[5] -2*x[2]*x[5] + 4*x[4]*x[3]))/2;
if(fabs(vap)<1){
est=1;
}else{
est=-1;
}
}
fprintf( ficher, "%20.15f %20.15f %20.15f %d\n",w,x[0],x[1],est);
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}while(w<sqrt(2));
free(x);
free(F);
free(z);
free(v);
free(b);
for (i=0; i<3; i++) free(A[i]);
free(A);
fclose(ficher);
return 0;
}
void camp(double t, double *x, int n, double *f){
double E=1.e-5;
f[0] = x[1];
f[1] = E*sin(t)-w*w*sin(x[0]);
/* Matriu diferencial */
f[2] = x[4];
f[3] = x[5];
f[4] = -w*w*x[2]*cos(x[0]);
f[5] = -w*w*x[3]*cos(x[0]);
f[6] = x[7];
f[7] = -w*w*x[6]*cos(x[0]) - 2*w*sin(x[0]);
return;
}
void Newton(double *x,double *z,double **A,double *b){
double *p;
p=(double*)malloc(3*sizeof(double));
if(p==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
Sistema(p,A,b,3);
x[0]=z[0]+p[0];
x[1]=z[1]+p[1];
w = z[2] + p[2];
free(p);
return;
}
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F){
double hmin,hmax,t,h,tol=1.e-10;
int flag;
F[0]=x[0];
F[1]=x[1];
h=0.01;
t=0;
x[2] = 1;
x[3] = 0;
x[4] = 0;
x[5] = 1;
x[6] = 0;
x[7] = 0;
do{
hmin=0.e0;
hmax=2*M_PI;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
}while(t<=2*M_PI);
h=2*M_PI-t;
hmin=h;
hmax=h;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
F[0]=F[0]-x[0];
F[1]=F[1]-x[1];
return;
}
void nucli(double *x, double *v){
double k,norm,prod,*u;
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u=(double*)malloc(3*sizeof(double));
if(u==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
u[0]=v[0];
u[1]=v[1];
u[2]=v[2];
v[0]=x[3]*x[7]-(x[5]-1)*x[6];
v[1]=x[4]*x[6]-(x[2]-1)*x[7];
v[2]=(x[2]-1)*(x[5]-1)-x[4]*x[3];
norm = sqrt(v[0]*v[0] + v[1]*v[1] + v[2]*v[2]);
v[0] = v[0]/norm;
v[1] = v[1]/norm;
v[2] = v[2]/norm;
prod=v[0]*u[0]+v[1]*u[1]+v[2]*u[2];
if(prod<0){
v[0]=-v[0];
v[1]=-v[1];
v[2]=-v[2];
}
k=1.e-3;
x[0] = x[0] + k*v[0];
x[1] = x[1] + k*v[1];
w = w + k*v[2];
free(u);
return;
}
(vii) Aqu´ı figura la pra`ctica del problema dels 4 cossos restringit. Comencant amb ε = 0.
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
#include "RK45f.h"
#include "r.h"
#include "Plu.h"
#include <complex.h>
#include "vapvep.h"
void camp(double t, double *x, int n, double *f);
void Newton(double *x,double *z,double *v,int n,double *F,void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F));
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F);
void nucli(double *x, double *v,void trian(double **A, double *v, double *b, int n),double **A,double *b);
void trian(double **A, double *v, double *b, int n);
double E;
int main(void){
double *x,tol2=1.e-9,**A,**M,*z,*v,*b,*F,c,m=0.012150581623433623,norm,*mod;
int n=48,cont=0,i,k,est;
double complex *vap,**vep;
FILE* ficher;
vap=(double complex*)malloc(6*sizeof(double complex));
if (vap == NULL) {puts("no memo (vap)"); exit(1);}
vep=(double complex**)malloc(n*sizeof(double complex*));
if (vep == NULL) {puts("no memo (3)"); exit(1);}
vep[0]=(double complex*)malloc(n*n*sizeof(double complex));
if (vep[0] == NULL) {puts("no memo (4)"); exit(1);}
for (i=1; i<n; i++) vep[i]=vep[i-1]+n;
ficher = fopen("6.txt", "wt");
if (ficher == NULL)
{
printf("No existeix el ficher!\n");
exit(1);
}
x=(double*)malloc(n*sizeof(double));
if(x==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
b=(double*)malloc(6*sizeof(double));
if(b==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
z=(double*)malloc(7*sizeof(double));
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if(z==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
F=(double*)malloc(6*sizeof(double));
if(F==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
v=(double*)malloc(7*sizeof(double));
if(v==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
A=(double **)malloc(6*sizeof(double*));
for(i=0; i<6; i++){
A[i]=(double *)malloc(7*sizeof(double));
if(A[i]==NULL){
printf("No hi ha prou memo`ria");
exit(2);
}
}
M=(double **)malloc(7*sizeof(double*));
for(i=0; i<7; i++){
M[i]=(double *)malloc(7*sizeof(double));
if(M[i]==NULL){
printf("No hi ha prou memo`ria");
exit(2);
}
}
mod=(double*)malloc(6*sizeof(double));
if(mod==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
/* Solucio´ de la nostra funcio´ per E=0 */
x[0] = m-0.5;
x[1] = 0;
x[2] = sqrt(3)/2;
x[3] = 0;
x[4] = 0;
x[5] = 0;
E=0;
/* Calculem l’o`rbita perio`dica */
do{
fun(x,n,camp,F);
cont=cont+1;
A[0][0]= x[6]-1;
A[0][1]= x[7];
A[0][2]= x[8];
A[0][3]= x[9];
A[0][4]= x[10];
A[0][5]= x[11];
A[0][6]= x[42];
A[1][0]= x[12];
A[1][1]= x[13]-1;
A[1][2]= x[14];
A[1][3]= x[15];
A[1][4]= x[16];
A[1][5]= x[17];
A[1][6]= x[43];
A[2][0]= x[18];
A[2][1]= x[19];
A[2][2]= x[20]-1;
A[2][3]= x[21];
A[2][4]= x[22];
A[2][5]= x[23];
A[2][6]= x[44];
A[3][0]= x[24];
A[3][1]= x[25];
A[3][2]= x[26];
A[3][3]= x[27]-1;
A[3][4]= x[28];
A[3][5]= x[29];
A[3][6]= x[45];
A[4][0]= x[30];
A[4][1]= x[31];
A[4][2]= x[32];
A[4][3]= x[33];
A[4][4]= x[34]-1;
A[4][5]= x[35];
A[4][6]= x[46];
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A[5][0]= x[36];
A[5][1]= x[37];
A[5][2]= x[38];
A[5][3]= x[39];
A[5][4]= x[40];
A[5][5]= x[41]-1;
A[5][6]= x[47];
PLU(A,6,7);
if(cont==1){
if(fabs(A[5][5])>tol2){
v[6]=1;
b[0]=-A[0][6];
b[1]=-A[1][6];
b[2]=-A[2][6];
b[3]=-A[3][6];
b[4]=-A[4][6];
b[5]=-A[5][6];
trian(A,v,b,6);
}else{
v[5]=1;
b[0]=-A[0][5];
b[1]=-A[1][5];
b[2]=-A[2][5];
b[3]=-A[3][5];
b[4]=-A[4][5];
b[5]=-A[5][5];
A[0][5]=A[0][6];
A[1][5]=A[1][6];
A[2][5]=A[2][6];
A[3][5]=A[3][6];
A[4][5]=A[4][6];
A[5][5]=A[5][6];
trian(A,v,b,6);
}
norm = sqrt(v[0]*v[0] + v[1]*v[1] + v[2]*v[2]+ v[3]*v[3] + v[4]*v[4] + v[5]*v[5] + v[6]*v[6]);
v[0] = v[0]/norm;
v[1] = v[1]/norm;
v[2] = v[2]/norm;
v[3] = v[3]/norm;
v[4] = v[4]/norm;
v[5] = v[5]/norm;
v[6] = v[6]/norm;
c=1.e-2;
x[0] = x[0] + c*v[0];
x[1] = x[1] + c*v[1];
x[2] = x[2] + c*v[2];
x[3] = x[3] + c*v[3];
x[4] = x[4] + c*v[4];
x[5] = x[5] + c*v[5];
E = E + c*v[6];
}else{
nucli(x,v,trian,A,b);
}
z[0]=x[0];
z[1]=x[1];
z[2]=x[2];
z[3]=x[3];
z[4]=x[4];
z[5]=x[5];
z[6]=E;
Newton(x,z,v,n,F,fun);
/* Calculem l’estabilitat mirant els VAPS */
A[0][0]= x[6];
A[0][1]= x[7];
A[0][2]= x[8];
A[0][3]= x[9];
A[0][4]= x[10];
A[0][5]= x[11];
A[1][0]= x[12];
A[1][1]= x[13];
A[1][2]= x[14];
A[1][3]= x[15];
A[1][4]= x[16];
A[1][5]= x[17];
A[2][0]= x[18];
A[2][1]= x[19];
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A[2][2]= x[20];
A[2][3]= x[21];
A[2][4]= x[22];
A[2][5]= x[23];
A[3][0]= x[24];
A[3][1]= x[25];
A[3][2]= x[26];
A[3][3]= x[27];
A[3][4]= x[28];
A[3][5]= x[29];
A[4][0]= x[30];
A[4][1]= x[31];
A[4][2]= x[32];
A[4][3]= x[33];
A[4][4]= x[34];
A[4][5]= x[35];
A[5][0]= x[36];
A[5][1]= x[37];
A[5][2]= x[38];
A[5][3]= x[39];
A[5][4]= x[40];
A[5][5]= x[41];
k=vapvep(A,6,vap,vep);
if (k != 0) {printf("vapvep error. k: %d\n",k); exit(1);}
est=1;
for(i=0;i<6;i++){
mod[i]=sqrt(creal(vap[i])*creal(vap[i])+cimag(vap[i])*cimag(vap[i]));
if(fabs(mod[i]-1)>1.e-6){
est=-1;
}
}
printf("%d\n",est);
fprintf( ficher, "%20.10f %20.10f %20.10f %20.10f %20.10f %20.10f\n",E,x[0],x[1],x[2],x[3],x[4]);
}while(E<=1 && E>0);
free(x);
free(v);
free(z);
free(b);
free(F);
for(i=0; i<6; i++) free(A[i]);
free(A);
fclose(ficher);
free(mod);
return 0;
}
void camp(double t, double *x, int n, double *f){
double m=0.012150581623433623,Ms=328900.550,Ns=0.074804014481710354,As,Rpt,Rpl,Rps,Xs,Ys,dx1,dx2,dx3,dy1,dy2,dy3,dz1,dz2,dz3,Rpt5,Rpt2,Rpl5,Rpl2,Rps5,Rps2;
As=pow((1+Ms)/(Ns*Ns),1./3);
Rpt=sqrt((x[0]-m)*(x[0]-m)+x[2]*x[2]+x[4]*x[4]);
Rpl=sqrt((x[0]-m+1)*(x[0]-m+1)+x[2]*x[2]+x[4]*x[4]);
Xs=As*cos(t-Ns*t);
Ys=-As*sin(t-Ns*t);
Rps=sqrt((x[0]-Xs)*(x[0]-Xs)+(x[2]-Ys)*(x[2]-Ys)+x[4]*x[4]);
Rpt5=Rpt*Rpt*Rpt*Rpt*Rpt;
Rpt2=Rpt*Rpt;
Rpl5=Rpl*Rpl*Rpl*Rpl*Rpl;
Rpl2=Rpl*Rpl;
Rps5=Rps*Rps*Rps*Rps*Rps;
Rps2=Rps*Rps;
dx1=1-((1-m)*(Rpt2-3*(x[0]-m)*(x[0]-m)))/Rpt5 - (m*(Rpl2-3*(x[0]-m+1)*(x[0]-m+1)))/Rpl5 - (E*Ms*(Rps2-3*(x[0]-Xs)*(x[0]-Xs)))/Rps5;
dx2=3*(1-m)*x[2]*(x[0]-m)/Rpt5 + 3*m*x[2]*(x[0]-m+1)/Rpl5 + 3*E*Ms*(x[2]-Ys)*(x[0]-Xs)/Rps5;
dx3=3*(1-m)*x[4]*(x[0]-m)/Rpt5 + 3*m*x[4]*(x[0]-m+1)/Rpl5 + 3*E*Ms*x[4]*(x[0]-Xs)/Rps5;
dy1=(1-m)*(x[0]-m)*3*x[2]/Rpt5 + m*(x[0]-m+1)*3*x[2]/Rpl5 + 3*E*Ms*(x[0]-Xs)*(x[2]-Ys)/Rps5;
dy2=1-((1-m)*(Rpt2-3*x[2]*x[2]))/Rpt5 - m*(Rpl2-3*x[2]*x[2])/Rpl5 - E*Ms*(Rps2-3*(x[2]-Ys)*(x[2]-Ys))/Rps5;
dy3=3*(1-m)*x[4]*x[2]/Rpt5 + 3*m*x[4]*x[2]/Rpl5 + 3*E*Ms*x[4]*(x[2]-Ys)/Rps5;
dz1=(1-m)*(x[0]-m)*3*x[4]/Rpt5 + m*(x[0]-m+1)*3*x[4]/Rpl5 + 3*E*Ms*(x[0]-Xs)*x[4]/Rps5;
dz2=3*(1-m)*x[2]*x[4]/Rpt5 + 3*m*x[2]*x[4]/Rpl5 + 3*E*Ms*(x[2]-Ys)*x[4]/Rps5;
dz3=(-(1-m)*(Rpt2-3*x[4]*x[4]))/Rpt5 - (m*(Rpl2-3*x[4]*x[4]))/Rpl5 - (E*Ms*(Rps2-3*x[4]*x[4]))/Rps5;
f[0] = x[1];
f[1] = 2*x[3]+x[0]-((1-m)/(Rpt*Rpt*Rpt))*(x[0]-m)-(m/(Rpl*Rpl*Rpl))*(x[0]-m+1)-(E*Ms/(Rps*Rps*Rps))*(x[0]-Xs)-(E*Ms/(As*As))*cos(t-Ns*t);
f[2] = x[3];
f[3] = -2*x[1]+x[2]-((1-m)/(Rpt*Rpt*Rpt))*x[2]-(m/(Rpl*Rpl*Rpl))*x[2]-(E*Ms/(Rps*Rps*Rps))*(x[2]-Ys)+(E*Ms/(As*As))*sin(t-Ns*t);
f[4] = x[5];
f[5] = (-(1-m)/(Rpt*Rpt*Rpt))*x[4]-(m/(Rpl*Rpl*Rpl))*x[4]-(E*Ms/(Rps*Rps*Rps))*x[4];
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/* Matriu diferencial (variacionals respecte condicio´ inicial) */
f[6] = x[12];
f[7] = x[13];
f[8] = x[14];
f[9] = x[15];
f[10] = x[16];
f[11] = x[17];
f[12] = dx1*x[6] + dy1*x[18] + 2*x[24] + dz1*x[30];
f[13] = dx1*x[7] + dy1*x[19] + 2*x[25] + dz1*x[31];
f[14] = dx1*x[8] + dy1*x[20] + 2*x[26] + dz1*x[32];
f[15] = dx1*x[9] + dy1*x[21] + 2*x[27] + dz1*x[33];
f[16] = dx1*x[10] + dy1*x[22] + 2*x[28] + dz1*x[34];
f[17] = dx1*x[11] + dy1*x[23] + 2*x[29] + dz1*x[35];
f[18] = x[24];
f[19] = x[25];
f[20] = x[26];
f[21] = x[27];
f[22] = x[28];
f[23] = x[29];
f[24] = dx2*x[6] - 2*x[12] + dy2*x[18] + dz2*x[30];
f[25] = dx2*x[7] - 2*x[13] + dy2*x[19] + dz2*x[31];
f[26] = dx2*x[8] - 2*x[14] + dy2*x[20] + dz2*x[32];
f[27] = dx2*x[9] - 2*x[15] + dy2*x[21] + dz2*x[33];
f[28] = dx2*x[10] - 2*x[16] + dy2*x[22] + dz2*x[34];
f[29] = dx2*x[11] - 2*x[17] + dy2*x[23] + dz2*x[35];
f[30] = x[36];
f[31] = x[37];
f[32] = x[38];
f[33] = x[39];
f[34] = x[40];
f[35] = x[41];
f[36] = dx3*x[6] + dy3*x[18] + dz3*x[30];
f[37] = dx3*x[7] + dy3*x[19] + dz3*x[31];
f[38] = dx3*x[8] + dy3*x[20] + dz3*x[32];
f[39] = dx3*x[9] + dy3*x[21] + dz3*x[33];
f[40] = dx3*x[10] + dy3*x[22] + dz3*x[34];
f[41] = dx3*x[11] + dy3*x[23] + dz3*x[35];
/* Matriu diferencial (variacionals respecte para`metre) */
f[42]=x[43];
f[43]=dx1*x[42] + dy1*x[44] + 2*x[45] + dz1*x[46] - (Ms/(Rps*Rps*Rps))*(x[0]-Xs) - (Ms/(As*As))*cos(t-Ns*t);
f[44]=x[45];
f[45]=dx2*x[42] - 2*x[43] + dy2*x[44] + dz2*x[46] - (Ms/(Rps*Rps*Rps))*(x[2]-Ys) + (Ms/(As*As))*sin(t-Ns*t);
f[46]=x[47];
f[47]=dx3*x[42] + dy3*x[44] + dz3*x[46] - (Ms*x[4])/(Rps*Rps*Rps);
return;
}
void Newton(double *x,double *z,double *v,int n,double *F,void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F)){
double *p,*b,**M,tol=1.e-10,error,*a;
int i;
p=(double*)malloc(7*sizeof(double));
if(p==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
b=(double*)malloc(7*sizeof(double));
if(b==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
a=(double*)malloc(7*sizeof(double));
if(a==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
M=(double **)malloc(7*sizeof(double*));
for(i=0; i<7; i++){
M[i]=(double *)malloc(7*sizeof(double));
if(M[i]==NULL){
printf("No hi ha prou memo`ria");
exit(2);
}
}
do{
a[0]=x[0];
a[1]=x[1];
a[2]=x[2];
a[3]=x[3];
a[4]=x[4];
a[5]=x[5];
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a[6]=E;
fun(x,n,camp,F);
error=sqrt(F[0]*F[0]+F[1]*F[1]+F[2]*F[2]+F[3]*F[3]+F[4]*F[4]+F[5]*F[5]);
if(error>tol){
M[0][0]= x[6]-1;
M[0][1]= x[7];
M[0][2]= x[8];
M[0][3]= x[9];
M[0][4]= x[10];
M[0][5]= x[11];
M[0][6]= x[42];
M[1][0]= x[12];
M[1][1]= x[13]-1;
M[1][2]= x[14];
M[1][3]= x[15];
M[1][4]= x[16];
M[1][5]= x[17];
M[1][6]= x[43];
M[2][0]= x[18];
M[2][1]= x[19];
M[2][2]= x[20]-1;
M[2][3]= x[21];
M[2][4]= x[22];
M[2][5]= x[23];
M[2][6]= x[44];
M[3][0]= x[24];
M[3][1]= x[25];
M[3][2]= x[26];
M[3][3]= x[27]-1;
M[3][4]= x[28];
M[3][5]= x[29];
M[3][6]= x[45];
M[4][0]= x[30];
M[4][1]= x[31];
M[4][2]= x[32];
M[4][3]= x[33];
M[4][4]= x[34]-1;
M[4][5]= x[35];
M[4][6]= x[46];
M[5][0]= x[36];
M[5][1]= x[37];
M[5][2]= x[38];
M[5][3]= x[39];
M[5][4]= x[40];
M[5][5]= x[41]-1;
M[5][6]= x[47];
M[6][0]= v[0];
M[6][1]= v[1];
M[6][2]= v[2];
M[6][3]= v[3];
M[6][4]= v[4];
M[6][5]= v[5];
M[6][6]= v[6];
b[0]= F[0];
b[1]= F[1];
b[2]= F[2];
b[3]= F[3];
b[4]= F[4];
b[5]= F[5];
b[6]= -(v[0]*(a[0]-z[0])+v[1]*(a[1]-z[1])+v[2]*(a[2]-z[2]) +v[3]*(a[3]-z[3])+v[4]*(a[4]-z[4])+v[5]*(a[5]-z[5])+v[6]*(E-z[6]));
Sistema(p,M,b,7);
x[0]= a[0]+p[0];
x[1]= a[1]+p[1];
x[2]= a[2]+p[2];
x[3]= a[3]+p[3];
x[4]= a[4]+p[4];
x[5]= a[5]+p[5];
E = a[6]+p[6];
}
}while(error>tol);
free(p);
free(b);
for(i=0; i<7; i++) free(M[i]);
free(M);
free(a);
return;
}
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F){
double hmin,hmax,t,h,tol=1.e-10,Ws=0.925195985518289646;
int flag;
F[0]=x[0];
F[1]=x[1];
F[2]=x[2];
F[3]=x[3];
F[4]=x[4];
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F[5]=x[5];
h=0.01;
t=0;
x[6] = 1;
x[7] = 0;
x[8] = 0;
x[9] = 0;
x[10] = 0;
x[11] = 0;
x[12] = 0;
x[13] = 1;
x[14] = 0;
x[15] = 0;
x[16] = 0;
x[17] = 0;
x[18] = 0;
x[19] = 0;
x[20] = 1;
x[21] = 0;
x[22] = 0;
x[23] = 0;
x[24] = 0;
x[25] = 0;
x[26] = 0;
x[27] = 1;
x[28] = 0;
x[29] = 0;
x[30] = 0;
x[31] = 0;
x[32] = 0;
x[33] = 0;
x[34] = 1;
x[35] = 0;
x[36] = 0;
x[37] = 0;
x[38] = 0;
x[39] = 0;
x[40] = 0;
x[41] = 1;
x[42] = 0;
x[43] = 0;
x[44] = 0;
x[45] = 0;
x[46] = 0;
x[47] = 0;
do{
hmin=0.e0;
hmax=(2*M_PI)/Ws;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
}while(t<=(2*M_PI)/Ws);
h=((2*M_PI)/Ws)-t;
hmin=h;
hmax=h;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
F[0]=F[0]-x[0];
F[1]=F[1]-x[1];
F[2]=F[2]-x[2];
F[3]=F[3]-x[3];
F[4]=F[4]-x[4];
F[5]=F[5]-x[5];
return;
}
void nucli(double *x, double *v,void trian(double **A, double *v, double *b, int n),double **A,double *b){
double k,norm,prod,*u,tol3=1.e-9;
u=(double*)malloc(7*sizeof(double));
if(u==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
u[0]=v[0];
u[1]=v[1];
u[2]=v[2];
u[3]=v[3];
u[4]=v[4];
u[5]=v[5];
u[6]=v[6];
if(fabs(A[5][5])>tol3){
v[6]=1;
b[0]=-A[0][6];
b[1]=-A[1][6];
b[2]=-A[2][6];
b[3]=-A[3][6];
b[4]=-A[4][6];
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b[5]=-A[5][6];
trian(A,v,b,6);
}else{
v[5]=1;
b[0]=-A[0][5];
b[1]=-A[1][5];
b[2]=-A[2][5];
b[3]=-A[3][5];
b[4]=-A[4][5];
b[5]=-A[5][5];
A[0][5]=A[0][6];
A[1][5]=A[1][6];
A[2][5]=A[2][6];
A[3][5]=A[3][6];
A[4][5]=A[4][6];
A[5][5]=A[5][6];
trian(A,v,b,6);
}
norm = sqrt(v[0]*v[0] + v[1]*v[1] + v[2]*v[2]+ v[3]*v[3] + v[4]*v[4] + v[5]*v[5] + v[6]*v[6]);
v[0] = v[0]/norm;
v[1] = v[1]/norm;
v[2] = v[2]/norm;
v[3] = v[3]/norm;
v[4] = v[4]/norm;
v[5] = v[5]/norm;
v[6] = v[6]/norm;
prod=v[0]*u[0]+v[1]*u[1]+v[2]*u[2]+v[3]*u[3]+v[4]*u[4]+v[5]*u[5]+v[6]*u[6];
if(prod<0){
v[0]=-v[0];
v[1]=-v[1];
v[2]=-v[2];
v[3]=-v[3];
v[4]=-v[4];
v[5]=-v[5];
v[6]=-v[6];
}
k=1.e-2;
x[0] = x[0] + k*v[0];
x[1] = x[1] + k*v[1];
x[2] = x[2] + k*v[2];
x[3] = x[3] + k*v[3];
x[4] = x[4] + k*v[4];
x[5] = x[5] + k*v[5];
E = E + k*v[6];
free(u);
return;
}
void trian(double **A, double *x, double *b, int n){
int i, j;
double sum;
x[n-1]=b[n-1]/A[n-1][n-1];
for(i=n-2; i>=0; i--){
sum=0;
for(j=n-1; j>i; j--){
sum=sum+A[i][j]*x[j];
}
x[i]=(b[i]-sum)/A[i][i];
}
return;
}
(viii) Ara comencant amb ε = 1.
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
#include "RK45f.h"
#include "r.h"
#include "Plu.h"
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#include <complex.h>
#include "vapvep.h"
void camp(double t, double *x, int n, double *f);
void Newton(double *x,double *z,double *v,int n,double *F,void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F));
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F);
void nucli(double *x, double *v,void trian(double **A, double *v, double *b, int n),double **A,double *b);
void trian(double **A, double *v, double *b, int n);
double E;
int main(void){
double *x,tol2=1.e-9,**A,**M,*z,*v,*b,*F,c,m=0.012150581623433623,norm,*mod;
double complex *vap,**vep;
int n=48,cont=0,i,k,est;
FILE* ficher;
vap=(double complex*)malloc(6*sizeof(double complex));
if (vap == NULL) {puts("no memo (vap)"); exit(1);}
vep=(double complex**)malloc(n*sizeof(double complex*));
if (vep == NULL) {puts("no memo (3)"); exit(1);}
vep[0]=(double complex*)malloc(n*n*sizeof(double complex));
if (vep[0] == NULL) {puts("no memo (4)"); exit(1);}
for (i=1; i<n; i++) vep[i]=vep[i-1]+n;
ficher = fopen("6c.txt", "wt");
if (ficher == NULL)
{
printf("No existeix el ficher!\n");
exit(1);
}
x=(double*)malloc(n*sizeof(double));
if(x==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
b=(double*)malloc(6*sizeof(double));
if(b==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
z=(double*)malloc(7*sizeof(double));
if(z==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
F=(double*)malloc(6*sizeof(double));
if(F==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
v=(double*)malloc(7*sizeof(double));
if(v==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
A=(double **)malloc(6*sizeof(double*));
for(i=0; i<6; i++){
A[i]=(double *)malloc(7*sizeof(double));
if(A[i]==NULL){
printf("No hi ha prou memo`ria");
exit(2);
}
}
M=(double **)malloc(7*sizeof(double*));
for(i=0; i<7; i++){
M[i]=(double *)malloc(7*sizeof(double));
if(M[i]==NULL){
printf("No hi ha prou memo`ria");
exit(2);
}
}
mod=(double*)malloc(6*sizeof(double));
if(mod==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
/* Solucio´ de la nostra funcio´ per E=0 */
x[0] = m-0.5;
x[1] = 0;
x[2] = sqrt(3)/2;
x[3] = 0;
x[4] = 0;
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x[5] = 0;
E=1;
/* Calculem l’o`rbita perio`dica */
do{
fun(x,n,camp,F);
cont=cont+1;
A[0][0]= x[6]-1;
A[0][1]= x[7];
A[0][2]= x[8];
A[0][3]= x[9];
A[0][4]= x[10];
A[0][5]= x[11];
A[0][6]= x[42];
A[1][0]= x[12];
A[1][1]= x[13]-1;
A[1][2]= x[14];
A[1][3]= x[15];
A[1][4]= x[16];
A[1][5]= x[17];
A[1][6]= x[43];
A[2][0]= x[18];
A[2][1]= x[19];
A[2][2]= x[20]-1;
A[2][3]= x[21];
A[2][4]= x[22];
A[2][5]= x[23];
A[2][6]= x[44];
A[3][0]= x[24];
A[3][1]= x[25];
A[3][2]= x[26];
A[3][3]= x[27]-1;
A[3][4]= x[28];
A[3][5]= x[29];
A[3][6]= x[45];
A[4][0]= x[30];
A[4][1]= x[31];
A[4][2]= x[32];
A[4][3]= x[33];
A[4][4]= x[34]-1;
A[4][5]= x[35];
A[4][6]= x[46];
A[5][0]= x[36];
A[5][1]= x[37];
A[5][2]= x[38];
A[5][3]= x[39];
A[5][4]= x[40];
A[5][5]= x[41]-1;
A[5][6]= x[47];
PLU(A,6,7);
if(cont==1){
if(fabs(A[5][5])>tol2){
v[6]=-1;
b[0]=A[0][6];
b[1]=A[1][6];
b[2]=A[2][6];
b[3]=A[3][6];
b[4]=A[4][6];
b[5]=A[5][6];
trian(A,v,b,6);
}else{
v[5]=1;
b[0]=-A[0][5];
b[1]=-A[1][5];
b[2]=-A[2][5];
b[3]=-A[3][5];
b[4]=-A[4][5];
b[5]=-A[5][5];
A[0][5]=A[0][6];
A[1][5]=A[1][6];
A[2][5]=A[2][6];
A[3][5]=A[3][6];
A[4][5]=A[4][6];
A[5][5]=A[5][6];
trian(A,v,b,6);
}
norm = sqrt(v[0]*v[0] + v[1]*v[1] + v[2]*v[2]+ v[3]*v[3] + v[4]*v[4] + v[5]*v[5] + v[6]*v[6]);
v[0] = v[0]/norm;
v[1] = v[1]/norm;
v[2] = v[2]/norm;
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v[3] = v[3]/norm;
v[4] = v[4]/norm;
v[5] = v[5]/norm;
v[6] = v[6]/norm;
c=1.e-2;
x[0] = x[0] + c*v[0];
x[1] = x[1] + c*v[1];
x[2] = x[2] + c*v[2];
x[3] = x[3] + c*v[3];
x[4] = x[4] + c*v[4];
x[5] = x[5] + c*v[5];
E = E + c*v[6];
}else{
nucli(x,v,trian,A,b);
}
z[0]=x[0];
z[1]=x[1];
z[2]=x[2];
z[3]=x[3];
z[4]=x[4];
z[5]=x[5];
z[6]=E;
Newton(x,z,v,n,F,fun);
/* Calculem l’estabilitat mirant els VAPS */
A[0][0]= x[6];
A[0][1]= x[7];
A[0][2]= x[8];
A[0][3]= x[9];
A[0][4]= x[10];
A[0][5]= x[11];
A[1][0]= x[12];
A[1][1]= x[13];
A[1][2]= x[14];
A[1][3]= x[15];
A[1][4]= x[16];
A[1][5]= x[17];
A[2][0]= x[18];
A[2][1]= x[19];
A[2][2]= x[20];
A[2][3]= x[21];
A[2][4]= x[22];
A[2][5]= x[23];
A[3][0]= x[24];
A[3][1]= x[25];
A[3][2]= x[26];
A[3][3]= x[27];
A[3][4]= x[28];
A[3][5]= x[29];
A[4][0]= x[30];
A[4][1]= x[31];
A[4][2]= x[32];
A[4][3]= x[33];
A[4][4]= x[34];
A[4][5]= x[35];
A[5][0]= x[36];
A[5][1]= x[37];
A[5][2]= x[38];
A[5][3]= x[39];
A[5][4]= x[40];
A[5][5]= x[41];
k=vapvep(A,6,vap,vep);
if (k != 0) {printf("vapvep error. k: %d\n",k); exit(1);}
est=1;
for(i=0;i<6;i++){
mod[i]=sqrt(creal(vap[i])*creal(vap[i])+cimag(vap[i])*cimag(vap[i]));
if(fabs(mod[i]-1)>1.e-6){
est=-1;
}
}
printf("%d\n",est);
fprintf( ficher, "%20.10f %20.10f %20.10f %20.10f %20.10f %20.10f\n",E,x[0],x[1],x[2],x[3],x[4]);
}while(E<=1 && E>0);
free(x);
free(v);
free(z);
free(b);
free(F);
for(i=0; i<6; i++) free(A[i]);
free(A);
fclose(ficher);
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free(vep[0]); free(vep); free(vap);
free(mod);
return 0;
}
void camp(double t, double *x, int n, double *f){
double m=0.012150581623433623,Ms=328900.550,Ns=0.074804014481710354,As,Rpt,Rpl,Rps,Xs,Ys,dx1,dx2,dx3,dy1,dy2,dy3,dz1,dz2,dz3,Rpt5,Rpt2,Rpl5,Rpl2,Rps5,Rps2;
As=pow((1+Ms)/(Ns*Ns),1./3);
Rpt=sqrt((x[0]-m)*(x[0]-m)+x[2]*x[2]+x[4]*x[4]);
Rpl=sqrt((x[0]-m+1)*(x[0]-m+1)+x[2]*x[2]+x[4]*x[4]);
Xs=As*cos(t-Ns*t);
Ys=-As*sin(t-Ns*t);
Rps=sqrt((x[0]-Xs)*(x[0]-Xs)+(x[2]-Ys)*(x[2]-Ys)+x[4]*x[4]);
Rpt5=Rpt*Rpt*Rpt*Rpt*Rpt;
Rpt2=Rpt*Rpt;
Rpl5=Rpl*Rpl*Rpl*Rpl*Rpl;
Rpl2=Rpl*Rpl;
Rps5=Rps*Rps*Rps*Rps*Rps;
Rps2=Rps*Rps;
dx1=1-((1-m)*(Rpt2-3*(x[0]-m)*(x[0]-m)))/Rpt5 - (m*(Rpl2-3*(x[0]-m+1)*(x[0]-m+1)))/Rpl5 - (E*Ms*(Rps2-3*(x[0]-Xs)*(x[0]-Xs)))/Rps5;
dx2=3*(1-m)*x[2]*(x[0]-m)/Rpt5 + 3*m*x[2]*(x[0]-m+1)/Rpl5 + 3*E*Ms*(x[2]-Ys)*(x[0]-Xs)/Rps5;
dx3=3*(1-m)*x[4]*(x[0]-m)/Rpt5 + 3*m*x[4]*(x[0]-m+1)/Rpl5 + 3*E*Ms*x[4]*(x[0]-Xs)/Rps5;
dy1=(1-m)*(x[0]-m)*3*x[2]/Rpt5 + m*(x[0]-m+1)*3*x[2]/Rpl5 + 3*E*Ms*(x[0]-Xs)*(x[2]-Ys)/Rps5;
dy2=1-((1-m)*(Rpt2-3*x[2]*x[2]))/Rpt5 - m*(Rpl2-3*x[2]*x[2])/Rpl5 - E*Ms*(Rps2-3*(x[2]-Ys)*(x[2]-Ys))/Rps5;
dy3=3*(1-m)*x[4]*x[2]/Rpt5 + 3*m*x[4]*x[2]/Rpl5 + 3*E*Ms*x[4]*(x[2]-Ys)/Rps5;
dz1=(1-m)*(x[0]-m)*3*x[4]/Rpt5 + m*(x[0]-m+1)*3*x[4]/Rpl5 + 3*E*Ms*(x[0]-Xs)*x[4]/Rps5;
dz2=3*(1-m)*x[2]*x[4]/Rpt5 + 3*m*x[2]*x[4]/Rpl5 + 3*E*Ms*(x[2]-Ys)*x[4]/Rps5;
dz3=(-(1-m)*(Rpt2-3*x[4]*x[4]))/Rpt5 - (m*(Rpl2-3*x[4]*x[4]))/Rpl5 - (E*Ms*(Rps2-3*x[4]*x[4]))/Rps5;
f[0] = x[1];
f[1] = 2*x[3]+x[0]-((1-m)/(Rpt*Rpt*Rpt))*(x[0]-m)-(m/(Rpl*Rpl*Rpl))*(x[0]-m+1)-(E*Ms/(Rps*Rps*Rps))*(x[0]-Xs)-(E*Ms/(As*As))*cos(t-Ns*t);
f[2] = x[3];
f[3] = -2*x[1]+x[2]-((1-m)/(Rpt*Rpt*Rpt))*x[2]-(m/(Rpl*Rpl*Rpl))*x[2]-(E*Ms/(Rps*Rps*Rps))*(x[2]-Ys)+(E*Ms/(As*As))*sin(t-Ns*t);
f[4] = x[5];
f[5] = (-(1-m)/(Rpt*Rpt*Rpt))*x[4]-(m/(Rpl*Rpl*Rpl))*x[4]-(E*Ms/(Rps*Rps*Rps))*x[4];
/* Matriu diferencial (variacionals respecte condicio´ inicial) */
f[6] = x[12];
f[7] = x[13];
f[8] = x[14];
f[9] = x[15];
f[10] = x[16];
f[11] = x[17];
f[12] = dx1*x[6] + dy1*x[18] + 2*x[24] + dz1*x[30];
f[13] = dx1*x[7] + dy1*x[19] + 2*x[25] + dz1*x[31];
f[14] = dx1*x[8] + dy1*x[20] + 2*x[26] + dz1*x[32];
f[15] = dx1*x[9] + dy1*x[21] + 2*x[27] + dz1*x[33];
f[16] = dx1*x[10] + dy1*x[22] + 2*x[28] + dz1*x[34];
f[17] = dx1*x[11] + dy1*x[23] + 2*x[29] + dz1*x[35];
f[18] = x[24];
f[19] = x[25];
f[20] = x[26];
f[21] = x[27];
f[22] = x[28];
f[23] = x[29];
f[24] = dx2*x[6] - 2*x[12] + dy2*x[18] + dz2*x[30];
f[25] = dx2*x[7] - 2*x[13] + dy2*x[19] + dz2*x[31];
f[26] = dx2*x[8] - 2*x[14] + dy2*x[20] + dz2*x[32];
f[27] = dx2*x[9] - 2*x[15] + dy2*x[21] + dz2*x[33];
f[28] = dx2*x[10] - 2*x[16] + dy2*x[22] + dz2*x[34];
f[29] = dx2*x[11] - 2*x[17] + dy2*x[23] + dz2*x[35];
f[30] = x[36];
f[31] = x[37];
f[32] = x[38];
f[33] = x[39];
f[34] = x[40];
f[35] = x[41];
f[36] = dx3*x[6] + dy3*x[18] + dz3*x[30];
f[37] = dx3*x[7] + dy3*x[19] + dz3*x[31];
f[38] = dx3*x[8] + dy3*x[20] + dz3*x[32];
f[39] = dx3*x[9] + dy3*x[21] + dz3*x[33];
f[40] = dx3*x[10] + dy3*x[22] + dz3*x[34];
f[41] = dx3*x[11] + dy3*x[23] + dz3*x[35];
/* Matriu diferencial (variacionals respecte para`metre) */
f[42]=x[43];
f[43]=dx1*x[42] + dy1*x[44] + 2*x[45] + dz1*x[46] - (Ms/(Rps*Rps*Rps))*(x[0]-Xs) - (Ms/(As*As))*cos(t-Ns*t);
f[44]=x[45];
f[45]=dx2*x[42] - 2*x[43] + dy2*x[44] + dz2*x[46] - (Ms/(Rps*Rps*Rps))*(x[2]-Ys) + (Ms/(As*As))*sin(t-Ns*t);
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f[46]=x[47];
f[47]=dx3*x[42] + dy3*x[44] + dz3*x[46] - (Ms*x[4])/(Rps*Rps*Rps);
return;
}
void Newton(double *x,double *z,double *v,int n,double *F,void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F)){
double *p,*b,**M,tol=1.e-10,error,*a;
int i;
p=(double*)malloc(7*sizeof(double));
if(p==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
b=(double*)malloc(7*sizeof(double));
if(b==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
a=(double*)malloc(7*sizeof(double));
if(a==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
M=(double **)malloc(7*sizeof(double*));
for(i=0; i<7; i++){
M[i]=(double *)malloc(7*sizeof(double));
if(M[i]==NULL){
printf("No hi ha prou memo`ria");
exit(2);
}
}
do{
a[0]=x[0];
a[1]=x[1];
a[2]=x[2];
a[3]=x[3];
a[4]=x[4];
a[5]=x[5];
a[6]=E;
fun(x,n,camp,F);
error=sqrt(F[0]*F[0]+F[1]*F[1]+F[2]*F[2]+F[3]*F[3]+F[4]*F[4]+F[5]*F[5]);
if(error>tol){
M[0][0]= x[6]-1;
M[0][1]= x[7];
M[0][2]= x[8];
M[0][3]= x[9];
M[0][4]= x[10];
M[0][5]= x[11];
M[0][6]= x[42];
M[1][0]= x[12];
M[1][1]= x[13]-1;
M[1][2]= x[14];
M[1][3]= x[15];
M[1][4]= x[16];
M[1][5]= x[17];
M[1][6]= x[43];
M[2][0]= x[18];
M[2][1]= x[19];
M[2][2]= x[20]-1;
M[2][3]= x[21];
M[2][4]= x[22];
M[2][5]= x[23];
M[2][6]= x[44];
M[3][0]= x[24];
M[3][1]= x[25];
M[3][2]= x[26];
M[3][3]= x[27]-1;
M[3][4]= x[28];
M[3][5]= x[29];
M[3][6]= x[45];
M[4][0]= x[30];
M[4][1]= x[31];
M[4][2]= x[32];
M[4][3]= x[33];
M[4][4]= x[34]-1;
M[4][5]= x[35];
M[4][6]= x[46];
M[5][0]= x[36];
M[5][1]= x[37];
M[5][2]= x[38];
M[5][3]= x[39];
M[5][4]= x[40];
M[5][5]= x[41]-1;
M[5][6]= x[47];
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M[6][0]= v[0];
M[6][1]= v[1];
M[6][2]= v[2];
M[6][3]= v[3];
M[6][4]= v[4];
M[6][5]= v[5];
M[6][6]= v[6];
b[0]= F[0];
b[1]= F[1];
b[2]= F[2];
b[3]= F[3];
b[4]= F[4];
b[5]= F[5];
b[6]= -(v[0]*(a[0]-z[0])+v[1]*(a[1]-z[1])+v[2]*(a[2]-z[2]) +v[3]*(a[3]-z[3])+v[4]*(a[4]-z[4])+v[5]*(a[5]-z[5])+v[6]*(E-z[6]));
Sistema(p,M,b,7);
x[0]= a[0]+p[0];
x[1]= a[1]+p[1];
x[2]= a[2]+p[2];
x[3]= a[3]+p[3];
x[4]= a[4]+p[4];
x[5]= a[5]+p[5];
E = a[6]+p[6];
}
}while(error>tol);
free(p);
free(b);
for(i=0; i<7; i++) free(M[i]);
free(M);
free(a);
return;
}
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F){
double hmin,hmax,t,h,tol=1.e-10,Ws=0.925195985518289646;
int flag;
F[0]=x[0];
F[1]=x[1];
F[2]=x[2];
F[3]=x[3];
F[4]=x[4];
F[5]=x[5];
h=0.01;
t=0;
x[6] = 1;
x[7] = 0;
x[8] = 0;
x[9] = 0;
x[10] = 0;
x[11] = 0;
x[12] = 0;
x[13] = 1;
x[14] = 0;
x[15] = 0;
x[16] = 0;
x[17] = 0;
x[18] = 0;
x[19] = 0;
x[20] = 1;
x[21] = 0;
x[22] = 0;
x[23] = 0;
x[24] = 0;
x[25] = 0;
x[26] = 0;
x[27] = 1;
x[28] = 0;
x[29] = 0;
x[30] = 0;
x[31] = 0;
x[32] = 0;
x[33] = 0;
x[34] = 1;
x[35] = 0;
x[36] = 0;
x[37] = 0;
x[38] = 0;
x[39] = 0;
x[40] = 0;
x[41] = 1;
x[42] = 0;
x[43] = 0;
x[44] = 0;
x[45] = 0;
x[46] = 0;
x[47] = 0;
do{
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hmin=0.e0;
hmax=(2*M_PI)/Ws;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
}while(t<=(2*M_PI)/Ws);
h=((2*M_PI)/Ws)-t;
hmin=h;
hmax=h;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
F[0]=F[0]-x[0];
F[1]=F[1]-x[1];
F[2]=F[2]-x[2];
F[3]=F[3]-x[3];
F[4]=F[4]-x[4];
F[5]=F[5]-x[5];
return;
}
void nucli(double *x, double *v,void trian(double **A, double *v, double *b, int n),double **A,double *b){
double k,norm,prod,*u,tol3=1.e-9;
u=(double*)malloc(7*sizeof(double));
if(u==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
u[0]=v[0];
u[1]=v[1];
u[2]=v[2];
u[3]=v[3];
u[4]=v[4];
u[5]=v[5];
u[6]=v[6];
if(fabs(A[5][5])>tol3){
v[6]=-1;
b[0]=A[0][6];
b[1]=A[1][6];
b[2]=A[2][6];
b[3]=A[3][6];
b[4]=A[4][6];
b[5]=A[5][6];
trian(A,v,b,6);
}else{
v[5]=1;
b[0]=-A[0][5];
b[1]=-A[1][5];
b[2]=-A[2][5];
b[3]=-A[3][5];
b[4]=-A[4][5];
b[5]=-A[5][5];
A[0][5]=A[0][6];
A[1][5]=A[1][6];
A[2][5]=A[2][6];
A[3][5]=A[3][6];
A[4][5]=A[4][6];
A[5][5]=A[5][6];
trian(A,v,b,6);
}
norm = sqrt(v[0]*v[0] + v[1]*v[1] + v[2]*v[2]+ v[3]*v[3] + v[4]*v[4] + v[5]*v[5] + v[6]*v[6]);
v[0] = v[0]/norm;
v[1] = v[1]/norm;
v[2] = v[2]/norm;
v[3] = v[3]/norm;
v[4] = v[4]/norm;
v[5] = v[5]/norm;
v[6] = v[6]/norm;
prod=v[0]*u[0]+v[1]*u[1]+v[2]*u[2]+v[3]*u[3]+v[4]*u[4]+v[5]*u[5]+v[6]*u[6];
if(prod<0){
v[0]=-v[0];
v[1]=-v[1];
v[2]=-v[2];
v[3]=-v[3];
v[4]=-v[4];
v[5]=-v[5];
v[6]=-v[6];
}
k=1.e-2;
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x[0] = x[0] + k*v[0];
x[1] = x[1] + k*v[1];
x[2] = x[2] + k*v[2];
x[3] = x[3] + k*v[3];
x[4] = x[4] + k*v[4];
x[5] = x[5] + k*v[5];
E = E + k*v[6];
free(u);
return;
}
void trian(double **A, double *x, double *b, int n){
int i, j;
double sum;
x[n-1]=b[n-1]/A[n-1][n-1];
for(i=n-2; i>=0; i--){
sum=0;
for(j=n-1; j>i; j--){
sum=sum+A[i][j]*x[j];
}
x[i]=(b[i]-sum)/A[i][i];
}
return;
}
(ix) Programa dels tres cosso, me´s programa de ca`lcul d’una o`rbita d’aquest
include <stdio.h>
#include <math.h>
#include <stdlib.h>
#include "RK45f.h"
#include "r.h"
#include "Plu.h"
#include <complex.h>
#include "vapvep.h"
void camp(double t, double *x, int n, double *f);
void Newton(double *x,double *z,double *v,int n,double *F,void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F));
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F);
void nucli(double *a, double *x, double *v,void trian(double **A, double *v, double *b, int n),double **A,double *b);
void trian(double **A, double *v, double *b, int n);
double E;
int main(void){
double *x,tol2=1.e-9,**A,**M,*z,*v,*b,*F,*a,c,m=0.012150581623433623,norm,*mod;
double complex *vap,**vep;
int n=42,cont=0,i,k,est;
FILE* ficher;
vap=(double complex*)malloc(4*sizeof(double complex));
if (vap == NULL) {puts("no memo (vap)"); exit(1);}
vep=(double complex**)malloc(4*sizeof(double complex*));
if (vep == NULL) {puts("no memo (3)"); exit(1);}
vep[0]=(double complex*)malloc(4*4*sizeof(double complex));
if (vep[0] == NULL) {puts("no memo (4)"); exit(1);}
for (i=1; i<4; i++) vep[i]=vep[i-1]+4;
ficher = fopen("7.txt", "wt");
if (ficher == NULL)
{
printf("No existeix el ficher!\n");
exit(1);
}
x=(double*)malloc(n*sizeof(double));
if(x==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
b=(double*)malloc(4*sizeof(double));
if(b==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
z=(double*)malloc(5*sizeof(double));
if(z==NULL){
printf(" No hi ha memoria\n");
exit(1);
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}F=(double*)malloc(4*sizeof(double));
if(F==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
v=(double*)malloc(5*sizeof(double));
if(v==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
A=(double **)malloc(4*sizeof(double*));
for(i=0; i<4; i++){
A[i]=(double *)malloc(5*sizeof(double));
if(A[i]==NULL){
printf("No hi ha prou memo`ria");
exit(2);
}
}
M=(double **)malloc(5*sizeof(double*));
for(i=0; i<5; i++){
M[i]=(double *)malloc(5*sizeof(double));
if(M[i]==NULL){
printf("No hi ha prou memo`ria");
exit(2);
}
}
mod=(double*)malloc(4*sizeof(double));
if(mod==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
a=(double*)malloc(5*sizeof(double));
if (a == NULL) {printf(" No hi ha memoria\n"); exit(1);}
/* Solucio´ de la nostra funcio´ per E=0 */
x[0] = m-0.5;
x[1] = 0;
x[2] = sqrt(3)/2;
x[3] = 0;
x[4] = 0;
x[5] = 1.e-2;
/* Calculem l’o`rbita perio`dica */
do{
a[0]=x[0];
a[1]=x[1];
a[2]=x[2];
a[3]=x[3];
a[4]=x[5];
fun(x,n,camp,F);
cont=cont+1;
A[0][0]= x[6]-1;
A[0][1]= x[7];
A[0][2]= x[8];
A[0][3]= x[9];
A[0][4]= x[11];
A[1][0]= x[12];
A[1][1]= x[13]-1;
A[1][2]= x[14];
A[1][3]= x[15];
A[1][4]= x[17];
A[2][0]= x[18];
A[2][1]= x[19];
A[2][2]= x[20]-1;
A[2][3]= x[21];
A[2][4]= x[23];
A[3][0]= x[24];
A[3][1]= x[25];
A[3][2]= x[26];
A[3][3]= x[27]-1;
A[3][4]= x[29];
PLU(A,4,5);
if(cont==1){
if(fabs(A[3][3])>tol2){
v[4]=1;
b[0]=-A[0][4];
b[1]=-A[1][4];
b[2]=-A[2][4];
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b[3]=-A[3][4];
trian(A,v,b,4);
}else{
v[3]=1;
b[0]=-A[0][3];
b[1]=-A[1][3];
b[2]=-A[2][3];
b[3]=-A[3][3];
A[0][3]=A[0][4];
A[1][3]=A[1][4];
A[2][3]=A[2][4];
A[3][3]=A[3][4];
trian(A,v,b,4);
}
norm = sqrt(v[0]*v[0] + v[1]*v[1] + v[2]*v[2]+ v[3]*v[3] + v[4]*v[4]);
v[0] = v[0]/norm;
v[1] = v[1]/norm;
v[2] = v[2]/norm;
v[3] = v[3]/norm;
v[4] = v[4]/norm;
c=1.e-2;
x[0] = a[0] + c*v[0];
x[1] = a[1] + c*v[1];
x[2] = a[2] + c*v[2];
x[3] = a[3] + c*v[3];
x[5] = a[5] + c*v[4];
}else{
nucli(a,x,v,trian,A,b);
}
z[0]=x[0];
z[1]=x[1];
z[2]=x[2];
z[3]=x[3];
z[4]=x[5];
Newton(x,z,v,n,F,fun);
/* Calculem l’estabilitat mirant els VAPS */
A[0][0]= x[6];
A[0][1]= x[7];
A[0][2]= x[8];
A[0][3]= x[9];
A[0][4]= x[11];
A[1][0]= x[12];
A[1][1]= x[13];
A[1][2]= x[14];
A[1][3]= x[15];
A[1][4]= x[17];
A[2][0]= x[18];
A[2][1]= x[19];
A[2][2]= x[20];
A[2][3]= x[21];
A[2][4]= x[23];
A[3][0]= x[24];
A[3][1]= x[25];
A[3][2]= x[26];
A[3][3]= x[27];
A[3][4]= x[29];
k=vapvep(A,4,vap,vep);
if (k != 0) {printf("vapvep error. k: %d\n",k); exit(1);}
est=1;
for(i=0;i<4;i++){
mod[i]=sqrt(creal(vap[i])*creal(vap[i])+cimag(vap[i])*cimag(vap[i]));
if(fabs(mod[i]-1)>1.e-6){
est=-1;
}
}
fprintf( ficher, "%20.10f %20.10f %20.10f %20.10f %20.10f %d\n",x[5],x[0],x[1],x[2],x[3],est);
}while(x[5]<=0.5 && x[5]>0);
free(x);
free(v);
free(z);
free(b);
free(F);
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for(i=0; i<4; i++) free(A[i]);
free(A);
fclose(ficher);
free(vep[0]); free(vep); free(vap);
free(mod);
return 0;
}
void camp(double t, double *x, int n, double *f){
double m=0.012150581623433623,Rpt,Rpl,dx1,dx2,dx3,dy1,dy2,dy3,dz1,dz2,dz3,Rpt5,Rpt2,Rpl5,Rpl2;
Rpt=sqrt((x[0]-m)*(x[0]-m)+x[2]*x[2]+x[4]*x[4]);
Rpl=sqrt((x[0]-m+1)*(x[0]-m+1)+x[2]*x[2]+x[4]*x[4]);
Rpt5=Rpt*Rpt*Rpt*Rpt*Rpt;
Rpt2=Rpt*Rpt;
Rpl5=Rpl*Rpl*Rpl*Rpl*Rpl;
Rpl2=Rpl*Rpl;
dx1=1-((1-m)*(Rpt2-3*(x[0]-m)*(x[0]-m)))/Rpt5 - (m*(Rpl2-3*(x[0]-m+1)*(x[0]-m+1)))/Rpl5;
dx2=3*(1-m)*x[2]*(x[0]-m)/Rpt5 + 3*m*x[2]*(x[0]-m+1)/Rpl5;
dx3=3*(1-m)*x[4]*(x[0]-m)/Rpt5 + 3*m*x[4]*(x[0]-m+1)/Rpl5;
dy1=(1-m)*(x[0]-m)*3*x[2]/Rpt5 + m*(x[0]-m+1)*3*x[2]/Rpl5;
dy2=1-((1-m)*(Rpt2-3*x[2]*x[2]))/Rpt5 - m*(Rpl2-3*x[2]*x[2])/Rpl5;
dy3=3*(1-m)*x[4]*x[2]/Rpt5 + 3*m*x[4]*x[2]/Rpl5;
dz1=(1-m)*(x[0]-m)*3*x[4]/Rpt5 + m*(x[0]-m+1)*3*x[4]/Rpl5;
dz2=3*(1-m)*x[2]*x[4]/Rpt5 + 3*m*x[2]*x[4]/Rpl5;
dz3=(-(1-m)*(Rpt2-3*x[4]*x[4]))/Rpt5 - (m*(Rpl2-3*x[4]*x[4]))/Rpl5;
f[0] = x[1];
f[1] = 2*x[3]+x[0]-((1-m)/(Rpt*Rpt*Rpt))*(x[0]-m)-(m/(Rpl*Rpl*Rpl))*(x[0]-m+1);
f[2] = x[3];
f[3] = -2*x[1]+x[2]-((1-m)/(Rpt*Rpt*Rpt))*x[2]-(m/(Rpl*Rpl*Rpl))*x[2];
f[4] = x[5];
f[5] = (-(1-m)/(Rpt*Rpt*Rpt))*x[4]-(m/(Rpl*Rpl*Rpl))*x[4];
/* Matriu diferencial (variacionals respecte condicio´ inicial) */
f[6] = x[12];
f[7] = x[13];
f[8] = x[14];
f[9] = x[15];
f[10] = x[16];
f[11] = x[17];
f[12] = dx1*x[6] + dy1*x[18] + 2*x[24] + dz1*x[30];
f[13] = dx1*x[7] + dy1*x[19] + 2*x[25] + dz1*x[31];
f[14] = dx1*x[8] + dy1*x[20] + 2*x[26] + dz1*x[32];
f[15] = dx1*x[9] + dy1*x[21] + 2*x[27] + dz1*x[33];
f[16] = dx1*x[10] + dy1*x[22] + 2*x[28] + dz1*x[34];
f[17] = dx1*x[11] + dy1*x[23] + 2*x[29] + dz1*x[35];
f[18] = x[24];
f[19] = x[25];
f[20] = x[26];
f[21] = x[27];
f[22] = x[28];
f[23] = x[29];
f[24] = dx2*x[6] - 2*x[12] + dy2*x[18] + dz2*x[30];
f[25] = dx2*x[7] - 2*x[13] + dy2*x[19] + dz2*x[31];
f[26] = dx2*x[8] - 2*x[14] + dy2*x[20] + dz2*x[32];
f[27] = dx2*x[9] - 2*x[15] + dy2*x[21] + dz2*x[33];
f[28] = dx2*x[10] - 2*x[16] + dy2*x[22] + dz2*x[34];
f[29] = dx2*x[11] - 2*x[17] + dy2*x[23] + dz2*x[35];
f[30] = x[36];
f[31] = x[37];
f[32] = x[38];
f[33] = x[39];
f[34] = x[40];
f[35] = x[41];
f[36] = dx3*x[6] + dy3*x[18] + dz3*x[30];
f[37] = dx3*x[7] + dy3*x[19] + dz3*x[31];
f[38] = dx3*x[8] + dy3*x[20] + dz3*x[32];
f[39] = dx3*x[9] + dy3*x[21] + dz3*x[33];
f[40] = dx3*x[10] + dy3*x[22] + dz3*x[34];
f[41] = dx3*x[11] + dy3*x[23] + dz3*x[35];
return;
}
void Newton(double *x,double *z,double *v,int n,double *F,void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F)){
double *p,*b,**M,tol=1.e-10,error,*a;
int i;
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p=(double*)malloc(5*sizeof(double));
if(p==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
b=(double*)malloc(5*sizeof(double));
if(b==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
a=(double*)malloc(5*sizeof(double));
if(a==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
M=(double **)malloc(5*sizeof(double*));
for(i=0; i<5; i++){
M[i]=(double *)malloc(5*sizeof(double));
if(M[i]==NULL){
printf("No hi ha prou memo`ria");
exit(2);
}
}
printf("newton. v: %e %e %e %e %e\n",v[0],v[1],v[2],v[3],v[4]);
do{
a[0]=x[0];
a[1]=x[1];
a[2]=x[2];
a[3]=x[3];
x[4]=0;
a[4]=x[5];
printf("newton. punt: %e %e %e %e %e\n",x[0],x[1],x[2],x[3],x[5]);
fun(x,n,camp,F);
error=sqrt(F[0]*F[0]+F[1]*F[1]+F[2]*F[2]+F[3]*F[3]);
printf("error newton: %e\n",error);
if(error>tol){
M[0][0]= x[6]-1;
M[0][1]= x[7];
M[0][2]= x[8];
M[0][3]= x[9];
M[0][4]= x[11];
M[1][0]= x[12];
M[1][1]= x[13]-1;
M[1][2]= x[14];
M[1][3]= x[15];
M[1][4]= x[17];
M[2][0]= x[18];
M[2][1]= x[19];
M[2][2]= x[20]-1;
M[2][3]= x[21];
M[2][4]= x[23];
M[3][0]= x[24];
M[3][1]= x[25];
M[3][2]= x[26];
M[3][3]= x[27]-1;
M[3][4]= x[29];
M[4][0]= v[0];
M[4][1]= v[1];
M[4][2]= v[2];
M[4][3]= v[3];
M[4][4]= v[4];
b[0]= F[0];
b[1]= F[1];
b[2]= F[2];
b[3]= F[3];
b[4]= -(v[0]*(a[0]-z[0])+v[1]*(a[1]-z[1])+v[2]*(a[2]-z[2]) +v[3]*(a[3]-z[3])+v[4]*(a[4]-z[4]));
Sistema(p,M,b,5);
x[0]= a[0]+p[0];
x[1]= a[1]+p[1];
x[2]= a[2]+p[2];
x[3]= a[3]+p[3];
x[5]= a[4]+p[4];
}
}while(error>tol);
free(p);
free(b);
for(i=0; i<5; i++) free(M[i]);
free(M);
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free(a);
return;
}
void fun(double *x,int n,void (*camp)(double t, double *x, int n, double *f),double *F){
double hmin,hmax,t,h,tol=1.e-10,t1;
int flag;
F[0]=x[0];
F[1]=x[1];
F[2]=x[2];
F[3]=x[3];
h=0.01;
t=0;
x[6] = 1;
x[7] = 0;
x[8] = 0;
x[9] = 0;
x[10] = 0;
x[11] = 0;
x[12] = 0;
x[13] = 1;
x[14] = 0;
x[15] = 0;
x[16] = 0;
x[17] = 0;
x[18] = 0;
x[19] = 0;
x[20] = 1;
x[21] = 0;
x[22] = 0;
x[23] = 0;
x[24] = 0;
x[25] = 0;
x[26] = 0;
x[27] = 1;
x[28] = 0;
x[29] = 0;
x[30] = 0;
x[31] = 0;
x[32] = 0;
x[33] = 0;
x[34] = 1;
x[35] = 0;
x[36] = 0;
x[37] = 0;
x[38] = 0;
x[39] = 0;
x[40] = 0;
x[41] = 1;
do{
hmin=1.e-5;
hmax=1.e0;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
}while(x[4]>0);
do{
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
}while(x[4]<0);
do{
t1=t-(x[4]/x[5]);
h=t1-t;
hmin=h;
hmax=h;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
}while(fabs(x[4])>tol);
F[0]=F[0]-x[0];
F[1]=F[1]-x[1];
F[2]=F[2]-x[2];
F[3]=F[3]-x[3];
return;
}
void nucli(double *a, double *x, double *v,void trian(double **A, double *v, double *b, int n),double **A,double *b){
double k,norm,prod,*u,tol3=1.e-9;
u=(double*)malloc(5*sizeof(double));
if(u==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
u[0]=v[0];
u[1]=v[1];
u[2]=v[2];
u[3]=v[3];
u[4]=v[4];
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if(fabs(A[3][3])>tol3){
v[4]=-1;
b[0]=A[0][4];
b[1]=A[1][4];
b[2]=A[2][4];
b[3]=A[3][4];
trian(A,v,b,4);
}else{
v[3]=1;
b[0]=-A[0][3];
b[1]=-A[1][3];
b[2]=-A[2][3];
b[3]=-A[3][3];
A[0][3]=A[0][4];
A[1][3]=A[1][4];
A[2][3]=A[2][4];
A[3][3]=A[3][4];
trian(A,v,b,4);
}
norm = sqrt(v[0]*v[0] + v[1]*v[1] + v[2]*v[2]+ v[3]*v[3] + v[4]*v[4]);
v[0] = v[0]/norm;
v[1] = v[1]/norm;
v[2] = v[2]/norm;
v[3] = v[3]/norm;
v[4] = v[4]/norm;
prod=v[0]*u[0]+v[1]*u[1]+v[2]*u[2]+v[3]*u[3]+v[4]*u[4];
if(prod<0){
v[0]=-v[0];
v[1]=-v[1];
v[2]=-v[2];
v[3]=-v[3];
v[4]=-v[4];
}
k=1.e-2;
x[0] = a[0] + k*v[0];
x[1] = a[1] + k*v[1];
x[2] = a[2] + k*v[2];
x[3] = a[3] + k*v[3];
x[5] = a[4] + k*v[4];
free(u);
return;
}
void trian(double **A, double *x, double *b, int n){
int i, j;
double sum;
x[n-1]=b[n-1]/A[n-1][n-1];
for(i=n-2; i>=0; i--){
sum=0;
for(j=n-1; j>i; j--){
sum=sum+A[i][j]*x[j];
}
x[i]=(b[i]-sum)/A[i][i];
}
return;
}
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
#include "RK45f.h"
void camp(double t, double *x, int n, double *f);
int main(void){
double *x,tol=1.e-9,hmin,hmax,h=0.01,t=0,t1;
int n=6,flag;
FILE* ficher;
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ficher = fopen("8.txt", "wt");
if (ficher == NULL)
{
printf("No existeix el ficher!\n");
exit(1);
}
x=(double*)malloc(n*sizeof(double));
if(x==NULL){
printf(" No hi ha memoria\n");
exit(1);
}
x[0] = -0.5174782124 ;
x[1] = 0.1153835881;
x[2] = 0.8478680452 ;
x[3] = 0.0704529840;
x[4] = 0;
x[5] = 0.5048392296;
do{
hmin=0.e0;
hmax=1;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
fprintf( ficher, "%20.10f %20.10f %20.10f %20.10f %20.10f %20.10f\n",x[0],x[1],x[2],x[3],x[4],x[5]);
}while(t<=6.2870094329 );
h=6.2870094329 -t;
hmin=h;
hmax=h;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
if (flag != 0) {printf("ull: flag = %d\n",flag); exit(1);}
fprintf( ficher, "%20.10f %20.10f %20.10f %20.10f %20.10f %20.10f\n",x[0],x[1],x[2],x[3],x[4],x[5]);
do{
t1=t-(x[4]/x[5]);
h=t1-t;
hmin=h;
hmax=h;
flag=rk45(&t,x,&h,n,tol,hmin,hmax,camp);
}while(fabs(x[4])>tol);
fprintf( ficher, "%20.10f %20.10f %20.10f %20.10f %20.10f %20.10f\n",x[0],x[1],x[2],x[3],x[4],x[5]);
free(x);
fclose(ficher);
return 0;
}
void camp(double t, double *x, int n, double *f){
double m=0.012150581623433623,Rpt,Rpl;
Rpt=sqrt((x[0]-m)*(x[0]-m)+x[2]*x[2]+x[4]*x[4]);
Rpl=sqrt((x[0]-m+1)*(x[0]-m+1)+x[2]*x[2]+x[4]*x[4]);
f[0] = x[1];
f[1] = 2*x[3]+x[0]-((1-m)/(Rpt*Rpt*Rpt))*(x[0]-m)-(m/(Rpl*Rpl*Rpl))*(x[0]-m+1);
f[2] = x[3];
f[3] = -2*x[1]+x[2]-((1-m)/(Rpt*Rpt*Rpt))*x[2]-(m/(Rpl*Rpl*Rpl))*x[2];
f[4] = x[5];
f[5] = (-(1-m)/(Rpt*Rpt*Rpt))*x[4]-(m/(Rpl*Rpl*Rpl))*x[4];
return;
}
(x) Per u´ltim dir que totes les pra`ctiques que no figuren com r.c o Plu.c so´n pra`ctiques
que resolen sistemes lineals o fan ca`lculs fets a assignatures anteriors. La funcio´ vapvep
calcula els vaps cridant a la biblioteca LAPACK, de domini pu´blic.
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