Abstract. Theoretical economics makes use of strict mathematical methods. For instance, games as introduced by von Neumann and Morgenstern allow for formal mathematical proofs for certain axiomatized economical situations. Such proofs can-at least in principle-also be carried through in formal systems such as Theorema. In this paper we describe experiments carried through using the Theorema system to prove theorems about a particular form of games called pillage games. Each pillage game formalizes a particular understanding of power. Analysis then attempts to derive the properties of solution sets (in particular, the core and stable set), asking about existence, uniqueness and characterization. Concretely we use Theorema to show properties previously proved on paper by two of the co-authors for pillage games with three agents. Of particular interest is some pseudo-code which summarizes the results previously shown. Since the computation involves infinite sets the pseudocode is in several ways non-computational. However, in the presence of appropriate lemmas, the pseudo-code has sufficient computational content that Theorema can compute stable sets (which are always finite). We have concretely demonstrated this for three different important power functions.
Introduction
Theoretical economics may be regarded as a branch of applied mathematics, drawing on a wide range of mathematics to explore and prove properties of stylized economic environments. Since the Second World War, one particularly important body of theory has been game theory, as introduced by von Neumann and Morgenstern [17] and successfully developed by John Nash.
The game theory stemming from von Neumann and Morgenstern has become known as cooperative game theory; it allows abstraction from the details of how agents might interact, instead focusing directly on how final outcomes may or may not dominate each other. As dominance is a binary relation, cooperative game theory has lent itself naturally to axiomatic analyses. The game theory stemming from Nash has become known as non-cooperative game theory; it is explicitly constructive, requiring specification of a game form that details the set of permissible moves available to agents. Solutions to cooperative games have been difficult to calculate relative to non-cooperative games, contributing to the latter body of theory's current preeminence within game theory. 4 In the current work, we use Theorema [19] to formalize a particular cooperative game form, called pillage games, and to prove formally certain properties of them. Pillage games, introduced in [8] , form an uncountable set of cooperative games, taking the two best known classes of cooperative games (those in characteristic and partition function form) as boundary points. At the same time, even though each is defined over an uncountable domain, their structure has thus far been sufficient to avoid Deng and Papadimitriou's [5] pessimistic conclusions that whether a solution even exists may be undecidable. Thus, pillage games provide a class of games for analysis that is simultaneously rich and tractable. To our knowledge, this represents the first attempt to formally prove properties of a cooperative game. Related is work on other axiomatic proofs within economic theory which have been formalized. Arrow's theorem in social choice has attracted the most attention, including studies by Wiedijk [18] using Mizar, Nipkow [15] using HOL, and Grandi and Endriss [6] using Prover9. Noncooperative game theory has also received attention, including by Vestergaard and co-authors [16] with Coq.
The formalization of a particular game form in economics can be interesting to computer science for at least two reasons, and to economics for at least one. For computer science, economics is a relatively new area for automated theorem proving and therefore presents a new set of canonical examples and problems. Secondly, it is an area which typically involves new mathematics in the sense that axioms particular to economics are postulated. Further, in the case of pillage games, the concepts involved are of a level that an undergraduate mathematics student can understand easily. That is, the mathematics is of a level that should be much more amenable for formalizations than research level mathematics.
For economics, as in any other mathematical discipline [11] , establishing new results is typically an error-prone process, even for the most respected researchers. We cite but two examples from cooperative game theory:
1. In founding game theory, von Neumann and Morgenstern [17] assumed that one of the key concepts of the field, the so-called stable set (by them just called the "solution"), always existed in games in characteristic function form. This was subsequently demonstrated by Lucas [12] to be incorrect. 2. Nobel Prize winning economist and game theorist Maskin [13] claimed that certain properties of a game in partition function form extended from n = 3 to n > 3. However, de Clippel and Serrano [4] found counterexamples with n > 3.
It is understandable that such problems occur since typically for any new axiom set humans have initially no or only limited intuition. This way it is easy to as-sume false theorems and to overlook cases in proofs. Proofs found in mathematics in general and theoretical economics in particular, can be viewed from a logical point of view more like proof plans. That is, not all details are given, hidden assumptions may be overlooked, proof steps may be incorrect, generalizations may not hold. Thus, any mathematical discipline, including theoretical economics, can benefit from formalizing proofs since this will make proofs much more reliable. However, there are other potential benefits. For instance, in experimenting with axiomatizations it is much easier to reuse proof efforts. Furthermore the dependencies of assertions can be accessed more easily and experiments with the computational content of theorems becomes possible which without computer support would be time consuming and error-prone.
In this work we report on our experiments with the Theorema system which we conducted to formalize pillage games, to prove certain properties of them, and to exploit computational features in them. Full verification of the formal statements is an important goal of these experiments. However, we also look at less labour extensive ways of making use of Theorema and will discuss this.
The paper has the following structure. In the next section we give a brief introduction to pillage games. In Section 3 we present the representations in Theorema and the proofs of some formal statements which we formally proved in Theorema. A focus of the presentation as presented in Subsection 3.4 is the pseudo-code, which summarizes the results of the paper we formalize. This pseudo-code is non-computational in several ways. However, a mixture of proof and computation makes it possible to evaluate it in concrete cases. In Section 4 we evaluate the approach taken.
A Brief Introduction to Pillage Games
The class of games used for our experiments are called pillage games, a particular form of cooperative games, introduced by Jordan in [8] . In a nutshell, pillage games describe how agents (n in total) can form coalitions in order to redistribute all or part of the possessions of other coalitions among themselves. The possessions are described by a so-called allocation, a vector of n non-negative numbers which sum to one. Given two such vectors, x and y, three coalitions are induced: the win set of a transition from x to y is {i | y i > x i }; the lose set is {i | x i > y i }; the remaining agents are indifferent between x and y. Pillage is possible if and only if the win set is more powerful at x than is the lose set; if this is so, it is said that y dominates x.
The power of a coalition is determined by a so-called power function, π, a function which depends exclusively on the coalition members and the holdings of all agents. A power function must satisfy three monotonicity axioms: firstly weak coalition monotonicity (WC), whereby taking a new member into a coalition does not decrease the coalition's power; secondly weak resource monotonicity (WR), whereby weakly increasing the holdings of a coalition's members does not decrease the coalition's power; and thirdly, strong resource monotonicity (SR), whereby strictly increasing the holdings of a coalition's members strictly increases the coalition's power. This setting given, two sets are of interest. Firstly, the core, the set of undominated allocations, and secondly the stable set, a set of allocations such that none dominates another (called internal stability) but at least one dominates each non-member allocation (called external stability). The core always exists, and is unique, but may be empty. A stable set may not exist since it has to satisfy two conflicting properties, on the one hand it must contain sufficiently many elements so that any element not in it is dominated by an element in it (e.g. the empty set is not externally stable), on the other hand it must not contain so many elements that none dominates another (e.g. the full set of all allocations is not internally stable in a pillage game). If a stable set exists, it is finite and contains the core; uniqueness has been established for some pillage games, and no counterexamples have been found as yet. If agents are forward looking, expecting that y dominating x may allow a subsequent comparison between z and y. Jordan [8] proved that a stable set is a core in expectation, a set of undominated allocations given some such future expectation (and consequent comparison of x and z, rather than x and y).
Jordan [8] proved general properties about pillage games (such as the finiteness of the stable set) and investigated the possibilities of three particular power functions for arbitrarily many agents. Kerber and Rowat [10] studied an infinite class of power functions for three agents. In particular they gave a complete characterization of the stable set for arbitrary power functions (with three agents) which satisfy three additional axioms. The first axiom is continuity in the resources; although definable with an -δ-statement, the intermediate value theorem is actually used. The second axiom, responsiveness, requires that a coalition gaining a member with some power as a singleton strictly increases the coalition's power. The third axiom, anonymity, requires that power, dominance, and-consequently-the stable set are invariant under permutations of the agents; thus, an agent's identity is irrelevant to a coalition's power, merely its presence or absence, and its holdings.
Formalizations in Theorema
Within this case study, we fully proved the first three lemmas from [10] . Furthermore, we give a formalization of the pseudo-code that summarizes the results derived in that paper. In this section, we briefly give the main assertions, which we proved in Theorema input syntax. 5 We begin with the definition of a power 5 The Theorema language syntax comes very close to how mathematicians are used to write up things. In particular, two-dimensional notation can be used both in input and output through Mathematica's notebook technology, so that a Theorema formalization can easily be read and understood by a mathematician. In this presentation, we typeset all Theorema expressions in L A T E X with the aim to mimick their appearance in Theorema as closely as possible. With these preliminaries we use Theorema to formally define weak coalition monotonicity (WC), weak resource monotonicity (WR), strong resource monotonicity (SR), and power function as follows.
In this formalization, we decided not to put explicit conditions on variables in definitions assuming that defined expressions will only be used "as intended by definition." In theorems and lemmas, of course, we explicitly list all preconditions. Furthermore, we split the definitions into individual environments, although the Theorema language would allow to collect several formulae into one environment. We decided to proceed this way because we later want to use the definitions on an individual basis, and the current version of Theorema allows to access only whole environments, not single formulae.
Lemma 1: Representation
The first lemma states that the power of a coalition depends only on the holdings of the members of the coalition, but not on the holdings of the other agents.
form, C is a formula expressing a condition on v, r specifies ranges for bound variables in form, and finally form is a single formula or a sequence of formulae. After evaluating a formal text block in a Theorema session, it can be referred to (e.g. in a call to a prover) by 'Env [l]'. Concretely, e.g. in (WC), the 'any[π, n]' makes the definition applicable for all π and all n and the 'bound[allocationn [x] ]' makes the 'for all x' to actually range over all allocations x of length n. The real convenience of the 'bound'-construct will be revealed once we collect several definitions into one 'Definition'-environment, e.g. one definition for the axioms (WC), (WR), and (SR), where one 'bound'-statement would suffice for all three axioms. For more details we refer to [1] .
In order to prove this, we call the Theorema predicate logic prover, see [2] , by
which uses the definition of power function, the axiom (WR), and the following (trivial) property of the partial ordering ≥ on real numbers in its knowledge base:
With these settings the lemma is proved fully automatically. It also generates a proof if it is given not only the axioms it needs for a proof but the full theory. Theorema generates a human readable proof of the proof search, which is ten pages long for a proof with the full theory, and five pages for the setting used above. This proof can be automatically tidied to a three page proof, which contains only those steps necessary for the final argument, see Fig. 1 to get an impression of how Theorema presents a human readable proof (further information is at http://www.cs.bham.ac.uk/~mmk/economics/theorema).
Lemma 2: Domination
The second Lemma states that when the opposing coalitions consist of one element each and the power function is anonymous then the the coalition which wins is the one with bigger holdings. In order to formalize Lemma 2 we need in addition to formalize the win set of a transition from an allocation x to an allocation y (those agents which benefit from the transition) and the lose set (those agents to whose detriment the transition is) as well as the notions of domination (x domintates y if the coalition consisting of the win set is, in x, more powerful than the coalition consisting of the lose set) and anonymity (invariance under permutations of agents). See also Section 2. Lemma 2 can then be formulated as follows:
While this is apparently intuitively correct, a formal argument is not completely trivial. Since anonymity involves permutations of the agents, a formal proof requires auxiliary knowledge about permutations. In the concrete case, we provide a lemma about permuted tuples, namely that when swapping the first two elements in a tuple the second element in the new tuple is equal to the first of the original:
where perm[x, σ] stands for the tuple x permuted by σ, and σ 1,2 is the permutation swapping the first and second component while leaving the rest unchanged. Furthermore, we use a lemma saying that the power does not change when swapping agents 1 and 2, i.e.
Lemma["perm swap"] can be verified without effort based on the definitions only, whereas Lemma["ANswap"] needs the definitions of the concepts involved plus idempotency of swapping, which is trivial but still automatically verified based on the definition of σ 1,2 . These proofs, and all that will follow, have been generated by the Theorema set theory prover, see [20] . Equipped with Lemma["perm swap"] and Lemma["ANswap"] in the knowledge base, a three page humanunderstandable proof of the two directions of Lemma 2 is obtained. Note, however that the introduction of the auxiliary lemma is a eureka step, since finding the right permutation is key to the proof of our main lemma; it is difficult to see how Theorema-with its currently integrated theorem provers-could automatically find this permutation. This shows that the main idea of the proof requires a fairly intuitive understanding of permutations which needed to be made more explicit when instructing Theorema.
The crucial question is, of course, how to obtain appropriate intermediate lemmas. One approach in this kind of theory exploration is to always prove all properties of interactions between available concepts before introducing a new concept. This approach is advocated for instance in [3] . In the concrete case, it would require proving many properties of permuted vectors and swaps before talking about anonymity. Theorema, however, also supports a much more goaloriented approach: in the case of a failing proof attempt, it displays the partial proof, allowing a human check of where resources are used, and whether Theorema can be better guided. In most cases, formulating an appropriate lemma is then a straightforward exercise, so that even this can be automated. There is a literature on lemma speculation from failing proofs (see e.g. [7] ); some mechanisms have been implemented in the Theorema system as well (see [1] ). In this case study, these tools have not been employed.
Lemma 3: The Core
The dominion D[Y, π, n] denotes the set of all allocations that are dominated by an allocation in Y . Using this, the core, i.e. the set of undominated allocations, can simply be defined as
The third lemma specializes to the case of three agents and consists of two parts. Firstly, if the core is empty then the tyrannical elements (one agent possesses everything) are dominated by the half splits (e.g., 1/2, 1/2, 0 dominates 0, 0, 1 ):
On the other hand, for anonymous power functions, the half way splits are never dominated by the tyrannical elements (e.g., 0, 0, 1 does not dominate 1/2, 1/2, 0 ), written in Theorema as follows: 
The proof of this Lemma can be done by pure computation, since the universal quantifier over i, j, k boils down to just testing finitely many cases, namely the six distinct choices of i, j, k ∈ I [3] . The neat integration of proving and computing in the Theorema system is of great value in this kind of investigation, because the statements need no reformulation when switching between proving and computing.
For proving the first part of Lemma 3, instead of going back to the definition of the core, we use a theorem of Jordan that connects the core and the power of tyrannical allocations, see [8] . Together with Lemma["s dominates t"], this proof goes through without further complications. For the second part, Theorema comes up with an indirect proof using a variant of Lemma["s dominates t"] with the roles of s and t interchanged and specialized versions of the axioms (WC) and (SR) and of Lemma["ANswap"] (introduced in the context of Lemma 2), for the case n = 3.
Pseudo-Code and its Computational Content
The main result of [10] is a classification of the possibilities which a stable set can have in three agent pillage games with continuous, responsive, and anonymous power functions. No stable set may exist but-if one does-it may have up to 15 elements. How these elements are determined (in dependency of π) can be summarized in form of some pseudo-code. This pseudo-code can be represented as an algorithm in Theorema as shown in Fig. 2 .
The algorithm in Fig. 2 makes use of several sets and conditions which we explain only partly in the following, since not all details are of importance in this context. Important is that certain sets (such as dyadicSet [1, 3] ) are computational, whereas others (such as R[1, π]) are not. For details of these constructs see [10] .
This algorithm is non computational in several ways. For n = 3, however, it is a significant improvement on the Roth-Jordan [9] algorithm to determine stable sets, since the latter is non-computational in even more ways. 8 In this section we will discuss how the algorithm, which is written in the first place to
with ( * ) to be replaced by π[{1}, t [1, 3] summarize the results in a concise form, can be used to determine stable sets by a mixture of proving and computing. We have tested the implementation for the three specific power functions introduced by Jordan [8] , strength in numbers (SIN), Cobb-Douglas (CD), and wealth is power (WIP).
If a concrete power function π is given, the algorithm has first to test condition ( * ). Since we assume that π is computable, both π[{1}, t [1, 3] [1, 3] ] can be decided. If the condition is false the stable set is given by the last line of the algorithm. If the condition is true, however, the algorithm must check whether a particular set R[1, π] is empty or not. For finite R [1, π] , the ad-hoc method to test R[1, π] = ∅ is to compute R[1, π] (by enumerating its elements) and then comparing it to the empty set ∅, which can all be done in a Theorema computation. Unfortunately, the set R[1, π] is defined in terms of the set M [1, π], which in turn is defined in form of the set B[1, π] of all triples, where agent 1 on its own an initial iterate. Third, the iteration step is not computational since it involves the computation of undominated sets, which are typically infinite. Finally, it is not clear whether terminating at a set S which is not externally stable means that no stable set exists, or merely that further steps must be taken independently of the algorithm. For details, see [9] or [10] . 9 The allocations in which each agent has either nothing or R[1, π] , the algorithm returns "unknown R", which indicates that it has insufficient knowledge on the set R and for this reason insufficient knowledge to determine the stable set.
If, however, for the concrete power function π there is additional knowledge that allows us to decide R[1, π] = ∅ (without actually computing R[1, π]), the algorithm may make use of this knowledge and continue. Concretely in the algorithm above, we provide the following lemma:
where CDπ ν is the 'Cobb-Douglas' power function defined as
In this case, according to the algorithm, no stable set exists. Note, however, that the knowledge must be formulated appropriately. For instance, in the algorithm above it was not possible to use the usual Theorema notation R[1, π] = ∅ instead of ¬empty[R [1, π] ]: if R[1, π] = ∅ was given as an auxiliary lemma, the computation engine would have had to process negated equalities in an appropriate manner, which the current version of Theorema is not capable of.
If R[1, π] is known not to be empty, further knowledge is necessary. Most importantly, does the current iteration of the computed candidate stable set together, with the allocations dominated by it, include all possible allocations? Formally, is fullSet[S ∪D[S, π, 3]] true or false? This will typically not be computational, since D[S, π, 3] is infinite. Hence for any particular given power function π a corresponding lemma is necessary, which states whether the property holds or not. In case of the 'wealth is power' power function, defined as
the property does not hold since there are three points which are not dominated by the allocations computed so far. In this case, the stable set is computed by Theorema to S ∪ P [π], which is evaluated directly, since P [π] is a set of at most three elements explicitly defined in [10] .
The algorithm presented above does not check whether a power function satisfies the additional axioms (continuity, responsiveness, and anonymity), or even whether the functions supplied are actually power functions (satisfying axioms WC, WR, and SR). As a consequence, the algorithm may give wrong answers if applied inappropriately. This can be remedied by adding further conditions to the functions. While this makes the application safer on the one hand, it increases the proof obligations on the other hand.
Note that when applying the algorithm to concrete examples, part of the knowledge may typically be computed, certain information about sets derived from R[1, π] must be given in form of lemmas. That is, the algorithm consists of a mixture of proving and computing. It is conceivable that Theorema could be extended to make use of the underlying Mathematica system to compute the sets B[i, π] for particular power functions π.
Added Value-Price Paid
In this section we summarize the added value from the point of view of a researcher in theoretical economics. The added value is partly due to the formalization effort and could have been achieved with any formal system, partly, however, it is specifically due to Theorema and its features. Furthermore we discuss the effort necessary to do such a formalization.
An obvious point to mention is the greater precision that a formal system requires. This is an advantage (enhanced clarity, greater reliability) and at times a disadvantage (greater effort) at the same time. A concrete example where the formal precision played a role was the characterization of the core as K = {x ∈ X |x i > 0 ⇔ π ({i} , x) ≥ π (I\ {i} , x) } . In this definition a free index i is used. Two standard interpretations are possible, an existentially quantified one ('there is an i such that'), or a universally quantified one ('for all i holds'). When translating into Theorema first the existentially quantified translation was chosen. However, this was later found to be the wrong one when it was used.
Another obvious advantage is that we can have much higher confidence in lemmas and theorems which are formally proved. In addition, the system clearly states all the knowledge used for proving a particular assertion and any hidden assumptions have to be made explicit. On the other hand, an automated theorem prover will typically be inundated with too much information so that the knowledge used to prove an assertion is typically minimal. This is useful knowledge since it allows us to generalize statements.
There are also particular advantages of the computational aspects of Theorema. They allow computation and checking particular structures for specific examples. For instance, for a given power function π it is possible to compute particular sets (such as R[i, π] or P [π]) and to see whether these correspond to the intuition. If they do, this gives confidence that the formalization accurately mirrors the intuition. If they do not, then either the intuition needs to be changed or the formalization does not reflect what actually should have been formalized and needs to be changed. Of course, also incorrect statements may be discovered this way. For instance, it led to an adjustment of the algorithm in Fig. 2 in which the last case was incorrectly copied from the corresponding lemma into it. That is, a mistake in the algorithm was detected, although no attempt was made to verify it.
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A particular advantage of using Theorema is due to the fact that some reasoners-in particular the set theory prover used mostly for our study-use an interface to the computation engine, so that proving and computing are wellintegrated in the Theorema system. In this case study, this feature turned out to be useful when the whole proof of Lemma["s dominates t"] was shifted to just one simple computation on finite sets. In our concrete application example, we also make use of the computational parts of the algorithm in Fig. 2 to determine the stable set. The algorithm contains algorithmic parts but needs at two steps an oracle which can be given in form of lemmas. These can in turn be formally proved in Theorema. The possibility of Theorema working in a 'compute' mode makes it relatively painless to combine reasoning and computation. This makes it possible to determine the stable set for concrete power functions by a mixture of reasoning and computation.
As mentioned in the previous section it seems feasible to allow Theorema to move more tasks from its reasoning part into its computation part (for specialized power functions). One way to achieve this is to represent infinite sets finitely. More work in this direction is necessary.
Obviously using a system such as Theorema has a price. The formalization is more labour intense than formalizing the knowledge just on paper or using L A T E X. However, just writing down the definitions, lemmas, and theorems in Theorema is-after an introduction phase of a day-almost as painless as using L A T E X. Formalizing the knowledge is relatively easy, formally proving the lemmas and theorems, however, is typically labour intense and requires knowledge which cannot be acquired so quickly. Certain formalizations need to be changed in order to avoid certain pitfalls of the reasoners. Additionally it is necessary to know which integrated prover to use best and to adjust it by setting suitable options. This requires expert knowledge. Furthermore, it may be necessary to introduce suitable auxiliary lemmas to prove statements. This makes it currently unlikely that there will be a big uptake in using such systems, although in balance the extra work required-at least for the formal properties proved in this workdoes not look too huge with one to two days of work for a formal statement. This effort may go up as the statements get more complicated as the paper proceeds, which is partly due to the fact that typically authors acquire some intuition about the concepts introduced in earlier sections, and this intuition is rarely made explicit by additional lemmas or corollaries. That is, this increased effort could be considered as a price paid by the author and an added value on the side of the reader of a formalized paper. It should be noted that just using Theorema for representing knowledge and making use of this knowledge, e.g. by evaluating the algorithm for concrete power functions can uncover mistakes and thereby improve the reliability of the results.
Conclusion
The true benefit of a formalization can only be obtained if it is used. Typically you either prove something with it, or you use it in some computation. The latter is only possible in finite domains. In the examples, for instance, it meant that once a set is reduced to a finite set of concrete values, lemmas need not be formally proved as their truth status can be shown by exhaustive computation of all possible cases. This dual feature of computation and proving also allowed us to use the algorithm for computing the stable set for power functions for which certain features had been established (or claimed) by lemmas. Note that Theorema does not insist on proving assertions claimed. This makes it very easy to cite external theorems (concretely, in this example, theorems established by Jordan previously) without reproving them. While this is very convenient, it has a downside, namely it is easy to base a theorem on a lemma which is not proved or is even wrong.
A very useful feature of Theorema is the possibility to generate incomplete proofs. This allows both detection of potential problems with the formalizations (e.g. inconsistent argument orderings) and monitoring of whether the integrated Theorema prover used is making useful steps towards a solution. Moreover, the study of an incomplete proof typically helps greatly in the formulation of lemmas that then help the prover to succeed in a subsequent run, which is quite helpful since the integrated provers of Theorema are typically not interactive. This means, that, if they do not find a proof fully automatically, then the only possibility to guide the search is to adjust suitable options (which requires good knowledge of the inner workings of such a prover), or to introduce additional auxiliary lemmas.
As with any other theorem proving system, applying Theorema requires good knowledge of the system. On the positive side, the Theorema input language is very flexible and allows-after a very brief introduction to the system-for a natural representation which is close to a paper representation. Care should, however, be taken, since writing down statements in Theorema does not mean that they are correct, or can be directly used in the form they have been inputted. The input language is untyped which makes it easy to write things down. However, it also means that it is easy to introduce mistakes, e.g., Theorema would not complain if you defined a power function with the argument order as in powerfunction[π, n] and later used it in form of powerfunction[n, π]. However, proofs may not be established any more in such a case.
While proving assertions formally using the Theorema system requires typically good knowledge of the proof in the first place, the formalization effort pays off in several ways. Above all it is possible to gain greater confidence in the correctness of the assertions, and it is possible to make experiments-concretely with specific instances of power functions-which otherwise are labour intense and error-prone.
