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Vascular anomalies, more colloquially known as birthmarks, affect up to 1 in 10 infants. Though
many of these lesions self-resolve, some types can result in medical complications or disfigure-
ment without proper diagnosis or management. Accurately diagnosing vascular anomalies is
challenging for pediatricians and primary care physicians due to subtle visual differences and
similarity to other pediatric dermatologic conditions. This can result in delayed or incorrect
referrals for treatment. To address this problem, we developed a convolutional neural net-
work (CNN) to automatically classify images of vascular anomalies and other pediatric skin
conditions to aid physicians with diagnosis. We constructed a dataset of 21,681 clinical im-
ages, including data collected between 2002–2018 at Seattle Children’s hospital as well as five
dermatologist-curated online repositories, and built a taxonomy over vascular anomalies and
other common pediatric skin lesions. The CNN achieved an average AUC of 0.9731 when ten-
fold cross-validation was performed across a taxonomy of 12 classes. The classifier’s average
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AUC and weighted F1 score was 0.9889 and 0.9732 respectively when evaluated on a previously
unseen test set of six of these classes. Further, when used as an aid by pediatricians (n = 7),
the classifier increased their average visual diagnostic accuracy from 73.10% to 91.67%. The
classifier runs in real-time on a smartphone and has the potential to improve diagnosis of these
conditions, particularly in resource-limited areas.
Introduction
Vascular anomalies, colloquially known as “birthmarks”, affect between 5 and 13% 1, 2 of all infants.
Most are associated with changes in the appearance of the overlying skin, and initial diagnosis is
commonly made by history and physical exam, a large part of which is visual inspection.
Vascular anomalies encompass a large number of diagnoses which are classified by the Inter-
national Society for the Study of Vascular Anomalies (ISSVA) into vascular tumors and vascular
malformations. Some vascular anomalies, such as certain infantile hemangiomas, will fade with time
and can be managed medically or with observation in the primary care setting 3, 4. In contrast, venous
malformations, congenital hemangiomas, and lymphatic malformations are best managed early by a
multidisciplinary team of specialists including dermatologists, surgeons, and pediatricians. Without
proper treatment, bleeding, infection, permanent disfigurement, or airway complications may occur.
As a result, early and correct diagnosis is critical to prevent delays in management 5, 6.
Accurate diagnosis of vascular anomalies is challenging. Vascular anomalies can occur on any
surface of the body, and the skin manifestations can include a wide range of sizes and hues. As a
result, these lesions can be difficult to visually differentiate, and it has been shown that as low as 31
2
– 53% of vascular anomalies have a correct diagnosis at the time of referral 6–8. Additionally, some
of these anomalies may be confused with common pediatric dermatologic conditions. This can lead
to misplaced expectations from patients and families, and in some cases, delays in delivery of care.
Thus, to assist pediatricians and other primary care physicians with accurate diagnosis, we develop
an image classification system which uses a convolutional neural network (CNN) to automatically
classify images of vascular anomalies.
A computer-aided system for classifying vascular anomalies currently does not exist. At most
tertiary vascular anomaly centers, proper diagnosis and staging relies on a combination of modali-
ties including clinical history and exam, imaging, angiography, tissue biopsy, and multidisciplinary
consensus 1, 6. However, these are not readily available in the primary care setting.
In this study, we construct a dataset comprising 21,681 labeled images of cutaneous skin lesions
spanning 15 different pediatric dermatologic conditions including nine vascular anomalies. 10,700
images in the dataset were collected from Seattle Children’s Hospital during 2002–2018 as clinical
photographs were routinely obtained for all patients visiting the vascular anomaly clinic. Additionally,
we include 10,981 images from five dermatologist-curated online repositories to supplement image
classes that were sparse or did not exist in our clinical dataset. We developed a CNN,9 a type of
deep learning system optimized for image classification, to visually identify and diagnose vascular
anomalies. CNNs are able to automatically learn representations of input data and make predictions
without the need for extensive pre-processing and feature engineering10. CNNs have shown specialist-
level accuracy at diagnosing diseases such as melanoma11, pneumonia12, diabetic retinopathy13 and
cardiovascular risk14. We demonstrate that such a tool can improve diagnostic accuracy for vascular
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anomalies and other pediatric dermatologic conditions among a cohort of pediatricians.
Results
All images collected from Seattle Children’s Hospital were diagnosed by biopsy, computerized to-
mography (CT), angiography, ultrasonography, or specialist consensus when possible. Demographic
information was collected for images associated with a valid medical record number and date of
photography. The female to male ratio was 2.01 and the median age was 4 (inter-quartile range: 2)
months. The images selected for inclusion were further curated by three vascular anomaly surgeons
to exclude lesions without cutaneous manifestation. All images were de-identified and cropped to
only include the area relevant for diagnosis. These images are organized into a taxonomy of 12 dif-
ferent vascular anomaly and pediatric dermatologic classes as shown in Fig. 1a. Vascular anomalies
classified under the same taxonomy, such as venous and glomuvenous malformations, were grouped
together. Fig. 1b shows example images for six of these classes, illustrating the visual similarity
among these lesions.
We use a technique known as transfer learning15 to classify the images of our dataset. We
leverage the InceptionV3 CNN16 that has been pre-trained on the 2012 ImageNet Large Scale Visual
Recognition Challenge (ILSVRC)17 containing 1000 classes, and then fine-tune the weights of the
network to our dataset of images. To do this we remove the final softmax layer that produces outputs
for the 1000 ImageNet classes. We then add our own layers as shown in Fig. 2 that ends in a softmax
output that produces probability outputs for our 12 image classes.
We first validate our classifier using ten-fold cross-validation18. Due to an unequal number
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of images in each skin lesion class, images within the dataset are augmented using label-preserving
transformations19, 20. We augment each class used for cross-validation to 1000 images. This is to en-
sure the classifier is not overly biased towards one particular class, or fails to learn a sparse class. This
class size was chosen to align with the ImageNet dataset21, which contains an average of 500–1000
images within each subcategory. Specifically, images are rotated at a random angle and a horizontal
and vertical flip are also applied at random. Shear up to an intensity of 0.2 and a zoom in the range 0.8
and 1.2 is applied to the image9, 11. Classes that had more than 1000 images were randomly sampled
for cross-validation. Images are then resized to 299×299 dimensions to be compatible with the input
dimensions of our pre-trained CNN. The data split between the training and validation sets was such
that images of the same lesion from multiple angles did not exist in both the training and validation set
for any fold. This ensures that the CNN does not leverage patient-specific information when making a
prediction. The cross-validation results in Table 1 show the AUCs, confidence intervals and F1 score
for each of the 12 classes. To calculate the F1 score, the probability threshold for each class is set to
maximize the sum of the sensitivity and specificity on that class’ ROC curve. The F1 score is then
weighted in accordance to the number of positive and negative examples of that class. The average
AUC and F1 score across all classes is 0.9731 and 0.9367 respectively.
Next, we evaluate the test performance of our classifier on a held-out independent unseen
dataset. The criteria for a sufficient number of images in a test class is based on the composition
of images in the ILSVRC which has 50–100 images per test class. To obtain meaningful test perfor-
mance values, we selected the first six classes in Fig. 1a that were sufficiently data abundant and most
commonly seen in practice based on consensus by vascular anomaly specialists and dermatologists.
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For classes with more than 1000 images, images not sampled for cross-validation are used in the test
set. For the remaining classes, 10% of the total number of images in that class were withheld from
the prior cross-validation step, and included in the test set. Using the same CNN architecture as be-
fore, we train and evaluate a classifier over these six classes. The cross-validation results over these
six classes are shown in Supplementary Table 1, the average AUC and F1 score across six classes
is 0.98384 and 0.9485 respectively. We show the individual receiver-operating characteristic (ROC)
curves for the classifier’s performance on previously unseen test data from each of these six classes
in Fig. 5. The average AUC across these six classes is 0.9889 and the average weighted F1 score is
0.9732 (Supplementary Table 2).
We generate saliency maps in Fig. 4 for an example image in each class of our 12-class taxon-
omy using integrated gradients22. The maps confirm that the CNN places more weight on the pixels
representing the lesion compared to surrounding skin when making a prediction. Additionally, we
visualize the features learned at the last layer of our CNN classifier using t-SNE for our 6-class tax-
onomy in Supplementary Fig. 1. The projection of features onto a 2-D space shows that each class is
clustered tightly and are separated from the clusters of other classes.
We next evaluate if our CNN trained on six lesion classes can be used to aid pediatricians to
more accurately diagnose vascular anomalies, and thus make appropriate referrals. We presented
60 images from our test set to seven pediatricians. Only clear and visible images were selected for
inclusion in this subset. On this subset of 60 test images, our classifier had an accuracy of 93.33%.
Each pediatrician was asked to classify each image into one of six classes. Pediatricians achieved an
average accuracy of 73.10% on this task. The pediatricians were not informed of their accuracy or
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of the correct labels of the images during their initial pass. They were then presented with the same
set of images in a different random order, each annotated with the classifier’s predictions, and asked
to classify each image. When aided with the classifier’s predictions, the average accuracy increased
to 91.67%. We compare the confusion matrix across all pediatricians when they are unaided and
aided with our classifier (Fig. 5, Supplementary Fig. 2). The figure shows that pediatrician accuracy
is increased across all six classes. Additionally, when aided with the classifier, pediatricians are able
to achieve higher accuracies for venous malformations and atopic dermatitis than when using the
classifier alone. Specifically, 5 out of 7 pediatricians classified venous malformations with a higher
accuracy than the classifier, achieving 96% average accuracy compared to the classifier’s 80%. The
remaining 2 pediatricians were on par with the classifier. 3 out of 7 pediatricians classified atopic
dermatitis more accurately than the classifier, obtaining an average accuracy of 100% compared to
the classifier’s accuracy of 90%; the remaining 4 pediatricians matched the accuracy of the classifier.
This suggests that for these classes, combining the computer-aided system with pediatrician expertise
can potentially have an advantage over either method alone.
Finally, we evaluate if our classifier can be deployed and executed on a smartphone in real-time
(Supplementary Fig. 3). On an iPhone 7, the classifier makes real-time predictions within 32 ms.
Discussion
Early and accurate diagnosis of vascular anomalies is essential to minimize complications and ensure
appropriate treatment. For many primary care physicians, diagnosis relies on identifying subtle visual
clues. We present data that a CNN trained on images of vascular anomalies and other common pedi-
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atric skin lesions can enhance the diagnostic accuracy of physicians, which may improve outcomes
and optimize referral patterns.
A limitation of our dataset is the imbalance of images across different classes. This is reflected
in the increased prevalence of certain vascular anomalies such as infantile hemangiomas. As a result
the number of images available in the test set for evaluation are relatively small for pyogenic granulo-
mas (lobular hemangioma) and venous malformations. Acquiring images of more sparse diagnostic
classes would allow us to more accurately estimate the real world performance of the classifier on
these lesion types. We note however that a clinical deployment of this system may benefit from inten-
tionally biasing the classifier to incorporate real world prevalence rates of different vascular anomalies
when making a prediction. Evaluating the classifier in a larger prospectively obtained cohort may pro-
vide a more robust estimate of accuracy and potential clinical impact. Additionally, though the CNN
can be deployed on a commodity smartphone, variations in the quality and setting of the photos may
affect real-world classification accuracy. In particular, evaluating the classifier on images taken with
multiple smartphone cameras would be needed to test how well our classifier generalizes to images
obtained in primary care clinical settings. Developing a CNN to identify the location of a lesion in
an uncropped image and to tolerate nonideal lighting conditions could be useful in some clinical sce-
narios. Finally, while visual inspection is one of the most important diagnostic tool for identifying
vascular anomalies, the overall context is needed to make a clinical decision.
Given the prevalence of vascular anomalies, computer-aided diagnosis has the potential to im-
prove health care outcomes and reduce the cost associated with delayed or incorrect referrals. It may
also have particular benefit in resource-limited regions, where tertiary expertise is unavailable but
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smartphones are increasingly ubiquitous. For future studies, we envision that computer-aided diag-
nosis of vascular anomalies could not only augment the capabilities of primary care physicians, but
also guide specialists in treatment of these conditions. For example, a similar classifier could in-
form clinicians about outcomes related to infantile hemangioma and predict response to propranolol
treatment.
Methods
Datasets. This study was approved by the Seattle Children’s Institutional Review Board. All data was
de-identified in accordance with HIPAA guidelines. Our dataset is composed of clinical data from
Seattle Children’s from 2002-2018, as well as the dermatology repositories, DermIS23, DermNet24,
DermNetNZ25, DermQuest26 and the ISIC dermoscopic archive27. The images from Seattle Children’s
Hospital consist of hemangiomas (infantile and congenital), pyogenic granuloma (lobular heman-
gioma), venous and glomuvenous malformations, capillary malformations, Sturge-Weber syndrome,
spider angioma and lymphatic malformations. The images from the online repositories consist of
pyogenic granuloma, atopic dermatitis, nevus, spider angioma, milia, impetigo, molluscum and tinea.
Training algorithm. To train our dataset, we first removed the final 1000-node softmax layer of the
InceptionV3 neural network, we then fine-tune the classifier with our own layers (Supplementary
Fig. 2) using the Keras framework. We add a 256-node fully-connected layer, with a ReLu activation,
followed by Dropout regularization with a rate of 0.6, and finally a 6-way or 12-way softmax layer,
depending on the taxonomy of vascular anomalies being classified. We used the RMSProp optimizer
with a learning rate of 1e−5 and a rho value of 0.9. We used the sklearn library for calculating
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performance measures including AUC and F1 score.
t-SNE algorithm. The t-SNE plot was generated using an implementation of Barnes-Hut t-SNE 28, 29
using a perplexity value of five, the algorithm was run for 1,000 iterations.
Saliency maps. The saliency maps were generated with an implementation of integrated gradients
22, 30. The output is smoothed using the SmoothGrad31 algorithm to produce a sharper map.
Run-time analysis. We timed an implementation of the CNN running in real-time on an iPhone 7.
The CNN was ported to the iOS platform using Apple’s Core ML tools library which converts the
CNN to an iPhone readable format.
Data availability statement. All data necessary for interpreting the manuscript have been included.
The datasets used in the current study are not publicly available but may be available from the cor-
responding authors on reasonable request and with permission of Seattle Children’s hospital and
the University of Washington. Images from the online repositories were obtained from DermIS23,
DermNet24, DermNetNZ25, DermQuest26 and the ISIC dermoscopic archive27.
Use of human subjects. All human subjects were practicing pediatricians and took our tests under
informed consent. This study was approved as exempt by the Seattle Children’s Institutional Review
Board.
Supplementary Materials
Supplementary Fig. 1. t-SNE visualization of the CNN’s weights.
Supplementary Fig. 2. Individual confusion matrices for pediatricians taking the survey.
Supplementary Fig. 3. User interface of CNN running on a smartphone.
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Supplementary Table 1. Cross-validation performance over six classes.
Supplementary Table 2. F1 score on test set of six classes.
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Figure 1: Pediatric skin lesions taxonomy and example images. a. Taxonomy of 12 pediatric skin
lesions. The table shows the composition of images which were obtained from the Seattle Children’s
clinical dataset and dermatologist-curated online repositories. The upper half of the table represents
a 6-class subset of our taxonomy where images in each class are comparatively data abundant and
consist of pediatric skin lesions more commonly seen in practice. b. Example images of the lesions
in the 6-class subset of our taxonomy. The images demonstrate the visual similarity between different
lesion types.
15
Figure 2: Convolutional neural network architecture. a. We leverage the InceptionV3 network
architecture that has been pretrained on the ImageNet dataset. b. The weights of the network are
fine-tuned on a fully-connected layer of 256 nodes, and outputs a vector of probabilities indicating
prediction likelihood for each of the 12 pediatric skin lesion classes.
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Lesion type AUC (95% CI) F1 score
Hemangioma 0.9608 (0.9514 – 0.9701) 0.9188 (0.8988 – 0.9388)
Pyogenic granuloma 0.9875 (0.9735 – 1.0015) 0.9696 (0.9571 – 0.9822)
Venous+gelomuvenous malformation 0.9750 (0.9684 – 0.9816) 0.9374 (0.9237 – 0.9511)
Capillary malformation+Sturge Weber 0.9762 (0.9714 – 0.9810) 0.9373 (0.9228 – 0.9519)
Atopic dermatitis 0.9558 (0.9481 – 0.9634) 0.8996 (0.8783 – 0.9210)
Nevus 0.9994 (0.9990 – 0.9998) 0.9894 (0.9850 – 0.9938)
Spider angioma 0.9716 (0.9603 – 0.9829) 0.9354 (0.9165 – 0.9543)
Lymphatic malformation 0.9279 (0.8957 – 0.9602) 0.8899 (0.8668 – 0.9129)
Milia 0.9967 (0.9957 – 0.9977) 0.9751 (0.9688 – 0.9815)
Impetigo 0.9825 (0.9797 – 0.9853) 0.9372 (0.9298 – 0.9446)
Molluscum 0.9863 (0.9845 – 0.9881) 0.9524 (0.9429 – 0.9619)
Tinea 0.9573 (0.9498 – 0.9648) 0.8984 (0.8875 – 0.9093)
Average 0.9731 0.9367
Table 1: Cross-validation performance of classifier over 12 classes. The table shows the AUC and
weighted F1 score of the classifier for each class after performing ten-fold cross-validation over the
full taxonomy of 12 lesion types. Additionally, we show the averaged AUC and F1 score.
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Figure 3: Classifier performance on a previously unseen test set. The receiver-operating curves
show the performance of our classifier on a previously unseen test set of images from our 6-class
taxonomy.
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Figure 4: Saliency maps for 12 pediatric skin lesion classes. The saliency maps show which pixels
within the image contribute most to the classifier’s predictions. White pixels show a greater contri-
bution to the prediction. Each image shows either one or more distinct lesions. The corresponding
saliency maps show a correlation between the location of the lesion and the pixels used by the classi-
fier to come to a prediction. a. Infantile hemangioma b. Pyogenic granuloma c. Venous malformation
d. Capillary malformation e. Atopic dermatitis f. Nevus g. Spider angioma h. Lymphatic malforma-
tion i. Milia j. Impetigo k. Molluscum l. Tinea
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Figure 5: Diagnostic performance of pediatricians without and with the aid of the classifier. The
confusion matrices show the diagnostic accuracies of seven pediatricians in a survey containing 60
images drawn uniformly from six pediatric skin lesions. The figure shows the performance a. without
and b. with the aid of our classifier and c. the performance of the classifier itself. With the aid of the
classifier, diagnostic accuracies are higher for each of the six classes. When aided with the classifier,
the pediatricians achieve higher accuracies for venous malformations and atopic dermatitis compared
to the classifier alone.
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Supplementary Figure 1: t-SNE visualization of the CNN’s weights. The visualization is a projec-
tion of the 256 features learned at the final layer of our CNN after it is fine-tuned on our dataset of
pediatric skin lesions. The visualization is of a random subset of 5,381 images used to train our CNN.
1
Supplementary Figure 2: Individual confusion matrices for pediatricians taking the survey. Each
row is the performance of a single pediatrician. Left and right columns indicate performance when
pediatrician is unaided and aided with the classifier’s predictions respectively.
2
Supplementary Figure 2 continued.
3
Supplementary Figure 2 continued.
4
Supplementary Figure 3: User interface of CNN running on a smartphone. The interface allows
users to either take a photo or upload an existing image of a pediatric skin lesion. The photo is
then passed to our CNN which is running in real time on an iPhone 7. The user is presented with
the classifier’s prediction and probability output. We show an example of a hemangioma, venous
malformation and capillary malformation being classified by our CNN.
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Lesion type AUC (95% CI) F1 score
Hemangioma 0.9621 (0.9546 – 0.9696) 0.9084 (0.8943 – 0.9224)
Pyogenic granuloma 0.9933 (0.9891 – 0.9974) 0.9677 (0.9519 – 0.9835)
Venous+gelomuvenous malformation 0.9803 (0.9749 – 0.9858) 0.9333 (0.9222 – 0.9444)
Capillary malformation+Sturge Weber 0.9729 (0.9646 – 0.9812) 0.9232 (0.9099 – 0.9364)
Atopic dermatitis 0.9947 (0.9929 – 0.9964) 0.9666 (0.9589 – 0.9743)
Nevus 0.9997 (0.9996 – 0.9999) 0.9916 (0.9891 – 0.9942)
Average 0.98384 0.9485
Supplementary Table 1: Cross-validation performance over six classes. The table shows the AUC
and weighted F1 score obtained for each class when performing ten-fold cross-validation over the
6-class subset of our taxonomy. The table also shows the average AUC and F1 score.
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Lesion type F1 score
Hemangioma 0.9700
Pyogenic granuloma 0.9810
Venous+gelomuvenous malformation 0.9627
Capillary malformation+Sturge Weber 0.9548
Atopic dermatitis 0.9824
Nevus 0.9883
Average 0.9732
Supplementary Table 2: F1 score on test set of six classes. The table shows the weighted F1 score
when the classifier is evaluated on the test set of six classes. The probability threshold is set to
maximize the sensitivity and specificity of that particular class.
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