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1 Introduction
All life on Earth is regulated by some key climate variables, such as temperature and
precipitation. Those variables are characterized by their long term mean values and the
range of fluctuation around the mean. The extreme phases of the fluctuations, e.g. severe
drought or flooding, have major, sometimes devastating, impacts on the ecosystems and
societies. Thus, it is important to understand the behaviour of the climate system,
including its components and their interaction.
It is generally easier to quantify the mean value of a climate variable, such as tem-
perature, than the phenomena associated to its fluctuations. The objective of climate
research is to understand and quantify the observed variability in the Earth system
and to estimate its predictability. The ultimate goal is to exploit this understanding
in reliable simulations of the future climate which is again relevant for societal decision
making.
As climate is changing, it is of great importance to separate the contribution of the
natural variability and anthropogenic forcing to the global temperature change. Accord-
ing to Flato et al. (2013) and Fyfe et al. (2016), most climate model simulations are not
able to produce the slow-down in the warming trend of surface temperature in the early
2000s. A major contributor to this discrepancy to observations is thought to be the
models having deficiencies in simulating the internal climate variability. On the other
hand, there are several studies arguing against the existence of the slow-down in the ob-
servational surface temperature trend (e.g. Karl et al., 2015; Foster and Abraham, 2015;
Lewandowsky et al., 2016). This, however, does not remove the discrepancy between
the climate models and observations in the early 2000s.
The debate around the early 2000s surface temperature warming slow-down high-
lights the importance of quantifying the climate signals associated with natural internal
variability, natural external forcing, and anthropogenic forcing. However, compared to
the length of the longest time scales of climate variability, the direct observational record
is quite short and sparse, especially in the beginning of the observational era. For ex-
ample, the longest set of instrumental temperature observations is the Central England
Temperature (Parker et al., 1992) which is available since 1659.
Considering the short direct observational record, the evaluation of the ability of
climate models to simulate low-frequency (e.g. multi-decadal) climate variability is chal-
lenging. This is further complicated by the fact that the internal and external processes
in driving the climate variations and the non-linear interactions between these mecha-
nisms are not fully understood. Non-linearity means that there is no simple proportional
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relation between cause and effect and the forcing may be amplified, dampened or delayed
because of the complex feedback mechanisms in the Earth system.
As computing power is continuously increasing, the complexity and resolution of cli-
mate models is advancing accordingly. This is of course desirable, but poses a challenge
for post-processing and analysing the high-dimensional output of complex models. Ad-
vanced spatio-temporal data-analysis is extremely useful in studying the climate signa-
tures associated with internal variability and external forcing, but computation requires
substantial amounts of memory and time in case of high-dimensional data.
The motivation of this thesis is two-fold: Firstly, the aim has been to develop efficient
methods for studying high-dimensional spatio-temporal data, and secondly, to study
the 20th century low-frequency variability patterns in the Earth system and how these
patterns are represented by the current modelling systems.
The main research problems are:
• What is the level of knowledge on the decadal climate variability and predictability
in the Nordic region?
• How to handle high-dimensional data sets in advanced spatio-temporal data-analysis?
• What are the current capabilities of modelling the inter-annual to multi-decadal
climate variability in the Earth system?
This thesis is organized as follows: climate variability on inter-annual to multi-
decadal scales is introduced in Section 2, Section 3 explains the methods and Section
4 introduces the data sets used in this thesis. The main results of the Papers I-IV are
presented in Section 5, and finally discussed in Section 6.
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2 Climate variability
Climate variability refers to the fluctuations in key climate variables that are due to
internal natural processes within the climate system, or to external forcing, that has
either natural (such as volcanic eruptions and solar activity) or anthropogenic origin (e.g.
changes in greenhouse gas emissions). Figure 1 shows a diagram of climate variability
scales and processes.
Climate variability is usually described with anomalies, which are differences between
momentary states of the climate system and its longer-term climatology. Climatology
is the mean state computed over some time interval, such as months, years or decades
(Hurrell and Deser, 2009).
Climate variability occurs at practically all conceivable time scales. Short time scale
variability (monthly to inter-annual) are likely attributed to the atmospheric processes,
whereas oceans have a crucial role on decadal and longer term climate variability (up to
centuries or even millennia) due to their large heat capacity. In this thesis the focus is
on the inter-annual to multi-decadal variability, and the related processes are reviewed
in Paper I.
years decades
Atlantic 
multidecadal 
oscillation 
(AMO)
centuries
CO2-
emissions
Solar
forcing
Volcanic 
eruptions
Pacific 
decadal 
oscillation 
(PDO)
El niño – 
Southern 
oscillation 
(ENSO)
INTERNAL VARIABILITY
EXTERNAL FORCING
Figure 1: Climate variability time scales and processes.
2.1 Variability on inter-annual to multi-decadal scales
Internal climate variations such as the North Atlantic oscillation (NAO), the El Nin˜o/
Southern oscillation (ENSO), the Pacific decadal oscillation (PDO) and the Atlantic
multi-decadal oscillation (AMO) have major contribution on the longer-term climate
variations. These phenomena are briefly presented in the following.
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The internal variability on the multi-decadal scale is prominently related to the ocean
dynamics. The Atlantic multi-decadal oscillation (AMO) is a major mode of variability
manifested as a fluctuation of sea surface temperatures (SSTs) in the Atlantic Ocean.
It is estimated to have periods of about 50–70 years (e.g. Kushnir, 1994; Delworth and
Mann, 2000), but there is some controversy regarding its amplitude. AMO has support in
the historical observations, such as in the longest instrumental record, Central England
Temperature (Tung and Zhou, 2013). AMO has mostly been explained to be driven by
the changes in ocean circulation (O’Reilly et al., 2016), especially the Atlantic Meridional
Overturning Circulation (AMOC) (e.g. Delworth et al., 1993; Delworth and Mann, 2000;
Ba et al., 2014). It has also been suggested that instead of being driven by the ocean
circulation variability, AMO is the response to forcing from the mid-latitude atmospheric
circulation (Clement et al., 2015).
Whereas the AMO is the leading mode of internal variability in the North Atlantic
SSTs, the Pacific decadal oscillation (PDO) is a leading pattern of North Pacific inter-
nal SST variability. It has a roughly 20–30 yr period, and it is manifested as positive
or negative SST anomalies in the Tropical Pacific and opposite anomalies in the west-
ern extra-tropical North and South Pacific. North Pacific SST variability has also a
multi-decadal signal with a 50–70 yr period, which may partly be related to the AMO
(Steinman et al., 2015). PDO has been associated with variations in surface tempera-
ture and precipitation in the land areas surrounding the Pacific Ocean, as well as with
variability of the Pacific marine ecosystem and the Indian monsoon (Keenlyside and Ba,
2010).
On the inter-annual to decadal scale the El Nin˜o Southern Oscillation (ENSO) is a
prominent phenomenon having profound effects on the global weather and climate. It
is related to coupled atmosphere-ocean variations: warming (cooling) of eastern tropical
Pacific SST and high (low) surface pressure in the western tropical Pacific (Trenberth
and Caron, 2000). ENSO is a quasi-periodic oscillation with a 2–7 yr period, but has a
highest spectral density around 4 years. the anomalous warming of the tropical Pacific
SSTs is known as El Nin˜o and the opposite cooling phase is called La Nin˜a. ENSO
diversity (Capotondi et al., 2015) refers to the different ENSO types, with emphasis on
the warm El Nin˜o phase. For example, Kao and Yu (2009) have contrasted an eastern-
Pacific (EP) type and a central-Pacific (CP) type having distinct spatial patterns and
related atmospheric, surface and subsurface characteristics.
The North-Atlantic Oscillation (NAO) has variability on sub-seasonal to multi-decadal
scales (Delworth and Zeng, 2016). It is measured by the difference in sea-level pressure
between the subtropical (Azores) high and the subpolar (Island) low. The NAO is
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primarily an atmospheric phenomenon, that produces changes in the large-scale atmo-
spheric circulation and associated changes in temperature, precipitation and winds over
the Atlantic as well as over North America and Europe (Trigo et al., 2002; Scaife et al.,
2008; Hurrell and Deser, 2009). Positive phase of the NAO is associated with anoma-
lous low pressure in the subarctic and high pressure in subtropics with stronger westerly
winds and enhanced flow of warm and moist air across the North Atlantic and Europe
(Hurrell, 1995).
Inter-annual to multi-decadal climate variations may partly be induced by processes
that are external to the climate system. These are variations in solar activity, volcanic
eruptions and anthropogenically forced changes in greenhouse gas concentrations and
aerosols. The ∼11-yr sunspot cycle is quite well known but its climate effects are much
debated (e.g. Rind et al., 2008). Over the past millennia, the solar forcing effect is
deemed small on the Northern Hemisphere climate (Schurer et al., 2014), while e.g.
Shindell et al. (2001) and Ineson et al. (2011) suggest connection between the low solar
activity and negative phase of the NAO leading to colder temperatures over the Northern
Hemisphere continents. Strong volcanic eruptions have climate effects that can persist
for about a decade (Latif and Keenlyside, 2011). Anthropogenic changes in greenhouse
gases and aerosols are an important forcing for climate on longer time scales.
The relative roles of internal and external processes in driving the climate variations
are not well understood and there is a need for more precise quantification (Solomon
et al., 2011). This is a challenging task, which is further complicated by the non-linear
interactions between these mechanisms.
2.2 Predictability
Climate predictability refers to its ability to be predicted rather than to ability to predict
it (Boer et al., 2013). In other words, predictability of a climate system is a measure
of the extent to which it can be predicted in idealized conditions. Two main types of
predictability studies can be found in the literature and these are potential (or diagnostic)
and classical (or prognostic).
Potential predictability is the upper limit of the forecast skill and it can be defined as
the ratio of the potentially predictable variance to the total variance. Internal and ex-
ternally forced climate variability are both important sources of potential predictability
(Boer, 2011).
Prognostic predictability studies are conducted by performing ensemble experiments
of perturbed initial conditions with a single model and the predictability is given by the
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ratio of the actual signal variance to the ensemble variance.
Predictability is usually estimated in modelling studies, which can only approximate
the predictability of the actual variability in the real climate system. The studies of
the climate predictability must presume that the modern climate models are sufficiently
similar to the actual climate system. Otherwise the predictability information provided
by the model studies would be useless. In this respect it is important to understand the
behavior of the current climate models and their capability to produce realistic climate
variability.
3 Methods for studying climate variability and the prob-
lem of high dimensionality
Climate variability can be studied based on observations and climate model simulations.
Since direct observational record is relatively short and sparse, especially over the oceans,
modelling studies are often used for studying climate fluctuations. Time series (generated
by observations or models) can be studied in time-domain or in frequency-domain. In
the time domain the analysis is conducted with respect to time (continuous or discrete),
whereas in frequency-domain with respect to frequency. Frequency domain approach
includes spectral methods, which are motivated by the observation that the most regular
behavior of a time series is to be periodic. Spectral analysis deals with determining the
periodic components in the time series by computing periods, amplitudes and phases
(Ghil et al., 2002). Spectral analysis includes a wide selection of methods, such as
Fourier transform -based ones, Wavelet analysis, Principal component analysis (PCA),
Singular spectrum analysis (SSA) and its multivariate version MSSA.
As climate simulation data are often high-dimensional, with thousands of time steps
and grid points representing the state variables, some dimensionality reduction would
be desirable before performing any complex data analysis. Averaging in time or space
is of course one solution reducing the computational cost and allowing the use of well-
established spectral analysis methods, such as Fourier-analysis. On the other hand,
the averaging may lose some important aspects of the variability patterns. Another
frequently-used method for dimension reduction is PCA, which retains most of the vari-
ability of the original data set in a small set of principal components. The drawback
of PCA is that it might not be applicable with large data sets, since its computational
complexity increases notably with increasing data dimension.
This section introduces the methods used in this thesis. First, PCA and MSSA are
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briefly explained, and second, Random projections (RP) are introduced as a method for
reducing the dimensionality and enabling analysis of high-dimensional data sets. Finally,
a randomized version of the MSSA algorithm is presented.
3.1 Principal component analysis
In climate science, PCA is a widely-used method to extract the dominant spatio-temporal
signals from multi-dimensional data sets and to reduce the dimensionality of the data
(Von Storch and Zwiers, 2001; Hannachi et al., 2007). The idea of PCA is to find an
orthogonal basis (i.e. the eigenvectors, or empirical orthogonal functions (EOFs), of the
covariance matrix) to represent the original data set. By projecting the original data set
onto the basis, the data set can be represented by uncorrelated linear combinations of the
original variables which are called the principal components (PCs). PCA also enables
dimensionality reduction, as most of the variance in the data set can be explained by
only a small subset of PCs. An efficient technique for solving the eigenvectors and -values
is singular value decomposition (SVD).
Let’s say we have a data matrix Xn×d, where n represents the number of samples
and d is the sample dimension. In case of gridded climate data, n is the number of time
steps and d is the number of gridpoints. The singular value decomposition of X is
X = UDVT (1)
The vectors of U are the eigenvectors of Z = 1dXX
T and V contains the eigenvectors
of C = 1nX
TX. The vectors of V are also known as EOFs. Diagonal elements of D are
the singular values of C or Z. The PCs (S) can be calculated as follows:
S = XV = UDVTV = UD (2)
Although PCA is widely used, it is not an ideal tool for extracting and illustrating spatio-
temporal eigenmodes in climate data. Because of the orthogonality constraint, the PCs
do not necessarily correspond to any physical phenomena or patterns (Demsˇar et al.,
2013). In addition, the PCs may be a mixture of different physical phenomena, because of
the constraint for the successive components to explain the maximum remaining variance
(Aires et al., 2000). Nevertheless, PCA has been used in Paper II to demonstrate the
structural similarity of an original data set and its compressed version.
In this respect, there are also other options for finding the spatio-temporal patterns.
The Multi-Channel Singular Spectrum Analysis (MSSA; Broomhead and King, 1986a,b)
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takes also into account the temporal autocorrelation in the original data set and provides
a deeper insight into the dynamics of the system that generated the data set (Vautard
and Ghil, 1989).
3.2 Multi-channel singular spectrum analysis (MSSA)
Singular spectrum analysis (SSA) and its multivariate extension Multi-Channel SSA
(MSSA) were introduced into the study of dynamical systems by Broomhead and King
(1986a,b). (In this connection, multivariate is a synonyme for multi-channel.) SSA
and MSSA have similarities to PCA where spatial correlations are used in determining
the patterns that explain most of the variability in a data set. The main difference to
PCA is that MSSA finds the spatially and temporally coherent patterns that maximize
the lagged covariance of the data set. As an analogue to PCA, MSSA eigenvectors are
often called space-time EOFs (ST-EOFs), and the projections of the data set onto those
ST-EOFs are called space-time principal components (ST-PCs).
In MSSA, an augmented data matrix A is constructed, containing M lagged copies
of each column (or channel) in Xn×d. M represents the lag window. A has Md columns
and n′ = n −M + 1 rows, and SVD of A is calculated as in eq. 1 to obtain ST-EOFs
and ST-PCs.
It is not trivial to choose the the lag window in MSSA. Large lag window enhances
the spectral resolution, i.e. the number of different frequencies that can be identified,
but at the same time the variance is distributed on a larger set of components. Because
of the lag window, ST-PCs have reduced length (n′) and they cannot be located into the
same index space with the original time series. Instead, they can be represented in the
original coordinate system by the reconstructed components, RCs (Plaut and Vautard,
1994; Ghil et al., 2002).
Similarly to PCA, the ST-PCs/ST-EOFs of MSSA do not necessarily correspond to
any physical phenomena, but can be generated by some noise processes, such as first-
order autoregressive (AR(1)) noise, so called ’red noise’. A significance test called Monte-
Carlo MSSA (MC-MSSA) was formulated by Allen and Robertson (1996) to distinguish
the ’true’ oscillations from noise. In the test, the MSSA components are tested against a
null-hypothesis of the data being generated by red noise, which is typical for geophysical
processes.
The computational burden of MSSA becomes soon prohibitively high if the original
data set is high-dimensional and lag window is chosen to be large. This is typically
the situation in studies of low-frequency variability in climate data sets. Traditionally,
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the dimensionality reduction has been obtained by calculating first a conventional PCA
and retaining a set of dominant PCs for the following MSSA (e.g. Plaut and Vautard,
1994; Moron et al., 2012). Transformation to conventional PCs is a useful preprocessing
step before MSSA, but according to Groth and Ghil (2015), its implications to signal
detection are rather complex. For example, the compression of the data set into a
small set of leading PCs may interfere with the detection of weak but significant signals.
With high-dimensional data sets it may be the case that even PCA is not applicable.
Clearly there is a need for a computationally more reasonable method for dimensionality
reduction.
3.3 Random projections in dimensionality reduction
Random projection (RP) as a dimensionality reduction method is studied in Paper II.
Before application to climate data, it has been successfully applied, for example, in image
processing (Bingham and Mannila, 2001; Goel et al., 2005; Qi and Hughes, 2012) and
for text data (Bingham and Mannila, 2001).
The core idea for random projections emerges from the Johnson-Lindenstrauss lemma
(Johnson and Lindenstrauss, 1984).
Suppose we have an arbitrary matrix X ∈ Rn×d. Given any  > 0, there is a mapping
f : Rd → Rk , for any k ≥ O logn
2
, such that, for any two rows xi, xj ∈ X, we have
(1− )||xi − xj||2 ≤ ||f(xi)− f(xj)||2 ≤ (1 + )||xi − xj||2 (3)
In the lemma it is stated that the data points in d-dimensional space can be embed-
ded into a k-dimensional subspace in such a way that the pairwise euclidean distances
between the data points are approximately preserved with a factor of 1± .
In the experiments of Papers II-IV, a commonly-used Gaussian mapping has been
employed. Elements of R are rij ∼ N(0, 1) and the row/column vectors of the random
matrix are normalized to unit length. There are also other random distributions that
satisfy the lemma (3). Those are presented for example in Achlioptas (2003).
In the data matrix Xn×d, n represents the number of samples and d is the sample
dimension. In case of gridded climate data, n is the number of time steps and d is the
number of gridpoints. The dimension reduction is performed in two steps: 1) generate
a random matrix Rd×k and 2) project X onto R:
Pn×k = Xn×dRd×k, (4)
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where k  d. In the projection, the number of samples are preserved but the dimension
is reduced from d to k.
In the literature there are some estimates of a sufficient value for k (e.g. Frankl and
Maehara, 1988; Dasgupta and Gupta, 2003). According to Johnson and Lindenstrauss
(1984), the lower bound for k is of the order of O(log n/2), as stated in the lemma 3.
There has also been some attempts to reveal an explicit formula, for instance, Dasgupta
and Gupta (2003) showed that k ≥ 4(2/2− 3/3)−1 log n is enough. It is notable that in
these estimates the subdimension k does not depend on d, but on the number of samples
n and the error rate .
It should be noted that these theoretical lower bounds for k are conservative esti-
mates and usually much lower values for k still give good results, retaining most of the
information of the original data set (e.g. Bingham and Mannila, 2001). This was also
observed in Paper II. In practice, the value for k is usually chosen in an adaptive manner,
according to the desired size for lower-dimensional approximation and by monitoring the
associated error rate.
Figure 2 shows the error (in %) produced by RP as a function of retained dimensions
(in % of the original dimensions). The original data set is the monthly mean near-
surface temperature from the 20th century reanalysis (Compo et al., 2011). In this data
set n = 1704 and d = 18048. The error is measured by the difference in euclidean
distance between 100 pairs of data vectors in the original and dimensionality reduced
space. Figure also shows the 95% confidence interval for the error, calculated over 500
realisations of RP with different random numbers. It can be seen that even with very
low dimensions the error produced by RP is quite low, although the error confidence
interval increases with decreasing number of retained dimensions.
RP is powerful, since it can be used in constructing a much lower-dimensional (-
approximate) version of any algorithm depending only on the geometry of the data
(i.e. the distances between the data points). RP is also easy to implement and can
reduce complexity of algorithms with small costs. It is linear and indifferent to the data
used, subdimension k does not depend on the dimensionality d of the original data,
and it preserves the distances. RP can also be used in constructing efficient parallel
implementations of existing algorithms.
RP has been applied in several fields or computational methods. It allows random-
ized matrix factorisations, such as randomised SVD (Halko et al., 2011). Some other
applications include for example nearest-neighbour (e.g. Deegalla and Bostro¨m, 2006)
and clustering (e.g. Fern and Brodley, 2003) algorithms.
Of course, RP is not a lossless method and some accuracy may be lost especially in
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Figure 2: Error (in %) produced by RP and 95% confidence intervals, as a function of
retained dimensions (%).
very low dimensions (Fig. 2), but on the other hand, computational and data storage
expense is reduced. It should also be emphasized, that RP alone does not provide
physical interpretation of the climate data, but is aimed to be used in conjunction with
other methods, such as PCA or MSSA.
3.4 Randomised multi-channel singular spectrum analysis
The main achievement of Paper III was to introduce a randomised version of the MSSA
algorithm, called RMSSA. This algorithm was motivated by the increasing computa-
tional complexity of MSSA with the increasing data dimension. The RMSSA-algorithm
1) reduces the dimension of the original data set by RP, 2) decomposes the data set by
calculating standard MSSA steps in a reduced space, and 3) reconstructs the components
in the original high-dimensional space.
• Step 1) is straightforward and is implemented as described in the previous section.
The lower-dimensional matrix Pn×k is obtained by eq. 4.
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• Step 2) follows the conventional MSSA procedure as described in section 3.2, but
in much lower dimensional space (k) compared to the original data dimensions (d).
The augmented matrix ARP is constructed from P and SVD is calculated:
ARP = URPDRPV
T
RP (5)
• Step 3) requires calculating the eigenvectors (ST-EOFs) in the original d-dimensional
space in order to represent the ST-PCs in the original coordinate system:
VA ≈ ATURP (DRP )−1 (6)
The calculation can be limited only to the eigenmodes that are of interest.
Significance test of MSSA components requires solving conventional PCs of the orig-
inal data set. The RMSSA implementation presented in Paper III also contains another
version of the algorithm where the PCs are solved in the dimension-reduced space. This
makes the computations feasible and affordable even in very high-dimensional problems.
In summary, RMSSA-algorithm is powerful when the dimensions of the data sets
become prohibitively large. It allows a computationally efficient way of decomposing a
data set into its spatio-temporal patterns.
4 Data sets
The monthly mean near-surface air temperature fields from the reanalysis data sets and
climate model simulations were analysed in this thesis. Surface temperature was chosen,
because it is routinely examined variable in atmospheric models and many processes must
be adequately represented in models to realistically capture the observed temperature
distribution (Flato et al., 2013). In the following subsections the reanalysis and model
simulation data sets are described in more detail.
4.1 The 20th century reanalyses
Two 20th century reanalysis data sets were analysed in Papers III and IV: the 20th
Century Reanalysis V2 data (hereafter 20CR) provided by the NOAA/OAR/ ESRL
PSD (Compo et al., 2011), and ERA-20C data provided by ECMWF (Poli et al., 2013).
These analyses provide a means to study the 20th century climate variability.
In 20CR the surface and sea level pressure observations are combined with a short
term forecast to produce an ensemble of perturbed reanalyses, and the final data set
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corresponds to the ensemble mean. The observed monthly sea-surface temperature and
sea-ice distributions from HadISST1.1 (Rayner et al., 2003) are used as boundary con-
ditions, and the reanalysis is forced by historical record of changes in climate forcing
factors (greenhouse gases (CO2), volcanic aerosols and solar variations). Analysis is
performed with an Ensemble Kalman Filter to produce an estimate of the complete
state of the atmosphere and its uncertainty (Compo et al., 2011). 20CR has ∼2.0 degree
horizontal resolution (approximately 210 km) and the gaussian gridded (192× 94) data
from 3-hour forecast values is used. The vertical resolution is 28 levels. The data set
spans from 1871 to 2012.
ERA-20C is the first 20th century atmospheric reanalysis of ECMWF. In ERA-
20C, observations of surface pressure and surface winds over the oceans are assimilated
(Poli et al., 2013). ERA-20C is forced by historical time-varying changes in sea-surface
temperature and sea-ice fraction, as well as climate forcing factors. Compared to 20CR,
a more recent sea-surface temperature and sea ice cover from HadISST2 (Rayner et al.,
2006) are used. ERA-20C uses a 24-hour four-dimensional variational (4D-Var) data
assimilation scheme. The horizontal resolution of ERA-20C is approximately 125 km
(T159) in a grid of 360×181 points and the vertical resolution is 91 levels. The data set
covers the time sequence from 1900 to 2010. Thus, ERA-20C is shorter, but has finer
resolution compared to 20CR.
Both reanalyses are affected by changes in the observing system and coverage of
observations. They also omit the upper-air and satellite observations which means that
they are not the best estimates beginning from those years when these observations
have become available (Poli and NCAR Staff (Eds.), 2016). On the other hand, the 20th
century data sets provide a means to study long time scale climate processes.
4.2 The climate model simulations
A monthly surface temperature data set from a millennial full-forcing Earth system
model simulation (Jungclaus, 2008) was used in the experiments of Paper II. Purpose
of the Millennium Earth System Model (M-ESM) has been to simulate the full Earth
system over periods of hundreds to thousands of years. The simulations are forced by
volcanoes, variations of solar irradiance, and land use changes. The ESM has four main
components: the atmosphere model ECHAM, the land model JSBACH, the Max-Planck-
Ocean-Model MPI-OM and the ocean-biogeochemistry-model HAMOCC (Budich et al.,
2010). The data set used in Paper II has a resolution of 96 points in longitude and
48 points in latitude. Purpose of using this data set was to demonstrate the structure
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preservation properties of RP.
The historical (1901–2005) simulations from the coupled model intercomparison
project 5 (CMIP5) data archive, following the CMIP5 experimental protocol (Taylor
et al., 2012), were analysed in Papers III and IV. In the 20th Century simulations the
historical record of climate forcing factors are used. The simulations are produced by
Atmosphere-ocean general circulation models (AOGCMs) or ESMs.
AOGCMs include atmosphere, ocean, land and sea ice components. They are pri-
marily used for studying the dynamics of the climate system, and for making projections
based on future greenhouse gas and aerosol forcing (Flato et al., 2013). AOGCMs are
still extensively used in applications where the biogeochemical feedbacks are not critical
(e.g. seasonal and decadal predictions). ESMs include also the biogeochemical cycles,
which play an important role in simulating the response of the climate system to external
forcing (Flato et al., 2013).
The CMIP5 simulations that were analysed in Papers III and IV have originally
different resolutions, but all the model data sets were interpolated into a common grid
of 144 × 73 points. A single ensemble member of each model was used in the analysis.
In selecting the models, a major principle was to use only one model per institution.
Furthermore, all the chosen models have undergone a long (generally several generations
of) history of development, suggesting that the selected models collectively represent the
state-of-the-art. The models that were used, are listed in Table 1.
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Table 1: CMIP5 climate models used in this thesis.
Model name Modeling center Country
CanESM2 Canadian Centre for Climate Modelling
and Analysis (CCCMA)
Canada
CESM1(CAM5) Community Earth System Model Contrib-
utors (NSF-DOE-NCAR)
USA
CNRM-CM5-2 Centre National de Recherches
Mtorologiques / Centre Europen de
Recherche et Formation Avance en Calcul
Scientifique (CNRM-CERFACS)
France
CSIRO-Mk3.6.0 Commonwealth Scientific and Industrial
Research Organization in collaboration
with Queensland Climate Change Centre
of Excellence (CSIRO-QCCCE)
Australia
GFDL-ESM2M NOAA Geophysical Fluid Dynamics Lab-
oratory (NOAA GFDL)
USA
GISS-E2-R NASA Goddard Institute for Space Studies
(NASA GISS)
USA
HadGEM2-ES Met Office Hadley Centre (MOHC) UK
INM-CM4 Institute for Numerical Mathematics
(INM)
Russia
IPSL-CM5B-LR Institut Pierre-Simon Laplace (IPSL) France
MIROC-ESM Japan Agency for Marine-Earth Sci-
ence and Technology, Atmosphere and
Ocean Research Institute (The Univer-
sity of Tokyo), and National Insti-
tute for Environmental Studies (JAM-
STEC/AORI/NIES )
Japan
MPI-ESM-MR Max Planck Institute for Meteorology
(MPI-M)
Germany
MRI-CGCM3 Meteorological Research Institute
(MRI/JMA)
Japan
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5 Main results
This section summarises the main results of the Papers I–IV.
5.1 Decadal variability and predictability in the Nordic region
Paper I reviewed the decadal (to multi-decadal) climate variability and predictability
with emphasis on the Nordic region. The published studies indicate that the relative
roles of internal and external mechanisms driving the long-term climate variability are
not well understood. Decadal variability and predictability is found predominately over
mid- to high-latitude oceans, especially in the North-Atlantic (NA) sector. The most
prominent internal variability mechanism contributing to the decadal variability in the
North-Atlantic sector is the NAO and the AMOC. Furthermore, the NA predictability
is mainly due to the AMOC-variability, but over land areas predictability is deemed to
be low.
Based on the review, the potential predictability of decadal scale variations in the
Nordic region is highly uncertain. Some results indicate that the closeness to the North-
Atlantic might imply some predictability in the coastal areas. On the other hand, some
studies indicate that the potential decadal predictability may be generally reduced be-
cause of global warming.
The published papers on the decadal variability and predictability indicate that the
climate variability patterns and their mutual interaction calls for more study. This
subject is addressed in the following Papers II-IV by refining methods for studying the
variability patterns, and finally comparing the low-frequency variability in reanalyses
and contemporary climate models.
5.2 Random projections and climate data
Paper II introduced RP as a dimensionality reduction method applied to climate data
sets. The structure-preservation properties of RP were demonstrated by applying PCA
on the original and dimensionality reduced data sets. Experiments with lower-dimensional
subspaces of 10% and 1% of the original data dimensions showed that even at 1 % of
the original dimensions the main spatial and temporal patterns of the original surface
temperature data set were approximately preserved. Figure 3 compares the eigenvectors
1–8 of the original and dimensionality reduced data sets and additionally, Figure 4 shows
the correlation of the eigenvectors 1–15.
With a subspace of 10% of the original dimensions the PCs explaining 96 % of the
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variance in the original data set were recovered, and with 1% the recovery was still
successful until the PCs explaining 94 % of the original variance. Large part of the
variance can be attributed to the annual cycle that was not removed from the data set
in the experiments of Paper II.
The stability of the obtained results was also investigated by projecting the original
data matrix onto a set of different realisations of random matrices. The PCA of each,
slightly different projection was calculated, which allowed approximating confidence lim-
its for the eigenvalues, i.e. the amount of variance explained by each PC. The results
showed that some differences in the results can occur due to different random matrices,
especially when the subspace is very small compared to the original size of the data set.
The orthogonalisation of the random matrix may enhance the stability of the results,
but this was not covered in Paper II.
Paper II further demonstrated the application of RP + PCA on a higher-dimensional
atmospheric temperature data set including the vertical component. This allowed inves-
tigating the temperature patterns in three dimensions. A signal reminiscent of the ENSO
was identified in the analysis and the spatial patterns related to this signal were studied
in more detail. The three-dimensional analysis revealed, for instance, that the spatial
pattern of the ENSO-related temperature signal is in an opposite phase in the upper
atmosphere compared to the lower levels. However, one must be aware of the limitations
of PCA in providing a physical interpretation of the results. Also, the characteristics of
the data set must be considered, i.e. the ENSO representation of the Millennium simu-
lations (Jungclaus et al., 2006). The main idea of the experiment was to show that RP
can be applied as a preprocessing of high-dimensional data sets, reducing computational
burden of further analysis, or even enabling it.
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Figure 3: Comparison of eigenvectors 1–8 computed from the original and dimension-
ality reduced data sets (RP10% and RP1%). The unit of the colour scale is arbitrary.
(Reproduced from Fig. 4 of Paper II)
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Figure 4: Correlation of eigenvectors 1–15 computed from the original and dimensionality
reduced data sets. ’Original’ refers to the eigenvectors of the original data set, ’RP10%’
and ’RP1%’ to the eigenvectors of the dimensionality reduced data sets. (Reproduced
from Fig. 6 of Paper II)
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5.3 The 20th century near-surface temperature variability in reanaly-
ses and climate model data sets
In Papers III and IV the variability patterns of the reanalysis and climate model data
sets extracted from the CMIP5 data archive were analysed and compared. The main
goal of Paper III was to introduce the RMSSA -algorithm, and the use of the algorithm
was demonstrated on the 20CR data set as well as on two historical climate model sim-
ulations (HadGEM-ES and MPI-ESM-MR). Paper IV extended the analysis by another
reanalysis data set, ERA-20C, and 12 climate model simulations from the CMIP5 data
archive. The data sets were standardised to avoid overweighting the high-latitude vari-
ance. Furthermore, the data sets were detrended and the dominating annual cycle was
removed.
In Paper IV The spectral characteristics of the data sets were further studied by
conducting a more detailed analysis on the oscillatory components (ST-PCs) extracted
from the data sets. The spectral densities of the ST-PCs were estimated and summed
up to obtain so called total spectrum for each data set. The total spectrum of each
data set summarises the spectra of its components and facilitates the comparison of the
climate model and reanalysis data sets. In addition, the statistical significance of the
identified oscillatory modes was studied by MC-MSSA. Because one century covered
by the reanalysis data sets is very short for analysing the decadal to multi-decadal
variability, Paper IV concentrates on the multi-annual variability modes.
5.3.1 Comparison of variability modes in the two reanalyses
RMSSA of the 20CR and ERA-20C revealed that the decomposition of the two reanalyses
data sets is very similar: the variance is distributed in a similar way to the components
representing the different oscillatory modes.
In both data sets so-called trend components with multi-decadal scale period explain
largest fraction of the variance compared to the following components. The multi-decadal
components have relatively somewhat more explanatory power in 20CR compared to
ERA-20C. One has to bear in mind, though, that the length of the time series (105
years) restricts the analysis of multi-decadal oscillations.
The multi-annual modes, explaining together the second largest fraction of the vari-
ance in both data sets, have periods of about 3–4 years and around 5 years. These
modes may be related to the El Nin˜o-Southern Oscillation (ENSO) which is a prominent
phenomenon on those time scales. After the ENSO-type components, some differences
between 20CR and ERA-20C start to occur, but the overview of the spectra in both data
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sets is similar. This can also be seen in Figure 5 a, showing the total spectra of both data
sets. The only clear difference is that the spectral power in ERA-20C is systematically
slightly higher than in 20CR. This is most likely due to generally higher temperature
variance in ERA-20C compared to 20CR. In addition, the 3–4 yr and 5 yr spectral peaks
are relatively more pronounced in 20CR than in ERA-20C.
The statistical significance testing of the components shows that approximately the
same multi-annual periods (in the range of 3.5–5.7 years) are significant in both reanalysis
data sets (Figure 5 b–c). The annual cycle is removed from the data sets and therefore
the eigenvalues corresponding to that mode are very low.
The representation of climate variability in 20CR data set has been studied in Compo
et al. (2011). 20CR represents the longer time-scale variability fairly well, as measured
by a few climate indices (the NAO, the Pacific Walker Circulation index (PWC) and the
Pacific-North American Pattern (PNA)). The variability has been compared to other re-
analysis data sets (ERA-Interim, NCEP-NCAR Reanalysis, ERA-40) and the correlation
of indices between various estimates is very high.
In Poli et al. (2016), the climate fidelity of ERA-20C was also studied by investigating
a selection of common climate indices calculated from the monthly mean data (the Nin˜o
3.4 index, the Southern Oscillation index (SOI), the NAO index and the PNA index).
These four monthly climate indices show excellent agreement for ERA-20C with other
reanalysis products (20CRv2c, JRA-55, and ERA-Interim) especially after 1980, but
there are more discrepancies at earlier times and regions where observation coverage is
low.
Otherwise the literature evaluating the long-term climate variability in 20CR and
ERA-20C data sets is scarce. The work in Paper IV adds to this literature by comparing
the oscillatory modes identified in the two 20th century reanalysis products.
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Figure 5: (a) Total spectrum of 20CR and ERA-20C near-surface temperature. (b)
Significance test of the near-surface temperature variability in 20CR. Colored squares
show the data eigenvalues plotted against the dominant frequency of the ST-PC corre-
sponding to each eigenvalue. The vertical bars show the 95% confidence intervals for
the eigenvalue distribution. The ST-PCs that correspond to eigenvalues rising above the
97.5th percentiles are considered significant at the 5 % level. (c) Same as (b), but for
ERA-20C. The grey shaded area denotes the frequencies beyond the lag window (20 yr).
(Reproduced from Fig. 4 of Paper IV)
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5.3.2 Comparison of variability modes in the reanalyses and CMIP5 models
The ability of a model to simulate the climate variability, in addition to the mean state
and externally forced change, is crucial in determining the model performance. To study
this aspect, 12 climate model simulations for period 1901–2005 were analysed in exactly
the same way as the reanalysis data sets. Figure 6 shows the total spectra for the
climate models. The statistically significant (at the 5% level) multi-annual modes with
period less than 7 yrs are denoted by dashed vertical lines. The total spectra of the
reanalyses are plotted in the background as a reference. Although the models cannot
be simply ranked based on how different or similar the model spectra are from the
reference, a comparison of the simulated and the reanalysis spectra provides useful hints
of the strengths and weaknesses of the models.
The analysis of Paper IV shows that there are significant multi-annual (2–7 yr) vari-
ability patterns in most of the climate model data sets. However, the level of variability
varies a lot among the models. For example, there is a group of models (a, b, d and e
in Fig. 6) that are overactive on multi-annual scales. In most of the other models, the
multi-annual variability is relatively less prominent than in the reanalyses.
Paper IV concentrates on the multi-annual scale, but it is also noted that the level
of decadal scale variability (10–20 yr) is quite close to the reanalyses in majority of the
models. However, some models, such as HadGEM2-ES (Fig. 6g), overestimate it. Also,
some of the climate models seem to underestimate the level of multi-decadal variability
(> 20 yr) but the shortness of the time series (105 yrs) constrains the analysis.
Results of Paper IV indicate that the number of statistically significant periods (at
5% level) is larger in several models, in comparison to the reanalyses. This is explained,
at least partly, by the fact that the modes have irregular periods captured by a range
of adjacent frequencies. In addition, some models have several significant and distinct
periods between 2 and 7 yrs, which are not detected in the reanalyses. Models a, i, j
and k in Fig. 6 seem to be somewhat closer to the reanalysis in terms of number of
significant periods.
In Paper IV the spatial pattern related to a 3–4 yr oscillatory mode was also analysed.
This mode was identified as significant in 20CR and ERA-20C, and most of the climate
model data sets. Phase composites, following the procedure of Plaut and Vautard (1994),
were constructed from the 3–4 yr mode. These are illustrated in detail in the Supplement
(S3) of Paper IV.
The 3–4 yr mode has a typical ENSO related temperature anomaly pattern in both
reanalysis data sets, and climate model anomaly patterns are similar to the reanalyses in
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many areas. However, some differences also exist (see the Supplement S3 of Paper IV).
Especially some overestimation of the anomalies related to the 3–4 yr pattern is seen in
several models. Furthermore, the equatorial Pacific anomalies tend to extend too west
in about half of the models. The anomaly pattern in the northwestern North-America
is present in all the models to some extent, but in most of them it is either somewhat
misplaced or extends to the adjacent sea areas and the Eurasian continent.
Representation of inter-annual to multi-decadal climate variability in CMIP5 models
has been analysed in a wide range of studies (e.g. Bellenger et al., 2014; Knutson
et al., 2013; Ba et al., 2014 and Fredriksen and Rypdal, 2016). In Flato et al. (2013)
it is stated that the ENSO representation in CMIP5 models has improved since CMIP3
and most CMIP5 models have variability maximum at the observed time scale (2–7
years). However, models still have biases in ENSO amplitude, period and spatial pattern,
identified both in CMIP3 and CMIP5 simulations (e.g. Guilyardi et al., 2009; Bellenger
et al., 2014).
Longer-term variability is also biased in some of the climate models. Many studies
(e.g. Kumar et al., 2013; Ba et al., 2014) indicate that the Atlantic multi-decadal vari-
ability is weaker than observed in CMIP5 models. In Knutson et al. (2013) it is shown
that on average, the CMIP5 models tend to overestimate the low-frequency surface tem-
perature variability (> 10 years) in high-latitude regions of the Northern Hemisphere,
but underestimate it over much of the remaining lower latitude regions. Although the
results of Paper IV also indicated that some of the models are underestimating the power
at lower frequencies, the relatively short temporal coverage of the data sets restricts the
analysis of decadal to multi-decadal variability. In addition, the choice of the lag-window
(20 years) in RMSSA has also effect on the identified frequencies. The frequencies within
the lag window are emphasized while the frequencies longer than 20 yr have relatively
less power because those are not covered by the lag window.
5.3.3 Erratum to Paper III
In Paper III, Fig. 8, the latitudinal climate model temperature anomalies (HadGEM2
and MPI-ESM) have been plotted mistakenly in reverse order.
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Figure 6: Total spectrum of the near-surface temperature in climate model data sets.
The dashed vertical lines indicate the climate model multi-annual periods significant at
5% level. The total spectra of the reanalysis data sets are plotted with green and red
lines. The grey shaded area denotes the frequencies beyond the lag window (20 yr).
(Reproduced from Fig. 5 of Paper IV)
33
6 Summary and discussion
Understanding the climate model performance is of great importance when considering
the reliability of, for instance, decadal or longer-term predictions or assessing the decadal
predictability. The evaluation of the low-frequency variability in models is challenging for
many reasons. First, the direct observational record, especially in the oceans, is relatively
short and sparse for comparing low-frequency variability in models and observations.
Secondly, internal and external processes in driving the climate variability and the non-
linear interactions between these mechanisms are not fully understood. In addition, the
increasing complexity and resolution of models hinders the analysis of the model output.
The main contribution of this thesis has been in applying efficient dimensionality
reduction to the climate data sets, and refining decomposition methods (PCA, MSSA)
to enable analysis of high-dimensional spatio-temporal data sets. In addition, the focus
has been on extracting and comparing the low-frequency variability patterns of the 20th
century near-surface temperature in reanalyses and current modelling systems. The
present knowledge on the decadal variability and predictability, with a focus on the
Nordic region, has also been summarised in this study. In the following, the research
questions are self-assessed based on the obtained research results and available literature.
• What is the level of knowledge on the decadal climate variability and predictability
in the Nordic region?
Paper I reviewed the existing knowledge on decadal climate variability and pre-
dictability, with emphasis on the Nordic region. It was found out that the internal
variability mechanisms in the North Atlantic associated with decadal variability (such
as AMOC and NAO) also affect the climate variability in the Nordic region. On the
other hand, the decadal predictability in this area is low, although closeness to the North-
Atlantic sector may also contribute to predictability in the Nordic region. Although the
focus of Paper IV was on the multi-annual variability modes of the near-surface temper-
ature, it was also noted that the level of the decadal scale variability is quite close to
the reanalyses or overestimated in the studied CMIP5 models.
The findings in Paper I indicated that there is a need for better understanding of
the variability patterns in the climate system and how those patterns are captured by
the climate models. Paper I served as a background for the following studies, guiding
to focus on the global scale. It also acted as a motivation to extract the inter-annual
to multi-decadal modes of climate data sets and to study their spatial and temporal
signatures.
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• How to handle high-dimensional data sets in advanced spatio-temporal data-analysis?
This question was addressed in Papers II and III. Paper II introduced random pro-
jections as a powerfull, distance preserving solution for dealing with high-dimensional
problems. The experiments showed that at notably lower dimensions the main spatial
and temporal patterns of the original data set were preserved with high accuracy. It
was also shown that random projections are very easy to implement, involving only ran-
dom number generation and matrix multiplication. One question that was still left a
bit open, was the lower bound for the dimensionality reduction. As noted, the theoret-
ical lower bounds were much higher than the ones that were actually implemented in
the experiments of Paper II. This question would deserve more attention in the future
studies.
Taking into account the rapidly accumulating amount of data and increasing di-
mensionality of data sets, the results of Paper II are encouraging. Apart from enabling
heavy data-analysis, random projections could also have other applications, for instance,
it might be useful in reducing the data storage costs. Modelling results could be stored in
a low-dimensional form and then recovered back to the original dimension when needed.
However, this requires more study and is not covered by this thesis.
Paper III further developed the idea of Paper II and combined random projections
with an effective spectral analysis tool, MSSA. The main achievement of Paper III was
a randomised version of the MSSA algorithm, called RMSSA, which was shown to be
efficient in finding spatially and temporally coherent patterns in high-dimensional prob-
lems.
• What are the current capabilities of modelling the inter-annual to multi-decadal
climate variability in the Earth system?
Paper IV further showed the usefulness of the RMSSA-algorithm presented in Paper
III, and compared the 20th century near-surface temperature variability patterns in the
reanalysis and climate model data sets. Although the decadal to multi-decadal variability
was also of interest, the Paper IV concentrated on the multi-annual modes of variability.
This was constrained by the temporal coverage of the analysed data sets. In paper IV it
was shown that the total spectra of the two reanalysis data sets (20CR and ERA-20C)
are very similar on almost all time scales, the only difference being that the spectral
power of ERA-20C is systematically slightly higher than in 20CR. It was also shown
that the 3.5 and 5 yr oscillations were the prominent multi-annual variability modes in
the reanalysis data sets. The literature comparing the low-frequency variability in the
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two reanalysis data sets was found to be scarce and these results add to this literature. It
was also shown that there are significant multi-annual (2–7 yr) variability patterns in the
majority of the studied climate models. None of the studied models closely reproduce
all aspects of the reanalysis spectra, although many aspects are represented well.
The results of Paper IV are aimed at providing guidance for model development by
pointing towards the deficiencies in simulating the multi-annual temperature variability.
RMSSA is efficient in identifying the relative power of different oscillatory modes in each
model and analysing the corresponding spatial signatures. Different versions of existing
models could be studied to identify the impact of, for example, stochastic parameterisa-
tions on the variability patterns. Total spectra of the data sets were calculated to enable
comparisons between the reanalysed and simulated modes of variability. However, good
agreement with the reference spectra might occasionally result from compensating errors
in model processes. The weakness of this study is also the limited temporal coverage of
the data sets, which restricted the analysis of the decadal to multi-decadal variability
patterns. In this connection, one must note that there is a wide archive of proxy records,
covering the last millennium and even longer. These records provide a means to asses
the ability of state-of-the-art climate models to simulate the variability upto centennial
time scales (Otto-Bliesner et al., 2016).
The future studies on this subject would also cover the inclusion of several variables
in the analysis, not just near-surface temperature. The multivariate analysis could reveal
the common oscillatory patterns among the different variables and give a deeper insight
into the underlying dynamics. This thesis has contributed in answering the what and
how -questions, but the question why is still unanswered and requires more study.
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Summaries of the original publications
I Seitola, T., Ja¨rvinen, H., 2014. Decadal climate variability and potential pre-
dictability in the Nordic region: a review. Boreal Env. Res., 19, 387–407.
Paper I reviews decadal climate variability and predictability with emphasis on the
Nordic region. In the published studies, the decadal variability and predictability
is found predominately over mid- to high-latitude oceans, especially in the North
Atlantic (NA) sector. The most prominent internal mechanisms explaining the
variability in the NA are the North Atlantic oscillation (NAO) and the Atlantic
meridional overturning circulation (AMOC). The conclusions regarding the vari-
ability in the Nordic region are uncertain at the moment, despite the fact that
new knowledge is rapidly accumulating. In general, the published studies indicate
that the relative roles of internal and external mechanisms driving the long-term
variability and their mutual interactions are not sufficiently understood.
I was responsible for all the analysis of the published studies and major part of the
writing.
II Seitola, T., Mikkola, V., Sile´n, J., Ja¨rvinen, H., 2014. Random projections
in reducing the dimensionality of climate simulation data. Tellus A, 66, 25274,
http://dx.doi.org/10.3402/tellusa.v66.25274.
Paper II introduces Random projection (RP) as a dimensionality reduction method
for climate data. In the experiments, RP is applied to simulated global surface
temperature data set, and principal component analysis (PCA) is utilized to analyse
how the structures are preserved in the lower dimensional data space of 10% or 1% of
the original volume. The experiments show that even at 1% of original dimensions,
the main spatial patterns and temporal signatures can be recovered.
I was responsible for all the computations, and for major part of the analysis and
writing.
III Seitola, T., Sile´n, J., and Ja¨rvinen, H. 2015. Randomised multichannel sin-
gular spectrum analysis of the 20th century climate data. Tellus A, 67, 28876,
http://dx.doi.org/10.3402/tellusa.v67.28876.
In Paper III, a new algorithm called Randomized Multi-Channel Singular Spectrum
Analysis (RMSSA) is introduced. RMSSA is a generalization of the traditional
MSSA into problems of arbitrarily large dimension. RMSSA is applied to decompose
the 20th Century global monthly mean near-surface temperature of a reanalysis
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data set and two climate model simulations. The decomposition into low-frequency
patterns reveals, for example, that the 2–6 year variability centered in the Pacific
Ocean is captured by all the data sets with some differences in statistical significance
and spatial patterns.
I was responsible for all the computations, and for major part of the analysis and
writing.
IV Ja¨rvinen, H., Seitola, T., Sile´n, J., and Ra¨isa¨nen, J., 2016. Multi-annual modes in
the 20th century temperature variability in reanalyses and CMIP5 models. Geosci.
Model Dev., 9, 4097–4109, doi:10.5194/gmd-9-4097-2016.
Paper IV compares the multi-annual near-surface temperature variability modes in
12 CMIP5 model simulations and two reanalysis data sets using the randomised
multi-channel singular spectrum analysis (RMSSA). The two reanalysis data sets
are very similar on all time scales, except that the spectral power in ERA-20C
is slightly higher than in 20CR. None of the climate models closely reproduce all
aspects of the reanalysis data sets, although some models represent many aspects
well.
I was responsible for all the computations and wrote the data and method descrip-
tions. I also participated in the analysis and writing of the results.
38
References
Achlioptas, D. Database-friendly random projections: Johnson-Lindenstrauss with bi-
nary coins. Journal of computer and System Sciences, 66(4):671–687, 2003.
Aires, F., Che´din, A., and Nadal, J.-P. Independent component analysis of multivari-
ate time series - Application to the tropical SST variability. Journal of Geophysical
Research, 105(D13):17–437, 2000.
Allen, M. and Robertson, A. Distinguishing modulated oscillations from coloured noise
in multivariate datasets. Climate Dynamics, 12(11):775–784, 1996.
Ba, J., Keenlyside, N. S., Latif, M., Park, W., Ding, H., Lohmann, K., Mignot, J.,
Menary, M., Otter˚a, O. H., Wouters, B., Salas y Melia, D., Oka, A., Bellucci, A., and
Volodin, E. A multi-model comparison of Atlantic multidecadal variability. Climate
Dynamics, 43(9):2333–2348, doi:10.1007/s00382-014-2056-1, 2014.
Bellenger, H., Guilyardi, E., Leloup, J., Lengaigne, M., and Vialard, J. ENSO representa-
tion in climate models: from CMIP3 to CMIP5. Climate Dynamics, 42(7):1999–2018,
doi:10.1007/s00382-013-1783-z, 2014.
Bingham, E. and Mannila, H. Random projection in dimensionality reduction: appli-
cations to image and text data. In Proceedings of the seventh ACM SIGKDD inter-
national conference on Knowledge discovery and data mining, pages 245–250. ACM,
2001.
Boer, G. J. Decadal potential predictability of twenty-first century climate. Climate
dynamics, 36(5-6):1119–1133, 2011.
Boer, G. J., Kharin, V. V., and Merryfield, W. J. Decadal predictability and forecast
skill. Climate Dynamics, 41(7):1817–1833, doi:10.1007/s00382-013-1705-0, 2013.
Broomhead, D. S. and King, G. P. Extracting qualitative dynamics from experimental
data. Physica D, 20:217–236, 1986a.
Broomhead, D. S. and King, G. P. On the qualitative analysis of experimental dynamical
systems. In Sarkar, S., editor, Nonlinear Phenomena and Chaos, pages 113–144. Adam
Hilger, Bristol, 1986b.
Budich, R. G., Giorgetta, M. A., Jungclaus, J. H., Redler, R., and Reick, C. H. The
MPI-M Millennium Earth System Model: an assembling guide for the COSMOS con-
figuration, 2010.
39
Capotondi, A., Wittenberg, A. T., Newman, M., Lorenzo, E. D., Yu, J.-Y., Braconnot,
P., Cole, J., Dewitte, B., Giese, B., Guilyardi, E., Jin, F.-F., Karnauskas, K., Kirtman,
B., Lee, T., Schneider, N., Xue, Y., and Yeh, S.-W. Understanding ENSO diversity.
Bulletin of the American Meteorological Society, 96(6):921–938, doi:10.1175/BAMS-
D-13-00117.1, 2015.
Clement, A., Bellomo, K., Murphy, L. N., Cane, M. A., Mauritsen, T., Ra¨del, G., and
Stevens, B. The Atlantic Multidecadal Oscillation without a role for ocean circulation.
Science, 350(6258):320–324, doi:10.1126/science.aab3980, 2015.
Compo, G. P., Whitaker, J. S., Sardeshmukh, P. D., Matsui, N., Allan, R. J., Yin, X.,
Gleason, B. E., Vose, R., Rutledge, G., Bessemoulin, P., et al. The twentieth century
reanalysis project. Quarterly Journal of the Royal Meteorological Society, 137(654):1–
28, 2011.
Dasgupta, S. and Gupta, A. An elementary proof of a theorem of Johnson and Lin-
denstrauss. Random Structures and Algorithms, 22(1):60–65, doi:10.1002/rsa.10073,
2003.
Deegalla, S. and Bostro¨m, H. Reducing high-dimensional data by principal component
analysis vs. random projection for nearest neighbor classification. In Machine Learning
and Applications, 2006. ICMLA’06. 5th International Conference on, pages 245–250.
IEEE, 2006.
Delworth, L. T. and Mann, E. M. Observed and simulated multidecadal variability in the
Northern Hemisphere. Climate Dynamics, 16(9):661–676, doi:10.1007/s003820000075,
2000.
Delworth, T., Manabe, S., and Stouffer, R. J. Interdecadal variations of the thermohaline
circulation in a coupled ocean-atmosphere model. Journal of Climate, 6(11):1993–
2011, doi:10.1175/1520-0442(1993)006¡1993:IVOTTC¿2.0.CO;2, 1993.
Delworth, T. L. and Zeng, F. The impact of the North Atlantic Oscillation on climate
through its influence on the Atlantic Meridional Overturning Circulation. Journal of
Climate, 29(3):941–962, doi:10.1175/JCLI-D-15-0396.1, 2016.
Demsˇar, U., Harris, P., Brunsdon, C., Fotheringham, A. S., and McLoone, S. Princi-
pal component analysis on spatial data: an overview. Annals of the Association of
American Geographers, 103(1):106–128, 2013.
40
Fern, X. Z. and Brodley, C. E. Random projection for high dimensional data clustering:
A cluster ensemble approach. In ICML, volume 3, pages 186–193, 2003.
Flato, G., Marotzke, J., Abiodun, B., Braconnot, P., Chou, S. C., Collins, W., Cox, P.,
Driouech, F., Emori, S., Eyring, V., et al. Evaluation of climate models. In Climate
change 2013: the physical science basis. Contribution of Working Group I to the Fifth
Assessment Report of the Intergovernmental Panel on Climate Change, pages 741–866.
Cambridge University Press, 2013.
Foster, G. and Abraham, J. Lack of evidence for a slowdown in global temperature. Vari-
ations, 13(3). [Available online at https://usclivar.org/sites/default/files/
documents/2015/Variations2015Summer.pdf], 2015.
Frankl, P. and Maehara, H. The Johnson-Lindenstrauss lemma and the sphericity of
some graphs. Journal of Combinatorial Theory, Series B, 44(3):355–362, 1988.
Fredriksen, H.-B. and Rypdal, K. Spectral characteristics of instrumental and climate
model surface temperatures. Journal of Climate, 29(4):1253–1268, doi:10.1175/JCLI-
D-15-0457.1, 2016.
Fyfe, J. C., Meehl, G. A., England, M. H., Mann, M. E., Santer, B. D., Flato, G. M.,
Hawkins, E., Gillett, N. P., Xie, S.-P., Kosaka, Y., et al. Making sense of the early-
2000s warming slowdown. Nature Climate Change, 6(3):224–228, 2016.
Ghil, M., Allen, M., Dettinger, M., Ide, K., Kondrashov, D., Mann, M., Robertson,
A. W., Saunders, A., Tian, Y., Varadi, F., et al. Advanced spectral methods for
climatic time series. Reviews of geophysics, 40(1), 2002.
Goel, N., Bebis, G., and Nefian, A. Face recognition experiments with random projec-
tion. In Defense and Security, pages 426–437. International Society for Optics and
Photonics, 2005.
Groth, A. and Ghil, M. Monte Carlo Singular Spectrum Analysis (SSA) revisited:
Detecting oscillator clusters in multivariate datasets. Journal of Climate, 28(19):7873–
7893, 2015.
Guilyardi, E., Wittenberg, A., Fedorov, A., Collins, M., Wang, C., Capotondi, A., van
Oldenborgh, G. J., and Stockdale, T. Understanding El Nin˜o in ocean-atmosphere
general circulation models: Progress and challenges. Bulletin of the American Mete-
orological Society, 90(3):325–340, doi:10.1175/2008BAMS2387.1, 2009.
41
Halko, N., Martinsson, P.-G., and Tropp, J. A. Finding structure with randomness:
Probabilistic algorithms for constructing approximate matrix decompositions. SIAM
review, 53(2):217–288, 2011.
Hannachi, A., Jolliffe, I. T., and Stephenson, D. B. Empirical orthogonal functions
and related techniques in atmospheric science: A review. International Journal of
Climatology, 27(9):1119–1152, doi:10.1002/joc.1499, 2007.
Hurrell, J. W. Decadal trends in the North Atlantic Oscillation: Regional tempera-
tures and precipitation. Science, 269(5224):676–679, doi:10.1126/science.269.5224.676,
1995.
Hurrell, J. W. and Deser, C. North Atlantic climate variability: The role of
the North Atlantic Oscillation. Journal of Marine Systems, 78(1):28 – 41,
doi:http://dx.doi.org/10.1016/j.jmarsys.2008.11.026, 2009.
Ineson, S., Scaife, A. A., Knight, J. R., Manners, J. C., Dunstone, N. J., Gray, L. J., and
Haigh, J. D. Solar forcing of winter climate variability in the Northern Hemisphere.
Nature Geoscience, 4(11):753–757, 2011.
Johnson, W. B. and Lindenstrauss, J. Extensions of Lipschitz mappings into a Hilbert
space. Contemporary mathematics, 26(189-206):1, 1984.
Jungclaus, J. MPI-M Earth System Modelling framework: millennium full
forcing experiment (ensemble member 1). http://cera-www.dkrz.de/WDCC/ui/
Compact.jsp?acronym=mil0010, 2008.
Jungclaus, J., Keenlyside, N., Botzet, M., Haak, H., Luo, J.-J., Latif, M., Marotzke, J.,
Mikolajewicz, U., and Roeckner, E. Ocean circulation and tropical variability in the
coupled model ECHAM5/MPI-OM. Journal of Climate, 19(16):3952–3972, 2006.
Kao, H.-Y. and Yu, J.-Y. Contrasting Eastern-Pacific and Central-Pacific types of
ENSO. Journal of Climate, 22(3):615–632, doi:10.1175/2008JCLI2309.1, 2009.
Karl, T. R., Arguez, A., Huang, B., Lawrimore, J. H., McMahon, J. R., Menne,
M. J., Peterson, T. C., Vose, R. S., and Zhang, H.-M. Possible artifacts of data
biases in the recent global surface warming hiatus. Science, 348(6242):1469–1472,
doi:10.1126/science.aaa5632, 2015.
Keenlyside, N. S. and Ba, J. Prospects for decadal climate prediction. Wiley Interdisci-
plinary Reviews: Climate Change, 1(5):627–635, doi:10.1002/wcc.69, 2010.
42
Knutson, T. R., Zeng, F., and Wittenberg, A. T. Multimodel assessment of regional sur-
face temperature trends: CMIP3 and CMIP5 twentieth-century simulations. Journal
of Climate, 26(22):8709–8743, doi:10.1175/JCLI-D-12-00567.1, 2013.
Kumar, S., III, J. K., Dirmeyer, P. A., Pan, Z., and Adams, J. Multidecadal climate
variability and the warming hole in North America: Results from CMIP5 twentieth-
and twenty-first-century climate simulations. Journal of Climate, 26(11):3511–3527,
doi:10.1175/JCLI-D-12-00535.1, 2013.
Kushnir, Y. Interdecadal variations in North Atlantic sea surface temperature and
associated atmospheric conditions. Journal of Climate, 7(1):141–157, 1994.
Latif, M. and Keenlyside, N. S. A perspective on decadal climate variability and pre-
dictability. Deep Sea Research Part II: Topical Studies in Oceanography, 58(17):1880–
1894, 2011.
Lewandowsky, S., Risbey, J. S., and Oreskes, N. The pause in global warming: Turning a
routine fluctuation into a problem for science. Bulletin of the American Meteorological
Society, 97(5):723–733, doi:10.1175/BAMS-D-14-00106.1, 2016.
Moron, V., Robertson, A. W., and Ghil, M. Impact of the modulated annual cycle and
intraseasonal oscillation on daily-to-interannual rainfall variability across monsoonal
India. Climate dynamics, 38(11-12):2409–2435, 2012.
O’Reilly, C. H., Huber, M., Woollings, T., and Zanna, L. The signature of low-frequency
oceanic forcing in the Atlantic Multidecadal Oscillation. Geophysical Research Letters,
43(6):2810–2818, doi:10.1002/2016GL067925. 2016GL067925, 2016.
Otto-Bliesner, B. L., Brady, E. C., Fasullo, J., Jahn, A., Landrum, L., Stevenson,
S., Rosenbloom, N., Mai, A., and Strand, G. Climate variability and change since
850 CE: An ensemble approach with the Community Earth System Model. Bul-
letin of the American Meteorological Society, 97(5):735–754, doi:10.1175/BAMS-D-
14-00233.1, 2016.
Parker, D. E., Legg, T. P., and Folland, C. K. A new daily central England temperature
series, 1772–1991. International Journal of Climatology, 12(4):317–342, 1992.
Plaut, G. and Vautard, R. Spells of low-frequency oscillations and weather regimes in
the Northern Hemisphere. Journal of the Atmospheric Sciences, 51(2):210–236, 1994.
43
Poli, P., Hersbach, H., Dee, D. P., Berrisford, P., Simmons, A. J., Vitart, F., Laloyaux,
P., Tan, D. G. H., Peubey, C., Thpaut, J.-N., Trmolet, Y., Hlm, E. V., Bonavita, M.,
Isaksen, L., and Fisher, M. ERA-20C: An atmospheric reanalysis of the 20th century.
Journal of Climate, doi:10.1175/JCLI-D-15-0556.1, 2016.
Poli, P., Hersbach, H., Tan, D., Dee, D., Thepaut, J.-N., Simmons, A., Peubey, C., Laloy-
aux, P., Komori, T., Berrisford, P., Dragani, R., Tre´molet, Y., Ho´lm, E. V., Bonavita,
M., Isaksen, L., and Fisher, M. The data assimilation system and initial performance
evaluation of the ECMWF pilot reanalysis of the 20th-century assimilating surface
observations only (ERA-20C). Era report series, ECMWF, 2013.
Poli, P. and NCAR Staff (Eds.). The climate data guide: ERA-20C: ECMWF’s
atmospheric reanalysis of the 20th century (and comparisons with NOAA’s
20CR). https://climatedataguide.ucar.edu/climate-data/era-20c-ecmwfs-
atmospheric-reanalysis-20th-century-and-comparisons-noaas-20cr. [Online;
accessed 11-May-2016], 2016.
Qi, H. and Hughes, S. M. Invariance of principal components under low-dimensional
random projection of the data. In Image Processing (ICIP), 2012 19th IEEE Inter-
national Conference on, pages 937–940. IEEE, 2012.
Rayner, N., Brohan, P., Parker, D., Folland, C., Kennedy, J., Vanicek, M., Ansell, T.,
and Tett, S. Improved analyses of changes and uncertainties in sea surface temperature
measured in situ since the mid-nineteenth century: The HadSST2 dataset. Journal of
Climate, 19(3):446–469, 2006.
Rayner, N., Parker, D. E., Horton, E., Folland, C., Alexander, L., Rowell, D., Kent, E.,
and Kaplan, A. Global analyses of sea surface temperature, sea ice, and night marine
air temperature since the late nineteenth century. Journal of Geophysical Research:
Atmospheres, 108(D14), 2003.
Rind, D., Lean, J., Lerner, J., Lonergan, P., and Leboissitier, A. Exploring the strato-
spheric/tropospheric response to solar forcing. Journal of Geophysical Research: At-
mospheres, 113(D24), doi:10.1029/2008JD010114. D24103, 2008.
Scaife, A. A., Folland, C. K., Alexander, L. V., Moberg, A., and Knight, J. R. European
climate extremes and the North Atlantic Oscillation. Journal of Climate, 21(1):72–83,
doi:10.1175/2007JCLI1631.1, 2008.
44
Schurer, A. P., Tett, S. F., and Hegerl, G. C. Small influence of solar variability on
climate over the past millennium. Nature Geoscience, 7(2):104–108, 2014.
Shindell, D. T., Schmidt, G. A., Mann, M. E., Rind, D., and Waple, A. Solar forcing of
regional climate change during the Maunder Minimum. Science, 294(5549):2149–2152,
doi:10.1126/science.1064363, 2001.
Solomon, A., Goddard, L., Kumar, A., Carton, J., Deser, C., Fukumori, I., Greene,
A. M., Hegerl, G., Kirtman, B., Kushnir, Y., Newman, M., Smith, D., Vimont, D.,
Delworth, T., Meehl, G. A., and Stockdale, T. Distinguishing the roles of natural
and anthropogenically forced decadal climate variability. Bulletin of the American
Meteorological Society, 92(2):141–156, doi:10.1175/2010BAMS2962.1, 2011.
Steinman, B. A., Mann, M. E., and Miller, S. K. Atlantic and Pacific multidecadal
oscillations and Northern Hemisphere temperatures. Science, 347(6225):988–991,
doi:10.1126/science.1257856, 2015.
Taylor, K. E., Stouffer, R. J., and Meehl, G. A. An overview of CMIP5 and the experi-
ment design. Bulletin of the American Meteorological Society, 93(4):485–498, 2012.
Trenberth, K. E. and Caron, J. M. The Southern Oscillation revisited: Sea level pres-
sures, surface temperatures, and precipitation. Journal of Climate, 13(24):4358–4365,
doi:10.1175/1520-0442(2000)013¡4358:TSORSL¿2.0.CO;2, 2000.
Trigo, R. M., Osborn, T. J., Corte-Real, J. M., et al. The North Atlantic Oscillation
influence on Europe: climate impacts and associated physical mechanisms. Climate
Research, 20(1):9–17, 2002.
Tung, K.-K. and Zhou, J. Using data to attribute episodes of warming and cooling in
instrumental records. Proceedings of the National Academy of Sciences, 110(6):2058–
2063, doi:10.1073/pnas.1212471110, 2013.
Vautard, R. and Ghil, M. Singular spectrum analysis in nonlinear dynamics, with appli-
cations to paleoclimatic time series. Physica D: Nonlinear Phenomena, 35(3):395–424,
1989.
Von Storch, H. and Zwiers, F. W. Statistical analysis in climate research. Cambridge
university press, 2001.
45
