Simon's problem played an important role in the history of quantum algorithms, as it inspired Shor to discover the celebrated quantum algorithm solving integer factorization in polynomial time. Besides, the quantum algorithm for Simon's problem has been recently applied to break symmetric cryptosystems. Generalized Simon's problem is a natural extension of Simon's problem: Given a function f : {0, 1} n → {0, 1} m with n ≤ m and the promise that there exists a subgroup S ≤ Z n 2 of rank k s.t. for any s,
Introduction
Query complexity, also called decision tree complexity [1] , is the computational complexity of a problem or algorithm expressed in terms of the decision tree model. It has been very useful for understanding the power of different computational models. In contrast to the Turing machine world where lower bounds and separations between complexity classes often have to rely on unproven assumptions, using query complexity can often prove tight lower bounds and have provable separations between different computational models. For instance, quantum computing has been shown to have provable exponential advantages over classical computing in terms of query complexity.
Simon's problem is well known in the history of quantum algorithms which shows an exponential gap between classical and quantum computing. The problem is that given a function f : {0, 1} n → {0, 1} m with n ≤ m and promised that there exists a nonzero element s ∈ {0, 1} n s.t. for all g, h ∈ {0, 1} n , f (g) = f (h) iff g = h or g = h ⊕ s, the goal is to find s. Simon [2] obtained a quantum algorithm to efficiently find s. Later, Shor [3] generalized Simon's result and announced the quantum order-finding algorithm by applying Fourier transform over Z N instead of Simon's Hadamard transform.
Actually, Simon's problem is a special case of a well-studied class of problems, the so-called hidden subgroup problem. That is, given an Abelian group G and a function f : G → X being said to hide a subgroup H ≤ G if f is bijective on G/H, the goal is to find H. Jozsa [4] provided a uniform description of several important quantum algorithms such as Deutsch-Jozsa [5] , Simon [2] , and Shor [3] algorithms in terms of the hidden subgroup problem. Indeed, this problem has received a lot of attention where quantum algorithms were proposed for its different variants, e.g., [6, 7, 8, 9, 10, 11, 12, 13] .
The generalized Simon's problem defined in Section 1.1 is a natural extended version of Simon's problem and a special case of the hidden subgroup problem. Brassard et al. [14] and Mihara et al. [15] proposed exact quantum algorithms for this problem. Although the authors only focused on the time complexity of algorithms, it is easy to find that the query complexity of their algorithms is O(n − k). In addition, by the method of [16] , it can be found that any exact quantum algorithm for this problem has to query at least Ω(n−k) times. Therefore, we have a comprehensive understanding on exact quantum algorithms for the generalized Simon's problem. However, how well does a classical deterministic algorithm perform on this problem still needs to be explored. Indeed, clearly characterizing the deterministic query complexity of the problem is not only useful for clarifying the gap between quantum and classical computing, but also is interesting from the viewpoint of classical computing. That is also the main motivation of this paper.
Problem statement and our results
In 1997, Brassard and Høyer [14] recast Simon's problem in a natural group-theoretic framework and generalized it. An extended version of Simon's problem, called generalized Simon's problem (GSP), is defined as follows:
Problem: Find S. Example 1. We present an example of GSP in Table 1 . In this example, n = 4, m = 4, k = 2, and we can find that S = {0000, 0011, 0110, 0101}.
From now on, we will use GSP(n, k) to denote the class of problems with parameter n and k we mention above. To find the subgroup S, we need to design an algorithm which is allowed to access the function f by querying an oracle that, given x, outputs f (x). Roughly speaking, the query complexity of GSP(n, k), denoted by QC(n, k), is the query complexity of the optimal algorithm for that, and the query complexity of an algorithm is the number of queries it makes in the worst case. More formally, if we let QC(n, k, f, A) denote the number of queries that an algorithm A makes to the function f , then we have QC(n, k) = min A max f QC(n, k, f, A). In this paper, we focus on the classical deterministic query complexity of GSP(n, k), and thus the algorithms mentioned above are assumed to be deterministic.
In this paper, we present a lower bound and an upper bound of QC(n, k) in the following theorems.
Theorem 1 (Lower bound). Any classical deterministic algorithm solving GSP(n, k) needs at least Ω √ k · 2 n−k queries.
Theorem 2 (Upper bound). There exists a classical deterministic algorithm to solve GSP(n, k). If n ≥ k + 3 log k, then O( √ k · 2 n−k ) queries are sufficient. Otherwise, it needs O(k · √ 2 n−k ) queries.
Noted that n < k + 3 log k (i.e., n − k < 3 log k) means that k is very close to n, which seldom happens. In other words, the case n ≥ k + 3 log k has covered almost all situations. Thus, the obtained lower bound ( √ k · 2 n−k ) is almost tight for GSP(n, k). Meanwhile, the exponential separation between classical deterministic query complexity and exact quantum query complexity for GSP(n, k) follows clearly.
Related work
Query complexity has been very useful to study the relative power of quantum and classical computing. In quantum computing, query models can be divided into bounded-error and exact versions in terms of their outputs. A bounded-error model requires that the algorithm gives the correct result with some sufficiently high probability, while an exact model means that the algorithm gives the correct result with certainty. For the bounded-error case, there is much work showing the advantage of quantum algorithms over classical ones in terms of query complexity, e.g., [17, 18, 19] . However, the results for exact query algorithms seem more limited. For total Boolean functions, Midrijanis [20] showed that quantum query algorithms only achieve polynomial speed-up over classical counterparts. In 2013, Ambainis [21] presented the first example that exact quantum algorithms have superlinear advantage over deterministic algorithms. This result was further improved by [22] with a super-quadratic gap between its quantum and deterministic query complexity. On the other hand, for computing partial functions, there exists an exponential separation as shown by the famous Deutsch-Jozsa algorithm [5] .
Although Simon's problem is a constructed problem, it plays a key role in the history of quantum algorithms and it has been recently found to be useful for some applications. First, the quantum algorithm [2] for this problem (i.e., Simon's algorithm) inspired the discovery of Shor's algorithm. Buhrman et al. [23] proposed the first exponential speed-up for quantum property testing, which is also inspired by Simon's algorithm. Furthermore, in the field of cryptography Simon's algorithm can be used to show insecurity of commonly used cryptographic symmetric-key primitives [24] . It was first used to break the 3-round Feistel construction [25] and then to prove that the Even-Mansour construction [26] is insecure with superposition queries. Also, it can be used to quantum related-key attacks [27] and applied to slide attacks, leading to an exponential speed-up of a classical symmetric crypt-analysis technique in the quantum model [28] .
In the following, we have a review on the development of Simon's problem in more details. In 1994, Simon's problem was shown to be solvable on quantum computers with O(n) queries in the bound-error setting. Then, the query complexity lower bound was proved to be Ω(n) in [16] by using the polynomial method [29] . For exact quantum query algorithms, Brassard and Høyer [14] solved the problem with O(n) queries. Compared with their algorithm, Mihara and Sung [15] proposed a simpler exact quantum algorithm. Apart from quantum algorithms, Cai and Qiu [30] designed a classical deterministic algorithm for solving Simon's problem with O( √ 2 n ) queries and proved their algorithm is optimal in terms of query complexity.
Actually, there are two extended versions of Simon's problem. One of them is to consider Simon's problem over general groups, for which Ref. [31] proposed an efficient quantum algorithm with time complexity 2 O( √ n log n) . In this paper, we discuss another extended version of Simon's problem firstly proposed in [14] . Brassard and Høyer [14] , Mihara and Sung [15] proposed exact quantum algorithms to solve this problem in polynomial time, respectively. It is easy to see the quantum query complexity of the two algorithms is O(n − k). Meanwhile, by the method of [16] , it is not difficult to find that the lower bound of exact quantum complexity is Ω(n − k).
While we are preparing this paper, we find a similar work [32] . Compared with this work, our results are stronger, since we prove the obtained bound is almost tight, whereas Ref. [32] left a gap between the lower and upper bounds. Meanwhile, as one can see, completely different techniques are used to obtained the lower bound, and we construct a more subtle algorithm to obtain a better upper bound.
Organization
The remainder of the paper is organized as follows. In Section 2, we review some notions and notations concerning the group theory used in this paper. In Section 3 we present a lower bound on the deterministic query complexity of the generalized Simon's problem. In Section 4, an upper bound is obtained by giving a deterministic algorithm. Finally, a conclusion is made in Section 5.
Preliminaries

Notations
In this section, we present notations used in this paper. Let ∃!x denote the existence and the uniqueness of x. Let x, y ∈ {0, 1} n with x = (x 1 , x 2 , ..., x n ) and y = (y 1 , y 2 , ..., y n ). By ⊕, we denote the bitwise exclusive-or operation, i.e.,
By X , we denote the subset of {0, 1} n generated by X, i.e.,
where ∅ = 0 n by convention. The set X is called a generating set of X .
A set X is linearly independent if X = Y for any proper subset Y of X. In other words, a set X is linearly independent if X is the smallest generating set of X . Notice that the cardinality
The essence of Simon's problem is a hidden subgroup problem. Hence we need some background knowledge of group theory. Let Z 2 denote the additive group of two elements {0, 1} with addition ⊕. In this paper, all the groups we mention are Z n 2 or its subgroup without special instructions. For any group G, the basis of G is a maximal linearly independent subset of G. The cardinality of the basis of G is called its rank, denoted by rank(G).
If H is a subgroup of G, then we write H ≤ G; if H is a proper subgroup, then H < G. 
Some facts
To obtain our results, we need the following propositions and facts to characterize the query complexity of GSP.
Proposition 1 (Lagrange's Theorem). Given a finite group G and H ≤ G, we have |G| = (G :
By Proposition 1, the number of distinct cosets is (G : H) r = |G| |H| = 2 rank(G)−rank(H) . Proposition 2. Let G be a group and H ≤ G. G is then the union of disjoint right cosets of H in G.
By Proposition 2, we know that G = g H ⊕ g, where g takes the representative elements of the different cosets of H.
First we consider the case of rank(V ) = k. Let X be a basis of A. Then V = X , and thus |V | = | X | = 2 |X| = 2 k . Now, we turn to the case of |V | = 2 k . If rank(V ) < k, then |V | < 2 k , which makes a contradiction. Likely, if rank(V ) > k, then |V | > 2 k , which also makes a contradiction. So rank(V ) = k.
Lower bound
In this section, we prove Theorem 1. We firstly introduce a restricted version of GSP called restricted generalized Simon's problems (RGSP). RGSP provides more information (the set V ) with respect to GSP, so RGSP is not more difficult, i.e., the query complexity of GSP is not smaller than that of the corresponding RGSP. Let QC R (n, k) denote the query complexity of RGSP(n, k). Then QC R (n, k) ≤ QC(n, k). Instead of proving Theorem 1 directly, we show the following lemma that implies Theorem 1. In other words, the pair of (f (x), f (y)) can tell us the value of I t . Hence, after querying all elements in Q, we can determine the value of I t for any t ∈ T Q . Then we determine S from these value of I t .
The query complexity of an algorithm depends on the number of queries |Q|. Next we will analyze |T Q | and prove that only if |T Q | is greater than a certain amount, we can find S. Then we obtain a lower bound of query complexity of QC R (n, k) by |Q| = Ω( |T Q |).
We introduce some notations firstly. Let W be a complement subgroup of Proof. It has been proved that V w i contains exactly one element s w i in S by Lemma 2. We represent s w i by a linear combination of a basis of Z n 2 :
which implies γ 1 = γ 2 = ...γ k = 0. Thus, {s w i } are linearly independent, and they consist of a basis of S.
By querying the elements in Z n 2 , we can obtain some information about s w and exclude some candidate elements. Let V w denote the set of elements in V w which are impossible to be s w , and
As we make more queries, we can exclude more elements s.t. | V w | is larger and |V ′ w | is smaller. When V ′ w contains exactly one element, it means that we find s w .
Lemma 5. In RGSP(n, k), assume that it holds that |V ′ w | = 1 for any w ∈ W d , and |V ′ w | > 2 n−k−1 for any w ∈ (W − W d )/{u}, where u ∈ W − W d . Then, in order to make |V ′ u | ≤ 2 n−k−1 , it must satisfy that |T u,d | ≥ 2 n−k−1 . 
∈ S by the closure property of groups. Since s w ⊕ t ∈ V u , we exclude an element in V u which is not possible to be s u . Each element in T u,d can exclude an element in V u . Thus, in order to make |V ′ u | ≤ 2 n−k−1 , it must satisfy that |T u,d | ≥ 2 n−k−1 .
Next we show Lemma 6, which is a weaker result compared with Lemma 5.
Lemma 6. In RGSP(n, k), assume that it holds that |V ′ w | ≤ 2 n−k−1 for any w ∈ W d , and
Proof. In the conditions of Lemma 6, |V ′ w | is greater than the one in Lemma 5 for w ∈ W d , that is to say, we have less information about the elements in S. Therefore, |T u,d | will not be smaller compared with Lemma 5, i.e. |T u,d | ≥ 2 n−k−1 . Now we are ready to prove Lemma 1.
Proof of Lemma 1. For finding S, it is sufficient to determine the basis {s w i }, since each basis of S corresponds to a basis of W by Lemma 3. A weaker goal is to make
Finally, we show the proof of Theorem 1, which is our ultimate goal to show the lower bound for GSP(n, k).
Proof of Theorem 1. Since QC R (n, k) ≤ QC(n, k), we have QC(n, k) = Ω(QC R (n, k)) = Ω( √ k · 2 n−k ).
Algorithm and upper bound
We propose an algorithm to solve GSP(n, k) and analyze its query complexity, which establishes the upper bound in Theorem 2. Algorithm 1 is our main algorithm. When running Algorithm 1, we will call Algorithm 2 and Algorithm 3 as its subroutines. In the process of Algorithm 1, let V ≤ U ′ . By using Lemma 7 multiple times, we have that U ′ = S ′ Z n 2 . Let S ′′ := U ′ ∩ S. Then S ′′ = S ′ S by Lemma 8, and our problem is reduced from finding S to finding S ′′ , which is the goal of the second phase. In the second phase, note that V ∩ S = {0 n }, hence V ∩ S ′′ = {0 n }. Let W = V U 1 , and {w i } be a basis of W . Then each V w i contains exactly one non-zero element s w i ∈ S ′′ , and {s w i } is a basis of S ′′ by Lemma 3. We pick some elements to query such that corresponding covering set contains V w i . Then we can find {s w i } and obtain S ′′ by S ′′ = {s w i } . Once we find S ′′ , we can obtain S by S = S ′ ⊕ S ′′ . Lemma 7. Let U 1 = S 1U and U 2 = S 2U 1 . Then U 2 = S 1 ⊕ S 2U .
Proof. Since U 1 = S 1U and U 2 = S 2U 1 , we have
And because rank(U 2 ) + rank(S 1 ⊕ S 2 )) = rank(U 2 ) + rank(S 2 ) + rank(S 1 ) = rank(U ), we have U 2 = S 1 ⊕ S 2U by Fact 4.
Proof. Since U ′ = S ′ U , we have U ′ ∩ S ′ = {0 n }, U ′ ⊕ S ′ = U and rank(U ′ ) + rank(S ′ ) = rank(U ). Since S ′ ≤ S, we have U ′ ⊕ S = U . Due to S ′′ = U ′ ∩ S, rank(S ′′ ) = rank(U ′ ) + rank(S) − rank(U ) by Fact 3. Since U ′ ∩ S ′ = {0 n } and S ′′ = U ′ ∩ S, we have S ′ ∩ S ′′ = {0 n }. So rank(S ′ ⊕ S ′′ ) = rank(S ′ )+rank(S ′′ ) = rank(S ′ )+rank(U ′ )+rank(S)−rank(U ) = rank(S), and thus S ′ ⊕S ′′ = S. Due to S ′ ∩ S ′′ = {0 n }, we have S ′′ = S ′ S .
Then we turn our attention to Algorithm 2. The purpose of Algorithm 2 is to obtain a subgroup Q ′ of rank d s.t. Q ′ ∩ S = {0 n }. Meanwhile, we obtain S ′ ≤ S and U ′ = S ′ U 0 . 
We firstly initialize i = 0 and S ′ = {0 n } in Step 1. In the while-loop, we expand Q i to a group
then we jump out of the while-loop and return the result.
, which records the set of queried elements in U i+1 . Then set i = i + 1 and repeat the while-loop. Since U i+1 = S iU i , we have U ′ = S ′ U 0 by Lemma 7.
Let k 1 := rank(S ′ ). Algorithm 2 needs at most k 1 iterations in the while-loop, and every iteration needs to query at most 2 d values. Therefore, it needs at most k 1 · 2 d queries in Algorithm 2.
Then we turn into Algorithm 3, given A 0 ≤ U 0 and B ≤ U 0 , which aims to obtain a subgroup A 
The process is described as follows. We initialize i = 0 and S ′ = {0 n } firstly. Then we go into the while-loop. The covering set of A i ∪B is A i ⊕B, thus we can find the subgroup S i = (A i ⊕B)∩S. 
. We update U i+1 , S ′ and i in Step 10. Then we repeat the while-loop.
Next, we prove that the return values U i , A i , S ′ in Step 5 satisfy the output requirement. Since S i ≤ S and S ′ i ≤ S for any i, we have S ′ ≤ S. Due to
Then we obtain U ′ = S ′ U 0 by using Lemma 7 multiple times.
Proof. Firstly, we prove that
Due to rank(V i ) = rank(S i ) by Lemma 10, we have rank(
Lemma 10. In Algorithm 3, V i and W i are groups s.t. rank(S i ) = rank(V i ) = rank(W i ).
Proof. First, we prove that V i and W i are groups.
Second, we prove that for any s ∈ S i , there exists exactly one pair of (v, w)
Thus we have v = v 1 and w ⊕ w 1 .
Moreover, we prove that for any s 1 , s 2 ∈ S i s.t. s 1 = v 1 ⊕ w 1 and s 2 = v 2 ⊕ w 2 , we have v 1 = v 2 and w 1 = w 2 , where v 1 , v 2 ∈ V i and w 1 , w 2 ∈ W i . Since W i ⊆ B and S i ∩ B = {0 n }, we have S i ∩ W i = {0 n }. If v 1 = v 2 , then s 1 ⊕ s 2 ∈ W i , which makes a contradiction with S i ∩ W i = {0 n }. Thus, we have v 1 = v 2 . Similarly, we have w 1 = w 2 .
Hence, each s ∈ S i corresponds to one pair of (v, w), where v ∈ V i and w ∈ W i . So we have |V i | = |W i | = |S i |. Therefore, rank(V i ) = rank(W i ) = rank(S i ). Let k 2 := rank(S ′ ) and d := rank(A 0 ). Suppose while-loop iterates t times. Noted that we only make queries in Step 9. So the number of total queries is at most t i=1 rank(S ′ i ) · 2 d = rank(S ′ ) · 2 d = k 2 · 2 d in Algorithm 3. Now we are ready to prove Theorem 2.
Proof of Theorem 2. Let k i = rank(S i ). The number of queries in Steps 1-3 is less than k 1 · 2 (n−k−d)/2 , k 2 · 2 (n−k−d)/2 and k 3 · 2 (n−k−d)/2 , respectively. The number of queries in Step 4 is 2 n−k−d − 2 · 2 (n−k−d)/2 . The number of queries in Step 5 is k 4 · 2 d . The number of queries in Step 6 is k 5 · 2 d . The number of queries in Steps 7-10 is (k − 5 i=1 k i ) · 2 d . Let T Q denote the number of total queries. Then T Q ≤ (k 1 + k 2 + k 3 − 2) · 2 (n−k−d)/2 + 2 n−k−d + (k − (k 1 + k 2 + k 3 )) · 2 d ≤ k · 2 (n−k−d)/2 + 2 n−k−d + k · 2 d .
If n ≥ k + 3 log k, then let d = (n − k − log k)/2. Thus we get
Otherwise, by letting d = (n − k)/2, we have T Q = O(k · √ 2 n−k ).
Conclusion
In this paper, we have studied classical deterministic query complexity of generalized Simon's problem. We first prove that any classical deterministic algorithm solving generalized Simon's problem has to query at least Ω( √ k · 2 n−k ) values, clarifying the gap between quantum and classical computing on this problem. On the other hand, we devise a subtle algorithm with query complexity of O( √ k · 2 n−k ) in most cases. Therefore, the obtained bound Θ( √ k · 2 n−k ) is almost optimal, which fills the blank of classical deterministic query complexity for generalized Simon's problem.
Furthermore, it retains an open problem: Is there a better algorithm to solve generalized Simons problem when n < k + 3 log k, and what is the optimal classical deterministic query complexity in this case?
