Selection of input variables (features) is
Introduction
A key issue in many neural network applications is to determine which of the available input variables (features) should be used in modelling -this is known as feature selection. Feature selection algorithms in general have two components: a selection algorithm that generates proposed subsets of features and attempts to find an optimal subset; and an evaluation algorithm that determines how 'good' a proposed feature subset is, returning some measure of goodness to the selection algorithm.
Feature selection is non-trivial for a number of reasons. First, variables are seldom entirely indeCorrespondence and offprint requests to: Dr Andrew Hunter, Department of Computing and Engineering Technology, University of Sunderland, St. Peter's Campus, Sunderland SR6 0DD, UK. Email: Andrew.HunterȰsunderland.ac.uk pendent. There may be redundancy, where certain variables are correlated so that is not necessary to include all of them in modelling; and interdependence, where two or more variables between them convey important information that is obscure if any of them is included on its own. In addition, in some cases it may actually be beneficial to discard variables that have some low level of genuine information, as the 'curse of dimensionality' implies that smaller models generalise better, especially in the common situation where the number of cases available is small.
As a consequence of these problems, the only way to select the optimal feature subset with certainly is to evaluate all possible combinations of the V variables, of which there are 2 V . If the modelling process itself is subject to experimental variability, then each of the 2 V evaluations of variable subsets may require that multiple models be built, at great computational expense. In reality, exhaustive evaluation is not practical for more than a few input variables. It is common practice to apply heuristic algorithms based on a smaller number of evaluations, such as forward stepwise and backward stepwise selection.
We may also reduce the computational burden by performing feature selection using some quick to evaluate model; for example, by using a linear model for feature selection even if the model that will ultimately be deployed is non-linear [1] .
Another key issue is that variable selection is performed with respect to a training data set that is assumed to be randomly sampled from an unknown distribution. The variable selection may be dependent on the sampled training set, particularly if the training data set is small, or if the variables are highly redundant or convey small amounts of information.
This paper discusses the application of a feature selection algorithm using a combination of repeated bitwise gradient descent and Probabilistic Neural Networks [2] . Both the feature selection algorithm and the evaluation algorithm are extremely computationally efficient. Consequently, it is possible to resample the data set and apply the algorithm repeatedly, producing a far more reliable feature set. It is also possible to distinguish between key and marginal variables.
The algorithm is compared with forward stepwise, backward stepwise, and genetic algorithms, and with the results using no feature selection. Evaluation is performed using a number of real-world data sets drawn from the UCI machine learning repository [3] . Section 2 discusses the choice of algorithms for feature subset evaluation, and Section 3 those for feature subset selection. Section 4 briefly describes the necessity for resampling in non-linear modelling. Section 5 describes the experiments, and Section 6 draws conclusions.
Evaluation of Feature Subsets
Probabilistic Neural Networks (PNNs) are simple non-linear modelling techniques that have modest computational requirements for a reasonably small data set. Probabilistic neural networks are used for classification problems [2] , where the objective is to assign cases to one of a number of discrete classes. The output of the model is an estimate of the class membership probabilities. This paper concentrates on the application of feature selection to classification problems; however, the techniques described extend trivially to the case of regression problems (where the output is a continuous variable) using Generalised Regression Neural Networks [4] , a closely related technique with similar performance characteristics.
The PNN uses Bayes' rule to estimate the posterior class probabilities, P(C i ͉x) (i.e. the probabilities that a new case, x, belongs to each of the possible C classes). By Bayes' rule, these probabilities are proportional to the product of the prior probabilities, i (i.e. the proportion of the population belonging to each class), and the probability density functions, f i (x) (i.e. the distribution of cases belonging to each class):
The PNN estimates the probability density function and the prior probabilities in a straightforward fashion. The probability density function of class i is estimated as:
where x ij is the jth training case belonging to class i, k i is the number of training cases in class i, and is the smoothing factor, which is determined experimentally. This is a normalised sum of Gaussian functions centred at each training case (intuitively, you may consider that a particular training case counts as 'evidence' of some probability density at that point and, to a lesser extent, in the immediate vicinity -the smoothing factor determines the size of the vicinity). The prior probabilities, if unknown, are estimated using the frequency of each class within the training set:
The constant terms may be neglected, as the estimates are only proportional to the posterior probabilities, which are easily normalised to sum to unity, and the k i terms in the probability density and prior probability estimates cancel, so that Eqs (1)-(3) can be combined to yield:
The PNN forms the posterior probability estimates in a three layer neural network as follows:
1. The input layer simply introduces the input case, x. 2. Each unit in the hidden layer corresponds to one training case, x ij (i.e. the weight vector for that unit is equal to the training case). The hidden units, like those in a radial basis function network, calculate the squared Euclidean distance between the input vector and the weight vector, multiply by a smoothing factor (1/2 2 ), and then take the exponential of the negative of the sum, resulting in a Gaussian function of the distance between the new case and the training case. This is the term to the right of the sum in Eq. (4). 3. The output layer has one unit for each class.
Each output unit is connected to each of the hidden units that correspond to training cases in that class. The weights are fixed to 1.0, so that the units just sum the outputs of all the corresponding hidden units, thus producing outputs proportional to the posterior probability estimates using Eqs (1)-(3); normalising the outputs to sum to unity gives the posterior probability estimates.
The PNN may be adjusted to take account of some additional complexities:
¼ If the prior probabilities i are known, and are different from the frequencies, k i /⌺k j , then the output layer weights may be adjusted to compensate, using the value i /k i instead of 1.0 for each class. ¼ If some forms of misclassification are known to be more expensive than others, an additional layer may be added which acts as a loss matrix: see Speckt [2] for more details.
The PNN is built using the training data. The performance is then assessed using a separate test data set. A variety of approaches can be used to assess performance, including: the rate of correct classification on the test set, the sum of the test case cross-entropies, and the sum-squared error function applied to the test cases. In this paper, the latter is used, primarily as it is commonly used in the neural network community:
When training a PNN using a particular training data set, the only variable that needs to be optimised is the smoothing factor. This is easily achieved using a line search algorithm [5] , which builds a number of PNNs using different values of , and uses the error function above to guide the search for the optimal . PNNs are actually not too sensitive to the precise choice of smoothing factor, and it is sufficient to optimise the parameter once using all candidate features before commencing the feature selection process; the computational burden is therefore negligible.
To evaluate a feature subset, a new data set is formed by extracting only the desired features. The smoothing factor is fixed using the value from the initial search. The reduced data set is divided into training and test subsets; the PNN is trained using the training set and evaluated using the test set. The test set error rate is then used to guide the feature selection algorithm.
From the point of view of feature selection, the PNN has significant advantages over other forms of neural network, and indeed over linear modelling:
¼ There is no training algorithm to speak of. A PNN is 'trained' by recording the training cases in the hidden layer, and setting the connections to the output layer to indicate the class. In reality, it is not even necessary to do this -execution of a PNN can be simulated directly using the data set, so that there is no training phase at all. This contrasts with neural networks such as standard multilayer perceptrons, which require an extensive period of training (Speckt [2] quotes a 200,000
times speedup compared with backpropagation on one particular problem). ¼ Once the smoothing factor has been fixed, there are no training parameters to be selected, so that repeated training is not necessary. This contrasts strongly with other forms of neural network, where parameters such as the number of hidden units and learning rates must be taken into account. ¼ The algorithm is appropriate as a feature selection stage prior to the deployment of a feedforward or radial basis function network. This follows since a PNN is non-linear, and is capable of modelling arbitrarily complex problems. It is therefore a more intuitively appealing option than the commonly-selected alternative, linear modelling, if the problem domain is known or suspected to be non-linear.
In most forms of neural network the amount of time required for training is significantly higher than that needed for execution. Interestingly, the situation is effectively reversed for PNNs. Training a PNN requires a little less time than executing it once (a single pass through the data set is required in both cases; during training data is merely copied, whereas during execution calculations must be performed). However, to evaluate performance on a data set requires executing the network a large number of times (once for each case in the test set). The total computational cost of evaluating a feature set using a PNN is therefore potentially very high. The execution time of the network is proportional to vN T , where N T is the number of training cases (which is equal to the number of hidden units in a PNN), and v is the number of inputs in the feature set. To evaluate a feature set, the PNN is executed on each of the test cases, so the total evaluation time is proportional to vN T N x , where N x is the number of test cases. Typically N T = N X = N/2 (where N is the total number of cases available), so that the execution time is proportional to vN 2 . This cost is significant if N is large, and is certainly much greater than the execution time for a multilayer perceptron model (the number of hidden units in these models is usually much smaller than N T and is not proportional to N T , being principally governed by the complexity of the underlying function). Nonetheless, given that training time is far longer than execution time for most neural networks, the disadvantage suffered by PNNs in execution time is greatly outweighed by the advantage in training time. 1 One approach to reducing computational cost is to sub-sample cases during evaluation. The training and test sets are formed by randomly sampling a subset of the available cases. Of course, reducing the number of cases used to form the model will also make the selection procedure more prone to random errors. The data sets used for the experiments in this paper have relatively few cases for the number of variables, so that sub-sampling has not been necessary.
Selection Algorithms
The PNN can be used, as described in the previous section, to evaluate a variable subset. A variable subset is conveniently represented as a binary string, S, with the number of bits equal to the number of candidate input variables, V; s i = 0 indicates that variable i should not be used; s i = 1 indicates that it should be.
The PNN evaluation algorithm can be plugged into any algorithm that searches for binary strings. This paper compares a very simple approachbitwise gradient descent from a random starting point -with three popular approaches to feature selection: forward stepwise selection, backward stepwise selection, and the genetic algorithm.
In forward stepwise selection, a feature subset is iteratively built up [1] . On the first iteration, V models are tested, each of which uses a single input variable (corresponding to binary strings consisting of all zeros with a one in a single position). The string with the lowest error is selected, indicating that the variable that gives the best performance on its own should be selected first. On subsequent iterations, each of the unused variables is added to the model in turn, and the variable that most improves the model is selected.
In backward stepwise selection, the algorithm starts by building a model that includes all available input variables (i.e. all bits are set). On each iteration, the algorithm locates the variable that, if removed, most improves the performance (or causes least deterioration).
In both of these algorithms, an important issue is the selection of the termination criterion, i.e. when to stop adding/removing variables. Simply stopping when a change causes an actual deterioration in error may be inadequate, because random sampling effects imply that variables may be included that increase the modelling performance, but not by a This implies that for very large data sets such an approach might be preferable to the PNN. significant amount. In traditional linear modelling, it is therefore usual practice to add or remove variables only if a P-level (significance test) is passed.
Unfortunately, with non-linear techniques it is not so easy to select a significance level, and so common practice is to stop only upon deterioration, and this makes the results of the algorithms suspect. We will return to this point in the next section.
A problem with forward selection is that it may fail to include variables that are interdependent, as it adds variables one at a time. However, it may locate small effective subsets quite rapidly, as the early evaluations, involving relatively few variables, are fast. In contrast, in backward selection interdependencies are well-handled, but early evaluations are relatively expensive; also, if the number of candidate features is very large and only a few of them are relevant, it may fail at the outset. In either case, the maximum number of possible evaluations is V (V − 1)/2, which is potentially quite substantial.
The genetic algorithm [6] is a well-known approach for selecting binary strings, and a number of authors have suggested its use for feature selection [7] [8] [9] . An important aspect of the genetic algorithm is that it is explicitly designed to exploit epistasis (that is, interdependencies between bits in the string), and thus should be well-suited for this problem domain. However, genetic algorithms typically require a large number of evaluations to reach a minimum (a population of 100 strings, evaluated over 100 generations, for a total 10,000 evaluations is commonplace). This implies that the genetic algorithm is only likely to require less evaluations than forward or backward stepwise algorithms if the number of variables is very large (100 or more). We also note that 10,000 evaluations is sufficient to exhaustively evaluate all possible combinations of up to 13 variables, and if exhaustive evaluation is viable, it is certainly preferable to any search algorithm. However, the genetic algorithm might achieve better results than forward or backward selection for feature sets of between 14 and 100 variables, albeit at the expense of greater computational effort.
This paper introduces a simple and effective approach for feature selection using bitwise gradient descent. The algorithm starts with a randomly initialised string. It then 'flips' each bit in the string in turn, retaining the changed bit only if the change causes a reduction in error. The total number of evaluations is only V -substantially less than the other algorithms described above. If the variables are independent, then this approach will yield an optimum solution. Even if there are some modest interdependencies involving a couple of variables, repeated application is likely to discover these. In addition, repeated application of the algorithm gives valuable information about the importance of the individual variables, as will be described below.
Resampling
A key issue in all the feature selection algorithms is the division of the available data into training and test subsets. Some variables may be of great individual importance, and will be selected by any of the algorithms described above. However, if variables are of marginal importance, or are mutually redundant, then their presence in the selected subset may be strongly influenced by the division between the training and test subsets. This problem is clearly present in all the data sets used in these experiments -repeating any of the feature selection algorithms with different training/test subset selections invariably produces different results.
A practical solution to this problem is to repeat the feature selection process a number of times, counting the number of occasions on which each variable is selected, and to regard the frequency distribution of the variable as the output of the feature selection procedure. This is more informative than a straightforward single evaluation, the results of which are extremely suspect. Resampling in this fashion is a simple alternative to the use of P-levels discussed in the previous section.
It is this combination with resampling that makes bitwise gradient descent particularly effective. The algorithm is efficient enough to be repeated a moderately large number of times, and resampling also helps to avoid problems where interdependencies between variables are missed.
In contrast, the forward and backward selection procedures are too time-consuming to be repeated sufficient times to make resampling viable.
At first glance the genetic algorithm appears more promising. Since individual masks may be multiply evaluated by a genetic algorithm, it was speculated that resampling the train/test sets on each evaluation and counting the feature frequencies in the final population would be effective. In the event, the results obtained by this method were poor, as described in Section 5.3.
Experiments
Four data sets were selected from the UCI machine learning repository [3] . These are all real-world problem domains, and all have a large number of input variables and a relatively small number of cases. The data sets reflect a range of variable types, and include missing values. 2 The data sets are briefly described below: Distinguish rocks from mines on sea bed [11] .
Nominal variables were encoded using standard binary encoding (two-state) or one-of-N encoding (three or more state) techniques. Numeric variables were normalised into the range [0, 1] using the minimax procedure. All experiments were conducted using the Trajan neural networks simulation package [12] . The bitwise gradient descent algorithm was repeated 20 times for each data set, with a random starting string and random division into training and test cases on each execution; the variable selection frequencies are discussed below. The forward and backward stepwise selection algorithms were each repeated five times (the reduced number of experiments is due to the greatly increased execution time) with random division into training and test cases on each execution.
The genetic algorithm was repeated twice for each of the lonosphere and Horse Colic data sets (as a consequence of the extreme execution time, only a limited number of experiments were conducted), and the results compared for consistency. There are a large number of control parameters that can be altered in a genetic algorithm. In these experiments the following factors were selected: a standard genetic algorithm with elitism, mutation rate average 1.0 per string, one-point crossover at rate 0.3, selection by expected value roulette method, fitness linearly normalised for constant bias (fittest member of each population five times fitter than least fit member). The experiments were conducted using the SUGAL [13] . These settings were selected 'by eye' on the basis of some initial experiments. Once completed, the individual runs of each algorithm were assembled into frequency tables, giving the percentage of runs of each algorithm in which each feature was selected. These frequency tables were examined in graphical format (see Fig. 1 ). The objective of the comparison was to look for the degree of consistency between the algorithms. An evaluation against a gold standard of correct selection was not attempted. A gold standard would require exhaustive evaluation of all possible feature combinations, which is infeasible. However, leaving aside the possibility that all the algorithms fail to select some significant combination of variables (in which case, comparative performance is not affected), examining consistency of selection does allow us to draw conclusions about the performance of the algorithms. The performance of the feature sets selected during subsequent modeling is discussed in Section 5.3.
Due to space considerations in this paper, only extracts from some of the frequency distributions have been included in detail. Table 1 summarises the overall performance, showing the average percentage disparities between the feature selection frequencies of the forward stepwise, backward stepwise, and Figure 1 shows the frequency of feature selection by forward stepwise, backward stepwise and bitwise gradient descent for the first ten features in the Ionosphere data set. This is typical of most of the data sets -the algorithms give highly consistent results on most of the features. The bitwise gradient descent algorithm consistently selects features that are selected by both of the other algorithms, and consistently rejects features that they would also reject. Where there is a noticeable difference between the bitwise gradient descent frequencies and the stepwise algorithms, there also tend to be differences between the stepwise algorithms.
Comparative Performance
On the Anneal data set, the agreement is striking, with the algorithms selecting the same feature subset with close to 100% consistency. Here, the bitwise gradient descent algorithm does have significantly different frequencies to the other algorithms, as marked by the disparity in Table 1 . However, on closer analysis this disparity is due to the bitwise algorithm selecting frequencies in the range below 20% or above 80%, as opposed to consistent 0% and 100% from the other algorithms. In practice, this would not affect the feature set selected.
The Horse Colic and Sonar data sets are more challenging -there the choice of variables seems to be, to a significant extent, arbitrary. This is indicated by a tendency for the selection frequencies to be less markedly extreme (often in the range 30%-70%) and, unsurprisingly, this ambiguity is reflected in disparities between the frequencies recorded by the three methods (see Fig. 2 ). There is no evidence that the bitwise gradient descent algorithm fails to find interdependent features in any of the data sets. We would expect, in that case, to find features that are selected with close to zero frequency by forward and bit-wise selection and with high frequency by backward selection. The lack of such evidence may suggest that complete interdependence is not encountered in the test data sets. Given that these are randomly selected real world problems, the putative advantage of backward selection in being able to handle such interdependency may be largely theoretical.
Sensitivity to Data Set Division
A far more pertinent issue is the sensitivity of all the algorithms to the division of the data set into training and test cases. For example, in the Sonar data set forward selection chooses anywhere from 48 to 56 variables, in five tests, and between 31 and 54 variables in backward selection! In the Ionosphere data, forward selection yields between 13 and 32 variables, and backward selection from 25 to 33. This implies that to use any of the algorithms without resampling is extremely deceptive.
However, if the feature selection algorithm is run repeatedly with resampling, and a frequency table assembled, the information yielded is extremely useful. It is possible to identify definitely useful or useless variables, and to distinguish these from the ambiguous variables. If a very large number of the variables are ambiguous, then we may conclude that there is a high level of correlation between variables, and perhaps look to perform some feature extraction, such as principal component analysis, before continuing with the next stage of the analysis. The frequency of selection across samples may also be used as the basis for reliable feature selection, as described in Section 5.4.
The Genetic Algorithm
The genetic algorithm is computationally extremely demanding compared with the other techniques. A naive way to use the genetic algorithm in feature selection is to run it for the requisite number of generations, then to select the best member of the final population as the result of the algorithm. The entire algorithm can then be run a number of times, just as with the other algorithms, to check for consistency.
However, this approach ignores the information available in the final population, which contains a large number of candidate solutions. One might expect that the genetic algorithm would heavily select bits for features that are definitely useful or useless, while bits that are ambiguous would be subject to contrary selective pressures, and thus remain more diverse. To test this theory, the genetic algorithm was run on two of the data sets, and the frequency distributions of the bits in the final population compared between these two runs. Figure 3 shows the results on the Ionosphere data set, which are clearly disappointing (the forward selection frequencies from Fig. 1 are repeated, for ease of comparison). It is clear that the two runs of the genetic algorithm produce quite radically different frequency distributions for each bit, which contrasts unfavourably with the consistent results produced by the other three algorithms. This may be due to 'parasitical' effects, where bits with a low fitness contribution are propagated because they are located on strings which have high fitness because of more influential bit settings. Alternatively, it may be a result of 'genetic drift' (the tendency of unused bits to drift towards the extremes over time).
For whatever reason, the genetic algorithm is clearly less useful as a frequency-based feature selection algorithm. However, it should be emphasised that if treated in the conventional fashion (the best string being selected as the single output of the algorithm) the results are comparable with the other algorithms -although with significantly greater execution time. In other work [9] , we suggest that genetic algorithms are an effective feature selection procedure if combined with multi-objective fitness functions, so that a range of solutions are preserved in the final population.
Feature Selection with Resampling
The frequency tables produced by feature selection with resampling can be used as the basis for more reliable feature selection. Features with selection frequency above a threshold are used; others are discarded. The threshold should be sufficiently high to purge features that are sometimes selected because of random effects in the sampling process, yet not so high that correlated features (which can substitute for each other on different samples) are all eliminated. Some initial experiments with one data set determined that a 60% selection threshold yields reasonable results. In this section, the results of training neural networks using the features selected by this method are compared with the results obtained when training using all the features.
Each data set was subjected to twenty experiments. On each experiment, the data set was randomly allocated in the proportions 1:1 between training and validation sets. Radial Basis Function networks were trained on the training set, and performance assessed on the validation set. Training was by application of the K-means algorithm to assign radial centres, K Nearest Neighbour to determine radial smoothing factors, and Singular Value Decomposition to optimise the linear output layer. The number of hidden units and K (the control parameter for the K Nearest Neighbour smoothing factor algorithm) were determined once for each data set, using all features. A number of Radial Basis Function networks were trained for each experiment. The first two RBFs respectively used: all the features as inputs, and the feature subset determined from the resampled bitwise gradient descent algorithm. As a further standard of comparison, the feature subsets selected by resampled forward selection and resampled backward selection were also compared.
As a minimum, one would hope that feature selection does not decrease subsequent modelling performance when compared with using all features, and an improvement in performance is desirable.
The results obtained using the feature selection algorithms were compared with the results obtained using all features, using a paired sample student's t-test; the P-values (probability that networks trained with the feature subset have different mean error to networks trained using all the features) are reported in Table 2 . The null hypothesis is that the feature selection algorithms do not affect error (either to increase or decrease it). At the 95% confidence level, we would require a P-value below 0.05 to reject the null hypothesis. This occurs in no cases, and so we conclude that there is no significant difference in the performance of the networks trained using the feature subsets in comparison to the networks trained using all features; consequently, we conclude that the feature selection algorithms are all successful (they have indeed removed irrelevant variables). It is noticeable that the resampled bitwise gradient descent algorithm performs as well as the forward and backward selection algorithms, although its computational requirements are far smaller.
Conclusion
This paper has presented a simple, efficient, feature selection algorithm based on repeated bitwise gradient descent combined with Probabilistic Neural Networks. Comparison with standard forward and backward stepwise algorithms shows that the new algorithm yields equally good results, although it typically executes at least an order of magnitude faster.
An analysis of resampling effects shows that it is critical to perform feature selection a number of times, and to base feature selection on frequencies of feature selection rather than a single run. The proposed algorithm is well-suited for this task. When feature selection is followed by neural modelling using Radial Basis Function networks, the feature subsets selected by the new algorithm yield results as good as those using the full feature set.
The use of Probabilistic Neural Networks makes the feature subset evaluation computationally efficient, without sacrificing the use of non-linear modelling. This makes the algorithm particularly appropriate for feature selection where neural networks are to be applied -particularly radial basis function networks, which have a similar structure.
