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Abstract We prove nonlinear small-gain theorems for input-to-state stability of
infinite heterogeneous networks, consisting of input-to-stable subsystems of possi-
bly infinite dimension. Furthermore, we prove small-gain results for the uniform
global stability of infinite networks. Our results extend available theorems for finite
networks of finite- or infinite-dimensional systems. These results are shown either
under the so-called monotone limit property or under the monotone bounded in-
vertibility property, which is equivalent to a uniform small-gain condition. We show
that for finite networks of nonlinear systems these properties are equivalent to the
so-called strong small-gain condition of the gain operator, and for infinite networks
with linear gain operator they correspond to the condition that the spectral radius
of the gain operator is less than one. We provide efficient criteria for input-to-state
stability of infinite networks with linear gains, governed by linear and homogeneous
gain operators, respectively.
Keywords small-gain theorem · input-to-state stability · infinite-dimensional
systems · nonlinear control systems · positive systems
1 Introduction
We are living in a hyperconnected world, where the size of networks and the number
of connections between their components are rapidly growing. Emerging technolo-
gies such as the Internet of Things, Cloud Computing, 5G communication, and so
on make this trend even more distinct. Such complex networked systems include
smart grids, connected vehicles, swarm robotics, and smart cities in which the par-
ticipating agents may be plugged in and out from the network at any time.
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The unknown and possibly time-varying size of such networks poses new challenges
for stability analysis and control design. One of the promising approaches to this
problem is to overapproximate the network by an infinite network, and perform the
stability analysis and control for this infinite overapproximation [10,24,11]. This
approach has received significant research attention during the last two decades. In
particular, a large body of literature is devoted to spatially invariant systems and/or
linear systems consisting of an infinite number of components, interconnected with
each other by means of the same pattern, see [4,5,7,10], etc.
A compelling progress in the infinite-dimensional input-to-state stability (ISS) the-
ory within the last years [13,20,21,27,29,37,50,52] (see [36] for a recent survey
on this topic) allows to radically extend the available toolbox for the analysis and
control of infinite networks to allow for infinite networks composed of nonlinear
infinite-dimensional systems of different nature, which are not necessarily spatially
invariant.
ISS theory has been initiated in [46], and has quickly become one of the pillars of
nonlinear control theory, including robust stabilization, nonlinear observer design
and analysis of large-scale networks, see [33,2,47]. The ISS small-gain approach is
especially fruitful for the analysis of coupled systems. In this method, the influence
of any subsystem on other subsystems of a network is characterized by so-called
gain functions. The gain operator constructed from these functions characterizes the
interconnection structure of the network. The small-gain theorems for couplings of
n ∈ N input-to-state stable systems of ordinary differential equations (ODEs) [23,
22,18,16] state that if the gains are small enough (i.e., the gain operator satisfies
the small-gain condition), the network is stable.
Within the infinite-dimensional ISS theory, generalizations of these results to cou-
plings of n infinite-dimensional systems have been proposed in [6,13,34,35,51]. We
refer to [34] for more details and references on small-gain results for finite cou-
plings. For the case of trajectory-based ISS small-gain theorems for finite networks,
the main difficulties in going from finite to infinite dimensions stem from the fact
that the characterizations of ISS developed for ODE systems in [49] are no more
valid for infinite-dimensional systems, and more general characterizations shown in
[37] have to be used, which is a major challenge requiring wide-reaching changes in
the proof of the small-gain result. This challenge has been resolved in [34].
Small-gain theorems for finite networks have been applied to the stability analysis
of coupled parabolic-hyperbolic PDEs in [28]. Small-gain based boundary feedback
design for global exponential stabilization of 1-D semilinear parabolic PDEs has
been proposed in [30].
On the other hand, recently a number of works appeared, devoted to stability and
control of nonlinear infinite networks of ordinary differential equations, which are
not necessarily spatially invariant, see e.g. [14,15,31,40].
Small-gain analysis of infinite networks is especially challenging since the gain op-
erator, collecting the information about the internal gains, acts on an infinite-
dimensional space, in contrast to couplings of N ∈ N systems of arbitrary nature.
This calls for a careful choice of the infinite-dimensional state space of the over-
all network, and motivates the use of the theory of positive operators on ordered
Banach spaces for the small-gain analysis.
In [15], it is shown that a countably infinite network of continuous-time input-to-
state stable systems is ISS, provided that the gain functions capturing the influence
of subsystems on each other are all less than identity, which is a very conservative
condition. In [14], it was shown that classic max-form strong small-gain conditions
developed for finite networks in [16] do not ensure stability of infinite networks,
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even for linear ones. To address this issue, more restrictive robust strong small-gain
conditions are developed in [14], but still the main results in [14] have been shown
under a quite strong restriction that there is a linear path of strict decay for the
gain operator, which makes the result not fully nonlinear.
In contrast, for networks consisting of exponentially ISS systems, possessing expo-
nential ISS Lyapunov functions with linear gains, it was shown in [31] that if the
spectral radius of the gain operator is less than one, then the whole network is
exponentially ISS and there is a coercive exponential ISS Lyapunov function for the
whole network. This result is tight and provides a complete generalization of [12,
Prop. 3.3] from finite to infinite networks. The small-gain theorem from [31] has
been extended in [40] to ISS with respect to closed sets, and applied to the stability
analysis of infinite time-variant networks, to consensus in infinite-agent systems, as
well as to the design of distributed observers for infinite networks.
1.1 Contribution
In this work, we provide nonlinear ISS small-gain theorems for continuous-time in-
finite networks, whose components may be infinite-dimensional systems of different
types. We do not impose any linearity and/or contractivity assumption for the gains,
which makes the result truly nonlinear. Moreover, we do not restrict ourselves to cou-
plings of ODE systems, but instead develop a framework, which allows for couplings
of heterogeneous infinite-dimensional systems, which is important in the context of
ODE-PDE, delay-PDE and PDE-PDE cascades. We derive our small-gain theorems
for uniform global stability (UGS) and ISS properties in the trajectory formulation,
in contrast to the papers [14,15,31,40], where small-gain theorems in the Lyapunov
formulation have been shown.
We start by introducing a general class of infinite-dimensional control systems,
which includes many classes of evolution PDEs, time-delay systems, ODEs, infinite
switched systems, etc. Next we introduce the concept of infinite interconnections
for systems of this class, extending the framework developed in [25,34].
In Theorems 1 and 3, we show the small-gain theorems for uniform global stabil-
ity of infinite networks, provided the gain operator satisfies the monotone bounded
invertibility property, which is equivalent for finite networks (see Proposition 14)
to the strong small-gain condition, employed for the small-gain analysis of finite
networks in [18, Thm. 8] and [34]. The proof of this result is based on the proof of
the corresponding result for finite networks, see [18, Thm. 8].
In Theorems 2 and 4, we show the ISS small-gain theorems for infinite networks
in semimaximum and summation formulation, which state that an infinite network
consisting of ISS systems is ISS provided that the discrete-time system induced by
the gain operator has the so-called monotone limit property. This property concerns
the input-to-state behavior of the discrete-time control system x(k+1) ≤ Γ (x(k))+
u(k) defined via the gain operator Γ on the positive cone of the gain space. This
property is implied by ISS of this system for monotonically decreasing solutions and
in turn implies the monotone bounded invertibility property.
The proof of the ISS small-gain theorem consists of three steps: first we show the
UGS property by invoking the UGS small-gain theorem. Next we show the uniform
asymptotic gain property on bounded sets (bUAG property), and finally we use the
equivalence between UGS ∧ bUAG and ISS, which is a special case of stronger char-
acterizations of the ISS property derived in [37]. This proof strategy was employed
in [34] to show the ISS small-gain theorem for finite networks. However, there are
important differences, which are due to the fact that the trajectories of an infinite
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number of subsystems do not necessarily have a uniform speed of convergence. This
resulted also in a strengthening of the employed small-gain condition.
In Section 6, we analyze the monotone bounded invertibility (MBI) and monotone
limit (MLIM) properties, which we employ for the small-gain analysis of infinite
networks of ISS systems. In Section 6.1, we characterize the MBI property in terms
of the uniform small-gain condition, which is a uniform version of the classical
small-gain condition Γ (x) 6≥ x for all x ≥ 0.
In Section 6.2, we relate the uniform small-gain condition to the strong and robust
strong small-gain conditions, which have already been exploited in the small-gain
analysis of finite [18,16] and infinite [14] networks. In Section 6.3, we show that the
uniform and strong small-gain conditions as well as the MBI and MLIM properties
are equivalent for finite-dimensional nonlinear systems. In Proposition 15, we show
that for linear infinite-dimensional systems with a generating and normal cone the
MBI, MLIM and the uniform small-gain condition all are equivalent to the spectral
small-gain condition (the spectral radius of the gain operator is less than one).
Finally, in Proposition 16 we derive a characterization of eISS for discrete-time sys-
tems with homogeneous operators. Propositions 15 and 16 are useful, in particular,
to obtain efficient small-gain theorems for infinite networks with linear gains, see
Corollaries 1, 2.
2 Preliminaries
Notation We write R for the real numbers, Z for the integers and N for natural
numbers 1, 2, . . .. R+ and Z+ denote the sets of nonnegative reals and integers,
respectively.
We use the following classes of comparison functions:
K := {γ : R+ → R+ : γ is continuous and strictly increasing, γ(0) = 0}
K∞ := {γ ∈ K : γ is unbounded}
L :=
{
γ : R+ → R+ : γ is continuous and strictly decreasing with lim
t→∞
γ(t) = 0
}
KL := {β : R2+ → R+ : β is continuous and
β(·, t) ∈ K, ∀t ≥ 0, β(r, ·) ∈ L, ∀r > 0}.
For a normed linear space (W, ‖ · ‖W ) and any r > 0, we write Br,W := {w ∈ W :
‖w‖W < r} (the open ball of radius r around 0 in W ). By Br,W we denote the
corresponding closed ball. If the space W is clear from the context, we simply write
Br and Br, respectively. For any nonempty set S ⊂ W and any x ∈ W , we denote
the distance from x to S by dist(x, S) := infy∈S ‖x− y‖W .
For a set U , we let UR+ denote the space of all maps from R+ to U . By ‖w‖[0,t]
we denote the sup-norm of a bounded function w : [0, t] → W , i.e., ‖w‖[0,t] =
sups∈[0,t] ‖w(s)‖W . Given a nonempty index set I, we write ℓ∞(I) for the Banach
space of all functions x : I → R with ‖x‖ℓ∞(I) := supi∈I |x(i)| < ∞. Moreover,
ℓ∞(I)
+ := {x ∈ ℓ∞(I) : x(i) ≥ 0 for all i ∈ I}. For the vector in ℓ∞(I)
+ whose
components are all equal to 1 we write 1. If I = N, we simply write ℓ∞ and ℓ
+
∞,
respectively. By ei, i ∈ I, we denote the i-th unit vector in ℓ∞(I).
Throughout the paper, all considered vector spaces are vector spaces over R.
Ordered vector spaces and positive operators In the following, X always denotes a
real vector space. For two sets A,B ⊂ X , we write A+B = {a+ b : a ∈ A, b ∈ B},
−A = {−a : a ∈ A}, and R+ ·A = {r · a : a ∈ A, r ∈ R+}.
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Recall that a partial order on a set X is a relation on X which is reflexive, transitive
and antisymmetric. A subsetX+ ⊂ X is called a (positive) cone inX if the following
conditions hold:
(i) X+ ∩ (−X+) = {0}.
(ii) R+ ·X
+ ⊂ X+.
(iii) X+ +X+ ⊂ X+.
A cone X+ introduces a partial order “≤” on X via
x ≤ y :⇔ y − x ∈ X+.
The pair (X,X+) is also called an ordered vector space. If X is a Banach space and
the cone X+ is closed, we call (X,X+) an ordered Banach space. In this case, the
cone X+ is called generating if X++(−X+) = X . Clearly, a cone X+ is generating
if and only if X+ spans X . If the cone X+ in an ordered Banach space is generating,
then by [1, Thm. 2.37] there exists a constant M > 0 such that every x ∈ X can be
decomposed as
x = y − z where y, z ≥ 0 and ‖y‖X , ‖z‖X ≤M‖x‖X . (1)
The norm in X is called
– semimonotone if there exists δ > 0 so that for any x1, x2 ∈ X with 0 ≤ x1 ≤ x2
it holds that ‖x1‖X ≤ δ‖x2‖X .
– monotone if for any x1, x2 ∈ X with 0 ≤ x1 ≤ x2 it holds that ‖x1‖X ≤ ‖x2‖X .
If the norm in (X,X+) is semimonotone, the cone X+ is called normal. In this case,
one can always find an equivalent norm which is monotone [1, Thm. 2.38].
Let (X,X+) and (Y, Y +) be ordered vector spaces. We say that a map f : X+ →
Y + is a (nonlinear) monotone operator if x1 ≤ x2 implies f(x1) ≤ f(x2) for all
x1, x2 ∈ X
+.
3 Control systems and their properties
In this paper, we work with the following definition of a control system (which
provides all the features that are necessary for a global stability analysis).
Definition 1 Consider a triple Σ = (X,U , φ) consisting of the following:
(i) A normed vector space (X, ‖ · ‖X), called the state space.
(ii) A vector space U of input values and a normed vector space of inputs (U , ‖ ·‖U ),
where U is a linear subspace of UR+ . We assume that the following two axioms
hold:
– The axiom of shift invariance: for all u ∈ U and all τ ≥ 0, the time-shifted
function u(·+ τ) belongs to U with ‖u‖U ≥ ‖u(·+ τ)‖U .
– The axiom of concatenation: for all u1, u2 ∈ U and for all t > 0 the concate-
nation of u1 and u2 at time t, defined by
u1 ♦
t
u2(τ) :=
{
u1(τ) if τ ∈ [0, t],
u2(τ − t) otherwise
belongs to U .
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(iii) A map φ : Dφ → X , Dφ ⊆ R+ × X × U , called transition map, so that for
all (x, u) ∈ X × U it holds that Dφ ∩ (R+ × {(x, u)}) = [0, tm) × {(x, u)}, for
a certain tm = tm(x, u) ∈ (0,+∞]. The corresponding interval [0, tm) is called
the maximal domain of definition of the mapping t 7→ φ(t, x, u), which we call
a trajectory of the system.
The triple Σ is called a (control) system if it satisfies the following axioms:
(Σ1) The identity property: for all (x, u) ∈ X × U , it holds that φ(0, x, u) = x.
(Σ2) Causality: for all (t, x, u) ∈ Dφ and u˜ ∈ U such that u(s) = u˜(s) for all s ∈ [0, t],
it holds that [0, t]× {(x, u˜)} ⊂ Dφ and φ(t, x, u) = φ(t, x, u˜).
(Σ3) Continuity: for each (x, u) ∈ X × U , the trajectory t 7→ φ(t, x, u) is continuous
on its maximal domain of definition.
(Σ4) The cocycle property: for all x ∈ X , u ∈ U and t, h ≥ 0 so that [0, t + h] ×
{(x, u)} ⊂ Dφ, we have φ(h, φ(t, x, u), u(t+ ·)) = φ(t+ h, x, u).
This class of systems encompasses control systems generated by ordinary differential
equations, switched systems, time-delay systems, many classes of partial differential
equations, important classes of boundary control systems and many other systems.
Definition 2 We say that a control system Σ = (X,U , φ) is forward complete if
Dφ = R+ ×X × U , i.e., φ(t, x, u) is defined for all (t, x, u) ∈ R+ ×X × U .
An important property of ordinary differential equations with Lipschitz continuous
right-hand sides is the possibility of extending a solution, which is bounded on a
time interval [0, t), to a larger time interval [0, t+ε). Evolution equations in Banach
spaces with bounded control operators and Lipschitz continuous right-hand sides
have similar properties [9, Thm. 4.3.4]; the same holds for many other classes of
systems [26, Ch. 1]. The next property, adopted from [26, Def. 1.4], formalizes this
behavior for general control systems.
Definition 3 We say that a system Σ satisfies the boundedness-implies-
continuation (BIC) property if for each (x, u) ∈ X × U such that the maximal
existence time tm = tm(x, u) is finite, for any given M > 0 there exists t ∈ [0, tm)
with ‖φ(t, x, u)‖X > M .
3.1 Stability properties of control systems
Next we introduce the input-to-state stability property, which unifies the classical
asymptotic stability concept with the input-output stability notion, and is one of
the cornerstones of nonlinear control theory [32,47].
Definition 4 A system Σ = (X,U , φ) is called (uniformly) input-to-state stable
(ISS) if there exist β ∈ KL and γ ∈ K∞ such that for all (t, x, u) ∈ Dφ the
following inequality holds:
‖φ(t, x, u)‖X ≤ β(‖x‖X , t) + γ(‖u‖U).
Two properties, implied by ISS, will be important in the sequel:
Definition 5 A system Σ = (X,U , φ) is called uniformly globally stable (UGS)
if there exist σ ∈ K∞ and γ ∈ K∞ such that for all (t, x, u) ∈ Dφ the following
inequality holds:
‖φ(t, x, u)‖X ≤ σ(‖x‖X) + γ(‖u‖U).
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Definition 6 A forward complete system Σ = (X,U , φ) has the bounded input
uniform asymptotic gain (bUAG) property if there exists a γ ∈ K∞ such that for
all ε, r > 0 there is a time τ = τ(ε, r) ≥ 0 such that for all u ∈ Br,U and x ∈ Br,X
the following implication holds:
t ≥ τ ⇒ ‖φ(t, x, u)‖X ≤ ε+ γ(‖u‖U).
The UGS and bUAG properties are extensions of global Lyapunov stability and
uniform global attractivity to systems with inputs.
The following lemma provides a useful criterion for the input-to-state stability in
terms of global stability and bUAG property (see [34, Lem. 3.7]). It is a special case
of stronger ISS characterizations shown in [37] and [34, Sec. 6].
Lemma 1 Let Σ = (X,U , φ) be a control system with the BIC property. If Σ is
UGS and has the bUAG property, then Σ is forward complete and ISS.
3.2 Infinite interconnections
In this subsection, we introduce (feedback) interconnections of an arbitrary number
of control systems, indexed by some nonempty set I. For each i ∈ I, let (Xi, ‖ · ‖Xi)
be a normed vector space which will serve as the state space of a control system
Σi. Before we can specify the space of inputs for Σi, we first have to construct
the overall state space. In the following, we use the sequence notation (xi)i∈I for
functions with domain I. The overall state space is then defined as
X :=
{
(xi)i∈I : xi ∈ Xi, ∀i ∈ I and sup
i∈I
‖xi‖Xi <∞
}
and becomes a normed vector space with the norm
‖x‖X := sup
i∈I
‖xi‖Xi .
Proposition 1 Assume that all of the spaces (Xi, ‖ ·‖Xi) are Banach spaces. Then
also (X, ‖ · ‖X) is a Banach space.
Proof Let (xn)n∈N be a Cauchy sequence in (X, ‖ · ‖X). Then, for every ε > 0,
there exists N ∈ N so that for all n,m ≥ N and i ∈ I we have ‖xni − x
m
i ‖Xi ≤ ε.
In particular, (xni )n∈N is Cauchy in (Xi, ‖ · ‖Xi). Let xi ∈ Xi be its limit and put
x := (xi)i∈I . We have
sup
i∈I
‖xi‖Xi ≤ sup
i∈I
(
‖xi − x
N
i ‖Xi + ‖x
N
i ‖Xi
)
≤ ε+ ‖xN‖X <∞
implying x ∈ X , and xn converges to x. ⊓⊔
We also define for each i ∈ I the normed vector space X 6=i by the same construction
as above, but for the restricted index set I \ {i}. Then X 6=i can be identified with
the closed linear subspace {(xj)j∈I ∈ X : xi = 0} of X .
Now consider for each i ∈ I a control system of the form
Σi = (Xi,PCb(R+, X 6=i)× U , φ¯i),
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where PCb(R+, X 6=i) is the space of all globally bounded piecewise continuous func-
tions w : R+ → X 6=i, with the norm ‖w‖∞ = supt≥0 ‖w(t)‖X6=i . The norm on
PCb(R+, X 6=i)× U is defined by
‖(w, u)‖PCb(R+,X6=i)×U := max {‖w‖∞, ‖u‖U} . (2)
Here we assume that U ⊂ UR+ for some vector space U , and U satisfies the axioms of
shift invariance and concatenation. Then, by the definition of PCb(R+, X 6=i) and the
norm (2), these axioms are also satisfied for the product space PCb(R+, X 6=i)× U .
Definition 7 Given the control systems Σi (i ∈ I) as above, we call a control
system of the form Σ = (X,U , φ) a (feedback) interconnection of the systems Σi if
the following holds:
(i) The components φi of the transition map φ : Dφ → X satisfy
φi(t, x, u) = φ¯i(t, xi, (φ6=i, u)) for all (t, x, u) ∈ Dφ,
where φ6=i(·) = (φj(·, x, u))j∈I\{i} for all i ∈ I.
1
(ii) Σ has the BIC property.
We then call X 6=i the space of internal input values, PCb(R+, X 6=i) the space of
internal inputs, and U the space of external inputs of the system Σi. Moreover, we
call Σi the i-th subsystem of Σ.
The stability properties introduced previously are defined in terms of the norms of
the whole input, and this is not suitable for the consideration of coupled systems, as
we are interested not only in the collective influence of all inputs on a subsystem, but
in the influence of particular subsystems on a given subsystem. The next definition
provides the needed flexibility.
Definition 8 Given the spaces (Xj , ‖ · ‖Xj ), j ∈ I, and the system Σi for a fixed
i ∈ I, we say that Σi is input-to-state stable (ISS) (in semimaximum formulation)
if Σi if forward complete and there are γij , γj ∈ K ∪ {0} for all j ∈ I, and βi ∈ KL
such that for all initial states xi ∈ Xi, all internal inputs w6=i = (wj)j∈I\{i} ∈
PCb(R+, X 6=i), all external inputs u ∈ U and t ≥ 0:
‖φ¯i(t, xi, (w6=i, u))‖Xi ≤ βi(‖xi‖Xi , t) + sup
j∈I
γij(‖wj‖[0,t]) + γi(‖u‖U).
Here we assume that the functions γij satisfy supj∈I γij(r) < ∞ for every r ≥ 0
(implying that the sum on the rhs is finite) and γii = 0.
The functions γij and γi in this definition are called (nonlinear) gains. For notational
simplicity, we allow the case γij = 0 for j 6= i.
Assuming that all systems Σi, i ∈ I, are ISS in semimaximum formulation, we can
define a nonlinear monotone operator Γ⊗ : ℓ∞(I)
+ → ℓ∞(I)
+ from the gains γij as
follows:
Γ⊗(s) :=
(
sup
j∈I
γij(sj)
)
i∈I
, s = (si)i∈I ∈ ℓ∞(I)
+. (3)
In general, Γ⊗ is not well-defined. It is easy to see that the following assumption is
equivalent to Γ⊗ being well-defined.
1 By the causality axiom, we can assume that φ 6=i is globally bounded, since φ¯i(t, xi, (φ 6=i, u))
does not depend on the values φ 6=i(s) with s > t, and on the compact interval [0, t], φ 6=i is bounded
because it is continuous.
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Assumption 9 For every r > 0, we have
sup
i,j∈I
γij(r) <∞.
Lemma 2 Assumption 9 is equivalent to the existence of ζ ∈ K∞ and a ≥ 0 such
that supi,j∈I γij(r) ≤ a+ ζ(r) for all r ≥ 0.
Proof Obviously, the implication “⇐” holds. Conversely, define ξ : R+ → R+ by
ξ(r) := sup
i,j∈I
γij(r).
As a supremum of continuous increasing functions, ξ is lower semicontinuous and
nondecreasing on its domain of definition. As ξ(r) is finite for every r ≥ 0 by
assumption, define
ξ˜(r) :=
{
0 if r = 0,
ξ(r) − a if r > 0,
where a := limr→+0 ξ(r) ≥ 0 (the limit exists as ξ is nondecreasing). By construc-
tion, ξ˜ is nondecreasing, continuous at 0 and satisfies ξ˜(0) = 0. Hence, ξ˜ can be
upper bounded by a certain ζ ∈ K∞ (this follows from a more general result in [38,
Prop. 9]). Overall, supi,j∈I γij(r) ≤ a+ ζ(r) for all r ≥ 0. ⊓⊔
Also observe that Γ⊗, if well-defined, is a monotone operator:
s1 ≤ s2 ⇒ Γ⊗(s
1) ≤ Γ⊗(s
2) for all s1, s2 ∈ ℓ∞(I)
+.
Remark 1 If all gains γij are linear, then Γ⊗ satisfies the following two properties:
– Γ⊗ is a homogeneous operator of degree one, i.e., Γ⊗(as) = aΓ⊗(s) for all a ≥ 0
and s ∈ ℓ∞(I)
+.
– Γ⊗ is subadditive, i.e., Γ⊗(s
1 + s2) ≤ Γ⊗(s
1) + Γ⊗(s
2) for all s1, s2 ∈ ℓ∞(I)
+.
Finally, we provide a criterion for continuity of Γ⊗ (this criterion with a slightly
different statement can already be found in [14, Lem. 2.1], however, without proof).
Proposition 2 Assume that the family {γij}(i,j)∈I2 is pointwise equicontinuous,
i.e., for every r ∈ R+ and ε > 0 there exists δ > 0 such that |γij(r) − γij(s)| ≤ ε
whenever (i, j) ∈ I2 and |r − s| ≤ δ. Then Γ⊗ is well-defined and continuous.
Proof First we show that Γ⊗ is well-defined. Fixing some r > 0, the family
{γij}(i,j)∈I2 is uniformly equicontinuous on the compact interval [0, r], which follows
by a compactness argument. Hence, we can find δ > 0 so that |s1 − s2| ≤ δ with
s1, s2 ∈ [0, r] implies |γij(s1) − γij(s2)| ≤ 1 for all i, j. We can assume that δ is of
the form r/n for an integer n. Then
γij(r) =
n−1∑
k=0
[
γij
(k + 1
n
r
)
− γij
(k
n
r
)]
≤ n <∞
for all (i, j) ∈ I2. Hence, Γ⊗ is well-defined.
Now we prove continuity. Choose any ε > 0, fix some s0 ∈ ℓ∞(I)
+ and let s ∈
ℓ∞(I)
+ so that ‖s− s0‖ℓ∞(I) ≤ δ for some δ > 0 to be determined. By the required
equicontinuity, we can choose δ small enough so that |γij(s
0
j ) − γij(sj)| ≤ ε for all
(i, j) as |s0j − sj | ≤ ‖s
0 − s‖ℓ∞(I) ≤ δ. This also implies
‖Γ⊗(s
0)− Γ⊗(s)‖ℓ∞(I) = sup
i∈I
∣∣∣sup
j∈I
γij(s
0
j)− sup
j∈I
γij(sj)
∣∣∣ ≤ ε.
⊓⊔
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Another formulation of ISS for the systems Σi is as follows. In this formulation, we
need to assume that I is countable.
Definition 10 Assume that I is a nonempty countable set. Given the spaces (Xj , ‖·
‖Xj ), j ∈ I, and the system Σi for a fixed i ∈ I, we say that Σi is input-to-state
stable (ISS) (in summation formulation) if Σi is forward complete and there are
γij , γj ∈ K ∪ {0} for all j ∈ I, and βi ∈ KL such that for all initial states xi ∈ Xi,
all internal inputs w6=i = (wj)j∈I\{i} ∈ PCb(R+, X 6=i), all external inputs u ∈ U
and t ≥ 0:
‖φ¯i(t, xi, (w6=i, u))‖Xi ≤ βi(‖xi‖Xi , t) +
∑
j∈I
γij(‖wj‖[0,t]) + γi(‖u‖U).
Here we assume that the functions γij are such that
∑
j∈I γij(r) < ∞ for every
r ≥ 0 (implying that the sum on the rhs is finite) and γii = 0.
Assuming that all systems Σi, i ∈ I, are ISS, we can define a nonlinear monotone
operator Γ⊞ : ℓ∞(I)
+ → ℓ∞(I)
+ from the gains γij as follows:
Γ⊞(s) :=
(∑
j∈I
γij(sj)
)
i∈I
, s = (si)i∈I ∈ ℓ∞(I)
+.
Again, Γ⊞ might not be well-defined, hence we need to make an appropriate as-
sumption.
Assumption 11 For every r > 0, we have
sup
i∈I
∑
j∈I
γij(r) <∞.
Remark 2 Assume that all the gains γij , (i, j) ∈ I
2, are linear functions. Then the
gain operator Γ⊞ can be regarded as a linear operator on ℓ∞(I) and Assumption
11 is equivalent to
‖Γ⊞‖∞,∞ <∞,
that is, to Γ⊞ being a bounded linear operator on ℓ∞(I).
Proposition 3 Assume that the operator Γ⊞ is well-defined. A sufficient criterion
for continuity of Γ⊞ is that each γij is a C
1-function and
sup
i∈I
∑
j∈I
sup
0<s≤r
γ′ij(s) <∞ for all r > 0.
Proof Fix s0 = (s0j)j∈I ∈ ℓ∞(I)
+ and ε > 0. Let s ∈ ℓ∞(I)
+ with ‖s− s0‖ℓ∞(I) =
supi∈I |si − s
0
i | ≤ δ for some δ > 0, to be determined later. Then
‖Γ⊞(s
0)− Γ⊞(s)‖ℓ∞(I) = sup
i∈I
∣∣∣∑
j∈I
(γij(s
0
j)− γij(sj))
∣∣∣.
Using the assumption that each γij is a C
1-function and writing s0max := ‖s
0‖ℓ∞(I),
we can estimate this by
‖Γ⊞(s)− Γ⊞(s
0)‖ℓ∞(I) ≤ sup
i∈I
∑
j∈I
|γij(sj)− γij(s
0
j)|
≤ sup
i∈I
∑
j∈I
sup
r∈[s0
j
−δ,s0
j
+δ]
|γ′ij(r)||sj − s
0
j | ≤ δ sup
i∈I
∑
j∈I
sup
r≤s0max+δ
γ′ij(r).
By assumption, the last supremum is finite, which implies that δ can be chosen
small enough so that the whole expression is smaller than ε. ⊓⊔
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We also need versions of UGS for the systems Σi.
Definition 12 Given the spaces (Xj , ‖ · ‖Xj ), j ∈ I, and the system Σi for a
fixed i ∈ I, we say that Σi is uniformly globally stable (UGS) (in semimaximum
formulation) if Σi is forward complete and there are γij , γj ∈ K ∪ {0} for all j ∈ I,
and σi ∈ K∞ such that for all initial states xi ∈ Xi, all internal inputs w6=i =
(wj)j∈I\{i} ∈ PCb(R+, X 6=i), all external inputs u ∈ U and t ≥ 0:
‖φ¯i(t, xi, (w6=i, u))‖Xi ≤ σi(‖xi‖Xi) + sup
j∈I
γij(‖wj‖[0,t]) + γi(‖u‖U).
Here we assume that the functions γij are such that supj∈I γij(r) < ∞ for every
r ≥ 0 (implying that the sum on the rhs is finite) and γii = 0.
Definition 13 Let I be a countable index set. Given the spaces (Xj , ‖·‖Xj ), j ∈ I,
and the system Σi for a fixed i ∈ I, we say that Σi is uniformly globally stable (UGS)
(in summation formulation) if Σi is forward complete and there are γij , γj ∈ K∪{0}
for all j ∈ I, and σi ∈ K∞ such that for all initial states xi ∈ Xi, all internal inputs
w6=i = (wj)j∈I\{i} ∈ PCb(R+, X 6=i), all external inputs u ∈ U and t ≥ 0:
‖φ¯i(t, xi, (w6=i, u))‖Xi ≤ σi(‖xi‖Xi) +
∑
j∈I
γij(‖wj‖[0,t]) + γi(‖u‖U).
Here we assume that the functions γij are such that
∑
j∈I γij(r) < ∞ for every
r ≥ 0 (implying that the sum on the rhs is finite) and γii = 0.
4 Stability of discrete-time systems
For this section, we generally make the following assumption:
Assumption 14 (X,X+) is an ordered Banach space and X+ is a normal cone.
Let A : X+ → X+ be a nonlinear monotone operator. We consider the system
x(k + 1) ≤ A(x(k)) + u(k), k ∈ Z+, (4)
where u ∈ ℓ∞(Z+, X
+), defined by
ℓ∞(Z+, X
+) := {u = (u(k))k∈Z+ : u(k) ∈ X
+, ‖u‖∞ := sup
k∈Z+
‖u(k)‖X <∞}.
As we will see, for the small-gain analysis of infinite interconnections the properties
of the gain operator and of the discrete-time system (4) induced by the gain opera-
tor, are essential. In this section, we study the stability of system (4) and relate it
to the properties of the monotone operator A.
Definition 15 System (4) has the limit property (LIM) if there is ξ ∈ K∞ such
that for every ε > 0 and u ∈ ℓ∞(Z+, X
+) and any solution x(·) = (x(k))k∈Z+ of (4)
there exists N = N(ε, u, x(·)) ∈ Z+ with
‖x(N)‖X ≤ ε+ ξ(‖u‖∞).
If this property holds for all solutions x(·) of (4) with x(k+1) ≤ x(k) for all k ∈ Z+,
we say that (4) has the monotone limit property (MLIM).
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Remark 3 Let system (4) have the MLIM property with the corresponding ξ ∈ K∞.
Consider any ε > 0, any u ∈ ℓ∞(Z+, X
+), any solution x(·) = (x(k))k∈Z+ of (4) and
the corresponding number N . Then for all n ≥ N it holds that x(n) ≤ x(N), and
by normality of the cone we have for a certain δ > 0 (which depends on (X,X+)
only) that
‖x(n)‖X ≤ δ‖x(N)‖X ≤ δε+ δξ(‖u‖∞) for all n ≥ N.
This property can be called the monotone asymptotic gain property.
Definition 16 Given the ordered Banach space (X,X+), let A : X+ → X+ be
a nonlinear monotone operator. We say that id − A has the monotone bounded
invertibility (MBI) property if there exists ξ ∈ K∞ such that
(id−A)(v) ≤ w ⇒ ‖v‖X ≤ ξ(‖w‖X) for all v, w ∈ X
+.
The following lemma shows that, in order to check the LIM property, it suffices
to consider sequences x(·) which satisfy (4) with equality. As a consequence, this
provides a simple condition for the MLIM property of (4) in terms of stability
properties of “classical” discrete-time systems.
Proposition 4 System (4) has the LIM property if and only if the following holds:
There is ξ ∈ K∞ such that for every ε > 0 and u ∈ ℓ∞(Z+, X
+) and any sequence
x(·) = (x(k))k∈Z+ satisfying
x(0) ∈ X+ and x(k + 1) = A(x(k)) + u(k) for all k ∈ Z+
there exists N = N(ε, u, x(·)) ∈ Z+ with
‖x(N)‖X ≤ ε+ ξ(‖u‖∞).
In particular, if the latter property holds, then system (4) has the MLIM property.
Proof Obviously, it suffices to prove the implication “⇐”. Hence, consider a solution
x(·) = (x(k))k∈Z+ of (4) with x(0) ∈ X
+ for some u ∈ ℓ∞(Z+, X
+). We put
xˆ(0) := x(0) and xˆ(k) := A(xˆ(k − 1)) + u(k − 1) for all k ≥ 1. By Assumption 14,
the cone X+ is normal and thus there is δ > 0 such that 0 ≤ x ≤ y implies
‖x‖X ≤ δ‖y‖X . Also fix ε > 0. Then, by assumption, there exists N ∈ Z+ with
‖xˆ(N)‖X ≤ ε/δ + ξ(‖u‖∞) for some ξ ∈ K∞. We claim that x(k) ≤ xˆ(k) for all
k ∈ Z+, which we prove by induction. It obviously holds for k = 0. Assuming that
x(k) ≤ xˆ(k) for a fixed k, the monotonicity of the operator A implies x(k + 1) ≤
A(x(k)) + u(k) ≤ A(xˆ(k)) + u(k) = xˆ(k + 1), which completes the induction. Now
we can conclude that
‖x(N)‖X ≤ δ‖xˆ(N)‖X ≤ ε+ δξ(‖u‖∞),
which completes the proof, since δξ ∈ K∞. ⊓⊔
Proposition 5 If system (4) has the MLIM property, then the operator id−A has
the MBI property.
Proof Assume that (id − A)(v) ≤ w for some v, w ∈ X+. We write this as v ≤
A(v)+w. Hence, x(·) :≡ v is a constant solution of (4) corresponding to the constant
input sequence u(·) :≡ w. By the MLIM property, there exists ξ ∈ K∞ (independent
of v, w) so that for every ε > 0 there is N with
‖v‖X = ‖x(N)‖X ≤ ε+ ξ(‖u‖∞) = ε+ ξ(‖w‖X).
Since this holds for every ε > 0, we obtain ‖v‖X ≤ ξ(‖w‖X), which completes the
proof. ⊓⊔
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Whether the MBI property is strictly weaker than the MLIM property, or whether
they are equivalent, is an open problem. Next we show their equivalence for the
important special case of compact nonlinear operators on ℓ∞(I). Later, in Propo-
sitions 15 and 17 we show equivalence of MBI and MLIM properties for linear
operators and for the gain operator Γ⊗ with linear gains, defined on ℓ∞(I).
Proposition 6 Let (X,X+) = (ℓ∞(I), ℓ∞(I)
+) for some index set I and assume
that A is a nonlinear continuous and compact operator (i.e., it maps bounded sets
onto precompact sets). Then the following statements are equivalent:
(i) System (4) satisfies the MLIM property.
(ii) The operator id−A satisfies the MBI property.
Proof In view of Proposition 5, it suffices to prove the implication “(ii) ⇒ (i)”.
Hence, consider a fixed u and a monotonically decreasing sequence x(·) in X+ such
that
x(k + 1) ≤ A(x(k)) + u(k) for all k ∈ Z+.
Note that this implies
x(k + 1) ≤ A(x(k)) + w with w :=
(
sup
k∈Z+
‖u(k)‖X
)
1 = ‖u‖∞1.
As A is monotone and compact, the operator A˜(x) := A(x) + w, A˜ : X+ → X+, is
monotone and compact as well. Moreover,
x(k + 1) ≤ A˜(x(k)) for all k ∈ Z+. (5)
Now consider the sequence y(k) := A˜(x(k)), k ∈ Z+. As (x(k))k∈Z+ is a monotone
sequence and the cone X+ is normal, it is a bounded sequence. Hence, by com-
pactness of A˜, the sequence (y(k))k∈Z+ has a limit point, say y(kn)→ y∗ for some
increasing subsequence (kn)n∈N and some y∗ ∈ X
+. Since (x(k))k∈Z+ is a monotone
sequence and A˜ is a monotone operator, also (y(k))k∈Z+ is a monotone sequence.
Hence, for every k we find n such that y(kn) ≤ y(k) ≤ y(kn+1). By definition of the
norm in ℓ∞(I), this implies that y(k) converges to y∗. Applying A˜ on both sides of
(5) yields
y(k + 1) ≤ A˜(y(k)) for all k ∈ Z+.
Taking the limit for k → ∞ and using continuity of A results in y∗ ≤ A˜(y∗) =
A(y∗) + w. Since this can be written as (id − A)(y∗) ≤ w, the MBI property of
id−A gives
‖y∗‖ℓ∞(I) ≤ ξ(‖w‖ℓ∞(I)) = ξ(‖u‖∞).
As X+ is a normal cone, there is δ > 0 such that for all ε > 0 there is k > 0 large
enough, for which
‖x(k + 1)‖ℓ∞(I) ≤ δ‖A˜(x(k))‖ℓ∞(I) ≤ ε+ δξ(‖u‖∞),
which completes the proof. ⊓⊔
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5 Small-gain theorems
5.1 Small-gain theorems in semimaximum formulation
In this subsection, we prove small-gain theorems for UGS and ISS, both in semi-
maximum formulation. We start with UGS.
Theorem 1 (UGS small-gain theorem in semimaximum formulation) Let
I be an arbitrary nonempty index set, (Xi, ‖ · ‖Xi), i ∈ I, normed spaces and
Σi = (Xi,PCb(R+, X 6=i) × U , φ¯i) forward complete control systems. Assume that
the interconnection Σ = (X,U , φ) of the systems Σi is well-defined. Furthermore,
let the following assumptions be satisfied:
(i) Each system Σi is UGS in the sense of Definition 12 with σi ∈ K and nonlinear
gains γij , γi ∈ K ∪ {0}.
(ii) There exist σmax ∈ K∞ and γmax ∈ K∞ so that σi ≤ σmax and γi ≤ γmax,
pointwise for all i ∈ I.
(iii) Assumption 9 is satisfied for the operator Γ⊗ defined via the gains γij from (i)
and id− Γ⊗ has the MBI property.
Then Σ is forward complete and UGS.
Proof Fix (t, x, u) ∈ Dφ and observe that
‖φ(t, x, u)‖X = sup
i∈I
‖φi(t, x, u)‖Xi = sup
i∈I
‖φ¯i(t, xi, (φ6=i, u))‖Xi .
Abbreviating φ¯j(·) = φ¯j(·, xj , (φ6=j , u)) and using assumption (i), we can estimate
sup
s∈[0,t]
‖φ¯i(s, xi, (φ6=i, u))‖Xi ≤ σi(‖xi‖Xi) + sup
j∈I
γij(‖φ¯j‖[0,t]) + γi(‖u‖U). (6)
From the inequalities (using continuity of s 7→ φ(s, x, u))
0 ≤ sup
s∈[0,t]
‖φ¯i(s, xi, (φ6=i, u))‖Xi ≤ sup
s∈[0,t]
‖φ(s, x, u)‖X <∞ for all i ∈ I.
it follows that
~φmax(t) :=
(
sup
s∈[0,t]
‖φ¯i(s, xi, (φ6=i, u))‖Xi
)
i∈I
∈ ℓ∞(I)
+.
From Assumption (ii) it follows that also the vectors ~σ(x) := (σi(‖xi‖Xi))i∈I and
~γ(u) := (γi(‖u‖U))i∈I are contained in ℓ∞(I)
+. Hence, we can write the inequalities
(6) in vectorized form as
(id− Γ⊗)(~φmax(t)) ≤ ~σ(x) + ~γ(u).
By Assumption (iii), this yields for some ξ ∈ K∞, independent of x, u:
‖~φmax(t)‖ℓ∞(I) ≤ ξ(‖~σ(x) + ~γ(u)‖ℓ∞(I)) ≤ ξ(‖~σ(x)‖ℓ∞(I) + ‖~γ(u)‖ℓ∞(I)).
Since ξ(a+ b) ≤ max{ξ(2a), ξ(2b)} ≤ ξ(2a) + ξ(2b) for all a, b ≥ 0, this implies
‖~φmax(t)‖ℓ∞(I) ≤ ξ(2‖~σ(x)‖ℓ∞(I)) + ξ(2‖~γ(u)‖ℓ∞(I))
≤ ξ(2σmax(‖x‖X)) + ξ(2γmax(‖u‖U)),
and we conclude that
‖φ(t, x, u)‖X ≤ ‖~φmax(t)‖ℓ∞(I) ≤ ξ(2σmax(‖x‖X)) + ξ(2γmax(‖u‖U)),
which is a UGS estimate with σ(r) := ξ(2σmax(r)), γ(r) := ξ(2γmax(r)) for Σ for
all (t, x, u) ∈ Dφ. Since Σ has the BIC property by assumption, it follows that Σ is
forward complete and UGS. ⊓⊔
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Now we are in position to state the ISS small-gain theorem.
Theorem 2 (Nonlinear ISS small-gain theorem in semimaximum formu-
lation) Let I be an arbitrary nonempty index set, (Xi, ‖·‖Xi), i ∈ I, normed spaces
and Σi = (Xi,PCb(R+, X 6=i)×U , φ¯i) forward complete control systems. Assume that
the interconnection Σ = (X,U , φ) of the systems Σi is well-defined. Furthermore,
let the following assumptions be satisfied:
(i) Each system Σi is ISS in the sense of Definition 8 with βi ∈ KL and nonlinear
gains γij , γi ∈ K ∪ {0}.
(ii) There are βmax ∈ KL and γmax ∈ K so that βi ≤ βmax and γi ≤ γmax pointwise
for all i ∈ I.
(iii) Assumption 9 holds and the discrete-time system
w(k + 1) ≤ Γ⊗(w(k)) + v(k), (7)
with w(·), v(·) taking values in ℓ∞(I)
+ has the MLIM property.
Then Σ is ISS.
Proof We show that Σ is UGS and satisfies the bUAG property, which implies ISS
by Lemma 1.
UGS. This follows from Theorem 1. Indeed, the assumptions (i) and (ii) of Theorem
1 are satisfied with σi(r) := βi(r, 0) ∈ K and the gains γij , γi from the ISS estimates
for Σi, i ∈ I. From Proposition 5 and Assumption (iii) of this theorem it follows
that Assumption (iii) of Theorem 1 is satisfied. Hence, Σ is forward complete and
UGS.
bUAG. As Σ is the interconnection of the systems Σi and since Σ is forward
complete, we have φi(t, x, u) = φ¯i(t, xi, (φ6=i, u)) for all (t, x, u) ∈ R+ ×X × U and
i ∈ I, with the notation from Definition 7.
Pick any r > 0, any u ∈ Br,U and x ∈ Br,X . As Σ is UGS, there are σ
UGS, γUGS ∈
K∞ so that
‖φ(t, x, u)‖X ≤ σ
UGS(r) + γUGS(r) =: µ(r) for all t ≥ 0.
In view of the cocycle property, for all i ∈ I and t, τ ≥ 0 we have
φi(t+ τ, x, u) = φ¯i(t+ τ, xi, (φ6=i, u))
= φ¯i(τ, φ¯i(t, xi, (φ6=i, u)), (φ6=i(·+ t), u(·+ t))).
Given ε > 0, choose τ∗ = τ∗(ε, r) ≥ 0 such that βmax(µ(r), τ
∗) ≤ ε. Then
x ∈ Br,X ∧ u ∈ Br,U ∧ τ ≥ τ
∗ ∧ t ≥ 0
⇒ ‖φi(t+ τ, x, u)‖Xi ≤ βi(‖φ¯i(t, xi, (φ6=i, u))‖Xi , τ)
+ sup
j∈I
γij(‖φj‖[t,t+τ ]) + γi(‖u(·+ t)‖U )
≤ βmax(‖φ(t, x, u)‖X , τ
∗) + sup
j∈I
γij(‖φj‖[t,∞)) + γi(‖u‖U)
≤ ε+ sup
j∈I
γij(‖φj‖[t,∞)) + γi(‖u‖U).
(8)
Now pick any k ∈ N and write
B(r, k) := Br,X × {u ∈ U : ‖u‖U ∈ [2
−kr, 2−k+1r]}.
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Then, taking the supremum in the above inequality over all (x, u) ∈ B(r, k), we
obtain for all i ∈ I and all t ≥ 0 that
sup
(x,u)∈B(r,k)
‖φi(t+ τ
∗, x, u)‖Xi ≤ ε+ sup
j∈I
γij
(
sup
(x,u)∈B(r,k)
‖φj‖[t,∞)
)
+ γi(2
−k+1r).
This implies for all t ≥ 0 that
sup
s≥t+τ∗
sup
(x,u)∈B(r,k)
‖φi(s, x, u)‖Xi
≤ ε+ sup
j∈I
γij
(
sup
s≥t
sup
(x,u)∈B(r,k)
‖φj(s, x, u)‖Xj
)
+ γi(2
−k+1r).
Now we define
wi(t, r, k) := sup
s≥t
sup
(x,u)∈B(r,k)
‖φi(s, x, u)‖Xi
and note that wi(t, r, k) ∈ [0, µ(r)] for all i ∈ I and t ≥ 0. With this notation, we
can rewrite the preceding inequality as
wi(t+ τ
∗, r, k) ≤ ε+ sup
j∈I
γij(wi(t, r, k)) + γi(2
−k+1r).
Using vector notation ~w(t, r, k) := (wi(t, r, k))i∈I and ~γ(r) := (γi(r))i∈I , this can
be written as
~w(t+ τ∗, r, k) ≤ Γ⊗(~w(t, r, k)) + ε1+ ~γ(2
−k+1r).
Observe that ~w(t, r, k) ∈ ℓ∞(I)
+, as the entries of the vector are uniformly bounded
by µ(r), and ~w(t2, r, k) ≤ ~w(t1, r, k) for t2 ≥ t1. Hence, ~w(l) := ~w(lτ
∗, r, k), l ∈ Z+,
is a monotone solution of (7) for the constant input v(·) ≡ ε1 + ~γ(2−k+1r). By
assumption (iii) of the theorem, this implies the existence of a time τ˜ = τ˜ (ε, r, k)
and a K∞-function ξ such that
‖~w(τ˜ , r, k)‖ℓ∞(I) ≤ ε+ ξ(‖ε1+ ~γ(2
−k+1r)‖ℓ∞(I))
≤ ε+ ξ(‖ε1‖ℓ∞(I) + ‖~γ(2
−k+1r)‖ℓ∞(I))
≤ ε+ ξ(ε+ γmax(2
−k+1r))
≤ ε+ ξ(2ε) + ξ(2γmax(2
−k+1r)).
By definition, this implies
i ∈ I ∧ (x, u) ∈ B(r, k) ∧ t ≥ τ˜(ε, r, k)
⇒ ‖φi(t, x, u)‖Xi ≤ ε+ ξ(2ε) + ξ(2γmax(2
−k+1r)).
Now define k0 = k0(ε, r) as the minimal k ≥ 1 so that ξ(2γmax(2
1−kr)) ≤ ε and let
τˆ (ε, r) := max{τ˜(ε, r, k) : 1 ≤ k ≤ k0(ε, r)}.
Pick any 0 6= u ∈ Br,U . Then there is k ∈ N with ‖u‖U ∈ (2
−kr, 2−k+1r]. If k ≤ k0
(large input), then for t ≥ τˆ (ε, r) we have
‖φ(t, x, u)‖X ≤ ε+ ξ(2ε) + ξ(γmax(2
−k+1r))
≤ ε+ ξ(2ε) + ξ(2γmax(2‖u‖U)).
(9)
It remains to consider the case when k > k0 (small input). For any q ∈ [0, r], one
can take the supremum in (8) over x ∈ Br,X and u ∈ Bq,U to obtain
sup
(x,u)∈Br,X×Bq,U
‖φi(t+ τ, x, u)‖Xi
≤ ε+ sup
j∈I
γij
(
sup
(x,u)∈Br,X×Bq,U
‖φj‖[t,∞)
)
+ γi(q).
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With zi(t, r, q) := sups≥t sup(x,u)∈Br,X×Bq,U ‖φi(s, x, u)‖Xi , analogous steps as
above lead to the following: for every ε > 0, r > 0 and q ∈ [0, r] there is a time
τ¯ = τ¯ (ε, r, q) such that
(x, u) ∈ Br,X ×Bq,U ∧ t ≥ τ¯ ⇒ ‖φ(t, x, u)‖X ≤ ε+ ξ(2ε) + ξ(2γmax(q)).
In particular, for q0 := 2
−k0(ε,r)+1, we have
(x, u) ∈ Br,X ×Bq0,U ∧ t ≥ τ¯ ⇒ ‖φ(t, x, u)‖X ≤ 2ε+ ξ(2ε), (10)
since ξ(2γmax(q0)) = ξ(2γmax(2
−k0(ε,r)+1)) ≤ ε by definition of k0. Define τ(ε, r) :=
max{τˆ(ε, r), τ¯ (ε, r, q0)}. Combining (9) and (10), we obtain
(x, u) ∈ Br,X ×Br,U ∧ t ≥ τ(ε, r)
⇒ ‖φ(t, x, u)‖X ≤ 2ε+ ξ(2ε) + ξ(2γmax(2‖u‖U)).
As r 7→ ξ(2γmax(2r)) is a K∞-function, we have proved that Σ has the bUAG
property which completes the proof. ⊓⊔
In the special case when all interconnection gains γij are linear, the small-gain
condition in our theorem can be formulated more directly in terms of the gains, as
the following corollary shows.
Corollary 1 (Linear ISS small-gain theorem in semimaximum formula-
tion) Given an interconnection (Σ,U , φ) of systems Σi as in Theorem 2, addition-
ally to the assumptions (i) and (ii) of this theorem, assume that all gains γij are
linear functions (and hence can be identified with nonnegative real numbers), Γ⊗ is
well-defined and the following condition holds:
lim
n→∞
(
sup
j1,...,jn+1∈I
γj1j2 · · · γjnjn+1
)1/n
< 1. (11)
Then Σ is ISS.
Proof We only need to show that Assumption (iii) of Theorem 2 is implied by (11).
The linearity of the gains γij implies that the operator Γ⊗ is homogeneous of degree
one and subadditive, see Remark 1. Then Proposition 16 and Remark 9 together
show that (11) implies that the system
w(k + 1) ≤ Γ⊗(w(k)) + v(k)
is eISS (according to Definition 20), which easily implies the MLIM property for
this system. ⊓⊔
5.2 Small-gain theorems in summation formulation
Now we formulate the small-gain theorems for UGS and ISS in summation formu-
lation.
Theorem 3 (UGS small-gain theorem in summation formulation) Let
I be a countable index set, (Xi, ‖ · ‖Xi), i ∈ I, normed spaces and Σi =
(Xi,PCb(R+, X 6=i) × U , φ¯i) forward complete control systems. Assume that the in-
terconnection Σ = (X,U , φ) of the systems Σi is well-defined. Furthermore, let the
following assumptions be satisfied:
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(i) Each system Σi is UGS in the sense of Definition 13 (summation formulation)
with σi ∈ K and nonlinear gains γij , γi ∈ K ∪ {0}.
(ii) There exist σmax ∈ K∞ and γmax ∈ K∞ so that σi ≤ σmax and γi ≤ γmax,
pointwise for all i ∈ I.
(iii) Assumption 11 is satisfied for the operator Γ⊞ defined via the gains γij from (i)
and id− Γ⊞ has the MBI property.
Then Σ is forward complete and UGS.
Proof The proof is exactly the same as for Theorem 1, with the operator Γ⊞ in
place of Γ⊗. ⊓⊔
Theorem 4 (Nonlinear ISS small-gain theorem in summation formula-
tion) Let I be a countable index set, (Xi, ‖ · ‖Xi), i ∈ I, normed spaces and
Σi = (Xi,PCb(R+, X 6=i) × U , φ¯i) forward complete control systems. Assume that
the interconnection Σ = (X,U , φ) of the systems Σi is well-defined. Furthermore,
let the following assumptions be satisfied:
(i) Each system Σi is ISS in the sense of Definition 10 with βi ∈ KL and nonlinear
gains γij , γi ∈ K ∪ {0}.
(ii) There are βmax ∈ KL and γmax ∈ K so that βi ≤ βmax and γi ≤ γmax, pointwise
for all i ∈ I.
(iii) Assumption (11) holds and the discrete-time system
w(k + 1) ≤ Γ⊞(w(k)) + v(k)
with w(·), v(·) taking values in ℓ∞(I)
+ has the MLIM property.
Then Σ is ISS.
Proof The proof is almost completely the same as for Theorem 2. The only difference
is that instead of interchanging the order of the two suprema sups≥t and supj∈I ,
we now have to use the estimate
sup
s≥t
∑
j∈I
. . . ≤
∑
j∈I
sup
s≥t
. . .
which is trivially satisfied. ⊓⊔
Again, we formulate a corollary for the case when all gains γij are linear.
Corollary 2 (Linear ISS small-gain theorem in summation formulation)
Given an interconnection (Σ,U , φ) of systems Σi as in Theorem 4, additionally to
the assumptions (i) and (ii) of this theorem, assume that all gains γij are linear
functions (and hence can be identified with nonnegative real numbers), the linear
operator Γ⊞ is well-defined (thus bounded) and satisfies the spectral radius condition
r(Γ⊞) < 1. Then Σ is ISS.
Proof By Proposition 15, r(Γ⊞) < 1 is equivalent to the MLIM property of the
system w(k + 1) ≤ Γ⊞(w(k)) + v(k), hence to Assumption (iii) of Theorem 4. ⊓⊔
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5.3 Example: a linear spatially invariant system
Let us analyze the stability of a spatially invariant infinite network
x˙i = axi−1 − xi + bxi+1 + u, i ∈ Z, (12)
where a, b > 0 and each Σi is a scalar system with the state xi ∈ R, internal inputs
xi−1, xi+1 and an external input u, belonging to the input space U := L∞(R+,R).
Following the general approach in Section 3.2, we define the state space for the
interconnection of (Σi)i∈Z as X := ℓ∞(Z). Similarly as for finite-dimensional ODEs,
it is possible to introduce the concept of a mild (Carathe´odory) solution for the
system (12), for which we refer, e.g., to [31]. As (12) is linear, it is easy to see
that for each initial condition x0 ∈ X and for each input u ∈ U the corresponding
mild solution is unique, exists on R+. We denote it by φ(·, x0, u). One can easily
check that the triple Σ := (X,U , φ) defines a well-posed and forward complete
interconnection in the sense of this paper.
Having a well-posed control system Σ, we proceed to its stability analysis.
Proposition 7 The coupled system (12) is ISS if and only if a+ b < 1.
Proof “⇒”: For any a, b > 0, it holds that the function y : t 7→ (e(a+b−1)tx∗)i∈Z is a
solution of (12) subject to an initial condition (x∗)i∈Z and input u ≡ 0. This shows
that if a+ b ≥ 1, then the system (12) is not ISS.
“⇐”: By variation of constants, we see that for any i ∈ Z, treating xi−1, xi+1 as
external inputs from L∞(R+,R), we have the following ISS estimate for the xi-
subsystem:
|xi(t)| =
∣∣∣e−txi(0) +
∫ t
0
es−t[axi−1(s) + bxi+1(s) + u(s)]ds
∣∣∣
≤ e−t|xi(0)|+ a‖xi−1‖∞ + b‖xi+1‖∞ + ‖u‖∞,
for any t ≥ 0, xi(0) ∈ R and all xi−1, xi+1, u ∈ L∞(R+,R).
This shows that the xi-subsystem is ISS in summation formulation and the cor-
responding gain operator is a linear operator Γ : ℓ+∞(Z) → ℓ
+
∞(Z), acting on
s = (si)i∈Z as Γ (s) = (asi−1 + bsi+1)i∈Z. It is easy to see that
‖Γ‖ := sup
‖s‖ℓ∞(Z)=1
‖Γs‖ℓ∞(Z) = sup
‖s‖ℓ∞(Z)=1
sup
i∈Z
|asi−1 + bsi+1|
≤ sup
‖s‖ℓ∞(Z)=1
(a+ b)‖s‖ℓ∞(Z) = a+ b < 1,
and thus r(Γ ) < 1, and the network is ISS by Corollary 2. ⊓⊔
5.4 Example: a nonlinear spatially invariant system
Consider an infinite interconnection (in the sense of the previous sections)
x˙i = −x
3
i +max{ax
3
i−1, bx
3
i+1, u}, i ∈ Z, (13)
where a, b > 0. As in Section 5.3, each Σi is a scalar system with the state xi ∈ R,
internal inputs xi−1, xi+1 and an external input u, belonging to the input space
U := L∞(R+,R). Let the state space for the interconnection Σ be X := ℓ∞(Z).
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First we analyze the well-posedness of the interconnection (13). Define for x =
(xi)i∈Z ∈ X and v ∈ R
fi(x, v) := −x
3
i +max{ax
3
i−1, bx
3
i+1, v}, i ∈ Z,
as well as
f(x, v) := (fi(x, v))i∈Z ∈ R
Z.
It holds that
|fi(x, v)| ≤ ‖x‖
3
X +max{‖x‖
3
X , |v|},
and thus f(x, v) ∈ X with ‖f(x, v)‖X ≤ ‖x‖
3
X +max{‖x‖
3
X , |v|}.
Furthermore, f is clearly continuous in the second argument. Let us show Lipschitz
continuity of f on bounded balls with respect to the first argument. For any x =
(xi)i∈Z ∈ X , y = (yi)i∈Z ∈ X and any v ∈ R we have
‖f(x, u)−f(y, u)‖X = sup
i∈Z
|fi(x, u)− fi(y, u)|
= sup
i∈Z
∣∣− x3i +max{ax3i−1, bx3i+1, v}+ y3i −max{ay3i−1, by3i+1, v}∣∣
≤ sup
i∈Z
∣∣x3i − y3i ∣∣+ sup
i∈Z
∣∣max{ax3i−1, bx3i+1, v} −max{ay3i−1, by3i+1, v}∣∣.
By Birkhoff’s inequality |max{a1, a2, a3}−max{b1, b2, b3}| ≤
∑3
i=1 |ai − bi|, which
holds for all real ai, bi, we obtain
‖f(x, u)− f(y, u)‖X ≤ sup
i∈Z
∣∣x3i − y3i ∣∣+ a sup
i∈Z
∣∣x3i−1 − y3i−1∣∣ + b sup
i∈Z
∣∣x3i+1 − y3i+1∣∣
= (1 + a+ b) sup
i∈Z
∣∣x3i − y3i ∣∣ ≤ (1 + a+ b) sup
i∈Z
∣∣xi − yi∣∣ sup
i∈Z
∣∣x2i + xiyi + y2i ∣∣
≤ (1 + a+ b)‖x− y‖X
(
‖x‖2X + ‖x‖X‖y‖X + ‖y‖
2
X
)
,
which shows Lipschitz continuity of f with respect to the first argument on the
bounded balls in X , uniformly with respect to the second argument.
According to [3, Thm. 2.4],2 this ensures that the Carathe´odory solutions of (13)
exist locally, are unique for any fixed initial condition x0 ∈ X and external input
u ∈ U . We denote the corresponding maximal solution by φ(·, x0, u). One can easily
check that the triple Σ := (X,U , φ) defines a well-posed interconnection in the sense
of this paper, and furthermore Σ has BIC property (cf. [9, Thm. 4.3.4]).
We proceed to the stability analysis:
Proposition 8 The coupled system (13) is ISS if and only if max{a, b} < 1.
Proof “⇒”: For any a, b > 0 consider the scalar equation
z˙ = −(1−max{a, b})z3,
subject to an initial condition z(0) = x∗. The function y : t 7→ (z(t))i∈Z is a solution
of (13) subject to an initial condition (x∗)i∈Z and input u ≡ 0. This shows that if
max{a, b} ≥ 1, then the system (13) is not ISS.
“⇐”: Consider xi−1, xi+1 and u as inputs to the xi-subsystem of (13) and define
q := max{ax3i−1, bx
3
i+1, u}. The derivative of |xi(·)| along the trajectory satisfies for
almost all t the following inequality:
d
dt
|xi(t)| ≤ −|xi(t)|
3 + q(t) ≤ −|xi(t)|
3 + ‖q‖∞.
2 The cited result assumes a global Lipschitz condition and accordingly ensures forward com-
pleteness. However, via the retraction method this result can easily be localized.
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For any ε > 0, if ‖q‖∞ ≤
1
1+ε |xi(t)|
3, we obtain
d
dt
|xi(t)| ≤ −
ε
1 + ε
|xi(t)|
3.
Arguing as in the proof of direct Lyapunov theorems (xi 7→ |xi| is an ISS Lyapunov
function for the xi-subsystem), see, e.g., [48, Lem. 2.14], we obtain that there is a
certain β ∈ KL such that for all t ≥ 0 it holds that
|xi(t)| ≤ β(|xi(0)|, t) +
(
(1 + ε)‖q‖∞
)1/3
= β(|xi(0)|, t) + max{a1‖xi−1‖∞, b1‖xi+1‖∞, (1 + ε)
1/3‖u‖1/3∞ }
≤ β(|xi(0)|, t) + max{a1‖xi−1‖∞, b1‖xi+1‖∞}+ (1 + ε)
1/3‖u‖1/3∞ ,
where a1 = (1 + ε)
1/3a1/3, b1 = (1 + ε)
1/3b1/3.
This shows that the xi-subsystem is ISS in semimaximum formulation with the
corresponding homogeneous gain operator Γ : ℓ+∞(Z) → ℓ
+
∞(Z) given for all s =
(si)i∈Z by Γ (s) = (max{a1si−1, b1si+1})i∈Z.
Previous computations are valid for all ε > 0. Now pick ε > 0 such that a1 < 1 and
b1 < 1, which is possible as a ∈ (0, 1) and b ∈ (0, 1). The ISS of the network follows
by Corollary 1. ⊓⊔
6 Small-gain conditions
Key assumptions in the ISS and UGS small-gain theorems are the monotone limit
property and monotone bounded invertibility property, respectively. In this sec-
tion, we thoroughly investigate these properties. More precisely, in Section 6.1 we
characterize the MBI property in terms of uniform small-gain conditions, in Sec-
tion 6.2, we relate the uniform small-gain conditions to several types of non-uniform
small-gain conditions which have been already exploited in the small-gain analysis
of finite and infinite networks. In Section 6.3, we derive new relationships between
small-gain conditions in the finite-dimensional case. We close the section with the
characterization of exponential ISS of monotone linear and homogeneous systems.
These criteria are useful, in particular, to obtain efficient small-gain theorems for
infinite networks with linear gains, see Corollaries 1, 2.
6.1 A uniform small-gain condition and the MBI property
As we have seen in Section 5, the monotone bounded invertibility is a crucial prop-
erty for the small-gain analysis of finite and infinite networks. The next proposition
yields efficient small-gain type criteria for the MBI property. Although in the context
of small-gain theorems in terms of trajectories derived in this paper we are inter-
ested primarily in the case of (X,X+) = (ℓ∞(I), ℓ
+
∞(I)), we prove the results in
a more general setting, which besides the mathematical appeal has also important
applications to Lyapunov-based small-gain theorems for infinite networks, where
other choices for X are useful, see e.g. [31,40] where X = ℓp for finite p ≥ 1.
Proposition 9 Let (X,X+) be an ordered Banach space with a generating cone
X+. For every nonlinear operator A : X+ → X+ the following conditions are
equivalent:
(i) id−A satisfies the MBI property.
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(ii) The uniform small-gain condition holds: There exists η ∈ K∞ such that
dist(A(x) − x,X+) ≥ η(‖x‖X) for all x ∈ X
+. (14)
Proof (i) ⇒ (ii). Fix x ∈ X+ and denote a := (A − id)(x). Let ε > 0. We choose
z ∈ X+ such that ‖a− z‖X ≤ dist(a,X
+)+ ε and we set y := a− z. If the constant
M > 0 is chosen as in (1), then we can decompose y as y = u− v where u, v ∈ X+
and ‖u‖X , ‖v‖X ≤M‖y‖X ≤Mdist(a,X
+) +Mε. Then we have
(id−A)(x) = −a = −y − z = v − (u+ z) ≤ v,
so it follows from (i) that
‖x‖X ≤ ξ(‖v‖X) ≤ ξ
(
Mdist(a,X+) +Mε
)
.
Consequently,
dist(a,X+) ≥
1
M
ξ−1(‖x‖X)− ε.
Since ε was arbitrary, this implies (ii) with η := 1M ξ
−1.
(ii) ⇒ (i). Let v, w ∈ X+ and (id− A)(v) ≤ w. The vector z := w + (A − id)(v) is
positive, so from (ii) it follows that
η(‖v‖X) ≤ dist
(
(A− id)(v), X+
)
≤ ‖(A− id)(v)− z‖X = ‖ − w‖X = ‖w‖X .
Hence, ‖v‖X ≤ η
−1(‖w‖X). ⊓⊔
Remark 4 The uniform small gain condition in (ii) is a uniform version of the well-
known small-gain condition, sometimes also called no-joint-increase condition,
A(x) 6≥ x for all x ∈ X+ \ {0}.
Indeed, A(x) 6≥ x is equivalent to A(x) − x 6≥ 0, which in turn is equivalent to
dist(A(x) − x,X+) > 0.
Remark 5 It is important to point out that the distance to the positive cone that
occurs in the uniform small gain condition in Proposition 9 can be explicitly com-
puted on many concrete spaces. Indeed, many important real-valued sequence or
function spaces such as X = ℓp orX = Lp(Ω,µ) (for p ∈ [1,∞] and a measure space
(Ω,µ)) are not only ordered Banach spaces but even so-called Banach lattices.
An ordered Banach space (X,X+) is called a Banach lattice if, for all x ∈ X , the set
{−x, x} has a smallest upper bound inX , which is then usually called themodulus of
x and denoted by |x|, and if ‖x‖X ≤ ‖y‖X whenever |x| ≤ |y|. In concrete sequence
and function spaces, the modulus of a function is just the pointwise (respectively,
almost everywhere) modulus.
Now, assume that (X,X+) is a Banach lattice and let x ∈ X . Then the vectors
x+ := |x|+x2 ≥ 0 and x
− := |x|−x2 ≥ 0 are called the positive part and the negative
part of x, respectively; clearly, they satisfy x+ − x− = x and x+ + x− = |x|. If X is
a concrete sequence or function space, then x− is simply 0 at all points where x is
positive, and equal to −x at all points where x is negative.
In a Banach lattice (X,X+) we have the formula
dist(x,X+) = ‖x−‖X
for each x ∈ X . Indeed, on the one hand we have
dist(x,X+) ≤ ‖x− x+‖X = ‖ − x
−‖X = ‖x
−‖X .
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On the other hand, every y ∈ X+ satisfies
|x−| = x− = (x− y + y)− ≤ (x − y)− + y− = (x − y)− ≤ |x− y|,
where we use that the mapping z 7→ z− is subadditive. As X is a Banach lattice,
‖x−‖X ≤ ‖x− y‖X .
If the cone of the ordered Banach space (X,X+) has nonempty interior, the uni-
form small gain condition from Proposition 9 can also be expressed by a condition
that involves a fixed interior point of X+. To prove this, we recall the following
characterization of interior points of X+:
Lemma 3 Let (X,X+) be an ordered Banach space and let z ∈ X+. Then the
following assertions are equivalent:
(i) The vector z is an element of the topological interior of X+.
(ii) There is a number c > 0 such that y ≤ z for all y ∈ X of norm ‖y‖X ≤ c.
(iii) There is a number c > 0 such that y ≥ −z for all y ∈ X of norm ‖y‖X ≤ c.
Proof These equivalences are well-known; see for instance [19, Prop. 2.11] for an
overview of various characterizations of interior points of X+, including the equiv-
alence of (i) and (ii). The equivalence of (ii) and (iii) is obvious. ⊓⊔
If the cone X+ in an ordered Banach space has nonempty interior, then X+ is
generating; this follows, for instance, from Lemma 3. Now we can rewrite the uniform
small gain condition in a slightly different way in case that the positive cone has
nonempty interior.
Proposition 10 Let (X,X+) be an ordered Banach space, assume that the cone
X+ has nonempty interior and let z be an interior point of X+. For every nonlinear
operator A : X+ → X+ the following conditions are equivalent:
(i) There is η ∈ K∞ such that
A(x) 6≥ x− η(‖x‖X)z for all x ∈ X
+ \ {0}. (15)
(ii) The uniform small gain condition from Proposition 9(ii) holds.
Proof (i)⇒ (ii). Let (i) hold with some η ∈ K∞ and let c > 0 be as in Lemma 3(iii).
Assume towards a contradiction that (ii) does not hold. Then (14) fails, in particular,
for the function cη. Thus, we can conclude that there exists x ∈ X+ \ {0} such that
dist
(
(A− id)(x), X+
)
< cη(‖x‖X).
Hence, there exists y ∈ X+ such that
‖(A− id)(x) − y‖X ≤ cη(‖x‖X).
Consequently, the vector (A−id)(x)−yη(‖x‖X) has norm at most c, so it follows from
Lemma 3(iii) that (A− id)(x) − y ≥ −η(‖x‖X)z. Thus,
(A− id)(x) ≥ −η(‖x‖X)z + y ≥ −η(‖x‖X)z,
which shows that (15) fails for the function η, a contradiction.
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(ii) ⇒ (i). Let (ii) hold with a certain η ∈ K∞. We show that (15) holds for the
function η2‖z‖X substituted for η. Assume towards a contradiction that (15) fails for
the function η2‖z‖X . Then there is x ∈ X
+ \ {0} such that
(A− id)(x) +
η(‖x‖X)
2‖z‖X
z ≥ 0.
Hence, it follows that
dist
(
(A− id)(x), X+
)
≤
∥∥∥(A− id)(x) − ((A− id)(x) + η(‖x‖X)
2‖z‖X
z
)∥∥∥
X
=
η(‖x‖X)
2
,
which shows that (14) fails for the function η. ⊓⊔
A typical example of an ordered Banach space whose cone has nonempty interior is
(X,X+) = (ℓ∞(I), ℓ∞(I)
+) for some index set I. For instance, the vector 1 is an
interior point of the positive cone in this space.
6.2 Non-uniform small-gain conditions
In Propositions 9 and 10, we characterized the MBI property via uniform small-gain
conditions. In this section, we recall several further small-gain conditions, which have
been used in the literature for the small-gain analysis of finite and infinite networks,
and relate them to the uniform small-gain condition.
Assumption 17 In this section, we always suppose that (X,X+) = (ℓ∞(I), ℓ
+
∞(I))
for some nonempty index set I (which is precisely the space in which gain operators
act).
Definition 18 We say that a nonlinear operator A : ℓ+∞(I)→ ℓ
+
∞(I) satisfies
(i) the small-gain condition if
A(x) 6≥ x for all x ∈ ℓ+∞(I) \ {0}. (16)
(ii) the strong small-gain condition if there exists ρ ∈ K∞ and a corresponding
operator D : ℓ+∞(I)→ ℓ
+
∞(I), defined for any x ∈ ℓ
+
∞(I) by
D(x) :=
(
(id + ρ)(xi)
)
i∈I
such that
D ◦A(x) 6≥ x for all x ∈ ℓ+∞(I) \ {0}. (17)
(iii) the robust strong small-gain condition if there are a constant C > 0 and ρ ∈ K∞
such that for all i, j ∈ I the operator
Ai,j(x) := A(x) + Cxjei for all x ∈ ℓ
+
∞(I)
satisfies the strong small-gain condition (17) with the same ρ for all i, j.
The strong small-gain condition was introduced in [18], where it was shown that
if the gain operator satisfies the strong small-gain condition, then a finite network
consisting of ISS systems (defined in a summation formulation) is ISS. The ro-
bust strong small-gain condition has been introduced in [14] in the context of the
Lyapunov-based small-gain analysis of infinite networks.
Nonlinear small-gain theorems for ISS of infinite interconnections 25
Remark 6 For finite networks also so-called cyclic small-gain conditions play an im-
portant role, as they help to effectively check the small-gain condition (16) in the
case when A = Γ⊗, which is important for the small-gain theorems in the maxi-
mum formulation, see [34] for more discussions on this topic. For infinite networks,
the cyclic condition for Γ⊗ is implied by (16), see [14, Lem. 4.1], but is far too
weak for the small-gain analysis. However, see Remark 9 and Corollary 1 which are
reminiscent of the cyclic conditions for homogeneous systems.
We start with several technical lemmas:
Lemma 4 Let A : ℓ+∞(I) → ℓ
+
∞(I) be a nonlinear operator. If the property (i) in
Proposition 10 holds for z = 1, then η(r) < r for all r > 0.
Proof Assume that η(r) ≥ r for a certain r > 0. Pick x ∈ ℓ+∞(I) with ‖x‖ℓ∞(I) = r.
By assumption, for this x there is i ∈ I such that A(x)i < xi − η(‖x‖ℓ∞(I)) ≤
‖x‖ℓ∞(I) − η(‖x‖ℓ∞(I)) ≤ 0, and thus A(x) /∈ ℓ
+
∞(I), a contradiction. ⊓⊔
Lemma 5 Let A : ℓ+∞(I) → ℓ
+
∞(I) be a nonlinear operator. If the property (i) in
Proposition 10 holds with a certain η ∈ K∞ and z = 1, then it holds also with any
η˜ ∈ K∞ such that η˜(r) ≤ η(r) for all r ∈ R+.
Proof Clear. ⊓⊔
Lemma 6 For any α ∈ K∞ and any L > 0, there exists η ∈ K∞ so that η(r) ≤ α(r)
for all r ∈ R+ and η is globally Lipschitz with Lipschitz constant L, i.e.,
|η(r1)− η(r2)| ≤ L|r1 − r2| for all r1, r2 ≥ 0.
In particular, for any α ∈ K∞ there is η ∈ K∞ such that η(r) ≤ α(r) for all r ≥ 0,
and id− η ∈ K∞.
Proof Due to [39, Lem. 5.2], for any α ∈ K∞ there is ζ ∈ K∞ with ζ(r) ≤ α(r) for
all r ≥ 0, and ζ is globally Lipschitz continuous with unit Lipschitz constant. This
proves the lemma for L ≥ 1. For L ∈ (0, 1) define ηL(r) := ζ(Lr) ≤ ζ(r) ≤ α(r),
r ≥ 0. Then ηL ∈ K∞ is globally Lipschitz continuous with Lipschitz constant L, as
|ηL(r1)− ηL(r2)| = |ζ(Lr1)− ζ(Lr2)| ≤ L|r1 − r2|, r1, r2 ∈ R+.
Finally, let us show that for any L ∈ (0, 1) it holds that id − ηL ∈ K∞. Clearly,
(id− ηL)(0) = 0, and id− ηL is continuous. Furthermore, r − ηL(r) = r − (ηL(r)−
ηL(0)) ≥ (1− L)r →∞ as r→∞. Additionally, for r, s ≥ 0 with r > s we have
r − ηL(r)− (s− ηL(s)) = r − s− (ηL(r) − ηL(s)) ≥ r − s− L(r − s)
= (1− L)(r − s) > 0,
and thus id− ηL is increasing. Overall, id− ηL ∈ K∞. ⊓⊔
The following lemma is a variation of [42, Lem. 1.1.5].
Lemma 7 For any η ∈ K∞ with id−η ∈ K∞, there is ρ ∈ K∞ such that (id−η)
−1 =
id + ρ.
Proof Define ρ := η ◦ (id − η)−1. As ρ is a composition of K∞-functions, ρ ∈ K∞.
It holds that (id + ρ) ◦ (id− η) = id− η+ η ◦ (id− η)−1 ◦ (id− η) = id− η+ η = id,
and thus id + ρ = (id− η)−1. ⊓⊔
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The following lemma is a variation of [42, Lem. 1.1.3, item 1].
Lemma 8 For any η ∈ K∞ such that id− η ∈ K∞ there are η1, η2 ∈ K∞ such that
id− η1, id− η2 ∈ K∞ and id− η = (id− η1) ◦ (id− η2).
Proof Choose η2 :=
1
2η and η1 :=
1
2η ◦ (id − η2)
−1. Direct calculation shows the
claim. ⊓⊔
Now we give a criterion for robust strong small-gain condition.
Proposition 11 A nonlinear operator A : ℓ+∞(I) → ℓ
+
∞(I) satisfies the robust
strong small-gain condition if and only if there are C > 0, η ∈ K∞ and an op-
erator ~η : ℓ+∞(I)→ ℓ
+
∞(I), defined by
~η(x) := (η(xi))i∈I for all x ∈ ℓ
+
∞(I), (18)
such that for all k ∈ I it holds that
A(x) 6≥ x− ~η(x)− C‖x‖ℓ∞(I)ek for all x ∈ ℓ
+
∞(I) \ {0}. (19)
Proof “⇒”: Let the robust strong small-gain condition hold with corresponding
ρ,D and C. Then for any x = (xi)i∈I ∈ ℓ
+
∞(I) \ {0} and any j, k ∈ I it holds that
∃i ∈ I :
[
D
(
A(x) + Cxjek
)]
i
= (id + ρ)
(
[A(x) + Cxjek]i
)
< xi. (20)
As ρ ∈ K∞, there is η ∈ K∞ such that id − η = (id + ρ)
−1 ∈ K∞, which can be
shown as in Lemma 7. Thus, (20) is equivalent to
∃i ∈ I : A(x)i < xi − η(xi)−
[
Cxjek
]
i
. (21)
As for each x ∈ ℓ+∞(I) there is j ∈ I such that xj ≥
1
2‖x‖ℓ∞(I), the condition (21)
with this particular j implies that
∃i ∈ I : A(x)i < xi − η(xi)−
[C
2
‖x‖ℓ∞(I)ek
]
i
=
[
x− ~η(x)−
C
2
‖x‖ℓ∞(I)ek
]
i
,
which is up to the constant the same as (19).
“⇐”: Let (19) hold with a certain η1 ∈ K∞ and a corresponding ~η1. By Lemma 6,
one can choose η ∈ K∞, such that η ≤ η1 and id − η ∈ K∞. Then (19) holds with
this η and a corresponding ~η, i.e., for all k ∈ I we have
∃i ∈ I : A(x)i < xi − η(xi)−
[
C‖x‖ℓ∞(I)ek
]
i
.
As ‖x‖ℓ∞(I) ≥ xj for any j ∈ I, this implies that for all j, k ∈ I it holds that
∃i ∈ I : A(x)i < xi − η(xi)−
[
Cxjek
]
i
,
and thus
∃i ∈ I :
[
A(x) + Cxjek
]
i
< (id− η)(xi).
As η ∈ K∞ satisfies id−η ∈ K∞, by Lemma 7 there is ρ ∈ K∞ such that (id−η)
−1 =
id + ρ, and thus for all j, k ∈ I property (20) holds, which shows that A satisfies
the robust strong small-gain condition. ⊓⊔
Specialized to the strong small-gain condition, Proposition 11 reads as follows.
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Proposition 12 A nonlinear operator A : ℓ+∞(I) → ℓ
+
∞(I) satisfies the strong
small-gain condition if and only if there are η ∈ K∞ and an operator ~η : ℓ
+
∞(I) →
ℓ+∞(I), defined by (18) such that
A(x) 6≥ x− ~η(x) for all x ∈ ℓ+∞(I) \ {0}.
The next proposition shows that the uniform small-gain condition is at least not
weaker than the robust strong small-gain condition.
Proposition 13 Let A : ℓ+∞(I) → ℓ
+
∞(I) be a nonlinear operator. If A satisfies
the uniform small-gain condition with a linear η, then A satisfies the robust strong
small-gain condition.
Proof As A satisfies the uniform small-gain condition with η, from the proof of
Proposition 10 with z := 1, and by linearity of η we see that for all x ∈ ℓ+∞(I) \ {0}
A(x) 6≥ x−
1
2‖1‖ℓ∞(I)
η(‖x‖ℓ∞(I))1 = x−
1
2
η(1)‖x‖ℓ∞(I)1.
For any x ∈ ℓ+∞(I) and any k ∈ I it holds that
1
2
η(1)‖x‖ℓ∞(I)1 =
1
4
η(1)‖x‖ℓ∞(I)1+
1
4
η(1)‖x‖ℓ∞(I)1
≥
1
4
η(1)x+
1
4
η(1)‖x‖ℓ∞(I)ek,
and by Proposition 11, A satisfies the robust strong small-gain condition. ⊓⊔
6.3 The finite-dimensional case
The case of a finite-dimensional X is particularly important as it is a key to the
stability analysis of finite networks.
Proposition 14 Assume that (X,X+) = (Rn,Rn+) for some n ∈ N, where R
n
is equipped with the maximum norm ‖ · ‖ and Rn+ denotes the standard positive
cone in Rn. Further assume that the operator A is continuous. Then the following
statements are equivalent:
(i) System (4) has the MLIM property.
(ii) The operator id−A has the MBI property.
(iii) The uniform small-gain condition holds: There is an η ∈ K∞ such that
dist(A(x) − x,X+) ≥ η(‖x‖) for all x ∈ X+.
(iv) There is an η ∈ K∞ such that
A(x) 6≥ x− η(‖x‖)1 for all x ∈ X+ \ {0}.
Additionally, if A is either Γ⊞ or Γ⊗, then the above conditions are equivalent to
(v) A satisfies the robust strong small-gain condition.
(vi) A satisfies the strong small-gain condition.
Proof (i) ⇒ (ii). Follows from Proposition 5.
(ii) ⇔ (iii) ⇔ (iv). Follows from Propositions 10, 9.
(ii) ⇒ (i). This can be proved in the same way as Proposition 6.
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(iv) ⇒ (v). Follows by Proposition 13.
(v) ⇒ (vi). Clear.
(vi) ⇒ (ii). Follows by [43, Thm. 6.1]. ⊓⊔
Remark 7 The class of operators for which the equivalence between (i)–(iv) and (v),
(vi) can be shown, can be made considerably larger using the monotone aggregation
functions formalism, see [43, Thm. 6.1]. However, the proof of this implication in
[18, Lem. 13] uses more structure from the gain operator than merely monotonicity.
Thus, the question if this implication is valid for general monotone A is still open.
6.4 Exponential ISS of linear and homogeneous discrete-time systems
In this section, we make the following assumption:
Assumption 19 (X,X+) is an ordered Banach space with a generating and nor-
mal cone X+.
The monotone limit property can easily be inferred from the following property:
Definition 20 System (4) is exponentially input-to-state stable (eISS) if there are
M ≥ 1, a ∈ (0, 1) and γ ∈ K∞ such that for every u ∈ ℓ∞(Z+, X
+) and any solution
x(·) = (x(k))k∈Z+ of (4) it holds that
‖x(k)‖X ≤M‖x(0)‖Xa
k + γ(‖u‖∞) for all k ∈ Z+. (22)
Similarly to Proposition 4, the following criterion for the eISS property can be
shown:
Lemma 9 Let A be a monotone operator. System (4) is eISS if and only if the
following discrete-time system is eISS:
x(k + 1) = A(x(k)) + u(k).
Lemma 9 allows us to use all of the powerful machinery developed for the ISS
analysis of discrete-time systems to study the MLIM property.
In this section we develop powerful criteria for exponential ISS of systems (4) gov-
erned by linear and homogeneous operators A. These results will enable us to for-
mulate efficient small-gain theorems in semimaximum and summation formulation
for the case of linear gains, see Corollaries 1, 2.
We start with the case of linear A.
We need the following lemma on so-called approximate eigenvectors. Let A be a
bounded linear operator on a Banach space X . A number λ is called an approximate
eigenvalue of A is there exists a sequence (xn) ⊆ X such that ‖xn‖X = 1 for each
n and such that λxn − Axn → 0; in this case, the sequence (xn) is called an
approximate eigenvector that corresponds to the approximate eigenvalue λ. It is
easy to see that every approximate eigenvalue of A is a spectral value of A (i.e.,
belongs to the spectrum σ(A)).
For the spectral radius of a positive operator, we need the following observation:
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Lemma 10 Let (X,X+) be an ordered Banach space with a generating and normal
cone X+. Let A : X → X be linear and positive (hence, bounded). Then the spectral
radius r(A) is an approximate eigenvalue of A and there exists a corresponding
approximate eigenvector (xn) which consists of positive vectors.
Proof The proof is a variant of a standard argument in operator theory. Since the
cone X+ is generating and normal and since A is positive, it follows that r(A) is
a spectral value of A [45, 2.2 on p. 263]. Hence, ‖(rid − A)−1‖ → ∞ as r ↓ r(A).
Due to the uniform boundedness theorem, there exist a vector u ∈ X and sequence
(rn)n∈N ⊆ (r(A),∞) such that rn ↓ r(A) and ‖(rnid − A)
−1u‖X → ∞ as n → ∞.
Since X+ is generating, we can split u as u = v−w, where v, w ∈ X+; at least one
of the sequences ((rnid−A)
−1v)n∈N and ((rnid− A)
−1w)n∈N is unbounded. After
choosing a subsequence of (rn)n∈N and interchanging v and w if necessary, we may
thus assume that αn := ‖(rnid−A)
−1v‖X →∞. We define xn :=
1
αn
(rnid−A)
−1v
for each index n. Clearly ‖xn‖X = 1; moreover, for each n the resolvent (rnid−A)
−1
can be represented by the Neumann series and is thus positive. Hence, xn ≥ 0 for
each n. It remains to show that (r(A)id −A)xn → 0. To see this, observe that
(r(A)id −A)xn = (r(A) − rn)xn + (rnid−A)
1
αn
(rnid−A)
−1v
= (r(A) − rn)xn +
v
αn
→ 0,
since αn →∞. ⊓⊔
Proposition 15 Assume that the operator A is the restriction of a positive linear
operator on X. Then the following statements are equivalent:
(i) System (4) satisfies the exponential ISS property.
(ii) System (4) satisfies the LIM property.
(iii) System (4) satisfies the MLIM property.
(iv) The operator id−A satisfies the MBI property.
(v) The spectral radius of A satisfies r(A) < 1.
Proof The implications “(i) ⇒ (ii) ⇒ (iii)” are trivial. By Proposition 5, (iii) im-
plies (iv). We now prove that (iv) implies (v). Assume towards a contradiction
that r(A) ≥ 1. According to Lemma 10, we can find an approximate eigenvector
(xn)n∈N ⊆ X
+ for the approximate eigenvalue r(A) of A (in particular, ‖xn‖X = 1
for all n). Then yn := (r(A)id − A)xn → 0 as n → ∞. Since the cone X
+ is gen-
erating, by (1) there exists a number M > 0 such that every vector a ∈ X can be
decomposed as a = b − c with b, c ≥ 0 and ‖b‖X, ‖c‖X ≤ M‖a‖X. So we can write
each vector yn as yn = zn − qn with zn, qn ≥ 0 and ‖zn‖X , ‖qn‖X ≤ M‖yn‖X . In
particular, we obtain for each n that
(id−A)xn ≤ (r(A)id − A)xn = yn ≤ zn,
implying
‖xn‖X ≤ ξ(‖zn‖X) ≤ ξ(M‖yn‖X)→ ξ(0) = 0, as n→∞.
This is a contradiction since ‖xn‖X = 1 for each n.
It remains to prove that (v) implies (i). To this end, let x(·) be a solution of
x(k + 1) ≤ Ax(k) + u(k). (23)
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It is well-known that r(A) < 1 implies the existence of M > 0 and a ∈ (0, 1) such
that ‖Ak‖ ≤Mak for all k ≥ 0, see, e.g., [41, Thm. 2.2, p. 518]. By induction, using
the monotonicity of the operator A, one shows that
x(k) ≤ Akx(0) +
k−1∑
i=0
Ak−i−1u(i) for all k ≥ 0.
Applying the norm on both sides and using the normality of the cone X+ yields
‖x(k)‖X ≤ δMa
k‖x(0)‖X + δ
k−1∑
i=0
‖Ak−i−1‖‖u(i)‖X
≤ δMak‖x(0)‖X + δM‖u‖∞
∞∑
i=0
ai = δMak‖x(0)‖X +
δM
1− a
‖u‖∞.
As ak → 0 for k →∞, this shows the exponential ISS property of (23).
Finally, we study operators which are homogeneous and subadditive.
Proposition 16 Consider system (4) and assume that the operator A : X+ → X+
is monotone and satisfies the following properties:
(i) A is homogeneous of degree one, i.e., A(rx) = rA(x) for all x ∈ X+ and r ≥ 0.
(ii) A is subadditive, i.e., A(x + y) ≤ A(x) +A(y) for all x, y ∈ X+.
(iii) A satisfies
C := sup
x∈X+
‖x‖X=1
‖A(x)‖X <∞.
Then (4) has the eISS property if and only if
r(A) := lim
n→∞
sup
x∈X+
‖x‖X=1
‖An(x)‖
1/n
X < 1. (24)
Proof “⇒”: If (4) is eISS, then for u ≡ 0, any x ∈ X+ and for the solution x(k +
1) = A(x(k)) of (4), the inequality (22) implies that ‖An(x)‖X ≤ Ma
n‖x‖X for
all n ∈ Z+. Hence, sup x∈X+
‖x‖X=1
‖An(x)‖
1/n
X ≤ M
1/na → a as n → ∞ and thus
r(A) ≤ a < 1.
“⇐”: From the assumptions (i) and (iii) together it follows that
‖A(x)‖X = ‖x‖X‖A(x/‖x‖X)‖X ≤ C‖x‖X for all x ∈ X
+ \ {0}. (25)
Consider the sequence
an := sup
x∈X+
‖x‖X=1
‖An(x)‖X , n ∈ Z+.
This sequence is submultiplicative, as for all m,n ∈ Z+ it holds that
an+m = sup
x∈X+
‖x‖X=1
‖Am(An(x))‖X = sup
x∈X+
‖x‖X=1
‖An(x)‖X
∥∥∥Am( An(x)
‖An(x)‖X
)∥∥∥
X
≤ sup
x∈X+
‖x‖X=1
‖An(x)‖X · sup
x∈X+
‖x‖X=1
‖Am(x)‖X = an · am.
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By a submultiplicative version of the Fekete’s subadditive lemma, limn→∞ a
1
n
n =
infn→∞ a
1
n
n ≤ a1 <∞, and thus the limit in (24) exists.
We fix η > 1 such that ηr(A) < 1 and define a function V : X+ → R+ by
V (x) := sup
n∈Z+
ηn‖An(x)‖X for all x ∈ X
+.
Setting n := 0 in the supremum, we see that ‖x‖X ≤ V (x) for all x ∈ X
+. Since
r(A) < η−1, there exists N ∈ N so that
sup
x∈X+
‖x‖X=1
‖An(x)‖X ≤ η
−n for all n ≥ N.
By homogeneity of A, this implies
ηn‖An(x)‖X = ‖x‖Xη
n‖An( x‖x‖X )‖X ≤ ‖x‖X for all n ≥ N, x ∈ X
+ \ {0}.
By (25), we have ‖A(x)‖X ≤ C‖x‖X for all x ∈ X
+. Due to homogeneity of A
‖An(x)‖X = ‖A
n−1(x)‖X‖A(
An−1(x)
‖An−1(x)‖X
)‖X ≤ C‖A
n−1(x)‖X
for all x ∈ X+, and by induction ‖An(x)‖X ≤ C
n‖x‖X for all x ∈ X
+.
Since η0‖A0(x)‖X = ‖x‖X , with ψ := max0≤n<N (ηC)
n we have
V (x) = sup
n∈Z+
ηn‖An(x)‖X = sup
0≤n<N
ηn‖An(x)‖ ≤ ψ‖x‖X . (26)
Also observe that
V (A(x)) = sup
n∈Z+
ηn‖An+1(x)‖X = η
−1 sup
n∈Z+
ηn+1‖An+1(x)‖X ≤ η
−1V (x).
As A is monotone and subadditive, it holds by induction for all n ∈ N that
An(x + y) = An−1(A(x+ y)) ≤ An−1(A(x) +A(y)) ≤ An(x) +An(y),
that is, An are subadditive as well.
We can assume without loss of generality that the norm ‖ · ‖X is monotone, i.e.,
0 ≤ x ≤ y implies ‖x‖X ≤ ‖y‖X for any x, y ∈ X
+. Otherwise, we choose an
equivalent norm with this property, and note that the eISS property in one norm
implies the eISS property in any other equivalent norm, and that the spectral radius
does not depend on the choice of an equivalent norm.
Together with the subadditivity of An, n ∈ N this implies for all x, y ∈ X+ that
V (x+ y) = sup
n∈Z+
ηn‖An(x+ y)‖X
≤ sup
n∈Z+
ηn‖An(x) +An(y)‖X
≤ sup
n∈Z+
ηn(‖An(x)‖X + ‖A
n(y)‖X) ≤ V (x) + V (y),
(27)
and hence V is subadditive as well. Now consider a sequence x(·) in X+ such that
x(k + 1) = A(x(k)) + u(k) for all k ∈ Z+. (28)
It then follows that
V (x(k + 1)) = V (A(x(k)) + u(k))
≤ V (A(x(k))) + V (u(k)) ≤ η−1V (x(k)) + V (u(k)).
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By (26), we obtain
V (x(k + 1)) ≤ η−1V (x(k)) + ψ‖u‖∞ for all k ≥ 0.
Inductively, this implies the estimate
V (x(k)) ≤ η−kV (x(0)) + ψ
η
η − 1
‖u‖∞,
and using that ‖ · ‖X ≤ V (·) and (26), we see that
‖x(k)‖X ≤ η
−kψ‖x(0)‖X + ψ
η
η − 1
‖u‖∞,
which shows that (28) is eISS, and hence (4) is eISS by Lemma 9. ⊓⊔
Remark 8 In the case (X,X+) = (ℓ∞, ℓ
+
∞), the function V in the above proof (which
could be called an eISS Lyapunov function for (4)) is continuous. This can be shown
as follows. First, one can extend V from ℓ+∞ to ℓ∞ by putting
Vˆ (x) := V (|x|) for all x ∈ ℓ∞,
where the absolute value is taken componentwise. It can then easily be shown that
Vˆ (x) ≤ ψ‖x‖ℓ∞ for all x ∈ ℓ∞ and Vˆ (x + y) ≤ Vˆ (x) + Vˆ (y) for all x, y ∈ ℓ∞.
The first inequality implies continuity of Vˆ at zero, and the second allows to reduce
continuity at any other point to continuity at zero.
Remark 9 In case of the operator Γ⊗, if Γ⊗ is homogeneous, which is the case if
and only if all the gains γij are linear, the spectral radius can be computed as
r(Γ⊗) = lim
n→∞
(
sup
j1,...,jn+1∈I
γj1j2 · · · γjnjn+1
)1/n
. (29)
To see this note that for any x ∈ ℓ+∞(I) it holds that
Γn⊗(x) =
(
sup
i,j2,...,jn+1∈I
γij2 · · · γjnjn+1xjn+1
)
i∈I
. (30)
Hence ‖Γn⊗(x)‖ℓ∞(I) = supj1,j2,...,jn+1∈I γj1j2 · · · γjnjn+1xjn+1 , and this implies (29)
by the definition of the spectral radius.
Finally, we want to investigate whether the spectral radius condition in Proposition
16 is equivalent to the MBI property of the operator id−A. For general homogeneous
subadditive operators, we are not able to answer this question, but we can give a
positive answer for the gain operator Γ⊗ : ℓ
+
∞ → ℓ
+
∞ induced by linear gains γij .
We will use the following lemma which is interesting in itself, since it does not
require the gains to be linear. This result has been shown in [14, Lem. 4.3], and
thus we do not claim any novelty here. But since in [14] the proof of this result was
not included, and currently there is no journal version of that paper, we include the
proof here to make our subsequent results checkable and self-contained.
Lemma 11 Assume that Γ⊗ : ℓ
+
∞ → ℓ
+
∞, defined as in (3) with I = N, is well-
defined and satisfies the robust strong small-gain condition. Then the operator
Q(s) := sup
k∈Z+
Γ k⊗(s) for all s ∈ ℓ
+
∞,
where the supremum is taken componentwise, is well-defined and satisfies
Γ⊗(Q(s)) ≤ Q(s) for all s ∈ ℓ
+
∞. (31)
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Proof Assuming that Q is well-defined, for every i ∈ N we have
[Γ⊗(Q(s))]i = sup
j∈N
γij(Q(s)j) = sup
j∈N
γij( sup
k∈Z+
Γ k⊗(s)j)
= sup
j∈N
sup
k∈Z+
γij(Γ
k
⊗(s)j) = sup
k∈Z+
sup
j∈N
γij(Γ
k
⊗(s)j)
= sup
k∈Z+
Γ⊗(Γ
k
⊗(s))i = sup
k∈Z+
Γ k+1⊗ (s)i ≤ sup
k∈Z+
Γ k⊗(s)i = Q(s)i,
and hence (31) holds. Now assume to the contrary that Q is not well-defined. This
means, there exist s ∈ ℓ+∞ and i ∈ N such that the sequence (Γ
k
⊗(s)i)k∈Z+ is un-
bounded. Computing Γ k⊗(s) similarly to (30), we see that there exist k ∈ N, an
index j ∈ N and a path j1, . . . , jk such that
γij1 ◦ γj1j2 ◦ · · · ◦ γjkj(sj) ≥
‖s‖ℓ∞
C
, (32)
where C is the constant appearing in the robust strong small-gain condition. For
the given i, j, we define the operator
Γ˜ji(s)l := sup
k∈N
[γlk(sk) + δjlδikCsk] for all s ∈ ℓ
+
∞,
where δxy is the Kronecker delta, and observe that
Γ˜ji(s) ≤
(
sup
k∈N
γlk(sk) + sup
k∈N
δjlδikCsk
)
l∈N
=
(
sup
k∈N
γlk(sk) + δjlCsi
)
l∈N
= Γ⊗(s) + Csiej = Γji(s).
Since Γji satisfies the strong small-gain condition by assumption, then also Γ˜ji
satisfies the strong small-gain condition. Hence, Γ˜ji also satisfies the small-gain
condition Γ˜ji(s) 6≥ s for all s ∈ ℓ
+
∞ \ {0}. By [14, Lem. 4.1], then all cycles built
from the gains
γ˜lk(r) := γlk(r) + δjlδikCr, (l, k) ∈ N
2
are contractions. In particular,
γ˜ji ◦ γ˜ij1 γ˜j1j2 ◦ · · · ◦ γ˜jkj(sj) < sj .
With (32), we thus obtain
sj > γ˜ji ◦ γ˜ij1 ◦ γ˜j1j2 ◦ · · · ◦ γ˜jkj(sj) ≥ γ˜ji ◦ γij1 ◦ γj1j2 ◦ · · · ◦ γjkj(sj)
= (γji + Cid) ◦ γij1 ◦ γj1j2 ◦ · · · ◦ γjkj(sj) ≥ ‖s‖ℓ∞ ≥ sj ,
a contradiction. ⊓⊔
Remark 10 The operatorQ is of fundamental importance in max-algebra, and some-
times is called the strong transitive closure of Γ , or Kleene star, see [8, Sec. 1.6.2],
or just the closure of Γ , see [44, Sec. 1.4].
We close the section with the following criterion.
Proposition 17 Assume that the gains γij, (i, j) ∈ N
2, are all linear and that
the associated gain operator Γ⊗ is well-defined. Then the following statements are
equivalent:
(i) The operator id− Γ⊗ satisfies the MBI property.
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(ii) There are λ ∈ (0, 1) and s0 ∈ int(ℓ
+
∞) such that
Γ⊗(s0) ≤ λs0. (33)
(iii) The spectral radius of Γ⊗ satisfies
r(Γ⊗) = lim
n→∞
sup
s∈ℓ
+
∞
‖s‖ℓ∞
=1
‖Γn⊗(s)‖
1/n < 1.
(iv) The system (4) with A = Γ⊗ has the eISS property.
(v) The system (4) with A = Γ⊗ has the MLIM property.
Proof By Proposition 16, (iii) is equivalent to (iv). Clearly, (iv) implies (v). By
Proposition 5, (v) implies (i).
(i)⇒ (ii). By Proposition 9, the MBI property of id−Γ⊗ is equivalent to the uniform
small-gain condition. Then Proposition 10 shows that
Γ⊗(s) 6≥ s− η(‖s‖ℓ∞)1 for all s ∈ ℓ
+
∞ \ {0}.
In particular,
Γ⊗
( s
‖s‖ℓ∞
)
6≥
s
‖s‖ℓ∞
− η(1)1 for all s ∈ ℓ+∞ \ {0}.
Multiplying this inequality by ‖s‖ℓ∞, putting η := η(1) and using the homogeneity
of Γ⊗ yields
Γ⊗(s) 6≥ s− η‖s‖ℓ∞1 for all s ∈ ℓ
+
∞ \ {0}.
Then for any s ∈ ℓ+∞ we have
(1 + ε)Γ⊗(s) 6≥ (1 + ε)(s− η‖s‖ℓ∞1) = s+ εs− (1 + ε)η‖s‖ℓ∞1.
As s+ εs− (1 + ε)η‖s‖ℓ∞1 ≤ s− [(1 + ε)η − ε]‖s‖ℓ∞1, we have
(1 + ε)Γ⊗(s) 6≥ s− [(1 + ε)η − ε]‖s‖ℓ∞1.
Choosing ε > 0 small enough, Proposition 13 implies that (1 + ε)Γ⊗ satisfies the
robust strong small-gain condition. By Lemma 11, the operator
Qε(s) := sup
k∈Z+
(1 + ε)kΓ k⊗(s) for all s ∈ ℓ
+
∞
is well-defined and satisfies
Γ⊗(Q
ε(s)) ≤
1
1 + ε
Qε(s) for all s ∈ ℓ+∞.
In particular, this holds for s = 1. Since s0 := Q
ε(1) ≥ 1, we have s0 ∈ int(ℓ
+
∞).
(ii) ⇒ (iii). By monotonicity and homogeneity of Γ⊗ we have
Γ k⊗(s0) ≤ λ
ks0 for all k ≥ 1.
There exists n ∈ N such that any s ∈ ℓ+∞ with ‖s‖ℓ∞ = 1 satisfies s ≤ ns0. Hence,
Γ k⊗(s) ≤ Γ
k
⊗(ns0) = nΓ
k
⊗(s0) ≤ nλ
ks0 for all k ≥ 1, ‖s‖ℓ∞ = 1.
This implies r(Γ⊗) ≤ λ < 1, which completes the proof. ⊓⊔
Remark 11 The special form of the operator Γ⊗ is used in Proposition 17 only for
the proof of the implication (i)⇒ (ii). Other implications are valid for considerably
more general types of operators. Note that if s0 is as in item (ii), then ts0 also
satisfies all conditions in item (ii), for any t > 0 and thus we can construct a path
of strict decay t 7→ ts0 for the gain operator Γ⊗, which is an important ingredient
for the proof of the Lyapunov-based ISS small-gain theorem, see [17].
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