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Abstract Mechanistic aspects of some of the early
electron transfer steps occurring in photosynthetic reac-
tion centers are discussed. Starting from the normal
modes of the redox cofactors involved in the electron
transfer processes, we show how a series of quantities
which regulate electron transfer rates, such as (i) the
electron transfer active modes, (ii) the intramolecular
reorganization energy, and (iii) the mutual couplings be-
tween the vibronic states of the donor and the acceptor,
can be obtained and used to draw qualitative conclu-
sions on ET rates.
Keywords Electron transfer · Photosynthesis ·
Reaction center · Franck–Condon · Duschinsky
transformation · Radiationless transition
Introduction
Photosynthetic reaction centers (PRC) are probably the
natural energy transducers whose structures and oper-
ational properties have been best characterized. The
resolution of their crystal structure provided already in
the 1980s [1–5] the essential structural information for
understanding the structure–function relationships gov-
erning energy conversion in photosynthesis. The PRCs
are highly spatially organized molecular assemblies
contained into a membrane; a schematic view of the
cofactors contained in one of such centers (from Rho-
dobacter sphaeroides) is shown in Fig. 1. A bacteriochlo-
rophyll dimer, known as special pair (P), is located at the
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top of the membrane; a sequence of molecular cofac-
tors arranged on two nearly symmetric branches starts
from the special pair. Each branch contains a bacterio-
chlorophyll (BChl), a bacteriopheophytin (BPh) and a
Ubiquinone (UQ) unit. Both branches end at a common
nonheme high-spin Fe2+ ion surrounded by four neutral
histidine residues and a glutamic anion.
The special pair of a PRC functions as a trap for
the radiation energy absorbed by the antenna system,
for its first excited state lies slightly below those of the
chlorophylls located in the antenna system. Radiation
energy is then converted into internal energy by pro-
moting a sequence of photoinduced electron transfers
(ET), occurring along one of the two branches, which
leads to a long-lived charge separated state P+Q−A. The
resulting electric field then causes protons to be trans-
ferred through the membrane so that an electrochem-
ical gradient is established across it, which, according
to Mitchell’s mechanism, triggers the chemical reac-
tions by which ATP and other biological fuels are
produced [6].
In this paper we shall briefly discuss the dynamical
features of the early electron transfer (ET) processes
occurring in PRCs, with special regard to the role that
the chemical structures of the different cofactors and
therefore their intramolecular vibrations play in ET, a
topic which has been the object of several studies by our
group.
From the experimental side, a wealth of data on the
rates and relative energies of the ET processes in PRCs
are now available, thanks to the constant improvement
in spectroscopical time-resolved techniques [7–10].
These advances have allowed for understanding many
mechanistic details of the ET steps which ensure the
high efficiency of energy conversion in photosynthetic
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Fig. 1 Schematic view of
bacterial photosynthetic
reaction center showing the
main electron transfer
cofactors
centers. The structural complexity of the PRCs suggests
that high efficiency of energy-conversion should result
from the coherent interplay of several structural effects.
A better understanding of that interplay is desirable not
only for scientific purposes but also for technological
progress, particularly in the area of nanostructure re-
search, e.g. in the case of molecular machines capable of
performing similar operations [11–15], whose efficiency
still lies far below that of biosystems.
In the case of photosynthesis, the high efficiency of the
energy conversion is probably connected with the high
stability of the intermediate charge separated state; the
latter requires that a number of energetic and kinetic
requirements should be satisfied.
i. Electron transfer steps have to be fast enough to
be competitive with respect to radiative or nonra-
diative decay to the ground state;
ii. Forward electron transfer leading to the final
charge separated state should be faster than ei-
ther charge recombination or possible secondary
processes taking place after each electron transfer
step;
iii. There should be a low probability of direct,
“through space” charge recombination from the
final acceptor to the primary donor, which should
be far enough and/or separated by a proper shield-
ing medium.
The most efficient way for the system to fulfill the
above requirements appears to be achieved by an elec-
tron transfer chain in which the primary donor and the
final acceptor are separated by a certain number of
cofactors whose distances and orientations along the
chain allow sequential electron transfer. A closer look
at the kinetics of the ET steps in PRCs also reveals that
the rates of the successive forward ET steps decrease
on approaching the final acceptor: in photosynthetic
PRCs the first photoinduced ET has to be ultrafast in
order to compete with deactivation processes, whereas
the slower rates of the subsequent ET steps allow the
acceptor molecule and its surroundings to relax, mak-
ing back transfer energetically unfavorable. Chlorophyll
and related macrocycles are used in faster ET steps,
whereas quinones are involved in the slower ET steps.
The differences between these two classes of molecules
which could be significant for explaining kinetic data
are:
• Their geometrical changes upon ET;
• The densities and widths of their vibronic bands,
which must be such that resonance conditions are
fulfilled in the proper donor–acceptor pairs.
As is well known, two general conditions for ET to
take place are that there should be two quasi-degenerate
states, one belonging to the neutral complex AD and
other to the separated-charge A−D+, and that they
are coupled to each other. In the case of ultrafast ET
processes, it is expected that the intramolecular vibra-
tions of the donor and acceptor molecules provide a
sufficiently high density of coupled vibronic states. In
the case of low vibrational-state densities the solvent
modes have to fill up the energy gap between the donor
and the acceptor vibronic states, and the ET rates are
expected to decrease. In the past, a single intramolec-
ular mode coupled to a continuum provided by the
modes of a thermal bath (the surrounding medium)
served as the reference model for the effect of intra-
molecular vibrations in ET dynamics [16,17], but there
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are reasons to believe that, although fluctuations
introduced by the pertinent interactions of the main ET
cofactors with the environment are certainly important
for ET, such a simplified model overestimated the role
of the bath.
Clearly, the possibility to build more satisfactory mod-
els depends on the availability of a detailed analysis
of the energies and mutual couplings of the vibronic
states of A and of D in both their neutral and charged
forms. This paper is mainly intended to show how such
an analysis can be conveniently carried out by starting
from the knowledge of the normal modes and the vibra-
tional frequencies of the redox cofactors. These data
allow the determination of some of the most impor-
tant parameters for the analysis of ET rates, namely,
(i) the intramolecular modes involved in the ET path,
(ii) the intramolecular reorganization energy, and (iii)
the Franck–Condon weighted density of states of the
redox cofactors. This is, to our opinion, the first nec-
essary step toward a proper theoretical modeling of
ET dynamics, which of course also requires to take
into account the effects of the medium in which the
cofactors are embedded, and the relaxation processes
which occur after ET. Notwithstanding, the quantities
cited earlier, even though computed for the isolated co-
factors in the gas phase, allow to extract useful infor-
mation on ET dynamics and, in the specific case of
PRCs, to understand on a molecular basis the reasons for
the large ET rate differences observed in the different
steps of the photocycle, which spans from picoseconds to
microseconds.
Theoretical framework
The reference model we have used in the past for ET in
PRCs [18] can be illustrated by the limit case of only two
partner molecules, A and D, with a single additional elec-
tron. Thus, all the states of the system can be grouped
into two subsets, globally denoted by
∣
∣A−D
〉 ≡ |A〉 and
∣
∣AD−
〉 ≡ |D〉, which are assumed to form a complete and
linearly independent basis for ET between A and D.
Any state of the system can then be written as a linear
combination of the kets or wavefunctions representing
the elements of the two state manifolds:
|(t)〉 = |A〉CA(t)+ |D〉CD(t), (1)
where CA and CD are column vectors, whose sizes are
given by the dimensions of the vibrational subspaces of
|A〉 and |D〉 considered relevant to the problem under
consideration.
The expansion coefficients C(t) of Eq. (1) determine
the time evolution of |(t)〉 and therefore the dynam-
















with initial conditions specifying the initial state of the
system. Each of the four matrix blocks in Eq. (2) is a
matrix whose size depends on the number of vibrational
states belonging to |A〉 and |D〉. Since its off-diagonal
elements are in general nonvanishing, the elements of
|A〉 and |D〉 are not eigenstates of the Hamiltonian oper-
ator and change in time.
In the Born–Oppenheimer approximation:
|Av̄〉 = |ψA〉 ⊗ |v̄A〉 , |Dw̄〉 = |ψD〉 ⊗ |w̄D〉 , (3)
where v̄ and w̄ denote the whole set of the vibrational
quantum numbers associated to the ET active normal
modes of vibration, the matrix elements of the diagonal
and extradiagonal blocks of H are:
HAw̄Av̄ = 〈Av̄| Hel + TN |Aw̄〉
= 〈v̄A| EA(R)+ TN |w̄A〉 = EtotAv̄δw̄,v̄ (4)
HAw̄Dv̄ = 〈Av̄| Hel + TN |Dw̄〉
= 〈v̄A| λ(R)+ 〈A| TN |D〉 | |w̄D〉 , (5)
where EA(r) is the nuclear potential energy operator of
|A〉 and:
λ(R) = 〈A| Hel |D〉 . (6)
The extradiagonal terms can be further simplified by
making the reasonable assumption that:
λ(R) >> 〈A| TN |D〉 . (7)
By further neglecting the dependence of λ(R) on the
nuclear coordinates, we arrive at the well-known result
that the off-diagonal terms are proportional to the over-
lap of the vibrational states of |A〉 and |D〉, the so-called
Franck–Condon integrals:
HAw̄Dv̄ = λ〈v̄A|w̄D〉. (8)
The ingredients essential for building a reasonably
approximate form of the Hamiltonian matrix which
determines the time evolution of the (A,D) system are
therefore:
i. The relative energy of the two electronic states;
ii. The electronic coupling term λ;
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iii. The vibrational frequencies and the normal modes
of vibrations of the two electronic states;
iv. The Franck–Condon integrals.
The relative energy of the two electronic states
(including the zero point contribution) can be obtained
by spectroscopic measurements [9,19,20], and the elec-
tronic coupling term can be reliably estimated by using
empirical expressions [21].
Concerning the normal modes of vibrations, which
imply the knowledge of the minimum energy geome-
tries of A−D and AD−, highly reliable estimates are
necessary because both these factors play an important
role in ET. In some of our applications these quanti-
ties have been therefore obtained by high level ab initio
computations for the isolated molecules in their neu-
tral and anionic forms [18]. In this way accurate esti-
mates of geometrical changes upon ET and of normal
modes are obtained, but the possible effect of the sur-
rounding medium and of the intermolecular modes is
ignored. In weakly coupled systems, such as PRCs, the
couplings between the vibronic states of |A〉 and |D〉
are dominated by the displacements of the equilibrium
positions of the normal and reduced forms of the redox
cofactors rather than by frequency changes or normal
mode mixing. The equilibrium displacements are rather
unaffected by the interaction with the protein matrix,
and therefore the effect of the environment is mainly
that of causing small energy fluctuations of the elec-
tronic energy difference between the initial and final
state, which allows for fulfilling degeneracy conditions.
In some cases, as that of ultrafast ET, this effect can
be included by making suitable averages of the tran-
sition probabilities over a small energy range around
the observed value of the electronic energy difference
between |A〉 and |D〉 [18]. Such a model turned out
to be successfull in the case of ET from pheophytin
to ubiquinone in PRCs, probably because the relax-
ation of the environment takes place on longer time-
scale than ET, as also suggested by some experimental
results [22]. Of course, there are cases where solvent
relaxation and ET occur with comparable rate [17],
several alternative approaches are available for them
[23,24].
Energy fluctuations can be studied by resorting to
hybrid quantum mechanic/molecular mechanic
approaches; work is in progress along this line.
Finally, a legitimate simplification is the use of the
harmonic approximation, because highly excited vibra-
tional states will not play an important role, see in-
fra; the generalization to anharmonic potential poses
no problems, but it of course makes computations more
demanding.
ET active modes
In the discrete state approach to ET dynamics, the
selection of the vibrational states to be used in the time
evolution is probably the most important problem. Two
factors determine the involvement of a given state in the
dynamics of the system: the energy and its couplings with
the initial state and with the other states which can be
populated in the time evolution of the system. The cou-
pling between two states can be either direct or indirect,
i.e. mediated by a third state whose energy can be out-
side the range in which vibrational states can be effec-
tively populated. Because of the indirect couplings, the
criterion purely based on the selection of a small energy
range cannot be adopted. Since the density of states of
large protein cofactors hugely increases with the energy,
the problem would rapidly become unsolvable as the
energy difference between the vibronic ground states of
the initial and final states increases.
The difficulty posed by indirect couplings is mini-
mized (completely avoided in the case of only two
electronic states) by using a basis of oscillators for each
electronic state, so that the two diagonal blocks of Eq. (2)
are diagonal matrices. More important, the use of such a
basis offers the advantage that the most coupled modes
can be determined by projecting the normal modes of
one electronic state into those of the other: only those
modes which are either displaced or mixed with each
other for the effect of the change of the electronic poten-
tial energies upon ET can change their quantum num-
bers during the time evolution of the system; all other
modes will be frozen in their initial quantum state, be-
cause changes in quantum numbers would make the
Franck–Condon integrals, and therefore the whole cou-
pling with the initial state, vanishingly small, even in the
case where the vibrational frequency changes upon the
electronic transition.
The displaced and mixed modes can be determined
by Duschinsky’s transformation [22];
Ql = JQm + K, (9)
where Ql and Qm are the normal mode vectors of the
two electronic states |l〉 and |m〉, J is the rotation matrix
and K the displacement vector.
The rotation matrix J and the displacement vector K
can be easily determined once the equilibrium geome-
tries and the normal modes of the two electronic states
are known [23]. If the normal modes of the two elec-
tronic states are expressed in terms of Cartesian coordi-
nates ξ of the nuclei:
ξ − ξ01 = L1Q1 ξ − ξ02 = L2Q2, (10)
Theor Chem Acc (2007) 117:957–967 961
where ξ0i and ξ
0
f are the equilibrium nuclear coordinates
of the two electronic states, and Li and Lf are the rectan-
gular matrices of the normal modes, the rotation matrix
and the displacement vector of Eq. (9) are given by:
J = L†1SL2 K = L†1(Sξ02 − ξ01) (11)
The S matrix accounts for the so-called zero-order axis-
switching effect in the normal mode transformation [24].
Duschinsky’s transformation is also the starting point
for evaluating multi-dimensional Franck–Condon inte-
grals; there are several procedures in the literature to
compute Franck–Condon integrals [25,26], we have used
that of reference [25], implemented in the computer pro-
gram MOLFC [27].
The most significant components of the K vector and
coefficients of the J matrix for the pairs BChl/BChl−,
BPh/BPh−, and UQ/UQ− are reported in Tables 1, 2
and 3, respectively.
All the ET cofactors possess several modes whose
equilibrium positions are significantly displaced upon
ET, covering a wide range of wavenumbers, from 25 to
1,800 cm−1. The high frequency modes are very impor-
tant because they make the filling up of a large electronic
energy gap possible between the initial and final states
with a modest increase in vibrational quantum numbers.
The low-frequency modes are important for fine-energy
tuning, i.e. for achieving the tight degeneracy between
initial and final vibronic states, which is necessary for
tunneling [18].
UQ/UQ− pair differs somewhat from the others
because of the higher number of significantly displaced
modes and because the modes with larger displace-
ments fall at higher energy than those of BChl and BPh.
These features make quinones particularly suited for ET
between states with a large electronic energy difference,
whereas BChl and BPh, whose most displaced modes
fall at very low wavenumbers, appear to be well suited
for ET between quasi-degenerate electronic state. For
the same reasons the intramolecular reorganization en-
ergy of UQ/UQ− is expected to be much higher than
those of BChl and BPh.
As to the Duschinsky effect, there are important
differences between the three pairs. In UQ/UQ− and
BChl/BChl− there are two groups of significantly mixed
modes, one including the lowest frequency modes, the
other the highest frequency modes. By contrast, BPh
exhibits a large number of mixed modes, in a wide region
of wavenumbers, which can be grouped into four sub-
sets. The first group includes the five lowest frequency
modes, the second one consists of 12 modes spanning
the region from 794 to 886 cm−1, cf. Table 2, the last
two groups include 8 modes, from 1,088 and 1,191 cm−1,
and 13 modes, falling in the wavenumber range 1,327–
1,509 cm−1.
Reorganization energies
Intramolecular reorganization energies (ε) can be easily







Table 1 Progressive normal mode number, wavenumbers (cm−1), dimensionless displacements, and mixing coefficients of the most
displaceda or mixedb normal modes of the pair BChl/BChl−. DFT/B3LYP/6-31g computations
Wavenumber K Ja
Mode BCl− BCl
1 19.378 32.496 −0.637 −0.78(1)−0.30(2)−0.42(4)+0.29(5)
3 55.737 62.773 0.805 0.74(2)−0.54(4)+0.28(5)
4 64.909 67.939 −0.357
6 100.413 101.508 0.314
8 137.706 141.019 0.249
13 205.781 206.617 −0.385
19 310.027 307.505 −0.270
21 320.782 320.545 0.236
43 729.671 729.767 0.372
49 787.439 789.573 0.331
67 1018.958 1026.857 0.274
115 1678.682 1690.179 0.437 −0.33(113)+0.32(114)−0.50(115)+0.72(116)
116 1701.425 1723.979 0.378 0.26(113)−0.81(115)−0.49(116)
121 3041.899 3066.626 −0.256 −0.32(120−0.77(122)+0.49(125) +0.16(127)
Most displaced modes: only modes with displacement longer than 0.25; mixed normal modes: only mixed modes with maximum coeffi-
cient lower than 0.85
a Numbers in parenthesis refer to the modes of BCl
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Table 2 Progressive normal mode number, wavenumbers (cm−1), dimensionless displacements, and mixing coefficients of the most
displaced or mixed normal modes of the pair BPh−/BPh
Frequency K Ja
Mode BPh− BPh BPh− → BPh
1 28.410 32.630 0.001 0.64(1)+0.68(2)+0.16(3)−0.15(4)+0.23(5)−0.15(7)
2 34.450 48.460 0.000 −0.76(1)+0.57(2)+0.11(3)−0.15(4)+0.22(5)
3 57.450 67.360 −0.001 0.40(2)−0.14(3)+0.52(4)−0.73(5)
4 67.440 70.020 0.000 −0.14(2)+0.96(3)−0.20(5)
5 74.340 81.450 −0.004 0.82(4)+0.55(5)
6 94.730 108.980 −0.098
9 135.380 135.480 0.355
10 146.600 146.220 0.884
18 275.980 277.640 0.358
29 540.440 529.850 0.266
41 731.900 730.640 0.262
46 794.930 810.150 −0.250 0.71(47)−0.43(48) 0.52(54)−0.10(57)+0.11(58)
47 805.520 814.750 −0.250 → 46
48 810.860 834.010 0.000 −0.37(47)−0.44(48)+0.20(50)+0.50(51)+0.18(54)+0.56(55)
49 823.660 839.860 0.018 0.48(47)+0.50(48)+0.43(50)+0.43(51)−0.27(54)+0.21(55)
50 830.850 842.930 0.000 −0.18(47)+0.52(48)−0.15(50)+0.19(51)+0.74(54)−0.23(58)
51 832.020 844.880 0.000 → 49
52 837.680 863.700 −0.090 0.64(50)−0.59(51)+0.21(54)+0.16(55)+0.20(57)−0.30(60)
53 851.350 865.040 −0.028 0.13(47)+0.19(48)−0.32(50)−0.33(51)+0.73(55)−0.40(57)
54 852.540 867.250 0.000 0.82(52)−0.56(53)
55 857.430 882.850 0.000 −0.55(52)−0.82(53)
57 875.630 904.070 0.000 +0.21(48)+0.14(51)+0.12(54)−0.29(57)+0.88(58)
58 886.480 916.300 0.000 → 56
78 1184.400 1204.920 −0.248
101 1454.200 1473.730 −0.268
114 1654.030 1658.350 0.289
115 1669.830 1673.170 −0.304
Normal modes and vibrational frequencies from DFT/B3LYP/3-21g computations; optimum geometries from DFT/B3LYP/6-31g**
computations; Most displaced modes: only modes with displacement longer than 0.25; Mixed normal modes: only mixed modes with
maximum coefficient lower than 0.85
a Numbers in parenthesis refer to the modes of BPh
where Ki is in adimensional units. In Table 4 the intra-
molecular contributions to the reorganization energy for
the three ET steps, BChl →BChl−, BPh →BPh−, and
UQ → UQ−, are reported. Intramolecular contribu-
tions to ε have been calculated in three different ways: (i)
from geometry optimizations and energy computations
at DFT/B3LYP level of computations, see Tables 1–3 for
more details, (ii) by Eq. (12), and (iii) by Eq. (12) but
summing only over those modes which have been cho-
sen as active modes for ET in Franck–Condon (FC) cal-
culations; the last method provides an indication about
the completeness of the vibrational basis set used in FC
computations.
The total intramolecular reorganization energy
yielded by DFT/B3LYP computations for ET from BPh
to UQ is 0.40 eV, 0.1 coming from BPh and 0.3 from UQ.
The total reorganization energy computed by summing
over all modes is ca. 0.41 eV, about 0.3 eV from UQ and
0.1 eV from BPh, testifying that harmonic approxima-
tion can be safely used both for evaluating FC integrals
and for the fitting of important parameters from ET
rates.
The most displaced mode of UQ− (473 cm−1) con-
tributes to half of the whole reorganization energy of
UQ−, whereas for BChl and BPh, there are no dom-
inant modes. Almost all the reorganization energy of
UQ is associated with modes which are included in FC
calculations, whereas the pheophytin modes included
in FC computations cover only 40% of its reorgani-
zation energy. This is an indication of the importance
of numerous slightly displaced modes between 1,400
and 1,700 cm−1, which cannot be all included in our
calculations due to current limitations of MOLFC pro-
gram (actually, MOLFC can handle about 106–107 FC
integrals, so that by factorizing the FC integrals in a
product of integrals referring to the acceptor and to the
donor group it is possible to compute about 1013 FC
integrals).
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Table 3 Progressive normal mode number, wavenumbers (cm−1), dimensionless displacements, and mixing coefficients of the most
displaced or mixed normal modes of the pair QA/Q−A. DFT/B3LYP/6-31++g** computations
Frequency K Ja
p Mode QA Q−A QA → Q−A
1 24.220 76.410 0.313 0.29(1)−0.44(2)+0.75(3)+0.23(5)+0.31(6)
2 42.370 86.160 −0.260 0.83(1)+0.17(2)−0.31(3)+0.41(5)
3 75.060 93.160 −0.018 0.85(2)−0.51(3)
4 89.980 128.060 0.338 0.28(1)+0.83(4)−0.46(5)
5 117.980 149.700 0.176 0.37(1)+0.54(4)+0.75(5)
9 277.930 318.450 0.324
12 375.150 367.500 −0.572
13 420.390 420.770 −0.145 0.74(13)+0.64(14)
14 423.840 447.120 −0.151 −0.65(13)+0.74(14)
15 460.290 473.290 1.629
19 649.670 667.610 0.254
30 1179.790 1174.460 0.783
32 1227.580 1220.390 −0.346
41 1529.680 1521.060 0.461
45 1723.790 1545.190 0.708
46 1729.290 1643.850 0.803
49 3147.930 3074.420 −0.002 −0.72(49)+0.64(50)+0.15(51)−0.16(52)
50 3152.000 3076.300 0.007 0.66(49)+0.73(50)
51 3183.810 3121.070 −0.001 −0.16(49)+0.16(50)−0.65(51)+0.73(52)
52 3187.810 3121.180 −0.002 0.74(51)+0.66(52)
Most displaced modes: only modes with displacement longer than 0.1; Mixed normal modes: only mixed modes with maximum coefficient
lower than 0.85
a Numbers in parenthesis refer to the modes of Q−A
Table 4 Reorganization
energies (cm−1) for the
BChl−/BPh → BChl/BPh−,
BPh−/UQ → BPh/UQ−, and
UQ−/UQ → UQ/UQ−
process
A B DFT/B3LYP Harmonic Excited modes
A B A B A B
BCl− Phe 860 1,300 1,148 825 237 272
Phe− Ubi 834 2,427 830 2,472 269 2,288
Ubi− Ubi 2,443 2,427 2,420 2,472 2,055 2,288
Franck–Condon integrals
The absolute values of the FC integrals for ET from
BChl− to BPh, from BPh− to UQ, and finally from
the primary to secondary UQ are plotted versus the
vibrational energy of the final states in Figs. 2, 3 and 4,
respectively. For each case, it has been assumed that ET
occurs from the ground vibrational state of each initial
state, whose energy has been set to zero. The vibrational
modes of the final state which have been excited in the
computation of FC integrals and the maximum number
of states for each mode are specified in the notes of
Figs. 2–4.
The insets of Figs. 2–4 show magnifications over a tiny
energy region corresponding to the experimental free
energy change upon ET. Since in the model adopted
here the coupling between vibronic states are propor-
tional to FC integrals, Figs. 2–4 provide pictures of the
manifolds of vibronic states which can be involved in the
three ET processes.
For ET from BChl− to BPh and from BPh− to UQ
there is a dense manifold of final vibronic states which
are weakly coupled to the ground initial vibronic state
and a more sparse set of strongly coupled states, cf. Figs. 2
and 3. These results would suggest that, provided that
small energy fluctuations, much smaller than a thermal
quantum kbT (kb Boltzmann constant), take place, ET
from BChl− to BPh and from BPh− to UQ can be mech-
anistically modeled as a nonradiative transition which
mainly involves the intramolecular modes of vibrations
of the two redox cofactors, without the assistance of the
low-frequency modes of the medium. This conclusion
is in good agreement with the general finding that the
rates of most ET processes occurring in photosynthetic
reaction centers (P∗ → BPh, BPh− →UQ, UQ− → P+)
are only moderately temperature-dependent [28–32].
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Fig. 2 Absolute values of the
Franck–Condon integrals as a
function of the vibrational
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Fig. 3 Absolute values of the
Franck–Condon integrals as a
function of the vibrational
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The dynamics of ET from BPh− to UQ have been suc-
cessfully examined in a previous paper [18]; by consid-
ering only the intramolecular modes of the two mojeties
we obtained a transition time of ca. 200 ps, in good agree-
ment with experimental results. It is worth noticing that
all the intramolecular vibrational degrees of freedom
have been explicitly considered, so that the faster con-
tribution to the dephasing has been explicitly included in
dynamics. Of course our dynamics are periodic, because
the slower dephasing due to the interaction with the
environment has been omitted; there are experimental
indications suggesting that, in the specific case of pho-
tosynthetic systems, this effect is slightly slower than
200 ps [22], so that it should be mainly responsible of
the irreversible decay which is not present in our previ-
ous simulations.
According to our present results, the most important
mode in ET dynamics is that at 473 cm−1 of UQ. That
is in very good agreement with previous attempts to fit
the temperature dependence of ET rates based on the
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Fig. 4 Absolute values of the
Franck–Condon integrals as a
function of the vibrational
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Fermi golden rule and on ad hoc estimates of normal
mode displacements and frequencies [33], according to
which the simplest and most successful model for ET
rate would imply a quantum mode at 400 cm−1 and at
least two soft modes at low frequency (50 and 10 cm−1).
The two soft modes necessary to fit the temperature
dependence of ET rates could be provided by the two
low frequency vibrations of neutral UQ, falling at 24
and 42 cm−1, which are both significantly displaced to
play a role in ET, cf. Table 3. Furthermore, the assump-
tion made by Schenck et al. of a much smaller Eel 390
cm−1 than that suggested by delayed fluorescence mea-
surements [34] (3,000–5,500 cm−1) is not necessary in
our treatment, because ET is significantly coupled also
to high frequency modes, both of BPh and of QA, which
can account for the larger electronic energy difference,
as clearly shown by the inset of Fig. 3.
Figures 2 and 3 strongly suggest that ET from BChl−
to BPh should be faster, in agreement with experimental
observations; work is in progress along this line.
The slow ET between quinones
Coming to ET between primary and secondary qui-
nones, a very important point is that the P+Q−A state
should live long enough for the reduction of P+ by cyto-
chrome c to occur. The results reported in Fig. 4 suggest
that ET between the primary and secondary ubiqui-
none should be somewhat slower than ET from BPh−
to UQ, but there is evidence, experimental [35,36] as
well as theoretical, [37] that other processes take place
on a faster timescale, which stabilize the ubiquinone an-
ion thus overcoming the structural conditions used to
obtain Fig. 4.
Kinetic studies have provided evidence in favor of a
temperature- dependent extra stabilization of the P+Q−A
state, which can be either due to solvent reorganiza-
tion, [35,36] or possibly to some chemical modification
at QA, probably involving proton movements around
QA. In line with the latter hypothesis, the Q−A/QA FTIR
difference spectra of photosynthetic RCs, both from Rb.
sphaeroides and from Rp. viridis, show a broad positive
band at 2,900–2,500 cm−1, shifting at 2,200–1,800 cm−1
upon deuteration [38]. According to previous studies
[39,40], such a band has been tentatively assigned to
proton vibrations within a network of polarizable H-
bonds, thus suggesting that the formation of Q−A could
cause a significant rearrangement of the H-bond net-
work around QA.
Proton transfer (PT) can also be an efficient way to
stabilize charge separated states: Hung et al. have shown
that, in carotenoid-porphyrin-quinone triads exhibiting
photoinduced ET, the addition of a carboxylic group,
in a position in which it can form an intramolecular
H-bond with a quinone oxygen, significantly stabilizes
the charge separated state, probably by transferring a
proton from the carboxylic group to the semiquinone
anion [41].
Theoretical computations support the hypothesis that
the arrival of an electron on QA can lead to signifi-
cant proton rearrangements around QA. Semiempirical
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MNDO/PM3 as well as unrestricted Hartee–Fock ab
initio computations (with the standard 6-31G basis set
and polarization functions on the atoms engaged in H-
bonds), carried out on a model system of Zn substituted
RC consisting of the two quinones and the metal ion
with its full coordination sphere, confirm that ET from
QA to QB can occur via the proton assisted electron
transfer (PAET) mechanism schematized subsequently
[42–44]:
Q−A · · · H-His-Zn-His-H · · · QB → QA-H · · · −His-Zn-His-H · · · QB 1
QA-H · · · −His-Zn-His-H · · · QB → QA · · · H-His-Zn-His− · · · H-QB 2
QA · · · H-His-Zn-His− · · · H-QB → QA · · · H-His-Zn-His-H · · · Q−B 3
Scheme 1
Upon the arrival of an additional electron on Q−A, the
latter takes up the proton of the H-bonded HisM219,
localizing the negative charge of the iron-histidine
bridge, step (1). Since the two quinones are chemically
equivalent and the driving force for ET is small, be-
ing provided by the different environments of QA and
QB [45,46], the nuclear configuration formed after PT is
nearly degenerate with that in which QB is protonated
and the negative charge is localized on HisL190, the iron
histidine ligand opposite to HisM219, forming H-bond
with QB. Thus, the shift of the two H-bonded hydro-
gens, proton plus electron, carries an electron from QA
to QB (2); QA will be back in its initial state, having
received an electron and a proton and released a hydro-
gen atom. Finally, QB-H will release a proton to the
adjacent histidine, leading to the ET product (3). All
the steps involved in the PAET mechanism reported in
Scheme 1 are predicted to be slightly exoergic, so that
it was concluded that PAET mechanism is energetically
plausible and worthy of further experimental investiga-
tion [44]. Quantum dynamic simulations of the first PT
step, performed on a reliable potential energy surface,
obtained by ab-initio computations with full geometry
optimization and inclusion of electronic correlation at
MP2 level, showed that the PT step is not only exoergic
but also very fast, occurring on a timescale of a few tens
of fs, much faster than the results of Fig. 4 would predict
for direct ET [37]. According to those results, PT from
the iron–histidine to the semiquinone anion could be the
chemical process which stabilizes the charge separated
state, increasing its lifetime.
Final remarks
Efficient energy conversion occurring in natural PRCs is
the result of several sequential ET steps which take place
with very different mechanisms. Ultrafast ET steps,
required at the very beginning of the photoinduced
process for avoiding radiative decay to the ground state,
can be thought of as radiationless processes mainly
involving the intramolecular modes of the redox pairs.
Large macrocycles are well suited for ultrafast ET pro-
cesses, because their vibrational states provide a quasi-
continuum of weakly coupled vibronic states. Smaller
molecules, such as quinones, are used in the last steps
of ET sequence for decreasing ET rates, because of
their much lower density of coupled vibronic states. On
decreasing ET rates, relaxation processes, necessary to
stabilize the final charge separated state, have time to
occur. Theoretical analyses suggest that a proton trans-
fer from a histidine residue coordinated to the Fe2+
ion could be the leading process for stabilizing the ubi-
quinone anion. Proton transfer prevents from an easy
radiationless decay to the ground state, which, after the
sequences of the ET steps took place, is only 0.5–0.6 eV
lower in energy than the charge separated state, and
makes ET from primary to secondary quinone a much
slower step.
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