One of the goals of reservoir characterization, particularly in mature reservoirs, is to identify unswept regions containing high oil saturation for targeted infill drilling or enhanced recovery. A common approach to the problem is to generate high resolution distribution of reservoir properties such as permeability and porosity and then conduct flow simulations to identify regions of high oil saturation. One possible alternative to flow simulations would be to generate spatial distribution of properties that are related to fluid saturations and then infer fluid saturation distribution through the use of appropriate correlations.
Introduction
Seismic data can play a vital role in reducing uncertainties associated with interwell reservoir properties. In particular, cross-well seismic data can provide excellent spatial resolution and can be acquired at a relatively low cost. However, the use of seismic data in reservoir characterization is often limited by the inexact nature of the relationship between seismic and reservoir properties. Many seismic characteristics exhibit complicated effects of reservoir parameters such as lithology, petrophysics, and fluid content. Hence, the link between seismic and reservoir properties is often non-unique, multivariate, and non-linear.
Most applications of seismic data for reservoir characterizations have focussed on the relationship between seismic attributes such as amplitudes or impedance and porosity. 1, 2 Two basic approaches have been adopted for integrating seismic data into reservoir models. For high resolution seismic data, cokriging or stochastic cosimulation can be used to integrate it as a continuous vertical variable. 3, 4 On the lower resolution spectrum, we can impose constraints on average properties using seismic data through a variety of techniques such as block kriging, simulated annealing or Bayesian methods. 5, 6, 7 In this paper we will exploit the relationship between seismic velocity and formation resistivity to derive interwell saturation distribution. There is ample evidence in the literature that demonstrates a relationship between seismic velocity and resistivity. 8, 9, 10, 11 Rudman 9 discusses the theoretical foundation behind this relationship and develops a procedure for generating pseudotransit times from ordinary resistivity logs. Sams 11 utilized high resolution microresistivity logs to enhance the resolution of sonic logs and discern extra fine layering. We will use a non-parametric transformational approach to correlate sonic velocity with resistivity and porosity at the wells. An iterative procedure using alternating conditional expectations (ACE) forms the basis for this calibration. 12, 13 Next, stochastic cosimulation 14, 15 is carried out to generate conditional realizations of resistivity and porosity in the interwell region. Finally, water saturation distribution is deduced from the resistivity and porosity distributions through the use of Archie's law. 16 We have applied our methodology to a synthetic as well as a field example. The synthetic example validates the approach and involves reproducing a pre-generated primary data set using sparse primary and dense secondary data. The
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Characterizing Fluid Saturation Distribution Using Cross-Well Seismic and Well Data: A Geostatistical Study Eduardo A. Idrobo, SPE, Adel H. Malallah, SPE, Akhil Datta-Gupta, SPE, Texas A&M University, and Jorge O. Parra, Southwest Research Institute field example uses cross-well seismic velocity and well data from the Buena Vista Hills field, a fractured siliceous shale reservoir in California. In this reservoir, detailed characterization studies have been conducted to determine the technical feasibility of implementing a CO 2 enhanced oil recovery project in the Antelope unit.
The Antelope unit of the reservoir consists of alternating laminated siliceous shale and thin sandstone beds. The bulk density, compressional wave velocity, and shear wave velocity are fairly consistent throughout the unit. These petrophysical properties correlate with the resistivity well logs. 17 The sandstones are characterized by high P-and S -wave velocity, density and resistivity. On the other hand the shales are characterized by lower resistivity and lower velocities. The high resistivity of the sandstones is due to the low porosity and the presence of oil and water, and the low resistivity in the shale is due to the presence of clay minerals. In addition, the high velocity of the sandstones is associated with low porosity and high fluid saturation. The high correlation between these rock physical properties (i.e., resistivity and velocity) at the borehole scale and between wells is applied to predict the fluid saturation from velocity tomography in the interwell region of the reservoir.
Background and Approach
A critical aspect of integrating different data types during reservoir characterization is the calibration between hard and soft data. Traditional multiple regression is often used for this purpose. However, multiple regression techniques are limited by the fact that they require a priori functional forms that relate the response and predictor variables. This can be a significant drawback for correlating seismic and petrophysical properties because of the inexact nature of the underlying relationship. We circumvent the difficulties by adopting a twostep approach as discussed below.
Optimal Non-Parametric Transformations. Non-parametric transformation techniques generate regression relations in a flexible data-defined manner through the use of conditional expectations or scatterplot smoothers and in doing so, let the data itself suggest functional forms or detect inherent nonlinearities. 12, 13 The power of these methods lie in their ability to directly incorporate multiple and mixed variables, both continuous and categorical, during multiple regression. Moreover, the transformations are computationally efficient, easy to use and can provide significant insight during exploratory data analysis.
For data calibration, a computationally-efficient nonparametric regression algorithm called the alternating conditional expectations (ACE) 12, 13 has been used. For a given set of primary random variable Y and secondary random variables X 1 ,...,X p , we first define arbitrary measurable meanzero transformations θ(Y), φ 1 (X 1 ),...,φ p (X p ). The error (e 2 ) not explained by a regression of the transformed dependent variable on the sum of transformed independent variables is
The minimization of e 2 with respect to φ 1 (X 1 ),...,φ p (X p ) and θ(Y), is achieved through a series of one dimensional minimizations, resulting in the following equations.
The final φ 1 (X 1 ), l=1,...,p and θ(Y) after the minimization are estimates of optimal transformation, φ* l (X l ), l=1,...,p and θ*(Y). In the transformed space, the primary and secondary variables will be related as follows
where ξ is the misfit. Optimal non-parametric transformations can be shown to produce maximum correlation in the transformed space.
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Sequential Cosimulation with Optimal Transformations.
Once the optimal transformations for the reservoir property and the seismic attributes are derived, we perform sequential cosimulations in the transformed space. 14, 15 Conditional realizations of reservoir properties are generated by a back transformation. The back transformation is made possible by restricting the transformation of the response variable to be monotonic.
Sequential cosimulation utilizes the cokriging mean and variance as parameters to define a local Conditional Cumulative Density Function (lccdf). It has been a common practice to define this lccdf to be Gaussian, although Journel 18 pointed out that this lccdf need not be Gaussian. For our applications, the lccdf is defined by the collocated cokriging estimator for the transformed variables,
Notice that in the above equations, * s φ is the sum of the transformed secondary variables and is given by:
Methodology
The major steps involved in our proposed approach can be outlined as follows:
Step 1: Develop optimal non-parametric transformations for resistivity (primary) and seismic velocity (secondary) using available data sets {y(u γ ),
Step 2: Transform all the primary data sample {y(u α ), α=1,...,n} to {θ * (y(u α )), α=1,...,n}
Step 3: Transform all the secondary data samples {x 1 (u β ),…,x p (u β ), β=1,...,m} to {φ 1 * (x 1 (u β )),…, φ 1 * (x p (u β )), β=1,...,m}
Step 4: Perform sequential cosimulation on the transformed data sets Step 5: Back transform the estimated primary data to obtain resistivity, {θ * −1
(θ * (y(u β )), β=1,...,m} Step 6: Estimate water saturation distribution from resistivity using Archie's equation. 16 
Applications
In this section we will use a synthetic example and a field case to illustrate our approach.
A Synthetic Example.
To examine the performance of our methodology, a 2D synthetic case was simulated. The model proposed includes one primary variable, y and one secondary variable, x, having the following non-linear relationship:
where u is location in the 2D space and ε is random Gaussian noise. The complexity in Eq. 8 was deliberately introduced to examine the validity of our approach under extreme conditions. The simulation grid size is 40x40 and the primary variable was generated by an unconditional sequential Gaussian simulation using the following directional semivariogram model:
In Figs. 1a and 1b grayscale maps of the simulated x and y are shown. A scatterplot of y versus x is shown in Fig. 2a . This plot clearly illustrates the complex non-linear relationship between these two variables. For our purposes, the simulated y is going to be the exhaustive reference data.
Next, 80 data points (5% of the whole data) are randomly sampled from the exhaustive y data, as shown in Fig. 1a . These sampled y data, together with the exhaustive secondary data (x at 1600 locations) are then used to estimate y values at unsampled locations. In Fig. 2b , the scatterplot and a linear regression analysis of the sampled points are shown. A correlation coefficient of R=0.422 was obtained.
In our proposed approach, the first step is to derive optimal transformations using the ACE algorithm. The optimal transformations of y and x are shown in Figs. 3a and 3b , respectively. The shape of these transformations indicate that the non-linearity between y and x is readily identified by ACE. Figure 4 is a scatterplot of the transformed y versus the transformed x. Two points are worth-mentioning here. First, the relationship between y and x is considerably linearized in the transformed space. Second, the correlation coefficient improved from 0.422 to 0.608.
We now apply the optimal transformations obtained from the ACE algorithm shown in Figs. 3a and 3b to the sampled y data as well as the secondary data, x. Figure 5 shows the secondary data after the transformation. Because of the improved correlation with y, we can already see some of the features of the exhaustive y data set here. Using the transformed data, conditional realizations of ) ( * y θ are generated using sequential cosimulation. The final step is back transformation to y. This is accomplished by simple interpolation because ) ( * y θ is always restricted to be monotonic.
Figures 6a and 6b show realizations of the primary variable by cosimulation using the optimal transformation approach. In Fig. 6a we have sampled from a Gaussian distribution during the simulation whereas in Fig. 6b a dipole distribution was used. 19, 20 For both cases, the agreement with the original exhaustive reference data (Fig. 1a) is quite satisfactory. However, as we will see during field applications, the dipole distribution has the advantage of preserving structures and connectivity that may be lost because of the maximum entropy characteristics associated with the Gaussian random fields. For comparison purposes, we also performed a sequential Gaussian cosimulation with normal score transform for the synthetic example. The results are shown in Fig. 7 , indicating a poor correspondence with the reference data set because of the strong non-linearity between the primary and the secondary variables.
Field Case Study. We have applied the proposed approach to the Buena Vista Hills field, located in the Monterrey Formation, San Joaquin Basin, California. The Buena Vista Hills field is a heterogeneous fractured siliceous shale reservoir. Several characterization studies have been conducted in this field. 21, 22, 23 One of the major goals of these studies has been to determine the technical feasibility of implementing a CO 2 enhanced oil recovery project in the Antelope Shale. Figure 8 shows the proposed CO 2 pilot area on the flank of an anticline, but near the crest. 22 The five wells in this area form a "five-spot" pattern. San Joaquin Basin is estimated to contain over 7 billion barrels of oil in place of which only 6% has been produced. 21 In 1996, a 952 ft core 21 was taken and analyzed in well 653Z as part of a comprehensive siliceous shale reservoir characterization study. It was observed that the core had an average permeability of less than 1 md, an average porosity of 29% and an average oil saturation of less than 14%. The petrophysical analysis showed that hundreds of thin beds of sand with high porosity and permeability were dispersed throughout the siliceous shale. The total sum of sand yields less than 5% of the core that can contain oil saturations greater than 50% at current reservoir conditions. The available data for this study include cross-well seismic velocity profiles in the five-well pattern, resistivity logs, sonic velocity and core porosity in the injector well. The cross-well seismic velocity and well log data are utilized to derive an integrated description of reservoir properties in the subject area using the proposed approach. Our objective is to identify unswept regions of high oil saturation for targeted infill drilling or enhanced recovery in the study area using the data from well logs as the primary data set and cross-well seismic velocity as the secondary data. Cross-well seismic velocity profile 553-653Z, shown in Fig. 9 , was chosen for our study because all the relevant information was available in the producer well 553.
Data Preparation. True resistivity and sonic velocity logs are available in wells 653Z and 553. The depth interval studied is 3930-4570 ft. This interval contains lower and upper Antelope shale. Core porosity, as mentioned above, is available in well 653Z. The porosity information for well 553 was calculated from the SP curve by Morea et al. 24 The technique consists of generating porosity curves via a transform from the Spontaneous Potential (SP) log to V shale and subsequently from V shale to porosity (correlation coefficient = 0.649). The best-fit relationship found was:
True Resistivity Calculations. Figure 10 shows a scatterplot of true resistivity versus sonic velocity. The highest linear correlation found was R=0.573 . The Interrelationship between velocity and resistivity logs is not a new concept. 8, 9, 10, 11 The Antelope unit of the reservoir consists of alternating laminated siliceous shale and thin sandstone beds. The bulk density, compressional wave velocity, and shear wave velocity are fairly consistent throughout the unit. These petrophysical properties correlate with the resistivity logs.
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Figures 11a and 11b show the optimal transformations for true resistivity and sonic velocity. Figure 12 is a scatterplot of the transformed true resistivity versus the transformed sonic velocity. The correlation coefficient is further improved to 0.743 after transformations.
The cross-well seismic velocity constitutes our secondary data set whereas the true resistivity at the wells is our primary data. The cross-well seismic velocity and true resistivity data at the wells are transformed using optimal transformations. Figure 13 shows a grayscale map of the transformed crosswell seismic velocity.
One challenging aspect of applying conditional cosimulation is modeling of the covariance functions for the true resistivity because of limited data. Traditional semivariogram estimator often produces an erratic result due to limited data pairs for a given lag distance. According to Kupfersberger 25 , a valid assumption is to suppose that the same type of basic covariance structure that is used to model the large-scale data is also appropriate at the small scale, in our case true resistivity. The directional semivariogram for cross-well seismic velocity was fitted to a spherical model with the following parameters:
x-range : 571.4 ft y-range : 1600.0 ft Sill : 0.89 Nugget : 0.0 Azimuth : 47.5°U
sing the directional semivariogram model conditional cosimulations were performed for the transformed true resistivity at all grids. Resistivities were then obtained via back transformation. The results are shown in Figs. 14a and 14b using a Gaussian and a dipole distribution respectively. Clearly, the dipole distribution better preserves the layering characteristics of the reservoir compared to the Gaussian distribution. Because of the maximum entropy feature of the Gaussian fields, the reservoir properties tend to be dispersed. This can have important implications in terms of flow simulations and performance predictions.
Porosity Calculation. The porosity calculation followed a similar procedure as resistivity calculations. Figure 15 shows a scatterplot of porosity versus sonic velocity. The highest linear correlation found was R = 0.211 . Such a low correlation between porosity and sonic velocity is not unusual considering the nature of this reservoir. 17 A fractured siliceous shale reservoir is characterized by extreme variations in lithology and fluid content.
Optimal transformations were derived for this data set using the ACE algorithm. The porosity distributions were generated in the transformed space using cosimulation with the crosswell seismic data as the secondary variable. The results after back transformation are shown in Figs. 16a and 16b. For simulation purposes, again we have used a Gaussian and a dipole distribution.
Water Saturation Distribution Calculation. Water saturation distribution was calculated by using Archie's equation 16 :
A water resistivity of 0.176 ohm-m, a saturation exponent of 2, and a cementation exponent of 1.5 were used in our calculations consistent with the formation characteristics. Grayscale maps of the estimated water saturation are shown in Figs. 17a and 17b using a Gaussian and a dipole distribution respectively. Again, as observed before, the saturation streaks appear to be more continuous using the dipole distribution compared to the Gaussian distribution. The fluid distributions generated are consistent with the lithology characteristics in this type of reservoirs. 17 Finally, using the high resolution fluid distribution, hydraulic flow units can delineated for reservoir management and performance analysis.
Summary and Conclusions
A two-step approach to infer high-resolution interwell water saturation distribution by combining cross-well seismic and well data is presented. For data calibration, we have used optimal non-parametric transformations that are completely general, data-driven and tend to maximize the correlation between seismic and well data. A critical aspect of our approach is the correlation between seismic velocity and true resistivity. This allows us to infer interwell saturation distribution. For the field study presented here, cross-well velocities appear to correlate better to true resistivity compared to porosity. 17 Although there is evidence in the literature for such correlation 8, 9, 10, 11 , further studies are necessary to examine the generality of the approach. In particular, use of appropriate rock-physics models can provide us with critical insight in understanding the physical significance of the shape and form of the non-parametric transformations.
The following observations can be made based on this study, 1. We have presented a geostatistical method to infer interwell saturation distribution using cross-well seismic and well data. Our approach exploits the correlation between seismic velocity and true resistivity to generate conditional realizations of resistivity fields from which fluid saturation can be inferred. 2. We have demonstrated the use of optimal non-parametric transformations in conjunction with sequential cosimulation to generate interwell reservoir properties using seismic data. The proposed approach has been validated using a synthetic example with a strong nonlinear relationship between the primary and secondary variables. 3. A field application at the Buena Vista Hills Field, California demonstrates the applicability of the approach for estimating interwell saturation distribution using high resolution seismic and well data. 4. During sequential cosimulation, sampling from a dipole distribution compared to a Gaussian distribution better preserved the structure and continuity of the reservoir characteristics. 
