Note. We now explore factoring series in a way analogous to factoring a polynomial. Recall that if p is a polynomial with a zero a of multiplicity m, then p(z) = (z − a) m t(z) for a polynomial t(z) such that t(a) = 0.
Note/Proposition IV.3.3. If f is an entire function then f (z) = ∞ n=0 a n z n with infinite radius of convergence.
Theorem 3.4. Liouville's Theorem.
If f is a bounded entire function then f is constant.
Proof. Suppose |f (z)| ≤ M for all z ∈ C. By Cauchy's Estimate (Corollary 2.14) with n = 1, |f (z)| ≤ M/R for any disk B(z; R). since f is entire, the inequality holds for all R and with R → ∞ we see that f (z) = 0 for all z ∈ C. Therefore, f is a constant function.
Note. Notice the quote on page 77! Of course, Liouville's Theorem does not hold for functions of a real variable: Consider sin x, cos x, 1/(x 2 + 1).
Note. As you will see in Field Theory, there is no purely algebraic proof of the Fundamental Theorem of Algebra. One proof (the one from my graduate algebra class) uses the fact that an odd degree real polynomial has a real zero. That is, it uses the Intermediate Value Theorem from analysis. We now give a proof of the Fundamental Theorem of Algebra which is analytic (i.e., uses analysis) and is based primarily on Liouville's Theorem.
Theorem IV.3.5. Fundamental Theorem of Algebra.
If p(z) is a nonconstant polynomial then there is a complex number a with p(a) = 0.
Proof. Suppose not. Suppose p(z) = 0 for all z ∈ C. Let f (z) = 1/p(z). Then f is an entire function. If p is not constant, then p(z) = a n z n + a n−1 z n−1 + · · · + a 1 z + a 0 where n ≥ 1 and so lim z→∞ |p(z)| = lim z→∞ z n (a n + a n−1 z −1 + · · · + a 0 z −n ) = lim z→∞ |z| n lim z→∞ a n + a n−1 z −1 + · · · + a 0 z −n = ∞. (a) f ≡ 0 on G, (b) there is a point a ∈ G such that f (n) (a) = 0 for all n ∈ Z, n ≥ 0, and (c) the set {z ∈ G | f (z) = 0} has a limit point in G.
Note. Theorem 3.7 does not hold for functions of a real variable (where we take "analytic" to mean continuously differentiable). Recall that
is infinitely differentiable for all x ∈ R and f (n) (0) = 0 for all n ∈ Z, n ≥ 0, but f ≡ 0 on R (so (b) does not imply (a)).
Recall g(x) =    x 2 sin(1/x), x = 0 0, x = 0 has zeros {x ∈ R | x = 1/(nπ), n ∈ Z} ∪ {0}. So g is continuously differentiable on R and the set of zeros has a limit point, but g ≡ 0 on R. That is, (c) does not imply (a).
