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1. INTRODUCTION 
As indicated by the title we want to study in this paper the structure 
of the group H(a) of units of the ring GF(q)[z]/(a(x)) where a(x) is a 
manic polynomial from GF(q)[x]. H( a is clearly the direct product of a ) 
group A(a) of all elements of H(a) which have an order which is a power 
of p and r, is the characteristic of G.F(q) (so, A(a) is the Sylow p-group 
of H(a)) and a group B(a) of the elements of H(a) which have an order 
which cannot be derived by p (see 3.1). 
The group B(a) has a relatively simple structure: if the number of 
irreducible factors of a(s) is e then B(a) is the direct product of e cyclic 
groups ; every “direct factor” is isomorphic to the multiplicative group 
of a certain field extension of GF(q) ( see 3.2). The structure of A(a) is 
generally speaking more complex. Of course if a(x) has no double factors 
then the only element of A(a) is g, the identity of multiplication. But 
especially if the multiplicity of one or more factors of a(x) exceeds p, 
the characteristic, it is not easy to describe the cyclic factors of A(a) 
(see 3.3). 
Also we determine in this paper for every “cyclic factor” of H(a) a 
generator. 
This papar deals with a part of the author’s thesis [l]. The author 
wants to thank his promotor Prof. Dr. F. van der Blij for his most valuable 
help and suggestions during the preparation of his thesis. 
2. SOME DEFINITIONS 
(2.1) First we give some definitions and results from [l] and [2] in order 
to keep this paper more or less self contained. We use the notations 
of [7-J. 
(2.2) Let p be a natural prime number and q=pf, f EXI. Let a(x) be 
some fixed manic polynomial from GF(q)[z] and of degree g. Let 
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be the canonical decomposition of a(s) over GF(Q) ; that is for s E (1,2, . . . , e} 
a&) is an irreducible manic polynomial from GF(q)[x], of degree gS, say. 
If a(z) c GJ’(@[z], let & be the residue class (called vector) of &(x) mod. 
a(x). In every residue class ~5 we can choose a polynomial of degree less 
than g. Henceforth we shall denote this, unambiguously defined, poly- 
nomial of the residue class 15 by E(X). We denote by 0 and E the residue 
class of the polynomial 0 and 1 respectively. Remark that 
is a g-dimensional algebra over GF(Q). The group of units in V(a) is 
denoted by H(a). Let .4 be a subset of V(a) then we define A* = A n H(a). 
(2.3) V(a) is a principal ideal ring and it is well-known (see lemma (2.3.1) 
in [2]) that every idempotent ideal (~5) of V(a) is generated by a unique 
idempotent El. 
(2.4) If &BP(q) is the splitting field of u(z) then let 
u(x) = #Q {f&@))ns = fQ (x - @PC 
be the decomposition of a(z) over SGP(q). A’V(u)=SGP(@[x]/(u(x)) is a 
g-dimensional algebra over SGP(q). We use analogous notations as in V(u). 
V(u) will be considered as a subring of #V(u). 
Let the roots al, ~2, . .., C%h of u(z) be numbered in such a way that, 
with ir = 1, it holds that 
If 
us(x)= f8~1(x-at~+u) (s=l, 2, . . . . e). 
u-0 
P&9 = 
44 
(x - ap 
(i=l, 2, . . . . h) 
then we denote the vector pi by $; that is, 7: is the unique idempotent 
generator of (~6). Moreover we define 
~~(+(x-&IyoG;(x) (j=O, 1, . . ..mr-1). 
The vectors 7{ (j = 0, 1, . . . , m - 1; i = 1, 2, . . . , h) form in some fixed order 
a basis for &V(a) (see [l] or [2]) called the ideal basis. 
Let us now define the vectors 
cF-- = 2 as,+, 
UP0 
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These are actually vectors in V(a) as is easily checked (see [l] or [2]) 
and even form in some fixed order a basis for V(a) (and for XV(a)), which 
we call the muin basis. 
3. MAIN RESULTS 
We are now able to formulate the main results of this paper. 
(3.1) THEOREM: 
(4 H(a) = A (a) cz3 B(a) 
A(a) is the Sylow (p-group of H(a) and B(a) is the subgroup of H(a) of 
all elements of H(a) which have an order prime to p ; 
(b) There are in H(a) p-groups of order @n~-l) (s= 1, 2, . . . . e) such that 
A(a) is the direct product of these e groups; 
(c) There are in H(a) groups of order qg~ - 1 (s= 1, 2, . . ., e) such that 
B(n) is the direct product of these e groups. 
(3.2) THEOREM: Let s E (1, 2, . . . . e} and 
(1") yt8 be a generator of GP(p); 
(2’) ~~(ol~,+~)=O (u=O, 1, . . . . g,-1) (see 2.4); 
Q-1 
(3”) dt E GF(q) defined by ' v&-l= 2 d&f; 
t-o 
IQ-1 
(4”) Q,+~ defined by ~t,+~-l= 2 dt art:++, (u=O, 1, . . . . 98-l); 
t=o 
Us-' 
(5”) /?[q,] be defined by fi[~i,,] = df 2 dt 5”; 
t=o 
(6”) the group &(a) defined as the cyclic group generated by fi[~J ; 
then 
(a) &(a) is isomorphic to GF(qga) ; 
(b) for every integer i 
B%J = z + uzo {v*:+u - 1 )fr,o+u ; 
(c) the group B(a) is th e d irect product of the groups &(a) (s = 1, . . . , c?). 
(3.3) THEOREM: Let x be of degree f over GF(p) (q =@) and define for 
every s E (1, 2, . . . . e} and j with 1 <j<?&,- 1 the natural number %S,f by 
(3.3.1) jp%i-1 < n8 Q jpX8.l 
Let for every r, s, t, j subjected to 
(3.3.2) 
r: Ogr<f-1 
s: l<s<e 
and for every s: 
t: o<tgg,-1 
j: l<j<?&S-l and j $ 0 (mod p) 
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Am”*” be the cyclic group generated by g+~r&~ then 
(a) Apt*“(a) is of order ~QJ ; 
(b) A(a) is the direct product of all the groups Apt*“(a), where the 
indices s, T, t, j are subjected to (3.3.2). 
4. PROOF OF (3.1) 
Let 8 E (1, 2, . . . . e> then it is well-known that there is in V(a) at least 
one subgroup of El(a) which is isomorphic to the group H8 of units in 
This group has p g~(ns--i)@~- 1) elements and therefore H8 is the direct 
product of two groups of order p ( 8 ~-1) and @‘s - 1 (see for example Hall 
[3]). Therefore (3.1) holds. 
6. PROOF OF (3.2) 
Let /l E H(a) and 
then 
and if we put 
then 
and therefore for certain &” E SCJF(q) 
This easily yields 
Because /?e = g the solution of this recurrence relation is 
d$‘=(sl”+ l)v- 1. 
If we now choose 8:’ = VC,~ - 1 (U = 0, 1, . . ., g8- 1) (or equivalently 
bt=&) then (b) is easily checked, which also proves (a). 
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(c) With respect to the ideal basis we see that flt[~t,] has the following 
coordinates : 
0 with respect to every (nilpotent) basisvector ?j (j>O) 
1 with respect to every basisvector 5: (i # is, i,+ 1, . . ., is +gs - 1) 
Y~I+~ with respect to ?ff+, 
and consequently 
B8#) n Bsa(a) = {E> if s1 z s2. 
Because the order of every element in 
&(a) 8 Bz(a) 63 . . . 63 B,(a) 
is prime to r, this product belongs to B(a). Counting elements it easily 
follows that this product is B(a) itself. 
6. PROOF ?F (3.3) 
To prove (3.3) we use a method developed by Takenouchi [6] (see also 
Hall [4]). 
6.1 PROOF OF (3.3.a) 
It is simple to see that 
{,q + f&j}P*j = g 
and therefore d + ~‘82” has an order which divides pxa.’ and consequently 
the order E+xG~’ ’ IS a power of JL But 
{~+Xr~~j}pZ=g+Xrp6~,e.Id$;d 
if O~.z<x8,~. This proves (3.3.a). 
(6.2) PROOF OF (3.3.b) 
(3.3.b) is much harder to prove. Therefore we prove it in several lemmas. 
We fix s E {l, 2, . . . . e} in (6.2.1) up to and including (6.2.13). 
(6.2.1) LEMMX: 
?bs-l 
2 x8,g=n8- 1. 
I-l 
jWN9) 
PROOF: Because x8,4 = 0 we see that 
4-l m8 
2 9,j= 2 x88,1, 
i-1 
i+o(s) 
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Clearly if j=@ it holds that x~,J+ 1 =z8,t and therefore 
However if [n&l + 1 <j G n8 - 1 then 5,~ = 1 and if j = n8 then x8,j = 0 and 
this proves (6.2.1). 
(6.2.2) LEMU: It holds that 
(a) x&j= -[-‘I OgnJjl (j=l, 2, . . ..n.-l,jfp); 
(b) if n8>@ and l<j<pd-1, r,{j(d~n) then 
d-E~logjl<s,r; 
(C) if pd<nS<$+i, l<j<n8-l, p {j, d En u (0) and 
(cl) PlOg j - [plOg j] < rlOg n8 - [%g n8] then 
~8,~ = d - [rlog j] + 1 
(~2) rlog j - [plog j] > plog n8 - [rlog n,] then 
3&,j = d - [PlOg j] 
(d) if n,=pd+l, Igj<lz,-1, p {j, d rzn u (0) then 
X,,j=d+l-[PlOgj]. 
PROOF : The proof of (6.2.2) is really elementary. Therefore we leave 
the proof to the reader (see [l] and [5]). 
(6.2.3) If we subject T, t, j to (3.3.2) (s is fixed for the moment) then 
according to (6.2.1) there are at most 
~fd%-1) = @fi8-1) 
elements in the product A,(a) of groups 
(6.2.4) If we can prove that &(a) is the direct product of the groups 
Ap’ya) (r, t, j subjected to (3.3.2)) then we see that 
jA8(U)l ‘fpdns-1). 
(6.2.5) To prove the fact that &(a) is the direct product of the groups 
Apt*“(a) it is sufficient to prove the following : If 
f-1 Q--l f18's-l 
A= I-J n n (g+y@)W,U) and x=g 
f=O t-o i-o 
PXI 
then u(r, t, j) = 0 rnodpx8.j. 
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(6.2.6) If we use the ideal basis we find with yb,u E SGP(p) 
If x=g then (because of the linear independence of the vectors 7:) y&,&=0 
(l~b<n~- 1; O<uggs- 1) and therefore 
(6.2.7) LEMMA: If r, t, j are subjected to (3.3.2) then A,(a) is the direct 
of the groups 
A? t*n(a) 
if in (6.2.6) y&u=0 (l<b<n,--1; Ocu<g,--1) implies that 
u(r, t, j) = 0 (modp%j). 
(6.2.8) LEMMA: If yb+= 0 (Igb<n,-1; O<u<g,-1) then 
~(r,t,j)-O(modp) (j=1,2 ,..., min(n,,~)-1). 
PROOF : We prove (6.2.8) by induction on j. Let j= 1 
1-I 0,-l 
y1,u = 7; t; WY 4 l)x'4+u 
u(r, t, 1) E ‘IR U (0) and therefore 
f-l 
Because ~1,~ = 0 this gives u(r, t, 1) = 0 (modp). 
Let for j <j’ : u(r, t, j) = 0 (mod p) and let j’ < min (n,, p). 
Because now with u(r, t, j) =ps(r, t, j) (1 <j cj’ - 1) 
f-1 Q-1 jr-1 T&*-l 
A= J-J JJ -JJ (,-+pq9.i")~('.t*~) 
r=O t-o j-1 
?Q, (& + y3;~)w('*t*i! 
eli 
We find 
As afore yjt ,U = 0 implies u(r, t, j’) E 0 mod p. 
Therefore (6.2.8) is proved. 
(6.2.9) LEMMA: If y&u= 0 (lgb<ma--l; O<u<gs--l) and for d~Tr 
it holds that 
(8) n8 >pd 
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(b) u(r, t,j) s 0 mod@-[qosjl, l<j<pd-1, p 7 j, then 
U(T, t, j) E 0 mod p@in(%,h ~l--t~~Wl) 
(1=cj4dn(n8,pd+l)-1; pfj). 
PROOF: Let d - [plog j] =z)(j) then according to (6.2.9b) it holds that 
u(r, t, j) =pv(%(r, t, j) 
with z(r, t, j) in u (0); r, t subjected to (3.3.2) and 1 <j<@-- 1, I, 7 j. 
and therefore (see 6.2.6) 
(6.2.10) 
We are now going to use the coefficients 
yb,u(~dgbgmin(n,,pd’l)-l; o<u<ge-1). 
Consider Y~~,~. According to (6.2.10) 
1-I 0,-l 
because the only factor in (6.2.10) which is contributing to y#,,, is the 
factor with j = 1. 
As before (see proof of (6.2.8)) we find from ypd,U = 0 that Z(T, t, 1) = 0 
(mod p) or equivalently 
(6.2.11) U(T, t, 1) z 0 (modpd+l) 
Ifpd+ 1 <n, then because of(6.2.11) the only factor in (6.2.10) contributing 
to yPd+l,u is the one with j=pd+ 1 and this yields u(r, t, pd+ 1) I 0 (modp). 
By induction it is now easily proved that 
(6.2.12) u(r, t, j) E 0 (modp) (j=pd+ 1, . . . . min (n,,pd+d)- 1). 
If pd+p<n8 then consider yPd+p,U. From (6.2.11) and (6.2.12) we have to 
conclude that the only factor of (6.2.10) which is contributing to yPd+P,U 
is the factor with j=p d-l+ 1 which now yields Z(T, t, pd-l+ 1) = 0 (mod p) 
and therefore 
u(r, t, p&-l+ 1) SE 0 (mod ~2). 
If n8>@+l then according to (6.2.2.b) we can use the cobfficients yb,u 
with pa< b <pa+1 and proceed, in the same manner, to prove (6.2.9). If 
on the other hand fpd<?a8n,<pd+r our process breaks off if b =n, - 1. This 
proves (6.2.9). 
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(6.2.13) LEMMA: A,(a) is the direct product of the groups 
A!“@(o) (r, t, j subjected to (3.3.2)). 
PROOF : Let in this proof d have the property that @<n8<@+i. If 
we have considered the consequences of yb,u = 0 (1~ b < ns - 1; 0 Q u Q g8 - 1) 
then we have proved the following. 
u(r, t, j) z 0 mod p d+l-[Qs jI if there is a b E Tl such that pd < b Q n, - 1 
and b =~pv.j 
U(T, t,j) E 0 mod@-l”losll for every other j. 
Let first pd < n, <p d+l. For pd<b<n, it holds if b =pv@,j(b) that 
v(b)<Plog n,-Plogj(b). 
Now because v(b) E I2 (see Polya [5]) 
w(b) = plog b - Plog j(b) = [plog b] - [Nogj(b)] = [Hog n.J - [Hog j(b)] 
and therefore 
plog j(b) - [plog j(b)] < plog n8 - [plog n.,]. 
If on the other hand for some j 
then 
Plog j - [Plog j] < Plog n, - [Plog n,] 
Plog pv. j - [Plog pv. j] < Plog n8 - [plog n8] 
for every v E Tr u {0} and therefore there is a b =pv.j such that pd< b <pa+1 
but then 
or 
plog b-d<Plogn,-cl 
pdtbcn,. 
According to (6.2.2.~) we have proved that 
U(T, t, j) s 0 rnodp#j if pd<n8<pd+l. 
If n8=pd+l then it is clear that (see 6.2.2.d) 
u(r, t, j) = 0 mod p%j. 
According to (6.2.7) lemma (6.2.13) is proved. 
(6.2.14) Now we are able to prove (3.3.b). Because of (6.2.13) and (6.2.4) 
the number of elements in A,(a) is qga(na-1). Now we can apply the same 
argumentation as in the proof of (3.2) in order to prove that 
A,,(U) n A,,(a) = {E} if s1 i s2. 
Using the fact that IA,(a)] =~gs@s-l) we now can quickly complete the 
proof of (3.3.b). 
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7. EXAMPLES 
(7.1) Let a(x)=(ti+++l)(x“J+~+ 1) over GF(2). Both factors of a(s) 
are irreducible over GF(2) and a root 011 of x4+x+ 1 is a generator of 
GF( 16) and a root j3i (for example CX~) of x2+x + 1 is a generator of GF(4). 
The main basis of V(a) (see 2.4) consists of the vectors #*“’ (t= 0, 1,2, 3 
if s=l and t=O, 1 if s=2) for which 
In (3.1) the group A(a)={g} (a(z) h as no double factors) and according 
to (3.2) the group B(a) is the direct product of a cyclic group &(a) of 
order 15 and a cyclic group &(a) of order 3 ; &(a) is generated by 
(1.0) ~1=/3[cxl]=E+~“+a, 
and Bz(a) is generated by 
Therefore ~i(x)=~5+&+~2+~+1 and J%(x)=x~+X~+X~. In [I] one can 
find a list of the 45 units of the group H(a), which is, by the way, not 
cyclic because 3 115. 
(7.2) Let a(z) = z? over GF(3). The main basis and the ideal basis clearly 
coincide and it holds that 
E=ilO(X)=l, $X)=X, q+-x2, #x)=x3. 
In (3.1) the group B(a) is of order 2 and if B(z) = 2 then according to (3.2) 
B(a) is generated by fl=j[Z]. 
According to (3.3) the group A(a) in (3.1) is the direct product of the 
group AI (‘*‘J ’ of order 9 and generated by E+ ?: and of the group Ai”*0s2’ 
of order 3 and generated by s+F?. 
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