Currently, the used of deep learning method has attracted widespread attention in machine learning, especially in Biometric. Many deep learning methods have been proposed like convolutional neural network (CNN), AlexNet and principal component analysis network (PCANet). Among the methods employed, PCANet is believed to be the most effective method because of its promising performance in biometric. However, the current filter generation approach in PCANet does not consider the characteristics of the image, such as vein lines for finger vein recognition. To address this limitation, we proposed a new filter generation method that can consider the essential features of the image, such as the use of vein lines for finger vein recognition. The filter of the proposed method was generated by finding the correlation between two view images, which was original grayscale image and vein line image using canonical correlation analysis (CCA) method. Then, we evaluated this proposed method with the three public finger vein image database, FV-USM, SDUMLA-HMT and THU-FVT2. The results showed that the proposed method produced higher accuracy compared to other state-of-the-art features of finger vein recognition biometric method.
I. INTRODUCTION
In recent years, finger-vein recognition has attracted the attention of the biometrics community [1] - [4] . A finger vein has some distinct advantages when compared to other conventional biometric traits like the face [5] , [6] , palm print [7] - [9] , iris [10] , [11] and fingerprint [12] , [13] . Finger vein images can only be captured from a living body, thus making it impossible to steal the identity if the person is dead. In addition, the finger-vein is beneath the surface and cannot be simply be captured by the visible light, but it can be captured by the infrared light-emitting diode that makes it suitable for high-security applications. Therefore, finger vein recognition is essential for numerous critical security applications such as physical access control, ATM and border control. Generally, a finger vein recognition process consists of four major steps, including image capturing, pre-processing, feature extraction and classification. Among these steps, feature extraction has The associate editor coordinating the review of this manuscript and approving it for publication was Andrea F. Abate. an important role because the measurable properties of basic biometric trait called templates are generated at this juncture, which is useful for recognising the person [14] .
The feature extraction of a finger vein system can be classed into two major categories: the vein lines-based method and whole image based method. For vein lines based method, the images are segmented based on the finger vein pattern. Miura et al. [15] proposed the repeated line tracking method which tracked the vein patterns a certain number of times. By doing so, all the black lines in the images are tracked, and finger vein pattern can be obtained. Liu et al. [16] modified the repeated line tracking method (MRLT) to evaluate the locus space of the finger vein by revising the parameter, and it was proved to be effective compared to the previous method. Another excellent method to extract the finger vein pattern was the maximum curvature point [17] . This method extracted the finger vein patterns by assuming the vein line as a valley with high curvature in the cross-sectional profile. Tangkalakis [18] improved the maximum curvature method to extract the feature of the finger vein images. However, the drawback of this approach that the vein pattern produced was not uniform because they only estimate the maximum curvature from four directions. In addition, the Gabor filter was also proposed to extract the vein pattern in the frequency domain [19] . This method was employed due to its directional acuteness, detecting oriented feature capability and fine-tuning to a specific frequency [14] . However, the primary challenges faced by the vein line based method are that they are still unable to handle the variations of individual images [20] . They also have some shortcomings, for instance, low robustness and high complexity [14] .
Another category of finger vein feature extraction is the whole image-based method. This category utilised the overall features inside the image without vein line extraction to identify the person. The subspace learning is in this category. This method was based on the dimensionality reduction technique, which transformed the matrix images to one dimensional or two-dimensional feature matrixes by a trained projection matrix where the full finger vein image is used for feature extraction. Several examples of this technique are Principal Component Analysis (PCA) [21] , twodimensional principal component analysis (2dPCA) [22] and two-dimensional and two-directional principal component analysis (2d2PCA) [23] . Nonetheless, these methods were very sensitive to the translation and rotation of the images. Moreover, the training process of the projection matrix becomes more complicated if the user in the database increases [24] .
Besides subspace, the learned feature technique is also one of the categories in the whole image-based method. It is considered as a reasonable method for overcoming the limitations of the vein line based method. In learned features, the multiple layers of learning algorithms represent the feature of the data by hoping that more layers can represent more abstract semantics of the data [25] . This type of method can usually offer outstanding performance in the field of image recognition. The most common learned feature used in finger vein recognition is Convolutional Neural Network (CNN). It consists of a number of convolutional and sub-sampling layers producing a fully connected layer, which in turn can be used as a robust feature classifier module. The first attempt to implement the CNN-based method for finger vein recognition was by Radzi et al. [26] but their method and experiments were not verified by the public finger vein image database. This was followed by Hong et al. [27] who also proposed the CNN-based method and the evaluation was done on the public database. However, their method was time consuming and complicated as they had numerous layers. To overcome this limitation, Fang et al. [20] proposed a lightweight deep learning network that only has three convolutional layers for vein verification. Another attempt to used CNN-based method was by Das et al. [28] where the effectiveness of the proposed method is evaluated on four public finger vein image database. However, the weakness of this approach was it required a higher number of training images to train the network for the desired performance, which was impractical for the finger vein system. Besides, CNN requires a considerable amount of parameters and high computation, which made it unfeasible for real-time finger vein identification [20] . Therefore, attempts to apply CNN in finger vein recognition are still in the trial stage since it is hard to satisfy the requirement for a large number of training samples to train a deep neural network.
To overcome the shortcomings faced by the CNN-based method, Chan et al. [25] proposed a simple deep learning method called Principal Component Analysis Network (PCANet) that used basic data processing components like cascaded PCA, binary hashing and blockwise histogram for image classification. The PCANet has two stages, which are convolutional stage and output stage. In the convolutional stage, the PCANet learns the filter banks by PCA and can be easily and efficiently designed compared to CNN. It generated the filter using the whole view of an original image. Then, the image is convolved with the filter bank generated from the previous step. In the output stage, the output from the last convolutional is then converted to binary hashing and blockwise histogram for classification. However, existing filter generation approach [25] does not consider the characteristics of the image such as vein lines for finger vein recognition, so the extraction of finger vein feature may not be optimal if this method is adopted. Nevertheless, the performance of PCANet can be improved if we can identify a new filter generation method that can take into account the important features of the image, such as the vein lines for finger vein.
This paper incorporates the vein lines information in the filter generation of PCANet. It is believed that the generated filter can extract the important features from the finger vein image when it is used in the convolution process in PCANet. This proposed method will utilise the Canonical Correlation Analysis (CCA) technique where the CCA will find the correlation between the features from the original image and from the image where the vein lines were extracted. For this purpose, we used an edge detection method to extract the vein line. The generated filter contained information about the characteristics of the image, which is the vein lines. In this proposed method, only one filter bank was generated, which contained the two view images, which included the original images and the extracted vein line images for each stage. Then, the final feature vector would be generated by employing the original finger vein images. This is different from CCANet [29] where two views filter banks were generated from the two view images for each convolutional stage and at the end of the stage, both feature vectors from each view are concatenated together and serve as the final feature vector of the network. The time taken to generate a filter bank for each view and the final feature vector in CCANet is considerably longer compared to the time taken by PCANet and proposed method.
The main contributions of this paper are: 1) PCANet is applied instead of CNN [28] to extract the features of the finger vein images. Although CNN is the most used method in deep learning for finger vein system, there are still some drawbacks that may degrade the effectiveness of the system. The requirement of a large training sample, computational complexity and the fact that it is time-consuming become the main challenge in the CNN-based method. 2) We propose a new approach of filter generation for PCANet by considering the original grayscale image and the image of the extracted vein line. The generated filter contains the information regarding the characteristics of the image, which are the vein lines such that the rich semantic information of the finger vein can be extracted. Compared to the existing PCANet [25] , they do not emphasise the important characteristics of the input image for filter generation. 3) We have extensively tested our method using finger vein image databases to establish the effectiveness of this proposed method. We compared the performance of this proposed method with PCANet [25] and CCANet [29] in both recognition accuracy and speed. We also compared this proposed method with CNN [28] , in terms of the variations in the number of training samples. Surprisingly, with the variation of training and testing samples, this proposed method showed an outstanding performance. The comparison of the proposed method with other state-of-the-art features indicated that it is outperformed both vein line-based method [15] , [17] and whole image based method [28] .
The remaining sections are arranged as follows-: Section II briefly discusses the PCANet [25] system, Section III describes the proposed method: the pre-processing of the input images, feature extraction: convolutional stage, output stage and classification technique used. Section IV discusses the experimental design of these works, including the determination of parameter involved: influence number of filter, the influence of size filter and block size. The accuracy performance for a different number of training images between the proposed method and CNN [28] is also be discussed in this section. In this section, the accuracy performance of the proposed method and other methods are discussed while Section V concludes to this paper.
II. PRINCIPAL COMPONENT ANALYSIS NETWORK
The general architecture of the PCANet [25] can be divided into two stages-: training stage and testing stage. The training stage is the stage where the filter for the first and second layers of PCANet are formed by employing the PCA method. Meanwhile, in the testing stage, the convolution process occurs where the training and testing images are convolved with the filter bank which is generated from the training stage. In this stage, the output of the last convolutional layer is also reorganised to generate the final feature vector before it is fed to the classifier.
In the training stage, it is assumed the N input training images with the size of m × n are given as I i N i=1 and L i is the filter number of i-th convolution layer. At the first layer, the patches are extracted according to the size of k 1 × k 2 in I i and the vectorized patches are presented as X i,j ∈ k 1 k 2 . All the centred vectors are arranged in the matrix form as X i = x i,1 , x i,2 , . . . x i,mn ∈ k 1 k 2 ×mn and X = [X 1 , X 2 , . . . , X N ] ∈ k 1 k 2 ×Nmn is a concatenation of all the training images. The first filters, W 1 l = mat k 1 ,k 2 q l (XX T ) ∈ k 1 ×k 2 , l = 1, 2, .., L 1 are generated from the covariance matrix XX T by reshaping the L 1 principal eigenvectors where the mat k 1 ,k 2 q l (XX T ) maps the l-th principal eigenvector
The convolution of the input image with each filter I l i = I i * W 1 l generates the output for the first layer where * represents the 2D convolution. For the second layer, the procedures are similar to the first layer where the input images
The filter for the second layer is then computed as Figure 1 shows the block diagram of the training stage.
For the testing stage, each of the training and testing images is convolved to the filter bank produced in the training stage, where W 1 l for the first layer and W 2 for the second layer. Then, the output of this process can be expressed as
In the output layer of PCANet, the output is binarized as
and converted to the decimal as
is obtained by employing a block-wise histogram strategy where the number of blocks in each T l i is denoted as B. Figure 2 shows the detailed block diagram of the testing stage.
III. PROPOSED METHOD
This section discusses in detail the overall flow of the proposed method. The work begins with the pre-processing of the finger vein image by resizing of images from the databases. Then, the second stage is the feature extraction of the finger vein images. In this stage, we propose a new way to generate the filter for the PCANet by considering the vein line images and also the grayscale images, which are the original image. Unlike in the PCANet [25] where the filter is generated solely based on the original images.
The reason for using the vein lines images and original grayscale images for filter generation is the filter contains the finger vein line pattern information can extract rich semantic data from the training and testing images. For this purpose, the filter is generated by utilising the CCA method in order to find the correlation between the vein line images and the original grayscale images. The final stage is the classification using the Ridge Regression Classifier (RRC) [30] . Figure 3 summarises the stage involved in the proposed method.
A. PRE-PROCESSING
The finger vein images are resized in order to minimise the processing time and computational complexity. In our work, we choose to use the resize ratio of 0.2 for all the finger vein images. For this purpose, the default bicubic interpolation resizing technique is used where the pixel value of the resized images is obtained from the average pixel value of the nearest four by four pixels of the images.
B. FEATURE EXTRACTION BY PCANET WITH A NEW FILTER GENERATION METHOD
Similar to the original PCANet, our proposed method also can be divided into two stages: training stage and testing stage. In the training stage, the views from an original grayscale image and vein line image are used to generate a filter bank for the first and second layers. At the first layer, the filter bank is generated by finding the maximum correlation between the original finger vein image and vein line image using the CCA method. Then, the output from CCA serves as an input to the PCA for filter generation. For the second layer, the CCA is performed to produce the output from the original finger vein image and vein line image to find the maximum correlation between them and PCA is employed to generate the second filter bank. For the vein line image, we use the Canny edge detector to detect the vein line and generate the vein line image. In contrast to the existing PCANet [25] where the first and second filter banks are generated using only the single view image, which is the original grayscale image.
In the testing stage, each of the input images will convolve with the filter bank, which is generated from the training stage in order to produce output images. Then, the output images will be processed and rearranged at the output layer. For the output layer, the process is similar to the original PCANet where the output images from the last convolutional layer are binaries and are converted to decimal images. Then the histogram vector is constructed, and the vectors are concatenated for the final feature before it is fed to the classifier.
There are two aspects of the differences between the proposed method and CCANet [29] . The first is in the training stage, CCANet uses two types of images to generate the filter bank for each type of images. The second is the testing stage, where they also use two types of images to generate the final feature vectors for training and testing images. The advantages of this proposed method compared to the CCANet is on the computation time and accuracy. The computation time can be reduced because only the original grayscale images to generate the final feature vectors of training and testing images are used. The performance accuracy of the proposed method can be improved because to obtain the vein images, the best features should be extracted not only from vein lines but from also other parts. The vein line is suitable to support the filter generation, but for classification, the whole features of vein lines and non-vein lines are needed. The detailed description of the stages involved in the proposed method will be discussed in the next following subsections.
1) TRAINING STAGE
In the training stage, a new filter generation method utilising the vein line images and the original grayscale image is employed using the CCA method. For the first layer of filter generation, suppose that the original input image for training T 1 i ∈ R m×n acts as the first view and this image is extracted to be used for another view feature which contains the vein line images which are the edge feature, as a second view, T 2 i ∈ R m×n . For the view data T 1 i and T 2 i , the mean removal operation for each view feature are applied to obtain the centred representation of each variable. Then, the PCA is applied to find the eigenvector for both features, α 1 and β 1 . The maximum correlation between the pairs of the eigenvectors is calculated and rearranged as a new one view input feature, I i ∈ R m×n using the CCA (1) where the α T X and β T Y denotes as a projected variable of the first view and second view, respectively.
For I i , the patch around of every pixel by k 1 × k 2 patch size is extracted. Next, we collect all the overlapping patches of the i -th image as x i,1 , x i,2 , . . . , x i,mñ ∈ k 1 k 2 and each of x i,j denotes the j -th vectored patch in
The mean patch is subtracted from each patch to obtain
By combining all the input images which have the same matrix, the following is obtained
Then, PCA reduces the reconstruction error within a family of the orthonormal filter by assuming that the number of the filter layer i is L i .
where the size of L 1 × L 1 is the identity matrix of I L 1 .
The solution is recognised as the L 1 principal eigenvectors of XX T . The generated filters are therefore expressed as
where mat k 1 ,k 2 (v) is a function that maps v ∈ k 1 k 2 to a matrix W ∈ k 1 ×k 2 and q l (XX T ) denoted the l-th principal eigenvector of XX T . For the second layer of filter generation, the procedure is similar to the first layer where the filter outputs from the two view features of the first layer are
where * is a 2D convolution, as to make U l i and V l i have the same size as T 1 i and T 2 i where their boundary is zero-padded before convolving with W 1 l . As the first step, we apply the mean removal operation for the filter output from the first and second view features, U l i and V l i respectively in order to obtain the centered representation. Then, the principal eigenvector is obtained using PCA. Then, the CCA is applied and rearranged as a new feature input for the second layer, I l i . Similar to the first layer, the patch mean is subtracted from each patch by gathering all the overlapping patches of I l i , and form
l N ] ∈ k 1 k 2 ×Nmñ is then described for the matrix, collecting all the mean-removed patches of the l-th output and concatenate Y l as
The generated filters from the proposed method of the second layer are then formulated as The workflow of the proposed filter generation method is described in Figure 4 and a succinct workflow of this approach is illustrated in Algorithm 1.
Algorithm 1 Training Stage
Input: Original grayscale training images, T 1 i ∈ R m×n as first view image.
Step 1: An original grayscale image is converted into one type of vein lines image, as a second view image T 2 i ∈ R m×n Step 2: Find the CCA between two view images.
Step 3:Calculate the principal eigenvector for output CCA I i ∈ m×n by PCA.
Step 4:Construct one filter bank of two view images,W 1 l = mat k 1 ,k 2 q l (XX T ) ∈ k 1 k 2 , l = 1, 2, .., L 1 .
Step 5:Calculate the two output of the first convolutional layer for two view, U l i = T 1 i * W 1 l , i = 1, 2, ..., N . and V l i = T 2 i * W 1 l , i = 1, 2, ..., N .
Step 6:Output, U l i and V l i from the two view of first layer solve by using CCA Step 7:Calculate the principal eigenvector for output CCA I l i by PCA.
Step 8:Construct one filter bank of two view images, W 2 = mat k 1 ,k 2 q (YY T ) ∈ k 1 k 2 , = 1, 2, .., L 2 . Output: Filter Bank, W 1 l and W 2
2) TESTING STAGE
In the testing stage, each of the training and testing images has undergone the convolution process to generate the output images of T 1 i ∈ m×n . For the first layer, the output of the first convolutional can be expressed as
The same convolutional process is repeated for the second layer with the existing filter bank generated from the training stage. Then, the output of this part can be expressed as
By simply repeating this process, the deeper architecture of the proposed method can be constructed. In the output layer, the function of this layer is to generate the final feature vector for the image by rearranging the output from the last stage before it is being fed to the classifier for recognition purpose. For this stage, first, the output from the last convolutional layer is converted to a binary form and H (S l i * W 2 )
=1 is formed where the zero is allocated for negative entries and one for positives entries. Then, all L 2 output into the decimal image as D l i = L 2 =1 2 −1 H (S l i * W 2 ) are converted, so the range of every pixel is [0, 2 L 2 −1]. Next, D l i is partitioned into B blocks, and histogram Bhist(D l i ) ∈ 2 L 2 B are calculated using the statistics decimal value from each block. Lastly, all the B histograms are concatenated as one feature vector as
where the f i represents as the final feature of the image T 1 i ∈ m×n . The workflow of the testing stage is similar to the original PCANet [25] and the succinct workflow of the testing stage is described in the Algorithm 2.
Algorithm 2 Testing Stage
Input:Original grayscale images, T 1 i ∈ R m×n as the input image. Filter Bank, W 1 l and W 2 Step 1:Compute the output for the first layer,
Step 2:Compute the output for the second layer,
Step 3:Compute the binarized images as H (S l i * W 2 ) L 2
=1
Step 4:Convert binarized images into the decimal images,
In the classification stage, a RRC is used to classify the final feature vector, f i . The classifier proposed by [30] is used in this experiment due to the computational efficiency when compared to other classifiers [31] .
IV. RESULT AND DISCUSSION
In this section, we set up four experiments to evaluate the effectiveness of the proposed method on the three different databases. The first experiment was to find the optimum parameters for the number of filters, L 1 , L 2 , size of the filters, k 1 × k 2 and histogram blocksize. In subsequent experiments, the optimum parameters obtained in the first experiment were used. The second experiment was to compare the computational time taken to train the image for filter generation and performance accuracy of the proposed method, PCANet [25] and CCANet [29] . For comparison with PCANet, it was imperative to see the impact of a newly proposed filter generation method while comparison with CCANet was to prove that one view image was enough to generate the features instead of two view images as in CCANet. Besides, it was expected that the processing time for the proposed method was less than the CCANet without compromising the accuracy.
The third experiment was to evaluate the effect of a different number of training images on the performance accuracy of the systems. In this experiment, we compared the proposed method with CNN [28] . From this experiment, we expected that our PCANet with a new approach of generating the filter could overcome the problem associated with the small number of training images, which is usually happened in CNN [28] . For our fourth experiment, we evaluated the effectiveness of the proposed method and compared it to several established feature extraction under the category of vein line [15] , [17] and whole image-based [21] , [23] , [28] , [32] - [37] in finger vein recognition. For the proposed method, an optimum number of training image resulted from the third experiment are used.
All of the experiments were conducted based on publicly available databases. The databases that we used were FV_USM [38] , SDUMLA_HMT [39] , and THU_FVT2 [40] . The main reason we used the specific database was that most of the established method in the finger vein recognition had been evaluated by these databases and fair comparison can be done between the proposed and establish methods. In all of the experiments, the database was divided into two types of sets: the training set and testing set and each of the images was then resized to give the optimum accuracy and reduce computational complexity. The experiment was conducted by MATLAB 2016a version on the running computer with processor Intel(R) Core(TM) i7-2600 CPU @ 3.40GHz, 8.00 GB installed memory and Windows 7 working system.
A. DATABASES
The first database used was the Finger Vein Universiti Sains Malaysia (FV_USM) in which 5904 images of finger veins were captured from 123 subjects, 83 males, and 40 females. Four fingers were used from each subject, namely left index, left middle, right index and right middle thus providing 492 classes. Each of the fingers was captured six times in two sessions. The first sessions contained 2952 images, and the second sessions also contained 2952 images. All the images used in this experiment with extracted ROI were resized to 20% of its original ROI images of 100×300 pixels.
The second was the SDUMLA_HMT database. This database was prepared by the School of Computer Science and Engineering, Shandong University, Jinan, China. However, in this experiment, the extracted ROI size of 320 × 120 pixel image of SDUMLA_HMT database provided by Banerjee et al. [41] was used because the original paper of SDUMLA_HMT did not provide the extracted ROI of the finger vein image. In this database, each of the 106 subjects was asked to provide 36 images of her/his finger which is the ring finger, middle finger and index finger for the left and right hands and repeated 6 times to obtain 36 images. Therefore, the total number of images for SDUMLA_HMT database was 3816 images. The first four images were set as the training images and the remainder as testing images providing 2544 and 1272 images for training and testing. All the extracted ROI image were resized to 20% of its original ROI size.
The third database was the THU_FVT2, prepared by Tsinghua University [40] . This database contained 1220 images acquired from 610 classes of training and testing sessions. Each class included an extracted ROI image with the size of 100 × 200 pixels, and for this experiment, the images were resized to 20% of its original size. The first sessions of 610 images in the database were used as training images and the second sessions of 610 images as testing images.
B. DETERMINATION OF PARAMETER
In the first experiment, we aimed to find the best parameter in terms of the number of filters, size of the filters and histogram block size for the proposed method, PCANet [25] and CCANet [29] . We compared the proposed method with the PCANet to observe the impact of a different way of filter generation, while comparisons were made with CCANet to examine whether the two views or only one view is sufficient to generate the feature for classification. Besides, this also proves that the improved filter generation works better than PCANet and CCANet. For this experiment, 6 images from session one were used as the training images or 50% of images for training, and 6 images from session two were used as the testing images or 50% of images for testing in FV_USM. For SDUMLA_HMT, 3 images were used as the training images or 50% of images for training, and the remaining 3 images were used as the testing images or 50% of images for testing while for THU_FVT2, 1 image from session one is used as the training image or 50% of images for training and 1 image from session two as the testing image or 50% of images for testing.
1) INFLUENCE OF THE NUMBER OF FILTER
In this experiment, we examined the influence of parameter by varying the number of filters at the first and second layers. First, we varied the filter number at the first convolutional layer where, L 1 was from 4 to 12 and L 2 = 8. Then, the same step was repeated where the second convolutional layer L 2 was set to 4 to 12 and L 1 = 8. The other parameters were set: The filter size was set to k 1 × k 2 = 5 × 5 [25] , the histogram block size was 15 × 15 and the block overlapping ratio was 0.
The experimental results for all the databases are shown in Figure 5 . From Figure 5 , the optimal number of filter for FV_USM and SDUMLA_HMT is L 1 , L 2 = 8 and the THU_FVT2 is L 1 , L 2 = 8, 12. The accuracy of the proposed method appears to be higher compared to the PCANet and CCANet. When the number of filter increases, the proposed method effectively boosts the recognition accuracy for both convolutional layers. Similar to the trend observed by Chan et al. [25] and Yang et al. [29] the accuracy tends to be substantial if the number of filter increases.
2) INFLUENCE OF THE SIZE OF THE FILTER
Next, we investigated the effect of the size of the filters for the three databases. For this part, the parameter setting of the number of filters is different for each database based on the results from the previous experiment. The parameter setting of FV_USM and SDUMLA_HMT is L 1 , L 2 = 8 and for THU_FVT2 is L 1 , L 2 = 8, 12. The filter size k 1 ×k 2 , is varied from 3 × 3 to 11 × 11 for FV_USM and 5 × 5 to 11 × 11 for SDUMLA_HMT and THU_FVT2. Figures 6, 7 and 8 show the result of the influence of the size of the filter to the performance accuracy of the FV_USM, SDUMLA_HMT and THU_FVT2, respectively.
Based on Figure 6 , as the size of filter increase, the accuracy of the proposed method, PCANet and CCANet also increase. Then, the accuracy tends to weaken when the filter size is set to 7 until 11 for all the methods. For the SDUMLA_HMT database, the accuracy gradually decreases along with the increasing number of filter size for the proposed method, PCANet and CCANet. The trend for the THU_FVT2 database is similar to the FV_USM. However, the accuracy of the proposed method is higher with the filter size variation for all the databases when compared to the PCANet and CCANet. Based on this experiment, the best filter size for FV_USM and SDUMLA_HMT are k 1 , k 2 = 5, and THU_FVT2 is k 1 , k 2 = 9.
3) INFLUENCE OF HISTOGRAM BLOCK SIZE
Next, we examined the performance accuracy of the proposed method, PCANet and CCANet with the variation number of the block size. Figures 9, 10 and 11 show the performance accuracy with changes of block sizes for FV_USM, SDUMLA_HMT and THU_FVT2 respectively. For Figures 9 and 10, the performance accuracy increases with the increasing number of block sizes for the proposed method, PCANet and CCANet. However, in Figure 11 , the performance accuracy is not relying on the histogram block size. It may due to the number of training and testing image in THU_FVT2 where only one image per class is used for the training and testing stage. Based on the experiment, the optimum histogram block size for FV_USM and THU_FVT2 are 15 and SDUMLA_HMT is 21.
C. ACCURACY PERFORMANCE AND PROCESSING TIME FOR PROPOSED METHOD, PCANET AND CCANET
For the second experiment, we computed the performance accuracy of the proposed method, PCANet and CCANet using the best parameter obtained from the first experiment for all the databases. We further recorded the computational time taken to train the image for filter generation for each method. Table 1 shows the performance accuracy and computational time of each method for all the databases. The reason for comparing the proposed method with PCANet was to evaluate the impact of a different way of filter generation. In the PCANet, the filter is generated using the original grayscale image whereas in the proposed method, the characteristics of the finger vein image were considered an important element for filter generation. Table 1 shows that the accuracy of the proposed method is higher than PCANet for all the databases. This proves that by considering the critical characteristics of the image itself while generating a filter, all the important elements in the finger vein images can be optimally extracted. The computational time taken for the proposed method to train the image to generate a filter is efficient where it is almost similar to the PCANet processing time, but its accuracy is better. Meanwhile, the intention to compare the proposed method with the CCANet is to prove that one view image is enough to generate the features instead of the two views employed by CCANet. As illustrated in Table 1 , the performance accuracy of the proposed method is higher than the accuracy accomplished by the CCANet for the FV_USM database where 99.49% for proposed method and 98.54% for CCANet. For the SDUMLA_HMT database, the performance accuracy of the proposed method is 1.57% higher compared to CCANet while for the THU_FVT2 database, the accuracy of the proposed method is 100%. The computational time for the CCANet is inefficient because it almost doubles the computational time of the proposed method. The main reason for the higher computational time for CCANet is because it processes a different view of the images during the feature generation for classification. However, as practices in the proposed method, it proves that one view image is enough to generate the feature vector without neglecting the desired accuracy and it also can reduce the computational time.
D. ACCURACY PERFORMANCE FOR DIFFERENT NUMBER OF TRAINING IMAGES
In the third experiment, we analysed the ability of our proposed method by examining the variations in performance accuracy that can be attained while adopting different [25] , CCANet [29] and Proposed method with new filter generation method. numbers of training images per class. As we mentioned in the previous section, one of the advantages of our proposed method is that it is robust to the variations in the number of training images per class where the CNN [28] lacks of it. For fair comparison to the CNN, we follow the same experimental setup as in Das et al. [28] and we adopt the result of CNN directly from it. Since we used the result from [28] , we only used FV_USM and SDUMLA_HMT database for comparison. Table 2 summarises the performance accuracy between CNN [28] and the proposed method for a different number of training images per class.
For the FV_USM database, when the number of training image is small, the accuracy performance of the proposed method is 8.1% more than the CNN. As the number of training image per class increases, the performance of the proposed method is still superior to CNN. When the number of image per class is 4, the accuracy of the proposed method is 99.89%, and CNN is 98.58% respectively. For the proposed method, there is not much difference between a lower number of training images and a higher number of training images, yet their accuracy is still superior to CNN. Conversely, for the CNN, the variation of accuracy is considerably when the number of training image per class changed.
For the SDUMLA_HMT database, if the number of training image per class is 1, CNN shows that the accuracy is 75.25% and the proposed method is 97.60%. As for CNN, the performance accuracy increases gradually along with the increasing number of training image per class. While for the proposed method, the performance accuracy is always high regardless of the number of training image per class is applied. It is clearly shown that the performance accuracy of the proposed method does not depend on the number of training images where it can work properly regardless of the number of training images per class. It is proven that this proposed method can use a single image or many images for training to produce the desired performance accuracy. This also shows that the small or large number of training is not an issue to train the deep neural network [20] to produce optimum accuracy for finger vein recognition system. The main reason for this is because the filter of the proposed method is constructed based on the finger vein line image characteristics so that the vein line in the finger vein image can be appropriately extracted for classification.
E. COMPARISON WITH OTHER STATE-OF-THE-ART
The performance accuracy attained by the proposed method and other feature extraction methods of the finger vein recognition is stated in Table 3 , the accuracy values of other feature and experimental setup as in the CNN [28] are adopted. The results also include the most established methods for finger vein recognition, i.e., Maximum Curvature [17] , Repeated Line Tracking (RLT) [15] and also the deep learning method like CNN [28] . As can be seen, our proposed method works well, and performs best compared to other state-of-the-art finger veins feature extraction for three databases.
As for FV_USM database, the accuracy of CNN [28] and RLT [15] methods show a low performance if the first image for session one is used for training and six images from session two are used for testing. It is due to the single number of the training sample and the different image quality between each session. It is interesting that the proposed method exhibits the best performance, although there is only a single training image is used, and the testing images are from other sessions. Again, the performance of the proposed method is almost 100% if the training and testing are from the same session where it can defeat other most established methods. For SDUMLA_HMT database, the proposed method is also able to achieve higher accuracy compared to previously established methods. The result suggests that a combination of vein line features and the whole image approach for filter generation can optimally extract the vein line feature for feature generation.
For a further experiment, we also compared the proposed method to the PCA [21] , 2dPCA [32] , and 2d2PCA [23] and the pyramids pooling method [33] with the same number of training and testing images for all the databases. For a fair comparison, the RRC is adopted as the classifier for all methods. Table 4 illustrates that the accuracy of the proposed method is superior to others for all the three databases. For FV_USM, the performance accuracy is almost 100% and THU_FVT2 is 100%, while SDUMLA_HMT is 98.19%.
V. CONCLUSION
In this paper, we propose a new way of filter generation method of PCANet for finger vein recognition. The proposed method is designed by considering the vein line feature because it is important as part of the filter so that the optimal feature of the vein can be extracted for classification. In this proposed method, the original grayscale image is used with the combination of the vein line image using CCA method to generate the filters. Compared to the original PCANet, it ignored the important feature of the image and only used the feature obtained from the original image to generate a filter.
To the best of our knowledge, this work is the first study using the combination of CCA and PCANet to generate the filters. The experimental results show that this method is more accurate compared to the other established methods. It can also be seen that the performance accuracy of the proposed method is continuously satisfying regardless of the size of the database and the number of training images. It is therefore, reasonable to claim that this proposed method is effective, outstanding yet simple for a finger vein recognition system.
