The rapidity of time-constrained visual identi cation suggests a feedforward process in which neural activity is propagated through a number of cortical stages. The process is modelled by using a syn re chain, leading to a neural-network model which involves propagating activation waves through a sequence of layers. Theory and analysis of the model's behaviour, especially in the presence of noise, predict enhancement of wave propagation for a range of noise intensities. Simulation studies con rm this prediction. The results are discussed in terms of (spatio-temporal) stochastic resonance. It is concluded that feedforward processes such as time-constrained visual identi cation may bene t from moderate levels of noise.
Introduction
Confronted with an unexpected picture, the human visual system is nevertheless capable of identifying its contents within 100 ms 1]. Neurophysiological studies show that visual signals entering the retina are propagated through a number of parallel pathways (see, e.g., 2]). One such pathway runs from the primary visual cortex (V1), through several intermediate areas, to the inferior temporal (IT) cortex where identi cation is assumed to take place (see, e.g., 3]). Upon presentation of an image, cells re in sequence along the identi cation pathway indicating the propagation of activity associated with the image 4]. At the IT level, cells di erentially sensitive to object identity already start ring 100 ms after stimulus onset; all this is consistent with a rapid feedforward process 1] 5]. Nerve cells, however, are intrinsically noisy 6], and therefore accurate feedforward processing requires an adequate signal-to-noise ratio. While feedback processes are normally expected to enhance the signal-to-noise ratio (see, e.g., 7]), they cannot provide the dominant contribution to the initial identi cation, given the 100 ms time constraint. Thus, the question is: how can a feedforward system with noisy elements perform as well as the identi cation pathway does? Our strategy for answering this question is to focus on the propagation of uniformly patterned stimuli. We reduce the identi cation task to a detection task, enabling us to concentrate upon the propagation process, which remains a prerequisite for identi cation. An example of such a detection task is the presentation of a brief ash of light onto the retina whence the resulting activity is propagated. In Section 2 a syn re-chain model 8], consistent with feedforward propagation of activity through pathways, is described. In Section 3, we analyse the robustness of this model. Whilst one might expect noise to have increasingly detrimental e ects on the propagation of patterns, we predict by this analysis that some levels of noise will actually enhance the propagation process. Results from simulation studies con rm the noise-enhancing e ect and show how the enhancement changes with input strength. Finally, Section 4 discusses the behaviour of our model, relating it to stochastic resonance 9] in excitable media 10]. In addition, it discusses the extension of the model to allow for more realistic identi cation tasks. The article concludes that some levels of noise have bene cial e ects on feedforward neural processing.
2 Model Description Abeles 8] proposed the syn re chain as a biologically plausible model of cortical processing. Our interest in time-constrained visual processing in the identi cation pathway led us to employ a syn re chain with only feedforward connections. Figure 1 shows the structure of our model. It consists of L + 1 layers: one input layer and L propagation layers. Each of these layers may be equated with a cortical level in the identi cation pathway. The chain width N is de ned as the number of neurons per layer. The input layer (retina), l = 0, holds the input signal. Each propagation layer l, with l 2 f1; 2; ::; L ? 1g, is fully connected with its successor layer l + 1. The last propagation layer, L, serves as the output layer and may be equated with the level of the inferotemporal areas.
Model Structure
Our syn re chain is complete in that each neuron p of layer l 2 f1; 2; :::Lg, denoted n l (p), receives its input (i l (p; t)) at time t from all neurons n l?1 (q), with p; q 2 f1; 2; :::Ng. The input is given by 
Activation Waves
The presentation of an input pattern is de ned by the synchronous spiking of all neurons (i.e., a brief ash of light) in the input layer at t = 0. If the strength of the input is su cient, it leads to the spiking of neurons in the next (propagation) layer which, in turn, may su ce to produce synchronous ring of neurons in the subsequent layer, and so on. This propagation of synchronous ring, i.e., the activation wave, provides a crude approximation to the propagation of activity along the visual pathway in response to a stimulus. A single wave of simultaneously ring neurons, which represents a stimulus pattern in our model, is of course insu cient for visual identi cation. Pattern information may well be carried in the relative timing of individual spikes propagating together through the identi cation pathway 12] 13]. The simpli cation is, however, su cient to allow us to study the robustness of wave propagation in the presence of noise.
Wave Propagation
The zero-noise case. After presentation of an input at t = 0 to the input layer, the potential of the p-th element of the rst propagation layer (l = 1) at t = 1 is Figure 2b shows the survival rates P survival (i.e., the probability of this condition being met for layer L) as a function of for L = 10, w 1 = 0:99=N, and w = 2=N. (The latter value allows for the recovery of the impaired activation wave at the rst propagation layer.) These rates are obtained by rst computing the spiking probability for the rst propagation layer using the data of Figure 2a , and then using the results so obtained to compute the probability for the second layer, and so on. Our analysis leads to the prediction, that (i) a moderate noise level will maintain the propagation of signals which would otherwise die out before reaching the output layer, and that (ii) the enhancement will be relatively insensitive to changes in the noise intensity over a wide range (0:1 < < 0:4).
Simulations and Results
To verify the predictions of the analysis, we performed simulation studies of wave propagation in our syn re model with L = N = 10. The weights were set to the values used in the analysis (i.e., w 1 N = 0:99 and wN = 2). Initially, at t = 0, all neurons in the input layer are set to V 0 (p; 0) > 1 for p 2 f1; 2; ::Ng, and set to zero for t > 0. The noise intensity of the neurons in the input layer is set to zero, while for all other neurons it is set to a xed value . At each time step t > 0 all neurons in the propagation layers are updated according to equation 3. Figure 3 shows the proportion of fully propagated activation waves P survival (averaged over 10; 000 runs) as a function of the intrinsic noise parameter . The close t of the simulation results with the predicted survival rate (continuous line) con rms our analysis. Results of additional simulations in which we varied the value w 1 N in the subthreshold interval 0:5 < w 1 N < 1:0 illustrate how the input strength a ects the shape of the propagation curve. Figure 4 displays the six curves associated with (from top to bottom) w 1 N = 0:99; 0:9; 0:8; 0:7; 0:6 and 0:5. As the input decreases, the magnitude of the enhancement decreases too. The value of at which the maximum survival rate is obtained increases with smaller values of w 1 . Finally, in Figure 5 , the behaviour of our model for subthreshold (w 1 N = 0:99, bottom curve), and superthreshold (w 1 N = 1:01, top curve) inputs is illustrated. (The middle curve shows the results for w 1 N = 1:0.) The e ect of noise di ers for these two regimes. Whereas noise enhances wave propagation in the subthreshold case, it suppresses propagation in the superthreshold case.
Discussion and Conclusions
Noise enhances the propagation of activation waves in complete syn re chains; we have found a range of noise levels for which patterns may be propagated. Such noise-dependent behaviour is characteristic of stochastic resonance, where nonlinear systems exhibit a noiseenhanced detection of subthreshold signals (see, e.g., 9]). Jung and Mayer-Kress's 10] excitable-media model resembles our model, in being based on threshold elements with a reset mechanism, but theirs is a lattice rather than a layered structure. They also observed (spatio-temporal) stochastic resonance, i.e., the noise-enhanced propagation of activation waves (and other spatio-temporal patterns). We have focussed on the e ects of intrinsic noise on the propagation of activation waves in a syn re chain. Our study is inspired by the time-constrained visual identi cation process which has to take place as a feedforward pass through the identi cation pathway. For simplicity, we reduced the identi cation task to a detection task by de ning the input signal as an activation wave of synchronously spiking elements. Although our results show that noise enhances the propagation of such waves, it is not clear if the same counts for waves representing visual pictures.
Hop eld 13] proposed that spike timing may be used as an encoding mechanism for perceptual processing. Combining Hop eld's coding proposal with our model implies a departure from the synchrony required in syn re chains. In this more realistic model, patterns are represented by the relative timings of action potentials. Each processing element has synapses with di erential delays and processing in each layer involves the transformation of an incoming spatio-temporal pattern into a new spatio-temporal pattern. Upon reaching the output layer, the transformed spatio-temporal activation pattern maps directly onto a subset of elements which represent its identity. The question whether such a model would also bene t from intrinsic noise is a matter of further study.
In conclusion, we have found stochastic resonance in a noisy feedforward processing system. As neural elements are intrinsically noisy 6], we are pleased to discover that such noise is bene cial, rather than requiring suppression, for some types of rapid processing the brain probably employs. 
