We propose a novel methodology for evaluating the accuracy of numerical solutions to dynamic economic models. Speci…cally, we construct a lower bound on the size of approximation errors. A small lower bound on errors is a necessary condition for accuracy: If a lower error bound is unacceptably large, then the actual approximation errors are even larger, and hence, we reject the hypothesis that a numerical solution is accurate. Our accuracy analysis is logically equivalent to hypothesis testing in statistics. As an illustration of our methodology, we assess approximation errors in the …rst-and second-order perturbation solutions for two stylized models: a neoclassical growth model and a new Keynesian model. The errors are small for the former model but unacceptably large for the latter model under some empirically relevant parameterizations. JEL classif ication : C61, C63, C68, E31, E52
Introduction
Dynamic economic models do not typically admit closed-form solutions and must be studied with numerical methods. A numerical method approximates the true solution up to some degree of accuracy. The control over the quality of approximation is critical if we want to get valid inferences from numerical experiments. That is, the constructed approximation must have a minimum acceptable quality for the questions studied; otherwise, it could happen that our conclusions and policy implications are simply driven by approximation errors (or some bugs in the code).
In this paper, we propose a novel methodology for evaluating the accuracy of numerical solutions to dynamic economic models. Speci…cally, we construct a lower bound on the size of approximation errors in the model's variables (an approximation error is de…ned as a unit-free di¤erence between a true solution and an approximation). A small lower bound on errors is a necessary condition for accuracy: If a lower error bound is unacceptably large, then the actual approximation errors are even larger, and hence, we conclude that a numerical solution is insu¢ ciently accurate. Our methodology of error analysis is very general: it is independent of a speci…c solution method, and it is applicable to both dynamic programming and equilibrium problems.
Our accuracy testing is logically equivalent to hypothesis testing in statistics. We form a hypothesis that an approximate solution is accurate, and we test this hypothesis by assuming an optimistic -best-case -scenario for the approximation errors. If the approximation errors are unacceptable even under the best case scenario, we reject the hypothesis that an approximate solution is accurate. However, if a lower bound on errors is small and an approximate solution passes our accuracy check, we still cannot a¢ rm that the solution is accurate. As in statistics, our accuracy testing is only meant to reject a hypothesis which is false but not to accept a hypothesis which is true.
As an illustration, we apply our methodology to assess the size of approximation errors in the …rst-and second-order perturbation solutions for two stylized models: a neoclassical optimal growth model and a new Keynesian model. For the growth model, we …nd that the approximation errors of the …rst-order perturbation solutions (linearization) are at most of order 0.1%, and they are even lower for the second-order perturbation solution. These errors are su¢ ciently small, and thus we cannot reject the hypothesis that perturbation methods are su¢ ciently accurate for the studied model example. However, for the new Keynesian models, the accuracy of the perturbation solutions depends on a speci…c parameterization used: the approximation errors are low if the volatility of shocks is low, however, they become unacceptably large when the volatility of shocks increases. The approximation errors can reach hundreds percent under some empirically relevant parameterizations. This …nding shows that the accuracy implications obtained for one class of models cannot be taken for granted for other classes of models and that accuracy evaluations are essential for every model studied. (In terms of hypothesis testing, we can make the following parallel statement: if regression coe¢ cients are signi…cant in one econometric model, it does not mean that they will signi…cant in other econometric models).
There are three main approaches to accuracy evaluations in the literature. The …rst approach is a forward error analysis that poses the following question: Given an economic model, how much an approximate solution must be modi…ed to satisfy all model's conditions exactly? A conventional forward error analysis constructs an upper bound on approximation errors by assuming the worst-case scenario. Upper error bounds are derived for policy function iteration (Bertsekas and Tsitsiklis (1996) , p. 275), value-iterative methods (Santos and Vigo-Aguillar (1998), Santos (2000) and Santos and Peralta-Alva (2005)), for perturbation methods (SchmittGrohé and Uribe (2004)); see Santos and Peralta-Alva (2014) for a review. A small upper bound on errors is a su¢ cient condition for accuracy: If an upper error bound is small, then the actual approximation errors are even smaller, and one can accept the hypothesis that a numerical solution is accurate.
Our lower bound error analysis is also a forward error analysis but it provides a necessary rather than su¢ cient condition for accuracy. A potential shortcoming of the conventional upper bound error analysis is that worst-case scenario can be too pessimistic and may reject solutions that are su¢ ciently accurate. In turn, our best case scenario can be too optimistic and may fail to reject solutions that are insu¢ ciently accurate. However, these features are not speci…c to the analysis of approximation errors but are common to all necessary and su¢ cient conditions in general. The upper-and lower-bound tests can be viewed as complementary. We shall also mention that lower error bounds are easy to construct, while upper error bounds are derived for speci…c models and speci…c numerical methods; and their extension to other applications is a non-trivial task.
The second approach to accuracy evaluation -a residual analysis -consists in a numerical evaluation of residuals in the model's equations such as …rst-order conditions, Euler equations, Bellman equation, constraints and laws of motions of exogenous shocks; see Judd (1992) (1994) . The analysis of residuals is simple, general and inexpensive but has an important shortcoming: A relation between the size of the residuals and the size of approximation errors in model's variables is unknown with an exception of a special case of strongly concave in…nite-horizon optimization problems studied in Santos (2000) . In contrast, our lower error bounds are constructed for approximation errors in the model's variablesour true objects of interest.
Finally, the third approach to accuracy evaluation includes a backward error analysis and a mixed forward-backward error analysis introduced in Wilkinson (1963) and Higham (1996) , respectively. A backward error analysis inverts the question posed by a forward error analysis: Given an approximate solution, how much an economic model itself (in terms of parameters) must be modi…ed in order to make an approximate solution to satisfy all model's equations? A mixed forward-backward error analysis allows for modi…cations in equilibrium quantities, in addition to modi…cations in parameters. Kubler and Schmedders (2005) show how these two approaches can be applied to assess the di¤erence between approximate and exact equilibria in a life-cycle model with incomplete markets and heterogeneous agents models. Sims (1990) proposes an accuracy test which is similar in spirit to the backward error analysis: he argues that the di¤erence between approximate and exact equilibria can be measured by the di¤erence between the distributions of the true stochastic shocks and the stochastic shocks that are implied by the approximate solution. Finally, a recent paper of Kogan and Mitra (2013) proposes a novel and promising technique of measuring the quality of approximation by welfare loss associated with inaccuracy of an approximate solution. Backward accuracy measures have the same shortcoming as the analysis of residuals, namely, they assess accuracy in terms of the model's parameters and do not always provide a simple way to make inferences about the size of approximation errors in the model's variables.
Our lower bound error analysis is in line with recent trends in science. In particular, National Research Council (2012) of the US National Academy of Sciences published a report with a research agenda on assessing the reliability of computational methods. The report argues that understanding of computational results can be obtained from three interrelated processes, veri…cation, validation and uncertainty quanti…cation (VVUQ). 1 Two goals of VVUQ that are emphasized by National Research Council (2012, p S-5) include: "... development of goal-oriented a posteriori error-estimation methods ..." and "... development of methods to estimate error bounds ...". This is precisely what we do in the paper.
The rest of the paper is organized as follows: In Section 2, we introduce the framework of lower-error bound analysis and illustrate it with examples. In Sections 3 and 4, we perform the lower error-bound analysis for a neoclassical growth model and for a new Keynesian model with Calvo pricing, respectively. In Section 5, we conclude. 1 Veri…cation refers to the process of determining how accurately a computer code solves the equations of the mathematical model. Validation is the process of determining the degree to which the model is an accurate representation of the real world. Uncertainty quanti…cation is the process of determining how precise the results are, given uncertainties in the model and computations.
A lower bound on approximation errors
We introduce a framework for constructing lower bounds on approximation errors, and we discuss the relation of the lower bound error analysis to accuracy measures used in the related literature.
Testing the hypothesis that a numerical solution is accurate
We consider a system of n (possibly, nonlinear) equations with n unknowns:
G i (x 1 ; :::; x n ) = 0; i = 1; :::; n;
or in vector notations, we have G (x) = 0, where G : R n ! R n , n 1. (This system represents a collection of model's equations and may include a Bellman equation, Euler equations, market clearing conditions, budget constraints and laws of motion for exogenous and endogenous shocks).
Let x 2 R n and b x 2 R n be the exact and approximate solutions to system (1), respectively (we assume that b x 6 = 0). We de…ne an approximation error as a compensation 2 R n that is needed to make an approximate solution b x to satisfy the model's equations exactly,
where 1 2 R n is a vector of ones. Systems of equations studied in economics are often complex and …nding an exact value of satisfying (2) is infeasible. (In fact, if we were able to …nd such a value, we would also be able to …nd an exact solution x using x = b x (1 + )). In the paper, we propose a technique for constructing a lower bound on for those complex cases. As a …rst step, we remove n m equations from system (1), 1 m < n that are most complex to solve. Without a loss of generality, we assume that we removed the last n m equations, and we denote the reduced system by g [G 1 ; :::; G m ]: g i (x 1 ; :::; x n ) = 0; i = 1; :::; m:
Consider now a problem of …nding an approximation error that satis…es the reduced system of equations g (b x (1 + )) = 0. By construction, the reduced system (3) is underdetermined (it has n equations and m unknowns, m < n), and thus, it has multiple solutions (e¤ectively a solution to (3) is a manifold). Consequently, there are multiple compensations that make an approximation b x to satisfy (3) exactly. Let us denote a set of all possible compensations satisfying (3) for a given approximate solution b x by
Our next step is to choose the smallest possible compensation b 2 with respect to a given norm k k, i.e.,
The following proposition shows that the smallest possible compensation b in the constructed minimization problem can never be larger than compensation in the original problem.
Proposition 1 For a given b
x and a given norm k k, we have k b k k k, where and b are de…ned by (2) and (5), respectively.
Proof. Since the reduced system (3) is a sub-system of the original system (1), any compensation satisfying (2) must be in the set of solutions . Hence, there are two possibilities: i) is a solution to (5) in which case b = and hence, we
is not a solution to (5) in which case b cannot not be larger than since it is the smallest possible element with respect to a given norm. Both possibilities imply the claim of Proposition 1.
Proposition 1 allows us to form and test a hypothesis that a numerical solution is accurate. By construction b is a lower bound on the actual approximation error . If even a lower bound b is unacceptably large, we can reject the hypothesis that a numerical solution b
x is accurate since the actual errors can never be smaller than their lower bound b .
The constructed lower bound depends on speci…c n m equations that we removed from system (1). By removing di¤erent sets of equations from the original system, we obtain di¤erent lower bounds. To show that a numerical solution is inaccurate, it is su¢ cient to show that any of such lower bounds is unacceptably large.
An important question is which equations should be removed from system (1). There are two considerations here: from one side, we want to remove as few equations as possible (to make the lower error bound close to the true approximation error) and from the other side, we need to remove su¢ ciently many equations to guarantee that a solution to optimization problem (5) can be constructed very accurately (otherwise, approximation errors in error bounds may invalidate our inferences about accuracy). In Section 3, we illustrate the construction of the reduced system by way of examples.
A convenient choice for problem (5) is an L 2 norm since it allows us to use …rst-order conditions (FOC), namely, we …nd the smallest compensation b by solving the following least-squares problem:
A necessary condition for the existence of a local minimum b in (6) follows by a version of the well-known Theorem of Lagrange: (i) g b x 1 + b must be full ranked in a neighborhood of b x 1 + b ; and (ii) b x 1 + b must be a critical point of the Lagrange function,
, where 2 R m is a vector of Lagrange multipliers, i.e.,
where rg denotes a gradient of g. Furthermore, a su¢ cient condition for a local minimum is that the Lagrangian function is convex on a subset of R n de…ned by
o ; see, e.g., Sundaram (1996, Theorems 5.1 and 5.4) for proofs of these results.
Instead of L 2 , we can use other norms for measuring compensations, for example, a least absolute deviation L 1 or a maximum error L 1 . Furthermore, in some economic applications, we can tolerate large approximation errors in some variables but we need very accurate solutions in other variables. In this case, the approximation errors can be weighted by a measure of their economic signi…cance in the objective function. For example, the objective function in (6) can be modi…ed to > W , where W is an n n matrix of weights (this case is similar to a weighted least-squares in econometrics).
Two-dimensional case
We now illustrate a construction of a lower bound on approximation errors in a two-dimensional case. Let (x 1 ; x 2 ) and (b x 1 ; b x 2 ) denote the exact and approximate solutions to a two-dimensional version of the system (1), namely, G i (x 1 ; x 2 ) = 0, i = 1; 2 (again, we assume that (b x 1 ; b x 2 ) 6 = 0). Following (2), we de…ne the approximation error
To construct a lower bound on approximation errors, we remove equation G 2 (x 1 ; x 2 ) = 0 and we focus on the reduced system composed of just one equation
Following (4), we de…ne a set of compensations that are consistent with a restriction g:
As we mentioned earlier, the reduced system of equations g is underdetermined and there are multiple compensations x 1 and x 2 that are consistent with (8) . As an illustration, consider a special case when g is linear, i.e.,
where a 1 and a 2 are constant coe¢ cients. To describe all compensations satisfying (8), we can …x any x 1 , and we can …nd x 2 from (8) using (9) as follows:
From all possible compensations satisfying (10), we select the smallest one with respect to the least-squares norm by solving a two-dimensional version of the leastsquares problem (6):
An interior solution of (11), (12) satis…es
Hence, to construct the smallest possible approximation errors, we must solve a system of two equations (12), (13) with respect to two unknowns x 1 and x 2 . For the case of a linear equation (9), we can solve this system in a closed form,
where to derive (14) , we used the fact that g x 1 ( ) = a 1 and g x 2 ( ) = a 2 . However, for a general nonlinear restriction g (x 1 ; x 2 ) = 0, system (12), (13) does not admit a closed form representation. If approximation errors are small, a su¢ ciently accurate solution to (12) , (13) can be obtained by using a …rst-order Taylor expansion:
Combining (15) with FOC (13) evaluated in (b x 1 ; b x 2 ) yields:
If approximation (16) is not su¢ ciently accurate, we need to either construct a Taylor expansions of a higher order or to …nd a non-linear solution to (12), (13) using a numerical solver such as a Newton method. In that case, a linear approximation (16) can be used as an initial guess for a numerical solver. In contrast, our lower-error bound analysis focuses on optimistic -best-case -scenarios. Here, we ask: How small approximation errors can potentially be made if we allow to violate some of the model's equations? If the resulting lower error bound is still unacceptably large, we conclude that a numerical solution is inaccurate since the actual approximation errors can never be smaller. Hence, our lower bound error analysis provides a necessary condition for accuracy.
The upper and lower error-bound analyses are analogous to necessary and su¢ ciency tests in econometrics. A lower bound error test can be used to reject the hypothesis that a numerical solution is accurate (when the errors are large even under the most optimistic view) but not to accept it (because errors that are small under an optimistic view can be unacceptably large under a pessimistic view). To accept the hypothesis that a numerical solution is accurate, we need more stringent accuracy tests such as an upper bound error analysis. In practice, upper error bound tests tend to be too pessimistic and they reject many accurate solutions, while our lower bound error test can be too optimistic and may fail to reject inaccurate solutions. We view the upper and lower bound error analysis as complementary.
Finally, an important limitation of conventional forward error analysis is that it is restricted to dynamic programing problems. The construction of upper bounds in the literature relies on the fact that the Bellman operator is a contraction mapping. This kind of error analysis is not directly applicable to non-optimal equilibrium problems such as a new Keynesian model studied in the present paper. In turn, our lower bound error analysis is applicable to both optimal dynamic programing problems and non-optimal equilibrium problems. We de…ne residuals in a unit-free way. First, we rewrite equations G i (x) = 0; i = 1; :::; n; of the system (1) in the form x i = H i (x i ) ; i = 1; :::; n; where x i denotes a set of all model's variables with an exception of x i (we assume that it is possible to do). Then, we de…ne residuals R (R 1 ; :::; R n ) in the model's equations of system (1) to satisfy
Under de…nition (17) , a residual R i shows how large would an approximation error in a given variable x i be if we assume that approximation errors in all other variables x i are zeros. Even though R resembles the true approximation errors de…ned in (2), there is an important di¤erence:
is constructed in a way that is consistent with all model's equations, while R is not. For example, to compute R 1 in the two-dimensional case, we assume that x 2 is computed without errors, while to compute R 2 , we assume that x 1 is computed without errors, which cannot be true simultaneously.
The following proposition shows that residuals in the model's equations constitute neither upper nor lower bounds on approximation errors.
Proposition 2 For
= x 1 ; :::; xn and R = (R 1 ; :::; R n ) de…ned in (2) and (17), respectively, we have x 1 T jR i j for i = 1; :::; n.
Proof. We prove the proposition by way of example. Consider a system of linear equations
where a 1 , a 2 , b 1 , b 2 are constant coe¢ cients. According to de…nition (2), the approximation errors x 1 and x 2 satisfy
Following (17), we construct residuals R 1 and R 2 as
By combining (20)- (23), we get
where v 1
. Without a loss of generality, let us assume v 1 > 0 and v 2 > 0, and let us analyze a relation between R 1 and x 1 . If
Proposition 2 shows that residuals and approximation errors cannot be ranked, namely, residuals can be either larger or smaller or equal to approximation errors in absolute value (even if we de…ne them in a comparable way). Moreover, the di¤erence between residuals and approximation errors can be made arbitrary large by varying the coe¢ cients a 1 , a 2 , b 1 , b 2 in the system (18), (19) . Thus, small residuals in the model's equations do not necessarily imply small approximation errors. The relation between the residuals and approximation errors is established in the literature only for a special case of strongly concave in…nite-horizon optimization problems by Santos (2000) who shows that approximation errors in policy functions are of the same order of magnitude as the size of the Euler equation residuals.
In general, such a relation is not known. An example used in the proof of Proposition 2 has another interesting implication, namely, if x 1 = v 1 x 2 , then the residual in (24) is zero jR 1 j = 0. Thus, zero residuals in some model's equation are consistent with arbitrary large approximation errors as long as these errors have o¤set one another.
Finally, the residual measure of accuracy (17) has another undesirable feature, namely, it is not invariant to reordering of equations and variables in (1) . For example, we would obtain di¤erent residuals if instead of expressing x 1 and x 2 from G 1 (x) = 0 and G 2 (x) = 0, respectively, we express x 1 and x 2 from G 2 (x) = 0 and G 1 (x) = 0, respectively. In contrast, our lower error bounds are independent of a speci…c way in which the system (1) is written.
A backward and mixed forward-backward error analysis
A backward error analysis introduced in Wilkinson (1963) poses the following question: How much the parameters of a model must be modi…ed in order to make an approximate solution to satisfy the model's equation exactly? A mixed forwardbackward analysis introduced in Higham (1996) is an extension of backward analysis which allows for changes in both equilibrium quantities and the model's parameters. Sims (1990) proposed an accuracy test which is similar in spirit to the backward error analysis: he measures accuracy by how far the distribution of the true stochastic shocks is situated from the distribution of stochastic shocks that is implied by the approximate solution. Kubler and Schmedders (2005) shows how a backward and a mixed backward-forward analyses can be used to evaluate the accuracy of numerical solutions in a life-cycle model with incomplete markets and heterogeneous agents. Finally, Kogan and Mitra (2013) propose to measure the quality of approximation in terms of a welfare loss that results from inaccuracy of an approximate solution. They construct a supplementary model with perfect foresight and assess the di¤erence in welfare between that supplementary model and the true stochastic model with an approximate solution-this provides an upper bound on the welfare loss.
A backward error analysis can be incorporated in the framework of Section 2.1 as follows: Let us assume that G in (1) depends not only on x but also on a vector of parameters b, i.e., the original system modi…es to G (x; b) = 0, where
We then ask: How much must the parameter vector b be modi…ed to make a given approximate solution b
x to become an exact solution, i.e., we have G b
x; b b = 0. Provided that we …nd a vector of parameters b b that satis…es the latter condition, we measure the accuracy by the distance b b b . The backward and mixed forward-backward accuracy measures are also indirect measures of accuracy and are generally subject to the same critique as the analysis of residuals. Namely, they do not show the distance between the true and approximate solutions, x and b
x, but the distance between the parameters b and b b or some mixture of the parameters and solutions. Furthermore, it is not clear whether or not for any given model and for any approximate solution, one can …nd a supplementary model (parameter vector b b) that leads to zero approximation er-rors. In Section 3.4, we illustrate the construction of backward accuracy measures in the context of a neoclassical stochastic growth model.
Application 1: the optimal growth model
In this section, we show how to construct lower bounds on approximation errors for the standard neoclassical stochastic growth model. We then assess such bounds for numerical solutions produced by a …rst-and second-order perturbation methods.
The model
The representative agent solves max fk t+1 ;ctg t=0;:::;1
where (k 0 ; 0 ) is given; E t is the expectation operator conditional on information at time t; c t , k t and t are consumption, capital and productivity level, respectively; 2 (0; 1) is the discount factor; d 2 (0; 1] is the depreciation rate of capital; 2 ( 1; 1) is the autocorrelation coe¢ cient of the productivity level; 0 is the standard deviation of the productivity shock; A > 0 is a normalizing constant in output; u and f are strictly increasing, continuously di¤erentiable and concave; u 0 and f 0 denote the …rst derivatives of u and f , respectively. The Euler equation of (26)-(28) is
A solution to the model is policy functions c t = C (k t ; t ) and k t+1 = K (k t ; t ) that satisfy (27), (28) and (29) for all (k t ; t ) within the relevant domain.
State-contingent approximation errors
We …rst show a de…nition of approximation errors in the sense (2) . Let us consider a numerical solution to (26)-(28) in the form of an approximation to consumption and capital functions, b C C and b K K, respectively. We de…ne approximation errors C and K as state contingent functions satisfying the model's equations (27) and (29):
Finding C and K exactly from (30) and (31) is generally infeasible. It is possible to compute C and K numerically up to some degree of accuracy. However, if the error functions C and K are constructed with errors themselves, we would not be able to tell whether such functions measure the accuracy of numerical solution b C and b K or they measure the errors in their own approximation b C C and b K K . That is, having approximation errors in approximation errors would contaminate the error bound analysis and invalidate the accuracy inferences.
A lower bound on approximation error
Given that a construction of state contingent error functions is infeasible, we focus on constructing their lower bounds.
De…ning a lower error bound
We evaluate approximation errors in equilibrium quantities in a point-by-point manner without exploiting a state-contingent structure of the error functions.
We …rst write budget constraint (27) for t 0 as
where ct and k t+1 are the approximation errors that show how much an approximate solution b c t and b k t+1 must be modi…ed to become the true solution c t and k t+1 , respectively. We then represent Euler equation (29) for t 0 as
where ct and k t+1 are de…ned as in (32); and c t+1 represents an approximation error in calculating the conditional expectation, namely, it shows how much the approximate solution b c t+1 must be modi…ed on average to make the Euler equation (33) to be satis…ed exactly (under given k t+1 ). Hence, our error analysis disregards the fact that ct and c t+1 are given by the same state contingent function de…ned by (30) and (31), i.e., ct = C (k t ; t ) and c t+1 = C (k t+1 ; t+1 ), respectively. Instead, we will choose ct and c t+1 in the way that makes them as small as possible subject to the constraints (32), (33). System (32), (33) is underdetermined and does not identify ct , k t+1 and c t+1 uniquely (we have two equations with three unknowns). In particular, …xing arbitrary one out three unknowns, let us say k t+1 , enables us to …nd the remaining unknowns ct and c t+1 to satisfy (32), (33) exactly (in other words, a solution to (32), (33) is a manifold). To construct a lower error bound, we solve the leastsquares problem of type (6):
Problem (34) determines the lower error bound and provides a necessary condition for accuracy. If the lower error bound produced by (34) is still large, the actual errors given by the state contingent functions ct = C (k t ; t ) and c t+1 = C (k t+1 ; t+1 ) must be even larger, and we conclude that a numerical solution is inaccurate.
Numerical experiments
We use Dynare to compute the …rst-and second-order perturbation solutions, referred to as PER1 and PER2, respectively; for a description of this software, see Adjemian et al. (2011) . We parameterize the model (26)-(28) by assuming u (c t ) = To simulate a time series solution, we draw a sequence of shocks f g
2 ) with T = 10; 200, construct f g T =0 using (28), and compute the series of capital and consumption using the perturbation solutions (we disregard the …rst 200 observations to eliminate the e¤ect of initial conditions). To compute expectation in (33), we use a 10-point Gauss-Hermite quadrature integration rule.
We solve minimization problem (34) numerically for each state (k t ; t ) realized on a stochastic simulation. To …nd initial guesses for ct , k t+1 , c t+1 , we compute …rst-order Taylor expansions of (32), (33) around ct ! 0, k t+1 ! 0, c t+1 ! 0, and we minimize the squared sum of errors subject to the obtained linear constraints (the resulting problem is a quadratic programming problem); see Appendix A1 for details. We subsequently use a Newton solver to compute a highly accurate nonlinear solution (34) using the …rst-order approximation as an initial guess; see Appendix A2 for details. The results are provided in Table 1 . 0:025% for PER1 and PER2, respectively, which corresponds to the case of a large risk aversion coe¢ cient, = 10. These numbers are su¢ -ciently low, which allows us to conclude that if we take an optimistic view, the approximation errors are acceptable in size. Again, our test is a necessary condition for accuracy and does not allow us to conclude that perturbation solutions are accurate. We can only say that we cannot reject the hypothesis that perturbation methods are su¢ ciently reliable for the standard growth model on the basis of our numerical experiments.
Modi…cations and extensions of lower bound error analysis
We now discuss possible modi…cations and extensions of the constructed accuracy measures.
Choice of error functions to construct. There are many possible ways to de…ne approximation errors. First, we could consider errors in other model's variables, for example, errors in the investment or output functions instead of those in capital or consumption functions. Second, there are di¤erent ways of modeling approximation errors in conditional expectations, for example, we can represent errors in Euler equation (29) as 
Weighting approximation errors by their relative importance. In applications, one may want to approximate some variables more accurately than others. For example, in a model, aimed at explaining consumption growth, one may want to get a more accurate approximation for consumption function than for capital function. This case can be incorporated into our analysis by modifying (34) to minimize a weighted sum of squared approximation errors:
where w 1 ; w 2 ; w 3 2 [0; 1) are given weights. By changing the weights, one can vary the relative importance attached to errors in di¤erent variables. We can then ask the following question: How much error can be hided at most in variables that we care less about? We perform experiments in which we set one of the three approximation errors to zero (equivalently, we set its weight to a very large number), and we then compute the remaining two errors; see Appendix A3 for a detailed description of these experiments. We …nd that if a lower error bound on either current or future consumption is restricted to be zero, the resulting lower bounds are very similar to the unrestricted bounds in Table 1 . However, if we set k t+1 = 0, our best-case scenario worsens considerably and a lower error bound increases by an order of magnitude to 10 1:65 2% and 10 2:65 0:2% for PER1 and PER2, respectively; see Tables  7, 8 and 9 in Appendix A3 for these results. That is, if we want to believe that our capital function is computed very accurately, we must accept the fact that our consumption function is quite inaccurate.
Alternative accuracy measures for the growth model
In Section 2.3, we described three alternative accuracy measures in the literature: a forward error analysis, an analysis of residuals and a mixed forward-backward error analysis. We now illustrate these accuracy measures in the context of the studied growth model.
A forward error analysis. An upper bound forward error analysis for the standard growth model is carefully implemented in Santos (2000) . His analysis relies on the fact that the standard growth model (26)-(28) can be reformulated as a dynamic programing problem. A contraction mapping property of the Bellman operator makes it possible to construct the upper bound on errors analytically.
The analysis of Santos (2000) shows that a worst-case scenario can often be too pessimistic and may lead to a rejection of numerical solutions that are su¢ ciently accurate. For example, under the standard calibration of the optimal growth model, Santos (2000, Table I ) obtains an upper error bound on a policy function of order 10
3 . Consequently, he shows that this error bound can be reduced by about three orders of magnitude by using some additional information from a speci…c numerical solution.
Analysis of residuals in model' s equations. We de…ne unit-free residuals in a point (k t ; t ) by re-writing (29) and (27) as follows:
where
Here, we express R 1 and R 2 in terms of consumption and capital units, respectively, which is parallel to the de…nitions of approximation errors ct and k t+1 in our lower error-bound analysis. Namely, R 1 (k t ; t ) is the same as ct if we assume that c t+1 and k t+1 are computed without errors (i.e., we set k t+1 = c t+1 = 0) and R 2 (k t ; t ) is the same as k t+1 if we assume that c t is computed without errors (i.e., we set ct = 0).
We compute R 1 (k t ; t ) and R 2 (k t ; t ) on a set of simulated points (for the details of the simulation procedure, see Section 3.3.2). The results are provided in Table 2 . 
a Notes: PER1 and PER2 denote the …rst-and second-order perturbation solutions; L 1 and L 1 are, repectively, the average and maximum of absolute values of residuals in the model's equations across optimality condition and test points (in log10 units) on a stochastic simulation of 10,000 observations; and is the coe¢ cient of risk aversion.
As we can see, the maximum residuals across the two equilibrium conditions are below Table 1 shows that the maximum approximation errors are somewhat smaller than the maximum residuals. This tendency was robust in our experiments, however, it cannot be viewed as a generic property of the model and / or solution methods; in general, residuals and approximation errors cannot be ranked as an example in Section 2.3.2 shows.
A backward error analysis. There are many possible ways to implement a backward error analysis for the optimal growth model (26)-(28). We choose one such a way by measuring the accuracy in the Euler equation (29) and budget constraint (27) by the implied values of the parameters and , denoted by (k t ; t ) and d (k t ; t ), respectively
We compute (k t ; t ) and d (k t ; t ) on the same set of simulated points as all our previous statistics; see Section 3.3.2. The results are provided in Table 3 . The accuracy implications here are similar to those in Tables 1 and 2 a Notes: PER1 and PER2 denote the …rst-and second-order perturbation solutions; "mean", "min" and "max" are, repectively, the average, minimum and maximum of the value of the corresponding model's parameter on a stochastic simulation of 10,000 observations; and is the coe¢ cient of risk aversion.
PER2 is more accurate than PER1, in particular, under 2
; 1 , the parameter values implies by PER2 coincide with their true values at least up to four digits.
Our results illustrate a shortcoming of the backward error analysis, namely, it is not clear how to interpret the implied deviations in the parameters. Percentage di¤erences in the parameter values may be not an informative statistic for the accuracy of solutions. For example, we know that the equilibrium quantities are typically very sensitive to and that they are less sensitive to d, so it could be that 0:3% deviation in implies more accuracy decline than 10% deviation in d. Hence, we must have some knowledge of how sensitive the model's variables are to the parameters. Our forward lower error-bound analysis delivers more tractable results.
Application 2: a new Keynesian model
We now assess the approximation errors in the conventional new Keynesian model with Calvo-type price frictions and a Taylor (1993) 
The model
The economy is populated by households, …nal-good …rms, intermediate-good …rms, monetary authority and government; see Galí (2008 
where B 0 ; u;0 ; L;0 ; B;0 is given; C t , L t , and B t are consumption, labor and nominal bond holdings, respectively; P t , W t and R t are the commodity price, nominal wage and (gross) nominal interest rate, respectively; u;t and L;t are exogenous preference shocks to the overall momentary utility and disutility of labor, respectively; B;t is an exogenous premium in the return to bonds; T t is lump-sum taxes; t is the pro…t of intermediate-good …rms; 2 (0; 1) is the discount factor; > 0 and # > 0 are the utility-function parameters. The processes for shocks are u;t+1 = u u;t + u;t+1 ; u;t+1 N 0; 
where (47) is a Dixit-Stiglitz aggregator function with " 1.
Intermediate-good …rms. Monopolistic intermediate-good …rms produce intermediate goods using labor and are subject to sticky prices. The …rm i produces the intermediate good i. To choose labor in each period t, the …rm i minimizes the nominal total cost, TC (net of government subsidy v),
a;t+1 = a a;t + a;t+1 ;
a;t+1
where L t (i) is the labor input; exp a;t is the productivity level; a is the autocorrelation coe¢ cient; and a is the standard deviation of the disturbance. The …rms are subject to Calvo-type price setting: a fraction 1 of the …rms sets prices optimally, P t (i) = e P t , for i 2 [0; 1], and the fraction is not allowed to change the price and maintains the same price as in the previous period, P t (i) = P t 1 (i), for i 2 [0; 1]. A reoptimizing …rm i 2 [0; 1] maximizes the current value of the pro…t over the time when e P t remains e¤ective,
where (52) is the demand for an intermediate good i following from (46), (47); t+j is the Lagrange multiplier on the household's budget constraint (42) ; mc t+j is the real marginal cost of output at time t + j (which is identical across the …rms).
Government. Government …nances a stochastic stream of public consumption by levying lump-sum taxes and by issuing nominal debt. The government budget constraint is
where GYt exp( G;t ) = G t is government spending, vW t L t is the subsidy to the intermediategood …rms, and G;t is a government-spending shock,
where R is the autocorrelation coe¢ cient, and R is the standard deviation of disturbance.
Monetary authority. The monetary authority follows a Taylor rule:
where R is the long-run value of the gross nominal interest rate; is the target in ‡ation; Y N;t is the natural level of output; and R;t is a monetary shock, R;t+1 = R R;t + R;t+1 ;
where R is the autocorrelation coe¢ cient, and R is the standard deviation of disturbance. Natural level of output. The natural level of output Y N;t is the level of output in an otherwise identical economy but without distortions. It is a solution to the following planner's problem max fCt;Ltg t=0;:::;1
is given, and u;t+1 , L;t+1 , a;t+1 , and G;t follow the processes (43), (44), (50), and (54), respectively.
A lower bound on approximation error
We de…ne lower bounds on approximation errors for a new Keynesian model, and we assess such bounds numerically.
De…ning a lower error bound
The FOCs of the above model are derived in Appendix B1; see the system of six equations (B36)-(B41). The approximation errors of the equilibrium quantities satisfy the following six equations:
where hats on the variables denote their approximated values; S t and F t are supplementary variables; t is a measure of price dispersion across …rms (see Appendix B1 for details). We identify the lower error bounds to minimize the least-squares criterion for each t (59)- (64), where x t Ct ; Ft ; t ; t+1 ; t ; St ; S t+1 ; F t+1 ; Rt ; C t+1 .
Numerical experiments
We set the discount factor at = 0:99. We simulate the perturbation solutions using the Dynare's representation of the state space which includes the current endogenous state variables f t 1 ; R t 1 g, the past exogenous state variables u;t 1 ; L;t 1 ; B;t 1 ; a;t 1 ; R;t 1 ; G;t 1 and the current disturbances f u;t ; L;t ; B;t ; a;t ; R;t ; G;t g. The length of stochastic simulation is 10,200 observations (we eliminate the …rst 200 observations). To compute the conditional expectation, we use a monomial rule with 2N 2 + 1 nodes where N = 6 is the number of exogenous shocks (see Judd et al., 2011a, for details).
We report the size of approximation errors in Table 5 . The size of approximation errors depends signi…cantly on a speci…c parameterization. Under Parameterization 3 with a low L , we got a lower bound on approximation errors of order 0:001% 10 2:86 . However, under the other two parameterizations, the errors are much larger. In particular, under Parameteriza- tion 2, the lower error bounds for PER1 reaches 160% 10 0:21 . Moreover, under Parameterizations 1 and 2, PER2 solutions are numerically unstable (explosive) in simulation. The fact that errors are so huge even under our optimistic scenario makes these numerical solutions inacceptable for any application!
Analysis of residuals in model' s equations
We consider the following six unit-free residuals in the model's FOCs:
(68)
We report the residuals in Table 6 . The accuracy implications from residuals Table 6 : Residuals of the equilibrium equations in the new Keynesian model a Notes: PER1 and PER2 denote the …rst-and second-order perturbation solutions; L 1 and L 1 are, repectively, the average and maximum of absolute values of residuals in the model's equations errors across optimality condition and test points (in log10 units) on a stochastic simulation of 10,000 observations. in the model's equations are similar to those from the approximation errors. The maximum residuals are quite low, 0:1% 10 2:29 , for a PER2 solution obtained under Parameterization 3, however, they are enormous, 800000% 10 3:92 , for a PER1 solution obtained under Parameterization 2 with a high L . For all parameterizations, the maximum residuals in Table 6 are substantially larger than lower bounds on approximation errors in Table 5 .
As in the optimal growth model, for the new Keynesian model, we de…ne the residuals in model's equations (66)-(71) in a way that is comparable to approximation errors in the corresponding model's variables (59)-(64). Again, in the case of the residuals, we compute an approximation error in each variable by assuming that approximation errors in all other variables are zeros which is mutually inconsistent. In turn, lower bounds are constructed in the way that is consistent with all model's equations and that minimizes approximation errors in all the variables. The di¤erence between the residuals and lower error bounds is very large in some of our experiments. Our results suggest that in the presence of strong nonlinearities, the analysis of residuals and lower error-bound analysis may lead to qualitatively di¤erent inferences about the accuracy of numerical solutions.
Conclusion
The conventional upper error-bound analysis focuses on worst case scenarios and provides su¢ cient conditions for accuracy of numerical solutions. In this paper, we introduce a complementary lower error-bound analysis that focuses on certain best-case scenarios and provides a necessary condition for accuracy of numerical solutions. We speci…cally construct the smallest possible (optimistic) approximation errors that are consistent with some subset of model's equations. Even if these optimistic errors are too large, we conclude that a numerical solution is inaccurate.
A potential shortcoming of our test is that it may fail to reject inaccurate solutions because some inaccurate solutions may appear to be su¢ ciently accurate under best-case scenarios. But one of the two studied models -a stylized new Keynesian model -failed to pass even this relatively undemanding test under some empirically relevant parameterizations. Upper error bounds are unknown for new Keynesian models but they are also unnecessary in those cases when an approximate solution fails to satisfy even necessary conditions for accuracy. Thus, our simple accuracy test is powerful enough to detect and to discard inaccurate solutions in practically relevant applications. In this section, we describe the construction of a lower bound on approximation errors in a neoclassical stochastic growth model. We …rst construct a rough approximation for such a bound using linearized model's equations. We then construct a lower bound more accurately using nonlinear model's equations. We …nally describe additional experiments in which we weigh approximation errors in di¤erent variables by di¤erent weights. . Under this utility function, Euler equation (33) is
Finding a …rst-order Taylor expansion of (A1) around ct ! 0, c t+1 ! 0, k t+1 ! 0 (in particular, using (1 + x) ' 1 + x) and omitting a second-order term
In terms of c t+1 , the previous equation can be written as
Combining the terms yields a linear equation in 's, 
Budget constraint. We rewrite budget constraint (32) as There are two possible ways of solving (A7). One option is to …nd FOC of (A7) analytically and to solve for a minimum in a closed form and the other option is to solve (A7) numerically.
To implement the …rst option, we …nd the FOC with respect to ct ,
After deriving Thus, we get an explicit expression for ct . The approximation errors c t+1 and k t+1 are determined by (A5) and (A6).
To implement the second option, i.e., to solve problem (A7) numerically, we use a quadratic programming routine (speci…cally, "quadprog" in MATLAB) . We use approximation errors which we obtain from linearizing conditions as an initial guess for a nonlinear procedure, discussed in Appendix A2.
A2. Constructing approximation errors using nonlinear model' s equations
Budget constraint (A4) yields
From budget constraint (A4), we also get
Substituting the latter equation into Euler equation (A1), we have
Expressing c t+1 yields
Therefore, problem (34) becomes
This representation is more convenient relative to (34) because the resulting minimization problem contains just one unknown, ct . To solve problem (A10), we use a nonlinear optimization routine (speci…cally, "fminsearch" in MATLAB).
A3. Weighting approximation errors in di¤erent variables by their relative importance
As is argued in the main text, we can construct a lower bound on approximation errors to minimize the weighted sum of squared approximation errors (36) . By changing weights, we can vary the relative importance attached to the errors in di¤erent variables. Within this general framework, we can consider three limiting sets of weights (i) w 1 ! 1, w 2 = w 3 , (ii) w 2 ! 1, w 1 = w 3 , and (iii) w 3 ! 1, w 1 = w 2 in which cases, respectively, ct , k t+1 and c t+1 are forced to be zero and the remaining two errors are minimized according to the least-squares criterion. How can this modi…cation e¤ect the lower bound? Clearly, the resulting lower bound can increase but not decrease. To see the point observe that in the baseline case (34), we split approximation errors between three variables in the way which is most favorable for accuracy. Now, we split approximation errors between two variables forcing the remaining error to be equal to zero. As a result, the size of the approximation errors will increase in the two variables that are assumed to be computed with errors. For example, case (iii) would make sense if we believe that we have obtained a true distribution of future consumption c t+1 , and then all the a Notes: PER1 and PER2 denote the …rst-and second-order perturbation solutions; L 1 and L 1 are, repectively, the average and maximum of absolute values of the lower bounds on approximation errors across optimality condition and test points (in log10 units) on a stochastic simulation of 10,000 observations; and is the coe¢ cient of risk aversion. errors are absorbed by c t and k t+1 . The results for cases (i), (ii), (iii) distinguished above are provided in Tables 7, 8 and 9, respectively. The comparison of the three tables shows that the lower error bound is the largest when we set k t+1 = 0, namely, it is 10 1:65 = 2% and 10 2:65 = 0:2% for PER1 and PER2, respectively. As is seen from Tables 7 and 9 , when ct = 0 and c t+1 = 0, the results are almost identical to those in Table 1 . For example, when c t+1 = 0, the lower bounds on the size of the errors in the model's variables are 10 2:6 = 0:25% and 10 3:65 = 0:023% for PER1 and PER2, respectively.
Appendix B: New Keynesian model
In this appendix, we derive FOCs of the new Keynesian model outlined in Section 4, and we describe the details of our error bound analysis. Again, we …rst construct a rough approximation of the lower bound on approximation errors using linearized model's equations, and we then construct such a bound accurately using nonlinear model's equations.
B1. Deriving FOCs
Households. The FOCs of the household's problem (41)-(45) with respect to C t , L t and B t are t = exp u;t C t P t ; (B1)
where t is the Lagrange multiplier associated with the household's budget constraint (42) . After combining (B1) and (B2), we get
Final-good producers. The FOC of the …nal-good producer's problem (46), (47) with respect to Y t (i) yields the demand for the ith intermediate good
Substituting the condition (B5) into (47), we obtain
Intermediate-good producers. The FOC of the cost-minimization problem (48)-(50) with respect to L t (i) is
where t is the Lagrange multiplier associated with (49). The derivative of the total cost in (48) is the nominal marginal cost, MC t (i),
The conditions (B7) and (B8) taken together imply that the real marginal cost is the same for all …rms,
The FOC of the reoptimizing intermediate-good …rm with respect to e P t is
From the household's FOC (B1), we have
Substituting (B11) into (B10), we get
Let us de…ne t;j such that
Then t;j = t+1;j 1
for j > 0. Therefore, (B12) becomes
where e e p t e Pt Pt
. We express e e p t from (B14) as follows
Let us …nd recursive representations for S t and F t . For S t , we have
Substituting mc t from (B9) into the above recursive formula for S t , we have
Substituting
Wt Pt from (B4) into (C16), we get
For F t , the corresponding recursive formula is
Aggregate price relationship. The condition (B6) can be rewritten as
where "reopt." and "non-reopt." denote, respectively, the …rms that reoptimize and do not reoptimize their prices at t. Note that R non-reopt.
is the measure of non-reoptimizers at t that had the price P (j) at t 1. Furthermore, ! t 1;t (j) = ! t 1 (j), where ! t 1 (j) is the measure of …rms with the price P (j) in t 1, which implies Z non-reopt.
Substituting (B19) into (B18) and using the fact that all reoptimizers set e P 1 " t , we get
We divide both sides of (B20) by P t ,
and express e e p t e e p t = 1
Combining (B21) and (B15), we obtain
Aggregate output. Let us de…ne aggregate output
follows by the labor-market clearing condition. We substitute demand for Y t (i) from (B5) into (B23) to get
Let us introduce a new variable P t ,
Substituting (B23) and (B25) into (B24) gives us
where t is a measure of price dispersion across …rms, de…ned by
Note that if P t (i) = P t (i 0 ) for all i and i 0 2 [0; 1], then t = 1, that is, there is no price dispersion across …rms.
Law of motion for price dispersion t . By analogy with (B20), the variable P t , de…ned in (B25), satis…es
Using (B28) in (B27), we get
This implies
In terms of e e p t e Pt Pt , the condition (B30) can be written as
By substituting e e p t from (B21) into (B31), we obtain the law of motion for t ,
1
Aggregate resource constraint. Combining the household's budget constraint (42) with the government budget constraint (53), we have the aggregate resource constraint
Note that the ith intermediate-good …rm's pro…t at t is t (i)
follows by a zero-pro…t condition of the …nal-good …rms. Hence, (B33) can be rewritten as
In real terms, the aggregate resource constraint (B34) becomes
Summary. 
Here, S t and F t are supplementary variables; t is a measure of price dispersion across …rms. The condition in terms of approximated quantities and approximation errors corresponding to FOCs (B36), (B37), (B38)-(B40) and (B41) are given by (59)-(64), respectively. The problem of minimization of the sum of squared approximation errors is given by (65).
B2. Constructing approximation errors using linearized model' s equations Since (1 + (1 + #) Ct ) (1 # t ) = 1 # t + (1 + #) Ct , we have
For convenience, we introduce the following compact notation: Again, we solve this problem to obtain initial guesses on 's to be used as an input for a solver that …nds approximation errors from nonlinear FOCs.
B3. Constructing approximation errors using nonlinear model' s equations
Instead of linearizing FOCs, we now focus on their nonlinear (original) versions.
To simplify the analysis, we obtain (wherever possible) explicit conditions for approximation errors. In particular from six equations (59)-(64), we get explicit formulas for (1 + t )
-from (59)
-from (60)
-from (64) :
This problem was solved to produce the results in Table 5 .
