Person Re-Identification (ReID) refers to the task of verifying the identity of a pedestrian observed from nonoverlapping surveillance cameras views. Recently, it has been validated that re-ranking could bring extra performance improvements in person ReID. However, the current re-ranking approaches either require feedbacks from users or suffer from burdensome computation cost. In this paper, we propose to exploit a density-adaptive kernel technique to perform efficient and effective re-ranking for person ReID. Specifically, we present two simple yet effective re-ranking methods, termed inverse Density-Adaptive Kernel based Re-ranking (inv-DAKR) and bidirectional Density-Adaptive Kernel based Re-ranking (bi-DAKR), which are based on a smooth kernel function with a density-adaptive parameter. Experiments on six benchmark data sets confirm that our proposals are effective and efficient.
I. INTRODUCTION
Person Re-Identification (ReID) refers to the task of verifying the identity of a pedestrian observed from non-overlapping surveillance cameras views [1] . Due to its importance for the public security, it has received a lot of attention and increasingly becomes one of the most critical tasks in video analysis. However, the task of ReID is quite challenging, because the views captured by the surveillance cameras are under unconstrained conditions, and thus the obtained images contain large variations from the changes of pose, viewpoint, and illumination, occlusion, blur, background, etc.
To tackle these challenges, the standard pipeline of a person ReID system usually consists of two components: a) feature extraction, and b) metric learning. In the existing works, majority of efforts have been cast into extracting robust and discriminative visual representation. It has been verified that the local features, i.e., color or oriented gradient histogram [2] , [3] , [4] , [5] , [6] are effective for person ReID, and combining multiple types of features, i.e., color, texture, and spatial structure, is useful to find more informative matchings [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] . On the other hand, metric learning methods-which learn a discriminative distance metric or equivalently a low-dimensional subspace have found that a new feature space, where the samples of same person are closer, could help the task of finding informative matchings [15] , [16] , [17] , [18] , [19] , [20] , [21] .
A. Related Work
In this paper, we concern the task of finding the best matches when a gallery set is available. In image retrieval, this is a re-ranking problem. Recently, it has been reported that re-ranking could bring extra performance improvement for a person ReID system [22] , [23] , [24] , [25] , [26] . For example, feedback knowledge from users could be used to refine the ranking results, i.e., [22] , [23] . However, the feedback based refinement approaches build upon persistent feedbacks from users, which is an expensive burden on users. In [25] , an approach called Supervised Smoothed Manifold (SSM) is proposed, in which an affinity graph is built to capture the manifold structure in the gallery set and the pairwise supervision information is propagated on the affinity graph. However, building the affinity graph is computationally expensive because all the samples in the gallery set will be involved. As an alternative way, context information among a given query and its k nearest neighbors are exploited to refine the ranking result. The typical approaches are mainly based on the k-reciprocal nearest neighbors, as illustrated in Fig.1(c) , that is, the matched two people usually take each other as one of its neighbors [24] , [27] , [28] , [29] , [30] , [31] . In [27] , [28] , [30] , the k-reciprocal nearest neighbors are directly considered as the top-ranked results. Recently, in [24] , [29] , the k-reciprocal nearest neighbors are encoded to refine the initial ranking list, or even integrated with local query expansion and Jaccard distance. In [31] , extra visual features are combined with the k-reciprocal nearest neighbors to optimize the ranking list. However, these methods either suffer from the sensitivity to the parameters or heavy computation burden.
B. Contributions
Different from the prior work mentioned above, we attempt to exploit a density-adaptive kernel technique to perform efficient and effective re-ranking for person ReID. Specifically, we propose two Density-Adaptive Kernel based Re-ranking (DAKR) methods, called inverse DAKR (inv-DAKR) and bidirectional DAKR (bi-DAKR), in which inv-DAKR is a "soft" version of the k-inverse nearest neighbors method [32] and bi-DAKR is a "soft" version of the k-reciprocal nearest neighbors method, respectively. In both inv-DAKR and bi-DAKR, the local density information of each sample in gallery set is used to define an adaptive local parameter in the kernel function. By doing so, unlike in k-inverse nearest neighbors and k-reciprocal nearest neighbors, inv-DAKR and bi-DAKR can accommodate the ambiguity and local density information in the ranking results. By exploiting the symmetry in formulation, the computational burden is reduced. Experiments on benchmark data sets confirm that our proposals are effective and efficient.
II. PROBLEM FORMULATIONS AND STATEMENTS
To introduce our proposals, we review the prior methods for ranking or re-ranking by grouping them into three categories: a) k-nearest neighbors (k-NN) based methods, b) k-inverse nearest neighbors (k-INN) based methods, and c) k-reciprocal nearest neighbors (k-RNN) based methods. Suppose that a gallery set
A. k-Nearest Neighbors based Methods
One calculates the distance between the probe x 0 and each sample x j in the gallery set X, and finds a set of best matching candidates from the gallery set X. Precisely, finding the top-k candidates can be formulated as follows:
where ∥ · ∥ is a distance metric predefined or learnt from data, N (x 0 , k) is the set of the k-NNs of the probe x 0 , and [1 : k] indicates to take the first k results from a sorted list. The true match is expected to be included in N (x 0 , k). In Fig.1(a) , the blue links starting from the probe x 0 to the samples {g 1 , g 2 , g 3 } in the gallery set illustrate result of k-NN. In this case, g 1 is the best matching sample to the probe x 0 (because g 1 is slightly nearby to x 0 than g 2 ).
While it is simple and efficient in implementation, it exploits only the information in a local neighborhood of the probe, without leveraging more information of the local neighborhood of samples in gallery set.
B. k-Inverse Nearest Neighbors based Methods
To exploit more information in the gallery set, it is interesting to use k-INN, which is developed in [32] . Specifically, in k-INN, for each sample x j in the gallery set X, we find the best matching to x j from {x 0 } ∪ X −j , i.e.,
where X −j is the gallery set without the j-th sample x j . Then,
The true match is expected to be included in I(x 0 , k). In Fig.1(b) , the red links starting from the gallery samples
In previous work [24] , [27] , [28] , [29] , [30] , k-INN is considered as an intermediate step. However, when N is large, finding I(x 0 , k) is quite time consuming. Moreover, the ambiguity of the potential matching candidates is ignored in the returned results. In experiments, we list it as a re-ranking method and present extensive evaluations.
C. k-Reciprocal Nearest Neighbors based Methods
Recall that, in logic, an identification (⇔) consists of implications from two directions (⇒ and ⇐). Therefore, it is natural to integrate the k-NN and the k-INN to form a bidirectional identification, as illustrated in Fig.1(c) , which is a concept called k-RNN. Denote the k-RNNs of x 0 as R(x 0 , k). Fig.1 (c). In this case, by integrating k-NN and k-INN, g 2 will be the candidate match to the probe x 0 when k = 3.
While it has been verified that the performance of ReID could be improved, the previous work, e.g., [27] , [28] , [29] , [30] , [24] , still suffer from two limitations: a) The ambiguity and density information of the potential matching candidates is ignored in the returned k-INNs and thus in the k-RNNs; b) Due to ignorance of the ambiguity, the performance of k-RNN based methods are sensitive to parameter k.
III. OUR PROPOSAL: DENSITY-ADAPTIVE KERNEL BASED RE-RANKING
To tackle the limitations aforementioned, we propose to exploit a density-adaptive kernel technique to carry out the insight of k-RNN to perform efficient and effective re-ranking for person ReID. To be more specific, rather than finding k-NN which has a hard boundary, we put a smooth kernel function with an adaptive local parameter at each sample, and use the responses of the kernel function to define re-identification scores of continuous value. The scores of continuous value can accommodate the ambiguity in ranking or re-ranking list whereas the adaptive local parameter encodes the local density information into the ranking or re-ranking.
A. Density-Adaptive Kernel Function
To accommodate the ambiguity in ranking, we use a smooth kernel function to compute the neighboring information in k-NNs, rather than just keeping k-NNs. Specifically, given a probe x 0 , we put a radial basis function κ(x|x 0 , σ 0 ) at point
where σ 0 is a local parameter. To encode the local density information, as in [33] , we define σ 0 via the distance of x 0 to its k-th nearest neighbor x (k) 0
in the gallery set X, i.e.,
The advantages of using a smooth kernel function with a density-adaptive parameter will be exploited in finding k-INNs or k-RNN, which will be presented in the next.
B. Inverse Density-Adaptive Kernel Re-Ranking (inv-DAKR)
The key ingredient of inv-DAKR lies that, instead of finding k-INN directly, we use a smooth kernel function with an adaptive parameter to select k-INNs.
Specifically, we put a radial basis function κ(x|x j , σ j ) at each data point x j in the gallery set, i.e.,
where σ j is an adaptive local parameter and j = 1, · · · , N . The expected σ j should be density-adaptive. In a denser region, the parameter σ j should be smaller in order to make the scoring function be more selective (or sensitive) to reject more samples; whereas in a sparser region, the parameter σ j should be larger in order to make the scoring function be relatively inclusive (or less sensitive) to accept more samples. To encode the density information in the local neighborhood of x j , again, we define σ j as the distance of x j to its k-th nearest neighbor x
C. Bidirectional Density-Adaptive Kernel Re-Ranking (bi-DAKR)
To implement bi-DAKR, we gather scores from the direct way (i.e. k-NN) and the inverse way (i. e. k-INN) . Interestingly, the deployed density-adaptive kernel functions in (3) and (4) are well-prepared to define a bidirectional re-identification. To be more specific, for a sample x j in the gallery set:
• In the direct way, the scoring of x j from the probe x 0 will be κ(x j |x 0 , σ 0 ) = ϕ( ∥xj −x0∥2 σ0 ); • In the inverse way, the scoring of the probe x 0 from x j will be κ(x 0 |x j , σ j ) = ϕ( ∥x0−xj ∥2 σj ). 
Methods
Complexity
The reasons to use the radial basis function are twofold: a) the function ϕ( ∥·∥2 σ ) has an explicit connection to the distance function, and b) the radical symmetry in kernel function ϕ( ∥·∥2 σ ) makes the two directions share the same calculation because
In this paper, we investigate the following three simple rules to define the bidirectional scorings.
• Rule 1 (additive):
• Rule 2 (multiplicative):
• Rule 3 (melt-out multiplicative):
Remark 1. The efficiency of inv-DAKR and bi-DAKR for reranking comes from the facts that the symmetry in formulation with the help of a density-adaptive parameter σ j (which could be pre-computed in advance) reduces the inverse identification into the same form as the direct identification. Note that, only a density-adaptive parameter σ 0 needs to be computed at the testing phase in bi-DAKR. For clarity, we list the computation complexity of inv-DAKR and bi-DAKR compared to the baselines (k-NN, k-INN and k-RNN) in Table I . Remark 2. Compared to the previous work [24] , [27] , [28] , [30] , [29] , the effectiveness of inv-DAKR and bi-DAKR comes from two aspects. On one hand, the smoothness of kernel functions used in inv-DAKR and bi-DAKR are able to model the ambiguity in the potential candidates, rather than using a binary decision to judge in or not in the list of k-nearest neighbors. Especially, the used local parameter encodes the density information in each local neighborhood and thus makes inv-DAKR and bi-DAKR more accurate. On the other hand, in inv-DAKR and bi-DAKR, all samples in the gallery set are used to find the k-RNNs of the probe, rather than using a small subset of the samples in gallery set, i.e., the k-nearest neighbors of the probe. Especially, if the true matching is not in the k-NNs of the probe x 0 , then finding k-INNs and k-RNNs from the k-NNs of the probe x 0 will be blind.
IV. EXPERIMENTAL EVALUATIONS To validate the efficiency and effectiveness of our proposals, we conduct experiments on six benchmark data sets, including GRID [34] , PRID450S [35] , VIPeR [10] , CUHK03 [36] , Market-1501 [37] and Mars [38] . 
A. Experiment Protocol
We use the standard protocol to split data in our experiments. The matching accuracy at different ranks on data sets GRID, PRID450S, VIPeR, and CUHK03 is averaged over 10 trials. For bi-DAKR, we denote Rule 3 in (7) as bi-DAKR, and denote Rule 1 in (5) and Rule 2 (6) as bi-DAKR † and bi-DAKR ‡ , respectively. As baselines, we consider k-NN, k-INN, k-RNN, SSM [25] , and re-ranking [24] .
Note that re-ranking can be viewed as a postprocessing step for person ReID. Our proposed inv-DAKR and bi-DAKR can be inserted into any person ReID pipeline. Therefore, we evaluate inv-DAKR and bi-DAKR on the six data sets with different combinations of feature extraction and metric learning. For GRID, PRID450S, VIPeR, and CUHK03, we use LOMO [13] and GOG [12] features; whereas for Market-1501 and Mars, we use IDE features [37] , [38] . For GRID, we also use ELF6 features [4] . Moreover, we conduct experiments on concatenating LOMO with GOG features and named it as Fusion. In addition, another fusion feature is introduced for GRID by equally concatenating Fusion with unit ℓ 2 normalized ELF6 features and marked it as FusionAll. On the other hand, for metric learning, we also consider Euclidean distance (ℓ 2 norm), Mahalanobis distance, and KISSME [17] in both Market-1501 and Mars. Note that in inv-DAKR and bi-DAKR, the density-adaptive parameter σ j depends on a preset value k, which changes from dataset to dataset. For each dataset, we report the results with an optimal k.
B. Evaluation on GRID, PRID450s, VIPeR, and CUHK03
We conduct extensive experiments on data sets GRID, PRID450s, VIPeR, and CUHK03 with LOMO, GOG, and a fusion of LOMO and GOG, in which metric learning method XQDA [13] is adopted. Experimental results are presented in Tables II and III . It could be observed that:
• Compared to the baselines, the proposed inv-DAKR and bi-DAKR show notable performance improvements. These results confirm the effectiveness of inv-DAKR and bi-DAKR. • For the three rules to form bi-DAKR, including bi-DAKR, bi-DAKR † , and bi-DAKR ‡ , there is no significant difference. Thus, we report evaluations only with bi-DAKR thereafter. • Compared to inv-DAKR, the performance of bi-DAKR is more promising. This suggests that integrating the direct way and the inverse way of re-identifications is useful. • The k-INN and k-RNN based methods show better performance on small data set GIRD, compared to k-NN. However, when data set becomes large, lacking ambiguity and efficiency are the major bottlenecks in them. Thus, we report the results of k-NN hereafter.
C. Evaluation on Market-1501 and Mars
Experimental results on Market-1501 and Mars are shown in Tables IV, and V. Again, we can observe the performance improvements over the baseline method k-NN and bi-DAKR performs slightly better than inv-DAKR. Compared to the reranking method proposed in [24] , the accuracy of inv-DAKR and bi-DAKR is inferior on rank-1 and mAP. However, the best performance of the re-ranking method in [24] on rank-5, rank-10 and rank-20 is not as good as inv-DAKR and bi-DAKR. In [24] , local query expansion and Jaccard metric are used to refine the ranking list. However, when the size of the neighborhood grows, it is hard for the local query expansion and Jaccard metric to find good matchings. Besides, it should be mentioned that the re-ranking method in [24] is very sensitive to parameters (i.e., k 1 , k 2 , λ); whereas inv-DAKR and bi-DAKR are not sensitive to the single parameter k, which will be shown in subsection IV-E.
D. Comparison on Time Costs
For fair comparison, we list the computational time costs in Table VI . For data set CHUK03, we report time cost of the labeled data set. The size in table is of data set for test. It shows that in both situations, the time costs of our proposals are much lower than the re-ranking method [24] , especially when the dataset is large. In [24] , it needs to find k-reciprocal nearest neighbors, expand local query sequence, and compute Jaccard distance; whereas in our inv-DAKR and bi-DAKR, only an adaptive kernel function is evaluated. Though slightly defeated by the re-ranking method in [24] at rank-1 and mAP, [24] 80.6114s our inv-DAKR and bi-DAKR are much simpler, faster, and having improved results at rank-5, rank-10 and rank-20. Note that parameter σ j is set as the distance of x j to its k-th nearest neighbor x (k) j . It is interesting to evaluate the sensitivity of inv-DAKR and bi-DAKR to parameter k. To this end, we compute the average performance gains of inv-DAKR and bi-DAKR over the baseline algorithm (k-NN) for accuracy at rank-1 and rank-5, and show each of them as a function of the local parameter k in Fig. 2 . The average is taken over all 38 sets of experimental results, where the shadow indicates the standard deviation. As can be observed: a) Our proposed inv-DAKR and bi-DAKR are not too sensitive to the parameter k when k is not too small; b) Compared to inv-DAKR, bi-DAKR is more promising when k > 3. By default, it is a good practice to set k = 30.
E. Evaluation on

V. CONCLUSION
We investigated the density-adaptive kernel techniques for efficient and effective re-ranking in person ReID. Specifically, we presented two Density-Adaptive Kernel based Re-ranking (DAKR) approaches: inverse DAKR and bidirectional DAKR, in which a smooth kernel function equipped with a densityadaptive parameter is exploited to not only accommodate the ambiguity and local density information in finding matched results but also reduce the computational cost. Experiments on six benchmark data sets have validated the efficiency and effectiveness of our proposals.
