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Abstract Despite the rapid progress of generative adver-
sarial networks (GANs) in image synthesis in recent years,
current approaches work in either geometry domain or ap-
pearance domain which tend to introduce various synthesis
artifacts. This paper presents an innovative Adaptive Com-
position GAN (AC-GAN) that incorporates image synthe-
sis in geometry and appearance domains into an end-to-end
trainable network and achieves synthesis realism in both do-
mains simultaneously. An innovative hierarchical synthesis
mechanism is designed which is capable of generating re-
alistic geometry and composition when multiple foreground
objects with or without occlusions are involved in synthesis.
In addition, a novel attention mask is introduced to guide the
appearance adaptation to the embedded foreground objects
which helps preserve image details and resolution and also
provide better reference for synthesis in geometry domain.
Extensive experiments on scene text image synthesis, auto-
mated portrait editing and indoor rendering tasks show that
the proposed AC-GAN achieves superior synthesis perfor-
mance qualitatively and quantitatively.
Keywords Generative Adversarial Networks · Image
Synthesis · Image Composition · Spatial Transformation ·
Image Translation
1 Introduction
As a longstanding and fundamental challenge in computer
vision research, realistic image synthesis has been attract-
ing increasing attention since the advent of deep neural net-
works (DNNs). An important driving factor is data constraint
in DNN training, where automated synthesis of annotated
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Fig. 1 Given foreground objects of interest and a background image,
the proposed AC-GAN synthesizes realistic images in geometry and
appearance domains simultaneously and is capable of handling multi-
ple foreground objects with or without occlusions.
training images is much cheaper, faster and more scalable
as compared to the traditional manual annotation approach.
In recent years, the advance of generative adversarial net-
works (GANs) [11] opens a new door to image synthesis by
iterative adversarial learning between a generator and a dis-
criminator. Quite a number of GAN-based image synthesis
systems have been reported which can be broadly classified
into three categories, namely, direct image generation [30,
37,1], image-to-image translation [26,57,17,24,15,10] and
image composition [23,3].
On the other hand, existing image synthesis systems are
still facing two common constraints. First, most existing sys-
tems strive for synthesis realism in either appearance do-
main or geometry domain which often introduces synthe-
sis artifacts. Second, many existing systems tend to sacrifice
image details and resolutions and even semantics of the im-
age contents. Specifically, the direct image generation does
not generate image labels or annotations and the synthesized
images often lack sufficient semantic integrity for training
effective DNN models. The image-to-image translation fo-
cuses on the synthesis realism in appearance domain only
and the synthesis also impairs image resolution and details.
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The image composition [23,3] can generate labeled or an-
notated images of high-resolution, but it usually focuses on
synthesis realism in geometric domain and most existing
systems can only deal with a single foreground object.
In our recent work [52], we designed a composition-
based synthesis technique that achieves synthesis realism in
both geometry and appearance spaces. On the other hand,
our prior work simplifies the synthesis problem and assumes
only a single foreground object in composition. The pro-
posed AC-GAN in this paper deals with more challenging
yet practical synthesis situations by several novel designs.
In particular, it develops an innovative hierarchy composi-
tion mechanism for realistic synthesis geometry when mul-
tiple foreground objects are involved, and it is capable of
handling various occlusions as frequently observed in real-
scene objects as illustrated in Fig. 1. In addition, it intro-
duces an attention mask to guide adaptation to the embedded
foreground objects which greatly improves synthesis real-
ism in appearance domain and also provides better reference
for synthesis realism in geometry space. Further, it incorpo-
rates synthesis in geometry and appearance domains within
an end-to-end trainable network and architects them as mu-
tual references for the optimal synthesis performance.
The rest of this paper is organized as follows. Section
2 presents related works briefly. The proposed technique is
then described in details in Section 3. Experimental results
are further presented and discussed in Section 4. Some con-
cluding remark is finally drawn in Section 5.
2 Related Work
2.1 Image Composition
In recent years, quite a number of image composition studies
have been reported in the field of computer vision, includ-
ing the synthesis of single objects [32,33,42], generation
of full-scene images [9,38], etc. Image composition aims
to generate new images by embedding foreground objects
into background images. It strives for synthesis realism by
adjusting the size and orientation of the foreground objects
as well as blending between foreground objects and back-
ground images. [56] proposes a model to distinguish nat-
ural photographs from automatically generated composite
images. [12,18,50,51] investigate the synthesis of scene text
images for training better scene text detector and recognizer.
They achieve synthesis realism by adjusting a group of pa-
rameters including text locations within the background im-
ages, geometry transformation of the foreground texts, and
the fusion of the foreground texts and background images.
Other image composition models have also been developed
for training better DNN models [8].
The aforementioned image composition techniques strive
for geometric realism by hand-crafted transformations that
involve complicated parameters and are prone to unnatural
geometry and alignments. The appearance realism is han-
dled by different blending techniques where features are man-
ually selected and susceptible to artifacts. Simple blending
methods such as alpha blending [44] have been adopted to
alleviate the clear appearance difference between foreground
objects and background images, but they tend to blur the
composed images and lose image details. Sophisticated blend-
ing such as Poisson blending [35] can achieve seamless fu-
sion by manipulating the image gradient and adjusting the
inconsistency in chrominance and luminance. Some appear-
ance transfer based method has been reported in recent years.
For example, [28] transfers the style of the foreground ob-
ject according to the local statistics of the background im-
age. [43] presents an end-to-end deep convolutional neural
network for image harmonization by considering the context
and semantic information of the composite images.
Our AC-GAN adopts unsupervised GAN structures to
learn geometry and appearance features which produce nat-
ural and consistent image composition with minimal visual
artifacts. In addition, guided filters [14] are introduced to
preserve fine image details while performing appearance fu-
sion of foreground objects and background images.
2.2 Generative Adversarial Networks
GANs [11] have achieved great success in generating new
images from either existing images or random noises. In-
stead of manually selecting features and parameters, GAN
generators learn an optimal mapping from random noise or
existing images to the synthesized image, while GAN dis-
criminators differentiate the synthesized images from natu-
ral ones via adversarial learning. Quite a number of GAN-
based image synthesis methods have been reported in recent
years. For example, [7] introduces Laplacian pyramids that
improve the quality of GAN-synthesized images greatly. [22]
proposes an end-to-end trainable network for inserting an
object instance mask of a specified class into the semantic
label map of an image. Other systems attempt to synthe-
size realistic images by stacking a pair of generators [53,
54], leaning more reasonable potential features [6], explor-
ing new training approach [1], visualizing and understand-
ing GANs at the unit, object and scene level [4], etc.
Most existing GAN-based image systems focus on syn-
thesis realism in appearance domain [22,46]. For instance,
CycleGAN [57] proposes a cycle-consistent adversarial net-
work for realistic image-to-image translation, and so do other
related GANs [17,40,58,16,2,34,25]. LR-GAN [48] syn-
thesizes images by introducing spatial transformer networks
(STNs). GP-GAN [47] synthesizes high resolution images
by leveraging Poisson blending [35]. In recent years, GAN-
based systems have been proposed for synthesis realism in
geometry domain, e.g., [23] presents a spatial transformer
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Fig. 2 The structure of AC-GAN: The components in the blue and black boxes form the geometry module and appearance module, respectively.
D1, D2, G1, and G2 denote discriminators and generators, and F denotes guided filters. The geometry module will generate ‘Composed’ and
‘Composed Mask’. In the appearance module,G1 achieves the mapping from Composed→Real (Composed→Adapted Composed) andG2 from
Real→ Composed (Real→ Adapted Real). The components in the orange-color boxes denote the common part of the geometry and appearance
modules, where the input of D2 is the concatenation of the composed/adapted image and the corresponding masks
GAN (ST-GAN) by inserting STNs into the generator, [3]
describes a Compositional GAN that introduces a self con-
sistent composition-decomposition network, [49,59] study
GAN-based 3D manipulation and generation, etc.
Our AC-GAN incorporates image synthesis in geometry
and appearance domains into an end-to-end trainable net-
work and achieves synthesis realism in both domains si-
multaneously. It requires no supervision and is capable of
composing images with multiple foreground objects with or
without occlusion, more detail to be described in the ensuing
Section on The Proposed Method.
3 The Proposed Method
This section presents our proposed AC-GAN for realistic
image synthesis. In particular, we divide this section into
four subsections which deal with the network structure of
AC-GAN, the attention mask, the multiple objects composi-
tion and the adversarial training, respectively.
3.1 Model Structure
The proposed AC-GAN includes a geometry module, an ap-
pearance module with a pair of guided filters for image de-
tails preservation. The whole network is end-to-end train-
able and requires no supervision as shown in Fig. 2.
Geometry Module: The geometry module consists of
a spatial transformer network (STN), a composition mod-
ule ‘Composition’ and a discriminator D2 as shown in Fig.
2. The transformation in STN can be affine, homography,
or thin plate spline [5]. For M foreground objects of inter-
est, the STN will predictM transformation matrixes and ap-
ply each predicted transformation with N parameters to the
corresponding foreground object. The ‘Composition’ will
embed the transformed foreground objects into background
images, which produces a ‘Composed’ image and a ‘Com-
posed Mask’.D2 will drive the STN to learn the real geome-
try by distinguishing ‘Composed, Composed Mask’ and the
training reference ‘Adapted Real, Real Mask’.
Note the training reference ‘Adapted Real’ of the geom-
etry module is not natural images that are realistic in both
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Table 1 The structure of STN in the geometry module shown in Fig. 2:
M andN denotes the number of transformation matrix and the number
of parameters within each transformation matrix, respectively.
Layers Out Size Configurations
Block1 128× 128 3× 3 conv, 16, 2× 2 pool
Block2 64× 64 3× 3 conv, 32, 2× 2 pool
Block3 32× 32 3× 3 conv, 64, 2× 2 pool
Block4 16× 16 3× 3 conv, 128, 2× 2 pool
Pool5 8× 8 3× 3 conv, 256, 2× 2 pool
FC1 1024 -
FC2 N * M + M2 -
geometry and appearance. As the geometry module seeks
synthesis realism in geometry, the appearance realism in nat-
ural images becomes certain noises which could mislead the
discriminator in training. For the geometry module, the ideal
training reference should be realistic in geometry while fake
in appearance which is not naturally available. We derive
such references by using the ‘Adapted Real’, i.e. the output
of the appearance module as shown in Fig. 2 to be described
in the ensuing subsection.
Appearance Module: The appearance module employs
a cycle structure to embed foreground objects into back-
ground image harmoniously as shown in Fig. 2. It has two
generators G1 and G2 for image-to-image translation in re-
verse directions, i.e.G1 from ‘Composed, Composed Mask’
to ‘Adapted Composed’ and G2 from ‘Real’ to ‘Adapted
Real, Real Mask’. It also has two discriminators D1 and D2
that distinguish the adapted images and natural images in
the reverse mappings.
Specifically, D1 strives to distinguish ‘Adapted Com-
posed’ and ‘Real’ which guides G1 to learn the translation
from ‘Composed, Composed Mask’ to ‘Adapted Composed’
in appearance domain. At the other end, G2 learns the trans-
lation from ‘Real’ to ‘Adapted Real, Real Mask’, aiming for
‘Adapted Real’ that is realistic in geometry domain but sim-
ilar to ‘Composed’ in appearance domain. As mentioned in
the previous subsection, AC-GAN uses ‘Adapted Real’ from
G2 as reference to train the geometry module so that it fo-
cuses on synthesizing more realistic image geometry (as the
interfering appearance differences have been suppressed in
‘Adapted Real’)
Guided Filter: As appearance transfer in most image-
to-image-translation GANs tends to sacrifice image details,
we introduce guided filters [14,13] (F in Fig. 2) into AC-
GAN for detail preservation in the translation. Guided Fil-
ters filter an image by using a guidance image that can be
the input image itself or another different image.The detail
preserving transfer thus is formulated as a joint up-sampling
problem that up-samples the filtering image under the guid-
ance of another image.
The ‘Composed’ as denoted by C (image details un-
changed) acts as the input to provide edge and texture details
and the output of G1 (image details lost) as denoted by Ct
acts as the guide that provides the translated appearance in-
formation (contrast, illumination and so on). The ‘Adapted
Composed’ with preserved details as denoted by Cad can be
derived by minimizing the reconstruction error between Ct
and Cad, subjects to a linear model as follows:
Ciad = akC
i
t + bk,∀i ∈ ωk (1)
where i denotes the index of a pixel and k denotes the index
of a local square window ωk with a radius r. Coefficients
ak and bk can be estimated by minimizing the difference
between Cad and C which can be derived by minimizing
the following cost function within ωk:
E(ak, bk) =
∑
i∈ωk
((akC
i
t + bk − Ci)2 + εa2k) (2)
where ε is a regularization parameter that prevents ak from
being too large. It can be solved via linear regression:
ak =
1
|ω|
∑
i∈ωk Ii − µkCk
σk + ε
, bk = Ck − akµk (3)
where µk and σ2k are the mean and variance of I within ωk,
|ω| is the number of pixels in ωk, and Ck = 1|ω|
∑
i∈ωk is
the mean of C within ωk.
By computing (ak, bk) for every pixel, the filter output
can be derived by averaging all possible values of Ciad:
Ciad =
1
|ω|
∑
k:i∈µk
(akC
i
t + bk) = aiIi + bi (4)
where ai = 1|ω|
∑
k∈ωk ak and bi =
1
|ω|
∑
k∈ωi bk. The
guide filters are embedded in the cycle network structure to
implement an end-to-end trainable system.
3.2 Attention Mask
Image-to-image translation applies to the whole image which
also translates other regions beyond the foreground objects
undesirably. Specifically,G2 cannot generate ‘Adapted Real’
precisely from ‘Real’ as it needs to identify the foreground
region in ‘Real’ at first. To constrain the appearance trans-
fer within the foreground objects and provide information
of the foreground objects, attention masks as denoted by
‘Composed Mask’ and ‘Real Mask’ (where ‘1’ denotes fore-
ground regions and ‘0’ the rest regions) are concatenated
with the ‘Composed’ and ‘Adapted Real’ images as the in-
put of G1 and D2 in training. The attention mask will pro-
vide precise mask of the foreground region to be adapted
Adaptive Composition GAN towards Realistic Image Synthesis 5
Fig. 3 ‘Predicted Mask’ is the predicted attention mask of the ‘Real
Image’. ‘W/O Mask’ refers to the ‘Adapted Real’ without using the
attention mask which tends to be messy compared with ‘With Mask’
which refers to the ‘Adapted Real’ using the attention mask.
and is used to adjust the weight of the cycle-consistency loss
of different regions. With the attention mask, G1 can adapt
the foreground region of the composed image accurately and
compress undesired translation of other regions.
Note G2 generates ‘Adapted Real’ and ‘Real Mask’ un-
der certain supervision. Specifically, ‘Composed Mask’ is
a precise mask (ground truth) of ‘Composed’ as produced
by the geometry module. With the cycle-consistency loss,
‘Composed’ and ‘Composed Mask’ are translated by G1
which need to be recovered by G2 from the translated im-
age. The training ofG2 for mapping from ‘Real’ to ‘Adapted
Real, Real Mask’ is thus supervised, where an accurate ‘Real
Mask’ helps to identify and adapt the foreground objects
precisely. D2 instead strives to distinguish ‘Adapted Real,
Real Mask’ and ‘Composed, Composed Mask’, and this drives
D2 to generate precise ‘Real Mask’ and better ‘Adapted Real’.
As Fig. 3 shows, the ‘Predicted Mask’ (i.e. the predicted
‘Real Mask’) is pretty precise and the ‘With Mask’ (the
‘Adapted Real’ using the attention mask) is clearly better
than the ‘W/O Mask’ (the ‘Adapted Real’ without using the
attention mask).
As discussed above, the input ofD2 is the concatenation
of the image and the attention mask, which means that the
attention mask will provide additional geometry informa-
tion to the geometry module. In addition, D2 is shared by
the geometry and the appearance modules. A better trans-
lated ‘Adapted Real’ in appearance will thus enable D2 to
distinguish images largely according to the geometry fea-
tures which enables the geometry module to compose im-
ages with better geometric realism. At the other end, the
composed image with better geometric realism will enable
the appearance module to concentrate on the adaptation in
appearance domain. The two modules thus collaborate and
drive each other for the optimal synthesis.
Fig. 4 Hierarchy composition mechanism: α1, α2, β1, and β2 de-
note the hierarchy parameters of foreground FG1 and FG2 subject to
α1+α2 = 1 and β1+ β2 = 1.m1 andm2 denote the binary masks
of FG1 and FG2, respectively. L1 and L2 indicate the occlusion rela-
tionship between the foregrounds. The foreground object with a larger
hierarchy parameter in L1 will be shown in the composed image. The
network will learn the hierarchy parameters to compose realistic im-
ages as shown in ‘Real Occlusion’. A direct composition may lead to
unrealistic image as shown in ‘Fake Occlusion’.
3.3 Multiple Objects Composition
One unique feature of the proposed AC-GAN is that it can
compose with multiple foreground objects in one go. With
multiple foreground objects, correct occlusion needs to be
determined otherwise the composed image becomes unre-
alistic as shown in ‘Fake Occlusion’ in Fig. 4. We design
a novel hierarchy composition mechanism for correct oc-
clusions in synthesis as illustrated in Fig. 4 (using 2 lay-
ers for illustration). Specifically, M layers as denoted by
L1, L2, · · · , LM withM ∗M hierarchy parameters (HP) are
estimated to determine the proportion of the foreground ob-
jects in each layer. As Fig. 4 shows, the proportion of FG1
inL1 andL2 is α1 and α2 subject to α1+α2 = 1. Each layer
will contain an object mask. The top layer is the union set
of the object masks as denoted by m1 ∨m2, and the bottom
layer is m1 ∨ m2 minus the occlusion regions of different
foreground masks as denoted by m1 ∨m2 −m1 ∧m2. L1
and L2 can thus be formulated as follows:
L1 = (FG1 ∗ α1 + FG2 ∗ β1) ∗m1 ∨m2
L2 = (FG1 ∗ α2 + FG2 ∗ β2) ∗ (m1 ∨m2 −m1 ∧m2)
(5)
Different layers are added up with the background image to
obtain the composed image ‘Composed’ in Fig. 2:
C = L1 + L2 +BG ∗ (1−m1 ∨m2) (6)
As the occlusion region will only be filled by the top
layer according to the object mask, the foreground object
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Fig. 5 Comparison of AC-GAN and its variants with other GANs: The proposed AC-GAN is capable of generating more realistic images with
correct occlusions when more than one foreground objects are to be composed. AC-GAN (WA) denotes the output of the geometry module of
AC-GAN, AC-GAN (WF) denotes the synthesized images without the guided filter.
with the highest HP in the top layer will occlude other fore-
ground objects. For regions without occlusion, the hierarchy
composition mechanism will not affect as HPs sums up to 1
across all layers. During the inference, the highest HP will
be reset to 1 and the rest reset to 0 which generates an ex-
plicit occlusion hierarchy among foreground objects. HPs
are predicted by STN whose learning is driven by D2 that
aims to differentiate correct occlusions of real images from
unrealistic ones of false occlusions. With M foreground ob-
jects to be composed, the STN will predict M2 hierarchy
parameters for composition. As the number of parameters
of the selected transformation is N , the number of parame-
ters predicted by STN is N ∗M +M2 and Table 1 shows
detailed network structure.
3.4 Adversarial Training
Since AC-GAN aims to achieve synthesis realism in both
geometry and appearance spaces, its training has two ad-
versarial objectives in both realistic geometry and realistic
appearance. The geometry module and appearance module
are actually two inter-connected local GANs that collabo-
rate with each other during training. For clarity, we denote
the input of the geometry module, the composed image and
the real image as x, y and z, and the corresponding domains
by X , Y and Z, respectively.
In the geometry module, the STN performs as a genera-
tor S to generate transformed foreground objects. We adopt
the Wasserstein GAN [1] objective to train the network and
the loss function of S and D2 is formulated by:
LD2 = Ex∼X [D2(S(x))]− Ezad∼Zad [D2(zad, zm]
LS = −Ex∼X [D2(S(x))]
(7)
where zad and zm denote the ‘Adapted Real’ and ‘Real Mask’.
The appearance module adopts a cycle structure that in-
volves two mappings in the reverse directions. The learning
objective consists of an adversarial loss for cross-domain
mapping and a cycle consistency loss that prevents mode
collapse. For the adversarial loss, the loss function of D1
and G1 can be formulated by:
LD1 = Ey∼Y [D1(G1(y, ym)]− Ez∼Z [D1(z)]
LG1 = −Ey∼Y [D1(G1(y, ym))]
(8)
where ym denotes the ‘Compose Mask’.
To ensure that images can be recovered in the translation
cycle and guide the network to focus on foreground objects,
an attentional cycle-consistency loss is designed:
LG1cyc = Ey∼Y [‖(G2(G1(y, ym))− (y, ym)) ∗ ym‖] ∗ α
+ Ey∼Y [‖(G2(G1(y, ym))− (y, ym)) ∗ (1− ym)‖]
(9)
where α denotes the weights of the foreground region. An
identity loss is also introduced to ensure that the translated
image preserves features of the original image:
LG1idt = Ey∼Y [‖G1(y)− y‖] (10)
The loss of the reverse mapping can be obtained similarly.
While updating the appearance module, all weights of
the geometry module are frozen. For the mapping Y → Z,
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Table 2 Comparison and ablation study by using Amazon Mechanical Turk (AMT) user study for evaluating the realism of synthesized portrait
images: Each cell contains two percentages that tell which of paired images synthesized by Method A and Method B (in the format of ‘Method A’
- ‘Method B’) are deemed as more realistic by users.
Method A
Method B
Baseline UNIT [24] CycleGAN [57] ST-GAN [23] SF-GAN [52] Real
AC-GAN(WA) 83%-17% 53%-47% 46%-54% 60%-40% 28%-72% 19%-81%
AC-GAN(WM) 95%-5% 87%-13% 72%-28% 82%-18% 55%-44% 36%-64%
AC-GAN(WO) 96%-4% 81%-19% 66%-34% 77%-23% 52%-48% 31%-69%
AC-GAN(WF) 100%-0% 91%-9% 75%-25% 89%-11% 59%-41% 39%-61%
AC-GAN 100%-0% 92%-8% 79%-21% 89%-11% 60%-40% 40%-60%
LD1 and LG1 + λ1LG1cyc + λ2LG1idt are optimized al-
ternately where λ1 and λ2 denote the weight of the cycle-
consistency loss and the identity loss.
4 Experiments
4.1 Datasets
The proposed AC-GAN is evaluated over three image syn-
thesis tasks on automated portrait editing, scene text image
generation and automated indoor rendering. A number of
public datasets are employed in experiments which include:
CelebA [27] is a face image dataset that consists of more
than 200k celebrity images with 40 attribute annotations.
This dataset is characterized by large quantities, large face
pose variations, complicated background clutters, rich anno-
tations, and it is widely used for face attribute prediction.
SUNCG [41] is a Large 3D Model Repository for Indoor
Scenes. SUNCG is an ongoing effort to establish a richly-
annotated, large-scale dataset of 3D scenes. The dataset con-
tains over 45K different scenes with manually created real-
istic room and furniture layouts.
ICDAR2013 [21] is used in the Robust Reading Com-
petition in the International Conference on Document Anal-
ysis and Recognition (ICDAR) 2013. It contains 848 word
images for network training and 1095 for testing.
ICDAR2015 [20] is used in the Robust Reading Com-
petition under ICDAR 2015. It contains incidental scene text
images that are captured without preparation before captur-
ing. 2077 text image patches are cropped from this dataset,
where a large amount of cropped scene texts suffer from per-
spective and curvature distortions.
IIIT5K [31] has 2000 training images and 3000 test im-
ages that are cropped from scene texts and born-digital im-
ages. Each word in this dataset has a 50-word lexicon and a
1000-word lexicon, where each lexicon consists of a ground-
truth word and a set of randomly picked words.
SVT [45] is collected from the Google Street View im-
ages that were used for scene text detection research. 647
words images are cropped from 249 street view images and
most cropped texts are almost horizontal.
SVTP [36] has 639 word images that are cropped from
the SVT images. Most images in this dataset suffer from
perspective distortion which are purposely selected for eval-
uation of scene text
CUTE [39] has 288 word images most of which are
curved. All words are cropped from the CUTE dataset which
contains 80 scene text images that are originally collected
for scene text detection research.
4.2 Implementation
The proposed AC-GAN is trained on two NVIDIA GTX
1080TI GPUs with 11GB memory. It is small and efficient
in processing. For input image of size 256 × 256, it takes
132ms and 96ms per image in training and testing with a
batch size of 4. The high efficiency is largely attributed to
the introduction of guided filters. Specifically, guided filters
can preserve the resolution of the input images effectively
and so a generator of small size is sufficient which helps to
reduce the network size and time costs greatly.
The transformation in STN is homography for the por-
trait editing and indoor rendering experiments, and thin plate
spline for the scene text synthesis experiment. Although the
end-to-end pipeline is not fully convolutional thanks to the
existence of STN, the trained model still can deal with im-
ages of different size. As input size of the STN is fixed
to 256 × 256, the testing image with different size will be
resized to 256 × 256 to predict transformation parameters
and the corresponding transformation will be applied on the
original image instead of the resized image, thus we can ob-
tain composed image of the original size. As the appearance
module is fully convolutional, the end-to-end model can deal
with image of arbitrary size.
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Table 3 Scene text recognition accuracy over six datasets ICDAR2013, ICDAR2015, IIIT5K, SVT, SVTP and CUTE as listed in the first row,
where 1 million text images synthesized by the methods listed in Column 1 are used for text recognition model training.
Methods ICDAR2013 ICDAR2015 IIIT5K SVT SVTP CUTE AVE
Jaderberg [18] 70.1 55.4 79.8 78.4 65.1 56.3 67.5
Gupta [12] 80.9 51.8 79.0 68.0 53.4 47.6 63.5
Zhan [50] 81.4 54.7 80.2 77.7 65.0 56.7 69.3
SF-GAN [52] 81.2 55.5 81.3 79.2 64.9 57.3 69.9
Baseline 65.4 48.1 76.1 64.7 48.6 42.7 57.6
AC-GAN 81.9 56.8 82.3 78.2 66.8 59.1 70.9
4.3 Portrait Editing
Data preparation: We use CelebA [27] and follow the pro-
vided training/test split in experiments. With the annotations,
we extract 3000 faces without hat and glasses as the back-
ground images and 1500 with hat and glasses as training
references. For foreground objects, we use 20 hats and 25
pairs of glasses cropped in front-parallel view to compose
with the randomly selected background images. The hat and
glasses are not paired with the faces, and the composed im-
ages are not paired with training reference either.
We compared the proposed AC-GAN with state-of-the-
art GAN UNIT, CycleGAN and ST-GAN in image synthe-
sis. As the original CycleGAN and UNIT were not designed
for image composition, we apply them to achieve image-to-
image translation from the background images to the train-
ing reference. The original ST-GAN can compose with a sin-
gle object only and we extend it for multiple objects by com-
posing each object iteratively. The user studies were per-
formed by using Amazon Mechanical Turk (AMT) where
users are recruited on the Internet to tell which of each paired
images (that are synthesized by two different GANs as listed
in Table 2) are more realistic.
Results Analysis: Table 2 shows AMT results where the
‘Baseline’ denotes a baseline model that embeds foreground
objects with random alignment and appearance. Each cell
contains two percentages telling which of the paired images
synthesized by Method A or Method B are more realistic
(paired images are presented to users for judgment). As Ta-
ble 2 shows, the AMT scores of AC-GAN is significantly
higher than that of the ‘Baseline’ and also close to ‘Real’ im-
ages (40% - 60%), demonstrating the superior performance
of AC-GAN in synthesis realism.
An ablation study is conducted with four AC-GAN vari-
ants as shown in Table 2. Specifically, AC-GAN (WA) de-
notes AC-GAN without the proposed appearance module. It
has much lower AMT scores than the standard AC-GAN,
demonstrating the importance of appearance realism in syn-
thesizing realistic images. On the other hand, it performs
clearly better than ST-GAN with AMT score 60% versus
40%, largely due to the use of ‘Adapted Real’ as references
which improve synthesis realism in geometry space. AC-
GAN (WM) denotes AC-GAN without using attention masks.
Its AMT scores are clearly lower than the standard AC-GAN
because attention masks help generate better appearance adap-
tation. AC-GAN (WO) denotes AC-GAN without incorpo-
rating the hierarchy composition mechanism. As shown in
Table 2, the AMT scores of AC-GAN (WO) are clearly lower
than that of Standard AC-GAN and this shows that correct
occlusion relationship between foreground objects affects
the synthesis realism significantly. AC-GAN (WF) denotes
AC-GAN without using the guided filter. Its AMT scores are
just slightly lower than that of standard AC-GAN because
guided filters mainly preserve image resolution and details
but don’t help much in synthesis realism.
Fig. 5 compares synthesized images by the proposed AC-
GAN and three state-of-the-art GANs. As Fig. 5 shows, the
AC-GAN synthesized images are much more realistic. Specif-
ically, CycleGAN [57] and UNIT [24] can achieve certain
realism in appearance domain, but the synthesized images
are blurry and the embedded hats and glasses lose control.
ST-GAN [23] can perform the transformation in geometry
domain, but the learned geometry is not accurate in term of
object size and embedding locations. In addition, it cannot
handle synthesis realism in appearance domain. The AC-
GAN (WA) without including the appearance module pro-
duces clear artifacts in appearance space, but it achieves
more realistic geometry than ST-GAN thanks to the bet-
ter training references. The AC-GAN (WF) without using
guided filters can achieve realism in spatial and appearance
spaces, but the synthesized images tend to sacrifice resolu-
tion and image details as compared with images synthesized
by the standard AC-GAN (may need zoom-in to see the dif-
ference clearly).
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Fig. 6 Illustration of scene text image synthesis by different GANs:
‘BG’ in Row 1 denotes the background images. Rows 2-4 show the
images that are synthesized by UNIT, CycleGAN and ST-GAN, re-
spectively. AC-GAN1, AC-GAN2 and AC-GAN3 in Rows 5-7 show
the images synthesized by AC-GAN when 1, 2 and 3 foreground text
instances are applied in synthesis, respectively.
4.4 Scene Text Synthesis
Experiment Setting: For scene text image synthesis, the
AC-GAN needs a set of background images, foreground texts
and real scene text image patches as references. We collect
the scene text image patches by cropping from the training
images of ICDAR2013 [21], ICDAR2015 [20], SVT [45]
and CUTE [39]. In the image patch cropping, we extend
the provided annotation boxes by a random scale to include
more image structural information which will be used by
the geometry module for image geometry learning. For the
background images, we collect them by performing image
in-painting to the cropped scene text image patches to erase
the scene texts as illustrated in ‘BG’ in Fig. 6. The fore-
ground text is randomly selected from the 90k-lexicon [18].
Note we also apply random rotations to the collected scene
text image patches and background images so as to include
richer variations in image geometry.
In training the AC-GAN, we select thin plate spline con-
straint the range of the transformation parameter so that the
transformed foreground objects will not be too small or out-
side of the image. The AC-GAN synthesized scene text im-
ages cannot be applied to training directly as they contain
some background as introduced by the cropping in the col-
lection stage, we crop out the text region with tighter boxes
by detecting a minimal external rectangle according to the
‘Composed Mask’. To benchmark with the state-of-the-art
image synthesis techniques, we extract 1 million images (the
same amount as synthesized by the proposed AC-GAN) from
the synthesized scene text image datasets [18,12,50,52].
We use MORAN [29] as the scene text recognition model
and train it by using the synthesized images as described
above. In addition, a baseline model ‘Baseline’ as shown in
Table 3 is trained where 1 million images are synthesized
by applying random colors, fonts and geometry transforma-
tion to the foreground texts. The trained scene text recog-
nition models are tested over six public scene text datasets
ICDAR2013 [21], ICDAR2015 [20], IIIT5K [31], SVT [45],
SVTP [36] and CUTE [39] as described in Datasets. Word
level recognition accuracy is adopted to evaluate the perfor-
mance of the trained recognition models and so the effec-
tiveness of training images that are synthesized by different
models.
Fig. 7 Image synthesis for indoor rendering: the ST-GAN and AC-
GAN trained on synthetic data are tested on the real scene for cabinet
and sofa placement.
Results Analysis: Table 3 shows scene text recognition ac-
curacy by different synthesis methods. As Table 3 shows,
AC-GAN performs much better than the baseline and achieves
the highest recognition accuracy for 5 out of 6 evaluated
datasets. In addition, it achieves an up to 1% improvement in
average recognition accuracy across the 6 datasets, demon-
strating the superior usefulness of its synthesized images
when used for training scene text recognition models. Com-
pared with our earlier model SF-GAN, AC-GAN achieves
clear improvement in datasets SVTP and CUTE where most
scene texts are curved or in perspective views. The better
performance is largely attributed to the attention masks which
helps achieve better synthesis geometry by providing better
training references (i.e. ‘Adapted Real’ in Fig. 2). Addition-
ally, the attention masks as the input of the discriminator
also provide additional geometry information to the training
of the geometry module.
Fig. 6 shows the scene text images that are synthesized
by different image synthesis methods. For UNIT [24] and
CycleGAN [57], we directly apply them to perform image-
to-image translation from background images to real im-
10 Fangneng Zhan et al.
Fig. 8 The effect of radius r and regularization ε in the guided filter. ‘Input’ and ‘Guide’ denote the input image and guide image. The first row
shows the output images with different radius r, the second row shows the image with different ε. When comparing output images with different
r, the regularization is fixed to e− 10, when comparing output images with different ε, the radius is fixed to 16.
ages. As Fig. 6 shows, UNIT tends to generate images with
messy strokes. CycleGAN can generate strokes with real ap-
pearance but the generated strokes have no semantic mean-
ing. Besides, both methods do not generate any annotations.
ST-GAN [23] learns poor geometry transformations, largely
because it uses real images as references where the appear-
ance realism in real images misleads the network training.
AC-GAN1, AC-GAN2 and AC-GAN3 denote the AC-
GAN synthesized images when 1, 2 and 3 foreground text
instances are employed in synthesis, respectively. It should
be noted that the three AC-GAN models are trained sepa-
rately by using different training references. For AC-GAN2
and AC-GAN3, the training references are the cropped im-
ages containing at least 2 and 3 text instances, respectively.
As Fig. 6 shows, AC-GAN1 with a single foreground text
instance achieves excellent realism in both geometry and
appearance spaces. AC-GAN2 and AC-GAN3 can align and
coordinate the locations of multiple foreground text instances
correctly, where different spatial transformations are learned
and applied to different foreground text instances according
to the local geometry. At the same time, the appearance of
the embedded text instance is also adapted to be harmonious
with the contextual backgrounds.
Note that scene text images with multiple text instances
cannot be synthesized by applying existing GANs (e.g. ST-
GAN and SF-GAN) multiple times. The reason is multiple
executions of existing GANs has little coordination, where
each execution seeks the best embedding region for the cur-
rent text instance without considering other executions.
4.5 Indoor Rendering
Experiment Setting: The indoor rendering aims for the com-
position of furniture in indoor scenes with paired images.
The indoor dataset was synthesized with natural geometry
and illumination from the SUNG dataset [41] that contains
41,499 scene models and 568,749 camera viewpoints from
[55] and [19]. These synthesized images are used as the
training reference, and the paired object and background
image are extracted from each synthesized image and used
as the foreground object and background image in training.
In addition, we apply random brightness over the extracted
foreground objects to simulate the real scene image com-
position where the foreground objects and the background
images are usually unmatched in illumination.
We compare the proposed AC-GAN with ST-GAN [23]
by testing them on the real scene images. The real scene im-
ages for testing are collected from the Internet by cropping
the foreground objects and selecting the background images
manually. The training of ST-GAN follows the setting as de-
scribed in the original paper [23].
Results Analysis: Fig. 7 shows two example synthe-
sis on real scene images. As Fig. 7 shows, ST-GAN can
only synthesize in geometry space and the synthesis arti-
facts in appearance space such as the unmatched brightness
and contrast make the synthesized images clearly unrealis-
tic. As a comparison, the proposed AC-GAN places fore-
ground objects into background image with better geometry
and alignment thanks to the better training reference for ge-
ometry module. It also adapts the brightness and contrast
of the foreground objects with realistic matching with the
background images thanks to the appearance module. Note
concatenating a geometry adaptation model (e.g. ST-GAN)
and an appearance adaptation model (e.g. CycleGAN) di-
rectly will not produce realistic adaptation in geometry and
appearance domains because the discrepancy in one domain
will affect the training of the adaptation model in another.
We also evaluate the role of radius r and regularization
ε as mentioned in Section 3. 1 Guided Filter, where r con-
trols the bandwidth of the guided filter and ε controls the
degree of edge preservation. As Fig. 8 shows, the filter out-
put with a large r tends to be similar to the ‘Input’ with
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high resolution, but its appearance does not change much
and still tends to be unrealistic. When r becomes smaller,
the filter output is translated towards the ‘Guide’ in appear-
ance and it becomes almost the same as the ‘Guide’ when
r is very small. At the other end, the resolution of the filter
output decreases when r becomes smaller. For the regular-
ization ε, the filter output tends to be blurry and loses details
when ε is large. With the decrease of ε, the filter output pre-
serves more details but certain noises are introduced when ε
becomes very small. Certain trade-off needs to be taken for
the setting r and ε depending on specific tasks and require-
ments. In our implemented system, we empirically set r and
ε at 16 and e− 7.
5 Conclusions
This paper presents an AC-GAN, an end-to-end trainable
network that synthesizes realistic images given multiple fore-
ground objects and a background image. The AC-GAN con-
sists of a geometry module and an appearance module which
is capable of achieving synthesis realism in geometry and
appearance domains simultaneously. A novel hierarchy com-
position mechanism was designed to handle the occlusion
among multiple foreground objects, and an attention mask
is exploited to guide the appearance adaptation and provide
better training reference for the geometry module. In addi-
tion, guided filter is introduced to preserve the resolution
of the composed image during the appearance adaptation.
The portrait editing experiment shows that the proposed AC-
GAN can synthesize more realistic images than state-of-the-
art GANs, largely due to the coordination between the ge-
ometry the appearance modules and the correct occlusions
achieved by our proposed hierarchy composition mechanism.
The scene text image synthesis experiment shows that the
proposed AC-GAN is capable of synthesizing useful images
for training accurate and robust deep recognition models.
The indoor rendering experiment demonstrates how the pa-
rameters of guided filters affect image synthesis in different
manners.
The proposed AC-GAN mainly works on 2-dimensional
(2D) images which still have various constraints such as lim-
ited views of the foreground objects. We will explore image
synthesis in 3-dimensional (3D) space for better synthesis
flexibility and synthesis realism in our future work.
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