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1. Einleitung
Anfang des vergangenen Jahrhunderts fu¨hrten neue experimentelle Ergebnisse wie z.B.
die diskreten Absorptions- bzw. Emissionsspektren bei Atomen und der bei elektroma-
gnetischen Wellen festgestellte Teilchencharakter zu Unstimmigkeiten mit den bis dahin
etablierten Theorien. Die aus der darauffolgenden Suche nach neuen Theorien hervorge-
gangene Quantenmechanik und die auf ihr aufbauenden Theorien bilden bis heute die
am besten besta¨tigten physikalischen Theorien und sind dementsprechend der Hauptbe-
standteil der modernen Physik. Allerdings sind diese Theorien um ein vielfaches kom-
plizierter als die klassischen Theorien und ko¨nnen selbst fu¨r vergleichsweise einfache
physikalische Systeme oft nur mit Hilfe numerischer Methoden u¨berpru¨fbare Vorher-
sagen treffen. Da die Quantenmechanik in makroskopischen Dimensionen die gleichen
Vorhersagen macht wie die newtonsche Theorie, mu¨ssen sich klassische Trajektorien in
irgendeiner Weise auch in den quantenmechanischen Ergebnissen wiederspiegeln. Die
semiklassische Physik ist im U¨bergang zwischen klassischer Mechanik und Quantenme-
chanik angesiedelt und liefert einerseits analytische Na¨herungen fu¨r die exakten quanten-
mechanischen Lo¨sungen und andererseits Interpretationsmo¨glichkeiten der gefundenen
Lo¨sungen in diesem Kontext. Vor allem bei Systemen, die sich klassisch chaotisch ver-
halten und quantenmechanisch nicht exakt lo¨sbar sind, liefert der semiklassische Ansatz
gute Ergebnisse. Gutzwiller [3] stellte 1971 mit seiner Spurformel eine Mo¨glichkeit vor,
die quantenmechanische Zustandsdichte eines solchen Systems allein mit Hilfe der Ei-
genschaften der klassisch erlaubten periodischen Trajektorien zu approximieren. Balian
und Bloch [5] leiteten mit semiklassischen Methoden kurz spa¨ter eine sehr einfache Ent-
wicklung des nicht oszillierenden Teils der Zustandsdichte in Potenzen der Energie her
und verallgemeinerten damit die schon viel fru¨her von Weyl [15] aufgestellte (und nach
ihm benannte) Entwicklung.
Eine der gro¨ßten Herausforderungen in der aktuellen Forschung bildet die Einbezie-
hung der Wechselwirkung in Systemen aus mehreren Teilchen. Fu¨r relativistische Streu-
prozesse liefert die Quantenelektrodynamik gute Ergebnisse, wa¨hrend im nichtrelativis-
tischen Fall die Bornsche Na¨herung verwendet werden kann (in beiden Fa¨llen handelt es
sich um Sto¨rungstheorien). Fu¨r nichtrelativistische wechselwirkende Teilchen in einem
begrenzten Gebiet ko¨nnen diese jedoch in der Regel zu keinem Zeitpunkt als unabha¨ngig
betrachtet werden. Fu¨r einzelne Atome wurde sehr fru¨h von Thomas und Fermi eine
Na¨herungslo¨sung vorgeschlagen, die fu¨r hohe Kernladungszahlen qualitativ gute Ergeb-
nisse liefert. Spa¨ter konnten mit Hilfe der Hartree-Fock Na¨herung die wichtigsten Ei-
genschaften von Atomen sehr gut beschrieben werden. Fu¨r fermionische oder bosonische
Gase gibt es ebenfalls zahlreiche Ansa¨tze, jedoch verkompliziert die Einbeziehung der
Wechselwirkung in jedem Fall die Rechnungen. Ist man lediglich an der mittleren Zu-
standsdichte eines solchen Gases interessiert, ko¨nnte die semiklassische Physik wie im
nichtwechselwirkenden Fall mo¨glicherweise einfache, universelle und analytisch erfassbare
Ergebnisse liefern. Q. Hummel [6] stellte dazu 2014 einen Formalismus zur semiklassi-
schen Berechnung der Zustandsdichte fu¨r beliebig viele Fermionen bzw. Bosonen vor, die
sich in einem begrenzten Volumen beliebiger Dimension befinden und nicht miteinander
wechselwirken. Der Formalismus beru¨cksichtigt dabei bereits die quantenmechanische
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Ununterscheidbarkeit der Teilchen.
Um diesen Formalismus auf wechselwirkende Systeme zu erweitern, ist es sinnvoll,
zuerst den einfachsten Fall eines Systems aus zwei Teilchen in einem eindimensionalen
Volumen (d.h. auf einer begrenzten Linie) zu betrachten. Diese Arbeit bescha¨ftigt sich
deshalb mit einem System aus zwei Bosonen auf einer Strecke der La¨nge L, die einer
Kontaktwechselwirkung in Form eines Delta-Potentials V (q1, q2) = αδ(q1 − q2) unterlie-
gen. Dieses kann als Grenzfall eines sehr kurzreichweitigen Potentials aufgefasst werden,
was fu¨r hohe Teilchenenergien es eine physikalisch sinnvolle Na¨herung darstellt. Neben
der Vereinfachung der Rechnungen hat dieses Potential den folgenden Vorteil: ein Sys-
tem aus beliebig vielen Bosonen auf einer Linie mit einer δ-artigen Wechselwirkung kann
quantenmechanisch exakt gelo¨st werden [7] und la¨sst deshalb einen einfachen Vergleich
der semiklassischen Na¨herungen mit dem quantenmechanischen Ergebnis zu.
Im ersten Abschnitt der Arbeit werden die grundlegenden mathematischen und phy-
sikalischen Konzepte vorgestellt, die zur Berechnung der Zustandsdichte fu¨r das System
aus zwei Bosonen beno¨tigt werden. Der darauffolgende Abschnitt bescha¨ftigt sich mit der
Herleitung des eindimensionalen Propagators fu¨r ein Delta-Potential und verallgemeinert
das bereits von Manoukian gefundene Ergebnis [8]. Um die grundlegenden Eigenschaften
dieses Ergebnisses zu ergru¨nden schließt sich eine kurze Betrachtung eines Einteilchen-
problems unter der Verwendung des hergeleiteten Propagators an. Dabei wird auch die
Formulierung der Wechselwirkung als gemischte Randbedingung hervorgehoben, was die
Rechnungen in den darauf folgenden Abschnitten vereinfacht.
Der na¨chste Abschnitt befasst sich in aller Ausfu¨hrlichkeit mit der Zustandsdichte fu¨r
das System aus zwei wechselwirkenden Bosonen. Dabei wird zuerst die Weyl-Entwicklung
bis zur Ordnung E−
1
2 berechnet. Die Rechnungen und das Ergebnis sind dabei sehr
u¨berschaubar und lassen hoffen, dass fu¨r ho¨here Teilchenzahlen keine weiteren Korrek-
turen verwendet werden mu¨ssen. Diese Korrekturen werden im Anschluss berechnet und
analysiert. Im Vergleich mit den exakten quantenmechanischen Lo¨sungen wird dann er-
sichtlich, dass die ho¨heren Korrekturen im Allgemeinen vernachla¨ssigbar sind bzw. durch
einfachere Ausdru¨cke ersetzt werden ko¨nnen.
Im letzten Abschnitt wird die lokale Zustandsdichte und die Teilchendichte fu¨r das
System berechnet und mit den quantenmechanischen Ergebnissen verglichen. Dieser Ab-
schnitt gestaltet sich sehr technisch und zeigt, dass auch fu¨r das vergleichsweise einfache
System aus zwei wechselwirkenden Bosonen die lokalen Eigenschaften semiklassisch be-
schrieben werden ko¨nnen, der dazu beno¨tigte Aufwand im Vergleich jedoch sehr hoch ist.
In einem Unterabschnitt wird das Verhalten in unmittelbarer Na¨he des Randes aus der
Potenzreihenentwicklung der lokalen Zustandsdichte gewonnen. Dieses liefert ein sehr
einfaches Ergebnis, das die Wechselwirkung in einfacher Form widerspiegelt.
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2. Vorbereitende Konzepte
2.1. Notation und Konventionen
• Vektoren werden in dieser Arbeit im Vergleich zu skalaren Gro¨ßen als aufrecht
stehende, fett gedruckte Buchstaben gekennzeichnet. Beispiel: x, t, β sind Skalare,
x ist ein Vektor.
• Die auftretenden Funktionen ha¨ngen oft von mehreren Variablen ab. Falls die
Abha¨ngigkeit von einer bestimmten Variable in einem gegebenen Zusammenhang
nicht relevant ist, so wird diese oft weggelassen, um die Notation zu vereinfachen.
• Treten in einer Formel die Koordinaten q1 und q2 auf, so sind damit immer die
physikalischen Koordinaten gemeint (die Umkehrung gilt nicht).
2.2. Propagator und Zustandsdichte
Der Propagator eines quantenmechanischen Systems ist definiert als [3]
K(x′,x, t) := 〈x′|Uˆ (t)|x〉 , (1)
mit dem Zeitenwicklungs-Operator Uˆ(t) = e−
i
~
Hˆt. Der Propagator entspricht einer Wahr-
scheinlichkeitsdichte dafu¨r, ein Teilchen, das sich zum Zeitpunkt 0 am Ort x befand,
nach der Zeit t am Ort x′ zu finden. Per Definition erfu¨llt der Propagator fu¨r t 6= 0 die
zeitabha¨ngige Schro¨dinger-Gleichung
i~
∂
∂t
K(x′,x, t) = HˆxK(x′,x, t) (2)
und fu¨r t = 0 gilt K(x′,x, 0) = δ(x′ − x).
Sind die stationa¨ren Lo¨sungen des Systems bekannt, so gilt1
Uˆ(t) = e−
i
~
Hˆt =
∑
n
e−
i
~
Ent |ψn〉 〈ψn| . (3)
Sei Ω der Konfigurationsraum des Systems und x,x′ ∈ Ω. Der Propagator kann dann
mit 〈x|ψn〉 = ψn(x) als
K(x′,x, t) =
∑
n
e−
i
~
Entψ∗n(x
′)ψn(x) (4)
geschrieben werden. Die Spur des Propagators fu¨r ein System mit Konfigurationsraum
Ω wird definiert als
TrK(x′,x, t) :=
∫
Ω
dxK(x,x, t),
und entspricht der Spur des Zeitentwicklungs-Operators.
1Fu¨r ein kontinuierliches Spektrum muss die Summe durch ein Integral ersetzt werden.
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Die exakte Zustandsdichte fu¨r ein System mit diskreten Eigenenergien En ist gegeben
durch ρ(E) =
∑
n δ(E − En) und gibt u¨ber das Integral∫ E0+∆E
E0
dE ρ(E) (5)
die Anzahl der Zusta¨nde mit einer Energie im Intervall [E0, E0+∆E] an. Die Za¨hlfunktion
wird deshalb definiert als
N (E) :=
∫ E
−∞
dE′ ρ(E′). (6)
Sie gibt die Anzahl der Zusta¨nde mit einer Energie E′ < E an. Die Za¨hlfunktion ist im
Vergleich zur Zustandsdichte eine Funktion im klassischen Sinne und wird deshalb fu¨r
den Vergleich von quantenmechanischer und semiklassischer Zustandsdichte verwendet.
Die Za¨hlfunktion fu¨r ein System mit diskretem Spektrum ist eine stu¨ckweise konstante
Funktion
N (E) =
∑
n
Θ(E − En) (7)
mit der Heaviside-Theta-Funktion Θ(E).
Mit dem Parameter β = i
~
t rechnet man2
LE
[
ρ(E)
]
(β) =
∫ ∞
−∞
dE ρ(E)e−βE =
∑
n
e−βEn
=
∑
n
e−βEn
∫
Ω
dxψ∗n(x)ψn(x)
=
∫
Ω
dx
∑
n
e−
i
~
Entψ∗n(x)ψn(x)
= TrK(x′,x, t),
wobei LE
[
f(E)
]
(β) die beidseitige Laplace-Tranformation von f(E) mit dem Parameter
β ist. Die Zustandsdichte entspricht also der invers Laplace-Transformierten der Spur
des Propagators:
ρ(E) = L−1β
[
TrK(x′,x, t)
]
(E). (8)
Da die (inverse) Laplace-Transformation linear ist, fu¨hrt ein Gesamtpropagator der Form
K(x′,x, t) =
∑
i λiKi(x
′,x, t) zu einer Zustandsdichte der Form ρ(E) =
∑
i λiρi(E). Das
bedeutet, dass jeder Summand im Propagator einzeln betrachtet werden kann.
Fu¨r einen Hamilton-Operator der Form Hˆ = ∑k Hˆk mit [Hˆk, Hˆl] = 0, ko¨nnen die
Lo¨sungen der Schro¨dingergleichung als Produktzusta¨nde der Form |ψ〉 = ⊗
k
|ψk〉 ge-
schrieben werden, wobei |ψk〉 eine Lo¨sung der SGL Hˆk |ψk〉 = Ek |ψk〉 ist. Der Propagator
2In der Rechnung muss angenommen werden, dass
∑
n
e−βEn konvergiert. Das ist z.B. fu¨r t=0 nicht
erfu¨llt. Tatsa¨chlich mu¨sste die Funktionenfolge
∑
n≤N e
− i
~
Entψ∗(x)ψ(x) auf Ω gleichma¨ßig gegen
K(x,x, t) konvergieren.
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des Systems ist dann
K(x′,x, t) = 〈x′|e− i~
∑
k
Hˆk |x〉 =
∏
k
〈x′k|e−
i
~
Hˆk |xk〉 =
∏
k
K(x′k,xk, t)
und die Spur des Propagators ist gegeben durch
TrK(x′,x, t) =
∏
k
TrK(x′k,xk, t).
Hier sind die xk Koordinaten in zueinander orthogonalen Unterra¨umen, die jeweils zu
einem der Hamilton-Operatoren in der Ortsdarstellung geho¨ren. Der Propagator fu¨r
ein System mit unabha¨ngigen orthogonalen Koordinaten kann so zum Beispiel als das
Produkt der eindimensionalen Propagatoren geschrieben werden.
2.3. Semiklassische Zustandsdichte
Im semiklassischen Limit wird das Plancksche Wirkungsquantum als klein angesehen,
d.h. man betrachtet das asymptotische Verhalten der Quantenmechanik im formalen
Grenzfall ~ → 0. Als Beispiel wird hier ein stark verku¨rzte Darstellung der Herleitung
der Gutzwillerschen Spurformel angefu¨hrt. Diese richtet sich nach [3] und soll nur die
grundsa¨tzlichen Ideen aufzeigen. Der Propagator fu¨r ein System kann immer als ein Pfa-
dintegral formuliert werden. Dazu betrachtet man die Propagation eines Teilchens von
dem Punkt a zum Punkt b im Konfigurationsraum. Nun wird zuerst ein dritter Punkt
c im Konfigurationsraum eingefu¨gt, der bei der Propagation von a nach b passiert wird
und anschließend u¨ber die Position dieses Punkts integriert. Dieser Vorgang wird formal
unendlich oft wiederholt wobei letztendlich u¨ber alle mo¨glichen Wege von a nach b inte-
griert werden muss. In den Integralen tritt die klassische Wirkung bzw. die Hamiltonsche
Prinzipalfunktion fu¨r jeden Weg mit dem Vorfaktor 1
~
als Phase auf. Da ~ sehr klein ist,
bewirkt eine kleine A¨nderung der Wirkung bereits starke Oszillationen, die sich im In-
tegral gegenseitig aufheben. Der Wert des Pfadintegrals ist deshalb hauptsa¨chlich von
den Pfaden mit stationa¨rer Phase abha¨ngig. Da nach dem Hamiltonschen Prinzip die
klassisch erlaubten Trajektorien genau diejenigen mit stationa¨rer Wirkung sind, tragen
ebenjene versta¨rkt zum Wert des Integrals bei. Formal kann deshalb eine Stationa¨re-
Phasen-Na¨herung im Integral durchgefu¨hrt werden, bei der nur die klassisch erlaubten
Trajektorien u¨brig bleiben. Nach weiteren Na¨herungen bleiben im Zuge der Spurbil-
dung bei einer erneuten Stationa¨ren-Phasen-Na¨herung nur die klassischen geschlossenen
Phasenraum-Trajektorien u¨brig. Die so erhaltene Spurformel ermo¨glicht es, die quan-
tenmechanische Zustandsdichte nach und nach durch das Hinzunehmen immer la¨ngerer
periodischer Bahnen zu approximieren. Fu¨r die ku¨rzeste im weitesten Sinne periodische
Bahn der La¨nge Null kann die Spurformel nicht benutzt werden, jedoch kann deren
Beitrag auch ohne Stationa¨re-Phasen-Na¨herung berechnet werden. Insgesamt zeigt sich,
dass die semiklassische Zustandsdichte in einen mittleren und in einen oszillierenden
Anteil aufgespalten werden kann:
ρ(E) = ρ(E) + ρosz(E).
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Dabei kommen die Beitra¨ge zur mittleren Zustandsdichte hauptsa¨chlich von den Bah-
nen der La¨nge Null. Diese Arbeit bescha¨ftigt sich ausschließlich mit dieser mittleren
Zustandsdichte. Deshalb wird der U¨berstrich im Rest der Arbeit weggelassen.
2.4. Freier Propagator und Randkorrekturen
Ein Beispiel fu¨r ein System mit kontinuierlichem Spektrum ist das freie Teilchen. Der
eindimensionale Propagator fu¨r ein freies Teilchen ist gegeben durch [3]
K0(x
′, x, t) =
√
m
2πi~t
e−
m
2i~t
(x′−x)2 . (9)
Fu¨r ein Teilchen in einem Gebiet Ω der Dimension D mit dem Kastenpotential U(x) =
0 fu¨r x ∈ Ω und U(x) = ∞ fu¨r x /∈ Ω kann die Zustandsdichte in erster Na¨herung mit
Hilfe des freien Propagators berechnet werden. Das kann nach [5] wie folgt begru¨ndet
werden: Das mittlere Verhalten von ρ(E) ist bestimmt durch das Verhalten der Laplace-
Transformierten (als Funktion von t) bei kleinen Zeiten. In fu¨hrender Ordnung ist die
Zustandsdichte somit durch das Verhalten des Propagators fu¨r kurze Zeiten bestimmt.
Aus diesem Grund wird angenommen, dass der Einfluss der Berandung S von Ω nur bei
den Punkten in ihrer unmittelbaren Na¨he eine Rolle spielt und bei der Propagation im
Innern von Ω vernachla¨ssigt werden kann. Deshalb kann dort der freie Propagator ver-
wendet werden, der (in orthogonalen Koordinaten) als das Produkt der eindimensionalen
freien Propagatoren geschrieben werden kann. Mit der allgemeinen Identita¨t
Lx
[
xν−1Θ(x)
]
(τ) =
∫ ∞
0
dxxν−1e−τx =
1
τν
∫ ∞
0
dxxν−1e−x =
Γ(ν)
τν
(10)
fu¨r Re τ > 0 ergibt sich aus dem freien Propagator die Zustandsdichte
ρ0(E) = L−1β
[ ∫
Ω
dxK0(x,x, t)
]
(E)
= L−1β
[ ∫
Ω
dx
(
m
2π~2β
)D
2
]
(E)
= VΩ
(
m
2π~2
)D
2 L−1β
[ 1
β
D
2
]
(E)
= VΩ
(
m
2π~2
)D
2 E
D
2
−1
Γ(D2 )
Θ(E).
Dabei ist VΩ das D-dimensionale Volumen des Gebiets Ω und Θ(E) die Heaviside-
Funktion. In fu¨hrender Ordnung ist die Zustandsdichte eines
”
freien“Teilchens in einem
begrenzten Gebiet also nur vom Volumen des Gebiets und der Energie E abha¨ngig. In
dieser Arbeit sind nur die Fa¨lle D = 1 und D = 2 relevant:
ρ0(E) =


l
2π
(
2m
~2
) 1
2 Θ(E)√
E
D = 1
A
4π
(
2m
~2
)
Θ(E) D = 2
(11)
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V = 0
V =∞
Abbildung 1: Veranschaulichung der fu¨r die mittlere Zustandsdichte relevanten Trajek-
torien. Weit vom Rand entfernt mu¨ssen nur die Trajektorien der La¨nge
Null beru¨cksichtigt werden. In unmittelbarer Na¨he des Randes kommen
Reflexionen dazu.
mit der La¨nge l bzw. der Fla¨che A.
Um den Einfluss der Berandung S zu beru¨cksichtigen, kann die Methode der Spiegel-
bilder verwendet werden [5]. Mit der Annahme, dass die Berandung nur bei Punkten in
ihrer unmittelbaren Na¨he eine Rolle spielt, kann diese lokal als Ebene gena¨hert werden.
In dieser Arbeit sind die physikalischen Begrenzungen tatsa¨chlich durch Punkte oder
Strecken gegeben (also Ebenen niedriger Dimension). In dem hier gewa¨hlten System
muss die Wellenfunktion am Rand verschwinden (Dirichlet-Randbedingung). Das be-
deutet, dass die Wahrscheinlichkeit fu¨r die Propagation eines Teilchen auf den Rand null
ist. Der Propagator muss also zusa¨tzlich zu (2) fu¨r xs ∈ S die Bedingung K(xs, ·, t) = 0
erfu¨llen. Ebenfalls wichtig ist der Fall, dass die Normalenableitung der Wellenfunktion
auf dem Rand verschwinden muss (Neumann-Randbedingung). Die Bedingung fu¨r den
Propagator ist fu¨r diesen Fall ∂
∂n
K(x, ·, t)|xs= 0. Fu¨r den eindimensionalen Fall mit einer
Dirichlet- (−) bzw. Neumann-Randbedingung (+) bei x = 0 erfu¨llt der Propagator
K(x′, x, t) = K0(x′, x, t)±K0(−x′, x, t) (12)
alle geforderten Eigenschaften. Analog muss in ho¨heren Dimensionen der freie Propa-
gator um den an dem entsprechenden Rand gespiegelten Propagator erga¨nzt werden.
Anschaulich wird bei der Propagation nun nicht nur der Pfad der La¨nge Null, sondern
auch der (klassisch erlaubte) Pfad beru¨cksichtigt, auf dem das Teilchen am Rand reflek-
tiert wird (siehe Abb. 1). Da angenommen wird, dass die Randbeitra¨ge fast ausschließlich
von der Propagation in unmittelbarer Na¨he des Randes abha¨ngen, kann die Spurbildung
bei der Koordinate Senkrecht zum Rand bis ins unendliche ausgedehnt werden. Insge-
samt kann gezeigt werden, dass die Zustandsdichte fu¨r ein beliebiges Gebiet Ω so um
einen Beitrag proportional zur Oberfla¨che S erga¨nzt wird [5]. Dabei ko¨nnen die Randkor-
rekturen separat berechnet werden, was die Berechnung stark vereinfachen kann, da das
Koordinatensystem so gewa¨hlt werden kann, dass die Koordinate senkrecht zur Beran-
dung einer Koordinatenachse entspricht. Die Randkorrektur fu¨r den eindimensionalen
11
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Fall ergibt sich aus (12) wie folgt:
TrK0(−x, x, t) =
∫ ∞
0
dx
√
m
2πi~t
e−
m
2i~t
(2x)2 =
1
4
∫ ∞
−∞
dx
√
m
2πi~t
e−
m
2i~t
x2 =
1
4
⇒ ρRand(E) = ±L−1β
[
TrK0(−x, x, t)
]
(E) = ±1
4
δ(E),
(13)
wobei die Vorzeichen fu¨r die Neumann- (+) bzw. Dirichlet-Randbedingung (−) stehen.
Fu¨r den zweidimensionalen Fall mit einer Strecke S der La¨nge l als Begrenzung in x2-
Richtung ist der gespiegelte Propagator durch K ′(x′,x, t) = K0(x′1, x1, t)K0(−x′2, x2, t)
gegeben und es gilt
TrK ′(x′,x, t) =
∫
S
dx1
∫ ∞
0
dx2
m
2πi~t
e−
m
2i~t
(2x2)2 =
l
4
√
m
2π~2β
⇒ ρRand(E) = ±L−1β
[
TrKR(x
′,x, t)
]
(E) = ± l
8π
(
2m
~2
) 1
2 Θ(E)√
E
.
(14)
Fu¨r gekru¨mmte Berandungen kann auch ein weiterer von der Kru¨mmung abha¨ngiger
Beitrag hergeleitet werden. Dieser ist jedoch fu¨r diese Arbeit nicht relevant. Stattdessen
werden an mehreren Stellen Eck-Korrekturen berechnet. Diese ergeben sich prinzipiell
wieder aus Spiegelungen des Propagators an den beteiligten Ra¨ndern.
2.5. Vielteilchen-Propagator
Da in dieser Arbeit ein System aus zwei Teilchen betrachtet wird, ist es sinnvoll die Eigen-
schaften eines Zweiteilchen-Propagators allgemein zu charakterisieren. Fu¨r ein besseres
Versta¨ndnis werden diese Eigenschaften hier fu¨r beliebig viele Teilchen hergeleitet. Ge-
geben sei ein System aus N identischen Teilchen in D Dimensionen. Die Gesamtwellen-
funktionen fu¨r ein solches System muss antisymmetrisch (Fermionen) oder symmetrisch
(Bosonen) sein. Das entspricht dem Umstand, dass die Teilchen quantenmechanisch
nicht unterscheidbar sind. Die antisymmetrischen bzw. symmetrischen Lo¨sungen der
Schro¨dinger-Gleichung bilden einen Unterraum des gesamten Hilbertraums. Der Projek-
tionsoperator auf diesen Unterraum kann fu¨r die Teilchenkoordinaten x := (x1, . . . ,xN )
im Konfigurationsraum ΩN direkt angegeben werden. Um diesen zu vereinfachen wird
der Begriff der fundamentalen Doma¨ne eingefu¨hrt: Die Gruppe SN der Permutationen
u¨ber {1, . . . , N} operiert auf der Menge ΩN gema¨ß P (x1,· · · ,xN ) = (xP (1),· · · ,xP (N)).
Die Bahnen SNx = {Px|P ∈ SN} der Elemente x ∈ ΩN unter SN sind entweder dis-
junkt oder gleich. Eine fundamentale Doma¨ne F wird definiert als ein Vertretersystem
der Bahnen in ΩN unter SN . Im folgenden werden zur Vereinfachung nur Zusta¨nde be-
trachtet, bei denen xi 6= xj fu¨r beliebige Indices i, j ∈ {1, . . . , N}, i 6= j gilt. Sind x
und x′ zwei Vertreter der selben Bahn, so legen sie (bis auf Vorzeichen) den gleichen
symmetrischen (+) bzw. antisymmetrischen (−) Zustand
|x〉± := 1√
N !
∑
P∈SN
(±)P |Px〉 (15)
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fest. Durch die Beschra¨nkung auf die Fundamentale Doma¨ne liefert diese Beziehung eine
Bijektion zwischen dem Unterraum der (anti-)symmetrischen Zusta¨nde und der Funda-
mentalen Doma¨ne. Außerdem sind fu¨r verschiedene Elemente x,x′ ∈ F die durch (15)
festgelegten Zusta¨nde orthogonal. Der Projektions-Operator ist damit gegeben durch
Pˆ± =
∫
F
dxND |x〉± 〈x|± =
∫
F
dxND
1
N !
∑
P,Q∈SN
(±)P◦Q |Px〉 〈Qx| . (16)
Fu¨r einen beliebigen Zustand |x′〉 mit x′ ∈ ΩN existiert nun ein eindeutiges R ∈ SN mit
Rx′ ∈ F Also gilt
Pˆ± |x′〉 =
∫
F
dxND
1
N !
∑
P∈SN
(±)P◦R−1 |Px〉 δ(R−1x− x′)
=
1
N !
∑
P∈SN
(±)P◦R |P ◦Rx′〉
=
1
N !
∑
P∈SN
(±)P |Px′〉
unabha¨ngig von R. Dabei wurde benutzt, dass sgn(P−1) = sgn(P ) gilt und SN transitiv
auf sich selbst operiert. Die Summation u¨ber die Permutationen Q ist damit a¨quivalent
zur Ausweitung der Integration auf ΩN :
Pˆ± =
∫
ΩN
dxND
1
N !
∑
P∈SN
(±1)P |Px〉 〈x| (17)
Dieser Projektionsoperator ist auch fu¨r beliebige Zusta¨nde mit evtl. nicht paarweise
verschiedenen Teilchenkoordinaten verwendbar. Das kann leicht mit einem beliebigen
Zustand verifiziert werden. Die Herleitung erfordert lediglich etwas mehr Schreibaufwand
und die Verwendung der Isotropiegruppe {P ∈ SN | Px = x} von x.
Als Projektionsoperator ist Pˆ± idempotent und hermitesch. Außerdem kommutiert er
wegen [Pˆ±, Hˆ] = 0 mit dem Zeitentwicklungsoperator Uˆ(t). Deshalb ist der Propagator
fu¨r das System durch
K±(x′,x, t) = 〈x′|Pˆ±Uˆ(t)Pˆ±|x〉 = 〈x′|Pˆ±Uˆ(t)|x〉 (18)
gegeben. Ist der Propagator fu¨r N identische unterscheidbare Teilchen gegeben durch
K(x′,x, t), so erha¨lt man den Propagator fu¨r das System aus N identischen ununter-
scheidbaren Teilchen (also Bosonen (+) oder Fermionen (−)) daraus also wie folgt:
K±(x′,x, t) =
1
N !
∑
P∈SN
(±)PK(Px′,x, t). (19)
Dabei sind x und x′ beliebige Teilchenkonfigurationen. Eine Spurbildung erfolgt deshalb
u¨ber den gesamten Konfigurationsraum ΩN . In manchen Fa¨llen ist es sinnvoll die Inte-
gration nicht u¨ber den gesamten Konfigurationsraum auszudehnen, sondern nur die fun-
damentale Doma¨ne zu betrachten. Nimmt man wieder paarweise verschiedene Teilchen-
koordinaten an, so besteht jede Bahn aus genau N ! Elementen. Der Propagator fu¨r die
13
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x1
x2
F2
L
L
0
Abbildung 2: Fundamentale Doma¨ne F2 fu¨r das System aus zwei Teilchen auf einer Linie
der La¨nge L.
fundamentale Doma¨ne muss mit N ! multipliziert werden, da diese Mehrfachza¨hlungen
nun wegfallen. Anders ausgedru¨ckt: der Vorfaktor 1
N ! korrigiert die Mehrfachza¨hlungen
bei der Integration u¨ber den gesamten Konfigurationsraum.
In dieser Arbeit ist vor allem eine spezielle fundamentale Doma¨ne fu¨r zwei Teilchen auf
einer Linie der La¨nge L von Interesse. Diese kann in der Form F2 = {x ∈ [0, L]2|x2 ≤ x1}
angegeben werden und ist in Abb. 2 graphisch dargestellt. Der freie Propagator fu¨r
zwei unterscheidbare identische Teilchen auf einer Geraden kann als das Produkt der
eindimensionalen Propagatoren geschrieben werden. Der auf die fundamentale Doma¨ne
beschra¨nkte (anti-)symmetrische Propagator fu¨r die ununterscheidbaren Teilchen ist des-
halb (ohne Randkorrekturen) gegeben durch
K±(x′,x) = K0(x′1, x1)K0(x
′
2, x2)±K0(x′2, x1)K0(x′1, x2).
Das entspricht aber genau dem Propagator fu¨r ein Teilchen in zwei Dimensionen mit
einer Neumann- bzw. Dirichlet-Randkorrektur bei x1 = x2. Das System aus zwei unun-
terscheidbaren Teilchen auf einer Strecke der La¨nge L ist deshalb a¨quivalent zu einem
System aus einem (virtuellen) Teilchen in dem zweidimensionalen Gebiet G = F2 mit
einer Neumann-Randbedingung fu¨r Bosonen bzw. einer Dirichlet-Randbedingung fu¨r
Fermionen (siehe hierzu auch [6]).
2.6. Lokale Zustandsdichte fu¨r eindimensionale Systeme
Die Lokale Zustandsdichte entha¨lt zusa¨tzlich zur Information u¨ber das Spektrum auch
Informationen u¨ber die Aufenthaltswahrscheinlichkeit der Teilchen. Fu¨r ein Teilchen auf
einer Linie der La¨nge L ist sie gegeben durch
ρ(x,E) =
∑
n
δ(E − En)|ψn(x)|2 = L−1β
[
K(x, x, t = −i~β)
]
(E), (20)
d.h. die Integration bei der Spurbindung des Propagators wird weggelassen. Fu¨r mehrere
Teilchen ist man lediglich daran interessiert, mit welcher Wahrscheinlichkeit man in
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einem Gebiet mindestens ein Teilchen findet, wobei die Position der anderen Teilchen
keine Rolle spielt. Diese Information bleibt erhalten, wenn man bei der Spurbildung
die Integration u¨ber genau eine Teilchenkoordinate ausla¨sst. Sind die Wellenfunktionen
gegeben durch ψn(x) so erha¨lt man die lokale Zustandsdichte durch
ρ(x,E) =L−1β
[ ∫
LN−1
dxN−1K(x,x, t)
]
(E)
=
∑
n
δ(E − En)
∫
LN−1
dxn−1 |ψn(x)|2
=
∑
n
δ(E − En)nn(x)
N
mit der u¨ber N − 1 Teilchenkoordinaten gemittelten Teilchendichte
nn(x) = N
∫
LN−1
dxN−1 |ψn(x)|2. (21)
Diese gibt den Erwartungswert fu¨r die Anzahl der Teilchen an, die man in einem infi-
nitesimalen Intervall auf der Linie antrifft. Fu¨r ein Kontinuierliches Spektrum wird die
Teilchendichte zu n(E, x). In diesem Fall erha¨lt man sie aus der lokalen Zustandsdichte
mit Hilfe der Normierungsbedingung
∫ L
0
dxn(x,E) = N,
wobei n(x,E) = A(E) · ρ(x,E) gelten muss. Das liefert
n(x,E) =
N
ρ(E)
ρ(x,E).
Dabei ist ρ(x) die (globale) Zustandsdichte3.
3Schreibt man fu¨r ein diskretes System δ(E − En) = limǫ→0 δǫ(E − En) mit Diracfolgen δǫ, so gilt die
Formel auch fu¨r diesen Fall.
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Abbildung 3: Potentialtopf mit δ-Barriere. Die erste symmetrische und die erste anti-
symmetrische Lo¨sung (fu¨r α > 0) sind eingezeichnet.
3. Herleitung des Propagators fu¨r ein Deltapotential
In diesem Abschnitt soll der Propagator fu¨r ein Teilchen der Massem auf einer unendlich
ausgedehnten Linie mit einem Potential der Form U(x) = αδ(x) (sprich Deltapotential
bei x = 0 der Sta¨rke α) hergeleitet werden. Dabei ist α ein beliebiger reeller Parameter.
Dazu werden zuerst die Lo¨sungen der Schro¨dingergleichung fu¨r ein beschra¨nktes System
der La¨nge 2L berechnet, um dann den gesuchten Propagator aus dem Grenzu¨bergang
L→∞ zu erhalten. Um die Ergebnisse der folgenden Abschnitte u¨bersichtlicher schrei-
ben zu ko¨nnen, werden an dieser Stelle zwei α-abha¨ngige Gro¨ßen definiert:
κ :=
mα
~2
, (22)
µ :=
~
2κ2
2m
. (23)
Dabei hat κ die Dimension einer Wellenzahl und µ die einer Energie. Ab Abschnitt 4.2
wird ein Einheitensystem gewa¨hlt, in dem ~
2
2m = 1 gilt. In diesem Fall vereinfachen sich
obige Beziehungen zu
κ =
α
2
, µ = κ2.
3.1. Exakte Lo¨sungen fu¨r den Potentialtopf mit Delta-Barriere
Gegeben sei ein unendlicher Potentialtopf der Breite 2L symmetrisch zum Ursprung (vgl.
Abb. 3). In der Mitte des Topfes befinde sich ein δ-Potential der Form U(x) = αδ(x)
der Sta¨rke α ∈ R. Der Hamiltonoperator in Ortsdarstellung ist dann fu¨r x ∈ [−L,L]
gegeben durch
Hˆ = − ~
2
2m
∂2
∂x2
+ αδ(x). (24)
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Die Lo¨sungen der Schro¨dingergleichung Hˆψ(x) = Eψ(x) mu¨ssen im Ursprung stetig
sein. Weiter gilt:
lim
ǫ→0
ψ′(ǫ)− ψ′(−ǫ) = lim
ǫ→0
∫ ǫ
−ǫ
dxψ′′(x)
SGL
= lim
ǫ→0
∫ ǫ
−ǫ
dx−2m
~2
(E − αδ(x))ψ(x)
=
2mα
~2
ψ(0).
Da das System symmetrisch zum Ursprung ist, sind alle stationa¨ren Lo¨sungen entweder
symmetrisch oder antisymmetrisch. Fu¨r die antisymmetrischen Lo¨sungen folgt aus der
Stetigkeit ψ(0) = 0. Fu¨r diese ist obige Bedingung also a¨quivalent zur Stetigkeit der
Ableitung im Ursprung. Die antisymmetrischen Lo¨sungen werden also von der δ-Barriere
nicht beeinflusst und entsprechen genau den bekannten antisymmetrischen Lo¨sungen fu¨r
einen unendlichen Potentialtopf. Sie sind gegeben durch
ψ−n (x) =
1√
L
sin(k−n x) k
−
n =
nπ
L
, n ∈ N. (25)
Fu¨r die symmetrischen Lo¨sungen folgt mit der Definition (22) fu¨r die rechtsseitige Ab-
leitung im Ursprung die Bedingung
ψ′(0+) = κ · ψ(0). (26)
Fu¨r κ = 0 ergibt dies eine Neumann-Randbedingung, wa¨hrend der Grenzfall κ → ∞
nur fu¨r ψ(0) = 0, also Dirichlet-Randbedingungen, erfu¨llt werden kann. Deshalb spricht
man bei einer Randbedingung der Form (26) von einer gemischten Randbedingung.
Im Folgenden wird zuerst nur α ≥ 0 bzw. a¨quivalent κ ≥ 0 betrachtet. Der Fall κ < 0
wird am Ende des Abschnitts separat behandelt.
Der Ansatz ψ(x) = A sin(k(|x| −L)) erfu¨llt die Randbedingungen ψ(−L) = ψ(L) = 0
und fu¨r die Ableitung gilt ψ′(x) = sgn(x)Ak cos(k(|x| − L)). Die Bedingung (26) liefert
dann
tan(kL) = −k
κ
. (27)
Dies ist eine transzendente Gleichung mit jeweils einer Lo¨sung fu¨r kL in jedem Intervall
(nπ − π2 , nπ + π2 ) mit n ∈ Z (vgl. Abb. 4). Dabei ist fu¨r jede Lo¨sung kn auch −kn eine
Lo¨sung, liefert aber keine linear unabha¨ngige Wellenfunktion ψ. Außerdem ist fu¨r k = 0
die Wellenfunktion ψ identisch Null. Deshalb kann man sich auf n ∈ N beschra¨nken4.
Nach der Normierung auf dem Intervall [−L,L] ergeben sich die symmetrischen Lo¨sungen
zu
ψ+n (x) =
1√
L
(
1− sin(2k
+
n L)
2k+n L
)− 1
2
sin
(
k+n (|x| − L)
)
k+n = −κ tan(k+n L), mit k+n L ∈ (nπ −
π
2
, nπ +
π
2
)
(28)
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f(k) = tan(kL)
1
2
3
4
5
Abbildung 4: Graphische Lo¨sungen der transzendenten Gleichung tan(kL) = − k
κ
fu¨r
κ > 0. In jedem Intervall (nπ − π2 , nπ + π2 ) existiert genau eine Lo¨sung.
Die obige Herleitung ist auch fu¨r den Fall κ < 0 gu¨ltig, weshalb die Wellenfunktionen
in (28) auch fu¨r κ < 0 Lo¨sungen darstellen. Allerdings existiert fu¨r κL ∈ (−1, 0) eine
weitere Lo¨sung k0 der Gleichung (27) mit k0L ∈ (0, π2 ). Es gibt jedoch nicht nur fu¨r κL ∈
(−1, 0) eine zusa¨tzliche Lo¨sung: der Ansatz ψ(x) = A sinh(k(|x|− l)) erfu¨llt ebenfalls die
Randbedingung ψ(±L) = 0. Aus (26) ergibt sich die transzendente Gleichung
tanh(kL) = −k
κ
. (29)
Diese Gleichung hat fu¨r κL ∈ (−∞,−1) eine nicht verschwindende Lo¨sung k′0. Aufgrund
der Symmetrie kann wieder die positive Lo¨sung gewa¨hlt werden. Setzt man den Ansatz
in die Schro¨dingergleichung ein, so zeigt sich, dass die zugeho¨rige Energie negativ sein
muss. Tatsa¨chlich geht der hier gewa¨hlte Ansatz aus dem urspru¨nglichen Ansatz durch
die Ersetzung (k → ik), also einer imagina¨ren Frequenz, hervor5. Die Normierung liefert
die Wellenfunktion
ψ+0 (x) =
1√
L
(
sinh(2k′0L)
2k′0L
− 1
)− 1
2
sinh(k′0(|x| − L)). (30)
Die zusa¨tzlichen Lo¨sungen der transzendenten Gleichungen (27) und (29) sind in Abb.
5 graphisch dargestellt. Fu¨r κL = −1 gibt es keine weitere Lo¨sung. Dieser Fall ist aber
vernachla¨ssigbar.
3.2. Propagator fu¨r eine Delta-Barriere
Im dem vorhergehenden Unterkapitel wurden die exakten (reellen) Lo¨sungen fu¨r das
beschra¨nkte Problem berechnet. Der Propagator fu¨r dieses System ist damit gegeben
4Es gibt verschiedene Konventionen fu¨r die natu¨rlichen Zahlen N. In dieser Arbeit ist 0 /∈ N
5Damit kann diese Lo¨sung als innerhalb des Potentialtopfs gebundener Zustand angesehen werden.
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kL
f(k)
1
2π
f(k) = − k
κ
f(k) = tan(kL)
kL
f(k)
1
f(k) = − k
κ
f(k) = tanh(kL)
Abbildung 5: Zusa¨tzliche Lo¨sungen fu¨r κ < 0. Links: positive Lo¨sung der Gleichung
tan(kL) = − k
κ
fu¨r κL > −1. Rechts: Lo¨sung der Gleichung tanh(kL) = − k
κ
fu¨r κL < −1.
durch
K⌊δ⌋(x′, x, t) =
∞∑
n=1
e−
i~
2m
(k+n )
2
ψ+n (x
′)ψ+n (x) +
∞∑
n=1
e−
i~
2m
(k−n )2ψ−n (x
′)ψ−n (x).
Fu¨r κ < 0 m Um den Propagator fu¨r das unbeschra¨nkte System zu erhalten, muss der
Grenzu¨bergang L → ∞ durchgefu¨hrt werden. Dazu werden zuerst die symmetrischen
Lo¨sungen des beschra¨nkten Systems fu¨r große Werte von L gena¨hert. Die mit n = 0
indizierten Lo¨sungen fu¨r κ < 0 werden am Ende dieses Abschnitts separat behandelt.
Bis dahin gilt n ∈ N. Fu¨r großes L vereinfachen sich die Wellenfunktionen in (28) zu
ψ+n (x) ≈
1√
L
sin
(
kn(|x| − L)
)
(31)
und man erha¨lt (Herleitung im Anhang, Indices weggelassen)
ψ+(x′)ψ+(x) =
1
2L
[
cos
(
k(x′ + x)
)
+ cos
(
k(x′ − x))− 2Re eik(|x′|+|x|)
1 + ik
κ
]
. (32)
Bemerkenswert an dieser Darstellung ist, dass Λ+(k, x′, x) := L · ψ+(x′)ψ+(x) nicht
mehr explizit von der Ausdehnung L des Systems abha¨ngt. Implizit ist jedoch k von
L abha¨ngig. Fu¨r große Werte von L kann diese Abha¨ngigkeit stark vereinfacht werden.
Gleichung (27) ergibt mit der Ersetzung u := kL die Gleichung tan(u) = − u
κL
. Im
Grenzfall L → ∞ sind die Lo¨sungen dieser Gleichung gegeben durch un = knL = nπ
und damit
kn =
nπ
L
. (33)
Die Differenz kn+1−kn = πL nimmt mit L ab, d.h. die kn ru¨cken immer na¨her zusammen.
Formal gilt fu¨r beliebige n ∈ N
lim
L→∞
L(kn+1 − kn) = π. (34)
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Außerdem konvergiert k1 gegen Null. Damit ko¨nnen wir den symmetrischen Anteil des
Propagators fu¨r das unbeschra¨nkte System in geschlossener Form angeben als
K+δ (x
′, x, t) = lim
L→∞
∞∑
n=1
e−
i~
2m
kntψ+n (x
′)ψ+n (x)
= lim
L→∞
∞∑
n=1
(kn+1 − kn) · e− i~2mk2ntΛ+(kn, x′, x) · 1
L(kn+1 − kn)
=
∫ ∞
0
dk e−
i~
2m
k2tΛ+(k, x′, x)
1
π
=
1
2π
∫ ∞
−∞
dk e−
i~
2m
k2tΛ+(k, x′, x).
Dabei wurde die Definition des Riemannschen Integrals mit der Zerlegung der positiven
k-Achse in Intervalle [kn, kn+1) verwendet, sowie im letzten Schritt die Symmetrie des
Integranden bezu¨glich k ausgenutzt.
Fu¨r die antisymmetrischen Lo¨sungen (25) gilt sogar fu¨r endliche La¨ngen L fu¨r alle
n ∈ N : L(kn+1 − kn) = π. Ersetzt man in obiger Herleitung ψ+(x′)ψ+(x) durch
ψ−(x′)ψ−(x) =
1
L
sin(kx′) sin(kx) =
1
2L
[
cos(k(x′ − x))− cos(k(x′ + x))]
und definiert entsprechend Λ− := Lψ−(x′)ψ−(x), so erha¨lt man bis auf Indizierung den
gleichen Ausdruck fu¨r den antisymmetrischen Anteil. Insgesamt folgt
Kδ(x
′, x, t) =
1
2π
∫ ∞
−∞
dk e−
i~
2m
k2tΛ+(k, x′, x) +
1
2π
∫ ∞
−∞
dk e−
i~
2m
k2tΛ−(k, x′, x)
=
1
2π
∫ ∞
−∞
dk e−
i~
2m
k2t cos
(
k(x′ − x))− 1
2π
∫ ∞
−∞
dk e−
i~
2m
k2tRe
eik(|x
′|+|x|)
1 + ik
κ
.
An dieser Stelle kann der Spezialfall α = 0 bzw. κ = 0 betrachtet werden, der den freien
Propagator liefern sollte. Dazu muss lediglich folgender Grenzwert berechnet werden
(z = |x′|+ |x|):
lim
κ→0
Re
eikz
1 + ik
κ
= lim
κ→0
cos(kz) + k
κ
sin(kz)
1 + (k
κ
)2
= lim
κ→0
κ2 cos(kz) + κ sin(kz)
κ2 + k2
= 0
Der Propagator ist fu¨r κ = 0 mit der Abku¨rzung d := x′ − x gegeben durch:
Kδ(x
′, x, t)
∣∣∣
κ=0
=
1
2π
∫ ∞
−∞
dk e−
i~
2m
k2t cos(kd)
=
1
4π
∫ ∞
−∞
dk e−
i~t
2m
k2(eikd + e−ikd)
=
1
4π
e−
m
2i~t
d2
∫ ∞
−∞
dk e−
i~t
2m
(k−md
~t
)2 + e−
i~t
2m
(k+md
~t
)2
=
1
2π
e−
m
2i~t
d2
∫ ∞
−∞
dk e−
i~t
2m
k2
=
√
m
2πi~t
e−
m
2i~t
d2
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und stimmt mit dem bekannten Ausdruck fu¨r den freien Propagator u¨berein. Fu¨r κ 6= 0
kann das zweite Integral in Kδ nicht auf elementare Funktionen reduziert werden. Es
kann jedoch in eine einfachere Form gebracht werden. Dazu substituiert man z := |x′|+
|x| und betrachtet das Integral
I(ǫ) :=
1
2π
∫ ∞
−∞
dk e−
i~
2m
k2tRe
eik(z+ǫ)
1 + ik
κ
. (35)
Fu¨r ǫ = 0 entspricht es genau dem gesuchten Integral in Kδ. Wegen
|I(ǫ)| ≤ 1
2π
∫ ∞
−∞
dk
∣∣∣∣∣e− i~2mk2tRe e
ik(z+ǫ)
1 + ik
κ
∣∣∣∣∣ ≤ 12π
∫ ∞
−∞
dk
1
1 + (k
κ
)2
=
κ
2
(36)
ist es fu¨r beliebige ǫ ∈ R beschra¨nkt. Weiter erfu¨llt es die Differentialgleichung
(
∂
∂ǫ
− κ)I(ǫ) = −κ
∫ ∞
−∞
dk e−
i~
2m
k2t cos(k(z + ǫ))
= −κ
√
m
2πi~t
e−
m
2i~t
(z+ǫ)2
=: f(ǫ).
Die homogene Lo¨sung dieser Differentialgleichung ist I0(ǫ) = ae
κǫ mit einem zuna¨chst
unbekannten komplexen Parameter a. Sei nun κ ≥ 0. Die Greensche Funktion
G(ǫ) := −Θ(−ǫ)eκǫ
ist eine spezielle Lo¨sungen der Differentialgleichung ( ∂
∂ǫ
−κ)G(ǫ) = δ(ǫ). Die Faltung von
G mit f liefert eine spezielle Lo¨sung der Differentialgleichung fu¨r I(ǫ). Die allgemeinen
Lo¨sungen sind also gegeben durch
I(ǫ) = I0(ǫ) + (G ∗ f)(ǫ)
= I0(ǫ) + κ
∫ ∞
−∞
dǫ′Θ(ǫ′ − ǫ)eκ(ǫ−ǫ′)
√
m
2πi~t
e−
m
2i~t
(z+ǫ′)2
= aeκǫ + κ
√
m
2πi~t
eκǫ
∫ ∞
ǫ
dǫ′ e−κǫ
′
e−
m
2i~t
(z+ǫ′)2
mit dem noch zu bestimmenden (eventuell von κ abha¨ngenden) Parameter a. Fu¨r κ →
0 muss fu¨r beliebige ǫ ∈ R I(ǫ) → 0 erfu¨llt sein. Das la¨sst schon a = 0 vermuten.
Tatsa¨chlich muss I(ǫ) beschra¨nkt sein. Das Integral auf der rechten Seite ist fu¨r jedes
ǫ ∈ R beschra¨nkt durch∣∣∣∣κ
√
m
2πi~t
∫ ∞
0
dǫ′ e−κǫ
′
e−
m
2i~t
(z+ǫ′+ǫ)
∣∣∣∣ ≤
√
m
2π~t
, (37)
wa¨hrend die homogene Lo¨sung aeκǫ fu¨r a 6= 0 unbeschra¨nkt ist. Daraus folgt a = 0. Der
Propagator fu¨r eine Deltabarriere ist fu¨r κ ≥ 0 damit gegeben durch
Kδ(x
′, x, t) = K0(x′, x, t)− κ
√
m
2πi~t
∫ ∞
0
dǫ e−κǫe−
m
2i~t
(|x′|+|x|+ǫ)2. (38)
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3.2. Propagator fu¨r eine Delta-Barriere
Dies ist kein neues Ergebnis. In [8] wird dieser Propagator u¨ber die quantenmechani-
sche Greensche Funktion hergeleitet. Dort wird jedoch κ > 0 vorausgesetzt. Fu¨r κ < 0
konvergiert das Integral auf der rechten Seite jedoch nicht. Dieses Problem wird durch
die Verwendung einer anderen Greenschen Funktion gelo¨st: durch Addieren von eκǫ zu
G erha¨lt man die Greensche Funktion
G′(ǫ) := Θ(ǫ)eκǫ.
Durch die Faltung von G′ mit f erha¨lt man die allgemeine Lo¨sung fu¨r κ < 0
I(ǫ) = aeκǫ − κ
∫ ∞
−∞
dǫ′Θ(ǫ− ǫ′)eκ(ǫ−ǫ′)
√
m
2πi~t
e−
m
2i~t
(z+ǫ′)2
= aeκǫ − κ
√
m
2πi~t
eκǫ
∫ ∞
−ǫ
dǫ′ eκǫ
′
e−
m
2i~t
(z−ǫ′)2 .
Analog folgt auch hier a = 0. In Abschnitt 3.1 wurde fu¨r κ < 0 abha¨ngig vom Betrag von
κL eine weitere Lo¨sung gefunden, fu¨r die nun der Grenzfall L→∞ betrachtet wird. Fu¨r
ausreichend große La¨ngen L ist κL < −1 erfu¨llt und die Wellenfunktion des Zustands
ist gegeben durch
ψ+0 (x) =
1√
L
(
sinh(2k0L)
2k0L
− 1
)− 1
2
sinh(k0(|x| − L)) =
√
2k0
sinh(k0(|x| − L))√
sinh(2k0L)− 2k0L
.
Die Lo¨sung von (29) ist im Grenzfall L→∞ wegen limL→∞ tanh(kL) = Θ(k)−Θ(−k)
durch k = −κ = |κ| gegeben. Außerdem ist aus der graphischen Betrachtung leicht
ersichtlich, dass mit wachsender La¨nge L auch die Lo¨sung von (29) gro¨ßer wird. Im
Limes kann also ohne Beschra¨nkung der Allgemeinheit k ∈ [ |κ|2 , |κ|] angenommen werden.
Damit ist die folgende Grenzwertbildung gerechtfertigt:
lim
L→∞
ψ+0 (x) = lim
L→∞
√
2k
sinh(k(|x| − L))√
sinh(2kL)− 2kL
= lim
L→∞
√
k
ek(|x|−L) − e−k(|x|−L)√
e2kL − e−2kL − 4kL
= lim
L→∞
√
k
ek|x|e−2kL − e−k|x|√
1− e−4kL − 4kLe−2kL
= −
√
|κ|eκ|x|.
Das ist die Lo¨sung der Schro¨dingergleichung fu¨r das unbeschra¨nkte System mit einer
δ-Barriere bei x = 0 mit der Energie E0 = − ~22mκ2 = −µ (siehe (23)). Nun kann der
Propagator fu¨r das Unbeschra¨nkte System auch fu¨r negative Werte von κ angegeben
werden:
Kδ(x
′, x, t) = K0(x′, x, t) + κ
√
m
2πi~t
∫ ∞
0
dǫ eκǫe−
m
2i~t
(|x′|+|x|−ǫ)2
− κe i~µteκ(|x′|+|x|).
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3. Herleitung des Propagators fu¨r ein Deltapotential
Fu¨r beliebige Werte von κ kann der Propagator folgendermaßen geschrieben werden:
Kδ(x
′, x, t) = K0(x′, x, t)− |κ|
√
m
2πi~t
∫ ∞
0
dǫ e−|κ|ǫe−
m
2i~t
(|x′|+|x|+sgn(κ)ǫ)2
+Θ(−κ)|κ|e i~µte−|κ|(|x′|+|x|).
(39)
Das ist ein fundamentales Ergebnis, das fu¨r die folgenden Abschnitte beno¨tigt wird. Zum
Zwecke der U¨bersichtlichkeit wird in den folgenden Abschnitten in Einheiten gearbeitet,
fu¨r die ~
2
2m = 1 gilt. Die Zeitabha¨ngigkeit der Propagation wird in die rein imagina¨re
Gro¨ße β = i
~
t integriert (β ist die u¨ber die Laplace-Transformation zu E konjugierte
Variable). Der freie Propagator vereinfacht sich damit zu
K0(x
′, x, t) =
1√
4πβ
e
1
4β
(x′−x)2
.
Fu¨r die folgenden Abschnitte wird außerdem die Abku¨rzung
Kκ(x
′, x, t) := −κ 1√
4πβ
∫ ∞
0
dǫ e−κǫe−
1
4β
(|x′|+|x|±ǫ)2
+ θ01κe
µβe−κ(|x
′|+|x|)
eingefu¨hrt. In dieser Darstellung wird κ mit |κ| identifiziert und die Fallunterscheidung
erfolgt durch die unterschiedlichen Vorzeichen. Das obere Zeichen steht ab hier immer
fu¨r ein positives Potential (κ ≥ 0) und das untere fu¨r ein negatives Potential (κ < 0).
Der Vorfaktor des zweiten Summanden ist definiert als
θ01 :=
{
0 κ ≥ 0
1 κ < 0.
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4. Zustandsdichte in einer Dimension mit gemischter
Randbedingung
In diesem Kapitel soll aus dem oben hergeleiteten Propagator die semiklassische Zu-
standsdichte fu¨r ein Teilchen auf einer Linie der La¨nge L mit der gemischten Randbe-
dingung (26) bei x = 0 und einer Dirichlet-Randbedingung bei x = L hergeleitet und
mit den exakten Lo¨sungen verglichen werden. Das gewa¨hlte System entspricht dabei
genau der rechten Seite des symmetrischen Systems aus Abschnitt 3.1, wobei nur die
symmetrischen Lo¨sungen zugelassen werden (die antisymmetrischen Lo¨sungen erfu¨llen
nicht die gemischte Randbedingung).
4.1. Herleitung der Zustandsdichte
Entsprechend der in 2.4 vorgestellten Annahme, dass der Rand (in diesem Fall die δ-
Barriere) nur die Kurzzeit-Propagation in unmittelbarer Na¨he beeinflusst, wird ange-
nommen, dass der Dirichlet-Rand separat behandelt werden kann. Der Propagator ohne
die Korrektur von diesem Rand ist gegeben durch den symmetrischen Anteil von Kδ:
K+δ (x
′, x, t) =
1
2
Kδ(x
′, x, t) +
1
2
Kδ(−x′, x, t)
=
1
2
K0(x
′, x, t) +
1
2
K0(−x′, x, t) +Kκ(x′, x, t).
Um den Propagator fu¨r das halbierte System zu erhalten muss dieser noch mit dem
Faktor 2 Multipliziert werden. Der vollsta¨ndige Propagator fu¨r das gewa¨hlte System ist
damit gegeben durch
K(x′, x, t) = K0(x′, x, t) +K0(−x′, x, t) + 2Kκ(x′, x, t) −K0(2L− x′, x, t). (40)
Der letzte Summand ist die aus der Spiegelbildmethode gewonnene Randkorrektur fu¨r
die Dirichlet-Randbedingung bei x = L. Diese Darstellung kann nun auch wie folgt inter-
pretiert werden: der erste Summand entspricht der Na¨herung eines freien Teilchens, alle
weiteren Terme bilden Randkorrekturen entsprechend den gegebenen Randbedingungen
(weitere Korrekturen kommen nicht infrage, da es keine Ecken oder Kru¨mmungen geben
kann). Somit ist der Anteil
KR(x
′, x, t) := K0(−x′, x, t) + 2Kκ(x′, x, t) (41)
die Randkorrektur der gemischten Randbedingung bei x = 0. Der Grenzfall κ→ 0 liefert
offensichtlich die Randkorrektur fu¨r eine Neumann-Randbedingung. Der Grenzfall κ →
∞ ist nicht so offensichtlich, kann aber mittels partieller Integration leicht eingesehen
werden:
Kκ(x
′, x, t) = − κ√
2πβ
∫ ∞
0
dǫ e−κǫe−
1
4β
(|x′|+|x|+ǫ)2
= − 1√
4πβ
{
e
− 1
4β
(|x′|+|x|)2
+
∫ ∞
0
dǫ
1
2β
(|x′|+ |x|+ ǫ)e−κǫe− 14β (|x′|+|x|+ǫ)2
}
.
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4. Zustandsdichte in einer Dimension mit gemischter Randbedingung
Der erste Term in den geschweiften Klammern entspricht nach dem Weglassen der Be-
tra¨ge genau K0(−x′, x, t) wa¨hrend der zweite Term (nach erneuter partieller Integrati-
on) fu¨r κ → ∞ verschwindet. Also liefert dieser Grenzfall die Randkorrektur fu¨r eine
Dirichlet-Randbedingung. Außerdem kann man leicht nachrechnen, dass
∂
∂x
{K0(x, ·, t) +KR(x, ·, t)}
∣∣∣
x=0+
= κ · {K0(0, ·, t) +KR(0, ·, t)} (42)
gilt, was genau der Propagator-Version der gemischten Randbedingung (26) entspricht.
Um die Zustandsdichte fu¨r das gewa¨hlte System angeben zu ko¨nnen mu¨ssen wir die
Spur von KR berechnen. Dazu berechnen wir zuerst die Spur von Kκ(x
′, x, t). Dabei
wird die Spurbildung entsprechend unseren Annahmen bis Unendlich ausgedehnt:
TrKκ(x
′, x, t) =
∫ ∞
0
dx
(
−κ 1√
4πβ
∫ ∞
0
dǫ e−κǫe
1
4β
(|x|+|x|±ǫ)2
+ θ01κe
µβe−κ(|x|+|x|)
)
= −κ 1√
4πβ
∫ ∞
0
dǫ e−κǫ
∫ ∞
0
dx e
− 1
4β
(2x±ǫ)2
+
θ01
2
eµβ
= −1
2
κ
1√
4πβ
∫ ∞
0
dǫ e−κǫ
∫ ∞
±ǫ
dx e
− 1
4β
x2
+
θ01
2
eµβ
=
1
2
[
1√
4πβ
e−κǫ
∫ ∞
±ǫ
dx e
− 1
4β
x2
]∞
ǫ=0
± 1
2
1√
4πβ
∫ ∞
0
dǫ e−κǫe−
1
4β
ǫ2
+
θ01
2
eµβ
= −1
2
1√
4πβ
∫ ∞
0
dx e
− 1
4β
x2 ± 1
2
1√
4πβ
eκ
2β
∫ ∞
0
dǫ e
− 1
4β
(ǫ+2κβ)2
+
θ01
2
eµβ
= −1
4
± 1
4
eµβ erfc(
√
µβ) +
θ01
2
eµβ .
Im vierten Schritt wurde partiell integriert, wobei der Hauptsatz der Differential- und
Integralrechnung benutzt wurde. Im letzten Schritt wurde der Integrationsweg
γ : [0,∞)→ C, γ(ǫ) := 1√
4β
ǫ+ κ
√
β
u¨ber die positive reelle Achse im unendlichen geschlossen (β ist rein imagina¨r!). Die
Integration u¨ber den dazu verwendeten Kreisbogen verschwindet dabei, weshalb der
urspru¨ngliche Integrationsweg γ auf die reelle Achse gedreht werden kann. Dieser Trick
wird in dieser Arbeit noch sehr oft angewendet, jedoch nicht explizit darauf hingewiesen
(in den meisten Fa¨llen kann β auf diese Art als reelle Gro¨ße aufgefasst werden). Das
Ergebnis wurde dann noch durch die komplementa¨re Fehlerfunktion ausgedru¨ckt, welche
als
erfc(x) = 1− erf(x) = 2√
π
∫ ∞
x
dz e−z
2
definiert ist. Die Spur von KR berechnet sich damit zu
TrKR(x
′, x, t) = TrK0(−x′, x, t) + 2TrKκ(x′, x, t)
=
1
4
− 1
2
± 1
2
eµβ erfc(
√
µβ) + θ01e
µβ
= −1
4
± 1
2
eµβ erfc(
√
µβ) + θ01e
µβ .
(43)
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4.2. Grenzfa¨lle
Der erste Summand (−14) entspricht genau der Spur einer Dirichlet-Randkorrektur. Dar-
aus wird ersichtlich, dass die gemischte Randkorrektur sich immer als die Summe einer
Dirichlet-Randkorrektur und eines κ- bzw. µ-abha¨ngigen Terms schreiben la¨sst. Die in-
verse Laplace-Transformation mit Hilfe von [1] liefert den eindimensionalen gemischten
Randbeitrag zur Zustandsdichte:
ρR(E) = −1
4
δ(E) ± 1
2π
√
µ
E
Θ(E)
E + µ
+ θ01δ(E + µ). (44)
Der Beitrag des freien Propagators und der Dirichlet-Randkorrektur sind in Abschnitt
2.4 Gleichung (13) und (11) gegeben. Die Zustandsdichte fu¨r ein Teilchen auf einer Linie
der La¨nge L mit einer gemischten Randbedingung auf der einen und einer Dirichlet-
Randbedingung auf der anderen Seite ist damit gegeben durch
ρ(E) =
L
2π
Θ(E)√
E
− 1
2
δ(E) ± 1
2π
√
µ
E
Θ(E)
E + µ
+ θ01δ(E + µ). (45)
4.2. Grenzfa¨lle
Die Zustandsdichte sollte fu¨r die Grenzfa¨lle κ → ∞ bzw. µ → ∞ und κ → 0 bzw. µ →
0+ genau der Zustandsdichte fu¨r ein Dirichlet-Dirichlet- (−) bzw. Neumann-Dirichlet-
System (+)
ρ±(E) =
L
2π
Θ(E)√
E
± 1
4
δ(E) − 1
4
δ(E) (46)
entsprechen (hier steht ± NICHT fu¨r das Vorzeichen von κ). Fu¨r µ→∞ verschwinden
die beiden κ- bzw. µ-abha¨ngigen Summanden in (45) und der gewu¨nschte Grenzfall ist
offensichtlich gegeben. Damit der Grenzu¨bergang κ → 0 das richtige Ergebnis liefert,
muss die δ-Distribution in der Zustandsdichte kompensiert werden. Also muss folgendes
fu¨r den Grenzwert gelten:
lim
µ→0+
δµ(E) := lim
µ→0+
1
π
√
µ
E
Θ(E)
E + µ
= δ(E). (47)
Tatsa¨chlich gilt fu¨r beliebige negative Energien schon δµ(E) = 0. Fu¨r beliebige positive
Energien gilt limµ→0+ δµ(E) = 0. Also konvergiert δµ(E) auf R \ {0} punktweise gegen
Null. Außerdem konvergiert δµ(E) fu¨r E → 0+ uneigentlich gegen Unendlich. Es bleibt
nur noch zu zeigen, dass das Ergebnis der Integration u¨ber die reelle Achse unabha¨ngig
von µ den Wert 1 liefert:∫ ∞
−∞
dE δµ(E) =
∫ ∞
0
dE
1
π
√
µ
E
1
E + µ
=
2
π
∫ ∞
0
dE
1√
µ
1
2
√
E
1
1 + E
µ
=
2
π
∫ ∞
0
dx
1
1 + x2
=
2
π
arctan(x)
∣∣∣∞
0
= 1.
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4. Zustandsdichte in einer Dimension mit gemischter Randbedingung
Die in (45) gegebene Zustandsdichte interpoliert also fu¨r κ > 0 wie gewu¨nscht die
Grenzfa¨lle eines Dirichlet-Dirichlet- bzw. Neumann-Dirichlet-Systems. Fu¨r κ < 0 lie-
fert der Grenzfall κ→ 0− das gleiche Ergebnis wie der Grenzfall κ→ 0+. Der Grenzfall
κ → −∞ muss relativ zum niedrigsten Zustand betrachtet werden. Dieser ist durch
E = −µ gegeben, d.h. die Anregungsenergie ist E∗ = E + µ. Der Grenzwert ist
lim
µ→∞
κ<0
ρ(E∗ − µ) = lim
µ→∞
L
2π
Θ(E∗ − µ)√
E∗ − µ −
1
2
δ(E∗ − µ)− 1
2π
√
µ
E∗ − µ
Θ(E∗ − µ)
E∗
+ δ(E∗)
=δ(E∗).
Anschaulich ru¨cken vom niedrigsten Energieniveau aus gesehen alle anderen Energieni-
veaus ins unendliche. Das Teilchen wu¨rde also sobald es einmal im Grundzustand wa¨re
unendlich viel Energie beno¨tigen um in den na¨chstho¨heren Zustand zu gelangen. Die
Wellenfunktion des niedrigsten Zustand ist (siehe Abschnitt 3.2, Normierung angepasst
auf R+)
ψµ(x) =
√
2κe−κx
und erfu¨llt alle Eigenschaften einer Dirac-Folge. Die Wellenfunktion ist im Grenzfall in
der Tat gegeben durch ψ∞(x) = δ(x). Das bedeutet, dass das Teilchen an den Rand mit
der gemischten Randbedingung gebunden ist.
4.3. Vergleich mit der quantenmechanischen Zustandsdichte
Da die exakten quantenmechanischen Lo¨sungen fu¨r das System bekannt sind, kann die
hergeleitete mittlere Zustandsdichte auf ihre Gu¨ltigkeit u¨berpru¨ft werden. Vor allem fu¨r
κ < 0 ist fraglich, wie groß der Fehler bei der Verwendung des gebundenen Zustands der
Energie −µ ist, falls dieser in den quantenmechanischen Lo¨sungen wegen |κ|L < 1 nicht
auftritt. Außerdem soll u¨berpru¨ft werden, ob die auftretenden δ-Distributionen korrekt
sind, da diese im Falle mehrerer Teilchen in die Korrekturen von Ecken mit einfließen.
Durch Integration u¨ber die Zustandsdichte erha¨lt man die Za¨hlfunktion
N (E) =
[
L
π
√
E − 1
2
± 1
π
arctan
(√
E
µ
)]
Θ(E) + θ01Θ(E + µ).
Betrachtet man die Bestimmungsgleichungen fu¨r die Wellenzahlen (27) und (29), so zeigt
die Substitution gn = knL, dass die Lo¨sungen gn nur von dem Produkt κL abha¨ngen. Ist
dieses Produkt konstant, so werden die Energien lediglich mit 1
L2
skaliert. Substituiert
man entsprechend in der Za¨hlfunktion E′ = EL2, so stellt man fest, dass ihr Verhalten
nur vom Produkt µL2 = (κL)2 bestimmt ist. Es bietet sich deshalb an, in beiden Fa¨llen
die Energie in Einheiten von 1
L2
sowie die Sta¨rke des δ-Potentials in Einheiten von 1
L
auszudru¨cken. A¨quivalent dazu wa¨hlt man in den Gleichungen L = 1 und variiert nur
den Wert von κ. In den Vergleichsplots werden also immer die dimensionslosen Gro¨ßen
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Abbildung 6: Vergleich der Za¨hlfunktionen NQM und NSK. Oben links: κ = −0, 1. Oben
rechts: κ = 0, 1. Unten links: κ = −10. Unten rechts: κ = 10.
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4. Zustandsdichte in einer Dimension mit gemischter Randbedingung
E′ und κ′ mit
E =E′ · 1
L2
= E′ · 1
L2
(
~
2
2m
)
κ =κ′ · 1
L
= κ′ ·
√
1
L2
(
~2
2m
)
verwendet, d.h. es wird L = 1 angenommen (der Strich bei E und κ wird weggelas-
sen). In den Plots in Abb. 6 ist jeweils die quantenmechanische und die semiklassische
Za¨hlfunktion fu¨r verschiedene Werte von κ zu sehen. In allen Fa¨llen verla¨uft die se-
miklassische Version optimal durch ihr quantenmechanisches A¨quivalent. Fu¨r schwache
Wechselwirkung (oben) sind die Plots fu¨r das attraktive (links) und das repulsive Po-
tential (rechts) kaum mehr zu unterscheiden und der oben genannte Fehler durch die
Verwendung des Zustands mit E = −µ macht sich nicht bemerkbar. Es zeigt sich, dass
er selbst fu¨r Werte in der Na¨he von κ = −1 vernachla¨ssigbar ist (im Bild nicht zu sehen).
Im Plot unten links ist das Verhalten der Zustandsdichte fu¨r das attraktive Potential mit
κ = −10 zu sehen. Die beiden Graphen liegen fu¨r negative Energien genau u¨bereinander.
Die in der Zustandsdichte auftretenden Delta-Distributionen fu¨hren also offensichtlich
zu den richtigen Korrekturen in der Za¨hlfunktion, welche fu¨r beliebige Energien optimal
durch die quantenmechanische Za¨hlfunktion verla¨uft. Das besta¨tigt die Gu¨ltigkeit der in
den Herleitungen gemachten Annahmen. Damit sind alle Grundsteine fu¨r die Behand-
lung des eigentlichen Problems dieser Arbeit gelegt.
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5. Zustandsdichte fu¨r zwei Bosonen auf einer Linie mit
Kontaktwechselwirkung
Dieser Abschnitt befasst sich mit der Zustandsdichte eines Systems aus zwei bosoni-
schen Teilchen auf einer Linie der La¨nge L. Die Teilchen unterliegen dabei einer Wech-
selwirkung in Form eines δ-Potentials. Im ersten Teilabschnitt wird die Zustandsdich-
te mit Randkorrekturen hergeleitet, wobei gro¨ßtenteils auf die bisherigen Ergebnisse
zuru¨ckgegriffen werden kann. Der zweite Teilabschnitt befasst sich mit den Korrekturen
von den in der Fundamentalen Doma¨ne auftretenden Ecken. Nach einer kurzen Zusam-
menfassung und Analyse der Ergebnisse wird im vierten Teilabschnitt die semiklassische
mit der quantenmechanischen Zustandsdichte verglichen, welche dort zu diesem Zweck
berechnet wird.
5.1. Zustandsdichte mit Randkorrekturen
Gegeben sei ein System aus zwei Bosonen der Masse m auf einer Linie der La¨nge L mit
Dirichlet-Randbedingungen bei q1,2 = 0 und q1,2 = L fu¨r die Teilchenkoordinaten (q1, q2).
Die Teilchen sollen u¨ber ein δ-Potential der Form U(q1, q2) = βδ(q1 − q2) miteinander
wechselwirken. Der Hamiltonoperator fu¨r dieses System ist gegeben durch
Hˆ(q1, q2) = − ∂
2
∂q21
− ∂
2
∂q22
+ βδ(q1 − q2). (48)
Durch den unita¨ren Koordinatenwechsel x1 =
1√
2
(q1 − q2), x2 = 1√2(q1 + q2) wird dieser
zu
Hˆ(x1, x2) = − ∂
2
∂x21
− ∂
2
∂x22
+ αδ(x1), (49)
wobei α = β√
2
gilt. Fu¨r eine unendlich lange Linie ko¨nnen die beiden Koordinaten
unabha¨ngig voneinander betrachtet werden. Der Propagator ist dann gegeben durch
das Produkt aus dem freien Propagator und dem Propagator fu¨r ein Delta-Potential.
Da es sich bei den Teilchen um Bosonen handelt, muss der Propagator entsprechend
(19) auf den symmetrischen Unterraum projiziert werden. Fu¨r zwei Teilchen besteht
die Gruppe der Permutationen nur aus der Identita¨t und einer Transposition, welche
die Vertauschung der Koordinaten der beiden Teilchen bewirkt. Diese Vertauschung
entspricht in den neuen Koordinaten einem Vorzeichenwechsel in x1. Der symmetrische
Propagator fu¨r das unbeschra¨nkte System ist damit gegeben durch
K(x′,x, t) = K+δ (x
′
1, x1, t)K0(x
′
2, x2, t) (50)
mit dem bereits bekannten symmetrischen Propagator fu¨r eine Delta-Barriere
K+δ (x
′, x, t) =
1
2
K0(x
′, x, t) +
1
2
K0(−x′, x, t) +Kκ(x′, x, t). (51)
Von diesem Propagator muss nun unter Beru¨cksichtigung der Beschra¨nkung des Systems
die Spur (u¨ber den gesamten Konfigurationsraum) gebildet und anschließend die Inverse
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Abbildung 7: Fundamentale Doma¨ne F2 mit Randbedingungen fu¨r zwei wechselwirkende
Teilchen auf einer Linie. Die Wechselwirkung wird durch die gemischte
Randbedingung auf der Winkelhalbierenden realisiert. Durch eine Drehung
der Koordinatenachsen erha¨lt man das System rechts.
Laplace-Transformation bezu¨glich β = i
~
t berechnet werden. Jedoch bietet sich auch eine
andere (anschaulichere) Vorgehensweise an: Beschra¨nkt man sich bei der Spurbildung
auf die Fundamentale Doma¨ne F2, so muss obiger Propagator verdoppelt werden. Der
Propagator wird dadurch zu
K(x′,x, t) = K0(x′1, x1, t)K0(x
′
2, x2, t) +KR(x
′
1, x1, t)K0(x
′
2, x2, t). (52)
Das ist aber genau der freie Propagator in zwei Dimensionen mit einer Randkorrektur
fu¨r eine gemischte Randbedingung bei x1 = 0. Wie im nicht-wechselwirkenden Fall
(vgl. letzter Absatz in 2.5) ist das System aus zwei Bosonen auf einer Linie deshalb
a¨quivalent zu einem einzelnen (Quasi-)Teilchen in der Fundamentalen Doma¨ne, wobei
bei q1 = q2 bzw. x1 = 0 nun die gemischte Randbedingung (42) gelten muss. (vgl Abb. 7).
Dabei wurden die Dirichlet-Randbedingung an den Ra¨ndern noch nicht beru¨cksichtigt.
Diese entsprechen den Physikalischen Enden der Linie und ko¨nnen separat behandelt
werden. Die Spur des zweiten Summanden in (52) kann nun als das Produkt der Spur
des eindimensionalen freien Propagators und der Spur der gemischten Randkorrektur
geschrieben werden, wobei die La¨nge des Randes mit der gemischten Randbedingung
den Wert
√
2L hat:
TrKR(x
′
1, x1, t)K0(x
′
2, x2, t) = TrKR(x
′
1, x1, t) · TrK0(x′2, x2, t)
=
(
−1
4
± 1
2
eµβ erfc(
√
µβ) + θ01e
µβ
)
·
√
2L√
4πβ
(53)
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Der erste Summand in (53) entspricht wieder einer Dirichlet-Randkorrektur, deren Bei-
trag zur Zustandsdichte bekannt ist. Mit der Identita¨t [1]
L−1β
[ 1√
β
eµβ erfc(
√
µβ)
]
(E) =
1√
π
Θ(E)√
E + µ
ist der Beitrag des zweiten Summanden in (53) gegeben. Der Faktor eµβ im dritten
Summanden von (53) stellt eine Phasenverschiebung dar und bewirkt deshalb eine Ver-
schiebung der Energie um −µ in der invers Laplace-Transformierten von
√
2L√
4πβ
. Die
zweidimensionale gemischte Randkorrektur zur Zustandsdichte ist also6
ρR(E) = −
√
2L
8π
Θ(E)√
E
±
√
2L
4π
Θ(E)√
E + µ
+ θ01
√
2L
2π
Θ(E + µ)√
E + µ
. (54)
Zusammen mit dem Beitrag der freien Propagation (11) mit A = L
2
2 und der Dirichlet-
Randkorrektur (14) mit l = 2L, ergibt sich die Zustandsdichte fu¨r das System aus zwei
Bosonen auf einer Linie der La¨nge L mit δ-artiger Wechselwirkung:
ρ(E) =
L2
8π
Θ(E)− (2 +
√
2)L
8π
Θ(E)√
E
±
√
2L
4π
Θ(E)√
E + µ
+ θ01
√
2L
2π
Θ(E + µ)√
E + µ
. (55)
Der konstante Summand ist der Beitrag proportional zur Fla¨che L
2
2 der Fundamentalen
Doma¨ne, den man durch die Verwendung des freien Propagators erha¨lt. Der zweite Sum-
mand ist eine Dirichlet-Randkorrektur proportional zum Umfang (2+
√
2)L von F2. Die
gemischte Randbedingung entspricht der Wechselwirkung der beiden Teilchen und muss
fu¨r µ → 0 die Dirichlet-Randbedingung bei q1 = q2 in eine Neumann-Randbedingung
u¨berfu¨hren. Das wird durch die letzten beiden Summanden in (55) realisiert, wobei (+)
fu¨r eine repulsive und (−) fu¨r eine attraktive Wechselwirkung steht (entsprechend ist
θ01 = 0 fu¨r repulsive und θ
0
1 = 1 fu¨r attraktive Wechselwirkung).
5.2. Korrekturen von den Ecken
Bei der Berechnung der Randkorrekturen wurde angenommen, dass jeweils alle anderen
Ra¨nder effektiv unendlich weit entfernt sind. Das stellt in den meisten Fa¨llen eine gute
Na¨herung dar, jedoch ist diese Annahme bei einer Ecke nicht haltbar. Deshalb sollen nun
noch die Korrekturen von den Ecken berechnet werden. In der Fundamentalen Doma¨ne
kommen zwei Typen von Ecken vor: eine Ecke, in der zwei Dirichlet-Ra¨nder im rechten
Winkel aufeinandertreffen, und zwei Ecken, bei der ein Dirichlet-Rand und ein Rand mit
gemischter Randbedingung in einem Winkel von 45◦ aufeinandertreffen.
Am einfachsten la¨sst sich die Korrektur der Dirichlet-Dirichlet-Ecke finden. Da die
Korrekturen von einer einzelnen Ecke nicht von der restlichen Geometrie des Systems
abha¨ngen sollten, wa¨hlen wir das System so, dass die Ecke von zwei Halbgeraden gebil-
det wird. Die Koordinaten sind dann unabha¨ngig voneinander und der Propagator des
6Fu¨r beliebige Ra¨nder muss
√
2L durch die La¨nge dieses Randes ersetzt werden.
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Systems kann als das Produkt der eindimensionalen Propagatoren geschrieben werden:
K(x′,x, t) =(K0(x′1, x1, t)−K0(−x′1, x1, t))(K0(x′2, x2, t)−K0(−x′2, x2, t))
=K0(x
′
1, x1, t)K0(x
′
2, x2, t)
−K0(x′1, x1, t)K0(−x′2, x2, t)−K0(−x′1, x1, t)K0(x′2, x2, t)
+K0(−x′1, x1, t)K0(−x′2, x2, t).
Nun ko¨nnen die einzelnen Beitra¨ge identifiziert werden: der erste Summand liefert den
Beitrag proportional zur Fla¨che von F2. Die beiden darauffolgenden Summanden liefern
genau die Randkorrekturen von den Dirichlet-Ra¨ndern. Fu¨r die Eckkorrektur muss also
nur der letzte Summand betrachtet werden. Von diesem muss die Spur gebildet und vom
Ergebnis die inverse Laplace-Transformierte gefunden werden um die Eckkorrektur zur
Zustandsdichte zu erhalten:
TrK0(−x′1, x1, t)K0(−x′2, x2, t) =
(
TrK0(−x′, x, t)
)2
=
(
1
4
)2
=
1
16
⇒ ρ90◦(E) = L−1β
[ 1
16
]
(E) =
1
16
δ(E).
(56)
Das ist die Eckkorrektur fu¨r eine 90◦ Dirichlet-Dirichlet-Ecke7 .
Nun muss entsprechend fu¨r die 45◦-Ecke vorgegangen werden. Dazu wird der volle
Propagator fu¨r dieses System beno¨tigt. Betrachtet man zuna¨chst eine 90◦-Ecke aus zwei
Ra¨ndern mit gemischter Randbedingung, so ist der Propagator wieder das Produkt aus
zwei einzelnen Propagatoren:
K90◦(x
′,x, t) = (K0(x′1, x1, t) +KR(x
′
1, x1, t))(K0(x
′
2, x2, t) +KR(x
′
2, x2, t)).
Um die Randbedingung auf der Diagonalen zu erfu¨llen muss die Wellenfunkton anti-
symmetrisch bzgl. x1 = x2 sein, der Propagator also auf den entsprechenden Unterraum
projiziert werden (vgl. Vielteilchenpropagator). Der Propagator fu¨r eine 45◦-Ecke mit
Dirichlet-Randbedingung auf der Geraden x1 = x2 und einer gemischten Randbedin-
gung auf der x1-Achse ist gegeben durch
K45◦(x
′,x, t) =
1
2
[K90◦((x
′
1, x
′
2), (x1, x2), t)−K90◦((x′2, x′1), (x1, x2), t)]
=
1
2
[K0(x
′
1, x1, t)K0(x
′
2, x2, t) +KR(x
′
1, x1, t)KR(x
′
2, x2, t)
+K0(x
′
1, x1, t)KR(x
′
2, x2, t) +KR(x
′
1, x1, t)K0(x
′
2, x2, t)
−K0(x′2, x1, t)K0(x′1, x2, t)−KR(x′2, x1, t)KR(x′1, x2, t)
−K0(x′2, x1, t)KR(x′1, x2, t)−KR(x′2, x1, t)K0(x′1, x2, t)],
(57)
wobei (wenn mo¨glich) die Spurbildung u¨ber den gesamten ersten Quadranten erfolgt.
Nun wollen wir die Beitra¨ge identifizieren. Bei der Spurbildung gilt x′i = xi fu¨r i = 1, 2.
Dadurch ko¨nnen die einzelnen Summanden als Spiegelungen der Koordinaten (x1, x2)
7Die Betrachtung einer Neumann-Neumann-Ecke liefert genau das gleiche Ergebnis.
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Abbildung 8: Die bei der Spurbildung auftretenden Propagationen entsprechend der ein-
zelnen Summanden im vollen Propagator fu¨r die Ecke. Die Endkoordinaten
2 bis 8 entsteht durch (Mehrfach-)Spiegelungen an den vier Geraden.
an den entsprechenden Geraden verstanden werden. In Abb. 8 sind die einzelnen Pro-
pagationen zu sehen. Dabei wurden die Summanden in der Reihenfolge ihres Auftretens
in (57) nummeriert. Noch anschaulicher ist die a¨quivalente Darstellung in Abb. 9, aus
der ersichtlich wird, dass es sich bei den Trajektorien genau um die klassisch erlaubten
geschlossenen Wege handelt. Der erste Summand im Propagator (57) entspricht der
Na¨herung freier Teilchen. Die beiden Summanden in der zweiten Zeile erga¨nzen sich
genau zu der gemischten Randkorrektur (die Koordinaten x1, x2 ko¨nnen bei der Spur-
bildung vertauscht werden). Der zweite Summand in der dritten Zeile entha¨lt den Term
K0(−x2, x1, t)K0(−x1, x2, t). Dieser erga¨nzt sich zusammen mit dem ersten Summanden
in der dritten Zeile zu:
Tr[K0(x
′
2, x1, t)K0(x
′
1, x2, t) +K0(−x′2, x1, t)K0(−x′1, x2, t)]
= Tr[K0(x
′
2, x1, t)
2 +K0(−x′2, x1, t)2]
=
∫ ∞
0
dx1
∫ ∞
0
dx2
1
4πβ
{
e−
1
2β
(x1−x2)2 + e−
1
2β
(x1+x2)2
}
.
Wechselt man nun zu den Koordinaten q1 =
1√
2
(x1 + x2), q2 =
1√
2
(x2 − x1) so erha¨lt
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Abbildung 9: Interpretation der bei des Spurbildung auftretenden Propagationen als Re-
flexionen an den Ra¨ndern. Im rechten Bild tritt bei jeder Trajektorie genau
eine Spiegelung an einem Dirichlet-Rand auf, was sich im Vorzeichen des
entsprechenden Terms im Propagator widerspiegelt.
man als Fortsetzung der Rechnung
. . . =
∫ ∞
0
dq1
∫ q1
−q1
dq2
1
4πβ
{
e
− 1
β
q21 + e
− 1
β
q22
}
=2
∫ ∞
0
dq1
∫ q1
0
dq2
1
4πβ
{
e−
1
β
q21 + e−
1
β
q22
}
=2
∫ ∞
0
dq2
∫ ∞
q2
dq1
1
4πβ
{
e−
1
β
q21 + e−
1
β
q22
}
.
Die letzten beiden Zeilen ergeben addiert die Integration u¨ber den gesamten ersten Qua-
dranten, weshalb die Rechnung sich wie folgt fortsetzt:
. . . =
∫ ∞
0
dq1
∫ ∞
0
dq2
1
4πβ
{
e
− 1
β
q21 + e
− 1
β
q22
}
= 2
∫ ∞
0
dq1
∫ ∞
0
dq2
1
4πβ
e
− 1
β
q22
Unter Beru¨cksichtigung der Beschra¨nkung des Systems erha¨lt man (mit dem weggelas-
senen Faktor −12) genau die Spur einer Dirichlet-Randkorrektur. Da damit alle Rand-
korrekturen identifiziert wurden, mu¨ssen alle restlichen Terme in (57) Korrekturen von
der Ecke darstellen. Im Detail sind das die folgenden Propagatoren:
a) Ka(x
′,x, t) :=
1
2
KR(x
′
1, x1, t)KR(x
′
2, x2, t)
b) Kb(x
′,x, t) := −K0(x′2, x1, t)KR(x′1, x2, t)
c) Kc(x
′,x, t) := −1
2
[KR(x
′
2, x1, t)KR(x
′
1, x2, t)−K0(−x′2, x1, t)K0(−x′1, x2, t)].
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Dabei wurde fu¨r Beitrag b) beru¨cksichtigt, dass die beiden Summanden in der letzten
Zeile von (57) bei der Spurbildung das gleiche Ergebnis liefern.
Die Beitra¨ge zur Zustandsdichte werden im Folgenden berechnet. Dabei wird die
Zeitabha¨ngigkeit des Propagators unterschlagen. Außerdem werden die speziellen Funk-
tionen erfc(·) und erf(·) verwendet um die erhaltenen Integrale u¨bersichtlicher schreiben
zu ko¨nnen.
Beitrag von a) Bei der Behandlung dieses Terms kann auf bestehende Ergebnisse
zuru¨ckgegriffen werden. Es gilt
TrKa(x
′,x) =
1
2
[TrKR(x
′, x)]2 (58)
und die inverse Laplace-Transformation von TrKR(x
′, x) ist in (44) gegeben. Da die
Faltung zweier Funktionen nach der Laplace-Transformation das Produkt der Laplace-
Transformierten der beiden Funktionen liefert, kann dieser Beitrag zur Ecke als Faltung
berechnet werden:
(ρR ∗ ρR)(E) =
∫ ∞
−∞
dE′ ρR(E − E′)ρR(E′)
=
∫ ∞
−∞
dE′
(
−1
4
δ(E′)± 1
2π
√
µ
E′
Θ(E′)
E′ + µ
+ θ01δ(E
′ + µ)
)
·(
−1
4
δ(E − E′)± 1
2π
√
µ
E − E′
Θ(E −E′)
E − E′ + µ + θ
0
1δ(E − E′ + µ)
)
=
1
16
δ(E) ∓ 1
4π
√
µ
E
Θ(E)
E + µ
+
1
(2π)2
∫ ∞
−∞
dE′
√
µ
E′
µ
E − E′
Θ(E′)Θ(E − E′)
(E′ + µ)(E − E′ + µ)
+ θ01
[
δ(E + 2µ)− 1
2
δ(E + µ)− 1
π
√
µ
E + µ
Θ(E + µ)
E + 2µ
]
.
Das verbleibende Integral ergibt:∫ E
0
dE′
µ√
E′(E − E′)
Θ(E)
(E′ + µ)(E − E′ + µ)
=µΘ(E)
∫ E
2
−E
2
dE′
1√
(E2 )
2 − (E′)2
1
(E2 + µ)
2 − (E′)2
=
µΘ(E)
(E2 + µ)
2
∫ 1
−1
dz
1√
1− z2
1
1− ( E
E + 2µ
)2︸ ︷︷ ︸
=:c<1
z2
=
4µΘ(E)
(E + 2µ)2
∫ π
2
−π
2
dx
1
1− c sin2(x)
=
4µΘ(E)
(E + 2µ)2
∫ π
2
−π
2
dx
1
cos2(x)
1
1 + (1− c) tan2(x) = . . .
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· · · = 4µΘ(E)
(E + 2µ)2
1√
1− c arctan(
√
1− c tan(x))
∣∣∣ π2
−π
2
=
4πµ
(E + 2µ)2
1√
1− cΘ(E)
=2π
√
µ
E + µ
Θ(E)
E + 2µ
.
Erla¨uterung: in der dritten Zeile wurde mit E′ = E2 z substituiert und im na¨chsten Schritt
mit z = sin(x). Dann wurde im Nenner die Identita¨t 1 = cos2(x) + sin2(x) ausgenutzt.
Die Auswertung an den Intervallgrenzen erfolgt u¨ber die Grenzwerte. Damit folgt der
erste Beitrag zur Zustandsdichte:
ρa(E) :=L−1β
[
TrKa(x
′,x, t = −i~β)
]
(E)
=
1
32
δ(E) ∓ 1
8π
√
µ
E
Θ(E)
E + µ
+
1
4π
√
µ
E + µ
Θ(E)
E + 2µ
+ θ01
[
1
2
δ(E + 2µ)− 1
4
δ(E + µ)− 1
2π
√
µ
E + µ
Θ(E + µ)
E + 2µ
]
.
(59)
Beitrag von b) Nun muss die Spur von Kb(x
′,x) gefunden werden. Die Spur des Pro-
pagators kann wieder einzeln berechnet werden:
TrKb(x
′,x) = −TrK0(x′2, x1)K0(−x′1, x2)− 2TrK0(x′2, x1)Kκ(x′1, x2)
Der erste Summand ist gegeben durch
−TrK0(x′2, x1)K0(−x′1, x2)
=− 1
4πβ
∫ ∞
0
dx1
∫ ∞
0
dx2 e
− 1
4β
(x1−x2)2e−
1
4β
(x1+x2)2
=− 1
4πβ
∫ ∞
0
dx1
∫ ∞
0
dx2 e
− 1
2β
(x21+x
2
2) = −1
8
Beim zweiten Summanden wird der Beitrag des Terms θ01κe
µβe−κ(x′1+x2) in Kκ(x′1, x2)
in eine vorerst nicht weiter spezifizierte Funktion T1(β) integriert:
−2TrK0(x′2, x1)Kκ(x′1, x2)
=
κ
2πβ
∫ ∞
0
dx1
∫ ∞
0
dx2 e
− 1
4β
(x1−x2)2
∫ ∞
0
dǫ e−κǫe−
1
4β
(x1+x2±ǫ)2 + T1(β)
=
κ
2πβ
∫ ∞
0
dǫ e−κǫ
∫ ∞
± ǫ
2
dx1
∫ ∞
± ǫ
2
dx2 e
− 1
4β
(x1−x2)2e−
1
4β
(x1+x2)2 + T1(β)
=
κ
πβ
∫ ∞
0
dǫ e−2κǫ
∫ ∞
±ǫ
dx1
∫ ∞
±ǫ
dx2 e
− 1
2β
(x21+x
2
2) + T1(β)
=
κ
2
∫ ∞
0
dǫ e−2κǫ erfc2
(
± ǫ√
2β
)
+ T1(β) =: I(β) + T1(β).
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Das Integral I(β) muss nicht weiter vereinfacht werden, da es spa¨ter mit negativem
Vorzeichen auftaucht und insgesamt wegfa¨llt. Tatsa¨chlich wird auch der noch fehlende
Teil
T1(β) =− 2Tr θ01κeµβe−κ(x
′
1+x2)K0(x
′
2, x1)
=− θ01
κ√
πβ
eµβ
∫ ∞
0
dx1
∫ ∞
0
dx2 e
−κ(x1+x2)e−
1
4β
(x1−x2)2
wegfallen. Effektiv tra¨gt Kb also nur mit −18δ(E) zur Zustandsdichte bei.
Beitrag von c) Der in c) gegebene Propagator lautet ausgeschrieben
−K0(−x′2, x1)Kκ(x′1, x2)−Kκ(x′2, x1)K0(−x′1, x2)− 2Kκ(x′2, x1)Kκ(x′1, x2).
Die ersten beiden Summanden sind bei der Spurbildung identisch. Deshalb verbleibt
effektiv der folgende Propagator:
−2K0(−x′2, x1)Kκ(x′1, x2)− 2Kκ(x′2, x1)Kκ(x′1, x2).
In den folgenden Rechnungen wird der Term θ01κe
µβe−κ(x′1+x2) in Kκ(x′1, x2) wieder in
eine vorerst nicht weiter spezifizierte Funktion F2(β) integriert. An zwei Stellen werden
mit dem einfachen Trick
(x+ a)2 + (x+ b)2 =
(
x+
a+ b
2
+
a− b
2
)2
+
(
x+
a+ b
2
− a− b
2
)2
=2
(
x+
a+ b
2
)2
+ 2
(
a− b
2
)2 (60)
die Exponenten umgeschrieben. Die Spur des ersten Summanden berechnet sich wie
folgt:
Tr[−2K0(−x′2, x1)Kκ(x′1, x2)]
=
κ
2πβ
∫ ∞
0
dx1
∫ ∞
0
dx2 e
− 1
4β
(x1+x2)2
∫ ∞
0
dǫ e−κǫe−
1
4β
(x1+x2±ǫ)2 + T2(β)
=
κ
2πβ
∫ ∞
0
dǫ e−κǫe−
ǫ2
8β
∫ ∞
0
dx1
∫ ∞
0
dx2 e
− 1
2β
(x1+x2± ǫ2 )2 + T2(β)
=
κ
πβ
∫ ∞
0
dǫ e−2κǫe−
ǫ2
2β
∫ ∞
0
dx1
∫ ∞
0
dx2 e
− 1
2β
(x1+x2±ǫ)2 + T2(β)
=
κ√
2πβ
∫ ∞
0
dǫ e−2κǫe−
ǫ2
2β
∫ ∞
0
dx erfc
(
x± ǫ√
2β
)
+ T2(β) =: J(β) + T2(β).
Eine weitere Vereinfachung dieses Integrals ist nicht notwendig, da es im zweiten Teil
von Kc mit negativem Vorzeichen auftritt. Der dabei noch nicht behandelte Teil ist:
T2(β) =− 2Tr θ01eµβe−κ(x
′
1+x2)K0(−x′2, x1)
=− θ01
κ√
πβ
eµβ
∫ ∞
0
dx1
∫ ∞
0
dx2 e
−κ(x1+x2)e−
1
4β
(x1+x2)2 .
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Auch dieser wird spa¨ter wegfallen. Nun fehlt nur noch die Spur des zweiten Summanden
von Kc(x
′,x). Dazu wird zuerst der Integrand vereinfacht, wobei alle θ01-Terme in Kκ
eine Funktion t3(x1, x2, β) integriert werden:
Kκ(x2, x1)Kκ(x1, x2)
=
κ2
4πβ
∫ ∞
0
dǫ e−κǫe−
1
4β
(x1+x2±ǫ)2
∫ ∞
0
dǫ′ e−κǫ
′
e−
1
4β
(x1+x2±ǫ′)2 + t3(x1, x2, β)
=
κ2
4πβ
∫ ∞
0
dǫ
∫ ∞
0
dǫ′ e−κ(ǫ+ǫ
′)e
− 1
8β
(ǫ−ǫ′)2
e
− 1
2β
(x1+x2± ǫ+ǫ
′
2
)2
+ t3(x1, x2, β)
=
κ2
2πβ
∫ ∞
0
dr
∫ r
−r
dr′ e−2κre−
1
2β
(r′)2e−
1
2β
(x1+x2±r)2 + t3(x1, x2, β)
=
κ2√
2πβ
∫ ∞
0
dr e−2κr erf
(
r√
2β
)
e−
1
2β
(x1+x2±r)2 + t3(x1, x2, β).
Im dritten Schritt wurde die Transformation (r, r′) = ( ǫ+ǫ
′
2 ,
ǫ−ǫ′
2 ) mit der Funktionalde-
terminante 12 benutzt und im letzten Schritt die Symmetrie des Integranden bezu¨glich r
′
ausgenutzt. Mit der Definition T3(β) := Trt3(x1, x2, β) kann die Spur nun durch partielle
Integration vereinfacht werden:
Tr[−2Kκ(x′2, x1)Kκ(x′1, x2)]− T3(β)
=− 2κ
2
√
2πβ
∫ ∞
0
dx1
∫ ∞
0
dx2
∫ ∞
0
dr e−2κr erf
(
r√
2β
)
e
− 1
2β
(x1+x2±r)2
=− κ2
∫ ∞
0
dx
∫ ∞
0
dr e−2κr erf
(
r√
2β
)
erfc
(
x± r√
2β
)
=
κ
2
∫ ∞
0
dx
[
e−2κr erf
(
r√
2β
)
erfc
(
x± r√
2β
)]∞
0︸ ︷︷ ︸
=0
− κ√
2πβ
∫ ∞
0
dx
∫ ∞
0
dr e−2κr
(
e−
1
2β
r2 erfc
(
x± r√
2β
)
∓ e− 12β (x±r)2 erf
(
r√
2β
))
=− J(β)± κ√
2πβ
∫ ∞
0
dx
∫ ∞
0
dr e−2κre−
1
2β
(x±r)2 erf
(
r√
2β
)
=− J(β) + κ
2
∫ ∞
0
dr e−2κr erfc
(
± r√
2β
)
erf
(
± r√
2β
)
=− J(β) + κ
2
∫ ∞
0
dr e−2κr erfc
(
± r√
2β
) [
1− erfc
(
± r√
2β
)]
=− J(β)− I(β) + κ
2
∫ ∞
0
dr e−2κr erfc
(
± r√
2β
)
.
Wie angeku¨ndigt treten die Integrale I(β) und J(β) also einmal mit negativem und ein-
mal mit positivem Vorzeichen auf, so dass sie sich insgesamt aufheben. Das verbleibende
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Integral kann durch eine partielle Integration berechnet werden:
κ
2
∫ ∞
0
dr e−2κr erfc
(
± r√
2β
)
=− 1
4
[
e−2κr erfc
(
± r√
2β
)]∞
0
∓ 1
2
√
2πβ
∫ ∞
0
dr e−2κre−
1
2β
r2
=
1
4
∓ 1
4
e2µβ erfc(
√
2µβ)
Nun mu¨ssen noch die Beitra¨ge des bisher weggelassenen Teils T3(β) bestimmt werden:
T3(β) =θ
0
1
2κ2√
πβ
eµβ
∫ ∞
0
dx1
∫ ∞
0
dx2 e
−κ(x1+x2)
∫ ∞
0
dǫ e−κǫe−
1
4β
(x1+x2−ǫ)2
− 2(θ01)2κ2e2µβ
∫ ∞
0
dx1
∫ ∞
0
dx2 e
−2κ(x1+x2)
=θ01
2κ2√
πβ
eµβ
∫ ∞
0
dx1
∫ ∞
0
dx2
∫ ∞
0
dǫ e−κ(x1+x2+ǫ)e−
1
4β
(x1+x2−ǫ)2 − θ01
1
2
e2µβ
=θ01
κ2√
πβ
eµβ
∫ ∞
0
dx1
∫ ∞
0
dr
∫ r
−r
dr′ e−κ(x1+r)e−
1
4β
(x1+r′)2 − θ01
1
2
e2µβ
=− θ01
κ√
πβ
eµβ
∫ ∞
0
dx1
[
e−κ(x1+r)
∫ r
−r
dr′ e−
1
4β
(x1+r′)2
]∞
0︸ ︷︷ ︸
=0
+ θ01
κ√
πβ
eµβ
∫ ∞
0
dx1
∫ ∞
0
dr e−κ(x1+r)
(
e−
1
4β
(x1+r)2 + e−
1
4β
(x1−r)2
)
− θ01
1
2
e2µβ
=− T1(β)− T2(β)− θ01
1
2
e2µβ .
Diese beiden Integrale T1(β) und T2(β) sind bereits mit umgekehrtem Vorzeichen aufge-
treten und fallen deshalb weg. Da die meisten Beitra¨ge von TrKb(x
′,x) und TrKc(x′,x)
sich in der Summe aufheben ist ihr gemeinsamer Beitrag zur Zustandsdichte lediglich
ρb,c(E) :=L−1β
[
− 1
8
+
1
4
∓ 1
4
e2µβ erfc(
√
2µβ)− θ01
1
2
e2µβ
]
(E)
=
1
8
δ(E) ∓ 1
4π
√
2µ
E
Θ(E)
E + 2µ
− θ01
1
2
δ(E + 2µ).
(61)
Der gesamte Beitrag einer 45◦-Ecke mit einer Dirichlet-Randbedingung auf dem einen
und einer gemischten Randbedingung auf dem anderen Schenkel ist durch die Summe
von (59) und (61) gegeben:
ρ45◦ =
5
32
δ(E) ∓ 1
8π
√
µ
E
Θ(E)
E + µ
∓ 1
4π
√
2µ
E
Θ(E)
E + 2µ
+
1
4π
√
µ
E + µ
Θ(E)
E + 2µ
− θ01
[
1
4
δ(E + µ) +
1
2π
√
µ
E + µ
Θ(E + µ)
E + 2µ
]
.
(62)
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5.3. Zusammenfassung und Analyse
Die gesamte Zustandsdichte setzt sich zusammen aus der Zustandsdichte mit Randkor-
rekturen (55) und den Korrekturen von zwei 45◦-Ecken der Form (62), sowie der Korrek-
tur einer 90◦ Dirichlet-Dirichlet-Ecke (56). Die gesamte Zustandsdichte mit Rand- und
Eckkorrekturen ist also
ρ(E) =
L2
8π
Θ(E)− (2 +
√
2)L
8π
Θ(E)√
E
±
√
2L
4π
Θ(E)√
E + µ
+ θ01
√
2L
2π
Θ(E + µ)√
E + µ
+
3
8
δ(E) ∓ 1
4π
√
µ
E
Θ(E)
E + µ
∓ 1
2π
√
2µ
E
Θ(E)
E + 2µ
+
1
2π
√
µ
E + µ
Θ(E)
E + 2µ
− θ01
[
1
2
δ(E + µ) +
1
π
√
µ
E + µ
Θ(E + µ)
E + 2µ
]
.
(63)
Fu¨r E > 0 kann diese Formel stark vereinfacht werden, da in diesem Fall die δ-Distributionen
weggelassen werden ko¨nnen und Θ(E) = Θ(E + µ) = 1 gilt:
ρ+(E) =
L2
8π
− (2 +
√
2)L
8π
1√
E
+
√
2L
4π
1√
E + µ
∓
[
1
4π
√
µ
E
1
E + µ
+
1
2π
√
2µ
E
1
E + 2µ
− 1
2π
√
µ
E + µ
1
E + 2µ
]
.
(64)
Fu¨r E > 0 stimmen die Zustandsdichten fu¨r das attraktive und das repulsive Potential
also bis auf das Vorzeichen der Eckkorrekturen u¨berein. Aus der hergeleiteten Zustands-
dichte ko¨nnen nun auch die Zustandsdichten von nicht wechselwirkenden Bosonen und
Fermionen mit Eckkorrekturen aus den Grenzfa¨llen bestimmt werden. Fu¨r κ →∞ ver-
schwinden alle µ-abha¨ngigen Terme und man erha¨lt u¨bereinstimmend mit [6] die Zu-
standsdichte von zwei nicht-wechselwirkenden Fermionen auf einer Linie der La¨nge L (D
fu¨r Dirichlet)
ρD =
L2
8π
Θ(E)− (2 +
√
2)L
8π
Θ(E)√
E
+
3
8
δ(E).
Fu¨r µ → 0 bilden alle Summanden in den Eckkorrekturen bis auf Vorfaktoren Dirac-
Folgen. Diese Faktoren ko¨nnen durch Integration u¨ber R gefunden werden. Der Grenz-
wert fu¨r µ→ 0 existiert im Sinne von δ-Distributionen und ist gegeben durch
lim
µ→0 ρ45
◦(E) =
5
32
δ(E) ∓ 1
8
δ(E) ∓ 1
4
δ(E) +
1
8
δ(E) − θ01
[
1
4
δ(E) +
1
2
δ(E)
]
= − 3
32
δ(E).
Die Zustandsdichte fu¨r das System aus zwei Bosonen ohne Wechselwirkung ist deshalb
gegeben durch (N fu¨r Neumann)
ρN(E) =
L2
8π
Θ(E)− (2−
√
2)L
8π
Θ(E)√
E
− 1
8
δ(E).
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Im Falle einer starken attraktiven Wechselwirkung (κ < 0) muss die Zustandsdichte
relativ zur Energie E = −µ betrachtet werden. Im Grenzfall u¨berleben nur zwei Sum-
manden:
lim
µ→∞|
κ<0
ρ(E∗ − µ) =
√
2L
2π
Θ(E∗)√
E∗
− 1
2
δ(E∗) =
L
2π
√
4m
~2
Θ(E∗)√
E∗
− 1
2
δ(E∗).
Dabei ist E∗ = E + µ die Anregungsenergie relativ zu E = −µ (der Grundzustand liegt
etwas oberhalb von −µ). Im zweiten Schritt wurde der weggelassene Faktor ~22m wieder
eingefu¨hrt um zu verdeutlichen, dass das Ergebnis lediglich die Zustandsdichte eines
Teilchens der Masse 2m auf einer Linie der La¨nge L (mit Dirichlet-Randkorrekturen)
ist. Die Teilchen verhalten sich also im Grenzfall κ → −∞ wie ein einziges Teilchen
doppelter Masse. Im Falle endlicher negativer Werte von κ ist die Zustandsdichte im
Bereich −µ ≤ E < 0 relativ zu E = −µ gegeben durch
ρ−(E∗ − µ) =
√
2L
2π
Θ(E∗)√
E∗
− 1
2
δ(E∗)− 1
π
√
µ
E∗
Θ(E∗)
E∗ + µ
.
Der letzte Summand ist der Einfluss der Wechselwirkung der zwei aneinander gebun-
denen Bosonen. Er a¨hnelt einer eindimensionalen Randkorrektur bei gemischten Rand-
bedingungen, allerdings ist eine physikalische Interpretation unter diesem Gesichtspunk
nicht wirklich sinnvoll, da bei einer gemischten Randkorrektur zusa¨tzliche gebundene
Zusta¨nde der Form δ(E∗ + µ) auftreten wu¨rden. Fest steht, dass die beiden hinteren
Summanden aus dem Zusammenspiel der Wechselwirkung und der Ra¨nder entsteht, da
sie aus den Eckkorrekturen resultieren. Die Dirichlet-Randkorrekturen mu¨ssen also fu¨r
die gebundenen Zweiteilchen-Zusta¨nde gema¨ß
−1
4
δ(E∗)→ −1
4
δ(E∗)− 1
2π
√
µ
E∗
Θ(E∗)
E∗ + µ
ersetzt werden. Es ist jedoch fraglich, ob sich fu¨r ho¨here Teilchenzahlen bzw. ho¨here
Dimensionen a¨hnliche Ersetzungsregeln ergeben.
Fu¨r spa¨tere Betrachtungen wird nun noch das analytische Verhalten der Eckkorrek-
turen betrachtet. Der Beitrag der 45◦-Ecke ist fu¨r E > 0 gegeben durch
ρ45◦(E) = ∓
(
1
8π
√
µ
E
1
E + µ
+
1
4π
√
2µ
E
1
E + 2µ
− 1
4π
√
µ
E + µ
1
E + 2µ
)
.
Der Ausdruck in der Klammer ist fu¨r alle Werte von E > 0 positiv und streng monoton
fallend: der erste Summand erfu¨llt diese Eigenschaften schon, d.h. es mu¨ssen nur die
zwei hinteren Summanden betrachtet werden. Fu¨r diese gilt
1
4π
1
E + 2µ
(√
2µ
E
−
√
µ
E + µ
)
=
1
4π
1
E + 2µ
√
2µE + 2µ2 −√µE√
E(E + µ)
> 0.
Beim differenzieren nach E kehren sich alle Vorzeichen um und man erha¨lt fu¨r diesen
Fall vollkommen analog ρ′45◦(E) > 0 fu¨r κ > 0 und ρ
′
45◦(E) < 0 fu¨r κ < 0. Beru¨cksichtigt
man nun noch, dass die Eckkorrekturen fu¨r E → ∞ verschwinden, so wird ersichtlich,
dass ihr Einfluss in der Na¨he des Grundzustands (κ ≥ 0) bzw. in der Na¨he von E = 0
(κ < 0) maximal ist.
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Abbildung 10: (a) Fundamentale Doma¨ne in den Koordinaten x1 =
1√
2
(q1 − q2), x2 =
1√
2
(q1 + q2). Sie ist symmetrisch bzgl. der Geraden x2 =
L√
2
(gestrichelte
Linie). (b) Halbe Fundamentale Doma¨ne fu¨r die Fa¨lle einer Dirichlet- (D)
und einer Neumann-Randbedingung (N) bei x2 =
L√
2
. (c) Verdoppeltes
System symmetrisch bzgl. der diagonalen x1 = x2.
5.4. Vergleich mit den quantenmechanischen Lo¨sungen
Nun sollen die hergeleiteten Zustandsdichten mit der exakten quantenmechanischen Zu-
standsdichte verglichen werden. Dazu mu¨ssen zuerst die quantenmechanischen Lo¨sungen
fu¨r das System gefunden werden. Oben wurde gezeigt, dass das System aus zwei Bosonen
auf einer Linie (bis auf Normierung) a¨quivalent zu einem einzelnen (Quasi)Teilchen in
der Fundamentalen Doma¨ne F2 mit gemischten Randbedingungen auf der Hypotenuse
und Dirichlet-Randbedingungen auf den Katheten ist (vgl. Abb. 10 a). Die Koordinaten
x1 und x2 werden wie im ersten Teilabschnitt 5 definiert. Da die Fundamentale Doma¨ne
symmetrisch bezu¨glich der Geraden x2 =
L√
2
ist mu¨ssen die Lo¨sungen entweder sym-
metrisch oder antisymmetrisch bezu¨glich dieser Geraden sein. Das bedeutet, dass bei
x2 =
L√
2
entweder eine Neumann-Randbedingung oder eine Dirichlet-Randbedingung
gelten muss. Es reicht also aus, die Lo¨sungen der Systeme in Abb. 10(b) zu finden, wobei
die Lo¨sungen auf 12 normiert werden mu¨ssen. A¨quivalent zur Dirichlet-Randbedingung
bei x1 = x2 ko¨nnen nun nur die bzgl. Koordinatenvertauschung antisymmetrischen
Lo¨sungen des an x1 = x2 gespiegelten Systems 10(c) betrachtet werden (Normierung
auf 1). Die Lo¨sungen von 10(c) ko¨nnen durch einen Separationsansatz als die Produk-
te der eindimensionalen Lo¨sungen geschrieben werden. Fu¨r den Fall einer Dirichlet-
Randbedingung sind diese aus (3.1) bekannt und fu¨r diesen Fall mit d := L√
2
gegeben
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durch
ψDn (x) =
√
2
d
(
1− sin(2knd)
2knd
)− 1
2
sin (kn(|x| − d)) ,
kn = −κ tan(knd), knd ∈ (nπ − π
2
, nπ +
π
2
).
(65)
Außerdem gibt es fu¨r κd ∈ (−1, 0) eine weitere Lo¨sung ψD0 (x) dieser Form mit k0d ∈
(0, π2 ) und fu¨r κd ∈ (−∞,−1) eine Lo¨sung der Form
ψD0 =
√
2
d
(
sinh(2k0d)
2k0d
− 1
)− 1
2
sinh(k0(|x| − d)),
k0 =− κ tanh(k0d).
(66)
Vollkommen analog findet man fu¨r den Fall einer Neumann-Randbedingung die eindi-
mensionalen Lo¨sungen
ψNn =
√
2
d
(
1 +
sin(2knd)
2knd
)− 1
2
cos(kn(|x| − d)),
kn =κ cot(knd) = −κ tan(knd+ π
2
), knd ∈ (nπ − π
2
, nπ +
π
2
).
(67)
Außerdem gibt es fu¨r κ < 0 eine weitere Lo¨sung (unabha¨ngig vom Betrag von κd)
ψN0 =
√
2
d
(
sinh(2k0d)
2k0d
+ 1
)− 1
2
cosh(k0(|x| − d)),
k0 =− κ coth(k0d).
(68)
Sei nun KD die Menge der erlaubten Wellenzahlen kn in den eindimensionalen Lo¨sungen
(65) und (66) mit Dirichlet-Randbedingung und KN die Menge der erlaubten Wellen-
zahlen in (67) und (68) mit Neumann-Randbedingungen, wobei die Wellenzahlen der
hyperbolischen Lo¨sungen (66) und (68) jeweils als ik0 vertreten sein sollen (ihr Quadrat
also negativ ist). Dann sind die Lo¨sungen des gesamten Systems gegeben durch
ψDmn =
1
2
[
ψDm(x1)ψ
D
n (x2)− ψDm(x2)ψDn (x1)
]
, km, kn ∈ KD, m < n,
ψNmn =
1
2
[
ψNm(x1)ψ
N
n (x2)− ψNm(x2)ψNn (x1)
]
, km, kn ∈ KN, m < n.
(69)
Die Einschra¨nkung m < n ist notwendig, da das Vertauschen der Werte von m und
n keine weiteren linear unabha¨ngigen Wellenfunktionen liefert und diese fu¨r m = n
verschwindet. Außerdem wurden die Wellenfunktionen auf den gesamten Konfigurati-
onsraum [0, L]× [0, L] normiert. Fu¨r die (globale) Zustandsdichte ist die Wellenfunktion
selbst nicht relevant, sondern nur die erlaubten Energien. Diese setzen sich zusammen
aus allen Kombinationen k2m + k
2
n mit km, kn ∈ KD,m < n sowie allen Kombinationen
k2m+k
2
n mit km, kn ∈ KN,m < n. Diese mu¨ssen numerisch berechnet werden. In Anhang
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Abbildung 11: Plots fu¨r κ = 20. Im linken Bild sind die ersten 10 quantenmechanischen
Zusta¨nde abgedeckt, im rechten die ersten 100. Die Korrekturen von den
Ecken spielen bei hohen Energien eine untergeordnete Rolle.
A.2 ist dazu eine effiziente Mo¨glichkeit vorgestellt, die fu¨r die Plots auch Anwendung
gefunden hat.
Der Vergleich der exakten Zustandsdichte mit der semiklassisch gena¨herten erfolgt
wieder u¨ber die Za¨hlfunktion N . Diese ist gegeben durch
NSK(E) =
∫ E
−∞
dE′ ρ(E′)
=
[
L2
8π
E − (2 +
√
2)L
4π
√
E ±
√
2L
2π
(
√
E + µ−√µ)
]
Θ(E)
+ θ01
√
2L
π
√
E + µ ·Θ(E + µ) +NEcken(E).
Die Korrekturen von den Ecken liefern die Za¨hlfunktion
NEcken(E) =
[
3
8
∓ 1
2π
arctan
√
E
µ
∓ 1
π
arctan
√
E
2µ
+
1
π
(
arctan
√
E
µ
+ 1− π
4
)]
Θ(E)
− θ01
[
1
2
+
2
π
arctan
√
E
µ
+ 1
]
Θ(E + µ).
Analog wie in Abschnitt 4.3 wird nun wieder L = 1 und somit d = 1√
2
angenommen.
Zuerst wird die repulsive Wechselwirkung betrachtet, d.h. es gilt κ > 0. In Abb.
11 sind die Plots fu¨r κ = 20 (also insbesondere κ > 0) zu sehen. Die semiklassische
Za¨hlfunktion mit Eckkorrekturen NSK verla¨uft optimal durch die exakte Za¨hlfunktion.
Fu¨r hohe Energien spielen die Eckkorrekturen eine untergeordnete Rolle. Das war zu
erwarten, da die Funktion NEcken aufgrund ihrer Monotonie auf das Intervall [−18 , 38 ] be-
schra¨nkt ist. Fu¨r Energien in der Na¨he des Grundzustands liefern sie aber eine relevante
Korrektur. Im Plot sind auch die Grenzfa¨lle verschwindender Wechselwirkung (κ → 0,
Neumann-Randbedingung bei q1 = q2) und starker Wechselwirkung (κ→∞, Dirichlet-
Randbedingung bei q1 = q2) mit Eckkorrekturen eingezeichnet (gestrichelte Linien). Fu¨r
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Abbildung 12: Plots fu¨r κ = 50. Links: fu¨r kleine Energien na¨hert sich die Za¨hlfunktion
dem fermionischen Fall an, d.h. die Wechselwirkung wirkt sich sehr stark
aus. Rechts: bei hohen Energien (Anregungen 4000 bis 4100) ist der Graph
bereits na¨her am nicht-wechselwirkenden Fall.
niedrige Energien na¨hert sich der Graph dem stark wechselwirkenden Fall an. Das be-
deutet, dass hier die repulsive Wechselwirkung eine große Rolle spielt. Dagegen verhalten
sich die Teilchen fu¨r ausreichend große Energien E ≫ µ wie nicht-wechselwirkende Bo-
sonen. Im Plot fu¨r κ = 50 in Abb. 12 ist diese Tendenz schon deutlich zu erkennen. Dort
sind die ersten 10 Zusta¨nde sowie ein Ausschnitt von 100 Zusta¨nden bei ho¨herer Energie
zu sehen. Im rechten Plot mit hohen Anregungen fallen die Za¨hlfunktionen mit und ohne
Eckkorrekturen zusammen, weshalb diese vernachla¨ssigt werden ko¨nnen, bzw. durch die
Eckkorrekturen fu¨r κ → 0 ersetzt werden ko¨nnen, was eine konstante Verschiebung der
Za¨hlfunktion bewirkt. Obwohl in Abb. 12 im rechten Plot lediglich E ≈ 4µ gilt, liegt die
Za¨hlfunktion schon nahe an dem wechselwirkungsfreien Grenzfall.
Nun soll noch untersucht werden, wie sich die Wechselwirkung auf die Grundzustand-
senergie auswirkt. Diese ist gegeben durch E0 = k
2
1 + k
2
2 mit k1, k2 ∈ KN. Aus den
Bestimmungsgleichungen in (67) lassen sich die Grenzfa¨lle E0 = 2π
2 ≈ 19, 7 fu¨r κ → 0
und E0 = 2((
π
2 )
2 + (3π2 )
2) ≈ 49, 3 fu¨r κ → ∞ extrahieren. In Abb. 13 ist links der
Verlauf der Grundzustandsenergie in Abha¨ngigkeit von κ zu sehen. Rechts davon ist die
Funktion
ρr : R
+ → R+, ρr(κ) :=
∣∣∣∣ρEcken(E0(κ), κ)ρ(E0(κ), κ)
∣∣∣∣ (70)
aufgetragen, d.h. der relative Beitrag der Eckkorrekturen zur gesamten Zustandsdichte
bei der Grundzustandsenergie, welche wiederum von κ abha¨ngig ist. Das zweite Ar-
gument in den Zustandsdichten innerhalb der Betragsstriche soll verdeutlichen, dass
diese u¨ber µ = κ2 fu¨r beliebige Energien auch als Funktion von κ aufgefasst werden
ko¨nnen. Die Funktion ρr(κ) besitzt ein globales Maximum
8 bei κ0 ≈ 5, 814 mit demWert
ρr(κ0) ≈ 8, 019%. Dieser Wert entspricht ziemlich genau der Lo¨sung von E0(κ) = κ2,
welche durch κ′0 ≈ 5, 871 gegeben ist (linker Plot). Der Fehler in der Zustandsdich-
8Das gilt nur, weil die Funktion ρr(κ) fu¨r κ < 0 nicht definiert wurde. In diesem Fall ga¨be es bei
κ ≈ −3.3 einen Pol, da dann E0 = 0 gilt (siehe weiter unten im Text).
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Abbildung 13: Links: Grundzustandsenergie in Abha¨ngigkeit von κ. Rechts: relativer
Beitrag der Eckkorrekturen im Vergleich zur gesamten Zustandsdichte in
Abha¨ngigkeit von κ bei E = E0.
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Abbildung 14: Links: Grundzustandsenergie in Abha¨ngigkeit von κ. Bei ca. κ1 = −3, 286
findet ein Vorzeichenwechsel statt. Rechts: Zustandsdichten fu¨r den kri-
tischen Wert κ1
te durch das Weglassen der Eckkorrekturen ist demnach beim Grundzustand dann am
gro¨ßten, wenn fu¨r diesen E0 ≈ µ gilt. Der Fehler betra¨gt dann ca. 8%. Da die Korrek-
turen von den Ecken fu¨r gegebenes κ > 0 negativ und streng monoton steigend sind, ist
der Fehler bei allen Energien E > E0 kleiner.
Im Falle einer attraktiven Wechselwirkung erha¨lt man abha¨ngig vom Betrag von κ
zusa¨tzlich gebundene Zusta¨nde. Fu¨r E > 0 unterscheiden sich die Eckkorrekturen nur
durch das Vorzeichen, d.h. fu¨r ausreichend hohe Energien sind diese vernachla¨ssigbar
(bzw. ko¨nnen durch die Korrekturen ohne Wechselwirkung ersetzt werden). Falls der
Grundzustand jedoch ein gebundener Zustand ist, so ko¨nnte die Divergenz beiE = 0 Pro-
bleme bereiten. In Abb. 14 ist die Grundzustandsenergie E0 in Abha¨ngigkeit von κ im In-
tervall [−8, 8] zu sehen. Bei ca. κ1 = −3, 286 ist der kritische Punkt, an dem der Grundzu-
stand das Vorzeichen wechselt. Im selben Plot ist die Funktion Emin(κ) := −µ(κ)Θ(−κ)
eingezeichnet. Sie gibt die untere Grenze der fu¨r die semiklassische Za¨hlfunktion relevan-
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5.4. Vergleich mit den quantenmechanischen Lo¨sungen
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Abbildung 15: Za¨hlfunktionen fu¨r κ = −20 (links) und κ = −50 (rechts). Fu¨r E < 0 ist
die A¨hnlichkeit zu der Za¨hlfunktion fu¨r ein einzelnes Teilchen deutlich zu
erkennen.
ten Energie an, d.h. fu¨r κ ≥ 0 immer Emin = 0, fu¨r κ < 0 Emin = −κ2. Fu¨r κ ≪ κ1 ist
der Grundzustand na¨herungsweise durch E0 = Emin(κ) gegeben. Im rechten Plot ist die
Za¨hlfunktion fu¨r den kritischen Fall κ = κ1 zu sehen. Der Fehler bei negativen Energien
resultiert genau aus der Abweichung von Emin von der Grundzustandsenergie. Allerdings
zeigt der Graph auch, dass genau dieser Bereich eine Abscha¨tzung der Zustandsdichte
bei E = 0 zula¨sst, da diese beim linksseitigen Grenzwert E → 0− im Gegensatz zum
rechtsseitigen endlich ist. Auch in der Za¨hlfunktion, die bei E = 0 nicht stetig ist, bietet
es sich an, den linksseitigen Grenzwert zu verwenden. Fu¨r kleinere Werte von κ treten
die vorausgesagten gebundenen Zusta¨nde auf.
In Abb. 15 sind die Za¨hlfunktionen fu¨r κ = −20 (links) und κ = −50 (rechts) zu
sehen. Der Sprung bei E = 0 wird in der Za¨hlfunktion vernachla¨ssigbar, jedoch diver-
giert die Zustandsdichte an dieser Stelle nach wie vor. Als Na¨herung bietet sich deshalb
wieder die Verwendung des linksseitigen Grenzwertes an. Fu¨r ausreichend kleine Werte
von κ (genauer fu¨r κ < −2
(
√
2−1)) ist der so fu¨r die Zustandsdichte gewonnene Grenzwert
kleiner als der Volumenterm in der Zustandsdichte. Beachtet man, dass diese monoton
steigend ist (positive Kru¨mmung im Plot), so kann der fu¨r die Zustandsdichte kritische
Bereich u¨berbru¨ckt werden, indem diese als konstant angenommen wird, bis die Formel
fu¨r ρ(E) diese durch den linksseitigen Grenzwert gegebene Konstante u¨berschreitet. In
der Za¨hlfunktion ist das nicht notwendig, da der Sprung bei E = 0 vernachla¨ssigbar
ist. In den beiden Plots ist zu sehen, dass die Korrekturen von den Ecken fu¨r negative
Energien nicht zu vernachla¨ssigen sind, solange die Anzahl der gebundenen Zusta¨nde
klein ist, da sie die Za¨hlfunktion bei E = 0− unabha¨ngig von κ genau um den Wert Eins
verringern. Das heißt, dass beim Weglassen der Eckkorrekturen ein gebundener Zustand
zu viel geza¨hlt wird. Wie bei den Grenzwerten gesehen wurde, unterscheidet sich die
mittlere Zustandsdichte nur aufgrund dieser Eckkorrekturen von der eines einem einzel-
nen Teilchen mit doppelter Masse. Unter diesem Gesichtspunkt erscheint der absolute
Fehler von genau einem Zustand in der Za¨hlfunktion als eher gering. Als letztes bleibt
noch zu bemerken, dass die Abscha¨tzung E0 ≈ −µ in den beiden Plots (15) bereits
relativ gut ist.
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6. Lokale Zustandsdichte fu¨r zwei Bosonen auf einer Linie
In diesem Abschnitt soll fu¨r das im vorhergehenden Kapitel betrachtete System die lokale
Zustandsdichte fu¨r eine repulsive δ-Wechselwirkung hergeleitet werden. Diese beinhaltet
zusa¨tzlich zur Information u¨ber das Spektrum auch Informationen u¨ber die Wahrschein-
lichkeit, in einem bestimmten Intervall ein Teilchen anzutreffen. Dazu wird zuerst die
exakte quantenmechanische lokale Zustandsdichte berechnet und im Anschluss das se-
miklassische Pendant u¨ber den Propagator hergeleitet. Die Teilchendichte ist mit der
lokalen Zustandsdichte eng verwandt und wird zum Vergleich der quantenmechanischen
und der semiklassischen Ergebnisse herangezogen.
6.1. Quantenmechanische lokale Zustandsdichte
Die quantenmechanischen Wellenfunktionen wurden im Abschnitt 5.4 hergeleitet und
sind fu¨r κ ≥ 0 gegeben durch
ψD/Nmn (x1, x2) =
1
2
[
ψD/Nm (x1)ψ
D/N
n (x2)− ψD/Nn (x1)ψD/Nm (x2)
]
,
ψDn (x) =
√
2
d
(
1− sin(2knd)
2knd
)− 1
2
sin(kn(|x| − d)), tan(knd) = −kn
κ
,
ψNn (x) =
√
2
d
(
1 +
sin(2knd)
2knd
)− 1
2
cos(kn(|x| − d)), cot(knd) = kn
κ
.
Dabei gilt x1 =
1√
2
(q1 − q2) und x2 = 1√2 (x1 + x2) mit den physikalischen Koordinaten
(q1, q2) sowie L =
√
2d. Der U¨bersicht halber wird ab hier (q1, q2) = (x, y) geschrieben.
Die Integration erfolgt u¨ber y. Die Indizierungen D bzw. N werden nun weggelassen.
Die Unterscheidung erfolgt an geeigneter Stelle durch verschiedene Vorzeichen. Die Wel-
lenfunktionen mu¨ssen als Funktion der physikalischen Koordinaten geschrieben werden:
ψmn(x, y) =A [ϑmn(x, y)− ϑnm(x, y)] ,
ϑmn(x, y) =

sin
(
km(
|x−y|√
2
− d)
)
sin(kn
( |x+y|√
2
− d)
)
Dirichlet
cos
(
km(
|x−y|√
2
− d)
)
cos
(
kn(
|x+y|√
2
− d)
)
Neumann,
A =
1
d
[(
1∓ sin(2kmd)
2kmd
)(
1∓ sin(2knd)
2knd
)]− 1
2
.
Bei der Normierungskonstante A gilt das obere Zeichen fu¨r die Dirichlet-Lo¨sung und
das untere Zeichen fu¨r die Neumann-Lo¨sung. Diese Konvention ist fu¨r den Rest dieses
Abschnitts gu¨ltig. Nun muss u¨ber das Betragsquadrat der Wellenfunktionen bzgl. y
integriert werden. Um dies zu vereinfachen, ko¨nnen zwei Symmetrieeigenschaften von
ψmn verwendet werden. Aus Abb. 10 wird sofort ersichtlich, dass ψmn(x, y) = ψmn(y, x)
gelten muss. Außerdem gilt aufgrund der Dirichlet- bzw. Neumann-Randbedingung bei
x2 = d ⇔ x + y = L auch ψmn(x, y) = ∓ψmn(L − y, L − x). Es gibt noch viele weitere
Symmetrien, jedoch werden nur diese beiden beno¨tigt. Fu¨r die Teilchendichte gilt nun
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nach Abschnitt 2.6
1
2
nmn(x) =
∫ L
0
dy ψ2mn(x, y) =
∫ x
0
dy ψ2mn(x, y) +
∫ L
x
dy ψ2mn(L− x,L− y)
=
∫ x
0
dy ψ2mn(x, y) +
∫ L−x
0
dz ψ2mn(L− x, z).
In der zweiten Zeile wurde L − y = z substituiert sowie die Integrationsgrenzen ver-
tauscht. Dies zeigt, dass nur das erste Integral explizit berechnet werden muss und das
zweite daraus direkt durch die Ersetzung x →  L − x berechnet werden kann. Bei der
Berechnung des ersten Integrals ko¨nnen die Betra¨ge einfach weggelassen werden. Der
ha¨ufig auftretende Faktor 1√
2
wird nun in kn und κ integriert: mit gn :=
kn√
2
und γ := κ√
2
vereinfachen sich die Argumente der auftretenden trigonometrischen Funktionen und die
Bestimmungsgleichungen fu¨r die Wellenzahlen zu
kn(
x∓ y√
2
− d) = gn(x∓ y − L), tan(gnL) = −gn
γ
, cot(gnL) =
gn
γ
.
Mit Hilfe von
sin(a) sin(b) =
1
2
(cos(a− b)− cos(a+ b)), cos(a) cos(b) = 1
2
(cos(a− b) + cos(a+ b))
kann der Integrand (ϑmn(x, y)−ϑnm(x, y))2 auf elementare Trigonometrische Funktionen
reduziert werden. Dabei unterscheiden sich die Integrale u¨ber die quadratischen Terme
ϑ2mn und ϑ
2
nm lediglich in der Reihenfolge von m un n, mu¨ssen also nicht beide berechnet
werden. Die skizzierten Rechnungen erfordern lediglich sorgfa¨ltige Arbeit und werden
hier nicht angefu¨hrt. Insgesamt erha¨lt man
nmn(x) =
=
A2
4
{
4L∓ 2
(
sin(2gmL)
gm
+
sin(2gnL)
gn
)
+
gn
g2m − g2n
[
sin
(
4gmx− 2(gm + gn)L
)
− sin
(
4gmx− 2(gm − gn)L
)]
+
gm
g2n − g2m
[
sin
(
4gnx− 2(gn + gm)L
)
− sin
(
4gnx− 2(gn − gm)L
)]
− 4x cos
(
2gm(L− x)
)
cos
(
2gn(L− x)
)
− 4(L− x) cos(2gmx) cos(2gnx)
± 2
gm
[
cos
(
2gn(L− x)
)
sin(2gmx) + cos(2gnx) sin
(
2gm(L− x)
)]
± 2
gn
[
cos
(
2gm(L− x)
)
sin(2gnx) + cos(2gmx) sin
(
2gn(L− x)
)]
− 1
gm + gn
[
sin
(
2(gm + gn)x
)
+ sin
(
2(gm + gn)(L− x)
)]
− 1
gm − gn
[
sin
(
2(gm − gn)x
)
+ sin
(
2(gm − gn)(L− x)
)]}
.
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Dieses Ergebnis ist etwas unhandlich. Es empfiehlt sich die Teilchendichte nmn(x) auf-
grund ihrer Symmetrie bezu¨glich x = L2 relativ zu diesem Punkt zu betrachten, d.h.
man betrachtet nmn(x+
L
2 ). Nach dieser Substitution ko¨nnen die Additionstheoreme fu¨r
die trigonometrischen Funktionen verwendet werden, um die verbleibenden Terme auf
einfache Sinus- und Kosinus-Funktionen zu reduzieren. Als Ergebnis erha¨lt man fu¨r die
Teilchendichte mit y = x− L2
nmn
(
y +
L
2
)
= C ·
{
a0 + a1 cos(2gmy) + a2 cos(2gny)
+ a3 cos
(
2(gn − gm)y
)
+ a4 cos
(
2(gn + gm)y
)
+ y
[
a5 sin
(
2(gn − gm)y
)
+ a6 sin
(
2(gn + gm)y
)]}
mit den Koeffizienten
a0 =2
[
L∓
(
smcm
gm
+
sncn
gn
)]
, a1 = −2gmsmtm
g2n − g2m
, a2 = 2
gnsntn
g2n − g2m
,
a3 =− L(cmcn + smsn)− 1
gn − gm (cmsn − smcn)±
gn + gm
gmgn
(smcn + cmsn),
a4 =− L(cmcn − smsn)− 1
gn + gm
(cmsn + smcn)± gn − gm
gmgn
(smcn − cmsn),
a5 =− 2(cmsn − smcn), a6 = −2(cmsn + smcn),
C =
A2
2
=
1
L2
[(
1∓ smcm
gmL
)(
1∓ sncn
gnL
)]−1
.
Die Konstanten sn und cn sind gegeben durch
sn = sin(gnL) =


(−1)n γ√
g2n+γ
2
Dirichlet
(−1)n+1 gn√
g2n+γ
2
Neumann,
cn = cos(gnL) =


(−1)n+1 gn√
g2n+γ
2
Dirichlet
(−1)n+1 γ√
g2n+γ
2
Neumann.
Nun kann auch die Zustandsdichte direkt angegeben werden:
ρexakt(x,E) =
1
2
∑
m<n
Dir. & Neu.
δ(E − Emn)nmn(x), (71)
6.2. Semiklassische lokale Zustandsdichte
Um die semiklassisch gena¨herte lokale Zustandsdichte zu erhalten muss der Propaga-
tor fu¨r das gesamte System aufgestellt werden und eine Koordinate u¨ber die La¨nge
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L integriert werden. Das Ergebnis muss symmetrisch bezu¨glich x = L2 sein, jedoch
kann angenommen werden, dass das Verhalten in der Na¨he eines Randes nicht vom
gegenu¨berliegenden Rand beeinflusst wird. Deshalb wird im Propagator nur einer der
physikalischen Ra¨nder beru¨cksichtigt. Das Ergebnis ist dann nicht mehr symmetrisch,
sollte aber in der Na¨he des Rands gute Vorhersagen machen. Der Propagator fu¨r zwei Bo-
sonen auf einer Halbgeraden mit einer Dirichlet-Randbedingung bei x = 0 muss die Fol-
genden Eigenschaften haben: er muss bezu¨glich Koordinatenvertauschung die gemischte
Randbedingung bei q1 = q2 repra¨sentieren, sowie die Dirichlet-Randbedingungen bei
q1 = 0 und q2 = 0 erfu¨llen. Der Propagator kann nun a¨hnlich konstruiert werden
wie der Propagator fu¨r die Ecke in Abschnitt 5.2. Man betrachtet die Koordinaten
x1 =
1√
2
(q1 − q2), x2 = 1√2(q1 + q2) und stellt den Propagator ohne die Dirichlet-
Randbedingungen auf als das Produkt der auf den symmetrischen Unterraum proji-
zierten Propagatoren fu¨r ein Delta-Potential (ohne Zeitabha¨ngigkeit)
K ′(x′,x) = K+δ (x
′
1, x1)K
+
δ (x
′
2, x2).
Um zusa¨tzlich die Randbedingungen bei q1 = 0, also x1 = x2, und q2 = 0, also x1 = −x2,
zu erfu¨llen, wird dieser Propagator noch bezu¨glich dieser Geraden antisymmetrisiert. Der
volle Propagator ist dann
K(x′,x) =K+δ (x
′
1, x1)K
+
δ (x
′
2, x2)−K+δ (x′2, x1)K+δ (x′1, x2)
− (K+δ (−x′2, x1)K+δ (−x′1, x2)−K+δ (−x′1, x1)K+δ (−x′2, x2))
=2K+δ (x
′
1, x1)K
+
δ (x
′
2, x2)− 2K+δ (x′2, x1)K+δ (x′1, x2).
Tatsa¨chlich entspricht dieser Propagator genau dem Propagator fu¨r die Ecke, jedoch sind
in diesem Fall die Koordinaten fu¨r die Spurbildung vorgegeben. Ausgeschrieben lautet
der Propagator fu¨r x′1 = x1 und x′2 = x2
K(x′,x) =
1
2
[K0(x1, x1)K0(x2, x2) +K0(x1, x1)K0(−x2, x2)
+K0(−x1, x1)K0(x2, x2) +K0(−x1, x1)K0(−x2, x2)]
−[K0(x1, x1)Kκ(x2, x2) +Kκ(x1, x1)K0(x2, x2)
+K0(−x1, x1)Kκ(x2, x2) +Kκ(x1, x1)K0(−x2, x2)]
+2Kκ(x1, x1)Kκ(x2, x2)
−1
2
[K0(x2, x1)K0(x1, x2) +K0(x2, x1)K0(−x1, x2)
+K0(−x2, x1)K0(x1, x2) +K0(−x2, x1)K0(−x1, x2)]
+[K0(x2, x1)Kκ(x1, x2) +Kκ(x2, x1)K0(x1, x2)
+K0(−x2, x1)Kκ(x1, x2) +Kκ(x2, x1)K0(−x1, x2)]
+2Kκ(x2, x1)Kκ(x1, x2).
Die Koordinaten x1, x2 werden nun noch durch die tatsa¨chlichen Teilchenpositionen q1
und q2 ausgedru¨ckt. Dann muss u¨ber eine dieser Koordinaten integriert werden. Als
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Integrationsvariable wird q2 gewa¨hlt und fu¨r die bessere U¨bersichtlichkeit wie in Teilab-
schnitt 6.1 x = q1, y = q2 geschrieben, d.h. x ist die Variable, die spa¨ter in der lokalen
Zustandsdichte die Ortsabha¨ngigkeit angibt. Wann immer es mo¨glich ist, wird die In-
tegration u¨ber y bis Unendlich ausgedehnt. Vorab kann dabei noch eine Vereinfachung
vorgenommen werden: die Integration u¨ber y erfolgt von 0 bis unendlich (bzw. bis L).
Substituiert man im Integral y → −y so wird der Integrand an der x-Achse gespiegelt
und die Integration erfolgt von −∞ (bzw. −L) bis 0. Diese Spiegelung entspricht in den
Koordinaten (x1, x2) genau der Vertauschung von x1 und x2. Das bedeutet, dass sich
zwei Summanden im Propagator, die sich nur durch vertauschte Rollen von x1 und x2
unterscheiden, bei der Integration zu einem einzigen Integral u¨ber die gesamte reelle
Achse (bzw. u¨ber [−L,L]) zusammenfassen lassen. Auf diese Art ko¨nnen die insgesamt
18 Summanden in obigem Propagator auf 12 reduziert werden. Im Folgenden ist des-
halb das Integrationsintervall wahlweise [−L,L] oder [−∞,∞]. Der wechselwirkungsfreie
Anteil des Propagators verku¨rzt sich zu
Ko(x,x) =
1
4
[K0(x1, x1)K0(x2, x2) +K0(−x1, x1)K0(−x2, x2)
+ 2K0(x1, x1)K0(−x2, x2)− 2K0(x2, x1)K0(−x1, x2)
−K0(x2, x1)K0(x1, x2)−K0(−x2, x1)K0(−x1, x2)]
=
1
16πβ
[1 + e−
1
2β
[(x−y)2+(x+y)2] + 2e−
1
2β
(x+y)2 − 2e− 12β (x2+y2) − e− 1β y2 − e− 1β x2]
=
1
16πβ
[1 + e−
1
β
(x2+y2) + 2e−
1
2β
(x+y)2 − 2e− 12β (x2+y2) − e− 1β y2 − e− 1β x2 ].
Bis auf den ersten und den letzten Summanden kann die Integration bis unendlich aus-
gedehnt werden. Insgesamt ergibt sich
F (x, β) :=
∫ ∞
−∞
dy Ko(x
′,x)
=
L
8πβ
(
1− e− 1β x2
)
+
1
16
1√
πβ
(
e−
1
β
x2 − 1
)
+
√
2
8
1√
πβ
(
1− e− 12β x2
)
.
(72)
Das Integral u¨ber die meisten κ-abha¨ngigen Anteile des Propagators la¨sst sich nicht
direkt berechnen, kann jedoch so weit vereinfacht werden, dass nur einfache Integrale
verbleiben. Die Beitra¨ge sind im Einzelnen (mit x′i = xi):
a) Ka(x,x) := −K0(x1, x1)Kκ(x2, x2),
b) Kb(x,x) := −K0(−x1, x1)Kκ(x2, x2),
c) Kc(x,x) := Kκ(x1, x1)Kκ(x2, x2),
d) Kd(x,x) := K0(x2, x1)Kκ(x1, x2),
e) Ke(x,x) := K0(−x2, x1)Kκ(x1, x2),
f) Kf (x,x) := −Kκ(x2, x1)Kκ(x1, x2).
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Diese mu¨ssen nun nach und nach vereinfacht werden. Dabei fallen genau wie bei den
Korrekturen von den Ecken einige der auftretenden Integrale in der Summe weg. Da im
Folgenden beim Substituieren in den Integralen des O¨fteren bestimmte Vielfache von κ
auftreten, werden die Bezeichnungen
λ :=
√
2κ, γ := 2λ (73)
eingefu¨hrt (nicht zu verwechseln mit γ aus dem Abschnitt 6.1). Der erste Teil Ka ist Teil
einer Randkorrektur von einer gemischten Randbedingung. Dieser la¨sst sich als einziger
direkt integrieren:∫ ∞
−∞
dyKa =−
∫ ∞
−∞
dy
κ
4πβ
∫ ∞
0
dǫ e−κǫe−
1
4β
(
√
2|x+y|+ǫ)2
=− κ
4πβ
∫ ∞
−∞
dy
∫ ∞
0
dǫ e−κǫe−
1
4β
(
√
2|y|+ǫ)2
=− 2
√
2κ
4πβ
∫ ∞
0
dy
∫ ∞
0
dǫ e−κǫe−
1
4β
(2y+ǫ)2
=−
√
2
πβ
TrKκ(y
′, y)
=
√
2
πβ
(
1
4
eµβ erfc(
√
µβ)− 1
4
)
=: L(x, β) (74)
Tatsa¨chlich ist L(x, β) unabha¨ngig von x. Da die gesamte lokale Zustandsdichte fu¨r x = 0
verschwinden muss, muss dieser Term spa¨ter fu¨r x = 0 kompensiert werden. Der zweite
Propagator kann mit Hilfe von (60) wie folgt umgeschrieben werden:∫ ∞
−∞
dyKb = − κ
4πβ
∫ ∞
−∞
dy e
− 1
2β
(x−y)2
∫ ∞
0
dǫ e−κǫe−
1
4β
(
√
2|x+y|+ǫ)2
= − λ
4πβ
∫ ∞
0
dǫ e−λǫ
∫ ∞
−∞
dy e−
1
2β [(2x−y)2+(|y|+ǫ)]
= − λ
4πβ
∫ ∞
0
dǫ e−λǫ
∫ ∞
0
dy
{
e
− 1
2β [(y−2x)2+(y+ǫ)2] + e−
1
2β [(y+2x)
2+(y+ǫ)2]
}
= − λ
4πβ
∫ ∞
0
dǫ e−λǫ
∫ ∞
0
dy
{
e
− 1
β [(y+
ǫ
2
−x)2+( ǫ
2
+x)2] + e
− 1
β [(y+
ǫ
2
+x)2+( ǫ
2
−x)2]
}
= − γ
4πβ
∫ ∞
0
dǫ e−γǫ
{
e−
1
β
(ǫ+x)2
∫ ∞
ǫ−x
dy e−
1
β
y2 + e−
1
β
(ǫ−x)2
∫ ∞
ǫ+x
dy e−
1
β
y2
}
=: −I−(x, β) − I+(x, β).
Die beiden Integrale
I±(x, β) =
γ
4πβ
∫ ∞
0
dǫ e−
1
β
(ǫ±x)2
∫ ∞
ǫ∓x
dy e−
1
β
y2 (75)
treten a¨hnlich wie bei den Eckkorrekturen spa¨ter noch einmal mit umgekehrtem Vor-
zeichen auf und mu¨ssen deshalb nicht weiter berechnet werden. Als na¨chstes soll das
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Integral u¨ber Kc berechnet werden. Dabei tritt die folgende Fallunterscheidung auf (vgl.
Gleichung (60)):
(|x− y|+ ǫ)2 + (|x+ y|+ ǫ′)2 =


2(y + ǫ
′+ǫ
2 )
2 + 2(x+ ǫ
′−ǫ
2 ) y ≥ x
2(y + ǫ
′−ǫ
2 )
2 + 2(x+ ǫ
′+ǫ
2 ) −x ≤ y < x
2(y − ǫ′+ǫ2 )2 + 2(x− ǫ
′−ǫ
2 ) y < −x.
Das Integral u¨ber Kc ist damit gegeben durch∫ ∞
−∞
dyKc =
κ2
4πβ
∫ ∞
0
dǫ
∫ ∞
0
dǫ′ e−κ(ǫ+ǫ
′)
∫ ∞
−∞
dy e
− 1
4β [(
√
2|x−y|+ǫ)2+(√2|x+y|+ǫ′)2]
=
λ2
4πβ
∫ ∞
0
dǫ
∫ ∞
0
dǫ′ e−λ(ǫ+ǫ
′)
∫ ∞
−∞
dy e
− 1
2β [(|x−y|+ǫ)2+(|x+y|+ǫ′)2]
=
γ2
4πβ
∫ ∞
0
dǫ
∫ ∞
0
dǫ′ e−γ(ǫ+ǫ
′)
{∫ ∞
x
dy e
− 1
β [(y+ǫ
′+ǫ)2+(x+ǫ′−ǫ)2]
+
∫ −x
−∞
dy e
− 1
β [(y−(ǫ′+ǫ))2+(x−(ǫ′−ǫ))2]
+
∫ x
−x
dy e−
1
β [(y+ǫ
′−ǫ)2+(x+ǫ′+ǫ)2]
}
=
γ2
2πβ
∫ ∞
0
dǫ
∫ ∞
0
dǫ′ e−γ(ǫ+ǫ
′)
{
e−
1
β
(x+ǫ′−ǫ)2
∫ ∞
x
dy e−
1
β
(y+ǫ′+ǫ)2
+ e
− 1
β
(x+ǫ′+ǫ)2
∫ ∞
x
dy e
− 1
β
(y+ǫ′−ǫ)2
}
. (76)
Im letzten Schritt wurde benutzt, dass ǫ und ǫ′ vollkommen gleichberechtigt sind und bei
der Substitution y → −y vertauscht werden ko¨nnen. Um das Integral weiter zu verein-
fachen, kann nun die Transformation (r, r′) = (ǫ′+ ǫ, ǫ′− ǫ) mit Funktionaldeterminante
1
2 benutzt werden. Damit kann der erste Summand in (76) wie folgt geschrieben werden:
(1. Summand) =
γ2
4πβ
∫ ∞
0
dr
∫ r
−r
dr′ e−γre−
1
β
(x+r′)
∫ ∞
x
dy e
− 1
β
(y+r)2
=
γ2
4πβ
∫ ∞
0
dr e−γr
∫ ∞
x+r
dy e
− 1
β
y2
∫ r
−r
dr′ e−
1
β
(x+r′)2
=
γ
4πβ
∫ ∞
0
dr e−γr
∂
∂r
[∫ ∞
x+r
dy e−
1
β
y2
∫ r
−r
dr′ e−
1
β
(x+r′)2
]
.
Die Ableitung auf der rechten Seite liefert
∂
∂r
[...] =
[
e−
1
β
(x+r)2 + e−
1
β
(x−r)2] ∫ ∞
r+x
dy e−
1
β
y2 − e− 1β (x+r)2
∫ r
−r
dr′ e−
1
β
(x+r′)2
=e
− 1
β
(r−x)2
∫ ∞
r+x
dy e
− 1
β
y2
+ e
− 1
β
(x+r)2
[∫ ∞
x+r
dy e
− 1
β
y2 −
∫ x+r
x−r
dy e
− 1
β
y2
]
︸ ︷︷ ︸
=
∫∞
r−xdy e
− 1
β
y2−
∫ r+x
−(r+x)dy e
− 1
β
y2
=e−
1
β
(r−x)2
∫ ∞
r+x
dy e−
1
β
y2 + e−
1
β
(r+x)2
∫ ∞
r−x
dy e−
1
β
y2 − 2e− 1β (r+x)2
∫ r+x
0
dy e−
1
β
y2 .
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Die ersten beiden Summanden entsprechen zusammen mit dem noch fehlenden Integral
u¨ber r genau den beiden Integralen I+(x, β) und I−(x, β) aus (75) und fallen deshalb in
der Summe weg. Der erste Summand von (76) ist gegeben durch
(1. Summand) =I−(x, β) + I+(x, β)
− γ
2πβ
∫ ∞
0
dr e−γre−
1
β
(x+r)2
∫ x+r
0
dy e−
1
β
y2
︸ ︷︷ ︸
=:I1(x,β)
. (77)
Das verbleibende Integral I1(x) bleibt vorerst unvera¨ndert stehen. Damit muss nur noch
der zweite Summand in (76) berechnet werden. Dieser hat die Form
(2. Summand) =
γ2
4πβ
∫ ∞
0
dr e−γre−
1
β
(x+r)2
∫ r
−r
dr′
∫ x
0
dy e−
1
β
(r′+y)2 =: H(x, β). (78)
Das dreifache Integral kann durch partielle Integration im r′-Integral auf eine Summe aus
einfachen und doppelten Integralen reduziert werden, jedoch erhalten dabei die meisten
dieser Integrale einen zusa¨tzlichen Faktor β, so dass der gesamte Faktor vor dem Integral
unabha¨ngig von β ist. Wir werden spa¨ter sehen, dass man dieses Integral mit einer ande-
ren Herangehensweise so auf einfache Integrale reduzieren kann, dass das Resultat den
Ergebnissen der anderen Integrale a¨hnelt. Deshalb bleibt auch H(x, β) vorerst so stehen.
Es verbleiben nun noch drei Integrale, die jedoch vergleichsweise einfach zu berechnen
sind: ∫ ∞
−∞
dyKd =
κ
4πβ
∫ ∞
−∞
dy e
− 1
2β
y2
∫ ∞
0
dǫ e−κǫe−
1
4β
( 1√
2
|x−y|+ 1√
2
|x+y|+ǫ)2
=
λ
2πβ
∫ ∞
x
dy
∫ ∞
0
dǫ eλǫe−
1
2β [(y+ǫ)
2+y2]
+
λ
2πβ
∫ x
0
dy
∫ ∞
0
dǫ e−λǫe−
1
2β [(x+ǫ)
2+y2]
=
γ
2πβ
∫ ∞
0
dǫ e−γǫe−
1
β
ǫ2
∫ ∞
x+ǫ
dy e
− 1
β
y2
︸ ︷︷ ︸
=:T (x,β)
(79)
+
λ
2πβ
∫ x
0
dy e
− 1
2β
y2
∫ ∞
0
dǫ e−λǫe−
1
2β
(x+ǫ)2
︸ ︷︷ ︸
=:I2(x,β)
(80)
Genauso findet man (nach einmaliger partieller Integration)∫ ∞
−∞
dy Ke = G1(x, β) +G2(x, β)
mit den einfachen Integralen
G1(x, β) :=
1
2πβ
e
− 1
2β
x2
∫ ∞
x
dy e
− 1
2β
y2
(81)
G2(x, β) :=(λx− 1) 1
2πβ
e
− 1
2β
x2
∫ ∞
0
dǫ e−λǫe−
1
2β
(x+ǫ)2
. (82)
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Fu¨r x = 0 sind das genau die Anteile, die den von x unabha¨ngigen Beitrag (74) von Ka
zu Null erga¨nzen. Beim Integral u¨ber Kf geht man genauso vor wie bei dem Integral
u¨ber Kc, das heißt man benutzt wieder die Transformation (r, r
′) = (ǫ′+ ǫ, ǫ′− ǫ), jedoch
gestaltet sich die Rechnung hier etwas einfacher und fu¨hrt zu∫ ∞
−∞
dyKf = −T (x, β) + I3(x, β)
wobei T (x, β) das in (79) definierte Integral ist und dieses zu Null erga¨nzt. Das zweite
Integral ist gegeben durch
I3(x, β) = (1− γx) γ
2πβ
∫ ∞
0
dǫ e−γǫe−
1
β
(x+ǫ)2
∫ ǫ
0
dy e−
1
β
y2 . (83)
Zusammenfassend sind fu¨r die lokale Zustandsdichte nun die Anteile des wechselwir-
kungsfreien Teils F (x, β) in (72), der x-unabha¨ngige Anteil L(x, β) in (74) sowie die
folgenden Integrale zu beru¨cksichtigen:
• zwei einfache Integrale (81) und (82) (G1 und G2)
• drei zweifache Integrale (77),(80) und (83) (I1, I2 und I3)
• ein dreifaches Integral (78) (H).
Die Beitra¨ge sind im einzelnen gegeben durch
F (x, β) =
L
8πβ
(
1− e− 1β x2
)
+
1
16
1√
πβ
(
e−
1
β
x2 − 1
)
+
√
2
8
1√
πβ
(
1− e− 12β x2
)
,
L(x, β) =
√
2
4
1√
πβ
(
eµβ erfc(
√
µβ)− 1
)
,
G1(x, β) =
1
2πβ
e−
1
2β
x2
∫ ∞
x
dy e−
1
2β
y2 ,
G2(x, β) =(λx− 1) 1
2πβ
e−
1
2β
x2
∫ ∞
0
dǫ e−λǫe−
1
2β
(x+ǫ)2 ,
I1(x, β) =− γ
2πβ
∫ ∞
0
dr e−γre−
1
β
(x+r)2
∫ x+r
0
dy e
− 1
β
y2
,
I2(x, β) =
λ
2πβ
∫ x
0
dy e
− 1
2β
y2
∫ ∞
0
dǫ e−λǫe−
1
2β
(x+ǫ)2
,
I3(x, β) =(1− γx) γ
2πβ
∫ ∞
0
dǫ e−γǫe−
1
β
(x+ǫ)2
∫ ǫ
0
dy e−
1
β
y2 ,
H(x, β) =
γ2
4πβ
∫ ∞
0
dr e−γre−
1
β
(x+r)2
∫ r
−r
dr′
∫ x
0
dy e
− 1
β
(r′+y)2
.
(84)
Um die lokale Zustandsdichte zu erhalten mu¨ssen alle diese Beitra¨ge invers Laplace-
transformiert werden. Im Zuge dieser Transformation ko¨nnen die Mehrfachintegrale
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auf einfache Integrale reduziert werden. Dazu beno¨tigt man folgende Eigenschaft der
Laplace-Transformation: ist F (β) die Laplace-Transformierte von f(E), so gilt
LE
[
− Ef(E)
]
(β) =
∂
∂β
F (β).
Falls also eine Funktion g(β) eine Differentialgleichung der Form (a − ∂
∂β
)g(β) = r(β)
erfu¨llt, so gilt L−1β
[
r(β)
]
(E) = (a+E)L−1β
[
g(β)
]
(E) und LE
[
1
a+EL−1β
[
r(β)
]
(E)
]
(β) ist
eine spezielle Lo¨sung dieser Differentialgleichung. Zu dieser muss noch die homogene
Lo¨sung Aeaβ mit einem Parameter A addiert werden. Falls fu¨r |β| → ∞ die Funktion
g (also insbesondere g′) verschwindet, folgt fu¨r a ≥ 0 schon A = 0. Alle oben aufge-
listeten Mehrfachintegrale erfu¨llen eine solche Differentialgleichung, wobei r(β) jeweils
nur Integrale von kleinerer Multiplizita¨t beinhaltet. Die Rechnungen sind dabei fu¨r alle
Integrale sehr a¨hnlich. Deshalb wird hier als Beispiel nur die Rechnung fu¨r I1 gezeigt.
Die Rechnungen fu¨r die anderen Integrale finden sich im Anhang. Damit das folgende
Verfahren fu¨r alle Integrale auf die gleiche Art funktioniert, sollten die Exponenten, die
β enthalten, alle auf die gleiche Form gebracht werden. Deshalb wird in den Integralen so
substituiert, dass die Exponentialfunktionen die gleiche Form wie im freien Propagator
haben:
I1(x, β) =− γ
2πβ
∫ ∞
0
dr e−γre−
1
β
(x+r)2
∫ x+r
0
dy e
− 1
β
y2
=− λ
4πβ
∫ ∞
0
dr e−λre−
1
4β
(2x+r)2
∫ 2x+r
0
dy e
− 1
4β
y2
Im Folgenden wird abku¨rzend z = 2x geschrieben. Um nun eine geeignete Differen-
tialgleichung fu¨r I1 zu finden betrachten wir zuerst die Funktion f(β) definiert durch
I1(·, β) = − λ4πβ f(β) (die x-Abha¨ngigkeit in f wird der Einfachheit halber unterschlagen)
und verifizieren die Gleichungen
∂
∂β
e
− 1
4β
(y+z)2
=
(
∂2
∂y2
+
1
2β
)
e
− 1
4β
(y+z)2 z 6=0
=
(
∂
∂z
∂
∂y
+
1
2β
)
e
− 1
4β
(y+z)2
.
Damit la¨sst sich die Ableitung von f wie folgt berechnen:
∂
∂β
f(β) =
∫ ∞
0
dr e−λr
[(
∂2
∂r2
+
1
2β
)
e
− 1
4β
(z+r)2
] ∫ z+r
0
dy e
− 1
4β
y2
+
∫ ∞
0
dr e−λre−
1
4β
(x+r)2
∫ z+r
0
dy
(
∂2
∂y2
+
1
2β
)
e−
1
4β
y2
=
1
β
f(β) + T1(β) + T2(β).
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Die Ableitungen in den Integralen T1 und T2 ko¨nnen durch partielle Integration ru¨ckga¨ngig
gemacht werden:
T1(β) =
[
e−λr
(
− 1
2β
(z + r)
)
e−
1
4β
(z+r)2
∫ z+r
0
dy e−
1
4β
y2
]∞
0
+ λ
∫ ∞
0
dr e−λr
[
∂
∂r
e
− 1
4β
(z+r)2
] ∫ z+r
0
dy e
− 1
4β
y2
−
∫ ∞
0
dr e−λr
[
∂
∂r
e
− 1
4β
(z+r)2
]
e
− 1
4β
(z+r)2
=
z
2β
e−
1
4β
z2
∫ z
0
dy e−
1
4β
y2 − λe− 14β z2
∫ z
0
dy e−
1
4β
y2 + λ2f(β)
− λ
∫ ∞
0
dr e−λre−
1
2β
(z+r)2 −
∫ ∞
0
dr e−λr
[
∂
∂r
e
− 1
4β
(z+r)2
]
e
− 1
4β
(z+r)2
Außerdem findet man
T2(β) =
∫ ∞
0
dr e−λr
[
∂
∂r
e
− 1
4β
(z+r)2
]
e
− 1
4β
(z+r)2
,
was den letzten Summanden von T1 aufhebt. Schreibt man nun noch w =
√
2z, so ko¨nnen
alle Exponenten wieder einheitlich geschrieben werden und es gilt insgesamt(
∂
∂β
− 1
β
)
f(β) = λ2f(β)− r(β)
mit
r(β) =
(
λ− z
2β
)
e−
1
4β
z2
∫ z
0
dy e−
1
4β
y2 + κ
∫ ∞
0
dr e−κre−
1
4β
(w+r)2 .
Betrachtet man nun g(β) = 1
β
f(β), so erha¨lt man die Differentialgleichung
∂
∂β
g(β) =
1
β
(
∂
∂β
− 1
β
)
f(β) = λ2g(β) − r(β)
β
Fu¨r R(x = z2 =
w
2
√
2
, β) = − λ4πβ r1(β) erha¨lt man die gesuchte Differentialgleichung fu¨r
I1: (
λ2 − ∂
∂β
)
I1(x, β) = R(x, β) (85)
und fu¨r |β| → ∞ verschwindet I1. Deshalb kann man die inverse Laplace-Transformation
wie folgt durchfu¨hren:
L−1β
[
I1(x, β)
]
(E) =
1
2µ+ E
L−1β
[
R(x, β)
]
(E),
wobei λ2 = 2κ2 = 2µ gilt (siehe (73)). Wie man sieht sind die Rechnungen im Prinzip
nicht schwierig, jedoch ist der Schreibaufwand sehr hoch. Deshalb werden fu¨r die restli-
chen Integrale hier nur die Differentialgleichungen angegeben. Die Rechnungen ko¨nnen
im Anhang A.3 nachvollzogen werden. Um zu verdeutlichen, dass die verbleibenden
Integrale nicht sehr vielfa¨ltig sind, werden diese durch spezielle Integralfunktionen aus-
gedru¨ckt: fu¨r n ∈ N und κ ∈ R+ werden die Funktionen An, Bn, Cn,Dn : R+ → C
durch
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• An(x) := 1
4πβn
e−
1
4β
x2
∫ x
0
dy e−
1
4β
y2 ,
• Bn(x) := 1
4πβn
∫ ∞
0
dr e−κre−
1
4β
(x+r)2 ,
• Cn(x) := 1
4πβn
e
− 1
4β
x2
∫ ∞
0
dr e−κre−
1
4β
(x+r)2
,
• Dn(x) := 1
4πβn
e
− 1
4β
x2
∫ ∞
0
dr e−κre−
1
4β
r2
.
definiert. Damit la¨sst sich z.B. R schreiben als
R(x, β) = −λ2A1(2x) + λxA2(2x)− λκB1(2
√
2x).
Geht man nun analog fu¨r alle Integrale vor, so findet man fu¨r jedes Integral eine solche
Differentialgleichung. Bei der Behandlung von H(x, β) tritt außerdem noch das Integral
I4(x, β) :=
λ3
4πβ
∫ ∞
0
dr e−λre−
1
4β
(2x+r)2
∫ 2x
−2x
dy e
− 1
4β
(y+r)2
auf. Dieses erfu¨llt genauso wie die anderen Integrale eine passende Differentialgleichung.
Die Ergebnisse werden einheitlich in Potenzen von µ = κ2 geschrieben. Die einfachen
Integrale G1 und G2 ko¨nnen nicht weiter vereinfacht werden. Insgesamt erha¨lt man
G1(x) =
1
2
1√
2πβ
e−
1
4β
(
√
2x)2 −
√
2A1(
√
2x),
G2(x) =
√
2(
√
2µx− 1)C1(
√
2x),(
2µ− ∂
∂β
)
I1(β) =− 2µA1(2x) +
√
2µxA2(2x) −
√
2µB1(2
√
2x),(
µ− ∂
∂β
)
I2(x) =
√
2µA1(
√
2x)−√µxA2(
√
2x) +
√
µxC2(
√
2x),(
2µ− ∂
∂β
)
I3(x) =(
√
2µ− 4µ 32x)C1(
√
2x)− (√µx− 2
√
2µx2)C2(
√
2x),(
2µ− ∂
∂β
)
I4(β) =8µ
2A1(2x) − 4
√
2xµ
3
2A2(2x)
+ 2
√
2µ2B1(2
√
2x)− 2
√
2µ2D1(2
√
2x) + 4µ
3
2xD2(2
√
2x),(
2µ− ∂
∂β
)
H(β) =I4(β)− 2µA1(2x) −
√
2µB1(2
√
2x) +
√
2µD1(2
√
2x).
(86)
Nun muss auf alle diese Differentialgleichungen die inverse Laplace-Transformation an-
gewendet werden. Dabei wird jeweils der Integrand der einzelnen Integrale transformiert.
Aus der Identita¨t
LE
[√
E
ν
Jν(
√
E)Θ(E)
]
(β) =
1
2ν
e−
1
4β
βν+1
(87)
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fu¨r die Besselfunktionen erster Art Jν folgt fu¨r die Integranden
L−1β
[ e− z4β
βn+1
]
(E) =
(
4E
z
)n
2
Jn(
√
Ez)Θ(E).
Die inverse Laplace-Transformation fu¨r die Funktionen An, Bn, Cn undDn liefert deshalb
an(x,E) :=L−1β
[
An(x)
]
(E) =
(2
√
E)n−1
4π
∫ x
0
dy
Jn−1(
√
x2 + y2
√
E)√
x2 + y2
n−1 , (88)
bn(x,E) :=L−1β
[
Bn(x)
]
(E) =
(2
√
E)n−1
4π
∫ ∞
0
dr
e−κrJn−1((x+ r)
√
E)
(x+ r)n−1
, (89)
cn(x,E) :=L−1β
[
Cn(x)
]
(E) =
(2
√
E)n−1
4π
∫ ∞
0
dr
e−κrJn−1(
√
x2 + (x+ r)2
√
E)√
x2 + (x+ r)2
n−1 , (90)
dn(x,E) :=L−1β
[
Dn(x)
]
(E) =
(2
√
E)n−1
4π
∫ ∞
0
dr
e−κrJn−1(
√
x2 + r2
√
E)√
x2 + r2
n−1 . (91)
Dabei wurde der immer auftretende Faktor Θ(E) weggelassen. Diese Funktionen ko¨nnen
numerisch berechnet werden. Insgesamt treten nur die Fa¨lle n = 1 und n = 2 auf,
wobei b2 nicht vorkommt. Insgesamt mu¨ssen also sieben Funktionen numerisch imple-
mentiert werden. Es ist außerdem mo¨glich, die Funktionen fu¨r ein beliebiges n ≥ 2 aus
der jeweiligen Funktion fu¨r n = 1 zu gewinnen. Dafu¨r kann eine weitere Eigenschaft der
Laplace-Transformation verwendet werden. Ist f eine beliebige Laplace-transformierbare
Funktion und F ihre Laplace-Transformierte, so gilt fu¨r die Ableitung von f allgemein
LE
[
f ′(E)
]
(β) = βF (β)− f(0). (92)
Da die verbleibenden Integrale in den Funktionen an, . . . , dn beschra¨nkt sind, verschwin-
den diese Funktionen fu¨r n ≥ 2 bei E = 0. Sei nun fn eine dieser vier Funktionen und Fn
die Laplace-Transformierte. Aus der Definition von Fn folgt sofort βFn(β) = Fn−1(β).
Deshalb gilt fu¨r n ≥ 2
∂
∂E
fn(x,E) = fn−1(x,E) bzw.
∫ E
0
dE′ fn−1(x,E′) = fn(x,E). (93)
Falls es also gelingt, fu¨r z.B. n = 1 einen geschlossenen Ausdruck fu¨r f1 zu finden, so
kann f2 direkt als die Stammfunktion bzgl. E ermittelt werden.
Nun folgt eine Zusammenfassung der Beitra¨ge zur lokalen Zustandsdichte. Dabei tritt
der Faktor Θ(E) bei jedem Summanden auf und wird deshalb weggelassen. Mit Hilfe
der Identita¨t (87) ergeben sich die folgenden Fa¨lle:
L−1β
[e− 14β x2
β
]
(E) =J0(x
√
E)
L−1β
[e− 14β x2√
β
]
(E) =
(
4E
x2
)− 1
4
J− 1
2
(x
√
E) =
(
x2
4E
) 1
4 ( 4
π2x2E
) 1
4
cos(x
√
E)
=
1√
πE
cos(x
√
E).
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(Siehe hierzu auch [2]) Der wechselwirkungsfreie Anteil ergibt sich deshalb aus (72) zu:
ρ0(x,E) =
L
8π
(
1− J0(2x
√
E)
)
+
1
16π
1√
E
(
cos(2x
√
E)− 1
)
+
√
2
8π
1√
E
(
1− cos(x
√
2E)
)
.
(94)
Von den fehlenden Beitra¨gen ko¨nnen die Beitra¨ge von Ka und ein Teil des Integrals G1
in geschlossener Form angegeben werden:
ρ1(x,E) =
√
2
4π
1√
E
(
cos(x
√
2E)− 1
)
+
√
2
4π
1√
E + µ
. (95)
Die restlichen Beitra¨ge ko¨nnen von den Differentialgleichungen in (86) direkt abgelesen
werden und sind gegeben durch
ρ2(x,E) =−
√
2 a1(
√
2x,E) +
√
2(
√
2µx− 1) c1(
√
2x,E)
+
1
E + µ
[√
2µa1(
√
2x,E)−√µxa2(
√
2x,E) +
√
µx c2(
√
2x,E)
]
+
1
E + 2µ
[
−4µa1(2x,E) +
√
2µxa2(2x,E) − 2
√
2µ b1(2
√
2x,E)
+ (
√
2µ− 4µ 32x) c1(
√
2x,E)− (√µx− 2
√
2µx2) c2(
√
2x,E)
+
√
2µd1(2
√
2x,E)
]
+
1
(E + 2µ)2
[
8µ2 a1(2x,E) − 4
√
2µ
3
2x a2(2x,E)
+ 2
√
2µ2 b1(2
√
2x,E)− 2
√
2µ2 d1(2
√
2x,E)
+4µ
3
2x d2(2
√
2x,E)
]
.
(96)
Die gesamte lokale Zustandsdichte in semiklassischer Na¨herung ist gegeben durch die
Summe dieser drei Dichten
ρ(x,E) = ρ0(x,E) + ρ1(x,E) + ρ2(x,E). (97)
Die Teilchendichte erha¨lt man nun indem man die lokale Zustandsdichte durch die globa-
le Zustandsdichte ρ(E) teilt und anschließend mit der Teilchenzahl N = 2 multipliziert.
Die Globale Zustandsdichte ko¨nnte man nun durch die Ausfu¨hrung der fehlenden In-
tegration u¨ber x berechnen. Stattdessen benutzen wir die Ergebnisse aus Abschnitt 5.
Dabei muss darauf geachtet werden, dass es nur einen Dirichlet-Rand und eine 45◦-Ecke
gibt. Die zugeho¨rige Zustandsdichte ist
ρ(E) =
L2
8π
Θ(E)− (1 +
√
2)L
8π
Θ(E)√
E
+
√
2L
4π
Θ(E)√
E
+ ρ45◦(E).
Die in der Eckkorrektur auftretenden δ-Distributionen ko¨nne i.A. ignoriert werden, da
nur Energien oberhalb der Grundzustandsenergie betrachtet werden. Formal mu¨ssen
sie als Grenzwert von Dirac-Folgen interpretiert werden und korrigieren eventuell nicht
regula¨res Verhalten bei E → 0. Die Korrekturen von den Ecken sind fu¨r hohe Energien
im ganzen vernachla¨ssigbar.
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6.3. Verhalten in der Na¨he des Randes
Die lokale Zustandsdichte kann an dieser Stelle analytisch weiter charakterisiert werden.
Entwickelt man ρ(x,E) um x = 0 in eine Potenzreihe, so kann das Verhalten in der Na¨he
des Randes eingesehen werden. Aufgrund der Dirichlet-Randbedingung bei x = 0 muss
ρ(0, E) = 0 erfu¨llt sein. Da man die lokale Zustandsdichte bei einer bestimmten Energie
durch die Integration u¨ber das Betragsquadrat der Wellenfunktion erha¨lt sollte außer-
dem die erste Ableitung ∂
∂x
ρ(x,E) bei x = 0 verschwinden. Wir werden sehen, dass diese
Eigenschaften tatsa¨chlich erfu¨llt sind. Das Verhalten der lokalen Zustandsdichte in der
unmittelbaren Na¨he des Randes ist deshalb durch den Koeffizienten des quadratischen
Terms in der Potenzreihenentwicklung gegeben. Am einfachsten lassen sich die Koeffizi-
enten mit Hilfe der in (84) gegebenen Darstellungen berechnen. Die β-Abha¨ngigkeit der
Terme ist im Folgenden nicht relevant und wird ignoriert. Offenbar gilt fu¨r den wech-
selwirkungsfreien Teil F (0) = 0, sowie F ′(0) = 0. Dieser kann also separat betrachtet
werden. Fu¨r x = 0 erga¨nzen sich die Beitra¨ge L,G1 und G2 zu Null. Das gleiche gilt fu¨r
I1 und I3, wa¨hrend I2 und H in diesem Fall verschwinden. Insgesamt verschwindet also
die Summe aller Beitra¨ge. Das bedeutet, dass nach der inversen Laplace-Transformation
auch ρ(0, E) = 0 gilt. Genauso findet man G′1(0) +G′2(0) = 0, I ′1(0) +H ′(0) = 0 sowie
I ′2(0) + I ′3(0) = 0, weshalb auch die erste Ableitung verschwindet. Um die zweiten Ab-
leitungen der Integrale zu berechnen, werden die folgenden Eigenschaften der partiellen
Ableitung verwendet:
∂2
∂x2
(f(x)g(x)) =f ′′(x)g(x) + 2f ′(x)g′(x) + f(x)g′′(x),
∂n
∂xn
f(x+ r) =
∂n
∂rn
f(x+ r),
∂
∂x
e−ax
2
∣∣∣∣
x=0
=0.
Als Beispiel wird hier wieder nur I1 betrachtet. Alle anderen Rechnungen gehen voll-
kommen analog. Dazu wird der Einfachheit halber wieder I1(x) = − γ2πβ f(x) mit
f(x) =
∫ ∞
0
dr e−γre−
1
β
(x+r)2
∫ x+r
0
dy e−
1
β
y2
geschrieben. Nun kann die zweite Ableitung von f in Null direkt berechnet werden:
f ′′(0) =
∫ ∞
0
dr e−γr
(
∂2
∂r2
e
− 1
β
(x+r)2
)∫ x+r
0
dy e
− 1
β
y2
∣∣∣∣∣
x=0
+ 2
∫ ∞
0
dr e−γr
(
∂
∂x
e
− 1
β
(x+r)2
)
e
− 1
β
(x+r)2
∣∣∣∣
x=0
+
∫ ∞
0
dr e−γre−
1
β
(x+r)2 ∂
∂r
e
− 1
β
(x+r)2
∣∣∣∣
x=0
=
∫ ∞
0
dr e−γr
(
∂2
∂r2
e−
1
β
r2
)∫ r
0
dy e−
1
β
y2 + 3
∫ ∞
0
dr e−γre−
1
β
r2 ∂
∂r
e−
1
β
r2 = . . .
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· · · =γ
∫ ∞
0
dr e−γr
(
∂
∂r
e−
1
β
r2
)∫ r
0
dy e−
1
β
y2 + 2
∫ ∞
0
dr e−γre−
1
β
r2 ∂
∂r
e−
1
β
r2
=γ2
∫ ∞
0
dr e−γre−
1
β
r2
∫ r
0
dy e
− 1
β
y2 − γ
∫ ∞
0
dr e−γre−
2
β
r2
+
∫ ∞
0
dr e−γr
∂
∂r
e
− 2
β
r2
=γ2
∫ ∞
0
dr e−γre−
1
β
r2
∫ r
0
dy e−
1
β
y2 − 1.
Mit dem Faktor − γ2πβ erha¨lt man I ′′(0). Geht man analog fu¨r die FunktionenG1, G2, I2, I3
und H vor, so fallen in der Summe die meisten Beitra¨ge weg. Am Ende ergibt sich
(G1 +G2 + I1 + I2 + I3 +H)
′′(0) =
√
2
4
1√
πβ3
(
eµβ erfc(
√
µβ)− 1
)
.
Zusammen mit dem entsprechenden Koeffizienten des wechselwirkungsfreien Teils
F ′′(0) =
L
4πβ2
− 1−
√
2
8
1√
πβ3
ergibt sich der Koeffizient des quadratischen Terms in der Reihenentwicklung vor der
inversen Laplace-Transformation zu
Λ2(β) =
L
8πβ2
− 1 +
√
2
16
1√
πβ3
+
√
2
8
1√
πβ3
eµβ erfc(
√
µβ). (98)
Die invers Laplace-Transformierte kann fu¨r die ersten beiden Summanden mit Hilfe der
Identita¨t (10) gefunden werden. Fu¨r den letzten Summanden wird in Anhang A.4 u.A.
die Identita¨t
L−1β
[
β−
3
2 eµβ erfc(
√
µβ)
]
(E) =
2√
π
(
√
E + µ−√µ)Θ(E)
hergeleitet. Damit ergibt sich fu¨r den fu¨hrenden Koeffizienten der lokalen Zustandsdichte
in der Na¨he des Randes
λ2(E) =
[
L
8π
E − 1 +
√
2
8π
√
E +
√
2
4π
(
√
E + µ−√µ)
]
Θ(E). (99)
Der fu¨hrende Koeffizient der Teilchendichte ist dann gegeben durch
n2(E) :=
2
ρ(E)
λ2(E) =2 ·
L
8πE − 1+
√
2
8π
√
E +
√
2
4π (
√
E + µ−√µ)
L2
8π − 1+
√
2
8π
L√
E
+
√
2
4π
L√
E+µ
+ ρ45◦(E)
Θ(E) =
2E
L
(1−R(E))
mit
R(E) =
1
ρ(E)
[√
2L
4πE
√
µ
E + µ
(√
E + µ−√µ
)
+ ρ45◦(E)
]
Θ(E).
Fu¨r die Grenzfa¨lle µ → ∞ und µ → 0 verschwindet der erste Summand in R(E) und
die Eckkorrektur liefert nur δ-Distributionen. In diesem Fall ist der fu¨hrende Koeffizient
der Teilchendichte gegeben durch E
L
. Fu¨r Energien E ≫ µ gilt ρ45◦(E) = O(E−
3
2 ) und
ρ(E) = L
2
8π +O(E−
1
2 ). Deshalb hat R fu¨r hohe Energien das asymptotische Verhalten
R(E) =
√
8µ
EL
+O(E− 32 )→ 0.
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Abbildung 16: Teilchendichte fu¨r κ = 7 fu¨r die Grundzustandsenergie E0 ≈ 36. Das
semiklassische Ergebnis nSK stimmt in der Na¨he des Randes sehr gut mit
der exakten Teilchendichte u¨berein.
6.4. Vergleich der Ergebnisse
Nun sollen die in den letzten Abschnitten gefundenen Ausdru¨cke fu¨r die lokale Zu-
standsdichte miteinander verglichen werden. Dies geschieht anhand der jeweiligen Teil-
chendichten, wobei wie in den anderen Fa¨llen L = 1 gewa¨hlt werden kann, was wieder
bedeutet, dass
√
E und κ in inversen Einheiten von L ausgedru¨ckt werden, wa¨hrend
zusa¨tzlich x in Einheiten von L ausgedru¨ckt wird. In Abb. 16 sind beide Teilchendichten
fu¨r den Grundzustand mit E0 ≈ 36 und κ = 7 zu sehen. In der Na¨he des Randes stimmt
das semiklassische Ergebnis sehr gut mit der exakten Teilchendichte u¨berein. Je weiter
man sich vom Rand entfernt, desto gro¨ßer werden die Abweichungen. Trotzdem ist die
U¨bereinstimmung viel ho¨her als beim Vergleich mit den Ergebnissen fu¨r die Grenzfa¨lle
nicht wechselwirkender (nN, obere gestrichelte Linie) bzw. stark wechselwirkender Teil-
chen (nD, untere gestrichelte Linie). Der Koeffizient n2 des quadratischen Terms in der
Potenzreihenentwicklung von nSK weicht um ca. 0.8% von dem entsprechenden Koeffi-
zienten der exakten Teilchendichte ab, wa¨hrend diejenigen der Grenzfa¨lle wegen L = 1
beide genau der doppelten Grundzustandsenergie 2E0 entsprechen (der Faktor 2 resul-
tiert aus der Normierung auf die Teilchenzahl). Dass die U¨bereinstimmung der Ergebnisse
fu¨r einen einzelnen Zustand ca. ab dem ersten Wendepunkt nicht mehr hoch ist, ist nicht
u¨berraschend. Die semiklassische lokale Zustandsdichte entha¨lt keine Information u¨ber
die exakte Lage der Energieniveaus, sondern nur u¨ber ihre mittlere Dichte bei einer be-
stimmten Energie. Um sie mit der exakten lokalen Zustandsdichte vergleichen zu ko¨nnen
muss diese deshalb um diese Energie gemittelt werden, so dass mehrere Zusta¨nde zum
Ergebnis beitragen. Fu¨r ausreichend hohe Energien E wird die exakte Teilchendichte
deshalb mit der Gewichtungsfunktion
wE,σ(z) :=
1√
2πσ2
e−
1
2(
z−E
σ )
2
Θ(z − E + aσ)Θ(E + aσ − z)
gemittelt, wobei die beiden Theta-Funktionen die Funktion auf das Intervall [E−aσ,E+
aσ] beschra¨nken und der Faktor a festgelegt werden muss. In den Plots gilt immer
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Abbildung 17: Teilchendichte fu¨r κ = 20 bei E = 400 (ca. 13. angeregter Zustand) mit
σ = 80.
a = 5. σ muss fu¨r jede Energie so gewa¨hlt werden, dass genug Niveaus einfließen, darf
jedoch nicht zu hoch gewa¨hlt werden, da sonst ein ganzes Energieintervall um E a¨hnlich
gewichtet ist. Die passenden Werte findet man durch Ausprobieren. Die um E gemittelte
Teilchendichte ist gegeben durch
nE,σ(x) =
∑
nwE,σ(En)nn(x)∑
nwE,σ(En)
.
Die Energien En stehen fu¨r die (der Gro¨ße nach geordneten) Energien Emn der quanten-
mechanischen Lo¨sungen. Fu¨r ein kontinuierliches Spektrum wa¨re der Erwartungswert in
der Gewichtungsfunktion wE,σ genau E. Fu¨r ein diskretes Spektrum ist dies aber nicht
mehr erfu¨llt. Zwar wurde in Abschnitt 5 gezeigt, dass die Zustandsdichte fu¨r das System
anna¨hernd konstant ist, die Energieniveaus also im Mittel a¨quidistant sind, jedoch sind
auch in diesem Fall je nach der Lage von E zwischen zwei Energieniveaus i.A. alle Nive-
aus auf einer der Seiten sta¨rker gewichtet. Deshalb muss fu¨r den Vergleich die Energie
E verwendet werden, die dem tatsa¨chlichen Erwartungswert entspricht:
E =
∑
nwE,σ(En)En∑
nwE,σ(En)
.
Eine Mittelung um den Grundzustand ist also nicht mo¨glich, da in diesem Fall alle wei-
teren Energieniveaus bei ho¨heren Energien liegen, so dass immer E > E gelten wu¨rde.
In den Vergleichsplots in den Abb. 17-19 sind die Werte von κ so gewa¨hlt, dass mo¨glichst
keiner der Grenzfa¨lle angenommen werden kann. Das ist der Fall, wenn E und µ = κ2
die gleiche Gro¨ßenordnung haben. Im rechten Bild ist jeweils die Za¨hlfunktion fu¨r die
Zusta¨nde sowie die Normalverteilung (passend skaliert) zu sehen. Eine Betrachtung fu¨r
x ≥ 0, 5 ist nicht sinnvoll, da in diesem Fall der Rand bei x = 1 der na¨here Rand ist.
Der erste Plot in Abb. 17 zeigt die Teilchendichten fu¨r κ = 20 bei der Energie E = 400,
genauer E = 400.75, mit der Breite der Normalverteilung σ = 80 im Bereich [0; 0, 5].
Die U¨bereinstimmung ist bis zum ersten Maximum bei x ≈ 0.1 sehr hoch. Rechts davon
stimmen die Graphen nicht mehr u¨berein, allerdings werden die Positionen der Maxima
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Abbildung 18: Teilchendichte fu¨r κ = 20 bei E = 1000 (ca. 35. angeregter Zustand) mit
σ = 120.
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Abbildung 19: Teilchendichte fu¨r κ = 70 bei E = 5000 (ca. 180. angeregter Zustand)
mit σ = 150.
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Abbildung 20: Teilchendichte bei E = 20000 (ca. 770. angeregter Zustand) mit σ = 300.
Links: κ = 200 (sehr hohe U¨bereinstimmung von nQM und nSK). Rechts:
κ = 20 (niedrigere U¨bereinstimmung)
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und Minima, die im Vergleich zu den Grenzfa¨llen verschoben sind, korrekt beschrieben.
Aufgrund der Symmetrie hat die gemittelte quantenmechanische Teilchendichte immer
ein Extremum bei x = 0, 5. Dieses kann von der semiklassischen Teilchendichte nicht vor-
hergesagt werden, da in dieser der zweite Rand nicht beru¨cksichtigt wird. Der zweite Plot
in Abb. 18 scheint dem genau zu widersprechen, jedoch ist die gute U¨bereinstimmung
der beiden Dichten bei x = 0, 5 hier zufa¨llig. Die Werte fu¨r diesen Plot sind κ = 20,
E = 1000 und σ = 120. Mit der Erho¨hung der Energie sind weitere Extrema hinzuge-
kommen, ansonsten verhalten sich die verschiedenen Teilchendichten a¨hnlich zueinander
wie im vorhergehenden Plot mit etwas kleinerer absoluter Abweichung. Wird die Ener-
gie noch weiter erho¨ht, so kommen weitere Oszillationen hinzu. In Abb. 19 ist dies fu¨r
E = 5000 (κ = 70, σ = 150) gut zu sehen. Die Teilchendichten zeigen hier bis un-
gefa¨hr x = 0, 2 sehr gute U¨bereinstimmung. Bis ungefa¨hr x = 0, 4 stimmt genauso wie
in den vorhergehenden Plots die Lage der Extrema relativ gut. Insgesamt nimmt mit
steigender Energie der Bereich mit guter U¨bereinstimmung zu, jedoch muss die quanten-
mechanische Teilchendichte dafu¨r u¨ber einen breiteren Bereich gemittelt werden, relativ
zur Energie wird dieser Bereich allerdings schma¨ler. In Abb. 20 fu¨r E = 20000 sind
diese Trends sehr gut zu sehen. Allerdings ist die U¨bereinstimmung bei gleichbleibender
Energie fu¨r manche Werte von κ nicht ganz so hoch. Fu¨r z.B. E = 20000 und κ = 20
(siehe Abb. 20) werden die Oszillationen in der quantenmechanischen Teilchendichte
beim Mitteln stark geda¨mpft9, so dass die U¨bereinstimmung wieder nur im Bereich bis
x = 0.2 sehr hoch ist. Fu¨r alle anderen getesteten Werte von κ (inklusive der Grenzfa¨lle)
ist die U¨bereinstimmung a¨hnlich hoch wie im linken Plot in Abb. 20. Generell ist davon
auszugehen, dass die beobachtete Da¨mpfung der Oszillationen im exakten Fall (in nQM)
gegenu¨ber nSK von der Energiemittelung herru¨hrt und eine ho¨here U¨bereinstimmung er-
zielt wu¨rde, wenn auch die semiklassische Vorhersage gemittelt wu¨rde. Die semiklassische
lokale Zustandsdichte liefert in der Na¨he des Randes fu¨r beliebige Energien sehr a¨hnliche
Vorhersagen wie die (gemittelte) quantenmechanische lokale Zustandsdichte und stimmt
im Monotonieverhalten qualitativ sehr gut mit dieser u¨berein, solange x < 0, 5 gilt. Fu¨r
hohe Energien ist die U¨bereinstimmung ho¨her und ist i.A. fu¨r einen gro¨ßeren Bereich
gegeben. Im Vergleich zu den Grenzfa¨llen sind die Amplituden der Oszillationen fu¨r
endliche Werte von κ tendenziell kleiner. Qualitativ weist das Ergebnis A¨hnlichkeit zu
Friedel-Oszillationen in der Na¨he der Oberfla¨che von Metallen auf [9], mit dem Unter-
schied, dass die Oszillationen fu¨r große Werte von x nicht verschwinden, was jedoch in
ho¨heren Dimensionen wieder der Fall sein sollte [10].
9Wa¨hlt man σ kleiner, so zeigt die quantenmechanische Dichte hohe Unregelma¨ßigkeiten, wa¨hrend sie
fu¨r gro¨ßere Werte von σ um x = 0.5 in ein Plateau u¨bergeht.
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7. Ausblick
Das in dieser Arbeit behandelte System aus zwei Bosonen auf einer Linie mit Delta-
Wechselwirkung stellt den Spezialfall eines eindimensionalen wechselwirkenden Bose-
Gases mit nur zwei Teilchen dar. Ziel dieser Arbeit ist es, die Grundlage fu¨r die Be-
handlung eines solchen Bose-Gases mit beliebiger Teilchenzahl zu schaffen. Fu¨r den all-
gemeinen Fall gibt es nun verschiedene Mo¨glichkeiten. In dem bereits in der Einleitung
erwa¨hnten Formalismus von Q. Hummel wird der in Abschnitt 2.5 gefundene Vielteil-
chenpropagator
K±(x′,x, t) =
1
N !
∑
P∈SN
(±)PK(Px′,x, t)
benutzt. Jede Permutation P ∈ SN kann eindeutig in paarweise disjunkte Zykel zer-
legt werden. In einem einzelnen Summanden des Propagators ko¨nnen die Teilchen also
in kleinere Gruppen eingeteilt werden, innerhalb derer die Teilchen zyklisch vertauscht
werden. Fu¨r diese Gruppen spielen die (berandeten) Mannigfaltigkeiten, auf denen alle
Teilchenkoordinaten u¨bereinstimmen, eine besondere Rolle (Im Falle von zwei Teilchen
auf einer Linie ist diese Mannigfaltigkeit durch die Strecke zwischen (0, 0) und (L,L)
gegeben, auf der u¨berall q1 = q2 gilt). Nun geht man davon aus, dass der Beitrag der
Teilchenvertauschung zur Zustandsdichte hauptsa¨chlich von der Kurzzeit-Propagation
in der Umgebung dieser Mannigfaltigkeit stammt. Q. Hummel bezeichnet diese Gebiete
als sog. Cluster-Zonen. Der Beitrag der Wechselwirkung sollte ebenfalls hauptsa¨chlich
von der Kurzzeit-Propagation innerhalb dieser Cluster-Zonen abha¨ngen. U¨berall, wo die
verschiedenen Mannigfaltigkeiten sich nicht zu nahe kommen bzw. schneiden, ko¨nnen die
zugeho¨rigen Cluster-Zonen als unabha¨ngig betrachtet werden. Jeder Cluster-Zone ist nun
eine bestimmte Anzahl an Teilchen zugeordnet, die genau der La¨nge des zugeho¨rigen Zy-
kels entspricht. Falls sich mindestens zwei Teilchen in einer Cluster-Zone befinden, so
spu¨ren diese die gegenseitige Wechselwirkung. Nun ko¨nnte man wie folgt vorgehen: man
nimmt an, dass der Beitrag der Wechselwirkung zur Zustandsdichte hauptsa¨chlich von
der Wechselwirkung bei Paaren von Teilchen herru¨hrt und die Fa¨lle, in denen mehr als
zwei Teilchen gleichzeitig wechselwirken, vernachla¨ssigbar sind. Im Sinne der Cluster-
Zonen bedeutet das, dass die Wechselwirkung nur in den Cluster-Zonen mit genau zwei
zugeordneten Teilchen beru¨cksichtigt wird und alle anderen wie im wechselwirkungs-
freien Fall behandelt werden. Folgt man dieser Herangehensweise, so sollten nach der
Spurbildung Summanden der Form
1
β
N−n
2
eµβ erfc(
√
µβ)n
auftreten. Fu¨r n = 1 kann die invers Laplace-Transformierte dieser Terme mit Hilfe der
in Anhang A.4 angegebenen Formel gefunden werden.
Der Nachteil der obigen Herangehensweise ist, dass die Wechselwirkung zwischen zwei
Teilchen nur innerhalb der Cluster-Zonen mit genau zwei zugeordneten Teilchen erfolgt
und auch die Wechselwirkung zwischen zwei Teilchen aus verschiedenen Cluster-Zonen
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vernachla¨ssigt wird. Ein mo¨glicher allgemeinerer Ansatz wa¨re eine Entwicklung des Pro-
pagators (fu¨r unterscheidbare Teilchen) im Sinne einer Virialentwicklung der Form
K(x′,x, t) = K0(x′,x, t) +K1(x′,x, t) +K2(x′,x, t) + . . . , (100)
wobei K0 der freie Propagator ist und in K1 nur die Wechselwirkung zwischen jeweils
genau zwei Teilchen, in K2 die Wechselwirkung zwischen jeweils genau 3 Teilchen usw.
einfließt. Dabei ist hervorzuheben, dass jeder weitere Summand lediglich eine Korrektur
zu den vorhergehenden darstellt, d.h. es handelt sich nicht um die vollsta¨ndigen Pro-
pagatoren. Beispielsweise entha¨lt K1 alle Prozesse, bei denen zwei Teilchen miteinander
Wechselwirken, d.h. die Fa¨lle im Dreiteilchenproblem, in denen zwei der drei Teilchen
wechselwirken, wa¨hrend das dritte Teilchen als isoliert angesehen werden kann, sind be-
reits beru¨cksichtigt und treten in K2 und allen nachfolgenden Korrekturen nicht mehr
auf. Im zweidimensionalen Fall nimmt der Propagator automatisch die Form (100) an.
Der Propagator fu¨r das Problem mit unterscheidbaren Teilchen ist gegeben durch das
Produkt aus dem freien Propagator mit dem Propagator fu¨r ein Delta-Potential (ohne
Dirichlet-Randkorrekturen, in gedrehten Koordinaten).
Kdist(x
′,x, t) =K0(x′1, x1, t)Kδ(x
′
2, x2, t)
=K0(x
′
1, x1, t)K0(x
′
2, x2, t)︸ ︷︷ ︸
=K0(x′,x,t)
+K0(x
′
1, x1, t)Kκ(x
′
2, x2, t)︸ ︷︷ ︸
=K1(x′,x,t)
(101)
Beru¨cksichtigt man nun noch die Ununterscheidbarkeit der Teilchen, so erha¨lt man den
bereits bekannten Propagator mit einer Korrektur von einer gemischten Randbedingung
Kindist =
1
2
[
K0(x
′
1, x1, t)K0(x
′
2, x2, t) +K0(x
′
1, x1, t)KR(x
′
2, x2, t)
]
, (102)
wobei der Faktor 12 weggelassen wird, wenn man sich auf die Fundamentale Doma¨ne
beschra¨nkt. Der Propagator K1 sollte fu¨r beliebige Teilchenzahlen ebenfalls durch Pro-
dukte aus freien Propagatoren und Propagatoren fu¨r Delta-Potentiale ausgedru¨ckt wer-
den ko¨nnen, die dann auf den symmetrischen Unterraum Projiziert werden mu¨ssen. Die
ho¨heren Terme ab K2 werden auch in diesem Ansatz weggelassen.
Um die Rechnungen zu vereinfachen, sollten in beiden Ansa¨tzen die in Abschnitt
5.2 berechneten Eckkorrekturen vernachla¨ssigt bzw. durch ihren nicht-wechselwirkenden
Grenzfall ersetzt werden, da ihr Einfluss relativ zur gesamten Zustandsdichte sehr klein
ist. Eine andere Mo¨glichkeit wa¨re, die Eckkorrekturen durch die Verwendung von peri-
odischen Randbedingungen zu umgehen.
Ein weiterer Schritt wird die Ausweitung des Problems auf zwei- bzw. dreidimensionale
Systeme sein. Bei diesen wird im Vergleich zum eindimensionalen System die Verwendung
von spha¨rischen Koordinaten wohl unumga¨nglich sein. Viel wichtiger ist aber, dass die
Wechselwirkung in diesem Fall nicht mehr als Randbedingung formuliert werden kann.
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A.1. Umformung des Produkts aus Wellenfunktionen
Der Einfachheit halber wird im Folgenden auf die Indizierung der ψn und kn verzichtet.
Es soll jedoch weiter die Randbedingung 27 erfu¨llt sein. Außerdem werden an mehreren
Stellen die Additionstheoreme fu¨r die Trigonometrischen Funktionen
cos(a+ b) = cos a cos b− sin a sin b
sin(a+ b) = cos a sin b+ sin a cos b
verwendet. Es gilt
ψ∗(x′)ψ(x) =
1
L
sin(k(|x′| − L)) sin(k(|x| − L))
=
1
2L
[
cos(k(|x′| − |x|))− cos(k(|x′|+ |x|)− 2kL)]
Der zweite Summand in der Klammer kann mit Hilfe der Identita¨ten
cos(2t) =
1− tan2 t
1 + tan2 t
sin(2t) =
2 tan(t)
1 + tan2(t)
(103)
und der Abku¨rzung z := |x′|+ |x| weiter umgeformt werden:
cos(kz − 2kL) = cos(kz) cos(2kL) + sin(kz) sin(2kL)
103
=
1− tan2(kL)
1 + tan2(kL)
cos(kz) +
2 tan(kL)
1 + tan2(kL)
sin(kz)
27
=
1− (k
κ
)2
1 + (k
κ
)2
cos(kz) +
2k
κ
1 + (k
κ
)2
sin(kz)
=
1
2
[
1− 2ik
κ
− (k
κ
)2
1 + (k
κ
)2
eikz +
1 + 2ik
κ
− (k
κ
)2
1 + (k
κ
)2
e−ikz
]
=
1
2
[
1− ik
κ
1 + ik
κ
eikz +
1 + ik
κ
1− ik
κ
e−ikz
]
=
1
1 + ik
κ
eikz +
1
1− ik
κ
e−ikz − cos(kz)
= 2Re
eikz
1 + ik
κ
− cos(kz)
Damit folgt insgesamt
ψ∗(x′)ψ(x) =
1
2L
[
cos
(
k(|x′| − |x|))+ cos (k(|x′|+ |x|))− Re eik(|x′|+|x|)
1 + ik
κ
]
(104)
=
1
2L
[
cos
(
k(x′ + x)
)
+ cos
(
k(x′ − x))− Re eik(|x′|+|x|)
1 + ik
κ
]
(105)
Die letzte Umformung kann man leicht durch eine Fallunterscheidung verifizieren.
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A.2. Numerische Berechnung der Wellenzahlen
Fu¨r die numerische Berechnung der Lo¨sungen der Fixpunktgleichungen bietet sich eine
Fixpunktiteration an. Die Fixpunkte der Gleichungen in (65) und (67) sind in dieser Form
jedoch abha¨ngig vom Betrag von κ entweder anziehend oder abstoßend. Substituiert man
in den Gleichungen kn =
gn
d
und verwendet statt dem Tangens seine Umkehrfunktion,
so erha¨lt man die Fixpunktgleichungen
rn(gn) :=nπ − arctan( gn
κd
) = gn
sn(gn) :=nπ − π
2
− arctan( gn
κd
) = gn.
(106)
In rn gilt fu¨r den Fixpunkt offenbar gn ≥ nπ − π2 ≥ π2 > 1 und deshalb
|r′n(gn)| =
|κd|
(κd)2 + g2n
<
|κd|
(κd)2 + 1
≤ 1
2
.
Die letzte Ungleichung ist a¨quivalent zu (|κd| − 1)2 ≥ 0. Das gleiche erha¨lt man fu¨r
sn, wobei man n ≥ 2 annehmen muss. Fu¨r diese Fa¨lle ist gn deshalb ein anziehender
Fixpunkt und der Startwert g
(0)
n = (n ∓ 12)π bzw. g
(0)
n = (n ∓ 1)π sollte fu¨r rn bzw. sn
innerhalb weniger Iterationen genaue Ergebnisse liefern (dabei steht das obere Zeichen
fu¨r κ > 0 und das untere fu¨r κ < 0). Fu¨r |κd| > 1 gilt dies auch fu¨r s1, außerdem gilt
fu¨r κ < 0 in s1 auch g1 > 1 und damit ebenfalls Konvergenz. Fu¨r die Gleichung k0 =
−κ tanh(k0d) liefert die Substitution h0 = k0κ und der Startwert h
(0)
0 = 1 eine konvergente
Fixpunktiteration. Alle verbleibenden Fa¨lle konvergieren mit dem Newtonverfahren fu¨r
beliebige positive Startwerte (die zweite Ableitung der betrachteten Funktionen wechselt
nur bei 0 das Vorzeichen und die Asymptote verla¨uft durch den Ursprung oder schneidet
die positive k- bzw. g-Achse10).
A.3. Bestimmung der Differentialgleichungen bei der lokalen
Zustandsdichte
Im folgenden gilt immer xn = (
√
2)nx. Das Vorgehen kann fu¨r ein Integral I wie folgt
systematisiert werden:
1. durch Substitution alle β-abha¨ngigen Exponenten auf die Form 14β (·)2 bringen,
2. den Faktor c(β) vor dem Integral I (inklusive 1
β
) weglassen, wodurch eine Funktion
f(β) definiert wird,
3. a und r(β) aus der Differentialgleichung
(
∂
∂β
− 1
β
)
f(β) = af(β)−r(β) bestimmen,
4. dann erfu¨llt I(β) die Differentialgleichung
(
a− ∂
∂β
)
I(β) = c(β)r(β).
10das gilt auch fu¨r die anderen Fa¨lle, jedoch fu¨hrt die Fixpunktiteration hier deutlich schneller zum Ziel.
74
A.3. Bestimmung der Differentialgleichungen bei der lokalen Zustandsdichte
I2(β)
I2(β) =
λ
4πβ
∫ x1
0
dy e
− 1
4β
y2
∫ ∞
0
dr e−κre−
1
4β
(x1+r)2 =:
λ
4πβ
f2(β)
(
∂
∂β
− 1
β
)
f2(β) =
∫ x1
0
dy
∂2
∂y2
e
− 1
4β
y2
∫ ∞
0
dr e−κre−
1
4β
(x1+r)2
+
∫ x1
0
dy e−
1
4β
y2
∫ ∞
0
dr e−κr
∂2
∂r2
e−
1
4β
(x1+r)2
=− x1
2β
e−
1
4β
x21
∫ ∞
0
dr e−κre−
1
4β
(x1+r)2 +
x1
2β
e−
1
4β
x21
∫ x1
0
dy e−
1
4β
y2
+ κ
∫ x1
0
dy e−
1
4β
y2
∫ ∞
0
dr e−κr
∂
∂r
e−
1
4β
(x1+r)2
=κ2f2(β)−
(
κ− x1
2β
)
e−
1
4β
x21
∫ x1
0
dy e−
1
4β
y2
− x1
2β
e
− 1
4β
x21
∫ ∞
0
dr e−κre−
1
4β
(x1+r)2
⇒
(
κ2 − ∂
∂β
)
I2(β) = λκA1(x1)− λx1
2
A2(x1) +
λx1
2
C2(x1)
⇔
(
µ− ∂
∂β
)
I2(β) =
√
2µA1(
√
2x)−√µxA2(
√
2x) +
√
µxC2(
√
2x)
I3(β)
I3(β) = (1− λx2) λ
4πβ
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2
∫ r
0
dy e−
1
4β
y2 =: (1− λx2) λ
4πβ
f3(β)
(
∂
∂β
− 1
β
)
f3(β) =
∫ ∞
0
dr e−λr
[
∂2
∂r2
e−
1
4β
(x2+r)2
] ∫ r
0
dy e−
1
4β
y2
+
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2
∫ r
0
dy
∂2
∂y2
e−
1
4β
y2
=λ
∫ ∞
0
dr e−λr
[
∂
∂r
e−
1
4β
(x2+r)2
] ∫ r
0
dy e−
1
4β
y2
+
∫ ∞
0
dr e−λr
x2 + r
2β
e
− 1
4β
(x2+r)2e
− 1
4β
r2
−
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2 r
2β
e−
1
4β
r2
=λ2f2(β)−
(
λ− x2
2β
)∫ ∞
0
dr e−λre−
1
4β
(x2+r)2e
− 1
4β
r2
=λ2f2(β)−
(
λ− x2
2β
)∫ ∞
0
dr e−λre−
1
4β
(
√
2r+x1)2e−
1
4β
x21
=λ2f2(β)−
(
κ− x1
2β
)∫ ∞
0
dr e−κre−
1
4β
(x1+r)2
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⇒
(
λ2 − ∂
∂β
)
I3(β) = (1− 2κx1)λ
[
κC1(x1)− x1
2
C2(x1)
]
⇔
(
2µ − ∂
∂β
)
I3(β) = (
√
2µ− 4µx)
[√
µC1(
√
2x)− x√
2
C2(
√
2x)
]
H(β)
H(β) =
κ2
8πβ
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2
∫ r
−r
dz
∫ x2
−x2
dy e−
1
4β
(z+y)2 =:
κ2
8πβ
h(β)
(
∂
∂β
− 1
β
)
h(β) =
∫ ∞
0
dr e−λr
[
∂2
∂r2
e−
1
4β
(x2+r)2
] ∫ r
−r
dz
∫ x2
−x2
dy e−
1
4β
(z+y)2
+
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2
∫ r
−r
dz
∂
∂z
∫ x2
−x2
dy
∂
∂y
e
− 1
4β
(z+y)2
=λ
∫ ∞
0
dr e−λr
[
∂
∂r
e
− 1
4β
(x2+r)2
] ∫ r
−r
dz
∫ x2
−x2
dy e
− 1
4β
(z+y)2
−
∫ ∞
0
dr e−λr
[
∂
∂r
e−
1
4β
(x2+r)2
] ∫ x2
−x2
dy
[
e−
1
4β
(y+r)2 + e−
1
4β
(y−r)2]
+
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2
∫ r
−r
dz
∂
∂z
[
e−
1
4β
(z+x2)2 − e− 14β (z−x2)2
]
=λ2h(β)− 2λ
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2
∫ x2
−x2
dy
[
e−
1
4β
(y+r)2 + e−
1
4β
(y−r)2]
+ e
− 1
4β
x22
∫ x2
−x2
dy 2e
− 1
4β
y2
+ 2
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2
[
e−
1
4β
(x2+r)2 − e− 14β (x2−r)2
]
+ 2
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2
[
e−
1
4β
(x2+r)2 − e− 14β (x2−r)2
]
=λ2h(β)− 4λ
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2
∫ x2
−x2
dy e−
1
4β
(y+r)2
+ 4e
− 1
4β
x22
∫ x2
0
dy e
− 1
4β
y2
+ 2
√
2
∫ ∞
0
dr e−κre−
1
4β
(x3+r)2 − 2
√
2e
− 1
4β
x23
∫ ∞
0
dr e−κre−
1
4β
r2
⇒
(
λ2 − ∂
∂β
)
H(β) = I4(β)− 2κ2A1(x2)−
√
2κ2B1(x3) +
√
2κ2D1(x3)
⇔
(
2µ− ∂
∂β
)
H(β) = I4(β)− 2µA1(2x)−
√
2µB1(2
√
2x) +
√
2µD1(2
√
2x)
I4(β)
I4(β) =
λ3
4πβ
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2
∫ x2
−x2
dy e
− 1
4β
(y+r)2
=:
λ3
4πβ
f4(β)
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(
∂
∂β
− 1
β
)
f4(β) =
∫ ∞
0
dr e−λr
[
∂2
∂r2
e
− 1
4β
(x2+r)2
] ∫ x2
−x2
dy e
− 1
4β
(y+r)2
+
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2 ∂
∂r
∫ x2
−x2
dy
∂
∂y
e−
1
4β
(y+r)2
=
x2
2β
e
− 1
4β
x22
∫ x2
−x2
dy e
− 1
4β
y2
+ λ
∫ ∞
0
dr e−λr
[
∂
∂r
e
− 1
4β
(x2+r)2
] ∫ x2
−x2
dy e
− 1
4β
(y+r)2
−
∫ ∞
0
dr e−λr
[
∂
∂r
e−
1
4β
(x2+r)2
] [
e−
1
4β
(x2+r)2 − e− 14β (x2−r)2
]
+
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2 ∂
∂r
[
e−
1
4β
(x2+r)2 − e− 14β (x2−r)2
]
=λ2f4(β)−
(
2λ− x2
β
)
e−
1
4β
x22
∫ x2
0
dy e−
1
4β
y2
− λ
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2
[
e
− 1
4β
(x2+r)2 − e− 14β (x2−r)2
]
− x2
β
∫ ∞
0
dr e−λre−
1
4β
(x2+r)2e
− 1
4β
(x2−r)2
=λ2f4(β)−
(
2λ− x2
β
)
e
− 1
4β
x22
∫ x2
0
dy e
− 1
4β
y2
− λ√
2
∫ ∞
0
dr e−κre−
1
4β
(x3+r)2 −
(
x2√
2β
− λ√
2
)
e−
1
4β
x23
∫ ∞
0
dr e−κre−
1
4β
r2
⇒
(
λ2 − ∂
∂β
)
I4(β) =2λ
4A1(x2)− x2λ3A2(x2)
+
λ4√
2
B1(x3)− λ
4
√
2
D1(x3) + λ
3x1D2(x3)
⇔
(
2µ− ∂
∂β
)
I4(β) =8µ
2A1(2x)− 4
√
2µ
3
2xA2(2x)
+ 2
√
2µ2B1(2
√
2x)− 2
√
2µ2D1(2
√
2x) + 4µ
3
2xD2(2
√
2x)
A.4. Laplace-Transformation
Die Randkorrekturen in der Spur des Propagators von Ra¨ndern mit gemischter Rand-
bedingung haben die Form
Fn(β) := β
−neµβ erfc
√
µβ, (107)
wobei n ganz- oder halbzahlig ist. Um den entsprechenden Beitrag zur Zustandsdichte
zu erhalten mu¨ssen diese invers Laplace-transformiert werden. Dies kann mit Hilfe einer
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Rekursion erfolgen. Es gilt
∂
∂β
Fn(β) =− nβ−(n+1)eµβ erfc(
√
µβ) + β−nµeµβ erfc(
√
µβ)− β−neµβ 2√
π
e−µβ
√
µ
2
√
β
=− nFn+1(β) + µFn(β)− β−n
√
µ
πβ
und deshalb
nFn+1(β) =
(
µ− ∂
∂β
)
Fn(β)−
√
µ
π
β−n+
1
2 .
Mit vollsta¨ndiger Induktion kann man damit zeigen, dass fu¨r n ∈ N die folgende Formel
gilt:
(n− 1)!Fn(β) =
(
µ− ∂
∂β
)n−1
F1(β) −
√
µ
π
n−1∑
k=1
(n− k − 1)!
(
µ− ∂
∂β
)k−1
β−(n−k+
1
2
).
Analog erha¨lt man fu¨r n+ 12 ∈ N
Γ(n)
Γ(12 )
Fn(β) =
(
µ− ∂
∂β
)n− 1
2
F 1
2
(β)−
√
µ
π
n− 1
2∑
k=1
Γ(n− k)
Γ(12 )
(
µ− ∂
∂β
)k−1
β−(n−k+
1
2
).
Fu¨hrt man den Parameter γ mit
γ :=
{
1 n ∈ N
1
2 n+
1
2 ∈ N
(108)
ein, so ko¨nnen die beiden Formeln in einer vereint werden:
Fn(β) =
Γ(γ)
Γ(n)
(
µ− ∂
∂β
)n−γ
Fγ(β)−
√
µ
β
n−γ∑
k=0
Γ(n− k)
Γ(n)
(
µ− ∂
∂β
)k−1
β−(n−k+
1
2
) (109)
beiden Formeln ko¨nnen nun bei der inversen Laplace-Transformation verwendet werden.
Dazu werden noch die invers Laplace-Transformierten f 1
2
und f1 von F 1
2
und F1 beno¨tigt.
In [1] findet man
f0(E) =L−1β
[
F0(β)
]
(E) =
1
π
√
µ
E
Θ(E)
E + µ
(110)
f 1
2
(E) =L−1β
[
F 1
2
(β)
]
(E) =
1√
π
Θ(E)√
E + µ
, (111)
wobei bei f0 auch µ = 0 zugelassen wird. In 4.2 wird gezeigt, dass fu¨r diesen Grenzfall
f0(E) → δ(E) gilt, was genau die invers Laplace-Transformierte von 1 ist. Um f1 zu
erhalten kann nun die Eigenschaft der beidseitigen Laplace-Transformation∫ E
0
dE′ f(E′) = L−1β
[ 1
β
F (β)
]
(E) (112)
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fu¨r F (β) = LE
[
f(E)
]
(β) benutzen. Es gilt also
f1(E) =
∫ E
0
dE′
1
π
√
µ
E′
Θ(E′)
E′ + µ
=
1
πµ
Θ(E)
∫ E
0
dE′
√
µ
E′
1
1 + E
′
µ
=
2
π
Θ(E)
∫ √E
µ
0
dx
1
1 + x2
=
2
π
arctan
(√
E
µ
)
Θ(E)
Mit Hilfe der Identita¨t (10) fu¨r die Potenzen von β erha¨lt man so fu¨r beliebiges n ∈ N
bzw. n+ 12 ∈ N die invers Laplace-Transformierte zu Fn:
fn(E) =
Γ(γ)
Γ(n)
(E + µ)n−γfγ(E)−
√
µ
π
n−γ∑
k=1
Γ(n− k)
Γ(n)Γ(n− k + 12)
(E + µ)k−1En−k−
1
2 (113)
mit γ =
{
1 n ∈ N
1
2 n+
1
2 ∈ N
(114)
und fγ(E) =


2
π
arctan
(√
E
µ
)
Θ(E) γ = 1
1√
π
Θ(E)√
E+µ
γ = 12
(115)
Fu¨r n = 32 erha¨lt man also z.B.
f 3
2
=
2√
π
(
√
E + µ−√µ)Θ(E), (116)
was genau die Stammfunktion von f 1
2
mit der Nullstelle bei E = 0 ist.
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