This paper presents a computational complexity measure of convolutional codes well suitable for software implementations of the Viterbi algorithm (VA) operating with hard decision. We investigate the number of arithmetic operations performed by the decoding process over the conventional and minimal trellis modules. A relation between the complexity measure defined in this work and the one defined by McEliece and Lin is investigated. We also conduct a refined computer search for good convolutional codes (in terms of distance spectrum) with respect to two minimal trellis complexity measures. Finally, the computational cost of implementation of each arithmetic operation is determined in terms of machine cycles taken by its execution using a typical digital signal processor widely used for low-power telecommunications applications.
Introduction
Convolutional codes are widely adopted due to their capacity to increase the reliability of digital communication systems with manageable encoding/decoding complexity [1] . A convolutional code can be represented by a regular (or conventional) trellis which allows an efficient implementation of the maximum-likelihood decoding algorithm, known as the Viterbi algorithm (VA). In [2] , the authors analyze different receiver implementations for the wireless network IEEE 802.11 standard [3] , showing that the VA contributes with 35% of the overall power consumption. This consumption is strongly related with the decoding complexity which in turn is known to be highly dependent on the trellis representing the code. Therefore, the search for less complex trellis alternatives is essential to some applications, especially for those with severe power limitation.
A trellis consists of repeated copies of what is called a trellis module [4] [5] [6] . McEliece and Lin [4] defined a decoding complexity measure of a trellis module as the total number of edge symbols in the module (normalized by the number of information bits), called the trellis *Correspondence: cecilio@ufpe.br 2 Federal University of Pernambuco (UFPE), Av. Prof. Morais Rego, 1235, Recife, Pernambuco 50670-901, Brazil Full list of author information is available at the end of the article complexity of the module M, denoted by TC(M). In [4] , a method to construct the so-called 'minimal' trellis module is provided. This module, which has an irregular structure presenting a time-varying number of states, minimizes various trellis complexity measures. Good convolutional codes with low-complexity trellis representation are tabulated in [5] [6] [7] [8] [9] [10] [11] [12] [13] , which indicates a great interest in this subject. These works establish a performance-complexity tradeoff for convolutional codes.
The VA operating with hard decision over a trellis module M performs two arithmetic operations: integer sums and comparisons [4, [13] [14] [15] . These operations are also considered as a complexity measure of other decoding algorithms, as those used by turbo codes [16] . The number of sums per information bit is equal to TC(M). Thus, this complexity measure represents the additive complexity of the trellis module M. On the other hand, the number of comparisons at a specific state of M is equal to the total number of edges reaching it minus one [14] . The total number of comparisons in M represents the merge complexity. Both trellis and merge complexities govern the complexity measures of the VA operating over a trellis module M. Therefore, considering only one of these complexities is not sufficient to determine the effort required by the decoding operations. http://asp.eurasipjournals.com/content/2014/1/173
In this work, we propose a complexity measure, called computational complexity of M, denoted by TCC(M), that more adequately reflects the computational effort of decoding a convolutional code using a software implementation of the VA. This measure is defined by considering the total number of sums and comparisons in M as well as the respective computational cost (complexity) of the implementation of these arithmetical operations using a given digital signal processor. More specifically, these costs are measured in terms of machine cycles consumed by the execution of each operation.
For illustration purposes, we provide in Section 4 one example where we compare the conventional and the minimal trellis modules under the new trellis complexity for a specific architecture. We will see through other examples that two different convolutional codes having the same complexity TC(M) defined in [4] may compare differently under TCC(M). Therefore, interesting codes may have been overlooked in previous code searches. To remedy this problem, as another contribution of this work, a code search is conducted and the best convolutional codes (in terms of distance spectrum) with respect to TCC(M) are tabulated. We present a refined list of codes, with increasing values of TCC(M) of the minimal trellis for codes of rates 2/4, 3/5, 4/7, and 5/7.
The remainder of this paper is organized as follows. In Section 2, we define the number of arithmetic operations performed by the VA and define the computational complexity TCC(M). Section 3 presents the results of the code search. In Section 4, we determine the computational cost of each arithmetic operation. Comparisons between TC(M) and TCC(M) are given for codes of different rates and based on two trellis representations: the conventional and minimum trellis modules. Finally, in Section 5, we present the conclusions of this work.
Trellis module complexity
Consider a convolutional code C(n, k, ν), where ν, k, and n are the overall constraint length, the number of input bits, and the number of output bits, respectively. In general, a trellis module M for a convolutional code C(n, k, ν) consists of n trellis sections, 2 ν t states at depth t, 2 ν t +b t edges connecting the states from depth t to depth t + 1, and l t bits labeling each edge from depth t to depth t + 1, for 0 ≤ t ≤ n − 1 [5] . The decoding operation at each trellis section using the VA has three components: the Hamming distance calculation (HDC), the add-compareselect (ACS), and the RAM Traceback. Next, we analyze the arithmetic operations required by HDC and ACS over the trellis module M using the VA operating with hard decision. The RAM Traceback component does not require arithmetic operations; hence, it is not considered in this work. In this stage, the decoding is accomplished by tracing the maximum likelihood path backwards through the trellis ([1] Chapter 12).
We develop next a complexity metric in terms of arithmetic operations -summations (S), bit comparisons (C b ) and integer comparisons (C i ). We define the following notation for the number of operations of a given complexity measure
to denote s summations, c 1 bit comparisons, and c 2 integer comparisons.
The HDC consists of calculating the Hamming distance between the received sequence and the coded sequence at each edge of a section t of the trellis module M. As each edge is labeled by l t bits, the same amount of bit comparison operations is required. The results of the bit comparisons are added with l t − 1 sum operations. The total number of edges in this section is given by 2 ν t +b t ; therefore, l t 2 ν t +b t bit comparison operations and (l t − 1)2 ν t +b t sum operations are required. From the above, we conclude that the total number of operations required by HDC at section t, denoted by T HDC t , is given by
The ACS performs the metric update of each state of the section module. First, each edge metric and the corresponding initial state metric are added together. Therefore, 2 ν t +b t sum operations are required. In the next step, all the accumulated edge metrics of the edges that converge to each state at section t + 1 are compared, and the lowest one is selected. There are 2 ν t+1 states at section t +1, and 2 ν t +b t edges between sections t and t +1. Therefore, 2 ν t +b t /2 ν t+1 edges per state are compared requiring (2 ν t +b t /2 ν t+1 ) − 1 comparison operations. Considering now all the states at section t + 1, a total of 2 ν t +b t − 2 ν t+1 integer comparison operations are required [12, 13] . We conclude that the total number of operations required by ACS at section t, denoted by T ACS t , is then given by
From (1) and (2), the total number of operations per information bit performed by the VA over a trellis module M is
where ν n = ν 0 . The trellis complexity per information bit TC(M) over a trellis module M, according to [4] is given by http://asp.eurasipjournals.com/content/2014/1/173
and the merge complexity per information bit, MC(M), over a trellis module M is [12, 13] MC
We rewrite (3) using (4) and (5) as follows:
For the conventional trellis module, M conv , where
The minimal trellis module consists of an irregular structure with n sections which can present different number of states. Each edge is labeled with just one bit [4] . For this minimal trellis module, M min , where n = n, l t = 1, ν t =ν t ∀t, b t =b t ∀t, and ν n = ν 0 , we obtain
Example 1. Consider the convolutional code C 1 (7, 3, 3) generated by the generator matrix
The trellis and merge complexities of the conventional trellis module for C 1 (7, 3, 3) are TC(M conv ) = 149.33 and MC(M conv ) = 18.66. Therefore, we obtain from (6)
The single-section conventional trellis module M conv has eight states with eight edges leaving each state, each edge labeled by 7 bits. The minimal trellis module for C 1 (7, 3, 3) is shown in Figure 1 . Defining the state and the edge complexity profiles of M min asν = (ν 0 , . . . ,ν n−1 ) andb = b 0 , . . . ,b n−1 , respectively, we obtainν = (3, 4, 3, 4, 3, 4, 4) andb = (1, 0, 1, 0, 1, 0, 0) for C 1 (7, 3, 3) , resulting in TC(M min ) = 37.33 and MC(M min ) = 8. Similarly, we obtain from (6)
In this example, the relative number of operations required by the minimal trellis module if compared with the conventional trellis is 25% for S and C b and 42,8% for
Once the number of operations performed by the VA over a trellis module is determined, we must obtain the individual cost of the arithmetic operations S, C b , and C i for a more appropriate complexity comparison.
Computational complexity of VA
Based on (6), we define in this subsection a computational complexity of a trellis module M, denoted by TCC(M). For this purpose, let S , C b , and C i be the individual computational cost of the implementation of the arithmetic operations S, C b , and C i , respectively, in a particular architecture. This cost can be measured in terms of the machine cycles consumed by each operation, the power consumed by each operation, and many other cost measures. Thus,
We observe that TCC(M) depends on two complexity measures of the module M: the trellis complexity, which represents the additive complexity, and the merge complexity. The relative importance of each complexity depends on a particular implementation, as will be discussed later. Note, however, that the complexity measure defined in (12) is general, in the sense that it is valid for any trellis module and relative operation costs.
In the next section, we conduct a new code search where TC(M min ) and MC(M min ) are taken as complexity measures. This refined search allows us to find new codes that achieve a wide range of error performance-decoding complexity trade-off.
Code search
Code search results for good convolutional codes for various rates can be found in the literature. In general, the objective of these code searches is to determine the best spectra for a list of fixed values of the trellis complexity, as performed in [6] . The search proposed in this paper considers both the trellis and merge complexities of the minimal trellis in order to obtain a list of good codes (in terms of distance spectrum) with more refined computational complexity values. We apply the search procedure defined in [5] for codes of rates 2/4, 3/5, 4/7, and 5/7. The main idea is to propose a number of templates for the generator matrix G(D) in trellis-oriented form with fixed TC(M min ) and MC(M min ) (the detailed procedure is provided in [5] ). This sets the stage for having ensembles of codes with fixed decoding complexity through which an exhaustive search can be conducted. It should be mentioned that since we do not consider all possible templates in our code http://asp.eurasipjournals. search, it is possible that for some particular examples, a code with given TC(M min ) and MC(M min ) better than the ones we have tabulated herein may be found elsewhere in the literature. Credit to these references is provided when applicable.
The results of the search are summarized in Tables 1, 2 Table 1 , we obtain MC(M min ) = 48 and MC(M min ) = 64 with d f = 8 and d f = 9, respectively. New codes with a variety of trellis complexities are shown in these tables. The existing codes (with possibly different G(D)) are also indicated. We call the reader's attention to the fact that other codes with TC(M min ), MC(M min ) or weight spectrum different from those in Tables 1, 2 , 3, and 4 are documented in the literature (see for example [8] and [10] ), and they could be used to extend the performancecomplexity trade-off analysis performed in this work. Tables 1, 2 , and distance spectrum as a code listed in [7] .
It should be remarked that the values of TCC shown in
into (12) in order to obtain a computational complexity for this architecture. This allows us to compare the complexity of several trellis modules.
A case study
In this section, we describe the implementation of the operations S, C b , and C i to obtain the respective number of machine cycles based on simulations of the TMS320C55xx DSP from Texas Instruments. This device belongs to a family of well-known 16-bit fixed-point lowpower consumption DSPs suited for telecommunication applications that require low power, low system cost, and high performance [17] . More details about this processor can be found in [18, 19] . We work with the integrated development environment (IDE) Code Composer Studio (CCStudio) version 4.1.1.00014 [19] . The simulations are conducted with the C55xx Rev2.x CPU Accurate Simulator. Once the number of machine cycles of each operation is obtained, we utilize (12) to have the computational complexity measure for a trellis module for this particular architecture. Tables 5, 6 , and 7 show the implementation details of the operations S, C b , and C i , respectively. In each of these tables, the operation in C language, the corresponding C55x assembly language code generated by the compiler, a short description of the code, and the resulting number of machine cycles are given in the first, second, third, and fourth columns, respectively. Table 5 shows the implementation details of the operation S. As we can observe from the third column, two storage operations and an S operation, each taking one machine cycle, are performed. Therefore, the operation S is performed with three machine cycles.
DSP implementation of the VA operations

Sum operation (S)
Bit comparison operation (C b )
The bit comparison operation C b is implemented with a bitwise logical XOR instruction, assuming that each bit of the received word has been previously stored in an integer type variable. Table 6 shows the details of the implementation of this operation. Similarly, three machine cycles are necessary to implement the operation C b .
Integer comparison operation (C i )
The operation C i is implemented with an if-else statement, which includes the storage of the lowest accumulated edge metric. Table 7 shows how this operation is implemented.
The if statement is used to compare two accumulated edge metrics, and the lowest one is stored at the integer type variable minor. In the third column, AR1 and AR2 are accumulator registers loaded with the accumulated metrics values, represented here by the variables B and A, respectively. Next, the metrics are compared; if B < A, then status bit TC1 is set, and the program flow is deviated to the label specified by @L1, where the value of B is stored at minor. Following this path, the code consumes 10 (=1+1 + 1 + 6+1) machine cycles. Otherwise, if A ≤ B, then the value of A is stored in minor, and the program flow is deviated to the label specified by @L2, where the next instruction to be executed is located. The architecture of this processor cannot transfer the value stored at AR2 directly to memory. Instead, it copies the AR2 value to AR1 and then to the memory. Following this path, the code consumes 16 (= 1 + 1 + 1 + 5 + 1 + 1+6) machine cycles. We consider the average value consumed by the operation, i.e., 13 machine cycles. In summary, the computational cost of the VA operations is shown in Table 8 .
Computational complexity
By substituting the results in Table 8 into (12), a computational complexity of a trellis module M, for this particular architecture, is
We observe that the weight of the latter is approximately two times the weight of the former. Hereafter, (13), a particular case of (12), will be referred to as the computational complexity measure even though the complexity analysis performed in this section is valid for the particular DSP in [17] .
For the code C 1 (7, 3, 3) of Example 1, we obtain TCC(M conv ) = 1138.5 and TCC(M min ) = 328. The computational complexity of the minimal trellis is 28.8% of the computational complexity of the conventional trellis. The trellis and merge complexities of the minimal trellis are 42.87% and 25% of the conventional trellis, respectively. In the remainder of this paper, we no longer consider the conventional trellis. In the next examples, we analyze the impact of trellis, merge, and computational complexities over codes of same rate. 
The trellis, merge, and computational complexities of the minimum trellis module for C 2 are, respectively, TC(M min ) = 24, MC(M min ) = 6, and TCC(M min ) = 222. For C 3 , these values are TC(M min ) = 24, MC(M min ) = 8, and TCC(M min ) = 248. Although both codes have the same trellis complexity, this is not true for the merge complexity. As a consequence, the computational complexity is not the same. Code C 3 has a computational complexity approximately 11.7% higher with respect to C 2 . This fact indicates the importance of adopting the computational complexity to compare the complexity of convolutional codes. 
Code C 4 presents TC(M min ) = 37.33, MC(M min ) = 16, and TCC(M min ) = 432, while code C 5 presents TC(M min ) = 42.67, MC(M min ) = 16, and TCC(M min ) = 464. Both codes have the same merge complexity, but this is not true for the trellis and computational complexities. In this case, the computational complexity of C 5 is 7.5% higher than that of C 4 .
It is clearly shown by these examples that considering only the trellis complexity as in [5, 10] , or the merge complexity, it is not sufficient to obtain a real evaluation of the decoding complexity of a trellis module. This is the reason we propose the use of the computational complexity TCC(M).
As a final comment, note from the codes listed in Tables 1, 2 , 3, and 4 that TC(M) is typically p times MC(M), where 2.4 ≤ p ≤ 4. This is a code behavior, and it is independent of the specific DSP. On the other hand, for the TMS320C55xx, MC(M) costs more than twice as much as TC(M), i.e., C i = 2.17( C b + S ). So, MC(M) has a great impact on the TCC(M) for this particular processor. It is possible, however, that the costs of TC(M) and MC(M) are totally different in another DSP. As a consequence, it is possible that given two different codes, the less complex code for one processor may not be the less complex one for the other processor. In other words, carrying out the computational complexity proposed in this paper is an essential step for determining the best choice of codes for a given DSP.
In the following, we provide simulation results of the bit error rate (BER) over the AWGN channel for some of the codes that appear in Tables 1, 2 , 3, and 4. In particular, we consider two code rates, 2/4 and 3/5, and plot the BER versus E b /N 0 for two pairs of codes for each rate. The pairs of codes are chosen so that the effect of a slight increase in the distance spectra may become apparent in terms of error performance.
For the case of rate 2/4, as shown in Figure 2 , we consider the two codes with TC(M min ) = 96 and the two codes with TC(M min ) = 192 listed in Table 1 in the manuscript. One of the codes with TC(M min ) = 96 has MC(M min ) = 24 while the other has MC(M min ) = 32. Such change in MC(M min ), and thus in the overall complexity, is sufficient to slightly improve the distance spectrum (for the same free distance). As shown in Figure 2 , this is sufficient to make the more complex code perform around 0.2 dB better in terms of required E b /N 0 at a BER of 10 −5 . For the case of TC(M min ) = 192, one of the codes has MC(M min ) = 48 while the other has MC(M min ) = 64. In this case, the increase in complexity is sufficient to increase the free distance of the second code with respect to the first, resulting in an advantage in terms of required E b /N 0 at a BER of 10 −5 around 0.2 dB as well.
Results for a higher rate, 3/5, are presented in Figure 3 . We investigate the BER of the codes with TC(M min ) = 26.66 and TC(M min ) = 74.66 listed in Table 2 Table 1 .
Conclusions
In this paper, we have presented a computational decoding complexity measure of convolutional codes to be decoded by a software implementation of the VA with hard decision. More precisely, this measure is related with the number of machine cycles consumed by the decoding operation. A case study was conducted by determining the number of arithmetic operations and the corresponding computational costs of execution based on a typical DSP used for low-power telecommunications applications. More general analysis related to other processor architectures is considered for future work. We calculated the trellis, merge, and computational complexities of codes of various rates. In considering codes of same rate, those which present the same trellis complexity can present different computational Table 2 . http://asp.eurasipjournals.com/content/2014/1/173 complexities. Therefore, the computational complexity proposed in this work is a more adequate measure in terms of computational effort. A good computational complexity refinement is obtained from a code search conducted in this work.
