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”The surface of the Earth is the shore of the cosmic ocean. On this shore, we’ve learned most
of what we know. Recently, we’ve waded a little way out, maybe ankle-deep, and the water
seems inviting. Some part of our being knows this is where we came from. We long to return,
and we can, because the cosmos is also within us. We’re made of star stuff. We are a way for
the cosmos to know itself.”
-Carl Sagan, Cosmos: A Personal Voyage

Acknowledgements
I want to thank my supervisor, Dr. Peter Johansson, for his major influence on my studies in the
field of theoretical astrophysics, as well as his insightful advice and comments on my Master’s
thesis.
I want also to thank my fellow astronomy students in our student organization Meridiaani,
especially Jussi, Joonatan, Juhana and Mika. The extracurricular activities with you have
constantly eased the burden of studying and stress during my undergraduate years.
I’d like also to thank my loving parents, Pa¨ivi and Matti, for raising me well and waking my
curiosity towards the Universe. I also thank my sister Petra for her support during my studies,
reaching from the elementary school to the University.
Finally, I thank my girlfriend Natalia for her love, encouragement and astronomical discussions
during my thesis work. Without you, the task conducted would have been far more challenging.

Contents
1 Introduction 1
1.1 The Origin of Galaxies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Brief History of Galaxy Formation Studies . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Aim of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Galaxy Formation Theory 5
2.1 Cosmology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Friedmann-Robertson-Walker Universe . . . . . . . . . . . . . . . . . . . . 5
2.1.2 General Relativity and Friedmann Equations . . . . . . . . . . . . . . . . 8
2.1.3 ΛCDM Planck Cosmology . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Growth of Small Perturbations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Linear Newtonian Approach . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Jeans Mass in a Static Medium . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Jeans Mass in an Expanding Medium . . . . . . . . . . . . . . . . . . . . 17
2.2.4 Role of Dark Matter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Non-linear Evolution of Dark Matter Halos . . . . . . . . . . . . . . . . . . . . . 21
2.3.1 Spherical Top-hat Collapse . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Zeldovich Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Baryons in Dark Matter Halos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.1 Shock Heating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.2 Cooling of Gas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.3 Feedback Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5 Spectrum of the Initial Fluctuations . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5.1 Correlation Functions and Power Spectra . . . . . . . . . . . . . . . . . . 31
2.5.2 Transfer Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3 Initial Conditions 35
3.1 Multiscale Gaussian Random Fields . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.1 Statistical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.2 Normalizing the Power Spectrum . . . . . . . . . . . . . . . . . . . . . . . 37
3
3.2 Density Field on a Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.1 Non-refined Grids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.2 Grids with Refinement Levels . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.3 Particle Masses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.4 Initial Particle Positions and Velocities . . . . . . . . . . . . . . . . . . . . 42
3.3 Calculation of Transfer Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.1 Collisionless Non-relativistic Particles . . . . . . . . . . . . . . . . . . . . 45
3.3.2 Relativistic Case with Coupled Particle Species . . . . . . . . . . . . . . . 46
3.3.3 Transfer Functions from Analytical Fits . . . . . . . . . . . . . . . . . . . 48
3.4 Two Numerical Initial Condition codes . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4.1 GRAFIC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4.2 P-GenIC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4 Zoom-in Simulations 55
4.1 Zoom-in Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Low-resolution Box Run . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3 Identification of Interesting Objects . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3.1 Finding Halos: The FoF -algorithm . . . . . . . . . . . . . . . . . . . . . . 59
4.3.2 Analyzing Halos: Virial Radius and Mass . . . . . . . . . . . . . . . . . . 60
4.3.3 Lagrangian Volume and Contamination . . . . . . . . . . . . . . . . . . . 64
4.4 Final Initial Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.5 Reducing the Computational Load . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5 Running the Simulations with GADGET-3 73
5.1 GADGET-3 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2 Gravitational Force Calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.3 Smoothed Particle Hydrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.4 Time Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.5 Numerical Astrophysics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.5.1 Cooling of Interstellar Medium . . . . . . . . . . . . . . . . . . . . . . . . 79
5.5.2 Star Formation Subgrid Model . . . . . . . . . . . . . . . . . . . . . . . . 80
5.6 Running the Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6 Properties of Simulated Galaxies 85
6.1 High-resolution Galaxies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.2 Spin Parameters, Mass and Density Profiles . . . . . . . . . . . . . . . . . . . . . 87
6.3 Star Formation Histories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.4 Colors and Magnitudes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7 Conclusions 101
Chapter 1
Introduction
1.1 The Origin of Galaxies
The origin of cosmic structure lies in the very early Universe. Nowadays it is widely accepted that
∼ 10−35 seconds after the Big Bang the Universe experienced a period of accelerating expansion.
The theoretical scenario is referred to as cosmic inflation, during which the observable Universe
grew by a factor of ∼ e60 in size. The inflation scenario solves some of the most challenging
questions of the original Big Bang model: the homogeneity, isotropy and the spatial flatness of
the observable Universe. Inflation is driven by a (yet unknown) quantum field, resulting in small
vacuum fluctuations being stretched from microscopic to macroscopic distance scales during the
period of expansion. These small perturbations were the seeds for all the structure in the later
Universe. Some important predictions of inflation models have been observationally confirmed,
such as the almost scale-invariant power spectrum of the Gaussian initial perturbations. Even
though many important unresolved questions remain, quantum fluctuations during the epoch of
inflation are the best candidate for the formation of the seeds of the cosmic structure.
After inflation, a better understood era begins as the energy content of the Universe be-
comes dominated by radiation. As the Universe expands, the temperature falls. The physical
conditions of the Universe ∼ 10−5 seconds after the Big Bang can be directly studied with mod-
ern particle accelerators, such as the Large Hadron Collider in CERN. During the first three
minutes, the light nuclei (H, He and a very small fraction of heavier elements) are formed, as
the conditions of the Universe are suitable for nuclear fusion. Rapid expansion stops further
fusion. The Big Bang theory accurately predicts the fractional abundances of the light elements
in the Universe. The initial perturbations of dark matter grow, while ionized baryonic matter
is coupled to radiation via Thomson scattering. Thus, the baryonic perturbations do not grow,
but oscillate. The radiation dominated era lasts for ∼ 50000 years, after which matter becomes
the dominating form of energy in the Universe.
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The Universe was opaque for its first ∼ 300000 years. After this time, the temperature had
fallen enough that the interaction rate of photons and baryons could not keep them in thermal
equilibrium and the mean free path of a photon exceeded the contemporary horizon distance.
In this process called recombination, the baryonic gas in the Universe became neutral, and a
photon last scattering surface, the Cosmic Microwave Background (CMB) was formed. Today,
the CMB is the most important observable for cosmologists. Also, as the baryonic perturbations
were not anymore coupled to the radiation, the baryons began to fall into the potential wells
formed earlier by the dark matter density perturbations. The matter perturbations (dark and
baryonic) grew linearly (also slowly), until the overdensity of the perturbation exceeded the
Universe background density. After this, the evolution was non-linear and the matter density
perturbations collapsed rapidly into gravitationally bound, virialized objects. These were the
first galaxies in the Universe, formed roughly 500 Myr after the Big Bang. Star formation was
efficient at first in low-mass galaxies as gas was abundantly available. The small galaxies grew
by direct accretion of gas and by merging with each other, producing more massive galaxies.
These galaxies can be directly imaged (see Fig. 1.1). At later times, as the cold gas reservoir of
galaxies decreased, star formation became less intense and the galaxies became slowly dimmer
and redder. Approximately 8 Gyr after the Big Bang, the expansion of the Universe began to
accelerate due to an unknown dark energy component, inhibiting the further growth of structure
in the Universe.
Figure 1.1: A part of the deepest optical image of our Universe, the Hubble Extreme Deep Field,
taken by the Hubble space telescope (Illingworth et al. 2013). There are thousands of young
galaxies in the image, showing the diversity of the galaxy population. The dimmest galaxies
potentially lie at a redshift of above z ∼ 7. Corresponding age of the Universe is t ∼ 770 Myr.
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1.2 Brief History of Galaxy Formation Studies
Early astronomers classified all the diffuse objects in the sky, including galaxies, as nebulae. The
extragalactic nature of the galaxies became evident in the beginning of the 1920’s as their radial
velocities were measured to be very large. In addition, both recently found novas and Cepheid
variables provided the first distance estimates of the galaxies. The expansion of the Universe
was discovered at the end of 1920’s by studying the radial velocities of distant galaxies (Hub-
ble, 1929), and the famous Hubble morphological classification was presented in 1936 (Hubble,
1936). The intense development of new observational techniques in the 20th and in the early
21th century has enabled astronomers to study the structure of galaxies with an unprecedented
accuracy. The observations reaching towards higher redshifts have revealed the evolution of the
galaxy population.
Numerical simulations are commonly used to fill the gap between theory and observations,
to test complicated consequences of theories and to interpret non-trivial observations. Holmberg
(1941) was the first astronomer to perform an extragalactic simulation by studying the encoun-
ters of stellar systems using light bulbs, photocells and galvanometers. First digital computer
N-body simulations were conducted in the 1960’s (von Hoerner 1960 & 1963, Aarseth 1963), con-
taining on average ∼ 100 collisionless particles. Larson (1969) performed the first gas-dynamical
(collisional) simulations. Press & Schechter (1974) studied the mass distribution of gravitation-
ally bound objects in cosmological simulations. New dark matter models (cold and hot) were
presented in the 1970’s (see Trimble, 1987), and a widely used gas technique, the smoothed
particle hydrodynamics (SPH) was developed (Gingold & Monaghan 1977). Finally, Gaussian
random fields were studied and applied to the initial perturbation spectrum in order to form re-
alistic initial conditions for structure formation simulations (for example, Efstathiou et al. 1985).
The evolution of computer hardware has enabled the particle numbers and the spatial resolu-
tions of the simulations to increase significantly. In fact, the evolution of the maximum particle
number in the simulations has grown faster than Moore’s law, which states that the number
of transistors on integrated circuits doubles approximately every 18 months. Thus, also the
evolution of the simulation algorithms has been important. Modern N-body simulations reach
up to 1011 particles, so the size of the simulations has increased approximately 9 orders of mag-
nitude in 50 years (Alimi et al. 2012). Modern galaxy formation simulations include, besides
N-body integration, models of astrophysical processes, such as cooling of interstellar gas and star
formation. The effect of galactic winds, chemical enrichment and the feedback from supernova
explosions and active galaxy nuclei are also often included. Flexible simulation algorithms, such
as the GADGET code, enable astrophysicists to perform massive galaxy formation simulations
containing millions of galaxies (Springel et al. 2005), or simulations forming an individual galaxy
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at high resolution while treating other galaxies as tidal perturbers. The latter technique is com-
monly referred to as the Zoom-in technique (for example, Navarro & White 1994). The Zoom-in
method is also the simulation technique studied in this Master’s thesis.
1.3 Aim of this thesis
The aim of this Master’s thesis is to perform groundwork in the field of cosmological Zoom-in
simulations. For this thesis, I will examine how to create initial conditions for cosmological
structure formation simulations and study the Zoom-in procedure in order to simulate the for-
mation of single galaxies in a cosmological context. The computation of the initial conditions
will take place at the Alcyone cluster at the Department of Physics of the University of Helsinki.
After the initial conditions are prepared, the Zoom-in simulations will be performed and the
basic properties of the simulated galaxies will be analyzed. Totally ten high-resolution Zoom-in
simulations will be run on the supercomputer Sisu at the CSC, the Finnish IT Center for Science.
Cosmological structure formation simulations are at the focus of active research among mod-
ern astrophysicists around the world. The work on cosmological initial conditions and galaxy
formation simulations will be important for the present and future astrophysicists in the Theoret-
ical Extragalactic Group at the Department of Physics, since such work has not been performed
before at the University of Helsinki. Because of this fact, most of the numerical analysis and
Zoom-in procedure tools must be programmed from scratch.
Mastering the simulation procedure will be important for later PhD studies and future pub-
lications. After the creation of the initial conditions and the running of Zoom-in simulations can
be performed routinely, the focus of the work will shift towards improving the existing simulation
codes and constructing new and better astrophysical models for cosmological structure forma-
tion simulations. Without the groundwork conducted in this Master’s thesis, these important
future tasks would be far more challenging.
This thesis is structured as follows. In Chapter 2, I will review the theoretical understanding
of galaxy formation presenting the relevant cosmological and astrophysical processes. In Chapter
3, I will explain the theory behind the numerical initial conditions for the cosmological simula-
tions, and Chapter 4 introduces my implementation for the creation of the initial conditions and
the Zoom-in simulation procedure. Chapter 5 introduces the GADGET-3 cosmological simula-
tion code and the simulation runs performed using the supercomputer Sisu. In Chapter 6, the
analysis of the properties of the simulated galaxies is presented. Finally, Chapter 7 summarizes
the Master’s thesis work with concluding remarks.
Chapter 2
Galaxy Formation Theory
2.1 Cosmology
2.1.1 Friedmann-Robertson-Walker Universe
The Cosmological Principle states that at sufficiently large scales (of the order of 100 Mpc), the
Universe is homogeneous and isotropic. The observations of the Cosmic Microwave Background
and large scale galaxy surveys have confirmed that the Universe is at least statistically homoge-
neous and isotropic. For this type of Universe, only radial expansion or contraction modes are
possible:
v = Hr. (2.1)
This is known as Hubble’s law (Hubble 1929), where H is the Hubble parameter, which de-
scribes the expansion rate of the Universe. Hubble’s law also applies in the presence of small-scale
violations of homogenity and isotropy (i.e. the cosmic structure), when the radial coordinate r
is sufficiently large. Hubble observed the radial velocities of distant galaxies and found a linear
correlation between the radial velocity of the galaxy and the distance of the galaxy, from which
he concluded that the Universe was expanding.
The cosmic time is defined to be the time of an observer who observes the Universe to be
homogeneous and isotropic. For such fundamental observers, the expansion rate of the Universe
is uniform and depends only on the cosmic time. The metric of the homogeneous and isotropic
Universe can be written in spherical coordinates as
ds2 = c2dt2 − a(t)2
(
dr2
1− kr2 + r
2dθ2 + r2 sin2 θdφ2
)
, (2.2)
where the scale factor a(t) describes the overall size of the Universe and the curvature k de-
termines the global geometry of the metric. A common definition is that the scale factor a was 0
at the Big Bang and now a = 1. The curvature k can have values 0,1 or −1, which respectively
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describe a flat, spherical and hyperbolic geometry of the Universe. The metric was discovered
independently by Friedmann (1924), Robertson (1935) and Walker (1936), and is often referred
to as the FRW-metric. If the scale factor is a = 1 (constant) and the space is flat (k = 0), the
FRW-metric reduces to the Minkowski metric from Special Relativity.
Figure 2.1: The Large Scale Structure of the Universe (LSS) in the 2dF Galaxy Redshift survey.
At small scales, typical structures such as clusters, walls, voids and filaments are clearly seen,
and the Universe is not homogeneous and isotropic at these scales. On scales large enough (& 100
Mpc), the Universe is statistically homogeneous and isotropic (Colless et al. 2001).
Proper distance along a radial line l at the time t can be calculated as the integral over the
spatial coordinates of the metric:
l = a(t)
r∫
0
dr√
1− kr2 = a(t)χ(r). (2.3)
The angular coordinates of the metric are chosen to be zero, as every direction is equivalent
in the homogeneous and isotropic Universe. Comoving distance χ(r) depends on the value of
k. If the curvature parameter k = 1, χ(r) = arcsin r. In a spatially flat Universe, k = 0 and
χ(r) = r. If the curvature parameter k = −1, χ(r) = arsinh r. Note that the comoving coordi-
nate is time-independent.
In the FRW Universe, the Hubble parameter is defined as the rate of change of the proper
distance between two fundamental observers (Longair 2008):
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dl
dt
=
a˙
a
a(t)χ(r) = H(t)l→
H =
a˙
a
.
(2.4)
The value of the Hubble parameter at present day, H0, is called the Hubble constant. The
Hubble parameter is commonly given in units of km/s/Mpc, or is expressed in a parametric
form as:
H = h · 100 km/s/Mpc. (2.5)
The cosmological redshift of an object is defined as:
z =
λ0 − λe
λe
, (2.6)
where λe is the emitted wavelength of a photon at an earlier time te (or redshift z), and λ0 is
the wavelength of an observed photon at t0. Photons propagate along null geodesics (ds
2 = 0).
Inserting ds = 0 into the FRW metric (2.2), dividing by the scale factor and integrating on both
sides yields:
∫ t0
te
cdt
a(t)
=
∫ r
0
dr√
1− kr2 . (2.7)
A photon is emitted at t′e = te + δte and observed at t′0 = t0 + δt0. As r is the comoving
coordinate, te and t0 in the equation 2.7 can be replaced with t
′
e and t
′
0. Thus, for small δt:s,
δt0
a0
=
δt
a
↔ νea = ν0a0 ↔ a
λe
=
a0
λ0
↔
a(t) =
1
1 + z
(2.8)
as a0 is defined to be 1 at the present time. This is an important relation between the
scale factor and the redshift. The cosmological redshift is ∼zero for the nearby objects in the
Universe. The most distant galaxies have been observed reliably at z ∼ 8, and there are possible
observations of z ∼ 10 galaxies (Bouwens el at. 2011). The redshift of the cosmic microwave
background is ∼ 1100. The particle horizon is the maximum distance from which particles can
have reached the observer during the age of the Universe:
dH =
∫ t
t0
cdt
a(t)
. (2.9)
If the energy content of the Universe is dominated by matter or radiation at the early times,
the particle horizon exists (ie. dH has a finite value). The sizes of the particle horizons will be
calculated at the end of section 2.1.2.
The critical density of the Universe is:
8 2.1. COSMOLOGY
ρc =
3H(t)2
8piG
, (2.10)
which is the density of a flat Universe with a zero cosmological constant. The value of ρc
is ≈ 8.5 × 10−27 kg/m3, which corresponds roughly to the mass of five hydrogen atoms in one
cubic meter of space.
The density parameter Ω is another way at describing the energy content and the geometry
of the Universe (Mo, van den Bosch, White 2010):
Ω =
ρ
ρc
= 1− ΩK = 1 + kc
2
(aH)2
. (2.11)
All the energy densities can be written in terms of the density parameter: Ω = ρρc . Equation
2.11 also implies that the global geometry of the Universe is related to the density parameter.
If Ω = 1, k = 0 and the geometry of the Universe is flat. If Ω > 1, the geometry of the Universe
is spherical and if Ω < 1, the Universe is hyperbolic, see Fig. 2.2.
Figure 2.2: Three two-dimensional surfaces with different global geometries (WMAP Science
Team 2012).
The observations of the global geometry of the Universe imply that the Universe is flat within
the margin of error. If the Universe is not exactly flat (Ω = 1), it has been more flat at early
times, as the second term at the right hand side in the equation 2.11 decreases (a˙ > 0), when
a decreases. This is the flatness problem: why does the Ω parameter have a value so close to
unity, but not exactly? This is one of the reasons why the models of Inflation were introduced
in the 1980’s.
2.1.2 General Relativity and Friedmann Equations
As a sufficiently large volume of the Universe has no net electrical charge, the only fundamental
force to have an effect on the large-scale formation of structure is gravity. The most fundamental
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theory of gravity is the General Relativity (GR) of Albert Einstein. Newton’s Theory of Gravita-
tion was formulated using differential and integral calculus with vector calculus, whereas General
Relativity is written with the language of tensors. General Relativity replaces the Newtonian
Poisson Equation
∇2φ = 4piGρ, (2.12)
where Φ is the gravitational potential, G is the Newton’s gravitational constant and ρ the
mass density, with the more fundamental Einstein Field Equation
Rµν − 1
2
gµνR+ gµνΛ =
8piG
c4
Tµν , (2.13)
where Rµν is the Ricci curvature tensor, R is the Ricci scalar curvature, gµν is the metric
tensor and Tµν is the stress-energy tensor or the energy-momentum tensor. Λ is the cosmological
constant. To be brief, Ricci terms on the left hand side of the equation describe the geometry
of the Universe, and the right-hand side is the energy-, momentum-, and pressure content of
the Universe. The constant 8piG
c4
in front of the stress-energy tensor is chosen so that the equa-
tion reduces to Newtonian gravity (2.12) in the limit of weak and slowly variating gravitational
fields. In full generality, the field equation is a coupled system of 10 partial differential equations.
The cosmological constant Λ is not necessary in the mathematical formulation of GR and
it was not part of Einstein’s original field equation. He added it later after discovering that
the GR Universe cannot be static and eternal as this was generally believed in the beginning
of the 1900’s. Later Friedmann (1924) showed that even with the Λ term, Einstein’s Universe
is not stable in the presence of small perturbations, it eventually ends up either expanding or
contracting. After Hubble’s discovery of the expansion of the Universe, the Einstein’s static
model with non-zero Λ was abandoned. In the late 1900’s, the precise measurements of the
cosmological constant became possible after observational techniques had improved sufficiently.
Nowadays there is very strong evidence for a non-zero cosmological constant, which causes the
expansion of the Universe to accelerate (Riess et al. 1998, Perlmutter et al. 1999), see also eg.
Planck Collaboration (2013).
Applying the requirements of the Cosmological Principle to the field equation simplifies the
equation significantly as the tensors can be treated component by component. Assuming that
the energy content of the Universe is a perfect fluid (homogeneous, isotropic and no shear stress),
the energy-momentum tensor can be written as
Tµν = (ρ+ p/c
2)UµUν − pgµν , (2.14)
where ρ is the rest mass density, p is the pressure and Uµ is the four-velocity.
10 2.1. COSMOLOGY
After taking the trace of equation 2.13 by contracting with gµν the field equation has the
form
Rµν + gµνΛ =
8piG
c4
(
Tµν − 1
2
gµνT
)
. (2.15)
In the homogeneous and isotropic Universe the density and pressure can only be functions
of time and there are no peculiar velocities: Uµ = (c, 0, 0, 0), Tµν = diag(ρc2,−P,−P,−P ) and
T = trace(Tµν ) = ρc2 − 3P . Next the curvature scalar and the components of the Ricci tensor
are required. They can be obtained by inserting the metric (2.2) into the Riemann curvature
tensor using the affine connections (for example, Carroll 2004):
R00 = − 3
c2
a¨
a
,
Rij = − 1
c2
(
a¨
a
+ 2
a˙2
a2
+
2c2k
a2
)
gij ,
R = − 6
c2
(
a¨
a
+
a˙2
a2
+
c2k
a2
)
.
(2.16)
Now one can derive the following two equations from the time-time (0, 0) and the space-space
(1 : 3, 1 : 3)-components of equation 2.13 (Peacock 1999):
(
a˙
a
)2
=
8piGρ
3
− k
a2
+
Λ
3
(2.17)
a¨
a
= −4piG
3
(ρ+ 3p) +
Λ
3
. (2.18)
These equations are referred to as the Friedmann equations. Here c was 1 in natural units
for simplicity. To obtain useful solutions, one must introduce an equation of state connecting
the pressure and density of the perfect fluid:
p = wρ. (2.19)
The w is here assumed to be a constant. The equation of the conservation of mass-energy can
be derived using thermodynamical arguments. The internal energy of the Universe is U = ρV ,
where ρ is the energy density (containing also small amount of gravitational potential energy etc.)
and V is a volume element of the Universe. As the Universe expands adiabatically, dU = −pdV ,
and after inserting these two relations into the equation of state (2.19), one obtains
ρ˙
ρ
= −3(1 + w) a˙
a
, (2.20)
which has a simple solution
ρ ∝ a−3(1+w). (2.21)
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The ΛCDM Universe contains three different forms of energy: radiation, matter and dark
energy. Non-relativistic matter (both dark and baryonic) is well approximated by a fluid of zero
pressure, so wm = 0. From the radiation pressure of the perfect black body we obtain for the
radiation component p = 13ρ and wr =
1
3 . For dark energy ρ is independent of time, thus the
pressure is negative, resulting in wΛ = −1. To conclude, the densities of the different energy
components evolve in the following way.
ρr ∝ a−4,
ρm ∝ a−3
ρΛ = constant.
(2.22)
From equation 2.22 it is evident that radiation dominates the energy budget of the Universe
at very early times, followed by the era of matter domination and finally the era of dark energy.
The Friedmann equations can be solved easily for a few useful models. For a flat, matter-
dominated Universe (Einstein - de Sitter) the solution is
a =
(
3
2
H0t
)2/3
. (2.23)
For a flat radiation-dominated Universe
a = (2H0t)
1/2 , (2.24)
and finally for a flat ΛCDM Universe with matter and dark energy (Ωm + ΩΛ = 1) we get
a =
(
Ωm,0
ΩΛ,0
)1/3(
sinh
(
3
2
Ω
1/2
Λ H0t
))2/3
. (2.25)
Now one can obtain the particle horizon sizes from equation 2.9 in the radiation and the
matter dominated Universes. Integrating equation 2.9 from 0 to t yields rH = 2ct in case of
radiation and rH = 3ct if matter is considered.
The nearly uniform temperature of the Cosmic Microwave Background at redshift ∼ 1100
(in Fig. 2.3) suggests that the entire Universe should have been inside a single particle horizon
at that time. When calculating the angular size of the z = 1100 particle horizon as observed on
the Earth’s sky, one obtains that the angular size of the horizon is only about 2 degrees (Longair
2008), which is only a small part of the whole sky and thus the temperature of the CMB should
not be uniform. This is referred to as the horizon problem and it is another important reason
for the development of inflation models.
2.1.3 ΛCDM Planck Cosmology
The ΛCDM Universe is a Universe filled with dark energy, cold (non-relativistic) dark matter
and baryons. The ΛCDM model is now (2014) the most simple cosmological model, which
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provides the best current explanation of the observed properties of the Universe with a good
precision. The main cosmological parameters of the model and their numerical values as seen by
Planck (Planck Collaboration 2013) are presented in Table 2.1. Planck is a cosmology satellite
launched by European Space Agency in 2009. It has mapped the Cosmic Microwave Background
with high accuracy and confirmed the validity of ΛCDM model. However, the first data release
showed deviation from the model on large angular scales, which remain unexplained at least
until the next large data release. The most relevant cosmological parameters for this thesis in
the ΛCDM model are (all values are from Planck and quoted at z = 0):
Figure 2.3: The temperature fluctuations in the CMB as seen by Planck are of the order ∆T/T =
10−5. Temperature fluctuations correspond to the density fluctuations. Gravitational redshift is
important at large scales resulting in that the denser areas appear colder, while at the small scales
the hotter spots are caused by the compression of the oscillating fluid (Planck Collaboration 2013).
• The Hubble constant h = 0.671.
The expansion rate of the Universe, expressed in a parametric form, H = 100·h km/s/Mpc.
• The dark energy density parameter ΩΛ = 0.68.
The density parameter of Λ. As the dark energy density is over two times higher than the
matter density (Carroll et al. 1993), the expansion of the Universe is accelerating.
• The matter density parameter Ωm = 0.318.
The overall matter density parameter, includes both dark and baryonic matter.
• The baryon density parameter Ωb = 0.049.
• The scalar spectrum power-law index: ns = 0.962.
Slope of the power spectrum defined as dlnPdlnk , where P is the power spectrum of fluctuations
and k the wavenumber (discussed in section 2.5.1).
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• The RMS matter fluctuations today in linear theory σ8 = 0.83. The parameter defines the
”efficiency”of structure formation: larger σ8 corresponds to more structure in the Universe.
Parameter Typical ΛCDM value Planck max. likelihood value Planck MCMC 68 % limits
h 0.7 0.6711 0.674 ± 0.014
ΩΛ 0.7 0.6825 0.686 ± 0.02
Ωm 0.3 0.3175 0.314 ± 0.02
ns 0.96 0.9624 0.9616 ± 0.009
σ8 0.8 0.8344 0.834 ± 0.027
Table 2.1: Five ΛCDM cosmological parameters and their commonly used values. The maximum
likelihood values of Planck are used in this thesis. The maximum likelihood values were obtained
from the CMB data using a bounded minimization routine. An alternative statistical method
to use is the Markov-chain Monte Carlo (MCMC). The parameters obtained using the MCMC
algorithm are presented with 68% error limits (Planck Collaboration 2013). Note that the pa-
rameter values depend on the statistical method used and that the values are likely to change in
the future Planck data releases.
2.2 Growth of Small Perturbations
2.2.1 Linear Newtonian Approach
Next we shall derive the evolution of the small density perturbations generated by the quantum
fluctuations during the epoch of inflation. A complete linear description of the time evolution
would require linearizing the components of the Einstein field equation (2.13), which is a quite
demanding effort. Perturbing the homogeneous and isotropic metric would also be a valid ap-
proach. However, here a Newtonian approach is considered (Mo, van den Bosch, White 2010).
Even though it cannot describe all the related phenomena, it is intuitive and produces the same
final results as the GR approach in the classical limit.
The matter in the Universe can be described as a non-relativistic fluid with density ρ and
velocity u (3 components), and it evolves in the gravitational field φ. For baryonic matter,
the fluid description is valid because the mean free path of the particles is much smaller than
the scales of interest; baryons tend to collide with each other and end up in local thermal
equilibrium. It is also valid for dark, non-interacting matter if there is no effective local diffusion
on the scales of interest. Diffusion, or free streaming, means here that the dark matter particles
have enough energy to stream out of the perturbation faster than the perturbation grows. So,
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the perturbation is smoothed out. The time evolution of the fluid in the matter dominated
epoch is governed by five equations:
The equation of continuity:
dρ
dt
+ ρ∇r · u = 0, (2.26)
the Eulerian equations of motion for each three dimensions:
du
dt
= −∇rP
ρ
−∇rφ (2.27)
and the Poisson equation
∇2rΦ = 4piGρ. (2.28)
Here r is the proper coordinate and
d
dt
=
∂
∂t
+ u · ∇r (2.29)
is the comoving Lagrangian derivative. There are six unknowns (ρ, ux, uy, uz, P , φ ) and
five equations, so an equation of state is needed to connect the pressure P and the density ρ in
order to solve the equations. In the expanding Universe it is convenient to move to comoving
coordinates (x,v), which are defined as:
r = a(t)x,
u = a˙(t)x+ a(t)x˙ = a˙(t)x+ v.
(2.30)
The derivatives transform as
∇r → 1
a
∇x,
∂
∂t
→ ∂
∂t
− a˙
a
x · ∇x.
(2.31)
Now let us introduce the density contrast δ defined as:
ρ = ρ¯(t)[1 + δ(x, t)], (2.32)
where ρ¯ is the average background density and δ(x, t) = ρ(x,t)ρ¯(t) − 1 is a small perturbation.
As calculated before, the background matter density evolves as ρ¯ ∝ a−3. Now we can rewrite
equations 2.26, 2.27 and 2.28 in comoving coordinates (now denoting ∇ = ∇x):
∂δ
∂t
+
1
a
∇ · [(1 + δ)v] = 0, (2.33)
∂v
∂t
+
a˙
a
v +
1
a
(v · ∇)v = −∇Φ
a
− ∇P
aρ¯(1 + δ)
, (2.34)
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and
∇2Φ = 4piGρ¯a2δ, (2.35)
where aa¨x
2
2 was for simplicity absorbed in the comoving potential, Φ = φ +
aa¨x2
2 . These
equations can be solved for a given equation of state and cosmology a(t).
This approach also works in the presence of a smooth radiative or Λ background (Mo, van
den Bosch, White 2010). Previously, the equation of state of the fluid was P = P (ρ), but a
more realistic analysis demands the equation of state to have the form P = P (ρ, S), where S is
the specific entropy. From the definition of thermodynamic entropy, dQ = TdS, where dQ is a
differential of heat and T is the temperature, one obtains
T
∂S
∂t
=
H − C
ρ
. (2.36)
H and C are the heating and cooling rates per unit volume. Of course, this is well defined
for a baryonic fluid only. Inserting the First Law of Thermodynamics and the Ideal Gas Law
for non-relativistic monatomic gas into equation 2.36 yields
P ∝ ρ5/3e 2µmp3k S , (2.37)
where µ is the mean molecular weight, mp the mass of a proton and k is the Boltzmann
constant. Now one can write the pressure gradient term appearing in equation 2.34 as:
∇P
ρ¯
=
1
ρ¯
[(
∂P
∂ρ
)
S
∇ρ+
(
∂P
∂S
)
ρ
∇S
]
= c2s∇δ +
2
3
(1 + δ)T∇S, (2.38)
where one has used the definition of the adiabatic sound speed, c2s =
(
∂P
∂ρ
)
S
, the definition
of δ (2.32) and a common Maxwell Relation for the thermodynamical variables. This is now
inserted into equation 2.34. In the linear regime, both δ and the components of v are small, so
the non-linear terms can be neglected. The comoving perturbation equations thus become
∂δ
∂t
+
1
a
∇ · v = 0 (2.39)
and
∂v
∂t
+
a˙
a
v = −∇Φ
a
− c
2
s
a
∇δ − 2T¯
3a
∇S, (2.40)
where T¯ is the temperature of the background. One notable remark is that taking the curl
operator (∇×) of equation 2.40 yields a relation
∇× v ∝ 1
a
, (2.41)
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which implies that the peculiar velocities in the Universe become small at later times, as a
manifestation of the conservation of angular momentum in the expanding Universe.
Taking the time derivative of the equation 2.39 and inserting both equations 2.35 and 2.40
into it, one obtains the time evolution of the small perturbations in the comoving coordinates:
∂2δ
∂t2
+ 2
a˙
a
∂δ
∂t
= 4piGρ¯δ +
c2s
a2
∇2δ + 2T¯
3a2
∇2S. (2.42)
This equation is generally converted to the comoving Fourier space:
∂2δk
∂t2
+ 2
a˙
a
∂δk
∂t
=
[
4piGρ¯− k
2c2s
a2
]
δk − 2T¯
3a2
k2Sk. (2.43)
Both the density perturbation δk and the entropy perturbation Sk are sources of the time
evolution of the density fluctuations. The former are often referred to as the isentropic or the
curvature perturbations and the latter as the isocurvature perturbations. The isentropic per-
turbations are predicted by the inflation models. The isocurvature perturbations may rise from
varying abundance ratios (eg. photon-baryon) in the early Universe and cause the primordial
gas density to fluctuate via expansion or compression. For the isentropic case with an adiabatic
time evolution (dS = 0), one obtains the final result:
∂2δk
∂t2
+ 2
a˙
a
∂δk
∂t
=
[
4piGρ¯− k
2c2s
a2
]
δk. (2.44)
The previous equation describes the δk(t) in the matter dominated Universe. When δ reaches
unity, the formula is not valid anymore as a rapid non-linear evolution begins. If the Universe
is radiation dominated, the equations 2.26, 2.27 and 2.28 must be slightly modified, as now
Pr =
1
3ρr 6= 0. The calculation of the δk:s time evolution is essentially the same as for the
matter dominated case, only some coefficients differ. The solution in the radiation dominated
era is:
∂2δk
∂t2
+ 2
a˙
a
∂δk
∂t
=
[
32piGρ¯
3
− k
2c2s
a2
]
δk. (2.45)
If the size of the perturbation is larger than the contemporary horizon size, Newtonian
perturbation theory cannot be used. Using General Relativity, the following result is obtained:
the potential perturbations are independent of the scale factor at superhorizon scales. They
begin to grow as they re-enter the horizon as the horizon size grows.
2.2.2 Jeans Mass in a Static Medium
Let us consider a static (a˙ = 0), matter-dominated Universe. Now the Hubble drag term 2 a˙a
∂δ
∂t
vanishes and equation 2.44 simply becomes
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∂2δ
∂t2
=
[
4piGρ¯− k
2c2s
a2
]
δ. (2.46)
From the right hand side of the equation one obtains a dispersion relation ω2 = k2c2s−4piGρ¯a2
which describes an important characteristic length scale of the equation:
k2c2s − 4piGρ¯a2 = 0↔ λJ =
2pia
k
= cs
(
pi
Gρ¯
)1/2
. (2.47)
λJ is called the Jeans length. If k
2c2s > 4piGρ¯a
2, the solutions of equation 2.46 are oscillating
sound waves. If k2c2s < 4piGρ¯a
2, the density fluctuation grows or diminishes exponentially:
δ = δ0e
Γt−ik·r,
Γ =
[
4piGρ¯
(
1− λ
2
J
λ2
)]1/2
.
(2.48)
The Jeans length separates the oscillatory and exponential solutions from each other. If the
length scale (λ) of an object is larger than λJ , it eventually collapses and forms a gravitationally
bound object. This gravitational instability is driven by gravity and resisted by the pressure
gradient of the gaseous object. The Jeans mass is the amount of mass inside a sphere with
radius λJ/2. The Jeans mass has a simple interpretation: the overdensity of an object can grow
gravitationally only if the mass of the object is greater than the Jeans mass.
2.2.3 Jeans Mass in an Expanding Medium
In an expanding medium the situation is dramatically different. In the matter dominated era
(for simplicity, the Einstein-de Sitter model, where Ωm = 1), 4piGρ¯ =
2
3t2
and a˙a =
2
3t , so equation
2.44 becomes
∂2δ
∂t2
+
4
3t
∂δ
∂t
− 2
3t2
δ = 0 (2.49)
for wavelengths much greater than the Jeans length (λ  λJ). The equation has a simple
power-law solution: δ ∝ tn, n = 2/3 or n = −1. The growing solution is thus
δ ∝ t2/3 ∝ a ∝ (1 + z)−1. (2.50)
Thus, the density perturbations grow in the matter dominated Universe only algebraically,
not exponentially. Again, the solution in the radiation dominated epoch resembles the matter
dominated one: δ ∝ t ∝ a2 ∝ (1 + z)−2. The radiation-dominated Jeans length is λJ =
cs
(
3pi
8Gρ¯
)1/2
. For general matter dominated universes (Heath 1977, Carrol et al. 1992) equation
2.44 can be written in terms of the matter density parameter Ωm:
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∂2δ
∂t2
+ 2
a˙
a
∂δ
∂t
=
3ΩmH
2
0
2a3
δ, (2.51)
a˙ = H0
[
Ωm
(
1
a
− 1
)
+ ΩΛ(a
2 − 1) + 1
]1/2
. (2.52)
The solution for the growing mode is
δ(a) =
5Ωm
2
a˙
a
∫ a
0
da
a˙3
, (2.53)
where the constant prefactor is chosen so that the density contrast of the Einstein-de Sitter
University is unity at the present day.
In order to solve how massive objects can collapse at different epochs, one must calculate the
time evolution of the Jeans masses. There are three phases: the epoch of radiation, the epoch of
matter before recombination and after recombination. The matter-dominated epoch is divided
into two parts because of the evolution of the cosmic sound speed. From the definition of the
adiabatic sound speed:
c2s =
(
∂P
∂ρ
)
S
=
(∂P/∂T )r
(∂P/∂T )r + (∂P/∂T )m
=
c2
3
4ρr
4ρr + ρm
. (2.54)
When the radiation dominates (ρr  ρm), the speed of sound is (nearly) constant and very
large, cs = c/
√
3. In the matter epoch before recombination both radiation and matter com-
ponents must be considered, cs =
2c
3
(
ρr
ρm
)1/2 ∝ a−1/2. At the recombination the radiation
pressure disappears as the Thomson scattering from free electrons ceases due to the diminishing
ionization fraction. The sound speed falls to cs of the monatomic gas at T = 3000 K, which can
be calculated as cs =
(
5kT
3mp
)1/2  c√
3
.
Now the Jeans masses can be obtained using the definition in equation 2.47. In the radiation
dominated era (Longair 2008)
MJ =
piλJ
6
ρb ≈ 8.5× 1028 · a3Ωbh2M, (2.55)
which is a large amount of mass. The mass inside the particle horizon, the Hubble mass, is
of the same order as rH = 2ct = c
(
3
8piGρ¯
)1/2 ≈ λJ = c√3 ( 3pi8Gρ¯)1/2. So, at very early times, the
perturbation is larger than the horizon and grows as δ ∝ a2. When the perturbation enters the
horizon, the Jeans mass becomes soon larger than the horizon, and the perturbation is stable
against collapse.
The Jeans mass between the matter-radiation -equality and recombination can be worked
out in the same way, and MJ is a constant:
CHAPTER 2. GALAXY FORMATION THEORY 19
MJ = 3.75× 1015 · (Ωbh2)−2M, (2.56)
which is a mass of a large galaxy cluster. After recombination, the Jeans mass falls to
1.6 × 105 · (Ωmh2)−1/2M, which is of the same order as the mass of a globular cluster. Now
also intermediate-size perturbations can start to grow. The time evolution of the Jeans mass
and the Hubble mass are presented at Fig. 2.4.
The coupling of matter and radiation is not perfect before recombination. The photons can
diffuse out of the density perturbations and carry out energy from hotter (more dense) regions
to regions with lower temperature and density. If photons have enough time to diffuse out of the
perturbation, the perturbation is damped and vanishes. This effect is known as Silk damping.
The diffusion radius at time t can be calculated using statistical mechanics: rD ≈
(
ct
3NeσT
)1/2
,
where Ne is the electron number density and σT the Thomson scattering cross section. Ne
can be written as Ωbρc(1 + z)
3/mp and the Silk mass in the sphere with radius rD can be
estimated. In the radiation dominated era, MS = 2.4 × 1026 · (Ωbh2)−1/2(1 + z)−9/2M and
MS = 2 × 1023 · (Ωbh2)−5/4(1 + z)−15/4M in the matter dominated era. Thus, Silk damping
destroys all the baryonic structures with masses smaller than ∼ 1012M (Longair 2008).
Figure 2.4: The Jeans mass and the Hubble mass as function of the scale factor a. Ms is the
Silk mass (Longair 2008).
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2.2.4 Role of Dark Matter
Now, let us point out the main problem of pure baryonic galaxy formation. The general solution
of the growth of the overdensity δ ( see equation 2.53) is presented in Fig. 2.5.
Figure 2.5: The time evolution of δ as a function of the scale factor (Longair 2008).
At the present day the overdensities δ in the galaxy clusters may be up to 103 and in the
galaxies up to 106. Objects collapse rapidly non-linearly after their overdensities reach unity. In
the CMB, the overdensities are of the order of 10−5. From Fig 2.5 one immediately notices a
problem in the baryonic galaxy formation theory. Baryons decouple from radiation at recombi-
nation and the overdensity δ starts to grow. From equation 2.50, δ ∝ a then. The δ has grown
by about a factor of 103 from recombination (z ≈ 1100) to z = 0. As 10−2  1, the picture of
pure baryonic galaxy formation is clearly wrong. Backwards, the baryonic theory predicts order
of 10−3 temperature fluctuations in the CMB, which are not observed in our Universe. Adding
a cold dark matter component resolves this structure formation problem.
Consider a flat Universe filled with both cold dark and ordinary matter. Now equation 2.44
can be written for both matter components, neglecting the pressure terms:
δ¨b + 2
a˙
a δ˙b = 4piGρbδb + 4piGρDδD
δ¨D + 2
a˙
a δ˙D = 4piGρbδb + 4piGρDδD.
(2.57)
If the dark matter density is assumed to be much larger than the baryon density, the second
equation reduces to the solution of the Einstein-de Sitter -case (see equation 2.50) with δD = Ba,
where B is a constant. The first equation becomes:
δ¨b + 2
a˙
a
δ˙b = 4piGρDBa. (2.58)
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The background model is the Einstein-de Sitter model, so inserting the first Friedmann
equation (2.17) and the scale factor (2.23) into the equation yields
a3/2
d
da
(
1
a1/2
dδb
da
)
+ 2
dδb
da
=
3
2
B, (2.59)
which has a simple solution
δb = B(a− a0) = δD
(
1− z
z0
)
. (2.60)
As the cold dark matter decoupled from the other components very early (at z0), the dark
matter perturbations have had time to grow before the recombination. Equation 2.60 shows
that even if the baryonic perturbation is small after recombination, it quickly catches up with
the size of the dark matter perturbation. Baryons fall into the potential wells which the dark
matter perturbations have formed at earlier times. This is presented in Fig. 2.6. Now the matter
perturbations can grow to unity from z = 1100 to the present day and the problem which was
encountered in the pure baryonic galaxy formation model is solved. At δ ∼ 1, the perturbation
exits the linear regime and a non-linear prescription is needed to describe its time evolution.
Figure 2.6: The evolution of the radiation, the matter and the dark matter perturbations as a
function of the scale factor. After recombination, the baryonic perturbation quickly catches up
with the dark matter one (Longair 2008).
2.3 Non-linear Evolution of Dark Matter Halos
When the overdensity of the perturbation exceeds δ > 1, its evolution becomes non-linear,
which can be treated analytically only in some simple cases. Although the best way to study
this problem is to use numerical simulations, one should be aware of the special analytic solutions
that provide an intuitive description of the phenomenon.
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2.3.1 Spherical Top-hat Collapse
Consider a spherical, uniform density perturbation in a uniform Universe. This is often referred
to as the spherical top-hat collapse. The model evolves exactly same way as a closed Friedmann
Universe, and the parametric solutions for the scale factor and the time (Longair 2008) are:
a = A(1− cos θ),
t = B(θ − sin θ),
A =
Ωm
2(Ωm − 1) ,
B =
Ωm
2H0(Ωm − 1)3/2
.
(2.61)
The perturbation grows to its maximum size and begins to collapse. The turn-around occurs
at θ = pi and the object collapses to zero radius (and infinite density) at θ = 2pi.
The maximum scale factor is:
amax = 2A =
Ωm
Ωm − 1 ,
tmax = piB =
piΩm
2H0(Ωm − 1)3/2
.
(2.62)
Assuming matter domination, the density of the perturbation at tmax compared to the back-
ground density ρ0 is
ρ
ρ0
=
Ωmρca
−3
max
ρca(tmax)−3
=
9pi2
16
≈ 5.55. (2.63)
When the perturbation decouples from the background and begins to collapse, its density
is over five times the background density. The density reaches infinity at tc = 2piB. This is
clearly unphysical, since the model assumed no internal pressure of the perturbation. Using tc,
parametric equations (2.61 and 2.62) and the fact that a ∝ t2/3 in the matter-dominated epoch,
the collapse redshift of the perturbation can be written as
1 + zc =
1 + zmax
22/3
, (2.64)
This means that the collapse of the object occurs very rapidly after turn-around. For exam-
ple, if zmax = 8, zc ≈ 4.7.
Although the dark matter perturbations do not have internal pressure, they will not collapse
into black holes because of the process of violent relaxation (Lynden & Bell 1967). The energy of
the collapsing halo is conserved, but the energies of individual particles are not. The dark matter
halo is fragmented into smaller units due to the tidal forces of the neighboring perturbations.
Also, the large varying gradients in the gravitational potential affect the energies of the particles
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Figure 2.7: Spherical top-hat collapse in a flat Ωm = 1 Universe and in a slightly overdense
model (Longair 2008).
in the halo. Finally, the halo ends up in equilibrium at some finite radius and is virialized as it
satisfies the scalar virial theorem:
Ep + 2Ek = 0, (2.65)
where Ep is the total gravitational potential energy and Ek the total kinetic energy of the
halo. At the turn-around time, the perturbation has only potential energy. If one approximates
the Ep(rmax) with the gravitational potential energy of a uniform sphere, Etot = Ep(rmax) =
−3GM25rmax , where M is the mass of the sphere. If the mass of the system is conserved during the
collapse to half of its original radius, Ep(rmax/2) = − 3GM25rmax/2 , then the kinetic energy satisfies:
Ek =
3GM2
5rmax/2
− 3GM
2
5rmax
=
3GM2
5rmax
= −1
2
Ep. (2.66)
After collapsing to half of its radius and experiencing violent relaxation the halo is in virial
equilibrium. The density contrast is increased by a factor of 23. From equation 2.61, the scale
factor was amax/2 at t = (
3
2 +
1
pi )tmax ≈ 1.81tmax. The background density was at that time
(tvir), and ρ0
(
tmax
tvir
)2
= ρ0
1.812
. One obtains the final density of the bound, virialized object:
δ ≈ 5.55 · 8 · 1.812 ≈ 145. (2.67)
Sometimes another definition for the virialization time: tvir is used when the scale factor a
reaches zero again at 2tmax. The background density has diminished by a factor of 2
2 and the
density contrast is
δ ≈ 5.55 · 8 · 22 ≈ 178. (2.68)
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Thus, the perturbations form gravitationally bound structures when their overdensity reaches
150− 200. Most commonly the value of 200 is used. This overdensity can be used to define the
virial radius of the object:
rvir = r
(
ρ(r)
ρc
= 200
)
. (2.69)
The virial mass of the object is the amount of mass enclosed in a sphere with radius rvir. In
numerical simulations, the density and the mass profiles of the dark matter halos are typically
fitted by a NFW profile (Navarro, Frenk & White 1995):
ρ(r)
ρc
=
δc
(r/rs)(1 + r/rs)2
,where (2.70)
δc =
200
3
c3
ln (1 + c)− c/(1 + c) (2.71)
and rs = rvir/c. The parameter c is referred to as the concentration parameter.
2.3.2 Zeldovich Approximation
The spherical top-hat collapse model assumed that the perturbations are perfectly spherically
symmetric, which is not a very realistic assumption. The next approximation is that the per-
turbations are ellipsoidal with three unequal principal axes. This arises from the superposition
of the Gaussian random fields, which describe the perturbations (Peacock & Heavens 1985).
The collapse of an ellipsoidal object is most rapid along the shortest axes, as expected. The
evolution can be followed into the non-linear regime with the so-called Zeldovich approximation
(Zeldovich 1970, White 2014) in comoving coordinates.
Now r is the proper coordinate and x the comoving coordinate. The proper coordinate is
written as
r = a(t)x+ b(t)p(r), (2.72)
where a is the common scale factor and b(t)p(r) describes the comoving deviations of the
particles’ positions relative to r. When choosing the coordinate system according to the principal
axes of the ellipsoid, the motion of the particles is described by the deformation tensor D.
The deformation tensor is defined in the following way:
[D] =

a(t)− αb(t) 0 0
0 a(t)− βb(t) 0
0 0 a(t)− γb(t)
 (2.73)
As mass is conserved, the density near any particle is
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ρ[a(t)− αb(t)][a(t)− βb(t)][a(t)− γb(t)] = ρ¯a3(t). (2.74)
Although the coefficients α, β and γ vary from particle to another depending on the local
density distribution, the functions a(t) and b(t) are the same for every particle. In the matter-
dominated model
a(t) =
1
1 + z
=
(
3H0t
2
)2/3
and b(t) =
2
5
1
(1 + z)2
=
2
5
(
3H0t
2
)4/3
. (2.75)
The function β(t) is obtained by perturbing the matter-dominated Friedmann solution (2.23).
If α > β > γ, the collapse is most rapid along the x-axis and the density becomes infinite when
[a(t)− αb(t)] = 0. The ellipsoid has collapsed to a disk referred to as a Zeldovich pancake, and
the solution breaks down at later times. Although the density in the pancake is infinite, the
surface density of the pancake remains finite and gives reasonable results to the gravitational
potential outside the surface. Contrary to the baryonic models, pressureless dark matter does
not form strong shocks, so the model is not entirely realistic despite its successes. The large
scale structure patterns of the Zeldovich approximation resemble the ones obtained with N-body
simulations (Fig. 2.8). Thus the Zeldovich approximation can be used to set up the numerical
initial conditions for N-body simulations.
Figure 2.8: Comparison of an N-body simulation and Zeldovich approximation with the same
initial conditions. (Coles et al. 1993, Coles & Lucchin 1995).
2.4 Baryons in Dark Matter Halos
The direct observations of galaxies are the observations of their baryonic matter. In the linear
regime the density perturbations of dark and baryonic matter can be considered equal (see Fig.
2.6). Dark matter experiences only gravity, while baryonic matter also interacts via electro-
magnetism. In the non-linear regime, gas-dynamical and radiative processes must be taken into
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account. Baryonic gas can cool by emitting photons and thus lose energy and collapse, which
dark matter cannot do. Thus, the baryonic galaxy inside the dark matter halo is about 10 times
smaller in extent than the dark matter halo itself.
2.4.1 Shock Heating
In this section, a crude model of shock heating is presented. Consider a gas cloud with mass Mg
falling into a dark matter halo with a mass of Mh. Approaching the center of the halo, the gas
flow lines converge at the accretion shock found at the virial radius. For simplicity, assume that
the energy of the gas is mostly kinetic energy from the infall and it is thermalized at the shock
(〈vg〉 ∼ 0). The temperature of the shock can be obtained from the conservation of energy for
a monatomic gas:
1
2
Mgasv
2
in =
1
2
Nµmpv
2
in =
3
2
NkTs ↔ Ts = µmp
3k
v2in, (2.76)
where µ is the average molecular weight and vin the speed of the gas before entering the
shock. If the gas falls in from a great distance, the final infall velocity is close to the escape
velocity of the halo at the shock radius:
vin ≈ vesc(rsh) =
√
2 |Φ|. (2.77)
Assuming rsh = rvir,
v2in = ζv
2
vir = ζ
GMvir
rvir
. (2.78)
The correction factor ζ ∼ 1 depends on the density profile of the dark matter halo. The
shock temperature is Ts =
ζµmp
3k v
2
vir. The same result can be obtained by using the virial theorem
and the condition of hydrostatic equilibrium. For a truncated, singular, isothermal gas sphere
(ζ = 32) the shock temperature is
Tsh = Tvir =
µmp
2k
v2vir ≈ 3.6× 105K ·
(
vvir
100 km s−1
)2
. (2.79)
The molecular weight µ was assumed to be the 0.59, which is the molecular weight of fully
ionized primordial gas. The primordial baryonic gas consists only of hydrogen and helium, the
only elements produced abundantly in the Big Bang Nucleosynthesis (BBN).
2.4.2 Cooling of Gas
The functions H and C were introduced in equation 2.36 as the volumetric heating and cooling
rates. Typically H and C have units of [H] = [C] = ergs−1 cm−3. If the gas cloud is optically
thin (all emitted photons escape the cloud) and there is no heating, it is convenient to define
another cooling function Λ:
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Λ(T ) =
C
n2H
, (2.80)
where n2H is the gas particle number density. Thus Λ does not depend on the gas density,
and [Λ] = ergs−1 cm3. Note that here Λ is not the Einstein cosmological constant.
The cooling time is defined as the time it takes the gas to radiate away its internal energy:
tcool =
ρ
C
=
ρ
n2HΛ(T )
, (2.81)
where ρ is the internal energy of gas. For primordial fully ionized gas the cooling time can
be expressed as (Longair 2008)
tcool =
3nkT
2n2HΛ(T )
≈ 3.3 · 109
(
T
106K
)( n
10−3cm−3
)−1( Λ(T )
10−23ergs−1cm3
)−1
. (2.82)
As tcool ∝ n−1 ∝ ρ−1, gas with higher density cools down faster. The metallicity of the gas
has a large impact on Λ. Gas with a high metal abundance has more possible transitions to
radiate photons, so the gas with higher metal abundance cools faster than the primordial gas.
The effect of the cooling on the system depends on the duration of tcool compared to the
Hubble time tH ∝ 1/H(z) and the free-fall time tff ∝ ρ−1/2. If the cooling time is longer than the
Hubble time, the cooling does not affect the system significantly. If tcool is shorter than the Hub-
ble time but longer than the free-fall time, the system evolves on the cooling time scale. The gas
contracts slowly, but effectively maintains hydrostatic equilibrium. If the cooling time is shorter
than the free-fall time, the cooling is catastrophic and the gas falls to the center of the object at
on the free-fall timescale. Cooling is more efficient at high redshifts as tcool ∝ ρ−1 ∝ (1 + z)−3
and tff ∝ ρ−1/2 ∝ (1 + z)−3/2.
All the cooling processes require free electrons and have a strong dependence on the tem-
perature. Different cooling functions Λ(T ) are plotted at Fig. 2.9. At high temperatures, gas is
completely ionized and bremsstrahlung dominates the cooling. The two peaks in the left panel
are due to the excitations of hydrogen and helium. If T is low (below 104 K), gas is neutral and
the only cooling processes are inefficient molecular transitions for zero metallicity gas. Gas with
solar abundance of metals can cool ∼ 100 times more efficiently than primordial gas.
In the presence of heating, for example, a photoionizing UV-background, the cooling func-
tion is further modified. As primary cooling processes result from two-body interactions in gas
(atoms/ions and free electrons), cooling is proportional to the gas density squared, ρ2. On the
other hand, heating due to absorption of UV photons is only proportional to ρ. Thus, dense
gas cools more efficiently than gas with low density. Fig. 2.10 states the significance of cooling
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Figure 2.9: Left: the cooling function of primordial gas with relative contributions of the different
cooling processes. Right: the cooling function plotted with different metallicities. Gas containing
metals cools more efficiently (Longair 2008).
to galaxy formation. The halos with mass lower than 107M cannot cool efficiently. Also, the
largest halos with mass over than 1013M at low densities cannot cool either. However, this
does not prevent the formation of more massive objects, as they form hierarchically from smaller
objects.
The ΛCDM model predicts that the low-mass dark matter halos are abundant in the Universe.
If gas fell into them, cooled and formed stars, there should be a very high number of faint galaxies
in the Universe. As this is not the case, there must be a heat source to prevent cooling and
over-efficient star formation. This is referred to as the cooling problem. Stars only form from
cold, molecular gas. The heat source is the feedback from supermassive black holes (SMBHs)
and supernova explosions. Small galaxies are also vulnerable to external radiation and can be
affected by environmental processes, such as tidal stripping and ram pressure stripping.
2.4.3 Feedback Processes
Feedback processes in galaxies often act as regulators of astrophysical phenomena, such as the
cooling of gas or star formation. They are a topic of active research in astrophysics and still
quite poorly understood because of their complexity. Supernova explosions occur in galaxies and
release massive amounts of energy (ESN ∼ 1044J) in forms of mechanical energy and heating.
In order to eject gas out of a galaxy, the amount of energy required is Eej =
1
2Mejv
2
esc. The
escape velocity naturally depends on the mass profiles of the dark matter halo and the baryonic
galaxy. The energy Efb available for feedback is:
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Figure 2.10: Cooling and galaxy formation. The solid lines show where tcool = tff . The cooling
is effective above the curves. The tilted lines indicate the gas mass. The dotted horizontal lines
tell the expected gas densities in the virialized halos at different z:s (Mo, van den Bosch, White
2010).
Efb = SNζM∗ESN, (2.83)
where SN is the fraction of energy available for feedback (≤ 1), ζ is the number of supernovas
produced in the galaxy per solar mass (∼ 0.01/M, depends on the Initial Mass Function, IMF)
and M∗ the stellar mass of the galaxy. If the mass (or density) profile of a dark matter halo
is known, one can calculate the required escape velocity and energy from the halo. Choosing a
NFW halo profile (2.70) for this and equating the feedback energy (2.83) with the NFW halo
ejection energy, one obtains the amount of ejected mass per stellar mass:
Mej
M∗
≈ 0.4SN
(cNFW
10
)−1( vvir
200 km s−1
)−2
. (2.84)
Supernovae also directly reheat the gas. Initial gas energy is Einit =
3
2Mgas
kTinit
µmp
. If gas is
reheated from the initial temperature Tinit ≈ 104 K to the virial temperature Tvir, the amount
of energy required is
Ereheat =
3
2
Mgas
k(Tvir − Tinit)
µmp
=
3
4
MgasV
2
vir
(
1− Tinit
Tvir
)
. (2.85)
Note that this formula is a crude approximation and does not take into account, for example,
the change of the entropy of the heated gas. If the heated gas cannot expand, the injected
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energy and the temperature change are related by ∆E = 3/2∆T . If the gas is able to expand,
the relation is ∆E = 5/2∆T . For a detailed description of heating processes, see Lloyd-Davies
et al. (2000).
Comparing the reheating energy with the ejection energy gives the result
Mgas
M∗
= 17SN
(
vvir
200 km s−1
)−2(
1− Tinit
Tvir
)−1
. (2.86)
Reheating is a more efficient feedback mechanism for supernovae than the ejection. Here
0.01 < SN < 1 depends on the shape of the IMF.
In the active galaxy nuclei (AGN), the supermassive black hole can also release enormous
amounts of energy:
dEAGN
dt
= Rc · M˙BHc2 (2.87)
as the black hole accretes matter.
The efficiency parameter R describes the radiative efficiency of a black hole. The maximum
efficiency for a spinning Kerr black hole is R ≈ 0.42, typical value being 0.1 (Shakura & Sunyaev
1973). The coupling efficiency c describes the fraction of released energy which couples to the
gas of the galaxy, the rest is radiated away.
The binding energy of the galaxy is W ∼ −Mgalσ2 from the virial theorem. The total amount
of energy released by the AGN compared to the binding energy is
EAGN
|W | ∼
RcMBH
Mgal
( c
σ
)2
. (2.88)
As MBH/Mgal ∼ 10−3 and if σ ∼ 300 km s−1, the ratio of the AGN energy and the binding
energy of the galaxy is roughly EAGN/ |W | ∼ 103Rc .
This suggests that the AGN energy can easily exceed the binding energy of the galaxy and
SMBH:s are thus very important for the evolution of galaxies. Coupling efficiency c is usually
assumed to be ∼ 5 − 10%, resulting in overall efficiency of Rc ∼ 0.5%. The surrounding gas
in the galaxy and intergalactic medium is heated by the AGN energy, suppressing the cooling
and star formation (stars only form from cold, molecular gas). Matter is also swept out of the
galaxy via jets and lobes. These structures around the AGN:s are clearly visible in observations
at different wavelengths.
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2.5 Spectrum of the Initial Fluctuations
2.5.1 Correlation Functions and Power Spectra
To compare galaxy formation theory and observations, one must derive the spectrum of density
perturbations in the Universe. For a large number of galaxies, the most simple way is to define
the two-point correlation function:
dN(r) = N0[1 + ξ(r)]dV, (2.89)
where N is the number density, N0 is the background number density and ξ(r) is the 2-point
correlation function in some volume element V . It depicts the excess probability of finding a
galaxy at distance r of a certain galaxy in a uniform, random galaxy distribution.
Another approach is to use the pair correlation function
dNpair = N
2
0 [1 + ξ(r)]dV1dV2. (2.90)
It describes the probability that two galaxies are at distance r of each other in the same
distribution. Inserting the density contrast δ from equation 2.32 yields
dNpair(r) = ρ(x)dV1ρ(x+ r)dV2 = ρ
2
0[1 + δ(x)][1 + δ(x+ r)]dV1dV2. (2.91)
The average of δ is zero over large number of elements by definition. Taking the average of
the previous equation gives the relation connecting ξ and δ:
dNpair(r) = ρ
2
0[1 + 〈δ(x)δ(x+ r)〉]dV1dV2 ↔ ξ(r) = 〈δ(x)δ(x+ r)〉. (2.92)
In order to obtain the power spectrum, one must work in Fourier space. Parseval’s theorem
relates δ and its Fourier transform:
1
V
∫
δ2(r)d3x =
V
(2pi)3
∫
|δk|2 d3k. (2.93)
The expression on the left is the mean square of the fluctuation in volume V and on the
right
∣∣δ2k∣∣ is the power spectrum of the fluctuations, P (k):
〈δ2〉 = V
(2pi)3
∫
|δk|2 d3k = V
(2pi)3
∫
P (k)d3k. (2.94)
The volume element of the spherically symmetric Fourier space can be written as d3k =
4pik2dk. Now, let us find out the relation between the power spectrum and the two-point
correlation function. The density contrast δ(x) can be expressed with its discrete inverse Fourier
transform and using equation 2.92 yields
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δ(x) =
∑
k
δke
−ik·x ↔ ξ(r) =
〈∑
k
∑
k′
δkδ
∗
k′e
−i(k−k′)·xeik
′·r
〉
. (2.95)
All other terms except the ones with k = k′ vanish as
ξ(r) =
∑
|δk|2 eik·r = V
2pi2
∫
|δk|2 eik·rk2dk. (2.96)
The two-point correlation function is a real function, so it is convenient to take the real part
of eik·r = cos (kr cos θ).
Calculating the integral 2.96 yields
ξ(r) =
V
2pi2
∫
|δk|2 sin (kr)
kr
k2dk =
V
2pi2
∫
P (k)
sin (kr)
kr
k2dk. (2.97)
Because of the sin (kr)kr function, only the wavenumbers k < r
−1 contribute to the fluctuation
amplitude at the length scale r. Larger fluctuations average out on the scale r. The power
spectrum is the inverse of the previous equation:
P (k) =
4pi
V
∫ ∞
0
ξ(r)
sin (kr)
kr
r2dr (2.98)
Observations of the galaxy distribution indicate a power-law form for the two-point correla-
tion function:
ξ(r) =
(
r
r0
)−γ
, (2.99)
where γ ∼ 1.7 and r0 ∼ 5/h Mpc, the characteristic scale where the density of galaxies is
twice the background density. This is where the non-linear regime begins (Hawkins et al. 2003).
Inspired by the observational facts one inserts a power-law ansatz to the power spectrum 2.98:
P (k) ∝ |δk|2 ∝ kn → ξ(r) ∝ sin (kr)
kr
kn+2dk. (2.100)
Note that sometimes in literature the power spectrum is defined as δ2 ∝ k3P (k).
The upper limit kmax of integral 2.97 can be approximated as 1/r, since the integrand is very
close to zero with wavenumbers larger than 1/r. Thus, ξ(r) ∝ r−(n+3). This can be written in
terms of mass, as M ∝ ρr3: ξ ∝ M−(n+3)/3. The root-mean-square of the density fluctuations
is achieved by taking the square root of ξ:
δ(M) = 〈δ2〉1/2 ∝M−(n+3)/6. (2.101)
In the radiation-dominated epoch before the dark matter perturbations came trough their
particle horizons they grew as ∝ a2, even though the potential perturbation was frozen:
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δ(M) ∝ a2M−(n+3)/6. (2.102)
When the perturbation eventually came trough the particle horizon, its mass was M ≈
ρD(ct)
3. As in the radiation-dominated era a ∝ t1/2 and ND ∝ a−3. The horizon mass evolved
as MH ∝ a3. Thus, the spectrum of the mass fluctuations that came trough the horizon or the
initial power spectrum was
δ(M) ∝M2/3M−(n+3)/6 = M−(n−1)/6. (2.103)
This is a very important result. If the scalar power-law index n = 1, the spectrum is scale-
invariant and is referred to as the Harrison-Zeldovich power spectrum. In the ΛCDM model, the
observed value of n is ∼ 0.96. The slow-roll inflation models predict n to have values slightly
smaller than unity.
2.5.2 Transfer Functions
Because of the structure formation in the Universe, the initial power spectrum of the fluctuations
can be observed only on large scales. However, it is possible to observe the power spectrum
nowadays at z = 0 and process it backwards to obtain the initial power spectrum:
δk(z = 0) = T (k)D(z)δk(z), (2.104)
where D(z) ∝ a is the linear growth factor and T(k) is a transfer function. Transfer functions
describe the wavenumber-dependent evolution of the initial fluctuations, whereas the linear
growth factor is the same for all wavenumbers.
For simplicity, let us consider dark matter perturbations that came through the horizon
during the radiation-dominated era. Dark matter perturbations were gravitationally coupled to
the radiation background and their amplitudes were damped until the matter began to dominate
and the dark matter perturbations started to grow as ∝ a. This is the Me´sza´ros effect (Longair
2008). The spectrum is flattened:
δk ∝ kn/2
(
aH
aeq
)2
, (2.105)
where aH is the scale factor when the perturbation came trough the horizon and aeq the scale
factor of radiation-matter equality. As k ∝ a−1H , the transfer function T (k) is approximated by
Tk = 1, for M > Meq, k < keq;
Tk ∝ k−2 for M < Meq, k > keq.
(2.106)
For small masses, the power spectrum P (k) ∝ T 2k is more flat than the original spectrum.
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For baryonic matter, the shape of the transfer function is much more complicated. Matter
is coupled to radiation until recombination, and oscillations in the photon-baryon fluid affect
strongly the shape of the baryonic transfer function. A complete analysis would require solving
the coupled Einstein and Boltzmann equations. Cosmology codes usually solve this numerically,
or spare time and computation capacity by using analytic fitting formulas from some other
Einstein-Boltzmann solver. More of this will be discussed later in Chapter 3.
Structure grows linearly until δ ∼ 1. The perturbations with the largest amplitudes reach
unity first and began to collapse to bound, virialized structures. As δk ∝ [k3P (k)]1/2, for
adiabatic cold dark matter structures on small scales (large wavenumbers) become nonlinear
first and the structure in the Universe forms from small to large structures, bottom-up.
Figure 2.11: Examples of normalized transfer functions and power spectra for different dark
matter models (Bardeen 1986).
Chapter 3
Initial Conditions
3.1 Multiscale Gaussian Random Fields
3.1.1 Statistical Background
In order to create initial conditions for a galaxy formation N-body simulation, the cosmic density
field δ must be obtained at some high starting redshift zstart, when the density perturbations
were still in the linear regime. A convenient way to do this is to use homogeneous and isotropic
Gaussian random fields, and below we follow the presentation in Mo, van den Bosch, White 2010
(MBW).
A random variable x is said to be Gaussian if its density function φ(x) can be written as:
φ(x) =
1√
2piσ2
e−
(x−m)2
2σ2 , (3.1)
where m is the mean of x and σ2 is the variance. Generalizing this, a n-dimensional (multi-
variate) random field δ(x) = (δ1, δ2, ... , δn) is Gaussian if the probability distribution function
φ satisfies
φ(δ1, δ2, ..., δn) =
1√
(2pi)ndet(M)
e−L,
L =
1
2
∑
i,j
δiM
−1δj ,
(3.2)
where M is the covariance matrix 〈δiδj〉. By definition, a homogeneous and isotropic multi-
variate Gaussian random field is invariant under all translations and rotations, thus it is com-
pletely defined by its two-point correlation function ξ(r) (see equation 2.97). Thus, the one-point
distribution function is
φ(δ)dδ =
1√
2piσ2
e−
δ2
2σ2 dδ, where σ2 = ξ(0). (3.3)
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Arbitrary linear combinations of Gaussian variates satisfy equation 3.2 and are thus Gaussian
variates. This result allows us to work with different components δk in Fourier space indepen-
dently. The continuous Fourier transform of δ(x) is:
δk =
1
V
∫
δ(x)e−ik·xd3x, (3.4)
where V = L3 is the volume of a large box with periodic boundary conditions, and the
wavenumber k = 2pi
(
nx
Lx
,
ny
Ly
, nzLz
)
. Li:s are the dimensions of the box and ni:s are integers.
Every δk can be expressed as a sum of a real and a complex part δk = Ak + iBk. In a polar
coordinate representation, this can be written as
Ak + iBk = |Ak|eiBk = |δk|eiϕk , (3.5)
where Ak = |δk| is the amplitude of the Fourier component. The imaginary part Bk = ϕk
can be interpreted as the phase of δk.
As δ(x) is real, δ∗k = δ−k, which yields Ak = A−k and Bk = −B−k. Only the Fourier
components with k > 0 are required to construct δ(x). In the upper half of the Fourier space
〈AkAk′〉 = 〈BkBk′〉 = 1
2V
P (k)δ
(D)
kk′ ,
〈AkBk′〉 = 0,
(3.6)
where
δ
(D)
kk′ =
1
V
∫
ei(k−k
′)·xd3x (3.7)
is the Kronecker delta function. Thus, the distribution function of Ak and Bk can be written
(denoting both with ck) :
φk(ck)dck =
1
[piV −1P (k)]1/2
e
(
− c
2
k
V−1P (k)
)
dck (3.8)
The interpretation of equations 3.6 and 3.8 is that the different Fourier components of δ are
independent of each other. Also, the amplitudes and phases of every δk are mutually indepen-
dent. Here an interesting result is encountered: as the phases of different components of δk are
uncorrelated, they have a random distribution between 0 and 2pi. The initial perturbations can
thus be treated as some form of random noise, resembling the Johnson noise in electric circuits
(Peacock 1999). Equation 3.8 demonstrates the importance of the power spectrum. Only P (k)
is needed in order to construct the cosmic density field. This is a very useful result and is widely
used in preparing the initial conditions for N-body simulations.
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Equation 2.104 states that the different Fourier components δk evolve independently. The
simplest models of inflation predict Gaussian primordial fluctuations in the linear regime, which
agree with modern observations (Planck Collaboration 2013). An evolving Gaussian density
field remains Gaussian, as long as the evolution is in the linear regime. So, setting zstart in the
linear regime at high redshift, Gaussian random fields can be used to set up the initial conditions
of the Universe.
3.1.2 Normalizing the Power Spectrum
In section 2.5, the power spectrum P (k) was found to have a power-law form:
P (k) ∝ kn, (3.9)
where n was 0.9624 from Table 2.1. Next, the amplitude of the fluctuations is defined so
that P (k) satisfies
P (k) = AS
(
k
k0
)n
, (3.10)
where AS is a normalization constant: the scalar power amplitude of the primordial fluc-
tuations. The k0 is a parameter describing the smallest wave vector on which the Universe is
homogeneous and isotropic. Here k0 = 0.05 Mpc
−1 (Planck Collaboration 2013). After the
calculation of the fluctuation amplitude AS , the power spectrum can be used to generate the
initial fluctuations numerically. The normalization scale is defined from observations. One way
to do the normalization is to probe the variance of the matter distribution in randomly placed
spheres with radii R. In order to calculate the variance σ2, let us define the spherical top-hat
window function WR:
WR(r) =
3/(4piR3) if r ≤ R0 if r > R. (3.11)
The theoretical variance of the density field with a power spectrum P (k) calculated in spher-
ical coordinates is
σ2(R) =
1
2pi2
∫ ∞
0
P (k)WˆR
2
(k)k2dk, (3.12)
where Wˆ is the Fourier transform of the spherical top-hat window function WR:
WˆR(k) =
3
(kR)2
[sin kR− kR cos kR]. (3.13)
For historical reasons, a value of 8 Mpc/h is typically used for R, as σR ≡ σ8 is close to
unity. This definition may be problematic, since σ was the RMS of matter fluctuations in
linear theory and at scales of 8 Mpc/h, the linear condition δ  1 may not hold. From Planck
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cosmology (Table 2.1), the value of σ8 is 0.8344. Thus, the normalization constant AS from
P (k) = AS(k/k0)
n can be calculated using equation 3.12:
σ28 =
1
2pi2
∫ ∞
0
AS
(
k
k0
)n
WˆR
2
(k)k2dk. (3.14)
The value ofAS in ΛCDM cosmology is usually expressed as ln 10
10AS = 3.089, or 10
9×AS =
2.215 in order to have values close to unity for convenience.
3.2 Density Field on a Grid
3.2.1 Non-refined Grids
The next step in generating the initial conditions is to evaluate the density field on a Cartesian
grid. The method can be implemented, for example, using a convolution method (Bertschinger
1998), which is followed in this section.
An important special case of general noise is the case of white noise, which is random noise
with a constant spectral energy distribution. Thus, white noise has a power spectrum P (k) ∝ kn
with n = 1. There are equal amounts of power in every interval with fixed length in k-space. If
the mean of the white noise is zero and the variance follows the normal distribution, the white
noise is said to be Gaussian. If the scalar spectrum power-law index n was exactly unity, a
Gaussian white noise density field with an appropriate normalization would be an initial condi-
tion for structure formation simulations.
Let us define a three-dimensional Gaussian white noise distribution ζ(x), with every random
number being independent of each other. The power spectrum of ζ(x) is thus
〈ζ(k1)ζ(k2)〉 = δ3D(k1 + k2), (3.15)
where δ3D is the three-dimensional Dirac delta function. A random number distribution with
the correct cosmological power spectrum is obtained by writing
δ(k) = [P (k)]1/2ζ(k) = T (k)ζ(k), (3.16)
as P (k) = 〈|δk|2〉. Here we have also found an important relation between the power spec-
trum and transfer function: T 2(k) = P (k).
The density field can be written in real space as an inverse Fourier transform:
δ(x) =
∫
δ(k)ei(k·x)d3k =
∫
T (k)ζ(k)ei(k·x)d3k. (3.17)
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Bertschinger’s method is to rewrite the previous equation as a convolution:
δ(x) = (ζ ∗ T )(x) =
∫
ζ(k′)T (|x− x′|)d3k′, (3.18)
where T (|x|) is the inverse Fourier transform of T (k):
T (|x|) = 1
(2pi)3
∫
T (k)ei(k·x)d3k. (3.19)
In order to evaluate δ(x) at grid positions, equations 3.15-3.19 must be discretized. Let us
assume a cube with length L and let M be the size of the grid per dimension (see Fig. 3.1). The
grid positions are thus located at x(m) = (L/M)m where m is a 3-component vector containing
the indices, mi ∈ [0,M ].
Figure 3.1: Left: an example of an equally-spaced Cartesian grid in two dimensions. Right: a
Cartesian grid with a subgrid inside. The coarse grid has size M = 10, the subgrid Ms = 5 and
the refinement factor is r = 2. The density contrast δ will be evaluated at every marked point of
the grid.
Defining the dimensionless wavenumber (a half-integer triplet ∈ [−M/2,M/2]) κ = kL/(2pi),
equations 3.15 - 3.19 can be written in a discrete form:
δ(m) =
∑
κ
T (k)ζ(k)e
i2pi
M
κ·m (3.20)
Td(k) = [(2pi/L)
3P (k)]1/2 (3.21)
ζ(k) = M−3
∑
m
ζ(m)e
−i2pi
M
κ·m (3.22)
〈ζ(m1)ζ(m2)〉 = M3δK(m1,m2), (3.23)
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where Td is the dimensionless transfer function, ζ(m) is white noise with a variance of M
3,
and δK is the Kronecker delta function.
Using equations 3.20 - 3.23 one can calculate δ at each grid point m using Bertschinger’s
four-step algorithm (Bertschinger 2001):
• Generate random numbers ζ(m) from a Gaussian distribution with variance M3.
• Calculate equation 3.22 with a Fast Fourier Transform (FFT) algorithm.
• Multiply ζ(k) with the discrete transfer function Td (equation 3.21).
• In order to obtain δ(m), use a FFT algorithm to evaluate equation 3.20.
3.2.2 Grids with Refinement Levels
For a Zoom-in simulation, refined initial conditions are required. In a selected volume of the
initial condition, the spatial resolution is higher than in the rest of the simulation box. For
example, in Fig 3.1, there are two levels: a coarse grid and a refined level with a refinement
factor of r = 2. In general, r must be an integer larger than unity.
In a grid containing two levels, the grid point positions are
x(m,n) = x0 +
(
L
M
)(
m+
n
r
)
, (3.24)
where n is an integer triplet labeling the subgrid positions. The components of the triplet
are located in the interval [0, r[. An offset x0 is needed to center the refinement and prevent
the grid and the subgrid positions from overlapping (i.e. there are no two grid points in same
spatial location). Thus the offset is
x0 =
(1− r)
2rM
L(1, 1, 1). (3.25)
A coarse grid with size M in each three dimensions has (M − 1)3 grid cells. In refining, each
grid cell chosen to be refined is split into r3 smaller subcells. Let us denote the coarse grid white
noise sample with ζ0(m) and the white noise on the refined grid with ζ(m,n). The refined white
noise sample ζ(m,n) must have the same low-frequency structure as ζ0(m). This is because
adding small-scale structure to the initial condition should not affect its large-scale structure.
This can be guaranteed by requiring
∑
n
ζ(m,n) = r3 · ζ0(m). (3.26)
The refined white noise sample ζ(m,n) can be obtained by using the Hoffman-Ribak al-
gorithm (Hoffman & Ribak 1991). First, one generates an unconstrained white noise sample
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ζ1(m,n) with variance (rM)
3. Mean of the sample is not zero this time. The mean of ζ1(m,n)
is
ζ¯1(m) = r
−3 ·
∑
n
ζ1(m,n). (3.27)
Now, the solution of equation 3.26 is
ζ(m,n) = ζ0(m) + ζ1(m,n)− ζ¯1(m), (3.28)
which is refined Gaussian white noise. The term ζ1 − ζ¯1 can be interpreted as a high-
frequency correction to the coarse grid white noise. The algorithm for calculating δ on a coarse
grid (presented in section 3.2.1), can be generalized to grids with a refinement level as:
δ(m,n) =
∑
m′,n′
ζ(m′,n′)T (m−m′,n− n′), (3.29)
where
ζ(m,n) =
∑
k
ζ(k)eik·x(m,n) (3.30)
and
T (m,n) = (rM)−3
∑
k
T (k)eik·x(m,n). (3.31)
Evaluation of equations 3.30, 3.31 is only required on the subgrid. Thus, there are (rMs)
3
grid points, where Ms is the size of the subgrid. High-resolution noise ζ(m,n) is set to be ζ0(m)
outside the subgrid. For reasonable subgrids, Ms < M .
The density field refinement procedure can be further generalized to a larger number of
refinement levels. For example, to obtain a density field with two refinement levels r1 and r2,
δ(m,n,o) needs to be evaluated with the generalized forms of equations 3.28, 3.29, 3.30 and
3.31. The grid positions of the second subgrid are denoted by an integer triplet o. The maximum
number of refinement levels is determined by the computing capacity available (especially the
amount of memory), since every extra subgrid is computationally more demanding than the
previous subgrid.
3.2.3 Particle Masses
In N-body simulations, the fundamental entities are particles with discrete masses, not a single
continuous density field. The mass of a particle can be obtained from the definition of the matter
density parameter (2.11):
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Figure 3.2: A two-dimensional Cartesian grid with two subgrids. In three dimensions, this
subgrid composition will be important in section 4.
Ωm =
ρ
ρc
=
8piG
3H20
mR3
L3
, (3.32)
where m is the mass of a single particle, R is the one-dimensional spatial resolution of the
simulation (total number of particles is thus N = R3) and L is the size of the simulation box.
Solving for m yields
m =
3ΩmH
2
0
8piG
(
L
R
)3
. (3.33)
Thus, the cosmology and the properties of the simulation box (size ad resolution) affect the
particle masses. In galaxy formation simulations, m is usually a large number. For example,
let us choose a simulation cubic box with a size of L = 72000 kpc/h and a Planck cosmology
(see Table 2.1). The R−3 dependence of particle masses results in large mass differences be-
tween particles with different resolutions (see Table 3.1). Note that the all particles are orders
of magnitude more massive than, for example, the mass of a typical star. If there are multiple
refinement levels in the simulation, there are thus particles with different masses.
3.2.4 Initial Particle Positions and Velocities
Next we shall obtain the initial positions of the particles in the simulation representing the
initial density field δ. If the particles in the initial condition have equal masses, they cannot
be located on a Cartesian lattice. Instead, the particles must be displaced from their original
grid positions. One possibility is to use the Zeldovich approximation (see section 2.3.2). This
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Resolution Particle mass Total number of particles
128 1.57 ×1010 M/h 2.01× 106
512 2.45 ×108 M/h 1.34× 108
2048 3.83 ×106 M/h 8.58× 109
Table 3.1: Resolution dependence of macroparticle masses in a L = 72000 kpc/h box with a
Planck cosmology.
approach is valid for both dark and baryonic matter at high z in the linear regime. The displaced
particle positions x are (Bertschinger 1998, Efstathiou et al. 1985):
x = q+D(t)d(q) (3.34)
where q is the unperturbed particle grid position, D is the linear growth factor and d(q) is
the particle displacement. In the same way, the initial velocity field is
v = a
dD
dt
d = aHfDd, (3.35)
where f is the logarithmic growth rate: f = dlnDdlna ∼ Ω0.6m (Peebles 1980).
Equation 2.41 motivates us to assume that the displacements are curl-free at later times.
This is also assumed in the Zeldovich approximation. Thus, d(q) can be obtained from the
linearized continuity equation.
∇q · d = − δ
D(t)
. (3.36)
As a curl-free vector field can be expressed as a gradient of a scalar potential, we write
d = −∇φd, where φd is the displacement field. Now equation 3.36 becomes
∇2qφd =
δ
D(t)
, (3.37)
which is Poisson’s equation. As there are numerical methods of solving equation 3.37 for φd,
the particle displacements are simply d(q) = −∇φd.
Another approach is the Fourier method. In k-space,
φd,k = − 1
k2
δk. (3.38)
The contribution of a single wavemode to dk is
dk = −ikφd,k = ik
k2
δk, (3.39)
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and using the inverse Fourier transform the total d is
d = −∇φd =
∑
k
ik
k2
δke
ik·x. (3.40)
In case of varying particle masses, initial displacements can be set to zero. Now the particles
are given masses proportional to 1 + δ. Thus the initial velocity field is proportional to the
gravity field: v = −(Hf/4piGρ¯)g (Warren & al. 1992).
The original lattice is clearly visible in the initial condition, and remains distinguishable in
the simulation until the particles end up in virialized objects. To get rid of the periodicity at
scale L/M , some initial condition codes place all the particles in random positions according
to Poisson statistics. On the other hand, this causes extra power to the power spectrum and
therefore artificial structure formation in the simulation. This can be prevented by the so-
called glass method: after positioning the particles, the simulation is run with an opposite
sign of gravity. The initial conditions are ready when the particles cease to move in comoving
coordinates (Baugh et al. 1995).
Figure 3.3: Left: a unperturbed Cartesian grid with particles in positions qi. Right: an ex-
ample of a random displacement field applied on particles on a Cartesian grid. Here d(q) =
(r cos θ, r sin θ), where r and θ are random numbers sampled from a uniform distribution. The
unperturbed grid is still visible, even though it is distorted.
3.3 Calculation of Transfer Functions
In section 2.5.2, a general transfer function T (k, z) = D(z)T (k) was defined as
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δk(z = 0) = T (k)D(z)δk(z),
↔ T (k) = δk(z = 0)
D(z)δk(z)
.
(3.41)
Thus, in order to obtain the transfer function, one must relate δk(z = 0) with δk(z). The time
evolution of δk includes all the astrophysical processes occurring between z and z = 0. In most
cases, the approach to calculate T (k), presented in equation 2.105, is in fact too simple. A more
complete description is needed. Here we present briefly the results of the coupled Boltzmann-
Einstein approach, both in the non-relativistic and relativistic cases. For full, lengthy details of
the derivations, see MBW, sections 4.1 and 4.2.
3.3.1 Collisionless Non-relativistic Particles
Consider a distribution function f in six-dimensional phase space (x,p). The distribution func-
tion is normalized so that an integral over momentum space yields the comoving particle number
density:
n =
∫
fd3p. (3.42)
The total comoving particle number obtained by calculating an integral over the whole phase
space is:
N =
∫
fd3pd3x. (3.43)
The equation of motion of the distribution function f is the Boltzmann equation:
∂f
∂t
+
p
m
· ∇f −∇φ · ∂f
∂p
=
(
∂f
∂t
)
coll
, (3.44)
where φ is here the gravitational potential and ∇ ≡ ∇x. The collision term
(
∂f
∂t
)
coll
includes
all the non-gravitational interactions, ’collisions’, and is very tedious to calculate.
In order to describe the density perturbations, let us separate the distribution function f
into two parts: f = f0 +f1. The background distribution function is f0 and f1 is the distribution
function of the small perturbation. Now, the density perturbation can be written as
δ(x, t) =
m
ρ¯a3
∫
f1d
3p. (3.45)
In case of collisionless particles, for example dark matter, the collision term is zero. In the
non-relativistic regime, Poisson’s equation (2.35) is the relation between the potential and the
density perturbation: ∇2Φ = 4piGρ¯a2δ. It turns out that the time evolution of the density
perturbation δk in the first order can be expressed as (MBW, equation 4.59)
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δk(η) = −mk
2
ρ¯a3
∫ η
ηinit
(η − η′)a2(η′)Φk(η′)f˜0(k(η − η′)/m)∂η′, (3.46)
where dη = dt/a2 is the rescaled time coordinate and f˜0 is the Fourier transform of the
background distribution function:
f˜0(s) =
∫
f0(p)e
−ip·sd3p. (3.47)
Equation 3.46 can be solved numerically for every wavenumber, giving a relation between
δk(η) and δk(ηinit). Using equation 3.41, we can thus obtain the numerical transfer function
T (k, z) =
δk(z)z=0
δk(z)
. (3.48)
3.3.2 Relativistic Case with Coupled Particle Species
The non-relativistic, collisionless Boltzmann-Einstein solution presented in the previous section
is not valid in some important situations. One of the situations is the coupling of photons and
baryons through Thomson scattering before recombination. A qualitative solution is presented
in this section, following the detailed calculations in MBW (section 4.2), which one should study
for more complete details.
In General Relativity, the perturbed metric with the choice of the conformal Newtonian
gauge can be written as (Peacock 1999, Carroll 2004)
ds2 = gαβdx
αdxβ
= g¯αβdx
αdxβ + δgαβdx
αdxβ
= −(1 + 2Φ)dt2 + a(t)2[(1− 2Ψ)δij + hij ]dxidxj .
(3.49)
Considering only scalar perturbations, the perturbed metric becomes
ds2 = −(1 + 2Φ)dt2 + a(t)2(1− 2Ψ)δijdxidxj , (3.50)
which is completely defined by two scalar functions, the gauge-invariant Bardeen potentials Φ
and Ψ. The first potential Φ is commonly referred to as the Newtonian potential, since it reduces
to Newtonian φ in the non-relativistic limit. Ψ is called the Newtonian curvature perturbation,
since it determines the curvature of the spatial dimensions, which are flat in the unperturbed
situation.
For a given distribution function, the energy-momentum tensor Tµν (see equation 2.13) can
be expressed as
Tµν =
∫
2δ(D)√−det(gµν)(gαβpαpβ −m2)pµpνfd4p. (3.51)
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Let us now move to a more convenient coordinate system. In local Minkowski space, energy
and momentum are related by the relation E2 = m2 + P 2. Here c = 1 for simplicity, and
P 2 = δijp
ipj . As the square of the four-momentum is gµνp
µpν = m2, E and P can be expressed
as
Pi = P
i = a(1− Φ)pi,
E = a(1 + Ψ)p0 = (1−Ψ)p0/a.
(3.52)
Here Φ and Ψ are the Bardeen scalar potentials of the perturbed metric from equation 3.50.
Let us now define new variables q and Eq:
qi = aPi, Eq = aE. (3.53)
Now the relation between mass, energy and momentum can be written as E2q = q
2 + a2m2,
where q2 = δijqiqj . Finally, q is expressed with direction cosines as qj = qγj , where δ
ijγiγj = 1.
Now we have all the coordinates to express the relativistic Boltzmann equation:
∂f
∂τ
+
dxi
dτ
∂f
∂xi
+
dq
dt
∂f
∂q
+
dγi
dτ
∂f
∂γi
=
(
∂f
∂τ
)
coll
. (3.54)
The new time coordinate is defined so that a(τ)τ is the cosmic time. The relativistic Bolz-
mann equation differs from the non-relativistic equation 3.44. The non-relativistic mass and
velocity terms are changed to comoving relativistic momenta and the time coordinate is differ-
ent (t→ τ). Also the relativistic equation is expressed spatially component by component using
the direction cosines.
By expressing the distribution function as f = f0 + f1, after a lengthy derivation (MBW,
chapter 4.2.4c), one obtains the time evolution of perturbation distribution function f1 (MBW,
equation 4.177):
f1(ξ) = f1(ξ)inite
−ikµ(ξ−ξinit) +
Eq
q
∫ ξ
ξinit
[
q
4
∂f0
∂q
Ψq +
(
∂f
∂τ
)
coll
]
ξ′
e−ikµ(ξ−ξinit)dξ′, (3.55)
where ξ = qτ/Eq. The equation states how the initial distribution function evolves in
time due to the collisions and the evolution of the gravitational potential. Since the density
perturbation is related to the distribution function f1 (equation 3.45):
δ(x, t) =
m
ρ¯a3
∫
f1d
3p. (3.56)
one can numerically calculate a general transfer function T (k, z) using equation 3.55 and the
perturbed Einstein equations Gµν1 =
8piG
3 T
µν
1 , when the collision term
(
∂f
∂τ
)
coll
is known. As an
example of this, a numerical initial conditions code GRAFIC is presented in section 3.4.1.
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For realistic cosmologies, there are more than one different particle species in the Universe.
Thus, one must solve the Boltzmann equation for all the particle species simultaneously. This is
because there may be collisions between different species, and all the species interact with each
other gravitationally.
As discussed previously in this chapter, the baryonic transfer function is strongly affected
by pre-recombination baryon acoustic oscillations (BAO) (see Fig. 3.4). Knowing that baryons
and radiation were coupled via Thomson scattering (low-energy limit of Compton scattering),
the linearized collision term is
(
∂δ
∂τ
)
coll
= σTnea(δγ + 4ve · qˆ− δ), (3.57)
where σT is the Thomson cross section, ne and ve are the electron density and velocity. In
addition, qˆ = q/ |q| and δγ is the radiation perturbation. Now all the transfer functions for the
different particle species can be calculated. There are many numerical codes implemented to
solve the transfer functions. Two of them are presented in section 3.4.
3.3.3 Transfer Functions from Analytical Fits
Calculating a transfer function from equations 3.45 and 3.55 with high precision is computation-
ally demanding. In addition, the calculation must be repeated for a large number of different
wavenumbers. As k is a real number, it is reasonable to calculate T (k) for a moderate number
of k:s and find out the remaining T (k):s via some interpolation method.
Another approach is to apply the interpolation idea even further. One may approximate pre-
viously calculated T (k) with a fitting function and obtain an analytical formula for the transfer
function, which can now be used to calculate the density fields for the initial condition. Higher
precision is obtained when using a more complicated fitting function. The main advantage of
the fitting method is that the complicated calculations for T (k) are not required after the initial
analytical fit calculation. Even though there is always an error involved in analytical fitting, er-
rors of a few percent in the linear initial conditions are acceptable, since the outcome of N-body
simulations are non-linear and overdensities δ approach ∼ 106 in simulated galaxies.
A commonly used fitting formula is the one calculated by Bardeen and collaborators in the
so called BBKS article (Bardeen et al. 1986). The BBKS team found out that when Ωb0  Ωm0,
the transfer function is well fitted by the function
T (k) =
ln (1 + 2.34q)
2.34q
+ [1 + 3.89q + (16.1q)2 + (5.46q)3 + (6.71q)4]−1/4, (3.58)
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Figure 3.4: Four examples of baryonic transfer functions with different Ωb/Ωm -ratios and Hubble
constants. The baryon-photon oscillation in the early Universe is clearly seen in the transfer
functions, when the baryon fraction is sufficiently high. In the dark matter transfer functions
(dotted lines), such oscillations are missing, see Fig. 2.11. Modified from Eisenstein & Hu 1997.
where q = 1Γ
(
k
hMpc−1
)
and Γ = Ωm0h. The shape parameter Γ can be interpreted as the
horizon length scale at matter-radiation equality. An increase in the baryon fraction causes a
correction of the shape parameter when Ωb > 0.1× Ωm (Sugiyuma 1995):
Γ = Ωm0h · e−Ωb0(1+
√
2h/Ωm0). (3.59)
However, if the baryon fraction still further increases, acoustic oscillations become important
in the transfer function (see Fig. 3.4) and T (k) cannot be anymore approximated with equation
3.58.
Eisenstein and Hu have developed an improved model to better fit the baryon oscillation in
the transfer functions (Eisenstein & Hu 1997). The first step is to write the transfer function in
two parts:
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T (k) =
Ωc
Ωm
Tc +
Ωb
Ωm
Tb, (3.60)
where c refers to cold dark matter and b refers to baryons. The cold dark matter transfer
function can be then expressed as:
Tc(k) = fT˜0(k, 1, βc) + (1− f)T˜0(k, αc, βc), (3.61)
where T˜0 is the pressureless transfer function
T˜0(k, αc, βc) =
ln (e+ 1.8βcq)
ln (e+ 1.8βcq) + Cq2
, where
C =
14.2
αc
+
386
1 + 69.9q1.08
(3.62)
and f = [1 + (ks/5.4)4]−1. The sound horizon scale at recombination is denoted by s. All
other variables appearing in equation 3.62 are listed at Table 3.2.
variable fitting formula
α1 (46.9Ωmh
2)0.670
[
1 + (32.1Ωmh
2)−0.532
]
α2 (12.0Ωmh
2)0.424
[
1 + (45.0Ωmh
2)−0.582
]
αc α
−ΩbΩm
1 α
−(Ωb/Ωm)3
2
b1 0.944
[
1 + (458Ωmh
2)−0.708
]−1
b2 (0.395Ωmh
2)−0.0266
β−1c 1 + b1
[
(Ωc/Ωm)
b2 − 1]
s˜ s/[1 + (8.41(Ωmh
2)0.435/ks)3]1/3
βb 0.5v + Ωb/Ωm + (3− 2Ωb/Ωm)
√
(17.2Ωmh2) + 1
Table 3.2: Numerical variables appearing in equation 3.62 (Eisenstein & Hu 1997).
The baryon transfer function has an even more complex functional form:
Tb(k) =
[
T˜0(k, 1, 1)
1 + (ks/52)3
+
αb
1 + (βb/ks)3
e−k/kSilk
]
j0(ks˜), (3.63)
where j0(x) is the spherical Bessel function j0(x) = sinx/x. The spherical Bessel term con-
taining a sine function is required to fit the baryon oscillation, see Fig 3.4. The Silk wavenumber
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kSilk corresponds to the Silk damping length scale. For other variables, see Table 3.2. For details
on calculating the baryon suppression factor αb ∼ 1, again, see Eisenstein & Hu 1997.
The method presented here is successful, as the residuals from the Boltzmann-Einstein equa-
tion solution are of order of a few percent. Also, the calculation time of the analytical transfer
functions is short. This is why this method is widely used in numerical N-body initial conditions
codes.
3.4 Two Numerical Initial Condition codes
3.4.1 GRAFIC
GRAFIC is a publicly available numerical initial conditions (IC) code package for cosmological
simulations (Bertschinger 2001). It is implemented in Fortran-77 and consists of three programs:
• LINGERS (LInear GEneral Relativity Solver) is an accurate general relativity solver,
which calculates transfer functions using equation 3.55 for a large range of redshifts. The
code is a modification from the original Linger -code published in the COSMICS package
(Bertschinger 1995). The code also takes into account the helium fraction of the Universe
and allows for the presence of massive neutrino species.
• GRAFIC1 is also a modification from the COSMICS package. GRAFIC1 uses the trans-
fer functions generated by LINGERS and generates IC:s with the Bertschinger method
described in section 3.2.1.
• GRAFIC2 is used to produce initial conditions containing multiple refinement levels. The
code takes the IC computed by GRAFIC1 and adds a refinement level at the desired
position, as discussed in section 3.2.2.
3.4.2 P-GenIC
P-GenIC (Parallel - Generate Initial Conditions) is a IC code based on the Zeldovich approxima-
tion (see section 2.3.2). The original serial code N-GenIC was written by Volker Springel in 20031.
The most fundamental difference between GRAFIC and P-GenIC is the calculation of the
transfer functions. While GRAFIC contains a linear Boltzmann-Einstein -solver, P-GenIC ob-
tains the transfer functions and the power spectra directly from analytical fits. There are two
types of fitting functions:
• Eisenstein & Hu (EH) spectrum (Eisenstein & Hu 1997). For more details on the transfer
function, see section 3.3.3. In this thesis, the EH power spectrum was used.
1N-GenIC is publicly available at http://www.mpa-garching.mpg.de/gadget/right.html.
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• Efstathiou spectrum (Efstathiou 1992).
Figure 3.5: P-GenIC EH power spectra for dark matter in two cosmological models. For com-
parison, see for example Fig. 4.4 in MBW, page 208.
P-GenIC operates in the following way. First, the code calculates the power spectrum (i.e.
the transfer functions) using user-given cosmological parameters and simulation parameters.
Then, P-GenIC initializes a mesh grid with a desired resolution. Next, the displacement fields for
the particles are calculated using the calculated power spectrum and FFT methods as described
in section 3.2.4. After this, the particles are displaced from the mesh grid. The procedure is
repeated for all the resolution levels in the initial conditions. Finally, the initial conditions are
saved into an IC file compatible with the GADGET-3 N-body simulation code.
The running times of P-GenIC are considerably shorter than the ones of GRAFIC, as the
transfer functions in P-GenIC are evaluated swiftly from analytical fits. The refinement proce-
dure in GRAFIC requires careful attention from the user, since the folder system needs to be
done by hand in order to prevent different levels from mixing with other. Also, the length units
and the resolution of each level must be given in the units of the previous level in GRAFIC.
As there is no significant difference in the IC:s produced with GRAFIC and P-GenIC, the more
user-friendly code was chosen. Thus, we use P-GenIC to create the IC:s for the galaxy formation
Zoom-in simulations in Chapter 4.
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Figure 3.6: P-GenIC has an user-friendly interface to specify which volume in the IC to refine.
The cells that are to be split are given as a three-dimensional array containing integers n ∈
{0, 1, 2, 3}, which are visualized here as {green, blue, red, black}. A cell with label n is split into
8n subcells. The code can handle only three different resolution levels at the same time, so the
refined level 3 is left out. Note that the refined levels may have arbitrary shapes, a cube is selected
here for the sake of simplicity for the visualization.
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Chapter 4
Zoom-in Simulations
4.1 Zoom-in Procedure
N-body simulations are commonly used in studying the formation of structure in a full cosmo-
logical setting at all interesting length and mass scales, extending from dwarf galaxies to the
large clusters of galaxies and the large-scale filamentary structure of the Universe.
There are some common characteristics appearing in most modern structure formation sim-
ulations. The simulation has to be a large (∼ 100 Mpc), periodic volume, in order to provide a
fair representation of the real Universe. If the volume is too small, the largest density perturba-
tions are not properly modeled in the simulation volume resulting in an incorrect matter power
spectrum.
The matter distribution in the Universe is described with massive macroparticles. The cal-
culation of distant gravitational (’tidal’) forces is conducted typically with a tree method, for
example the Barnes & Hut algorithm (Barnes & Hut 1986) or with mesh Fourier methods. In
the presence of baryonic matter, the relevant astrophysical phenomena are incorporated in the
simulation, for example the heating and cooling of gas, star formation, AGN and supernova
feedback, using a subgrid model.
However, running the simulations is time-consuming and requires a large amount of computer
memory. For example, the Millennium Simulation consisting of 21603 (∼ 1.0 × 1010) particles
required almost 1 Tb of shared memory and 350000 hours (∼ 1 month) of CPU time on 512
processors (Springel et al. 2005).
The Zoom-in method has been developed in order to ease these computational challenges
(for example, Navarro & White 1994). The main idea of Zoom-in simulations is to identify
the interesting objects in the simulation and focus the computational resources to these sub-
volumes. Thus, the spatial resolution in the interesting subvolume can be set at a higher level.
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The disadvantage of this procedure is that the number of simulated objects is lower than in
the constant resolution runs. Also, multiple resolution levels may pose challenges to the simu-
lation: low-resolution particles ending up in the high-resolution region could cause unphysical
phenomena in the simulation (On˜orbe et al. 2014). This is referred to as the contamination of
the high-resolution region and is discussed in section 4.3.3.
The Zoom-in procedure has five steps:
1. Create low-resolution initial conditions with a single refinement level containing only dark
matter.
2. Run the low-resolution simulation, ’the box’.
3. Identify interesting objects in the box at z = 0.
4. Create new multi-level initial conditions with increased resolution in the interesting vol-
umes.
5. Run the new Zoom-in simulation now including also baryons and analyze the results. Also
high-resolution simulations containing only dark matter are possible.
The procedure steps will be studied more carefully in the following sections. The initial
conditions for the simulations are prepared using the P-GenIC code.
4.2 Low-resolution Box Run
One of the aims of this thesis is to simulate the formation of five halos in a full cosmological
setting, both with dark matter (DM) + baryons and DM only. First, one must run a low-
resolution simulation. The initial conditions of the box specify most of the properties of the
following Zoom-in simulations. The size (the box side length) of the simulation is chosen to be
large enough and cannot be modified later. In fact, the size of the simulation does not affect the
Zoom-in phase, since only the high-resolution subvolume is interesting. For simulations in this
thesis, the size of the box is set to 72000 kpc/h. The 1D spatial resolution of the box simulation
is chosen so that the simulation cost is not too high, but the interesting objects can still be suffi-
ciently well resolved. Thus, a 1D spatial resolution of 512 is chosen. Later Zoom-in simulations,
based on the objects formed in the box simulation, will have higher spatial resolutions. The
box run contains only dark matter, no baryons are present. This is because the DM-only box
simulation is significantly faster to run, comparing to DM+baryons -simulations. In addition,
only the dark matter halo properties are needed to determine if the halo is interesting enough
to be resimulated in a Zoom-in simulation. For the simulations, a ΛCDM Planck cosmology is
chosen (see table 2.1 for the cosmological parameters). The cosmology of the following Zoom-in
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simulations is set by this choice and cannot be altered between the simulations.
As it was shown in section 3.1, the matter density fields at the initial starting redshift are
generated using a white noise sample and the correct transfer function. The white noise sample
consists of Gaussian random numbers, which have a constant spectral energy distribution. The
random numbers are generated using the random number generator (RNG) of the C program-
ming language. The random numbers are completely characterized by the seed given by the
user. Thus, the chosen cosmology and the RNG seed define the large-scale structure of the box
simulation. The smaller-scale structure is also affected by the gravitational smoothing lengths
of the particles. Naturally, the chosen numerical accuracy has also an effect on the simula-
tion results. It is important to note that the RNG seed cannot be changed between the box
simulation and the Zoom-in simulations. If this is mistakingly done, the large scale structure is
completely different and the interesting selected object will not appear in the Zoom-in simulation.
The starting redshift has to be chosen to be large enough so that the linear approach in
making the initial conditions remains valid. Thus, the Universe must be matter-dominated at
zstart. For simplicity, zstart must also lie in the Universe after the recombination (z ∼ 1100) in
order to avoid the complicated coupling of matter and radiation in the simulation. For the box
simulation, zstart = 99 is chosen. This is solidly in the matter dominated era, and the initial
scale factor is conveniently a = 0.01.
Gravity is softened by choosing a smoothing length for the particles. The smoothing length
determines how gravity behaves on very small length scales, and prevents numerical errors when
two particles experience a close encounter. The smoothing length also determines the smallest
physical length scale accurately resolved in the simulation. The softening length scale roughly
corresponds to the Plummer softening length  in the Plummer potential: φ = − GM√
r2+2
. The
GADGET-3 SPH (smoothed particle hydrodynamics) kernel is exactly Newtonian beyond 2.8
(Springel 2005). More detailed description of the simulation code and SPH is presented in
Chapter 5. For the box simulation, a smoothing length of 10.00 kpc/h was chosen for the dark
matter particles, which are the only species present in this simulation.
All the simulation parameters can be found in Table 4.1. After running the box simulation,
the next task is to choose which kind of objects to resimulate and identify the corresponding
interesting objects from the box run. The final snapshot of the box simulation run is presented
in Fig 4.1.
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Simulation parameter value
Box size 72000 kpc/h
1D spatial resolution 512
Particle number 5123 ∼ 2.01× 106
Particle mass 1.57× 108M
Particle type Dark matter only
Cosmology Planck 1-year
Gravitational softening length 10 kpc/h
Table 4.1: Simulation parameters for the large box simulation. For the parameters of Planck
1-year cosmology, see Table 2.1.
Figure 4.1: A comparison between the initial condition and the final snapshot of the simulation
run. Left: a projection of the initial condition of the box simulation at z = 99. Right: a
projection of the box simulation snapshot at z = 0. The initial fluctuations have evolved into
the large-scale structure of the Universe. The characteristic web-like structure with voids and
filaments is clearly distinguishable. The visualization was done using the Gadvis code (Oser et
al. 2010).
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4.3 Identification of Interesting Objects
4.3.1 Finding Halos: The FoF -algorithm
Now we have conducted the low-resolution simulation containing only dark matter. The next
task is to identify all the interesting dark matter halos from this simulation box. For this task,
a so-called friend-of-friends (FoF) algorithm is useful (for example, Davis et al. 1985; Barnes &
Efstathiou 1987).
The basic idea of the FoF algorithm is quite simple: two distinct particles belong to the same
group, if their distance from each other is smaller than some constant threshold length value.
The threshold value is commonly referred to as the linking length.
Figure 4.2: A simple example on the FoF -algorithm in two dimensions. Particles are in the
same group, if the separation of the particles is less than some linking length . Here black
and white circles form two separate groups. Figure modified from a presentation of Kwon et al
(2010).
The linking length in the FoF algorithm is defined to be  = αravg, where ravg is the average
separation of two particles in the simulation box, and α is a user-defined real number between
0 and 1. Typically α is given a value close to 0.2. Note that there is no fundamental reason
why α should be set to this value. Increasing the α parameter results in larger FoF groups while
decreasing α has the opposite effect. It is also important to understand that the FoF group of
dark matter particles does not represent any physical gravitationally bound structure. However,
it is probable that a center-of-mass (CM) of a dark matter halo lies near the center of the cor-
responding FoF group. Thus, the FoF centers should be investigated with some more precise
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algorithm, which is able to find the true halo when the coordinates of the halo are approximately
known.
The minimum mass of an object appearing in the simulation is limited by the mass of
the lightest macroparticle in the simulation. On the other hand, it is questionable if a single
macroparticle truly represents a gravitationally bound object. This is why the FoF algorithm
ignores groups, which have less than NFOF members. Again, NFOF is a user-defined parameter
which has no ’correct’ value. However, it is convenient to set NFOF so that the mass of the FoF
group (MFOF = NFOF ×mparticle) is a little below the mass scale of the object one is going to
choose for the Zoom-in simulations.
For the analysis of the box simulation, a parallelized FoF code P-FoF written by Volker
Springel (Springel et al. 2005) was used. A parallalized FoF code works slightly differently than
the serial FoF codes. First, the box volume is split into smaller subvolumes, which are then
sent to different processors. Now, the groups are searched in the subvolumes, which does not re-
quire communication between the processors. Last, the boundaries between the subvolumes are
searched for groups which are split on multiple processors. This phase requires communication
between the processors and is thus more time-consuming than the ordinary subvolume search.
The P-FoF code sets the α parameter to a standard value of 0.16, which is used in the anal-
ysis. The minimum size of the FoF-group is set to NFOF = 100, which results in the minimum
FoF mass of the group being ∼ 1.57 × 1010M/h. This is the mass of a small galaxy. There
were totally ∼ 39000 FoF groups with more than 100 members in the simulation box. The
size distribution of the groups is presented at Fig 4.3. The largest FoF group in the box had
∼ 2.1× 106 members, and the average size of a group was ∼ 1400 members.
4.3.2 Analyzing Halos: Virial Radius and Mass
Once the FoF-centers are obtained, the next task is to find out if the FoF groups correspond to
any physical structure. As discussed in Chapter 2, a density perturbation for which the linear
overdensity reaches unity, rapidly collapses non-linearly and forms a gravitationally bound, viri-
alized structure. The virialization redshifts can be approximated using equation ??. Thus we
expect to find dark matter halos corresponding to dwarf galaxies, galaxies, galaxy groups and
galaxy clusters in the box simulation at z = 0.
In N-body simulations, the commonly used NFW density profile (equation 2.70) is purely
radial, and dark matter halos can be approximated to be spherically symmetric at first order
(after the halo has virialized). Of course, this is not always true. For example, the density
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Figure 4.3: The size distribution of the FoF groups in the box simulation. The minimum size of
a group was 100 and the maximum size was set to be 3000 for this visualization. The bin width
is one in the histogram. As expected, there is a large number of small particle groups. Larger
groups are rare, only 5.0 % of the groups have over 3000 members.
profiles of strongly interacting or merging dark matter halos do not follow the NFW profile. The
Zoom-in procedure can be used to obtain the detailed merger history of a single dark matter
halo (Springel et al, 2005). On the other hand, with different initial conditions, the simulation
code GADGET-3 can be used to simulate an isolated encounter or a merger of two galaxies with
much higher resolution than in the Zoom-in simulations (for example, Springel et al. 2001).
If the aim of a Zoom-in simulation is to study some other physical properties than its merger
history, one should choose halos which have not lately experienced a major merger. Then, for
example, the dark matter halos chosen for resimulation are close to being spherically symmetric
at z = 0.
The FoF algorithm provides the FoF group center and the number of group members. The
number of group members may give hints on the mass of the virialized structure, although this
must be always checked with a more precise algorithm. The FoF group center is important, as
the search of the center of mass (CM) of the halo is begun there. After the CM of the halo has
been found, one can obtain the virial radius and the virial mass of the halo (see equation 2.69).
The CM can be found, for example, using the ’shrinking sphere’ algorithm. See Fig. 4.4 for
illustrated steps of this algorithm.
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Figure 4.4: The steps of the ’shrinking sphere’ algorithm in two dimensions. The black dots
form a single FoF group, while blue dots are other nearby particles which do not belong to the
group. The red dot is the center of mass of the particles inside the red circle. The black circle
at step six is the virial radius of the dark matter halo.
1. Place a sphere with a radius of rstart in the simulation box so that the center of the sphere
is located at the FoF center. Calculate the CM of the particles inside the sphere. Ignore all
particles outside the sphere. The starting radius rstart must be larger than the virial radius
of the halo, but not too large to contain several other halos. Thus, some trial-and-error
iteration may be required from the user. Analyzing smaller subvolumes of the simulation
box prevents having several halos in a simulation volume at the same time.
2. Place a slightly smaller sphere at the previously obtained CM. The ratio of the radii of the
following and the previous sphere radius should be ∼ 0.99 in order to obtain good results.
Then, calculate a new center of mass inside the sphere. Place a new, again, smaller sphere
centered at the CM.
3. Continue the procedure a large number of times. Eventually the CM will converge to the
true CM of the halo, unless the halo appears to be highly non-spherical or the FoF group
consists of multiple halos of the same size.
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4. Stop the iteration when there are few particles inside the sphere. In a virialized halo, the
density is largest at the CM, so the rstop may be small. Another option is to fix the value
of rstop in the algorithm and stop the iteration when the radius rstop is reached.
5. The final CM is the true center of mass of the dark matter halo.
6. Now, one can obtain the virial radius. Increase the radius of the sphere until the definition
of the virial radius is fulfilled: rvir = r
(
ρ(r)
ρc
= 200
)
, from equation 2.69. Once the virial
radius rvir is found, the virial mass Mvir is the mass of the particles inside the sphere with
r = rvir. For the next task, one should also analyze a great number of other dark matter
halos to find halos covering the full mass scale of interest.
After the virial mass and the virial radius are known, it is possible to find out the mass
profile M(r), that is, all the mass located inside the sphere with radius r, and the density
profile ρ(r) of the halo. The calculation of the mass profile is straightforward: choose a large
number of values of r between 0 and rvir, and solve the masses inside the spheres with those radii.
The case of the density profile is a little bit more complicated. As the density profile ρ(r) of
the halo is the derivative of the mass profile M(r), the numerical derivative of M(r) may not be
a very smooth function. Thus, ρ(r) should be calculated using spherical, concentric shells with
different radii. First, one chooses a spherical shell and calculates its volume. Then, the mass
inside the spherical shell is found out. The density of the halo at r is thus
ρ(r) =
Mshell
Vshell
. (4.1)
The mass profiles and the density profiles of the simulated halos are presented in Chapter 6.
Using the mass profile M(r), another characteristic curve, the circular rotation curve V (r)
can be calculated. The V (r) is defined as
V (r) =
(
GM(r)
r
)1/2
, (4.2)
as it would be expected from a circular orbit in Newtonian mechanics. Note that the circular
rotation curve does not represent the true rotation profile of a galaxy, but measures the enclosed
mass M(< r) as a function of r. For disk galaxies, the circular rotation curve may resemble
the true velocity profile since Vr ∝ Vcirc. However, elliptical galaxies are typically slow rotators
while their circular rotation curves reach high values.
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Figure 4.5: A circular rotation curve for a dark matter halo found in the box simulation at z = 0.
In fact, the halo was chosen to be resimulated in a Zoom-in simulation with the designation
Zoom4. More details of the halo properties will appear in Chapter 6.
4.3.3 Lagrangian Volume and Contamination
After the box simulation has been performed, the dark matter halos are found with the FoF
algorithm and their virial radii and masses are obtained. Studying a single halo, we know from
the simulation output which dark matter particles occupy the halo. Next, the particles in the
virial volume are traced back to their initial positions in the initial conditions. The volume in
which the initial positions lie defines the Lagrangian (’comoving’) volume (LV) of the dark mat-
ter halo. For the Zoom-in simulation, we increase the spatial resolution within the Lagrangian
volume.
The number of particles in the most refined zoom level dominates the total number of parti-
cles. Thus, in order to run a computationally efficient simulation, halos with small Lagrangian
volumes should be chosen for resimulation. There is a correlation between the halo environment
and the Lagrangian volume. Halos in the most dense regions have larger Lagrangian volumes.
However, just choosing the most isolated halos is not the best possible procedure (On˜orbe et
al. 2014). One should choose halos with the smallest Lagrangian volumes. If the virial masses
of the halos differ from each other significantly, normalized Lagrangian volumes (NLV) should
be compared. The NLV of the halo is a dimensionless quantity defined as the ratio of the La-
grangian volume and the virial volume of the halo.
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Figure 4.6: The Lagrangian volume of an example halo plotted as a projection on the xy-plane.
The particles in the virialized halo are marked as red dots and the particles in the initial condition
as blue dots. The volume in which the initial particles reside is the Lagrangian volume. Note
that the halo does not stay in the same location during the structure formation process. Also,
there are few particles outside the main concentration of initial particles.
Unlike the virial volume region of a halo, the Lagrangian volume region is not necessarily
spherical, or even close to it. In some cases, the Lagrangian volume may even consist of several
separate regions. The Lagrangian region is typically surrounded by a more simple geometrical
object, as the increase of the resolution in the Zoom-in phase will be easier in a non-complex-
shaped region. The shape surrounding the Lagrangian volume can be, for example, a cuboid, a
sphere, an ellipsoid, a convex hull or some form of a combination of these shapes, see Fig. 4.7
for an illustration. In this thesis, a box-aligned cuboid was chosen to surround the Lagrangian
volume for its simplicity.
When running a multimass Zoom-in simulation, there is a possibility that a high-mass parti-
cle from a low-resolution region enters the high-resolution region and causes non-physical effects.
This is commonly referred to as a contamination of the high-resolution region, see Fig. 4.8. A
careful selection of the halo with an appropriate Lagrangian volume is crucial in preventing this
low-resolution contamination. In addition, so-called buffer zones should be set outside the La-
grangian volume. In practice, this means extending the high-resolution region further than the
Lagrangian volume, reducing the possibility of contamination at the cost of the computational
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Figure 4.7: Three possibilities how to surround the original Lagrangian volume: a cuboid aligned
with the simulation box (black), a minimum-volume cuboid (green) and a minimum-volume el-
lipsoid (grey). The particles occupying the Lagrangian volume are the red, small spheres (On˜orbe
et al. 2014).
efficiency of the simulation. The simulation results should always be investigated for contami-
nation, and highly contaminated simulation runs should be discarded as unphysical.
Figure 4.8: The effects of contamination on a projected gas density map. Left: gas density near
an uncontaminated halo with a virial radius of ∼ 260 kpc. Right: the corresponding gas density
in a halo with a contamination of 5% of the halo mass. The low-resolution particles act as
sinks to the high-resolution gas particles, producing unphysical, artificial structure (On˜orbe et al.
2014).
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4.4 Final Initial Conditions
In total, five distinct halos were selected for resimulation in the Zoom-in simulations. This re-
sults in a total of ten Zoom-in simulations, since all halos were simulated both in a dark matter
only -simulation, and in a simulation containing both dark matter and baryons.
The selection criteria was to select two low-mass galaxies with equal masses (M = 1.0 ×
1012M, or lower) and two equal-mass galaxies with masses of same order as the Milky Way
and the Andromeda galaxy, and finally a larger halo with a virial mass corresponding to a
galaxy group. The halos had smaller Lagrangian volumes than most of the other halos with
corresponding masses. One halo in the second halo pair had a larger Lagrangian volume, since
there were no two equal mass galaxies so that their LV:s would both be among the smallest
LV:s. The characteristics of the selected halos are shown in Table 4.2.
The five halos were given names according to their masses: the halo with the lowest virial
mass was labeled ’Zoom1’, the second lightest ’Zoom2’ and so on. The initial conditions for the
Zoom-in simulations are named to contain the designation of the halo in the high-resolution re-
gion. The matter types in the simulation are added to the halo names, for example ’Zoom3Dm’
and ’Zoom5Bar’.
Halo Mvir (M) Rvir (kpc) LV (Mpc3) NLV
Zoom1 9.5× 1011 208.5 84.7 2.2× 103
Zoom2 1.0× 1012 213.7 78.8 1.9× 103
Zoom3 3.0× 1012 304.6 805.3 6.8× 103
Zoom4 3.0× 1012 305.0 257.9 2.2× 103
Zoom5 2.0× 1013 585.0 2738.0 3.3× 103
Table 4.2: The virial and Lagrangian volume properties of the five selected halos. The normalized
Lagrangian volume of the halo Zoom3 is larger than the other NLV:s by a factor of ∼ 3.
The calculation of the ten initial conditions was performed in July and August 2013 using
the Alcyone Cluster, which is a computation cluster managed by the Department of Physics at
the University of Helsinki. The initial condition calculator code P-GenIC used 24 processors in
the parallel runs with typical running times being close to 70 wall-clock hours for the DM initial
conditions and twice as much for the baryonic IC:s.
Three different refinement levels were employed: a 1D spatial resolution of 2048 was set in
the high-resolution regime, a resolution of 1024 to the volume surrounding the high-resolution
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particles, and the original resolution 512 to the rest of the simulation box. See the left panel of
Fig. 4.9 for an example of an initial condition with multiple refinement levels computed using
P-GenIC. P-GenIC and the simulation code GADGET-3 have totally six particle types, from
which five were used in the Zoom-in simulations. There are gas and star particles, and three
different DM particle types having different resolutions and softening lengths. The names of the
DM particle types, halo, disk and bulge originate from the GADGET’s original usage, which
was for simulations of merging disk galaxies.
Note that the Zoom-in simulations do not produce an identical galaxy as the low-resolution
run, even though the same halo was chosen for the high-resolution volume. In addition, even
Zoom-in simulations with different maximum refinement levels differ from each other. This
is because increasing the simulation resolution adds small-scale power to the power spectrum,
and physical phenomena on smaller scales can be resolved. For example, the virial radii and
masses are slightly different in simulations with different resolutions. Also, if a large halo has
smaller satellite halos in a low-resolution simulation, the satellites usually exist in the Zoom-in
simulations, but they may be at a different location around the host galaxy. Merger histories of
the galaxies is also different, as galaxy mergers are more common in low-resolution simulations.
This will be discussed in detail in Chapter 6.
4.5 Reducing the Computational Load
The entire Zoom-in procedure is based on choosing an interesting region from the low-resolution
simulation and increasing resolution in the specific volume that the object occupies. The objects
in other (low-resolution) regions are not interesting, and the resolution may be kept the same as
in the low-resolution box run, or even reduced from the original value. Reducing the resolution in
volumes far from the high-resolution volume decreases the number of particles in the simulation,
thus making the simulation computationally more efficient, focusing the computational resources
into the Zoom-in region. Reducing the simulation resolution in the non-interesting regions by
combining macroparticles is a standard procedure in Zoom-in simulations. The combination
procedure of the macroparticles is conducted in the following way. First, a mesh grid is placed
inside the simulation box, dividing the whole simulation volume into cuboid-shaped regions. For
every cuboid-shaped region, the center of mass of the particles at the specific cuboid volume
is calculated. A single new macroparticle with all the mass and all the momentum of all the
particles inside the cuboid is placed at the previously calculated center of mass of the cuboid.
All other particles are removed from the cuboid volume. Particles near the high-resolution re-
gion are not combined with each other. In fact, this particle-combination was performed twice
for the Zoom-in initial conditions, the second particle combination taking place only near the
boundaries of the simulation box. See Fig. 4.9 for an illustration of the particle combination
CHAPTER 4. ZOOM-IN SIMULATIONS 69
procedure. In the particle combination procedure, the conservation of mass and momentum
have to be taken carefully into account. Numerical accuracy of the particle combination code
was set to be double-precision, since the typical floating-point accuracy of the C programming
language lead to large errors in the particles masses.
The total particle numbers of all ten Zoom-in simulations are presented at Table 4.3. In bary-
onic simulations, the gas particles occupy only the volume with the highest resolution, where
the number of gas particles and dark matter particles is equal. However, the number of dark
matter particles is unchanged when baryons are added to the DM initial condition. Thus, the
mass of the dark matter particles is lowered in order to produce the correct cosmological density
parameters, shown in Table 2.1. For this reason, the particle number reduction is slightly more
effective in the DM-only -simulations.
Initial Condition Original Particle Number Reduced Particle Number
Zoom1Dm 1.38× 108 4.4× 106
Zoom2Dm 1.37× 108 4.3× 106
Zoom3Dm 1.48× 108 1.6× 107
Zoom4Dm 1.40× 108 7.8× 106
Zoom5Dm 1.67× 108 3.6× 107
Zoom1Bar 1.39× 108 6.2× 106
Zoom2Bar 1.39× 108 6.0× 106
Zoom3Bar 1.59× 108 2.7× 107
Zoom4Bar 1.44× 108 1.2× 107
Zoom5Bar 1.95× 108 6.4× 107
Table 4.3: The number of particles in the initial conditions before and after combining the parti-
cles far from the high-resolution region. The reduced number of particles lowers the computational
cost at a minimum loss of accuracy.
Representing the distant systems of simulation particles (galaxies, groups and clusters) as
point masses can be justified with the following argument: the distant objects interact with the
high-resolution particles only gravitationally, and the gravitational force is small from distant
objects because of the 1/r2 -dependence of Newtonian gravity. Only small error is made, for
example, if the gravitational force between a group of particles within 10 kpc from each other
and a particle located 10 Mpc from the group is treated as an interaction of two point masses.
Thus, the gravitational force from distant objects can be treated as a small force perturbing
the motion of the high-resolution particles. As this can be thought of as a generalization of the
two-body problem with a small perturbing external force, the gravitational force between the
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high-resolution particles and the distant objects is commonly referred to as the tidal force. The
gravitational force algorithm of the employed simulation code GADGET-3 is described in detail
in section 5.2.
After the reduction of the resolution has been carried out, the high-resolution region is placed
at the center of the simulation box by moving all the particles in the box. This can be done, since
the boundaries of the simulation box are periodic. The procedure makes analyzing the simulation
more user-friendly and diminishes the error made by the gravitational force algorithm, since the
possible error made at the boundaries of the box has smaller effect to the centered high-resolution
volume. Two centered initial conditions, the original multi-resolution IC and the IC with particle
combination are shown at Fig. 4.9.
Figure 4.9: Left: a projection of a centered Zoom-in initial condition containing three refinement
levels with the 1D spatial resolutions of 512, 1024 and 2048. The most refined region is at the
center of the box. Right: the same initial conditions, with particles combined in the distant
regions. There are two distinct particle combination regions: the particles in the outer region
are more massive than the ones closer to the center of the box. Thus, there are altogether five
refinement levels. Note that the mass of the macroparticles is not exactly constant at the two
outermost levels, although the variation is small.
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Figure 4.10: An example of the formation of the large-scale structure of the Universe in the dark
matter box simulation at ten different redshifts. The 1D spatial resolution is 128 here, and there
are no refinement levels. The box simulation used for the Zoom-in simulations is run in the
same cosmology but the spatial resolution and the starting redshift are higher. In this test run,
the starting redshift was z = 43.
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Chapter 5
Running the Simulations with
GADGET-3
5.1 GADGET-3 Overview
GADGET-3 is a parallel cosmological simulation code capable of conducting a variety of cosmo-
logical and gas dynamical simulations from galaxy mergers to the formation of galaxies and the
large-scale structure of the Universe. The name of the code, GAlaxies with Dark matter and Gas
intEracT, reflects its origins as a galaxy merger simulation code (GADGET-1, see Springel et al.
2001). The code was extended to cosmological scales in the early 2000’s, and the GADGET-2
version was made publicly available in 2005 (Springel 2005). Very large cosmological structure
formation simulations have been carried out with different versions of GADGET, for example
the Millennium Simulation (Springel et al. 2005) and the Millennium-II -simulation (Boylan-
Kolchin et al. 2009).
GADGET-3 treats dark matter as a gravitationally interacting collisionless fluid using a N-
body approach. Baryonic matter is treated as a collisional ideal gas, and its dynamics is solved
by the means of smoothed particle hydrodynamics (SPH). More complicated astrophysics, such
as star formation, cooling and heating of gas and feedback processed are also incorporated in
the simulation code.
GADGET-3 is also a powerful tool in the implementation of the Zoom-in simulations. The
low-resolution dark matter box runs are computationally very inexpensive, and simulations with
higher resolution can be performed in parallel on computing clusters or supercomputers. The
gravitational force calculation favors Zoom-in simulations with a high-resolution region and low-
resolution exterior regions. The fact that the baryonic particles are confined to the zoom level
with the highest resolution restricts the SPH and numerical astrophysics calculations to the
particular (usually small) volume of the simulation. The possibility of varying particle masses
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and smoothing lengths is optimal for Zoom-in simulations. In addition, the initial conditions
produced with P-GenIC are fully compatible with the GADGET-3 file format, making the
preparations of the simulations very user-friendly.
5.2 Gravitational Force Calculation
Gravity is the dominant force affecting the structure formation on large scales. Thus making
an accurate yet computationally efficient gravitational force calculation is a crucial part of N-
body simulation codes. As there are no General Relativistic codes fulfilling these requirements,
Newtonian gravity is used as a sufficient approximation in N-body codes (small velocities, weak
gravitational fields and simulation volumes much below the horizon volume).
There are a few commonly used gravitational force calculation methods in N-body simu-
lations: the direct summation method, the Fourier mesh technique and the hierarchical tree
algorithm. When computing the total Newtonian gravitational force affecting a single body, the
direct summation technique requires N − 1 force calculations, totaling O(N2) force evaluations
for all particles in the simulation. The tree algorithm is a hierarchical multipole expansion, which
clumps together distant objects into enlarging cells as a function of increasing distance, reduc-
ing the required number of force evaluations to O(logN) per particle, totaling only O(N logN)
force evaluations (Appel, 1985). In addition, the accuracy of the gravitational force is minimally
affected.
The hierarchical tree method requires a tree construction, i.e. splitting the simulation volume
into cells with appropriate sizes, before the gravitational force can be calculated. The tree
construction in GADGET-3 is conducted by the so-called Barnes-Hut -method (Barnes & Hut
1986). The simulation domain is split in the Barnes-Hut -method into a sequence of cubes. A
cube is further split into eight sibling cubes with a side length half of the original cube. The
process is continued until the pre-defined minimum cube size is reached. Now, every tree node (a
single cube), contains either one particle or contains smaller sibling nodes. For this reason, the
final tree structure is called an oct-tree. After the oct-tree is constructed, the algorithm ’walks’
the tree structure and sums the gravitational forces from cells. See Fig. 5.1 for a two-dimensional
illustration of the oct-tree -construction.
The gravitational force calculation in GADGET-3 is a twofold TreePM method (PM referring
to particle mesh): the total force is split into long-range and short-range components, the force
separation length scale being denoted as rs. In terms of the gravitational potential in Fourier
space, the force split can be expressed as
φk = φ
short
k + φ
long
k , (5.1)
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Figure 5.1: The construction of a two-dimensional Barnes-Hut tree. Each cell containing parti-
cles is split into smaller nodes. The method is computationally efficient, as the empty cells do
not need to be stored (Springel et al. 2005).
where the long-range component is
φlongk = φke
−k2r2s . (5.2)
The long-range component φlongk of the potential can be solved efficiently with mesh-based
Fourier methods. The short-range component φshortk is solved with the Barnes-Hut oct-tree al-
gorithm, with a cut-off at the distance scale of the nearest neighboring particles. The errors of
the TreePM force calculation method are small at all distance scales, while it is computationally
very efficient (Springel 2005). GADGET-3 builds a separate oct-tree for each particle species
present in the simulation. This does not affect the computational efficiency, as long as the dif-
ferent particle types occupy different spatial regions, which is the case in the Zoom-in simulations.
As briefly described in Section 4.2, the gravitational force is softened at small length scales
in GADGET-3 to prevent non-physical effects at very small distance scales due to the limited
spatial resolution of the simulations. The softening length may vary from one particle species
to another. A softening kernel function W2 is used to soften the gravitational potential at small
length scales. The kernel function is of the form
W2(r, h) =

16
3
(
r
h
)2 − 485 ( rh)4 + 325 ( rh)5 − 145 , if 0 ≤ rh < 12 ,
1
15( rh)
+ 324
(
r
h
)2 − 16 ( rh)3 + 485 ( rh)4 − 3215 ( rh)5 − 165 , if 12 ≤ rh < 1,
− ( rh)−1 , rh ≥ 1,
(5.3)
where h is the gravitational softening length (Springel et al. 2001). The softened gravitational
force can be calculated applying the softening kernel as
76 5.3. SMOOTHED PARTICLE HYDRODYNAMICS
F(r) = −∇φ(r) = −1
h
∇W2(r, h). (5.4)
Note that the softening affects the gravitational force only at length scales smaller than h,
leaving the larger scales exactly Newtonian.
The error in the force calculation is mostly made in the tree algorithm. Opening a node
increases the accuracy at the cost of computation time, while accepting a more approximate
result from an unopened node is less costly. The node-opening criterion used in GADGET-3 is
a function of the node mass M and distance r, as well as the total acceleration in the previous
time-step |a|. A node is opened if the following inequality is satisfied:
GM
r2
(
l
r
)2
≤ α |a| , (5.5)
where M is the mass of the node and l is the extension of the node. The α parameter is the
user-defined tolerance parameter describing the accuracy of the gravitational force calculation,
and thus also the accuracy of the entire simulation.
5.3 Smoothed Particle Hydrodynamics
The dynamics of the collisional baryonic gas is calculated by the means of smoothed particle
hydrodynamics: gas particles receive extra SPH acceleration, while dark matter particles do not.
SPH was invented in the 1970’s to simulate non-axisymmetric phenomena in astrophysics (Lucy
1977, Gingold & Monaghan 1977). SPH is a Lagrangian interpolative method, which allows to
simulate a continuous fluid (gas) with discrete particles. Physical quantities of the gas particle,
such as density and pressure, are calculated as a weighted average over a large number of neigh-
boring particles. The motion of the particles is governed by the equations of hydrodynamics.
The number of the neighboring particles, Nsph, defines the smoothing length of the particle.
The smoothing length is the radius of the sphere which encloses Nsph particles. The designated
number of neighboring particles Nsph is a user-defined parameter, and it is allowed to vary in the
user-defined vicinity of Nsph. This reflects the Lagrangian nature of the SPH: the calculation
follows the flow of the particles. Thus, every gas particle has its own smoothing length. Too
small a value for Nsph decreases the accuracy of the simulation, whereas too large a value for
Nsph is computationally expensive. Typically Nsph is about 30-80, and the value chosen for the
Zoom-in simulations is Nsph = 40. Thus, h is approximately the distance of the 40
th closest
neighboring gas particle for each gas particle.
Now let us introduce some central properties of the SPH interpolation method, following the
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approach of Monaghan (1992). The integral interpolant of any function (physical quantity) g(r)
is defined as:
gI(r) =
∫
g(r′)W (r− r′, h)dr′, (5.6)
where the integral is over whole space R3. The interpolation kernel is denoted with W , and
h is again the smoothing length. The SPH interpolation kernel W has two important properties:
the integral of W over the whole space yields unity, and it approaches the Dirac delta function in
the limit of small h. In numerical calculations, equation 5.6 can be approximated by a summation
interpolant
gS(r) =
∑
i
mi
gi
ρ i
W (r− ri, h), (5.7)
where i denotes the particle label. The mass density ρi appearing in equation 5.7 can be
calculated as
ρi =
N∑
j=1
mjW (|rij | , hi) , (5.8)
where N = Nsph is the number of neighboring particles. The adaptive smoothing length hi
and ρi are related by the relation
4pi
3
h3i ρi = Nsphm¯i, (5.9)
where m¯i is the average particle mass. Thus, the mass in the kernel volume remains roughly
constant in the simulation.
The GADGET-3 SPH smoothing kernel has a spline form (Springel 2005)
W (r, h) =
8
pih3

1− 6 ( rh)2 + 6 ( rh)3 , if 0 ≤ rh < 12 ,
2
(
1− rh
)3
, if 12 ≤ rh < 1,
0, rh ≥ 1.
(5.10)
As the gradient of the function g(r) is calculated simply
∇gS(r) =
∑
i
mi
gi
ρ i
∇W (r− ri, h), (5.11)
the hydrodynamical equations of the motion for the SPH particles can be written as (Mon-
aghan 1992, Springel & Hernquist 2002)
dvi
dt
= −
N∑
j=1
mj
[
fi
Pi
ρ2i
∇iWij(hi) + fj Pj
ρ2j
∇jWij(hj)
]
, (5.12)
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where Wij(h) = W (|rij | , hi). The coefficients fi are
fi =
(
1 +
hi
3ρi
∂ρi
∂hi
)−1
, (5.13)
and the pressures Pi are obtained from the polytropic equation of state of ideal gas: Pi =
Aiρ
γ
i . Ai is commonly referred to as the entropy in the simulations.
Traditional SPH tends to develop oscillations and discontinuities in the pressure and ve-
locity fields near shocks and convection dominated flows. In order to avoid these unphysical
phenomena, an artificial viscous pressure term Π is added to the hydrodynamical equations by
hand. Unlike stellar or dark matter flows, gas flows made out of collisional particles cannot pass
through each other: the gas shocks and heats up, as was discussed in section 2.4.1. As shock
heating is not described by the original SPH equations, artificial viscosity is necessary in order
to perform a realistic simulation containing baryonic, collisional gas.
The artificial viscous force in the GADGET-3 code can be expressed as (Springel 2005)
dvi
dt
∣∣∣∣∣
visc
= −
N∑
j=1
mjΠij∇iW ij , (5.14)
where W ij is the arithmetical average of the spline kernels Wij(hi) and Wij(hj). The viscous
pressure term between particles is always nonnegative (Πij ≥ 0), and non-zero only if particles
labeled i and j are moving towards each other. Thus, the viscous force Πij between the particles
labeled i and j slows the particles down if the particles are close to each other and are moving
towards each other, modeling crudely the actual physical phenomena in viscous gases. Artificial
viscosity also generates entropy: dAdt ≥ 0, thus transforming a part of the kinetic energy of the
particles into internal energy of the particles, i.e. the gas heats up. For more details of the
artificial viscous pressure, see for example Monaghan & Gingold (1983) and Balsara (1995).
5.4 Time Integration
Once the gravitational, SPH and viscous forces affecting the particles have been calculated, the
simulation can be integrated one time-step further, from t to t + ∆t. GADGET-3 uses a kick-
drift-kick leapfrog integrator, in which velocity is updated twice during a single time-step when
solving the equations of motion (hence the name ’leapfrog’, position and velocity variables pass
each other every mid-step). The procedure of the leapfrog integrator can be expressed in three
phases:
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1. Update the particle velocities half-step:
v(n+
1
2
) = v(n) + a(n)
∆t
2
(5.15)
2. Update the particle positions a full step:
r(n+1) = r(n) + v(n+
1
2
) ∆t
2
. (5.16)
3. Update the particle velocities again:
v(n+1) = v(n+
1
2
) + a(n+1)
∆t
2
, (5.17)
where accelerations a are calculated from the forces using Newton’s Second Law. Leapfrog
is a symplectic integrator and thus conserves the energy even in lengthy integrations (Binney &
Tremaine 2008). More precisely, the small error made in the integration does not grow over time,
but stays roughly constant. The length of a single time-step ∆t is calculated for collisionless
particles (dark matter and stars) using the relation
∆t =
(
2η
|a|
) 1
2
, (5.18)
where  describes the gravitational softening and η is the user-defined time integration ac-
curacy parameter. Together η and α, the gravitational force accuracy parameter, define the
numerical accuracy of the entire GADGET-3 simulation.
For SPH particles, the Courant condition has also to be taken into account when calculating
the length of the next time-step. The Courant condition in hydrodynamics states that a time-
step cannot be longer than the local dynamical timescale, i.e. the time in which a sound wave
crosses the spatial length of a cell. The SPH time-step defined in GADGET-3 is of the form
∆thydi =
Chi
maxj(ci + cj − 3wij) , (5.19)
where C is the Courant constant, ci and cj are the particle sound speeds and wij = vij · rij|r|ij
is the relative velocity of the particles projected onto the particle separation vector. This is the
case when particles are moving towards each other, otherwise wij = 0. Generally, particles in
high-density regions tend to have smaller time-steps than the particles in low-density regions.
5.5 Numerical Astrophysics
5.5.1 Cooling of Interstellar Medium
As the baryonic gas is represented by massive macroparticles in Zoom-in simulations, common
two-body cooling processes such as collisional ionization and excitation, recombination, dielectric
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recombination, bremsstrahlung and inverse Compton scattering (MBW 2010) cannot be directly
implemented into the simulation. Another problem rises from the duration of the time-steps in
the simulation. Cooling processes in high density regions may be so effective that the cooling
time scale of the gas (see equation 2.82) becomes shorter than the hydrodynamical time-step of
the particle. Reducing the time-step considerably to correspond to the cooling time would be
computationally very ineffective. Thus, other techniques are required to describe the effects of
cooling in the simulations.
In GADGET-3, cooling is treated in a semi-implicit way. The internal energies of the particles
at the next time-step are predicted using an implicit equation
uˆ
(n+1)
i = u
(n)
i + u˙
ad∆t−
Λ
(
ρ
(n)
i , uˆ
(n+1)
i
)
ρ
(n)
i
, (5.20)
where uˆ
(n+1)
i is the predicted internal energy at the next time-step, u˙
ad is the change of
internal energy due to adiabatic processes and Λ is the cooling function introduced in equation
2.80. As the cooling function Λ is known, the effective rate of change of internal energy of a
particle can be expressed as
u˙i =
[
uˆ
(n+1)
i − u(n)i
]
/∆t. (5.21)
The cooling model used in the Zoom-in simulations takes into account only the cooling pro-
cesses of primordial gas, i.e. gas consisting of hydrogen and helium. The cooling function of
primordial gas is plotted in the left panel of Fig. 2.9. More accurate simulations should include
the effects of metallicity on the cooling rate.
5.5.2 Star Formation Subgrid Model
Stars form from the cold, dense cores in molecular gas clouds. Cloud fragmentation and star
formation occurs at length scales of ∼ 1 pc (Kippenhahn & Weigert 1990), which is well below
the smoothing lengths used in the Zoom-in simulations. Thus, the simulation does not resolve
the formation of single stars. Instead, the properties of the interstellar medium and star for-
mation are treated within the gas particles. This procedure of handling scales smaller than the
smoothing length in the simulation is referred to as a subgrid model. A statistical approach to
star formation is adopted: a star is formed, if the density of the gas particle exceeds a threshold
value ρth.
Numerical modeling of star formation and related feedback processes has been challenging,
and it is a topic of active research. For the Zoom-in simulations in this thesis, we choose the
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hybrid multiphase approach of Springel & Hernquist (2003), which is able to model the relevant
astrophysical processes at a subresolution regime. The model assumes that most of the dynam-
ics of the interstellar medium can be described with spatially averaged, characteristic quantities
such as the star formation threshold density ρth and the star formation time scale t?. With ob-
servational constraints, the some of the free parameters of the model can be set to fixed values.
The number of non-fixed free parameters in the model reduces to one: the overall star formation
timescale. In the model, the interstellar medium is divided into two distinct components, the
cold phase and the hot phase, if the gas density of the particle is higher than a user-defined
threshold value (ρ > ρth). In other particles the subgrid model is not active. The temperatures
of the subgrid phases are 103 K and 108 K, respectively. The total density of the gas is the sum
of the densities at the cold and the hot phase: ρ = ρhot + ρcold. The densities of the two phases
vary due to three modeled processes: the evaporation of cold clouds by supernova feedback, the
cooling of hot clouds to the cold phase and the star formation from the cold gas phase.
The gas in the cold phase is converted into stars on a density-dependent star formation
timescale:
t?(ρ) = t
?
0
(
ρ
ρth
)−1/2
, (5.22)
where t?0 is the maximum star formation timescale. Equation 5.22 resembles purposefully the
well-known observational Schmitt-Kennicutt relation (Kennicutt 1998). The relation presents a
tight correlation between the star formation rate per unit area ΣSFR and the gas surface density
Σgas in disk galaxies:
ΣSFR = (2.5± 0.7)× 10−4
(
Σgas
Mpc−2
)(1.4±0.15) M
yr kpc2
. (5.23)
Thus, the star formation timescale can be calculated using the so called Kennicutt’s law:
tSFR =
Σgas
ΣSFR
= 3.2 Gyr
(
Σgas
10Mpc−2
)−1/2
. (5.24)
In the Zoom-in simulations, the maximum star formation time scale was be set to t?0 = 1.7
Gyr and the threshold density to ρth = 0.124 cm
−3, calculated by the GADGET-3 code. Note
that this is a lower density value by orders of magnitude than in observed star-forming regions,
but it provides good results in the context of the hybrid subgrid model (Springel & Hernquist
2003). If the SPH density of the particle exceeds the threshold density, i.e. ρSPH > ρth, a star
particle is spawned out of the gas particle.
The supernova feedback is modeled in the hybrid model in the following way: first, a stel-
lar initial mass function (IMF) of the Salpeter (1955) form is chosen. In the Salpeter IMF,
10.6% of newborn stars exceed the mass of 8M. The importance of these high-mass stars is
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that they end their lives in supernova explosions, heating the surrounding interstellar medium
significantly, evaporating the nearby clouds of cold gas. In the model, 10.6% of newborn stars
explode immediately after their formation. In reality, the most massive stars have a lifespan of
the order of 3× 107 years, but ignoring this lifetime does not affect the results of the model, as
self-regulated star formation is quickly reached (Springel & Hernquist 2003).
Self-regulated star formation is achieved in the two-phase hybrid model: supernovae heat
the cold gas into hot gas, while primordial cooling returns hot gas to the cold gas reservoir.
Star formation reduces the amount of cold gas, lowering the future star formation rate as the
supernovae evaporate nearby cold clouds. Later, efficient cooling leads to the formation of cold
clouds, ready to form new stars.
5.6 Running the Simulations
As large Zoom-in simulations with GADGET-3 require good computational resources, the simu-
lations were run on the supercomputer Sisu in order to achieve low simulation wall-clock times.
Sisu is a Cray XC30 ”Cascade” -supercomputer, managed by CSC, the Finnish IT Center for
Science. Sisu is physically located in Kajaani, Finland.
The Zoom-in simulations were run on Sisu in September and October 2013. The number
of the processors used in the simulations was set to 64. The simulation durations in wall-clock
time varied from one hour to approximately one week, depending on the type of the simulation
(dark matter or dark matter + baryons), and the number of high-resolution particles in the
simulation. The particle softening lengths are shown in Table 5.1 and the running times of the
simulations are shown in Table 5.2.
Particle type Softening length (kpc/h)
Gas 0.225
Halo 0.45
Disk 2.5
Bulge 20
Star 0.225
Table 5.1: Softening lengths for different particle types. The high-resolution particles have
smaller softening lengths, as expected. Comparing to the low-resolution box run (see Table 4.1),
the smoothing lengths are mostly smaller in the Zoom-in simulation. The most massive particles
near the boundaries of the simulation box have large softening lengths.
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Simulation Simulation type Wall clock time CPU time
Zoom1DM DM 1 h 9 min 3 d 1 h
Zoom2DM DM 1 h 3 min 2 d 20 h
Zoom3DM DM 4 h 32 min 12 d 2 h
Zoom4DM DM 1 h 59 min 5 d 7 h
Zoom5DM DM 12 h 18 m 32 d 19 h
Zoom1Bar DM + Bar 23 h 35 min 62.9 d
Zoom2Bar DM + Bar 16 h 42 min 44.5 d
Zoom3Bar DM + Bar 7 d 20 h 23 min 1 yr 137.3 d
Zoom4Bar DM + Bar 2 d 20 h 50 min 180.9 d
Zoom5Bar DM + Bar 9 d 2 h 37 min* 1 yr 218.0 d *
Table 5.2: The running times of the Zoom-in simulations on the Sisu supercomputer using
64 parallel processors. The Zoom5Bar simulation was stopped at z = 1.62 in order to spare
computational resources.
The computationally most demanding simulation, Zoom5Bar, was not finished. The simu-
lation was stopped at redshift z = 1.62 in order to spare the limited computational resources
available. In addition, the feedback model used in GADGET-3 is not fully suitable for simulat-
ing the formation of a galaxy group in a DM + Bar -simulation.
As expected, the amount of used CPU-time in a simulation correlates with the total number
of simulation particles. See Fig. 5.2 for an illustration. The total number of particles is strongly
dependent on the Lagrangian volume of the halo, as discussed in Section 4.4. On the other hand,
there is no apparent correlation between the Zoom-in simulation times and the virial masses of
the selected dark matter halos in the low-resolution box run. Thus, the properties of the halos
in the low-resolution box, especially the Lagrangian volumes, should be carefully studied when
selecting halos for resimulation. Halos with equivalent masses may be computationally very
different. For example, the halo Zoom3 required over twice the amount of calculation time than
Zoom4, even though the low-resolution masses of the halos were close to each other. Larger
normalized Lagrangian volumes indicate computationally inefficient simulations, see Table 4.2
for the normalized Lagrangian volumes of the halos: Zoom3 has the highest NLV. This fact gives
insight to the selection of Zoom halos for future simulation work.
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Figure 5.2: The CPU hours used in the finished nine Zoom-in simulations as function of the
number of particles in the simulation. There is a strong correlation between the number of
particles in the simulation and the total simulation time. Note that the scale of the vertical axis
is different in the two figures.
Chapter 6
Properties of Simulated Galaxies
6.1 High-resolution Galaxies
The results of the Zoom-in simulations, the high-resolution galaxies at z = 0 were analyzed by
studying the snapshot files, which are the output of the GADGET-3 code. The high-resolution
regions of the galaxies were first examined for any low-resolution particles. No contamination
of the galaxies was found, implying that the initial Lagrangian volumes were selected carefully
enough while preparing the initial conditions for the simulations. The properties of the simulated
galaxies are presented in this chapter. The density profiles and the circular rotation curves of
the galaxies are shown in section 6.2. The star formation histories and the colors of the galaxies
are introduced in sections 6.3 and 6.4, respectively. As discussed in section 4.4, the properties
of simulated galaxies vary significantly in simulations with different spatial resolutions. This
was also the case in the simulations ran for this Master’s thesis. The halos selected for Zoom-
in simulations were supposed to be mainly isolated bur the high-resolution simulations Zoom2,
Zoom3 and Zoom5 contained multiple galaxies at z = 0. The low resolution in the box simulation
caused the merging of nearby dark matter halos that remained unmerged in the high-resolution
Zoom-in simulations. The last snapshot of the Zoom2 simulation contained 2 equal-mass galaxies
with a separation of ∼ 700 kpc. Hereafter, these galaxies are referred to as Zoom2a and Zoom2b.
In the Zoom3 simulation, there were a total of 3 galaxies within 500 kpc of each other, the
smallest distance between the galaxies being only ∼ 150 kpc. Only the most massive one of
these galaxies was analyzed in full detail, and it is referred to as galaxy Zoom3a. The nearby
galaxy (at a distance of 150 kpc from Zoom3a) was less massive by an order of magnitude. The
third galaxy in the Zoom 3 simulation was slightly more massive than the second galaxy. The
dark matter simulation Zoom5Dm contained two large halos, the mass of the larger one (Zoom5a
hereafter) being ∼ 7 × 1012M. The simulations Zoom1 and Zoom4 contained both a single,
isolated galaxy at z = 0, and are thus ideal for being used to in the resolution tests in section
6.2. The galaxies were visualized using the visualization code Gadvis (Oser et al. 2010). The
visualizations of galaxies Zoom1Bar and Zoom4Bar are shown in Fig. 6.1.
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Figure 6.1: Top row: Face-on and edge-on images of Zoom1Bar revealing the disk-like visual
morphology of the galaxy. The red dots correspond to gas particles while the yellow dots represent
stars in the galaxy. The size of the figure is roughly 60 kpc. Middle left: dark matter particles (in
blue) in the vicinity of Zoom4 halo in the Zoom4Bar simulation. Middle right: gas particles in
the same region, in the same simulation. Note the fine structure of the gas. Bottom left: stars in
the same region indicate the location of the galaxy. The side length of the three previous images
is roughly 3 Mpc. Bottom right: a close-up image from the center of the Zoom4Bar galaxy. The
side length of the last figure is about 1 Mpc.
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6.2 Spin Parameters, Mass and Density Profiles
The galaxies were identified from the final snapshots of the simulations using the Gadvis visual-
izations. After finding the galaxies, their virial properties were analyzed as described in section
4.3.2. See Table 6.1 for the virial masses and virial radii of the galaxies. As it was stated in the
previous section, the halos Zoom1 and Zoom4 can be used in performing the resolution tests. See
Table 4.2 for the properties of the low-resolution halos in the initial box run. The low-resolution
halos appear to be slightly larger and more massive than the high-resolution halos. The differ-
ences were expected, since the increase of the resolution adds small-scale power and thus new
physical scales to the simulations. On the other hand, there are no large differences between the
high-resolution dark matter simulations and the high-resolution simulations containing baryons:
the virial masses and the virial radii are quite similar to each other. In addition, the angular
momenta of the halos were characterized by using the Bullock spin parameter defined as:
λ′ =
J√
2MvirVvirRvir
, (6.1)
where J is the absolute value of the total angular momentum inside the virial radius and
Vvir is the circular velocity at the virial radius according to equation 4.2 (Bullock et al. 2001).
Note that the spin parameter is a dimensionless quantity. The spin parameters were calculated
from the dark matter macroparticles inside the virial radii of the halos. See Table 6.1 for the
values of λ′ for the halos.
Halo Mvir (M) Rvir (kpc) λ′
Zoom1Bar 6.7× 1011 185.6 0.030
Zoom1Dm 7.2× 1011 190.9 0.053
Zoom2aBar 3.1× 1011 143.3 0.042
Zoom2aDm 2.9× 1011 140.9 0.035
Zoom2bBar 3.5× 1011 149.6 0.084
Zoom2bDm 3.3× 1011 147.2 0.039
Zoom3aBar 7.6× 1011 194.0 0.012
Zoom3aDm 8.0× 1011 196.7 0.020
Zoom4Bar 1.9× 1012 260.9 0.045
Zoom4Dm 2.0× 1012 265.3 0.052
Zoom5Dm 6.8× 1012 401.3 0.074
Table 6.1: A table of virial properties of the simulated galaxies: the virial masses, the virial radii
and the Bullock spin parameters.
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In order to compare the spin parameters of the different halos, the halo spin parameters
were plotted as a function of halo virial masses in Fig. 6.2. The low-resolution halos, the high-
resolution DM-only and the high-resolution baryonic halos are marked with different symbols.
Most of the halos have spin parameters between ∼ 0.02 and ∼ 0.06. The spin parameter of
Zoom2bBar halo is somewhat higher than the spin parameters of other galaxies. This may be
due to the fact that Zoom2bBar is a part of an interacting galaxy system. The other interacting
galaxy, Zoom2aBar, has a smaller spin parameter. This is probably due to the more concen-
trated mass profile of the galaxy (see Fig. 6.3): there is more mass in the central regions of
Zoom2a. Thus, the tidal effects are smaller in Zoom2a than in Zoom2b, resulting in unequal
spin parameters of the two interacting galaxies (Kennicut et al. 1998).
The mean value of the spin parameters of the galaxies was ∼ 0.044. Generally, the spin
parameters of the galaxies simulated in the N-body simulations are described by a log-normal
distribution with a mean value of the spin parameter being 0.045 (Vitviska et al. 2002). Thus,
the spin parameters of the halos in the thesis simulations are in good agreement with the general
results of the spin parameters of dark matter halos in the numerical simulations.
Figure 6.2: The dark matter Bullock spin parameters of the simulated galaxies as a function of
halo masses. Different types of simulated halos are labeled with different symbols. Most halos
have typical values around λ′ ∼ 0.04.
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The circular rotation curve of the galaxy (see equation 4.2) measures the total mass enclosed
inside radius r from the center of the galaxy. When studying simulated galaxies, it is common
to plot V (r) instead of the actual mass profile M(r). The circular rotation curves of the five
high-resolution baryonic galaxies are shown in Fig. 6.3. In addition, the high-resolution dark
matter halo rotation curves are presented in Fig. 6.4. Note that the circular rotation curve is
not the actual rotation curve of the galaxy. For example, a massive elliptical galaxy may rotate
very slowly while its circular velocity curve reaches values of ∼ 500 km/s. Both the circular
rotation curves of the baryonic galaxies and the circular rotation curves of the dark matter halos
were compared to the corresponding results in recent studies in the field of galaxy formation
studies, for example, see Naab et al. (2007) and Johansson et al. (2012). The properties of
the Zoom-in galaxies in this thesis are in good agreement with these studies, when taking into
account that the galaxies in the thesis simulations were generally less massive than the galaxies
of Naab et al. (2007) and Johansson et al. (2012).
Figure 6.3: The circular velocity curves V (r) for the baryonic galaxies.
The baryons have a significant effect on the circular velocity curves (i.e. the mass profiles) of
the galaxies. In the baryonic velocity figure (Fig. 6.3), the velocity curves rise steeply reaching
their maximum value of V ∼ 150 - 260 km/s at small radii, below r = 5 kpc. After the
characteristic maximum, the velocity profile is almost constant or falls slowly at large radii.
However, the circular velocity profiles of the dark matter galaxies rise more slowly than in the
galaxies containing baryons. In addition, the dark matter circular rotation curves have no local
maxima and at large radii, the circular velocities are almost constant. The difference is due to the
fact that the baryonic gas loses energy by radiative cooling and collapses into smaller structures
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with very dense central regions. However, dark matter cannot lose energy by radiative cooling
resulting in large bound structures with smaller densities and less concentrated mass profiles.
The physical effect of the baryons on the dark matter halo mass profiles is referred to as adiabatic
contraction (MBW 2010). The density profiles of the galaxies are presented in detail later in
this section.
Figure 6.4: The circular velocity curves V (r) for the high-resolution dark matter galaxies. Note
the differences when compared to the baryonic galaxies in Fig. 6.3: the shape of the velocity
curve is different, and the values of V (r) are smaller in the dark matter galaxies than in the
baryonic galaxies. The difference indicates a different mass distribution in the baryonic galaxies
and the dark matter galaxies, especially at small radii.
The circular velocity profiles can be used to compare halos with different resolutions with each
other. As it was discussed in Section 4.4, the change of spatial resolution alters the properties of
the simulated galaxies, even if the initial low-resolution halo was the same. As the simulations
of galaxies Zoom1 and Zoom4 contained a singe halo at all different resolutions, they can be best
used to test the effects of the varying resolution on the resulting galaxies. The circular velocity
curves of the galaxies Zoom1 and Zoom4 are presented in Fig. 6.5. There are three different
simulations of both galaxies: the low-resolution dark matter run, the high-resolution dark matter
run and the high-resolution run with dark matter and bayons. The low-resolution velocity curve
shows more rough features than the high-resolution velocity curves because the number of the
particles in the low-resolution halo is significantly smaller. The effect of the different resolutions
is clearly visible in the dark matter velocity curves of both galaxies. The circular velocity is
higher in the low-resolution runs, especially at large radii while there are no significant differ-
ences in the velocity curves near the center of the galaxies. This is natural since a higher value
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of V (r) indicates more mass inside the radius r, and the low-resolution galaxies in the thesis
runs were all more massive than their high-resolution counterparts (see Tables 4.2 and 6.1).
The mass of the N-body particles is higher in the low-resolution simulations, the result being
that the particles experience more dynamical friction (see, for example, Chandrasekhar 1943).
Thus the orbits of the particles around the virialized objects decay at shorter timescales in the
low-resolution simulations than in the high-resolution runs, resulting in faster mass accretion of
the virialized objects and more massive low-resolution galaxies at z = 0. Future simulation work
will include more resolution tests at even higher spatial resolution levels. The resolution to be
chosen from the test simulations to be used in the main simulations has two requirements. First,
the spatial resolution of the simulation should be sufficiently high. Secondly, the computational
cost of the simulation should not be too high. The chosen resolution level is a compromise
between these two requirements.
Figure 6.5: The circular velocity profiles of galaxies Zoom1 and Zoom4 in six different simulation
runs. The circular velocities of the low-resolution dark matter galaxies are generally higher than
the velocities in the high-resolution dark matter simulations. Note also the strong effect of
baryons on the circular velocity profiles.
The density profiles of the galaxies provide partially the same information as the circular
rotation profiles do, as the density profile is the derivative of the mass profile of the galaxy. How-
ever, the density profile measures local densities inside the galaxies, while the circular velocity
profile describes the enclosed mass at some radius. The density profiles of all high-resolution
galaxies are presented in Fig. 6.6.
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Figure 6.6: Comparing the density profiles ρ(r) of the simulated galaxies. Top figure: the density
profiles of the high-resolution galaxies containing both dark matter & baryons. Bottom figure:
the density profiles of the high resolution dark matter galaxies. Note that the overdensity in the
center of the baryonic galaxies is over an order of magnitude higher than in the dark matter only
-galaxies. The small peaks in the baryonic density profiles indicate the position of small satellite
galaxies.
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The central overdensities of the galaxies are about an order of magnitude higher in the galax-
ies containing baryons (δ ∼ 6.8 × 106) than in the dark matter galaxies (δ ∼ 3 × 105). It is
important to note that the overdensity difference is not due to varying virial masses and radii
(see Table 6.1), since the virial properties of the baryonic and the dark matter galaxies differ
only a few percent from each other. The reason for the central density difference is the ability
of the baryons to form more compact structure as discussed earlier in this section.
6.3 Star Formation Histories
The star formation history is an important tool in studying the formation and evolution of
galaxies, indicating the births of the stellar populations, starbursts and the termination of the
star formation. The star formation in a galaxy depends on the available amount of cold, dense
gas in the galaxy, as stars can only form from cold, molecular gas. Thus, the physical pro-
cesses heating the gas, such as the AGN activity or the supernova feedback, diminish the star
formation rate (SFR) of the galaxy. Some processes, for example, galaxy interactions and merg-
ers may increase the SFR in a galaxy for a period of time. If the cold gas reservoir of the
galaxy is depleted, the star formation rate becomes very low. The star formation history of the
galaxy is commonly presented as the SFR as a function of time. The unit of the star forma-
tion rate is usually M/yr. Typical (z = 0) galaxies have SFR:s of the order ∼ a few M/yr,
while the star formation rate of starburst galaxies may exceed 100M/yr (Kennicut et al. 1998).
The determination of the star formation rate of a galaxy from a numerical simulation is
relatively straightforward. As all the star particles save the cosmological scale factor at which
they were formed, the ages of the stars may be read from the last GADGET-3 snapshot file of
the simulation. The challenging part is to determine which of the that stars occupy the galaxy
at z = 0 were formed in that specific galaxy. In order to do this, the assembly history of the
galaxy should be resolved (Springel et al. 2005, Johansson et al. 2012). As this task is quite
demanding, we settle here for not solving the merger histories of the galaxies and simply study
the formation history of all the stars within the galaxy. For this, we define the radius of the
visible galaxy to be one tenth of the virial radius of the galaxy: rgal = 0.1 × rvir. Also, all
the stars within the visible galaxy radius of the galaxy are the only stars that belong to the
galaxy: the stars located in the galactic halo are not taken into account. Thus, the approach is
somewhat archeological as we only study the evolutionary history of the stellar mass which is
found inside the visible galaxy radius at z = 0. The star formation histories of the simulated
galaxies are shown in the top panel of Fig. 6.7. The star formation is efficient when the galaxies
are young and the gas fraction of the galaxies is high. The most massive galaxy, Zoom4Bar, has
a maximum SFR reaching ∼ 17M/yr. Smaller galaxies have smaller maximum star formation
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rates due to their smaller gas reservoir and their stronger vulnerability to the effects of the SN
feedback processes.
As more massive galaxies produce more stellar mass during their evolution, it is convenient
to normalize the SFR with the total stellar mass within the visible galaxy radius (0.1 × rvir).
The specific star formation rates of the galaxies are shown in the bottom panel of Fig. 6.7.
The specific star formation rates of the galaxies differ less from each other than the absolute
SFR:s. The star formation peaks 9-12 Gyr ago. The peaks visible at t = 5 - 6 Gyr are caused by
galaxy interactions (galaxies Zoom2a & Zoom2b) and galaxy mergers (Zoom4). Johansson et al.
(2012) studied the star formation histories of isolated galaxies, showing no rapid periods of star
formation activity after the initial active star formation period 9-12 Gyr ago. However, the less
isolated galaxies in this thesis experience frequent interactions and mergers, causing peaky star
formation histories. In addition, the maximum star formation rates of the galaxies of Johansson
et al. are higher by a factor of ∼ 3 compared to the simulations in this thesis. This is due to
the fact that the galaxies of Johansson et al. were generally more massive than the galaxies
simulated in the thesis simulations. Note that the interacting galaxies, Zoom2a and Zoom2b,
have slightly higher specific star formation rates during the last ∼ 4 Gyr of their evolution.
The star formation suddenly settles down to a somewhat constant value at t ∼ 4 Gyr. The
main reason for this is that the gas reservoir is depleted in the galaxies, and there is not enough
remaining gas for effective star formation. Another reason for the sudden decrease in the SFR
is related to the feedback model used in the Zoom-in simulations. The feedback is quite weak
(for example, the absence of the AGN feedback and the galactic winds), so the galaxies turn
their gas content into stars in a shorter period of time than in the observed Universe, yielding
too high total luminosities and stellar masses of the galaxies. Also, the gas mass which ends up
in a star cannot leave the star particle in the simulations. Thus, the feedback model ignores the
circulation of gas back into the interstellar medium from red giant stars and supernova explo-
sions. The improvement of the feedback model will be the main focus of the future work in the
field of Zoom-in simulations.
6.4 Colors and Magnitudes
The properties of the stellar populations in a galaxy determine the color of the galaxy, since
the light from the galaxy is a combination of the all light from all the stars in the galaxy. The
color of a individual star is defined by its mass, temperature, metallicity and age. Young and
massive stars appear blue, old and low-mass stars are red. In addition, the most massive stars
are very short-lived (∼ 10 Myr) compared to the lifespans of low-mass M-type stars, which may
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Figure 6.7: Top panel: the star formation histories of the high-resolution baryonic galaxies as
a function of lookback time. The origin, 0 Gyr corresponds to redshift z = 0. More massive
galaxies have higher maximum star formation rates. The star formation rate is at its maximum
around t ∼ 9 − 12 Gyr and declines until a somewhat sudden global termination of the star
formation at t ∼ 4 Gyr. The various peaks in the plot are due to the galaxy mergers. Merging
galaxies bring new stellar populations to the galaxies and induce star formation. Bottom panel:
SFR:s of the galaxies normalized with their stellar masses i.e. the specific star formation rates
of the galaxies.
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spend ∼ 100 Gyr on the main sequence of stars. Thus, galaxies with high star formation rates
should appear bluer than galaxies with a small star formation rate. The gas fraction of a galaxy
has an important role in supplying the ongoing star formation. Accordingly, gas-poor elliptical
galaxies should appear redder than gas-rich disk galaxies. These notions have been confirmed
by observations. Higher metal content makes a galaxy redder, since metal-poor stars are bluer
and brighter than metal-rich stars. However, this effect is smaller than the effect of the age of
the stellar population. Thus, the color of the galaxy provides important information about its
star formation history.
The color of a galaxy is defined more precisely using a color index. The color index is a dif-
ference of amounts of light in two different bandpasses, usually given in the magnitude system
(Karttunen et al. 2010). For the galaxy analysis in this thesis, two color indices were used: the
B-R color index and the R-K color index. The bandpass with a lower wavelength is mentioned
first in the name of the color index. The B, R and K bands correspond to effective wavelengths
of λB = 445 nm, λR = 658 nm and λK = 2190 nm, respectively (Binney et al. 1998). The B and
R bands are in the visible spectrum, while the K-band belongs to near-infrared wavelengths. A
small or a negative value of the color index indicates a blue object, and a positive or a large
value indicates a red object.
The determination of the color indices requires the calculation of the absolute magnitudes
(i.e. luminosities or total fluxes) of the simulated galaxies. This task was carried out using
the GALAXEV library, a collection of stellar population evolution synthesis models (Bruzual
& Charlot 2003). The GALAXEV code is able to calculate the spectral evolution of a stellar
population with a specific IMF and metallicity with a wide range of stellar ages, reaching from
105 yr to ∼ 2× 1010 yr. The evolution of stars with different masses is covered by three stellar
evolutionary models (Padova 1994, Padova 2000, Geneva). See Bruzual & Charlot (2003) for
more information of these models. Dust extinction is neglected in the magnitude calculation,
even though it is important in dusty regions, such as in the planes of disk galaxies. The only
input parameters from the N-body simulations are the metallicities and the ages of the star par-
ticles, which can be easily acquired from the z = 0 output snapshot. The Salpeter (1955) initial
mass function was chosen, since it was used in the star formation subgrid model in the Zoom-in
simulations in order to model the supernova feedback (see section 5.5.2). Since the simulations
did not include the effects of metals, the metallicity of the stellar population was chosen to be
the solar metallicity for all particles. The B-R and R-K color indices of the simulated galaxies
at z = 0 are presented in Fig. 6.8.
The color indices of the simulated galaxies have quite small, positive values. The B-R color
varies from ∼ 0.95 to 1.27, while the R-K index has values of ∼ 2.2 - ∼ 2.36. Thus, the
CHAPTER 6. PROPERTIES OF SIMULATED GALAXIES 97
Figure 6.8: The z = 0 B-R and R-K color indices of the galaxies plotted as a function of the
absolute magnitude of the galaxy calculated using the GALAXEV code by Bruzual & Charlot
(2003).
galaxies are not extremely red, indicating at least moderate star formation activity in the past.
The galaxies Zoom2a and Zoom2b have the bluest colors of all the simulated galaxies. This
was expected, since Zoom2a and Zoom2b are a low-mass interacting galaxy pair. Recent star
formation has a bigger effect on the color of the galaxy in galaxies which have a low stellar mass.
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The galaxy with the reddest color is Zoom3a, despite its present interaction with a neighbor-
ing small satellite galaxy. Studying the star formation rates of the galaxies (Fig. 6.7), it appears
that Zoom3a has the least peaks in its SFR during the last 9 Gyr. Thus, the lack of merger
activity in the past explains why Zoom3a is the reddest of the simulated galaxies. The absolute
visual magnitude MV is a probe for the recent star formation activity in galaxies, since young
stars appear bluer than old stars in observations (in fact, the B-band would be an even better
indicator for the presence of young, massive and luminous stars). The most massive galaxy,
Zoom4, is brightest in the visual magnitude. This was also expected, since the galaxy has the
highest SFR of the simulated galaxies (see Fig. 6.7). Other four, smaller galaxies have MV:s
around MV ∼ −20. The stellar masses of the galaxies correlated with the virial masses of the
galaxies: galaxies with higher virial mass had also higher stellar masses. The K-band absolute
magnitude MK probes the total stellar mass of the galaxy, since late type red stars, which emit
more radiation in longer near-infrared wavelengths, comprise most of the stellar mass in galaxies.
As expected, galaxies with the largest stellar masses were the brightest galaxies at the K-band.
See Table 6.2 for the K-band magnitudes of the galaxies.
The luminosities (absolute magnitudes) of the simulated galaxies were compared to the two
neighboring disk galaxies of the Milky Way: the Triangulum galaxy M33 and the Andromeda
galaxy M31 using the basic magnitude formula:
mV −MV = 5 log10
d
10 pc
, (6.2)
where mV is the visual magnitude and MV is the absolute magnitude in V-band. The visual
V-band magnitudes of the simulated galaxies were calculated assuming the distance to the galax-
ies to be the distance to M31: d=788 kpc (Karachentsev et al. 2004). The distance to M33 was
obtained from McConnachie et al. (2004) to be d=809 kpc, which is the same distance as that
of M31 from Earth within the error bars. Since the visual magnitude depends logarithmically
on the distance, only a small error is made when the visual magnitudes are straightforwardly
compared with each other. The effects of extinction were ignored for the simplicity of the analy-
sis. Because of this, the visual magnitudes of the simulated galaxies are somewhat smaller than
they would really be. The V- and K-band visual magnitudes of the simulated galaxies, as well
as the mV :s and mK :s of M31 and M33 are presented at Table 6.2. In visual magnitudes, Zoom4
is approximately as bright as M31. All the other simulated galaxies are dimmer than M31, but
brighter than M33. The K-band magnitudes show similar behavior.
Finally, the time evolution of the colors and the magnitudes of the galaxies was studied using
the GALAXEV code, in the rest frame of the galaxies. Again, an archeological approach was
chosen. A stellar population inside the visual radius rgal = 0.1 × rvir at z = 0 was selected,
and the color and magnitude evolution of this population was calculated at 13 different epochs,
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Galaxy mV mK
Zoom1Bar 4.43 1.65
Zoom2aBar 4.69 1.99
Zoom2bBar 4.50 1.85
Zoom3aBar 4.10 1.32
Zoom4Bar 3.37 0.57
M31 3.44 0.984
M33 5.72 4.10
Table 6.2: The comparison of the visual magnitudes of the simulated galaxies to the visual
magnitudes of two local group galaxies, M31 and M33. The properties of the local group galaxies
are from de Paz et al (2007). Note that here the effects of extinction are not taken into account.
The K-magnitudes of M31 and M33 are from the 2MASS infrared survey (Skrutskie et al. 2006).
The fact that the galaxies have lower magnitudes in K-band than in the V-band does not imply
that the galaxies are brighter in the infrared wavelengths. This is because the magnitude system
is constructed so that the magnitude of Vega is zero in every waveband. Thus, it can be only
stated that all the simulated galaxies are redder than Vega at z = 0. In order to compare the true
brightnesses of the galaxies in different wavebands, one should study fluxes, not magnitudes.
reaching from the present to a lookback time of 12 Gyr. The colors are rest-frame colors, and
thus cannot directly be compared with observations. However, the approach provides a probe for
the evolution of the stellar populations in the galaxies. Note that the GALAXEV code assumes
a closed-box model, i.e. no stars may enter or exit the galaxy. As this requirement is clearly
violated during the evolution of the simulated galaxies, there is some error in the results, espe-
cially in the early Universe. Because of this, galaxies Zoom1 and Zoom4 which have the least
interaction with other galaxies at low redshifts were selected for the color-magnitude evolution
study. The results of the color-magnitude evolution are presented in Fig. 6.9.
The characteristics of the rest-frame color-magnitude evolution of the galaxies appears to be
consistent with general theoretical predictions. Galaxies form, grow and become brighter in the
first gigayears of their life. This can be seen from Fig. 6.9: the galaxies brighten significantly
from t = 12 Gyr to t = 11 Gyr as the stellar population is being formed. The galaxies were at
their brightest ∼ 10 - 6 Gyr ago, after which their absolute magnitudes have become dimmer.
This is also evident from Fig. 6.7, as the star formation rates of the galaxies have decreased
towards the present-day. Also, young galaxies appear blue and become more red at later times
as their stellar populations age.
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Figure 6.9: The evolution of B-R and R-K rest-frame color indices and absolute visual magni-
tudes of two galaxies, Zoom1Bar and Zoom4Bar. The time interval between the squares is one
Gyr. The galaxies are dim at t = 12 Gyr, as not all the stars have not been born. As expected,
both galaxies brighten first, and then become dimmer at later times. The color of the galaxies
also reddens with time.
Chapter 7
Conclusions
In this Master’s thesis, I have reviewed the basic theory of galaxy formation and the proce-
dure for creating initial conditions for cosmological structure formation simulations. I have
also prepared 10 high-resolution Zoom-in initial conditions, five of which contains dark matter
and baryons and the rest consisting of dark matter only. The ten Zoom-in simulations were
run on the supercomputer Sisu without problems. The resulting high-resolution galaxies were
not contaminated by low-resolution particles, which validates the initial conditions preparation
technique I used for the Zoom-in simulations. The properties of the simulated galaxies were
consistent with previously published results of galaxy formation simulations. Thus, I conclude
that all the aims appointed for this Master’s thesis were successfully accomplished. The basic
work I conducted for this Master’s thesis sets a basis for the future Zoom-in simulation work
for the entire Theoretical Extragalactic Group at the Department of Physics at the University
of Helsinki.
Despite of decades of work by astrophysicists, there are numerous challenges in the field of
galaxy formations research, mainly in filling the gap between modern galaxy formation theo-
ries and the observed properties of the galaxy population in the Universe. The computational
capacity available for researchers will always be limited, making approximative treatment of
astrophysical processes, such as the star formation and the AGN feedback necessary for the sim-
ulations. However, a great importance lies in the improvement of these astrophysical models:
more realistic astrophysical models have lead to better results when comparing to the observa-
tions.
As the basic techniques of cosmological structure formation simulations have been studied
for this Master’s thesis and the whole simulations procedure can be performed with experience,
it is convenient to move on to the future work to be conducted in the PhD studies. The focus of
my PhD work will be in solving the challenges encountered in the simulations for this Master’s
thesis, most of which belong to the open questions in modern galaxy formation simulation stud-
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ies. First, the Zoom-in simulations contained only primordial cooling of the interstellar medium,
which is clearly insufficient to describe the true cooling function of the metal-rich interstellar
medium. Efficient metal-line cooling will be implemented in the cooling function of the future
simulations. More efficient cooling leads to more efficient star formation. As the feedback (star
formation) model used for the simulations in this Master’s thesis already produces too high total
luminosities, the excessive star formation must be balanced with more realistic star formation
and feedback models. The feedback model used here neglected black hole feedback and galactic
winds, which both make an important contribution to the evolution of galaxies by suppressing
the star formation in the galaxies. Also other sources of feedback will be considered to be im-
plemented in the subgrid models of the simulations. Such processes are for example Type Ia
supernovae and cosmic rays.
The properties of the interstellar medium were modeled in the baryonic Zoom-in simulations
using a statistical subgrid model, in which the gas macroparticles with densities high enough
contained both cold and hot gas fractions. However, the subgrid properties of the particles did
not affect the SPH properties of the particles in the simulation. In reality, hot and cold gas
of the interstellar medium have very different SPH properties, as the temperature difference of
these gas phases is high. A major improvement for the future simulation algorithms will be the
introduction of so called hot-cold SPH, in which there are two distinct gas particle populations
in the simulation. One population will simulate the hot gas phase in the interstellar medium,
while the other corresponds to the cold gas reservoir of the galaxy, different gas populations
having distinct SPH properties. This new treatment of the interstellar medium will describe the
thermal and kinematic properties of the gas particles in a more realistic manner, leading to a
more accurate modeling of the interstellar medium, feedback processes and the star formation
in the simulations.
Improving the simulation results in the future simulations will require even higher spatial res-
olution at the high-resolution regime in the Zoom-in simulations. This fact affects the calculation
of the initial conditions: the resolution levels are selected during the Zoom-in procedure, before
computing the initial conditions. Reaching higher maximum resolution levels using the P-GenIC
initial conditions code appears to be somewhat impractical. The run times of the code scale
O(N4) as a function of the particle number, so introducing a next resolution level would lead
to calculation times at the order of ∼one month using existing computing clusters. In addition,
P-GenIC uses only the first order of the Zeldovich approximation, while other initial condition
codes may take higher-order corrections into account. Because of this poor ’gained accuracy /
increased computation time’ ratio, P-GenIC will not be used in future simulations with a 1d
spatial resolution in excess of 2048 (total particle number in the high-resolution regime exceeds
20483). Instead, other possibilities of computing the initial conditions will be considered. In
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fact, the requirement of higher spatial resolution affects the choice of the feedback model as well:
if the resolution is high enough, smaller regions are resolved in the simulation, and the subgrid
feedback model does not work properly anymore. This is because using a subgrid feedback model
assumes that the the physical phenomena in the subgrid model are not resolved in the simulation.
The future simulations with a higher spatial resolution and improved feedback models will
be able to study the modern challenges of the galaxy formation simulations. For example, it
remains unexplained why the simulated galaxies tend to turn too big fractions of their baryonic
masses into stars during their evolution (i.e. M∗/Mbar is too high). This is referred to as the
galaxy formation efficiency problem. Simulated galaxies lock ∼ 2 times more baryons into stars
than observed galaxy populations do (Guo et al. 2010). Also, the simulated galaxies usually
have too massive bulges compared to their disk masses: the B/D -ratio is too high. In addition,
attempts to simulate both the formation of disk galaxies and elliptical galaxies without extremely
fine-tuned feedback models have not succeeded. The solution to these challenges could lie in
the increased spatial resolution of the simulations and improved, physically motivated feedback
models.
In summary, cosmological Zoom-in simulations are an important tool when studying the
formation and evolution of galaxies as they provide a high spatial resolution with lower com-
putational costs. Future simulations will be increasingly important for both astronomers and
cosmologists: the improved simulations help to interpret the observations of galaxies and groups
and clusters of galaxies. The simulations also provide new observational phenomena to search
for. They also point out direct observational consequences of fundamental cosmological theories,
giving a possibility to rule out or confirm theoretical models. Thus, studying galaxy formation
and evolution over cosmological timescales with N-body simulations will be an important yet
challenging branch of astrophysics also in the future. These simulations provide an indispensable
and unique tool for examining and understanding the galaxies and the large-scale structure of
our Universe.
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