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Abstract. Two-point boundary value problems appear frequently in
space trajectory design. A remarkable example is represented by the
Lambert’s problem, where the conic arc linking two fixed positions in
space in a given time is to be characterized in the frame of the two-
body problem. However, a certain level of approximation always affects
the dynamical models adopted to design the nominal trajectory of a
spacecraft. Dynamical perturbations usually act on the spacecraft in
real scenarios, deviating it from the desired nominal trajectory. Conse-
quently, the boundary conditions assumed for the nominal solutions are
usually affected by uncertainties and errors. Suitable techniques must
be developed to quickly compute correction maneuvers to compensate
for such errors in practical applications. This work proposes differential
algebra as a valuable tool to face the previous problem. An algorithm is
presented, which is able to deliver the arbitrary order Taylor expansion
of the solution of a two-point boundary value problem about an available
nominal solution. The mere evaluation of the resulting polynomials en-
ables the design of the desired correction maneuvers. The performances
of the algorithm are assessed by addressing typical applications in the
field of spacecraft dynamics, such as the simple Lambert’s problem and
the station keeping of a spacecraft around a nominal halo orbit.
1 Introduction
Two-point boundary value problems (TPBVPs) appear frequently in space tra-
jectory design when solving a system of ODEs with boundary conditions on both
sides of the integration interval [1]. A typical example is the classical Lambert’s
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problem, in which a conic arc linking two fixed positions in a given time is to be
identified in the frame of the two-body problem. Such a problem can be solved by
means of efficient semi-analytical algorithms, since an analytic solution is available
in the case of Kepler’s problem [2]. Even optimal spacecraft control problems are
reduced to TPBVPs within the framework of indirect methods [10]: the full sys-
tem of equations, made up by the states and the Lagrange multipliers dynamics,
must be solved for initial and final conditions derived by problem requirements.
This highlights the relevance of the TPBVP in spacecraft dynamics and the wide
applicability of the related methods and algorithms.
Due to the scarce knowledge about the system configuration during the space
trajectory design, the experts are usually asked to deal with uncertain and often not
available data. Uncertainties can be found either in the parameters of the mathe-
matical models adopted to describe the system dynamics or in the knowledge of the
actual spacecraft state. Thus, the designer is often forced to make approximations
and to impose indicative values of these significant quantities. This leads to the
possibility of relevant mistakes in real scenarios. Consequently, after a nominal
trajectory has been identified, a correction strategy that assures the satisfaction of
the mission goals in the real scenario must be developed.
The management of the solution of TPBVPs in orbital mechanics is not free of
the previous obstacles. Assumptions and approximations are made by the designers
to identify nominal solutions of the TPBVPs. Consequently, errors usually drift
the spacecraft away from its nominal trajectory, so affecting the satisfaction of
the boundary conditions at the final time. Thus, appropriate techniques must be
sought to identify the new solution of the TPBVP corresponding to the actual
spacecraft condition. Besides effectiveness, the developed methods must meet low
computational burden requirements to serve the purpose of the quick on-board
computation of the correction maneuver.
Differential algebraic (DA) techniques are proposed in this work as a valuable
tool to answer the previous requirements [8]. Differential algebra serves the pur-
pose of computing the derivatives of functions in a computer environment. More
specifically, by substituting the classical implementation of real algebra with the
implementation of a new algebra of Taylor polynomials, any function f of v vari-
ables is expanded into its Taylor series up to an arbitrary order n. DA techniques
are effectively used to represent the dependency of the computed quantities on the
design parameters by means of high order Taylor polynomials. Thus, high order
sensitivity analyses of the design solutions can be carried out. However, the advan-
tages of DA techniques do not limit to the mere error propagation. The resulting
Taylor polynomials can be manipulated to gain explicit representations of the con-
straint manifolds of the TPBVPs in terms of Taylor polynomials. This enables
the quick computation of corrections to compensate for possible errors during the
operating phases.
The paper is organized as follows. A brief introduction to differential algebra
is given in Section 2. Being at the basis of the proposed methods, the possibility
of expanding the flow of ODEs is presented in Section 3. The algorithm for the
high order expansion of the solution of TPBVPs is illustrated in Section 4. The
resulting algorithm is applied to the simple Lambert’s problem and to the station
keeping of a spacecraft around a halo orbit in Section 5.
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Figure 1 Analogy between the floating point representation of real numbers
in a computer environment (left figure) and the introduction of the algebra of
Taylor polynomials in the differential algebraic framework (right figure).
2 Differential Algebra
DA techniques find their origin in the attempt to solve analytical problem by
an algebraic approach [8]. Historically, the treatment of functions in numerics has
been based on the treatment of numbers, and the classical numerical algorithms
are based on the mere evaluation of functions at specific points. DA techniques
are based on the observation that it is possible to extract more information on a
function rather than its mere values. The basic idea is to bring the treatment of
functions and the operations on them to the computer environment in a similar
way as the treatment of real numbers. Referring to Figure 1, consider two real
numbers a and b. Their transformation into the floating point representation, a
and b respectively, is performed to operate on them in a computer environment.
Then, given any operation × in the set of real numbers, an adjoint operation ⊗
is defined in the set of FP numbers such that the diagram in figure commutes1.
Consequently, transforming the real numbers a and b in their FP representation and
operating on them in the set of FP numbers returns the same result as carrying out
the operation in the set of real numbers and then transforming the achieved result
in its FP representation. In a similar way, suppose two sufficiently regular functions
f and g are given. In the framework of differential algebra, the computer operates
on them using their Taylor series expansions, F and G respectively. Therefore, the
transformation of real numbers in their FP representation is now substituted by the
extraction of the Taylor expansions of f and g. For each operation in the function
space, an adjoint operation in the space of Taylor polynomials is defined such
that the corresponding diagram commutes; i.e., extracting the Taylor expansions
of f and g and operating on them in the function space returns the same result as
operating on f and g in the original space and then extracting the Taylor expansion
of the resulting function. The straightforward implementation of differential algebra
in a computer allows to compute the Taylor coefficients of a function up to a
specified order n, along with the function evaluation, with a fixed amount of effort.
The Taylor coefficients of order n for sums and product of functions, as well as
scalar products with reals, can be computed from those of summands and factors;
therefore, the set of equivalence classes of functions can be endowed with well-
defined operations, leading to the so-called truncated power series algebra (TPSA)
[4, 5].
1The diagram commutes approximately in practice, due to truncation errors.
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Similarly to the algorithms for floating point arithmetic, the algorithm for
functions followed, including methods to perform composition of functions, to in-
vert them, to solve nonlinear systems explicitly, and to treat common elementary
functions [6, 7]. In addition to these algebraic operations, also the analytic oper-
ations of differentiation and integration are introduced, so finalizing the definition
of the differential algebraic structure.
3 High Order Expansion of ODEs Flow
The differential algebra introduced in the previous section allows to compute
the derivatives of any function f of v variables up to an arbitrary order n, along with
the function evaluation. This has an important consequence when the numerical
integration of an ODE is performed by means of an arbitrary integration scheme.
Any explicit integration scheme is based on algebraic operations, involving the
evaluations of the ODE right hand side at several integration points. Therefore,
carrying out all the evaluations in the DA framework allows differential algebra to
compute the arbitrary order expansion of the flow of a general ODE initial value
problem.
Without loss of generality, consider the scalar initial value problem{
x˙ = f(x)
x(ti) = xi.
(3.1)
Replace the point initial condition xi by the DA representative of its identity func-
tion, [xi] = x
0
i + δxi, where x
0
i is the reference point for the expansion. If all the
operations of the numerical integration scheme are carried out in the framework of
differential algebra, the Taylor expansion of the solution with respect to the initial
condition is obtained at each step. As an example, consider the forward Euler’s
scheme
xk = xk−1 +∆t · f(xk−1) (3.2)
and analyze the first integration step, i.e.,
x1 = x0 +∆t · f(x0), (3.3)
where x0 = xi. Substitute the initial value with [x0] = [xi] = x
0
i + δxi in (3.3) for
[x1] = [x0] + ∆t · f([x0]). (3.4)
If the function f is evaluated in the DA framework, the output of the first step, [x1],
is the Taylor expansion of the solution x1 at t1 with respect to the initial condition
about the reference point x0i . The previous procedure can be inferred through the
subsequent steps until the last integration step is reached. The result at the final
step is the n-th order Taylor expansion of the flow of the initial value problem (3.1)
at the final time tf . Thus, the expansion of the flow of a dynamical system can be
computed up to order n with fixed amount of effort.
The previous DA-based numerical integrators pave the way to numerous prac-
tical applications, some of them being addressed in the remaining of this work. A
first example is presented hereafter pertaining the propagation of errors on initial
conditions. The Taylor polynomials resulting from the use of DA-based numerical
integrators expand the solution of the initial value problem (3.1) with respect to
the initial condition. Thus, at each integration step, the dependence of the solution
xk on the value of the initial condition xi is available in terms of a polynomial
map Mxk(δxi), where δxi is the displacement of the initial condition xi from the
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Figure 3 Accuracy of the
expansion of the flow of the
two-body problem.
reference value x0i . Suppose now the reference value x
0
i represents a nominal ini-
tial condition for a dynamical system, and assume some error δxi occurs between
the actual initial condition xi and the nominal one. The evaluation of the Taylor
polynomialMxk(δxi) readily supplies the new solution xk at time tk corresponding
to the displaced initial condition. More precisely, the Taylor polynomialMxk(δxi)
delivers a Taylor approximation of the new solution xk, whose accuracy depends on
the expansion order n and the size of the displacement δxi. The main advantage
of the DA-based integrator is that the new solution is obtained by means of the
evaluation of a polynomial, so avoiding a new numerical integration corresponding
to the displaced initial condition. Moreover, the same Taylor polynomial can be
used to identify the solution corresponding to any error δxi. Consequently, if many
values of δxi are to be processed, multiple simple polynomial evaluations can be
efficiently performed in place of multiple expensive numerical integrations.
The results of the application of the previous procedure are illustrated in the
following example. The dynamics of an object moving in the solar system is inte-
grated in the framework of the two body problem:{
r˙ = v
v˙ = − µ
r3
r,
(3.5)
where r and v are the object position and velocity vectors respectively, and µ is the
Sun gravitational parameter. The nominal initial conditions are set such that the
object starts moving from the pericenter of an elliptic orbit, lying on the ecliptic
plane (see the dotted line in Figure 2). The pericenter radius is 1 AU, whereas the
magnitude of the initial velocity is selected to have a resulting orbit of eccentricity
0.5. A DA-based 8-th order Runge-Kutta integrator is used to expand the solution
of the ODEs (3.5) along one revolution of the resulting orbit. An uncertainty
box on the initial position 0.01 AU on each side is considered and its evolution
is investigated. Given the bijectivity of the flow of (3.5), the boundary points of
the initial uncertainty box propagate into boundary points of the corresponding
solution set at each integration time. Consequently, the evolution of the initial
box is studied by evolving its boundary. Based on the previous observation, a
uniform sampling of the boundary of the initial box is performed; for each sample,
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the displacement with respect to the nominal initial conditions is computed and
the polynomial maps obtained by means of the DA-based integrator are evaluated.
In this way, for each integration time, the evolved box can be readily plotted by
means of mere polynomial evaluations. The evolved box is reported in Figure 2
corresponding to 10 integration times uniformly distributed over the orbital period,
using a 5-th order expansion of the flow of the ODEs in (3.5).
The accuracy of the Taylor expansion of the flow is better highlighted in Figure
3. Focusing on a particular integration time in Figure 2, the exact propagated
box is reported (solid line), which is based on a multiple point-wise integration of
the samples. The propagated boxes obtained by the evaluation of the polynomial
maps representing the flow of the ODEs in (3.5) are then plotted for comparison,
corresponding to different expansion orders. The figure shows that an accurate
representation of the flow is already achieved using a 5-th order expansion of the
flow.
4 High Order Expansion of the Solution of TPBVPs
As already stated in Section 1, besides the considerable opportunity of ex-
panding the flow of ODEs presented in the previous section, a further noticeable
application of DA techniques worths being analyzed, which turns out to be par-
ticularly useful in the framework of error management in spaceflight mechanics:
the high order Taylor expansion of the solution of a TPBVP around an available
nominal solution.
Suppose the dynamics of a point mass is described by the generic system of v
first-order equations
x˙ = f (x, t), (4.1)
and suppose v appropriate boundary conditions are supplied, whose general non-
linear form is
g(x(ti),x(tf )) = 0, (4.2)
where ti and tf are the initial and final integration time respectively. Equations
(4.1) and (4.2) together form a TPBVP. Suppose now a simpler form of the bound-
aries (4.2) is of interest. In particular, assume they reduce to fixing the value of
m components of the initial state vector and v −m components of the final state
vector, with m < v. Suppose Ci is the set of indexes identifying the constrained
components of the initial state vector, and Fi is the set of the remaining indexes
that indicates the free components of the same vector. The set Ci contains m in-
dexes, whereas Fi is made up of the remaining v −m indexes. Similarly, suppose
Cf and Ff are the sets of indexes that identify the fixed and free components of the
final state vector, respectively. The set Cf now contains v −m elements, whereas
Ff is made up by the remaining m indexes. Given the introduced notation, the v
boundaries (4.2) assume the simpler form
xCi = xCi
xCf = xCf ,
(4.3)
where xCi = xCi(ti) and xCf = xCf (tf ). The original TPBVP has been reduced
to the problem of solving (4.1) together with the v appropriate boundaries (4.3).
Several techniques are available in the literature to solve the previous problem
for assigned xCi and xCf , as the simple and multiple shooting methods [9, 11, 15],
and the multi-point method [1]. This means that, given xCi and xCf , the previous
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techniques allow the computation of the free components of the state vector at ti
that solve the TPBVP, which will be indicated as x0Fi . The solution is then uniquely
identified by the initial state vector, given by the combination of xCi and x
0
Fi
. For
the sake of a clearer notation, and without loss of generality, this combination is
indicated as a simple concatenation in the followings; i.e.,
x0i =
(
xCi
x0Fi
)
. (4.4)
Assume now a nominal solution x0i is available and suppose the actual value of
the constrained components of the initial state vector differs from the assumed xCi
in a real scenario; i.e.,
xCi = xCi + δxCi . (4.5)
Consider the problem of finding the new value of xFi the point mass must be
supplied with to meet the desired xCf at the given time tf . Apparently, the new
value of xFi will differ from x
0
Fi
. A possible approach to solve the previous problem
consists of solving the new TPBVP given by equation (4.1) and the new boundary
conditions
xCi = xCi + δxCi
xCf = xCf .
(4.6)
A significant disadvantage can be immediately identified in the previous approach:
a new TPBVP must be solved for each assigned δxCi , which involves running
through the iterative procedures beneath the classical TPBVP solvers. Each it-
erative procedure is able to deliver one solution, whose validity is limited to the
corresponding δxCi . Consequently, the classical TPBVP solvers should be applied
as many times as the number of assigned δxCi values. This might turn out to be
computationally expensive.
An explicit formula for the solution of the previous problem, relating xFi to
δxCi , would be particularly helpful in practical applications: for any δxCi , a sim-
ple function evaluation would suffice to obtain the new value of xFi , so avoiding
computationally expensive iterative algorithms. Differential algebra can effectively
serve this purpose by providing the desired explicit relation in terms of Taylor
polynomials. To this aim, initialize both xCi and xFi as DA variables. Using the
techniques introduced in Section 3, expand the flow of equation (4.1) with respect
to the initial conditions to obtain the map(
xCf
xFf
)
=
(
x0Cf + δxCf
x0Ff + δxFf
)
=
(
MxCf
MxFf
)(
δxCi
δxFi
)
, (4.7)
where x0Cf and x
0
Ff
are the constant part of the map; i.e., the reference solution
flowing from x0Ci under the ODEs in (4.1).
Subtract the constant part from (4.7) for(
δxCf
δxFf
)
=
(
MxCf
MxFf
)(
δxCi
δxFi
)
, (4.8)
where the notation for MxCf and MxFf has not been modified for simplicity’s
sake.
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Extract MxCf from (4.8) and consider the map(
δxCf
δxCi
)
=
(
MxCf
IxCi
)(
δxCi
δxFi
)
, (4.9)
which is built by concatenating MxCf with the identity map for δxCi . Using
suitable polynomials inversion techniques [8], the map in(4.9) can now be inverted
to obtain (
δxCi
δxFi
)
=
(
MxCf
IxCi
)−1(
δxCf
δxCi
)
. (4.10)
The previous map relates the displacement of the constrained and free components
of the initial state vector (δxCi and δxFi) from their reference values (xCi and x
0
Fi
)
to the displacement of the constrained components of the final state vector (δxCf )
from its nominal value (x0Cf ) and again δxCi . Recall that the problem of finding
the new value of xFi the point mass must have to meet the desired xCf at the given
time tf is being investigated. Thus, the boundary condition
xCf = x
0
Cf
+ δxCf = xCf (4.11)
must be imposed. To this aim, note that x0Cf = xCf , as x
0
i is a solution of the
TPBVP. Consequently, (4.11) reduces to
δxCf = 0. (4.12)
Substituting (4.12) into (4.10) yields(
δxCi
δxFi
)
=
(
MxCf
IxCi
)−1(
0
δxCi
)
. (4.13)
Eventually, the last v − m components of the map in (4.13) delivers the desired
explicit relation between xFi and the displacement δxCi in terms of Taylor poly-
nomials: given any displacement δxCi from the reference assigned value xCi , the
simple evaluation of the polynomials in (4.13) supplies the correction δxFi to x
0
Fi
to obtain the new value of xFi the point mass must have to reach xCf at time
tf . In this sense, (4.13) can be considered as the Taylor expansion of the solution
of the original TPBVP with respect to the initial conditions, around the available
reference solution. Apparently, the explicit relation between xFi and δxCi given by
(4.13) is accurate up to the order of the DA-based computation.
5 Application to Spacecraft Dynamics
The performances of the technique introduced in the previous section are as-
sessed in the followings in the frame of spacecraft dynamics. Two applications
are investigated. The simple Lambert’s problem is addressed first by analyzing an
Earth-Mars impulsive transfer. The station keeping problem of a spacecraft around
a nominal halo orbit is then studied, by reducing it to a TPBVP.
5.1 Lambert’s Problem. As a first application, consider a classical TPBVP
appearing in astrodynamics: the Lambert’s problem [2]. In the framework of the
two-body problem, suppose the initial position ri of a spacecraft with respect to
the central body is given (see Figure 4), together with the final desired position rf
and the transfer time ∆t = tf − ti from ri to rf . The Lambert’s problem is the
problem of identifying the conic arc connecting ri to rf in the given transfer time
∆t, which allows to calculate the resulting velocities vi and vf at the initial and
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ri
rf
vi
vf
Figure 4 Lambert’s problem.
final positions, respectively. Effective algorithms exist in the literature to solve the
previous problem, which make use of the analytical information and solution avail-
able for the two-body problem. Nevertheless, in order to assess the performances of
the algorithm introduced in Section 4, the use of analytical information is avoided
in this section.
The algorithm presented in Section 4 can be suitably tailored for the Lambert’s
problem. The state vector x is the concatenation of the position and velocity
vectors:
x =
(
r
v
)
, (5.1)
whose dynamics is governed by the differential equations (3.5). The constrained
components of the initial and final state vectors correspond to the initial and final
positions, ri = r(ti) and rf = r(tf ) respectively; i.e., the boundary constraints are
xCi ≡ ri = ri
xCf ≡ rf = rf ,
(5.2)
whereas the free components are represented by the initial and final velocities,
vi = v(ti) and vf = v(tf ), respectively.
An Earth–Mars transfer problem is considered as test case. A reference solution
is first computed based on ESA’s Mars Express mission [13]. More specifically, the
reference departure epoch from Earth, ti, is set to 1249 MJD2000 and the reference
transfer time, ∆t, to 206 days. Consequently, the reference arrival time, tf , is 1455
MJD2000. Earth’s position at time ti and Mars’ position at time tf represent the
fixed initial and final positions, ri and rf , which are evaluated using an analytical
ephemeris model based on a polynomial fitting of the accurate JPL ephemerides
[12]. The Lambert’s problem is then solved using a classical algorithm developed
by Battin [2] to obtain its reference solution; i.e., the reference velocity v0i the
spacecraft must have at time ti to fly from ri to rf in the given transfer time. A
plot of the resulting trajectory is illustrated in Figure 5.
Suppose some uncertainty characterizes the initial position of the spacecraft
at departure. In particular, assume errors might occur involving a maximum dis-
placement of 0.1 AU from the nominal initial position on each component of the
corresponding vector. This relatively high level of uncertainty is selected for illus-
tration purposes. For the sake of a clearer graphical presentation of the results,
suppose the uncertainty acts on the x and y components only. This assumption
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Figure 5 Reference solution and error box on the initial position for the
Earth-Mars Lambert’s problem.
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ity corrections.
allows to enclose all the possible initial positions within the error box reported in
Figure 5. The evolution of the error box is now studied by propagating its bound-
ary points. A uniform sampling of the boundary of the box is performed. In order
to show how the boundary points would propagate if no corrections to the initial
velocity were considered, each displaced point is integrated from ti to tf using the
nominal initial velocity, v0i , and the resulting trajectories are reported in Figure 6.
A significant dispersion of the final conditions can be identified, which evidently
shows that the final constraints of the TPBVP are violated. Use now the algorithm
introduced in Section 4 to expand the solution of the Lambert’s problem with re-
spect to the initial conditions around the reference solution. Referring to the map
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in(4.10), this means an explicit relation is obtained, in terms of Taylor polynomials,
which delivers the corrections δvi to be supplied to the reference initial velocity v
0
i
to obtain the new solution of the Lambert’s problem corresponding to any initial
displacement δri. This explicit relation can be immediately used to correct the
trajectories of Figure 6: for each displaced initial position, the map is evaluated
to compute the correction to the initial velocity, δvi. It is worth noting that this
only involves evaluating the polynomials in (4.10) at the each δri. For example, if
the right-top corner of the error box in Figure 5 is of interest, the corresponding
velocity correction are obtained by evaluating (4.10) at:
δri =

 0.10.1
0

 . (5.3)
For each point, use now the corresponding correction δvi to set the initial conditions
for (??) and propagate them from ti to tf . The resulting trajectories are reported
in Figure 7 in case of 8-th order corrections; i.e., the polynomials in (4.10) are 8-th
order expansions of the solution of the original TPBVP. As can be clearly seen, the
correction δvi allows to obtain the new solution of the TPBVP: for each point in
the error box, the new initial velocity vi = v
0
i + δvi flows the point mass to the
final desired position rf at the given time tf .
As already pointed out in the Section 4, (4.10) is a Taylor expansion of the
solution of the TPBVP. Consequently, it is worth assessing the accuracy with which
the TPBVP is solved. To this aim, a uniform sample grid is built over the entire
initial error box. Similarly to before, for each grid point, the Taylor expansions
in (4.10) are first used to compute the new velocity vi that solves the TPBVP.
Then, for the same points, the exact solutions are obtained using Battin’s iterative
algorithm. The exact solution delivers the exact new initial velocity, v∗i . The
error of the Taylor expansion of the solution with respect to the exact solution is
computed as:
err = ‖vi − v
∗
i ‖∞ (5.4)
Figure 8 plots the error as a function of the displacement of the initial position
from the nominal position of Earth, corresponding to different order of the Taylor
expansions. The error rightly tends to increase for greater displacements, reaching
its maximum at the boundary of the error box. Moreover, the accuracy of the
Taylor expansions of the solution increases if higher expansion orders are used: us-
ing 8-th order Taylor polynomials keeps the error below 10−5 km/s over the whole
uncertainty box. This is a noticeable result for a considerably high uncertainty
level of 0.1 AU. Once again, it is worth observing that the main advantage of the
introduced technique is that, for each point in the initial error box, the same poly-
nomial map is evaluated to compute the velocity correction δvi. This means that
the high order map in (4.10) must only be computed once for all the possible dis-
placements, and the corrective δvi are then obtained through the simple evaluation
of the resulting polynomials. This does not hold for the evaluation of v∗i , where a
different Lambert’s problem must be solved for each displacement using an iterative
procedure.
5.2 Station Keeping around Halo Orbits. As already pointed out in the
previous section, analytical information are available for the Lambert’s problem.
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Figure 8 Accuracy of the Taylor expansion of the solution vi for different
expansion orders.
However, the versatility of the technique introduced in Section 4 must be high-
lighted, which makes the algorithm able to deal with any dynamics. This aspect is
investigated in the followings, where a TPBVP is solved in the dynamical frame-
work of the circular restricted three-body problem (CR3BP).
Given two point masses m1 and m2, the restricted three body problem (R3BP)
studies the motion of a third point mass m3, whose dynamics is affected by, but
does not affect, m1 and m2, which are called the primaries [15]. Consequently, the
primaries move along conic arcs. A particular case of R3BP is the CR3BP, where
the primaries are assumed to move along a circular orbit. In this framework, the
synodic reference frame is usually introduced that is centered at the baricenter of
the primaries and rotates with them at the corresponding constant angular velocity,
with axis x always aligned with the primaries line, axis y perpendicular to x and
lying on the orbital plane of the primaries, and axis z selected to form a right-
handed coordinate system with x and y. Then, a normalization process is usually
performed to obtain dimensionless coordinates and parameters. To this aim, the
lengths are normalized with the distance between the primaries, time is normalized
so that the angular velocity of the primaries is one, and the masses are scaled by the
sum of the primaries masses. After normalization in the synodic reference frame,
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Figure 9 Lagrangian points.
the equation of motion for the CR3BP are
x¨− 2y˙ = Ωx
y¨ + 2x˙ = Ωy
z¨ = Ωz,
(5.5)
with
Ω =
1
2
(x2 + y2) +
1− µ
r1
+
µ
r2
, (5.6)
where µ = m1/(m1 +m2), and r1 and r2 denote the distances of m1 and m2 from
the baricenter of the system.
The CR3BP, expressed by (5.5), has five equilibrium points, reported in Figure
9, called Lagrangian or libration points. All the equilibrium points lie in the x,y-
plane. Two of them, named L4 and L5 form equilateral triangles with the primaries,
whereas the remaining points (L1, L2 and L3) lie on the x-axis and are called the
collinear libration points.
A growing interest has recently characterized the identification and use of pe-
riodic solutions about the collinear libration points [3]. Among them, the so called
halo orbits appear to be the most promising, as far as practical applications are
concerned. Halo orbits are three-dimensional periodic orbits around the collinear
libration points. They differ from planar periodic solutions, like Lyapunov orbits,
because the motion is not forced to lie on the x,y-plane, as an out-of-plane compo-
nent is gained. Given the constant relative position of the orbit with respect to the
primaries, halo orbits are particularly suitable for either relay satellites or science
missions, like space telescopes.
The lack of analytical solutions of the CR3BP makes the halo orbits difficult
to be obtained because of the high nonlinearity of the problem. Identifying halo
orbits can be reduced to solve a TPBVP where periodicity conditions play the role
of constraints. A semi-analytical formulation developed by Richardson [14] allows
to compute third order approximations of halo orbits of any desired amplitude.
These approximation are profitably used here to generate first guesses for a simple
shooting algorithm aimed at solving the previous TPBVP (for further details about
the procedure see [15]). Figure 10 and Figure 11 illustrate a resulting halo orbit
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orbit: x-y projection.
around the libration point L1 in the Earth-Moon CR3BP. The orbit has an out-of-
plane amplitude (defined as the maximum excursion from the x,y-plane) of 8000
km.
Concentrate now on the orbital intersection with the y,z-plane lying on the left
of L1, clearly identifiable in Figure 11. If no errors occurred on the state vector
at the intersection, the spacecraft would move clock-wise to encounter the next
intersection with the same plane after exactly half the orbital period. Equivalently,
if
x0i =
(
r0i
v0i
)
(5.7)
indicates the nominal state vector at the first intersection, propagating (5.7) in the
integration interval t ∈ [0, T/2], with T indicating the orbital period, would take
the spacecraft to the next nominal intersection
x0f =
(
r0f
v0f
)
. (5.8)
Suppose now some error occurs on the position at the first intersection; i.e.,
ri = r
0
i + δri. (5.9)
If no corrections to v0i were supplied, the propagation of the corresponding initial
condition
xi = x
0
i + δxi =
(
r0i + δri
v0i
)
. (5.10)
in the time interval t ∈ [0, T/2] would move the spacecraft away from the nominal
final position r0f . This is illustrated at the top-left of Figure 12, where a maximum
error of 961 km (0.0025 in dimensionless coordinates) has been assumed to occur
on the x and z components of the initial position. The propagated samples, which
have been uniformly distributed over the boundary of the corresponding error box,
quickly deviate from the nominal trajectory, so highlighting the high nonlinearity
of the dynamical framework.
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Figure 12 Evolution of the boundary points without velocity corrections and
with velocity corrections of different orders.
Given the displaced initial position (5.9), consider now the station-keeping
problem of finding the corrections δvi to be supplied to v
0
i to reach the desired
nominal position r0f after T/2, so compensating for the error δri. This can be rec-
ognized to be a TPBVP with uncertain boundary conditions. Thus, the algorithm
for the high order expansion of the solution of TPBVPs introduced in Section 4 can
be readily used to solve this problem. In particular, an explicit relation between
δvi and δri is similarly computed in terms of arbitrary order Taylor polynomials.
The performances of the algorithm are illustrated in Figure 12: different expansion
orders are used and the results are compared in terms of the resulting trajectories.
The high nonlinearity of the problem forces the use of 10-th order expansions to
drastically reduce the final dispersion. However, it is worth observing that the
example in Figure 12 addresses a relatively high uncertainty level. Consequently,
the nonlinearity of the problem would have less impact on the final dispersion in
practical applications, so allowing the use of lower expansion orders. Note that a
further correction maneuver must be accomplished at r0f to match the velocity v
0
f
and move on the nominal halo orbit.
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6 Conclusions
This work investigated the benefits that DA techniques can bring to space
trajectory design in terms of uncertainty analysis and error management. The pos-
sibility of expanding the flow of a general ODE with respect to the initial conditions
up to an arbitrary order was described. The resulting Taylor expansions represent
a valuable mean to carry out high order sensitivity analyses on dynamical systems.
The Taylor expansion of the flow was shown to be profitable in the framework of
TPBVPs. Using appropriate inversion techniques, the expansion of the flow is used
to gain explicit representations of the constraint manifolds of a TPBVP in terms
of Taylor polynomials. Thus, a high order expansion of the solution of the TPBVP
with respect to the initial conditions around an available nominal solution is ob-
tained. Consequently, the design of correcting maneuvers in orbital mechanics is
effectively reduced to the simple evaluation of polynomials, so avoiding the multi-
ple run of expensive iterative procedures. Ongoing work is devoted to extend the
set of space applications for the proposed techniques and to cope with the optimal
control problem of continuously propelled space trajectories, which can be reduced
to a TPBVP in the framework of indirect methods.
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