INTRODUCTION
In this paper we study the dynamics of Hecke operators on the modular curves X 1 (N), in the p-adic topology. The motivation for this paper initially came from trying to understand what impact this dynamics has for properties of the canonical subgroup over Shimura varieties, as continuation of our work [GK] . While studying this problem, we realized that even the simplest case of Shimura varieties, the modular curves, poses some significant challenges. Our work on this specific setting is the content of this paper; the techniques introduced here will be useful in studying much more general situations that we hope to discuss in future work.
Besides the specific motivation that instigated our research, there are several other excellent reasons to study this problem. Let R be the maximal order of a finite extension of Q p . Let κ denote the residue field of R. Let X be a Shimura variety of PEL type with a smooth integral model over R, over which the action of the prime-to-p Hecke algebra extends. When passing to the special fiber X κ , the action of the prime-to-p Hecke operators induces the matching action in characteristic p. That action has been studied much by Chai and Oort, as part of Oort's philosophy of foliations on Shimura varieties of PEL type. See, in particular, [Cha, CO, Oor] for an overview of some of the results in this impressive body of works. From our perspective then, in view of our general programme, the work of Chai and Oort is a "mod p shadow" of the p-adic dynamics; in the case at hand, namely the modular curves, the results we need were of course known decades before Chai and Oort. Secondly, Closel and Ullmo, see e.g. [CU1, CU2] , have studied dynamics of Hecke operators over the complex numbers in connection with André-Oort conjecture, bringing in tools from measure theory and ergodic theory. Our work resonates well with theirs as, indeed, our main interest is in the action of Hecke operators on special subvarieties, albeit in the p-adic topology. In particular, in this paper we pay special attention to the action on Hecke operators on CM points. More than that, somewhat serendipitously, after some very non-trivial reductions, including the Gross-Hopkins period morphism, our analysis uses results in random walks on groups in ergodic theory.
There are further motivations. For example, Satoh's algorithm for calculating the canonical lift of a j-invariant uses a dynamical system associated in a sense to the Hecke operator at p. In this paper we have avoided the discussion of such Hecke operators, restricting to the prime-to-p Hecke operators. However, we have learned that in a forthcoming paper of Herrero-MenaresRivera-Letelier, some very interesting results in this direction with interesting diophantine applications are obtained.
We now briefly discuss the contents of this paper. Our main interest is in the action of the prime-to-p Hecke operators on singular moduli, as these are the special Shimura subvarieties of the modular curve X 1 (N). We simplify the analysis by looking at the action of the (iterations of) a single Hecke operator T , where = p is a prime. A key point of our approach is to use the reduction mod p map to propel results from characteristic p to characteristic 0. The question we consider is how to describe the orbit of a point x ∈ X 1 (N)(Q p ) under T and its iterations. The analysis breaks naturally into two cases: (i) ordinary reduction and (ii) supersingular reduction. By that we mean that we distinguish between the case where the elliptic curve E x parameterized by x has good ordinary reduction and the case where it has good supersingular reduction. The case of bad reduction is not important to us as our main interest is in singular moduli; these correspond to elliptic curves with complex multiplication and so always have (potentially) good reduction. That being said, the methods in the ordinary case can easily be applied to the case of bad reduction.
Ordinary reduction. We start our analysis with studying the action of the Hecke operator T on an ordinary point x ∈ X 1 (N)(F p ), corresponding to pair (E x , P x ), where E x is an ordinary elliptic curve and P x a point of exact order N on E x . The action of T is completely determined by the theory of isogeny volcanoes (that we slightly extend), which play an important role in computational number theory problems. See, e.g. [Sut] . Having this description in hand, one sees that the mod p theory is completely understood by means of an isogeny volcano and a single endomorphism f of (E x , P x ).
Taking the canonical lift z 0 ∈ X 1 (N)(Q p ) of x, we can reduce the action of T to the action of the lift of f , still denoted f , on the residue disc of (E z 0 , P z 0 ). At this point, we switch gears and, by means of Serre-Tate theory, view the residue disc as the rigid analytic generic fiber of the formal scheme that is the universal deformation space of (E x , P x ). As such, the disc has a natural parameter z and z 0 is now z = 0. We prove, using [Kat] , that the action of f on the disc is given by x → (1 + x)f / f − 1 (Theorem 3.4.1). This allows us then to present a very clear picture of the orbits, their closure, to classify periodic points and to connect them with class field theory. Given a general point x ∈ X 1 (N)(Q p ) with ordinary reduction. We explain how the action of T on x can be deduced by means of these results as well.
2.1. Definitions in graph theory. Let Λ be a directed graph. We will call a directed edge, v → w, an arrow. A walk in Λ is a sequence of arrows v i e i → w i for i = 1, .., d, where w i = v i+1 for i = 1, ..., d − 1. This walk is called a closed walk if v 1 = w d . We allow the empty walk and consider it a closed walk. If ω 1 and ω 2 are two walks in Λ such that the end point of ω 1 is the starting point of ω 2 , we denote ω 2 • ω 1 to be the walk that is obtained by traversing ω 1 followed by ω 2 . If v is a vertex in Λ, we define Ω(Λ, v) to be the monoid of closed walks in Λ starting and ending at v under •. We often write ω 2 ω 1 for ω 2 • ω 1 .
If ω is a closed walk in Λ starting at v 1 and traversing, in order, vertices v 1 , v 2 , · · · , v d = v 1 , we can view ω as a closed walk in Ω(Λ, v i ) for all 1 ≤ i ≤ d. We will often abuse notation and denote all these walks by the same notation if the starting point of the walk is understood.
In a path vertices cannot repeat and so edges cannot repeat (and so a path is necessarily open). In a cycle, vertices cannot repeat and edges cannot repeat except that the last vertex is equal to the first (and so a cycle is closed).
A graph is called regular if every vertex in it has the same degree. Every loop, i.e., an edge between a vertex and itself, contributes one to the degree at the vertex. An infinite connected undirected graph Σ is called an -volcano if there a function b : Σ V → N (where Σ V is the set of vertices) such that (1) Σ is ( + 1)-regular, (2) b −1 (0) with its induced subgraph structure (called the rim) is a regular graph of degree at most 2, (3) for i > 0, each vertex in b −1 (i) is connected to a unique vertex in b −1 (i − 1), and these edges account for all edges appearing outside the rim.
We extend the above definition to directed graphs as follows. A directed graph is called regular of degree r if the in-degree and the out-degree of each vertex equal r. An arrow of the form v → v contributes one to both the in-degree and the out-degree. A directed graph is called connected if there is a walk between any two given vertices.
An infinite connected directed graph Λ is called an -volcano if there a function b : Λ V → N such that
(1) b −1 (0) with its induced subgraph structure (called the rim) is a regular directed graph of degree r ≤ 1. (2) Every arrow v → w in Λ outside the subgraph b −1 (0) satisfies b(w) = b(v) + 1. (3) If r = 1, then every vertex in Λ has in-degree 1 and out-degree . If r = 0, the same statement is true except for the single vertex in b −1 (0), which has in-degree 0 and outdegree +1.
We define -anti-volcano to be a directed graph that becomes an -volcano when all arrows in Λ are reversed.
If a directed graph Λ is a disjoint union of (anti-)volcanos, we define the rim of Λ to be the union of the rims of these volcanos.
2.2. Definition of the ordinary -isogeny graphs. Let p, be distinct primes. Let N be an integer such that (N, p ) = 1. In the following, we will study the -isogeny graph of an ordinary elliptic curve over F p with a point of exact order N on it (cf. [Sut] in the case N = 1). By E = (E, P), we denote a pair consisting of E, an ordinary elliptic curve over F p , and P, a point of exact order N on E. In the following discussion we will always assume Aut(E) = {±1}. This assumption is made for convenience only and our results can be extended to the general case.
For two such objects E 1 = (E 1 , P 1 ) and E 2 = (E 2 , P 2 ) defined over F p , we write
if there is an isogeny λ : E 1 → E 2 of degree a power of sending P 1 to P 2 . This defines an equivalence relation on the set of isomorphism classes of all such pairs (to see the symmetry, let α(N) denote the order of mod N, and consider deg(λ) α(N)−1 λ ∨ : E 2 → E 1 ). We define a directed graph Λ (E, N) as follows. The set of vertices, denoted Λ (E, N) V , is the set of isomorphism classes of all pairs E 1 = (E 1 , P 1 ) over F p that satisfy E 1 ∼ E. We define an arrow between two such isomorphism classes [(E 1 , P 1 )], [(E 2 , P 2 )] to be an isogeny λ : (E 1 , P 1 ) → (E 2 , P 2 ) of degree a power of , where we identify two such isogenies up to isomorphism. In other words, arrows corresponding to λ : (E 1 , P 1 ) → (E 2 , P 2 ) and λ : (E 1 , P 1 ) → (E 2 , P 2 ) are equivalent if there is a commutative diagram
where f 1 , f 2 are isomorphisms. Note that, due to our assumption on Aut(E), when N > 2, once we fix representatives (E 1 , P 1 ) and (E 2 , P 2 ) above, an arrow between the corresponding vertices is uniquely determined by an isogeny of degree from (E 1 , P 1 ) to (E 2 , P 2 ). When N ≤ 2, this isogeny is only defined up to sign. We further define
where E runs over all represetatives E = (E, P) modulo the equivalence relation ∼. Let K = End 0 (E) be the algebra of rational endomorphisms of E, which is a quadratic imaginary field of discriminant ∆ = ∆(E). We denote the order of conductor c in K by R c . If E ∼ E 1 , then the endomorphism ring of E 1 , End(E 1 ), is an order in K of conductor
where (m, p ) = 1, and r ≥ 0. Note that m is an invariant of the equivalence classes under ∼.
2.3. The isogeny associated to a walk. Let ω be a walk in Λ (E, N) as follows:
Note that if N > 2 we can think of each λ i as an isogeny of degree from E i−1 to E i , and, if N ≤ 2, these isogenies are only defined up to sign. We definẽ
• λ 2 • λ 1 which is an d -isogeny from E 0 to E d sending P 0 to P d (and defined only up to sign if N ≤ 2). In particular, if ω ∈ Ω(Λ (E, N), [E] ), i.e., if it is a closed walk starting and ending at [E] , thenω is an element of End(E) of degree d fixing P (and defined up to sign if N ≤ 2).
2.4. Properties of the -isogeny graphs. When N = 1, the directed graph Λ (E, 1) has the property that for every arrow
given by the dual isogeny λ ∨ : E 2 → E 1 . Identifying these corresponding arrows, we obtain an undirected graph denoted Λ ud (E, 1). Our convention is that if [E 1 ] = [E 2 ], and if λ ∨ = λ, then the resulting edge is counted with multiplicity two in Λ ud (E, 1). The function b 1 defined above descends to b 1 : Λ ud (E, 1) → N. The following proposition is known (cf. [Sut] ).
Proposition 2.4.1. Let E be an ordinary elliptic curve over F p with Aut(E) = {±1}.
(1) The graph Λ ud (E, 1) is an -volcano with respect to the level function b 1 . The rim is a regular graph of degree 1 + ( ∆(E) ) the vertices of which are exactly those vertices of Λ ud (E, 1) that have CM by R m .
(2) Let L| be an invertible prime ideal of R m . Let a = ord cl(R m ) (L); hence we have L a = ( f ) for f ∈ R m . If is inert in R m , then the rim consists of a single vertex and has no edges. If is ramified in R m but L is not principal, then the rim consists of two vertices
with exactly one edge between them corresponding to the natural projection
In all other cases, the rim consists of a cycle of length r given by Remark 2.4.2. As explained at the beginning of this section, we are using the same notation, ω ± rim , to denote the several walks that start and end at any vertex along the rim. This shall not cause confusion as it is always understood what starting point is considered. For example, regardless of the starting point of ω + rim , f + rim will be the same element of R m under the natural identifications of the endomorphism rings of the elliptic curves on the rim with R m .
Consider the equivalence relation on the set of all walks in Λ (E, 1) generated by relations
where ω 1 , ω 2 are two walks such that the endpoint of ω 1 is the starting point of ω 2 (call it [E 1 ]), and ω is a walk starting at [E 1 ]. It is easy to see that Proposition 2.4.1 implies the following.
Corollary 2.4.3. Every element in Ω(Λ (E, 1), [E] ) is equivalent to a closed walk of the form
where ω is a path from [E] to the rim of the graph, and n is a non-negative integer. (Note that here ω
where [E ] is the vertex on the rim that is closest vertex to [E] in Λ (E, 1).)
Consider the map of directed graphs
It is easy to see that since and N are coprime this defines a covering map of directed graphs. We will use this map to study the structure of Λ (E, N). To that end, we will decompose Λ (E, N) as a union of two directed graphs that are easier to describe.
We say an arrow
is an arrow appearing in ω − rim . We define Λ (E, N) + to be the directed graph with the same vertices as Λ (E, N) but only with the plus-oriented arrows. Similarly, we define Λ (E, N) − .
Using the fact that π is a covering map of directed graphs, we can deduce the following from Proposition 2.4.1. Proposition 2.4.4. Let E = (E, P), where E is an ordinary elliptic curve over F p with Aut(E) = {±1}. For N > 2, let δ N be half the number of elements of (Z/NZ) 2 of order N. Set δ 2 = 3, and δ 1 = 1. The directed graph Λ (E, N) satisfies the following:
(
We would like to understand the connected components of Λ (E, N), Λ (E, N) ± , and the size of the rims as in the case N = 1. To achieve this, we introduce a variant of Λ (E, N) by using the auxiliary data of a full basis for the N-torsion instead of a point of exact order N. More precisely, we define Λ f ull (E, N) to be the graph with vertices the isomorphism classes of (E 1 , P 1 , Q 1 ), where E 1 ∼ E, and where P 1 , Q 1 is an ordered basis for
is an -isogeny λ : E 1 → E 2 such that λ(P 1 ) = P 2 , and λ(Q 1 ) = Q 2 (considered up to isomorphism as before). We can define functions b N on the set of vertices of this graph via
induced by forgetting the ordered basis of E[N] is a covering map of graphs. We can use this map to define plus-oriented and minus-oriented arrows in Λ f ull (E, N), as well as directed graphs
The fact that π is a covering map of graphs can be used to prove an exact analogue of Proposition 2.4.4 for these directed graphs (where b N is replaced with b N , and δ N replaced with δ N which equals half the number of bases for (Z/NZ) 2 for N > 2, and is otherwise given by δ 1 = 1 and δ 2 = 8.). In the following, we study the connected components of these graphs (as well as their rims), and deduce similar results about Λ (E, N) ± .
For convenience, we assume that the rim of Λ ud (E, N) has at least 3 vertices. When the aforementioned rim has one or two vertices, we could have ω N] ), then n − = n + . We now study the connected components of Λ f ull (E, N). Arguing as above, any walk con-
. By Corollary 2.4.3 (and since now both plus-orieneted and minus-oriented arrows are allowed), it follows that
for some n ∈ Z. In particular, it follows that the isogeny associated to ω, which equals ( f 
which can also be thought of as the Laplacian of Λ (N). 
The same construction can be done for a pair E = (E, P), where E is as above, and P is a point of exact order N on E. LetD(E) denote the formal deformation space of E over W(F p ), and let D(E) be the associated rigid analytic space. For a pair (Ẽ,P) lifting (E, P), we set D(Ẽ,P) = D(E, P).
Since E[N] is anétale group scheme over F p , the map that forgets the point of exact order N provides an isomorphism between the deformation space of E and E. Hence, the natural forgetful map π :
When N ≥ 4, the moduli of pairs (Ẽ,P) whereẼ is an elliptic curve of good reduction over an W(F p )[1/p]-algebra is represented by the (noncuspidal part) of the rigid analytic modular curve X 1 (N). Let X 1 (N) F p be the corresponding modular curve over F p . Let sp :
When N < 4, there may be points E = (E, P) with nontrivial automorphism group and the moduli space is no longer representable. We could still define coarse moduli spaces X 1 (N), X 1 (N) F p , and a specialization map sp :
We are interested in the p-adic dynamics of the Hecke correspondence T on the ordinary good reduction part of X 1 (N), or to be more precise on the set of C p -points of E D(E) where E runs over the isomorphism classes of ordinary elliptic curves over F p equipped with a point of exact order N, satisfying Aut(E) = {±1}. If n > 0 is an integer, the correspondence T n acts on X 1 (N) via the formula
where C runs over all subgroups ofẼ of order n , [(Ẽ,P)] denotes the isomorphism class of (Ẽ,P), and µ C are multiplicities that can be explicitly calculated.
3.2. Automorphisms of residue discs. Let λ : E 1 = (E 1 , P 1 ) → (E 2 , P 2 ) = E 2 be an n -isogeny of elliptic curves over F p sending P 1 to P 2 . We prove the following lemma.
Lemma 3.2.1. There is a unique automorphism 
Proof. We claim there is a family of subgroup schemesC of order n of the universal family of elliptic curves on D(E 1 ) with the following property: its specialization at every point (Ẽ 1 ,P 1 ) ∈ D(E 1 ) is a subgroup ofẼ 1 reducing to Ker(λ) in E 1 . The morphism λ * is then defined via dividing the universal family of elliptic curves on D(E 1 ) by the subgroupC. More precisely, let (E 1 , P 1 ) be a formal deformation of (E 1 , P 1 ) to a local artininan ring (R, m R ) with a given isomorphism R/m R ∼ = F p . This data includes an isomorphism : E 1 ⊗ R/m R ∼ → E 1 sending P 1 to P 1 . Since ( , p) = 1, Ker(λ) is anétale subgroup scheme of E 1 , and hence it lifts uniquely to a subgroup C the deformation E 1 . We define
where the left side is viewed as a formal deformation of (E 2 , P 2 ) via the isomorphism
where µ : E 1 /Ker(λ) → E 2 is the isomorphism induced by λ. This defines the morphism of the formal level, i.e., λ * :D(E 1 ) →D(E 2 ). The desired map is the rigid analytic morphism associated to this formal morphism. the uniqueness follows from the uniqueness of lift of Ker(λ). The other statements follow easily from the construction and its uniqueness.
Let E = (E, P) be an ordinary elliptic curve over F p along with a point of exact order N satisfying Aut(E) = {±1}. Let End ∞ (E) denote the monoid of -power isogenies of E fixing P. Then End ∞ (E) [1/ α(N) ] is a group. The above construction gives a group homomorphism * :
sending λ to λ * . It has α(N) in its kernel. Therefore, we can define a homomorphism of monoids * :
sending ω to ω * :=ω * , whereω is the isogeny associated to ω. Note that even when the isogenyω may only be defined up to sign,ω * is uniquely defined. More generally, if ω is a walk in
, then ω * can be similarly defined to be an isomorphism
induced by the walk ω. For two walks ω 1 , ω 2 such that the endpoint of ω 1 is the starting point of ω 2 , we have (
Proof. Note that this image is a subgroup of the image of * :
So it is enough to prove the image of the latter is cyclic. By Corollary 2.4.3, this image is generated by an automorphism conjugate to (ω
Finally, we define
where f ω is the image ofω under End(E) → End(T p E) ∼ = Z p under a fixed isomorphism. When N ≤ 2, f ω is defined up to sign. We denote by f ω the image ofω in Z × p , where for a ∈ End(E), a is the image of a under the nontrivial automorphism of End 0 (E).
3.3. T via walks. Let n > 0 be an integer. Let Walk(n, [E] ) be the set of all walks of length
Proposition 3.3.1. The correspondence T n on D(E) decomposes as a sum of rigid analytic functions. More explicitly,
Proof. Any γ ∈ Path(n, [E] ) gives an isogeny λ γ : E → E γ . Let C γ be the kernal of λ γ , which has order n . Then E γ is isomorphic to E/C γ . Let C γ denote its unique lift toD rig , and C γ,E its restriction at a point (E, P).
It is clear that the f γ 's factorize T n . The assertions about f γ are clear from the construction.
3.4. Dynamics implications. Proposition 3.3.1 shows that the flow of the disc D(E) under the iteration of T is exactly like the flow of E under the iteration of T (defined on Λ (E, N)). Therefore, the further study of the dynamics of T on D(E) is reduced to the study of the dynamics of branches of T n that bring the disc back to itself, or, equivalently, the branches corresponding to the closed walks of Λ (E, N). Let ω be a closed walk starting and ending at [E] . Letω denote its image in Λ (E, 1). It is clear from the defintions that we have a commutative diagram
This shows that the dynamics of ω * on D(E) is equivalent to the dynamics ofω * on D(E). In view of Proposition 3.2.2, understanding the dynamics of such functions boils down to understanding the dynamics of a single function on the open unit disc; that of the automorphism of D(E) induced by a cycle spanning the rim of the volcano Λ (E, 1). In the following, for a closed walk ω in Λ (E, 1), we explicitly calculate ω * on D(E) in terms of a coordinate on it.
The following theorem is our main result concerning the dynamics of the Hecke operator T on points x ∈ X 1 (N) of ordinary reduction. Via the discussion above and this theorem and the analysis following it, one obtains a complete understanding of the orbit of x under iterations of T .
where f ω ∈ Z * p is defined in §3.2. The theorem follows from the following Lemma. 
Proof. Let C κ denote the category of local Artin rings (R, m R ) such that R/m R = κ. By SerreTate's theory of deformation of ordinary abelian varieties, deformations of A over R are in correspondence with the elements of Hom
, where G m denotes the multiplicative formal group over R. We briefly recall (following [Kat] ) how a bilinear form
Serre-Tate's theory of deformation of abelian varieties [Kat] (See also [Mes, Appendix] ), to give a deformation A over R is equivalent to give a deformation
This, in turn, is equivalent to giving an extension
where A, the formal group of A, is isomorphic to the unique toroidal formal group lifting A. Every such extension is the push-out of the canonical extension
by a unique map
defined as follows. Choose N such that m N+1 R = 0, and note that A(R) is killed by p N , as p ∈ m R . Let x = (x n ) be an element of T p A. Pick any n ≥ N, and letx n be an arbitrary lift of x n ∈ A(F p ) to A(R). We define φ A (x) = p nx n which is easily seen to be independent of the choice of n ≥ N. The definition is independent of the choice ofx n , as any two choices differ by an element on A(R) which is killed by p N . Also, φ A (x) lies in A(R) since its reduction mod m R is zero by construction. Finally, we use the Weil pairing to identify A(R) with Hom(
(this identification is valid over κ, and can be lifted to R since A is of multiplicative type). This re-interprets φ A :
First we claim the following general statement. Let δ : A 1 → A 2 be a prime-to-p isogeny of principally polarized ordinary abelian schemes over R ∈ C κ , and δ : A 1 → A 2 be its reduction. Then the following diagram
is commutative. The commutativity follows from the commutativity of the following diagram (which itself follows from the construction):
Going back to the proof, let C denote the kernel of the isogeny f , and π : A → A/C be the canonical projection. There is a unique isomorphism λ :
Let (A, C) be a deformation of (A, C) to R ∈ C κ , which implies that A/C is a deformation of A/C ∼ = A to R. By the above discussion, to deformations A, A/C of A, we can associate bilinear forms
From the above discussion, it follows that the following diagram is commutative:
Let {v i } i be the standard basis for T p A under our fixed isomorphism T p A ∼ = Z g p , and let ∨ . This matrix can be calculated as
, where for any deformation A over any R ∈ C κ we have 1
we use the above diagram to write
which proves the statement of the lemma.
3.5. Canonical and quasi-canonical liftings: the ordinary case. Let E be an ordinary elliptic curve over F p . Then End(E) is isomorphic to an order of a prime-to-p conductor f(E) in a quadratic imaginary field
There is a unique (up to isomorphism) elliptic curvẽ E can over W(F p ) lifting E such that the natural reduction map
is an isomorphism. This elliptic curve is called the canonical lift of E. More generally, we define the quasi-canonical liftings of E. A liftẼ/W(F p ) of E/F p is called quasi-canonical if the image of the reduction map End(Ẽ) → End(E) is an order in End(E). This is equivalent toẼ having CM by an order of K the conductor of which automatically agrees with that of End(E) except possibly at p. Hence, End(Ẽ) has conductor p a f(E) for some a ≥ 0. The case a = 0 corresponds to the canonical lift.
Let E = (E, P) consist of an ordinary elliptic curve E over F p satisfying Aut(E) = {±1}, and a point P of exact order N on E. We sayẼ = (Ẽ,P) is a (quasi-)canonical lift of E ifẼ is a (quasi-)canonical lift of E. Since (p, N) = 1, the point P can be uniquely lifted, and hence there is a unique canonical lift of E which we denote byẼ can . We writeD(E,
where t is the Serre-Tate coordinate onD(E, P). We prove the following.
Proposition 3.5.1. Let notation be as above.
(1) We have t(Ẽ can ) = 0.
(2)Ẽ is a quasi-canonical lift of E of conductor p a f(E) if and only if 1 + t(Ẽ) is a primitive p a -th root of unity. In other words, D(E, P) is isomorphic to the open unit disc around 1. The canonical lift corresponds to 1, and the other quasi-canonical lifts correspond to the nontrivial p-th power roots of unity.
Proof. We will use the Serre-Tate theory of local moduli of ordinary abelian varieties. We refer to the proof of Lemma 3.4 for a summary of their construction as well as notation that we will use here freely. First we recall the following fact (see [Kat] 
We will apply this with A 1 = A 2 = E. Consider E with its canonical polarization and hence a canonical isomorphism
Under this identification, for any δ ∈ End(E), the dual isogeny δ ∨ ∈ End(E ∨ ) is identified withδ ∈ End(E). Let v be a basis element in T p E. This provides us with the Serre-Tate isomorphism
where for any lift (Ẽ,P) of (E, P), we have 1 + t(Ẽ,P) = ηẼ (v, v) .
. Then (Ẽ,P) is a quasi-canonical lift of (E, P) of conductor dividing p a f(E) in K if and only if α = p a f(E)ω can be lifted from End(E) to End(Ẽ). This is equivalent to having ηẼ(αv, v) = ηẼ (v, αv) = ηẼ (αv, v) , which is equivalent to the relation ηẼ (v, v) 
, and the condition becomes (1 + t(Ẽ)) p a = 1. This proves the second part of the Proposition. For the first part, simply put a = 0, to obtain 1 + t(Ẽ can ) = 1.
Let ord = ord p denote the p-adic valuation onQ p normalized so that Corollary 3.5.3. The T -forward orbit of any singular moduli with ordinary reduction is a discrete set, intersecting each residue disc at a finite set. The prime-to-part of the conductor of the endomorphism ring in such orbit is an invariant. Note, however, that in general two singular moduli with the same invariant, even two singular moduli both enjoying CM by the same maximal order, need not be in the same Hecke orbit.
3.6. Dynamics of t → (1 + t) λ − 1. The results obtained in the previous sections have the following consequence: the reduction of the study of the Hecke operator T to maps of the form
In every residue disc D(E) the only singular moduli are the quasi-canonical lifts of E and they correspond to p n -th roots of unity, for varying n. The action of ω * preserves roots of unity of given order p n , alternatively, deformations with a given conductor, and so the orbit of all the ordinary singular moduli are completely understood, perhaps up to determining the effect of ω * on p n roots of unity that surely can be specified in any particular case. It is of course of interest to understand the orbits of general (not singular) moduli under such map. And so, we are forced to consider x lying also in ramified extensions of Q p . As
we simply consider maps of the form
p , we have that the power series
, converges on the open unit disc. The nature of the orbit {(ω * ) n (x) : n ∈ Z} is best understood through a sequence of reductions that while providing a complete picture also convince the reader that formulating a quantitive answer in the general case is too messy.
Thus, let F be a finite extension of Q p with a residue field of degree p f and ramification index e. Let m F be the maximal ideal of F. Define for n ≥ 1,
We change coordinates so that the centre is 1, and so our map is simply
Let x ∈ O × F ; since x should reduce to 1, we take x ∈ U 1 . The group U 1 has a non-canonical decomposition
The action of ω * respects this decomposition and we see that at the expense of passing from λ to λ p a (which will result in decomposing the orbit into a union of finitely many translated-orbits for λ p a ),
• We may reduce to the case x ∈ U . Choose an n 0 > e p−1 and a sufficiently large n 1 . The homomorphism
is a homeomorphism from U into an open subgroup of finite index of U n 0 . To stress, it is injective. Thus, we accept the next reduction:
• We may reduce to the case x ∈ U n 0 .
Now, the logarithm function, log(t) = ∑ n≥1 (−1) n−1 t n n , converges on U 1 . If n > e p−1 , then log :
is an isometry whose inverse is given by the exponential function exp(t) = ∑ n≥1 t n n! . That explains our interest in assuming that x ∈ U n 0 . Thus, by applying the logarithm, the orbit {x λ n : n ∈ Z} is transformed into the orbit {log(x) · λ n : n ∈ Z} = log(x) · {λ n : n ∈ Z}. And so we accept the next reduction.
• The essential information about the orbit of ω * (x) is contained in the properties of the subset of Z × p given by {λ n : n ∈ Z}. This last question is uniform. It doesn't know about x or F. Unfortunately, also here we run into similar book-keeping issues, and so once again we satisfy ourselves with a reduction that comes from the decomposition
• We may reduce to the case λ ∈ (1 + pZ p ). Finally, by applying the logarithm, we find that
• The set {λ n : n ∈ Z} in 1 + pZ p is mapped bijectively to the set log(λ) · Z in pZ p , whose closure is a disc in pZ p of radius p −ord(λ−1) , centered at log(λ).
Without getting bogged down in the details, we can conclude the following:
Proposition 3.6.1. Assume that x is not a root of unity.
(1) The closure of the orbit of any point x under ω * is equal to a finite disjoint union of sets, each homeomorphic to Z p . (2) In contrast to the case of singular moduli, the closure of the orbit of x under iterations of T is of cardinality 2 ℵ 0 .
THE -ISOGENY GRAPH: THE SUPERSINGULAR CASE
4.1. Some notation. Recall our choice of a fixed prime number p. In the following, E, E 1 , and so on, will typically denote supersingular elliptic curves in characteristic p. We denote Frob E : E → E (p) the Frobenius isogeny; occasionally we denote it ϕ for simplicity of notation. We denote B = B p,∞ the quaternion algerba over Q ramified precisely at p and ∞ (it is unique up to an isomorphism), and denote by B its p-adic completion B p,∞ ⊗ Q Q p ; R will denote a maximal order of B p,∞ (usually arising as the endomorphism ring of a supersingular elliptic curve E), and R its p-adic completion. The order R is not unique but R is.
Most times q will denote p 2 , and by F q will shall mean the field of cardinality p 2 in a fixed algebraic closure F p of F p . By Z q we shall denote the Witt vectors W(F q ), and by Q q its fraction field. When we talk about Q p we have in mind an algebraic closure containing W(F p ) and C p denotes its completion.
4.2. Definition of supersingular graphs. As in the ordinary case, in addition to the fixed prime p, we now fix a prime , and a positive integer N, such that p = , (N, p ) = 1. Definition 4.2.1. A pair (N, p) is called rigid if for every supersingular elliptic curve E, and P ∈ E[N] of exact order N, we have Aut(E, P) = {1}. It is called solid if Aut(E, P) ⊆ {±1}.
Note that (N, p) rigid implies it is solid. On the other hand, (N, p) is solid implies (N, p) is rigid, except for the cases N = 1, 2.
Recall that for p > 3 there are precisely two elliptic curves overF p with non-trivial automorphisms. The one with j = 1728 has an automorphism group cyclic of order 4, and the one with j = 0 has an automorphism group cyclic of order 6. The first elliptic curve is supersingular if p = 2 or p ≡ 3 (mod 4); the second elliptic curve if supersingular if p = 3 or p ≡ 2 (mod 3). The situation for p = 2, 3, is more involved, but in these characteristics (i) an elliptic curve with automorphism group strictly containing {±1} is supersingular, (ii) there is a unique supersingular elliptic curve E up to isomorphism, and (iii) every element of Aut(E) has order dividing 6 (use [Sil, III, §10] and that if we have an element of order n then ϕ(n) = [Q(ζ n ) : Q] must divide 2). See also Example 4.2.5 below. One can conclude the following:
(1) If N = 1, then (N, p) is never rigid and is solid iff p ≡ 1 (mod 12).
(2) If N = 2, then (N, p) is never rigid and is solid iff p ≡ 1 (mod 4).
To define supersingular graphs in a very concrete way, we make use of the following. Proof. 1 Let ϕ = Frob E . This Lemma is well-known for ϕ 2 = −p; cf. Serre [Ser, p. 284] , [BGGP, Lemma 3.20] . The variant ϕ 2 = p is obtained for p > 2 by a quadratic twist. Even for p = 2 we can pass from ϕ 2 = −p to ϕ 2 = p, but this time by twisting by the element of H 1 (Gal F p /F q , Aut(E)) that sends Frobenius to i, an automorphism of order 4 of E.
We fix these elliptic curves as representatives for the F p -isomorphism classes of supersingular elliptic curves. Given N, we extend this choice to a choice of representatives (E, P) for the F pisomorphism classes of pairs (E 1 , P 1 ), where E 1 is supersingular and P 1 is a point of E 1 of exact order N. There is no canonical way to choose the points P, and so we make an arbitrary choice once and for all, and call the set of these representatives Rep(N).
We now define the supersingular graph Λ (N) of level N. The set of vertices Λ V (N) of Λ (N) is the set Rep(N) we have fixed above. The construction is such that Λ (N) will be a directed graph, whose arrows are labeled, and we describe its arrows in two ways.
(1) For every vertex (E, P), and a cyclic subgroup C of E of order , draw an arrow from the vertex (E, P) to the unique representative (E 1 , P 1 ) of (E/C, P mod C). Let π C : E → E/C be the canonical map, and let α : E/C → E 1 be an isomorphism such that α(π C (P)) = P 1 . Note the morphism λ = α • π C : (E, P) → (E 1 , P 1 ). It is unique up to composition with elements of Aut(E 1 , P 1 ). An arrow is marked with the set of labels
Aut(E 1 , P 1 ) • λ obtained this way. (2) Let (E, P) and (E 1 , P 1 ) be representatives in Rep(N), i.e., vertices of Λ (N). The set of degree isogenies λ : (E, P) → (E 1 , P 1 ), if non-empty, has a natural action of Aut(E 1 , P 1 ), and we associate to every orbit Aut(E 1 , P 1 ) • λ of this action an arrow from (E, P) to (E 1 , P 1 ), together with the set of labels Aut(E 1 , P 1 ) • λ.
In our second definition, every arrow, by means of its set of labels Aut(E 1 , P 1 ) • λ produces a unique subgroup C of E of order , which is the kernel of any of the isogenies in the set Aut(E 1 , P 1 ) • λ. Note that there is a unique isomorphism α : E/C → E 1 making the diagram below commutative:
It follows that the point P 1 = λ(P) is equal to α(π C (P)) and so the two constructions of the arrows in the graph are the same.
Remark 4.2.4. Note that there is no obvious way to make the graphs Λ (N) undirected. By that we mean to say that the natural idea of identifying an isogeny λ with its dual λ ∨ fails in general because λ ∨ and λ −1 differ by multiplication by , which acts non-trivially on points of order N (unless ≡ 1 (mod N)). Even in the case N = 1 there is a problem as the graphs are typically non-symmetric. The number of arrows from E 1 to E 2 is Aut(E 1 )/Aut(E 2 ) times the number of arrows from E 2 to E 1 . The adjacency matrix of Λ (1) is the -th Brandt matrix. See [Gro2] , in particular Proposition 2.7. Finally, we remark that in general the graphs may contain loops and multiple arrows.
Example 4.2.5. In characteristic 2 there is a unique supersingular elliptic curve E; its endomorphism ring is isomorphic to the maximal order
in the Hamilton quaternion algebra over Q. The units of R are derived from the solutions to the equation x 2 + y 2 + z 2 + w 2 = 4, where if one coefficient is odd, so are all the rest. There are 24 such solutions, provided by all permutation of coordinates of the vectors {(±2, 0, 0, 0), (±1, ±1, ±1, ±1)}. Namely, the units are
There are 96 elements of order 3 in R; they can be found by finding the solutions to the equation x 2 + y 2 + z 2 + w 2 = 12, with the same proviso. Namely, (±3, ±1, ±1, ±1), (±2, ±2, ±2, 0) and permutations of which. There are 4 representatives for the orbits of A acting by left multiplication. The normal subgroup A 1 of order 8 given by {±1, ±i, ±j, ±k} acts separately on the 64 solutions of type (±3, ±1, ±1, ±1) and on the 32 solutions of type (±2, ±2, ±2, 0). The 12 representatives for the orbits are (3, ±1, ±1, ±1) (8 such) and (0, 2, ±2, ±2) (4 such). The quotient group A/A 1 is of order 3 and isgenerated by ω = 1+i+j+k 2
; in fact ω 3 = 1 and A = ω A 1 , with ωiω −1 = j, ωjω −1 = k, ωkω −1 = i. The automorphism ω acts on the 12 orbits of A 1 . It must take some orbit of the type (0, 2, ±2, ±2) to an orbit of the type (3, ±1, ±1, ±1) and so, by symmetry, this happens for every orbit of the type (0, 2, ±2, ±2). We conclude that the 4 representatives for the orbits come from the solutions (0, 2, ±2, ±2), corresponding to the endomorphisms i ± j ± k. As they have norm 3, each certainly has a kernel of order 3. In hindsight we can see that these kernels correspond to the 4 subgroups of order 3 of E. Else, two kernels are the same and it means that the sum of two of the endomorphisms we have selected would also have kernel that contains a subgroup of order 3. But sums look like 2i, or 2i + 2j, etc., and these are elements of norm 4 or 8.
Finally, we note that if allow also an action of A from the right on the 96 endomorphisms of order 3, we get just one orbit under the two-sided action of A × A. This is can be proven as follows. From the fact that B is unramified at 3 we get that R/3R ∼ = GL 2 (F 3 ) and under this isomorphism A injects into SL 2 (F 3 ). Since the latter has 24 elements, we find that A ∼ = SL 2 (F 3 ) and it acts transitively on the lines in F 2 3 ; that is, it acts transitively on the set of the cyclic subgroups of order 3. Thus Λ 3 (1) has 1 vertex and 4 loops, and Aut(E) acts transitively on the arrows.
Consider Λ 3 (5). The elliptic curve E has 24 points of order 5, on which Aut(E) acts. No automorphism γ = 1 can fix a point of order 5, because Nm(γ − 1) ∈ {2, 3, 4} and so is prime to 5. Thus, although Λ 3 (5) is rigid, there is a unique vertex in Λ 3 (5) and 4 loops.
If we consider Λ 3 (13) we find 7 vertices. The ring R/13R is isomorphic to M 2 (F 13 ) and the isomorphism can be chosen so that a + bi + cj + dk → a + bi c + di −c + di a − bi , where i = 5 is a square root of −1 in F 13 . One checks that for any endomorphism f in the set {i ± j ± k}, and any unit u, the norm of f − u is not divisible by 13. That means that there are no loops in the graph Λ 3 (13). The calculation of the structure of the graph is laborious; unfortunately, no computer program for that exists at the moment, although there are no theoretical obstructions for writing such a program. We include some drawing of the graphs Λ (1) done with SAGE.
4.3. Properties of supersingular graphs. Although the graphs Λ (N) need not be simple, we do have the following lemma.
Proposition 4.3.1. For fixed p and , there is an effective constant C(p, ) ≥ 4 such that if N ≥ C(p, ) the graph Λ (N) has no loops or multiple arrows, and each arrow has a single label. Furthermore, the girth of the graph Λ (N) goes to infinity with N.
Proof. The assertion concerning single labels is reduced to proving that Aut(E, P) = {1} if N is large enough. We have already shown that this holds for N > 3. Consider now a rational endomorphism γ of E of order r having denominator 1 or , and assume that r is bounded by some constant C. The assertions about the girth and about multiple arrows can both be reduced to showing that for N 0, such γ doesn't preserve any point of order N. Indeed, the reduction is clear for the girth and the denominator is 1 in that case. If we have two arrows f , g : (E 1 , P 1 ) → (E 2 , P 2 ) then g −1 • f is a rational endomorphism of (E 1 , P 1 ) with denominator as g −1 • f = g ∨ • f is an endomorphism.
The fact that γ doesn't preserve any point of order N, if N is large enough, follows from the fact that as r ≤ C there are finitely many such γ's per E, there are finitely many isomorphism classes of supersingular elliptic curves E, and so there are finitely many integers prime to that can divide the prime-to--order of Ker(γ − 1) (this is a well-defined notion). One lets C(p, ) be the maximal of them. If one prefers, one can work with integral endomorphisms alone, replacing the final argument and the reduction step for multiple arrows to integers dividing the order of Ker(γ − 1) or Ker( γ − ).
To make the bound effective, we note that for the purpose of multiple arrows we can assume that r = 0 and γ in that case is an endomorphism of degree such that ( γ − )P = 0. For the purpose of girth, assume that there is a closed cycle of length r and so we get an endomorphism γ of order r such that (γ − 1)P = 0. Now, the norm of γ − 1 is bounded by 4 r (think of γ as complex number of modulos r/2 , then |γ − 1| 2 ≤ (|γ| + 1) 2 ≤ (2|γ|) 2 = 4 r ). For the case ( γ − ) we can bound the norm by 4 2 . Thus, if N > 4 2 there are no multiple arrows in the graph and the girth is at least log (N/4). In particular, there are no loops if N > 4 . Example 4.3.2. Suppose that = 2. An endomorphism γ ∈ End(E) of order 2 defines an embedding Q(γ) → End(E) and Q(γ) is an imaginary quadratic field. The minimal polynomial of γ can only be x 2 + bx + 2 where b = −Tr(γ) and b 2 < 8. Thus, only x 2 + 2, x 2 ± x + 2, x 2 ± 2x + 2 are possible. We have Norm(γ − 1) = (γ − 1)(γ − 1) = 3 − Tr(γ) ∈ {1, 2, 3, 4, 5}. Thus, for N > 5 there are no loops.
The cases of small N's can be analyzed in detail, if desired. Consider for example the case N = 1. Then, in fact, since the only elements of norm two in these fields are, respectively, ± √ −2, (±1 ± √ −7)/2, ±1 ± i and in each case they generate the maximal order, loops arise only at supersingular elliptic curves that admit an embedding of the maximal order of Q( √ −2), Q( √ −7) or Q( √ −1). These quadratic orders all have class number 1 and so there are at most 3 supersingular elliptic curves that admit multiplication by these maximal quadratic orders. That is, for p > 2, the loops are located at 3 vertices, at most, of the graph Λ 2 (1). The actual number of loops could be anywhere from 0 to 4. To be precise, for p > 7 the following holds:
• A multiple arrow produces a rational endomorphism γ of degree 1 and so 2γ is an integral endomorphism of norm 4. We have Norm(2γ − 2) = 8 − 2Tr(2γ) and Tr(2γ) 2 < 4 Norm(2γ) = 16. This shows that if N > 14 there are no multiple arrows.
If a cycle of length r ≥ 1 exists then we get an endomorphism γ of norm 2 r . If γ is an integer then r ≥ α(N). So taking N > 2 r implies that γ is not an integer. Then Norm(γ − 1) = 1 + 2 r − Tr(γ) < 1 + 2 r + 2 (r+2)/2 ≤ 1 + 2 r+1 . Thus, taking N > 1 + 2 r+1 implies that the girth is greater than r.
We next discuss functoriality of the graphs
where (E, dP) r is the unique representative of (E, dP) in Rep(M). If (M, p) is solid then there is a nice map on arrows. In general, however, arbitrary choices have to be made. Consider the set of arrows from (E 1 , P 1 ) to (E 2 , P 2 ) in Λ (N). We would like to send them injectively into the set of arrows between (E 1 , dP 1 ) r to (E 2 , dP 2 ) r in Λ (M). For that we need to choose isomorphisms (E 1 , dP 1 ) ∼ = (E 1 , dP 1 ) r and (E 2 , dP 2 ) ∼ = (E 2 , dP 2 ) r . The second choice is harmless as arrows are now anyway orbits of isogenies under Aut(E 2 , P 2 ), but the first choice inserts non-trivial ambiguity. However, once such a choice is made for each vertex (E 1 , dP 1 ), we get a morphism
and this morphism takes the set of labels of an arrow into the set of labels of its image. We stress that the ambiguity only results from the fact that our arrows are labeled. Otherwise, the choices don't really matter as the arrows from (E 1 , dP 1 ) r → (E 2 , dP 2 ) r are stable under pre-composition by Aut((E 1 , dP 1 ) r ). If (M, p) is solid, the ambiguity is at worst ±1 that can be "moved to the other side" and be absorbed in the action of Aut(E 2 , P 2 ).
Cumbersome as the construction may be, it is really the directed walks of length r in Λ (N) that begin at (E, P) that describe the image of the point (E, P) ∈ X 1 (N)(F p ) under T r , including multiplicities. With this in mind, we make some observations and conjectures about these graphs. We first prove a lemma.
Lemma 4.3.3. Let E = (E, P) be a vertex of Λ (N). Let λ : E → E be an isogeny of degree r . Let E ∈ Rep(N), and : E → E be an isomorphism. Then there is a walk of length r
such that each λ i is a label for the corresponding arrow, and such that −1 λ r ...λ 2 λ 1 = λ.
Proof. Let C r = Ker(λ), and factorize λ as (E,
be a filtration by subgroups with cyclic quotients of order . For each 0 < i < r, let i be an isomorphism
, where E i ∈ Rep(N), such that 0 = id, E r = E , and r = δ. Let ρ i : E/C i−1 → E/C i be the canonical morphism. Since C r is the kernel of λ, we have λ = δρ n ...ρ 1 . This yields a factorization
i−1 is a label for an arrow in the graph Λ (N) from E i−1 to E i , yielding a walk of length r starting at E, ending at E , and such that −1 λ r ...λ 2 λ 1 = λ. (1) Λ (N) is a connected, directed graph of fixed out-degree + 1.
(2) The graph Λ (N) is not bipartite. (3) If N is rigid, every vertex in Λ (N) has in-degree + 1 as well.
Before proving the theorem, we clarify the notion of "bipartite". Let G be a connected directed graph with outgoing degree n, and let G V denote the set of vertices of G. Note that we allow loops and multiple arrows in G. We denote by T the associated Laplacian 2 whose action on the space of functions f :
If we number the vertices G V by v 1 , . . . , v n then n · T is given by an n × n matrix whose ij entry is the number of arrows going from i to j.
It is easy to check that every eigenvalue γ of T satisfies |γ| ≤ 1 and that the eigenvalue 1 appears with multiplicity 1. For example, by considering a vertex α at which an eigenvector f satisfies | f (α)| = max{| f (v)| : v ∈ G V } and the values of f on the neighbours of α.
If G does not contain loops, the notion of being bipartite is clear. We say that G is bipartite if there is a partition G V = L R such that arrows go only from L to R, or R to L. One easily verifies in that case that G is bipartite if and only if −1 is an eigenvalue of T, if and only if G has no closed walk of odd length. If G is allowed to contain loops, we say that G is bipartite if −1 is an eigenvalue of T. In this case one checks that in fact G does not contain loops, again by considering a vertex α at which an eigenvector f satisfies | f (α)| = max{| f (v)| : v ∈ G v } = 1 (without loss of generality) and its neighbours. The only way T( f ) = − f is if at all y such that α → y we have f (y) = −1 and that precludes the possibility α → α. Thus, if G is bipartite it has no loops and therefore has no closed walk of odd length. We conclude that if G has a closed walk of odd length (where a loop is allowed too) then G is not bipartite and −1 is not an eigenvalue of T.
Note that the random walk on G is better described by t T. That is, if τ is a probability distribution on the vertices, given by a column vector with non-negative entries whose sum is 1, then it is t Tτ that gives the distribution on the vertices under the transition probabilities provided by Prob(v i goes to v j )= T ij /n. However, the eigenvalues of T and t T are the same. In particular, the eigenvalue 1 is the largest eigenvalue of t T and it appears with multiplicity 1. The minimal eigenvalue is greater or equal to −1 and occurs iff G is bipartite (if so, it occurs with multiplicity 1 as well).
Suppose that G is not bipartite and let σ the unique stationary distribution t T. By considering the Jordan canonical form of t T one concludes that if f is any probability distribution then t T n ( f ) → σ as n → ∞, in fact exponentially fast.
We now prove Theorem 4.3.4.
Proof. The fact that Λ (N) is directed and every vertex has out-going degree + 1 follows from the construction and the description of the arrows by means of cyclic subgroups of order of the source vertex .
Let G be the algebraic group over Q whose Q points are B 1 p,∞ = {x ∈ B p,∞ : Nm(x) = 1}; it is a form of SL 2 and so G is semi-simple, almost simple, and simply connected. Fix two pairs (E, P 1 ), (E, P 2 ) in Rep(N). Using strong approximation for G relative to the place , we can find an element y of G(Q) that is very close, except possibly at , to the element
where the elements x u , u|N, are chosen to be in SL 2 (Z u ) and such that ∏ u|N x u (mod N) ∈ SL 2 (Z/NZ) takes P 1 to P 2 . (A suitable trivialization of the Tate modules is made so that this statement makes sense.)
The element y is thus integral, except possibly at , and its degree is 1. Replacing y by α(N)m y for a suitable positive integer m, we have proven the existence of an isogeny f : (E, P 1 ) → (E, P 2 ) of degree a power of . We can factor f as a composition of cyclic isogenies of degree and we thus find that (E, P 1 ) is connected to (E, P 2 ) in Λ (N). Combined with the well-known fact that Λ (1) is connected (namely, between any two supersingular elliptic curves over F p there is some isogeny of degree a power of ), one concludes that Λ (N) is connected as well. In fact, we have proven that for all E, and all P 1 , P 2 of exact order N on E, there is a walk of even length from
We now prove that Λ (N) is not bipartite. We first consider the case N = 1. It is enough to prove that there is a closed walk of odd length in Λ(1). By Lemma 4.3.3, this is equivalent to proving that there is an elliptic curve E with an endomorphism of degree r , where r is a positive odd integer. Let E be an arbitrary supersingular elliptic curve, and consider the quadratic form in 4 variables deg : End(E) ∼ = R → Z. We need to prove that deg represents an integer of the form r , for r a positive odd integer. We show that it represents every large enough positive integer prime to p. We will use the fact that the Integral Hasse Principle for a quadratic form on a rank 4 lattice holds for large enough integers that are relatively prime to the discriminant of the quadratic form of the lattice. Since is prime to p, our desired result follows if we prove that the quadratic form deg represents every integer locally. The quadratic form deg is positive definite at infinity. At a finite place v = p, we have an isomorphism R ⊗ Z Z v ∼ = M 2 (Z v ) via which norm corresponds to the determinant, and every v-adic integer can be represented as a determinant. At p we have R ⊗ Z Z p ∼ = R which has a model
where the degree map sends the above element to aa σ − pbb σ . By local class field theory, the norm map W(F p 2 ) × → Z × p is surjective. Therefore, all elements of Z p of even valuation are norms of the form aa σ , and all those with odd valuations are norms of the form −pbb σ . This ends the proof that Λ (1) is not bipartite.
We now prove the result for general N. We show again that Λ (N) has a closed walk of odd length. Let (E, P) be a vertex. Let γ : E → E be an isogeny of degree r with r odd as in the previous paragraph. By Lemma 4.3.3, this isogeny provides us with a walk of odd length from (E, P) to (E, P ), where (E, P ) ∈ Rep(N) is isomorphic to (E, γ(P) ). In proving the connectivity of the graph, we have shown that there is a walk of even length from (E, P ) to (E, P). Composing these walks, we obtain a closed walk of odd length starting and ending at (E, P). This proves that Λ 1 (N) is not bipartite.
Suppose now that (N, p) is rigid. By counting, it is enough to show that every vertex (E, P) has in-degree at least + 1. Let C 1 , . . . , C +1 be the subgroups of order of E and π i : E → E/C i the canonical morphism. Let ρ i : E/C i → E be the unique isogeny such that
adjusting ρ i by the unique implied isomorphism ρ r i ), we find + 1 arrows leading into (E, P); to wit,
We claim that these are distinct arrows. If not, for some i = j we have (E/C i , α(N)−1 P mod C i ) ∼ = (E/C j , α(N)−1 P mod C j ) and, under this (unique) isomorphism, ρ i = ρ j . But then, as π i • ρ i = [ ], also π i = π j , and that implies that C i = C j .
Dynamics implications.
The normalized adjacency operator T = 1 +1 T , where T is the adjacency matrix of Λ (N), in essence its Laplacian, is in a precise sense a matrix representing the action of Hecke operator T on the supersingular locus of X 1 (N)(F p ). We can also view it as a time-homogeneous irreducible Markov chain on the set of vertices; as such, every distribution (such as the distribution δ v supported on a single vertex v) converges exponentially fast to the unique stationary distribution. The expansion property of Λ (N), namely, the gap between the eigenvalue 1 and the maximum of the absolute value of the additional eigenvalues provides more precise information on the rate of convergence, but, in any case, the convergence is exponentially fast. Note that if the graph were bipartite then the point distributions would not converge under 1 +1 T . However, if we consider the distributions gained from At any rate, we deduce that we may reduce the study of the dynamics of the Hecke operator T to its dynamics on a single object E = (E, P), that is, on a single residue disc sp −1 (E) in X 1 (N)(C p ).
To make this precise, we introduce some further constructions. In addition to fixing p, , N, fix now an object E = (E, P), where E is a supersingular elliptic curve, and P is a point on E of exact order N. Let R = End F p (E).
Recall that if h is an arrow from E 1 = (E 1 , P 1 ) to E 2 = (E 2 , P 2 ) in Λ (N), then h is an orbit under the action of Aut(E 2 ) on the set of degree isogenies from E 1 to E 2 that take P 1 to P 2 . Elements in this orbit are called labels for h. By a labeled walk in the graph Λ (N), we mean a walk with a choice of label for each arrow in the walk. In other words, if ω is a labeled walk, and if h is an arrow from E 1 to E 2 occurring in the corresponding walk, then ω includes the data of a label λ : E 1 → E 2 taking P 1 to P 2 belonging to the orbit of isogenies determined by h. For two closed labeled walks ω 1 and ω 2 starting and ending at a vertex E, their composition ω 2 • ω 1 is the labeled walk obtained by traversing ω 1 followed by ω 2 . We introduce the following notation:
• Ω(Λ (N), E) denotes the semigroup of non-empty oriented labeled closed walks in Λ (N) starting (and ending) at E.
• Given an element of ω ∈ Ω(Λ (N), E), by composing the labels of the arrows occurring in ω in the order in which they are traversed, we get an elementω ∈ R; as ω has norm a power of , we have ω ∈ R × . • H N (E) + is the semigroup in R × which is the image of Ω(Λ (N), E) under the above association. Let H N (E) − be the semigroup in R × generated by{(ω) −1 : ω ∈ Ω(Λ (N), E)}, and let H N (E) be the subgroup of R × generated by Corollary 4.3.6. H N (E) is the group of rational endomorphisms f of E such that deg( f ) = r , r ∈ Z, and f (P) = P.
Proof. One inclusion is clear: elements of H N as defined have that property. For the other, note that for f with that property, g := α(N)m f is an (integral) endomorphism for m 0 that satisfies g(P) = P. The resut now follows since α(N) is in H N (E).
From this point on, we fix E = (E, P) in Rep(N), and simplify the notation by dropping E from the noation:
If N = dM, we drop (E, dP) from the notation; for example, we have
It follows easily from the definitions that the following diagram is commutative and its arrows are homomorphisms that have the indicated properties. In the diagram, M|N.
, then the pair (1, p) is solid. In particular, f → f ∨ defines a one-one correspondence between Hom(E, E ) and Hom(E , E), for any two supersingular elliptic curves E, E . Therefore, we can, just as in the ordinary case, define an undirected graph Λ ud (1) by identifying an arrow corresponding to f with the reverse arrow corresponding to f ∨ . Note that when f = f ∨ the corresponding loop in Λ ud (1) is considered with multiplicity 2. Proposition 4.3.7. The following hold:
(1) The group H N (resp., G N ) is a finitely-generated finite-index subgroup of H (resp., G ).
(2) The groups G N are highly non-commutative. To be precise: Proof. To show that the groups G N are finitely generated, we will produce a finite set of generators. First, we prove two lemmas. Lemma 4.3.8. Let E 1 = (E 1 , P 1 ) and E 2 = (E 2 , P 2 ) be vertices of Λ (N). Let λ : E 1 → E 2 be an isogeny of degree m for some m > 0. There is an isogeny 
Proof. Define η λ := x λ ∨ , where x is the smallest nonnegative integer such that α(N)|(m + x). We have deg(η λ ) = m + 2x ≤ m + 2(α(N) − 1). We also have η λ • λ = x+m , and η λ (P 2 ) = x ( m P 1 ) = P 1 , as desired.
We now prove the finite generation of G N = G N (E). Let v(N) denote the number of vertices in Λ (N). For a labeled walk ω, we let (ω) denote its length. We prove that the finite set Gen = {ω : ω closed labeled walk starting at E of length ≤ 2α(N) + 2v(N) − 3} generates G N . Let ω ∈ Ω(Λ (N), E), and consider the elementω ∈ G N . Let ω be comprised of vertices E 1 = E, E 2 , ..., E n , E n+1 = E, and arrows h i from E i to E i+1 , each equipped with a label. For each 2 ≤ i ≤ n, let ω i denote a labeled walk from E 1 to E i of length at most v(N) − 1 (These exist since Λ (N) is connected). Then,ω =h n · · ·h 1 can be written as a product
in which each factor is clearly in Gen. This proves that G N is finitely generated.
Next, we assume p ≡ 1 (mod 12), and consider the graph Λ ud (1). A closed path in the graph traversing the vertices E, E 1 , . . . , E n = E produces a well-defined element of G ; the point being that a path traverses the vertices in a prescribed order and so distinguishes the elements in the pair { f , f ∨ }, while the ± ambiguity washes away in G . As homotopy of cycles is based on the relation ω 1 f ∨ f ω 2 ∼ ω 1 ω 2 , we get a well-defined homomorphism π 1 (Λ ud (1), E) → G . The factorization method we have indicated above produces a map G → π 1 (Λ ud (1), E) that is the inverse map.
In the general case we have no recourse but to use different methods as the trick of going back and forth between the graph Λ (N) and G N runs into difficulties, because the graphs are oriented. We prove first that G is highly non-commutative even if p ≡ 1 (mod 12)
As we have remarked before, for every integer r that is sufficiently large the quadratic form
Being a quadratic form in 4 variables one knows (cf. proof of Theorem 4.3.4) that the representation number of r is of the order of magnitude of r .
3 On the other hand, taking r odd, any representation of r = Norm(t) defines a quadratic subfield Q(t) of B p,∞ in which r is a norm of an integral element. However, the number of representations of r in a quadratic field is at most 6r; for example, if ( ) = L 1 L 2 splits in Q(t) and each L i is a principal ideal L i = (v i ) then we get all such representations as Norm(uv a i ) r−2a where u is a unit, 0 ≤ 2a < r and i = 1, 2. Any other case leads to a smaller number of representations. As the number of elements of norm r in R is much larger than r if r is sufficiently large, we conclude that these solutions must fall into different quadratic fields {K i } c(r) i=1 of B p,∞ , that may be abstractly isomorphic, with c(r) → ∞ with r. Each K i contains at most 6r solutions t i,j . Furthermore, since r is odd, the elements t i,j in K i are never integers. Thus, for i = i an element t i,j does not commute with any element t i ,j .
Denote by H 1 [N] the subgroup of H 1 composed of elements whose action on the N-torsion points of E is trivial. Then, Finally, we address the issue of abundance of mutually non-commuting elements in H N . For a given N, take T an integer large enough (e.g. the order of GL 2 (Z/NZ)) such that x T ∈ H N for every x ∈ H . Given C > 0, choose a positive integer r such that there are more than C pairwise non-commuting elements of the form t i ∈ K i . Then t T i are still non-commuting (as t T i ∈ K i \ Q) and now lie in H N . 4.4. Study of the groups H N , G N and their closures. For later purposes, we are interested in the structure of the groups H N and G N . We view these groups as subgroups of GL 2 (Q q ) and PGL 2 (Q q ), respectively, and also view R and R × using the following model:
Here σ is the Frobenius automorphism of W(F q ). Note that R is a compact subring of M 2 (Q q ) and R × a compact subgroup of GL 2 (Q q ). We let H N be the Zariski closure of H N in GL 2 (Q q ) and G N the Zariski closure of G N in PGL 2 (Q q ).
Proposition 4.4.1. The Zariski closures satisfy H N = GL 2 (Q q ) and G N = PGL 2 (Q q ).
Proof. The proof is a combination of the following lemmas together with Proposition 4.3.7.
Lemma 4.4.2. A Zariski closed connected subgroup of SL 2 containing two non-commuting semi-simple elements whose commutator is semisimple is equal to SL 2 .
Proof. It is enough to prove that over an algebraic closure. In that case, the classification of algebraic subgroups of SL 2 is easy. Besides the trivial group, their connected components are, up to conjugation, the upper unipotent subgroup 1 * 0 1
, the upper Borel subgroup
, and the group SL 2 itself. The only group in this list that admits two noncommuting semi-simple elements with a semi-simple commutator is SL 2 .
Lemma 4.4.3. A Zariski closed connected subgroup Z of GL 2 containing two non-commuting semisimple elements, whose commutator is a semi-simple non-central element, is equal to SL 2 or GL 2 .
Proof. Again, it is enough to work over an algebraic closure, where PGL 2 = PSL 2 . The imageZ of Z in PGL 2 then contains at least two non-commuting semi-simple elements whose commutator is semi-simple. The connected component of the preimage Z ofZ in SL 2 would therefore also contain two non-commuting semi-simple elements whose commutator is semisimple. Therefore, Z = SL 2 and hence Z → PSL 2 is surjective and Z ∩ T = {1} or T, where T is the central torus. It follows that Z = SL 2 or GL 2 .
Lemma 4.4.4. Every element of B p,∞ ⊂ GL 2 (Q q ) is semi-simple.
Proof. Such an element can be written as a matrix a pb σ b a σ . The discriminant of the characteristic polynomial is (a − a σ ) 2 − 4pbb σ . By considering valuations we see that it can vanish only when a = a σ and b = 0, in which case the element is semi-simple too.
We now put everything together. Let H N be the Zariski closure of H N in GL 2 (Q q ). Dynamics implications. Assume that N is solid. As we have explained, to a large extent, the understanding of the dynamics of T on the supersingular discs in X 1 (N) is reduced to understanding the action of H
However, in a natural way, this is related to the action of H + N on D(E), where D(E) is the residue disc of E in X 1 (1). Using deformation theory, the precise relation is the following. LetD stand for formal deformation space:
We remark that the automorphisms {±1} always act trivially onD(E, P), and so the subtlety is only at vertices (E, P) such that j(E) = 0, 1728. Now, by Serre-Tate, the formal deformation space of E is the same as the formal deformation space of its p-divisible group E[p ∞ ] and, by Tate, this is the same as the formal deformation space of the formal group E of E. As we shall see and prove later, there are three, a priori different, ways to define the action of H N on these deformation spaces that are, a posteriori, all the same.
One of these actions is through the geometry of the modular correspondences. As discussed previously, the operator T induces isomorphisms of residue discs, which, in turn, induces isomorphisms of our fixed residue disc by elements of H N . We can view the formal deformation space as representing the functor F on complete local Noetherian W(F q )-algebras R with residue field k, R → F (R) = {(E , ϕ)}/isom., where E is a p-divisible group over Spec(R), and ϕ :
The group Aut(E[p ∞ ]), of which H N is a subgroup, acts on the universal deformation space via its action on the functor:
The third action will be described in the process of reviewing the work of Gross and Hopkins, and at that point the equivalence of the actions will be proven as well.
4.5. The work of Gross and Hopkins. In this section we review some of the work of GrossHopkins [HG] , specializing to cases of particular interest to us. 4.5.1. The ideal disc. Let A = Z p . Gross-Hopkins study one-dimensional connected p-divisible groups through one dimensional formal A-modules. In [HG, p. 31] Gross-Hopkins construct a very particular universal typical A-module F of height n over the ring
The case that would interest us most is n = 2, but for now we stick with the general case. We letF denote the reduction of F modulo the maximal ideal of Z p [[u 1 , . . . , u n−1 ]]; it is a formal A-module of dimension one and height n over the field F p , and, as in [HG] , we let F 0 be the specialization of F to a formal A-module over A obtained by specializing all the u i to 0. Clearly,
Consider the functor F on the category of complete local noetherian A-algebras (R, m R ) with p ∈ m R , k R : = R/m R , given by
Here, we say G/R and G /R are -isomorphic if there is an isomorphism G ∼ → G which reduces to identity modulo the maximal ideal of R. This functor is representable by A[[u 1 , . . . , u n−1 ]], and F is a universal object over it [HG, p. 45] . We make a few remarks that are not hard to check.
Remark 4.5.1. (1) Recall the functor F , on the same category, taking R to
(technically, we have defined this functor for p-divisible groups, but the equivalence is clear). Then F is naturally equivalent to F (use [LT, Proposition 3.3] , or see Proposition 4.5.2 below). There is a clear Aut(F)-action on the functor F . Below, we will discuss the corresponding action on the functor F .
(2) If k ⊇ F P is a finite field extension, then W(k )[[u 1 , . . . , u n−1 ]] represents the restriction of the functor (F , or F ) to the subcategory of W(k )-algebras.
Let A n = W(F p n ); it is an unramified extension of Q p of degree n that contains all p n − 1 roots of unity. From the specific definition of F given in [HG] , it follows that F 0 ⊗ A A n has an action of A n such that
[ζ](x) = ζ · x, ζ ∈ µ p n −1 . This induces an action of A n on F ⊗ F p n , making it into an A n -module of height 1, with an induced embedding j n : A n → End(F ⊗ F p n ).
The image of j n along with the Frobenius morphism ϕ generate End(F ⊗ F p n ). Indeed, we have
with ϕ n = p, and ϕa = a σ ϕ, for a ∈ A n , where σ denoted the lift of Frobenius morphism of F p n to A n . The center of End(
and its center is A × n . Following the point of view of [HG] , but with different notation, let α/F p be theétale group scheme with
that becomes constant over F p n , and
As in [HG] we shall also promote it to anétale group scheme over A with
. . , u n−1 ]] is already described in [LT] as follows: Given b ∈ α(F p n ), represented by the power series Proof. Let R be a ring in the category and C a -equivalence class of formal groups over R; let G ∈ C be a representative. As G mod m R is literallyF, we associate to it the isomorphism class of (G, id) . This isomorphism class is independent of the choice of G. Indeed, if G 1 ∈ C then there is a -isomorphism β : G → G 1 ; as β mod m R is the identity map, β is isomorphism (G, id) ∼ = (G 1 , id). This gives us a well defined map F (R) → F (R). It is immediate that this map is functorial in R, and so we obtain a morphism of functors
We claim that this morphism is an equivalence of categories that is equivariant for the group action of α(F p n ). Let us begin with the equivariant property. Let b ∈ α(F p n ) and h, β(b), etc be as discussed above. The formal group law F satisfying F (h(x), h(y)) = h (F(x, y) ) clearly has the property that
Now, as β(b)F F , and β(b) mod m R = id, the equation shows the equivariance property
(Here we adopted the point of view that for a formal group law F(x, y), Aut(F) are power series , y) ) and the group law is composition of power series b · c = b(c(x)).) Our argument is essentially [HG, Proposition 14.7] .
As [HG] remark, every formal group is isomorphic to a Z p -typical formal group and so the essential surjectivity of F * → F follows. It remains to show isomorphism on the level of morphisms. But this is, in fact, trivial as for every homomorphism of rings β : R → S both functors have uniquely associated morphisms F * (R) → F * (S) and F (R) → F (S), that are just specialization of the coefficients defining the group laws.
We get an injective homomorphism
It induces an action of α(A n ) on the formal schemeX = Spf(A n [[u 1 , . . . , u n−1 ]]) and on the associated rigid space
In [HG, Proposition 14 .13] we find that if R is a complete local noetherian A n -algebra, and x ∈ X(R) with corresponding formal group law F x , then the orbit of x under α(F p n ) is
Orb(x) = {y ∈X(R) : F x ∼ = F y over R} (note that this is, of course, an isomorphism and not a -isomorphism) and
Before going further, we recall some facts about canonical and quasi-canonical liftings.
4.6. Canonical and quasi-canonical liftings: the supersingular case. We consider now the case n = 2. Our main interesting in this section is in points x ∈ X that have a large endomorphism ring. They are tightly linked to dynamical aspects of the action of Aut(F) on X, as we shall see. We consider points x ∈ X such that End(F x ) Z p . In this case, End(F x ) is an order in a quadratic field extension of Q p . Up to isomorphism there are finitely many such fields; they are in bijection with the non-identity elements of
p . Thus, there exists a unique such unramified field and, in addition, 2 ramified extensions if p > 2, 6 ramified extensions if p = 2. Fix models {K i } = {K 1 , . . . , K r } (r = 3 or 7) for these fields and for K ∈ {K i } denote the ring of integers by O K . Let {1, γ K } be the automorphism group of K/Q p . Thus, 4.6.1. We can first classify x according to the field K i ∼ = End 0 (F x ). We will call that field K x . 4.6.2. Fix then K ∈ {K i } and consider points x such that K x ∼ = K. We have then
and we call the non-negative level s = s x the level, or conductor, of x. Choose an isomorphism ι x ,
It is unique up to composition with γ K ; when we want to refer to the pair of embeddings we shall write ι ± x . It induces an embeddinḡ
Lemma 4.6.1. The embeddingῑ x extends uniquely to an embeddingῑ : O K → End(F) = R. Thus, any embeddingῑ x comes from "optimal embedding".
Proof. The order R consists of all integral elements of B. Equivalently, R consists of all integral elements of all quadratic subfields embedded in B.
4.6.3. Thus, to x we can associate an optimal embeddingῑ =ῑ x : O K → R, K = K x , that is uniquely determined by x, up to pre-composition by Aut(K x ) = {1, γ K x }. In particular, the image ofῑ x depends on x only.
4.6.4. It follows from [Gro1] that for any choice ofῑ : O K → R there exists qc(K, s) points of level s that we denote
The function qc(K, s) is independent ofῑ and is given by the following:
Remark that althoughῑ andῑ
4.6.5. We recall briefly Gross' construction of these points. Let F be a formal group lifting (F,ῑ : O K → End(F)); F is unique, by the results of Lubin-Tate. Let T F denote the p-adic Tate module of F . Then T F ⊗ Z p Q p is a K-vector space of dimension one. Any sub Z p -module,
with T/T F finite, gives rise to a finite subgroup C T of F (Q p ) of some order p n and for every such subgroup we can form the quotient formal group F T := F /C T ; it lifts the "twisted" formal group F (p n ) , which is in fact canonically F, as F is defined over F p . We have
which is an order in K, equal to O K s for some s ≥ 0. It defines a point x ∈ X and an isomorphism ι x : O K s → End(F T ). By virtually the same method, but now starting with T that is only a module for O K,s and choosing an over-lattice that is stable under O K , we see that every point in QC(ῑ, K, s) arises this way. The formal groups F T 's obtained this way were called by Gross the quasi-canonical lifts of F with respect toῑ.
Caution:
Note that what Gross calls a quasi-canonical lift x of level s is a point of QC(ῑ, K, s) if s is even, and a point of QC(ϕῑϕ −1 , K, s) if s is odd, where ϕ :F →F is the Frobenius morphism. This is due to the "twist", mentioned above. Nonetheless, the result about qc(K, s) quoted from [Gro1] is valid, as ϕῑϕ −1 is an embedding O K → R as well.
4.6.6. The sets of points we have defined enjoy an action of B × . As R is the collection of all integral elements of B, it is stable under conjugation by B × and an element γ ∈ B × induces, for any K and s, a bijection QC(ῑ, K, s)
Since it is R × = Aut(F) that acts on X, we are interested in the action of R × . Consider the surjective homomorphism ν := ord • Nm :
where Nm is the reduced norm and ord is p-adic valuation. In the model a pb σ b a σ , ν = ord • det and so we see that R × = Ker(ν) and B × /R × ∼ = Z. As by Skolem-Noether B × acts transitively on the set of embeddingsῑ : K → B (they are all optimal), the orbits of R × on the set of these embeddings are in bijection with B × /R × · Cent B × (ῑ(K)) = B × /R × ·ῑ(K × ). As ν| K = Nm K/Q p we find that the R × -orbits in the set of optimal embeddings O K → R are in bijection with Z/ord(Nm(K × )). Therefore:
• If K/Q p is ramified, Aut(F) acts transitively on the set of embeddingsῑ : O K → R. In this action, the centralizer Cent(ῑ) isῑ(K × ) and the normalizer satisfies Norm(ῑ)/Cent(ῑ) ∼ = {1, γ K }, where the non-trivial class indeed induces γ K by its conjugation action. We remark that this persists also when we take the normalizer and centralizer in R × .
• If K/Q p is unramified, there are two orbits for the action of R × on the set of embeddings 
If, on the other hand, b has infinite order in R × /Z × p and x ∈ X is a periodic point of length r, say, then x is a fixed point of β(b r ). Note that there are two embeddings associated to b r ,
where K ∈ {K i } is the unique field isomorphic to Q p (b r ) = Q p (b) and s = s(b r ) is the level. We therefore temporarily direct out attention to fixed points.
If so, End(F x ) is an order of conductor s x ≤ s(d). Furthermore, the associated pair of embed-
where
We return to periodic points, and assume b 2 ∈ Z × p . Note that sup{s(b r ) : r ≥ 1} = ∞. We therefore conclude,
and the abuse of notationῑ b =ῑ b r is justified.
4.6.9. Fix nowῑ :
acts on QC(ῑ, K, s). It follows from [HG] , loc. cit., that this action is transitive. Moreover, by the above,
). The cardinality of this quotient is easy to calculate and gives (1).
4.6.10. We can draw some immediate conclusions. (1) Φ is a morphism of rigid spaces that isétale and surjective.
(2) Φ is equivariant for the action of α(A 2 ), where α(A 2 ) is identified with the matrices { 4.7.1. Reduction to the ideal disc. The formal group of a supersingular elliptic curve E/k, k a finite field of characteristic p, is a height 2 formal Z p -module over k, hence isomorphic toF over F p . As we have remarked (Lemma 4.2.3), and indeed used in our construction of the graphs Λ (N), such E has a unique model E 1 over F q with ϕ 2 = p, where ϕ :
1 is the Frobenius morphism.
Thus, for the purpose of studying the dynamics of T , we may assume that the superspecial points are all of the form (E, P) where E is the specified model over F q . Now, the formal group E of such E is a height 2 formal Z p -module with Frobenius satisfying ϕ 2 = p, just like the formal groupF of § 4.5.1. By [Haz, Proposition 24.2.9] , because E and F ⊗ F q have the same characteristic polynomial (namely, their Frobenii over F q solve the same polynomial, viz., x − p), the two formal groups are actually isomorphic over F q .
Corollary 4.7.1. Let E be a supersingular elliptic curve defined over a finite extension k of F q , and P a point of exact order N on E. Then E has a unique model E 1 over F q whose Frobenius endomorphism ϕ satisfies ϕ 2 = p. The formal group E 1 is isomorphic toF over F q . Fix such an isomorphism. Then the universal deformation space of E = (E, P) andF become isomorphic after base change to W(k). The rigid space associated to it X E is Spf W(k) [[u] ]. This space inherits thus an action of α(A 2 ) and an equivariant period map Φ :
, as well as a base point 0 corresponding to the unique A 2 -formal module lifting E. It also agrees with the unique elliptic curve lifting E with its CM by A 2 .
Before discussing the applications to dynamics of singular moduli we make the following observation.
Lemma 4.7.2. Let K be a quadratic imaginary field in which p is either inert or ramified. Let E/Q p be an elliptic curve with CM by an order of K of conductor prime to p. Then Q p (j(E)) is a finite extension of Q p of ramification index at most 2. In fact, if p is inert in K, Q p (j(E)) is at most a quadratic unramified extension of Q p , while if p is ramified in K, Q p (j(E)) has degree dividing 4 over Q p .
of α(A 2 ) on D -and in particular on such singular moduli -we may as well study the action of α(A 2 ) on U. The difficulties are two-fold:
(1) The morphism Φ is very complicated. See [HG] equations (25.6), (25.7), for explicit formulas for Φ. It is therefore very difficult to translate the action of α(A 2 ) on P 1 , which is rather straightforward, to explicit formulas for its action on D.
(2) The group H N ⊆ α(A 2 ) is essentially unknown in the model { a pb σ b a σ } ⊂ GL 2 (Q q ). The problem is finding the representation of very specific endomorphisms of E, those that act trivially on the N-torsion point P used to define H N and have norm a power of , on H 1 cris (E/W(F p )) in the basis that we have chosen for it. Nonetheless, some insight may be gained about the nature of the closure of orbits by methods from ergodic theory, as we shall see below.
4.8. Ideas from ergodic theory. We have defined above the semigroup H + N , and we now view it as a semigroup contained in GL 2 (Q q ). We let Γ N,µ be the closure of H + N in GL 2 (Q q ) in the p-adic topology. Note that Γ N,µ is compact as it is contained in GL 2 (Z q ). Let K be a finite extension of Q q . Then Γ µ acts on D(K) and P 1 (K). The action of Γ N,µ , and in fact of α(A 2 ), has the following interesting property.
Lemma 4.8.1. Let K be a finite extension of Q p ; α(A 2 ) acts as isometries of U(K).
Proof. Let x, y ∈ U(K); that is, x, y ∈ K, and val(x) and val(y) are positive. Let γ = a pb σ b a σ be an element of R × , which we identify with α(A 2 ). We need to show val(γx − γy) = val(x − y).
One finds that
γx − γy = (x − y)(aa σ − pbb σ ) (bx + a σ )(by + a σ ) .
The denominator, as well as the factor aa σ − pbb σ , are units and the assertion follows.
A Γ N,µ -minimal set of P 1 (K) is a Γ N,µ -invariant non-empty closed set, minimal relative to these properties. Proposition 4.8.2. The following holds:
(1) Every Γ N,µ -minimal set S has the form Γ N,µ · f for some f ∈ P 1 (K). Furthermore, Γ N,µ · f = H + N · f . (2) For every f ∈ U(K), Γ N,µ · f is a Γ N,µ -minimal set.
Proof. First note that for any f we have that Γ N,µ · f is closed -in fact, compact -because Γ N,µ is compact and the action of GL 2 (K) on P 1 (K) is continuous.
If S is minimal, pick any f ∈ S, then Γ N,µ · f ⊆ S is closed and Γ N,µ -invariant, hence equal to S. To prove the rest of (1), one proves that H The proof of (2) proceeds as follows. Using (1), it is enough to show that for all γ ∈ Γ N,µ , f ∈ Γ N,µ γ · f .
We claim that it is enough to show that there are elements g i ∈ Γ N,µ such that g i γ → 1. Indeed, then g i γ · f → f and so f ∈ Γ N,µ γ · f . First note that Γ N,µ /(Γ N,µ ∩ (I 2 + pM 2 (Z q )) ⊆ GL 2 (Z q )/(I 2 + pM 2 (Z q )) ∼ = GL 2 (F q ).
The right hand side is a finite group and so there is a positive integer c such that γ c−1 γ ≡ I 2 (mod p). Let s = γ c and let g i = s p i −1 γ c−1 . Then g i γ = s p i → 1 as i → ∞.
The proof that G N is finitely generated in fact supplied us with elements {γ 1 , . . . , γ t−1 } in H + N that generate H + N as a semigroup, up to powers of α (N) . Note that there is no canonical choice of such elements, though we chose the generating set to be the set of all elements of H + N obtained from closed labeled walks of explicitly bounded length. We now also add a closed labeled walk γ t such that the associated endomorphism is α (N) . It follows that {γ 1 , . . . , γ t−1 , γ t } generate the group H N . Having picked {γ 1 , . . . , γ t } thus, let µ be the atomic measure of GL 2 (Q q ) supported at the set of the γ i . Namely,
(To ease notation, we have not indicated the dependence of µ on N and the γ i .) Let Γ N,µ the smallest closed semigroup such that µ(Γ N,µ ) = 1. As for every unit u ∈ Z p , u −1 is a limit of positive powers of u, and as α(N) is one of the generators of H Proof. It is enough to show that Γ N,µ contains H N , or, for that matter, that γ −1 i ∈ Γ N,µ for every i. Using arguments similar to those in the proof of Proposition 4.8.2 one finds a sequence of elements g i in H + N such that g i γ → 1 and one concludes that in fact g i → γ −1 . Let G N,µ be the Zariski closure of Γ N,µ in GL 2 (Q q ). As Γ N,µ ⊇ H N , Proposition 4.4.1 implies that G N,µ = H N = GL 2 (Q q ) and is in particular reductive. We may therefore apply the results of Benoist and Quint [BQ] and conclude the following. Note that ∑ n k=0 µ * k * δ x is nothing but the images of x, counted with multiplicities under the composition of up to n-automorphisms of the form γ −1 1 , . . . , γ −1 t . This theorem is the meausretheoretic manifestation that the orbit of x is "well-distributed" in the closure of its orbit. Note that while the measure depends on the choice of generators, the support of the measure, i.e. Γ N,µ , does not. Thus, whatever "branches" of the Hecke operator T we choose, the orbit is well-distributed in its closure that depends only on H N . While the theorem above can viewed as a non-commutative analogue of the weak law of large numbers, the next result is the analogue of the strong law of large numbers.
Theorem 4.8.5. For every x ∈ U(K) for almost all sequences γ = (γ i n ) ∞ n=1 , γ i n ∈ {γ 1 , . . . , γ t }, the measure exists and is a µ-stationary µ-ergodic probability measure. Furthermore, ν x = ν x,γ dγ.
Question.
Is it the case that ν x,γ = ν x almost surely? We remark that this is not something one would expect in general; counterexamples exists already for the semigroup of real matrices generated by the two matrices α 0 0 1 and α+1 α−1 α−1 α+11 for particular choices of α ≥ 1.
4
The final result we draw from [BQ] is the following. We finish our discussion with the following question.
Question. What can be said about the groups Γ N,µ ? Is it the case that Γ N,µ \α(A 2 )/B contains only finitely many double cosets? (that would be the case were Γ N,µ of finite index in R × .) 4.9. Final comments. We make a few further comments; in addition to the questions posed above, they raise several issues that we hope to settle in future work.
First, our definition of Γ N,µ initially depended on the choice of the measure µ, which, in turn, depends on the choice of generators {γ 1 , . . . , γ t }. While it is not clear to us to what extent the limit measures (4), (5), depend on this choice, Lemma 4.8.3 shows that Γ N,µ does not. Second, our definition of H N depends on the choice of base point E. Suppose that we pick another base point E and denote its group by H N . As Λ (N) is connected we can pick an isogney f : E → E of degree r , say. Then f H N f −1 are rational endomorphisms of E that preserve P 1 . For a suitable power k , k a positive multiple of α(N), k f H N f −1 is a subset of H N . But note that then we have f G N f −1 is a subgroup of G N . In the same vain, we get that f −1 G N f is a subgroup of G N . Thus, as subgroups of PGL 2 (Q q ) the subgroups G N and G N are conjugate, which essentially shows that our analysis is really independent of the choice of elliptic curve.
Third, we have to address the situation in the non-solid case. For example, in the case N = 1 and p ≡ 1 (mod 12). The analysis gets more complicated when p = 2 or 3 and so for simplicity we shall assume p ≥ 5.
Our method was to reduce the study of the dynamics of T to the study of the action of Γ N,µ on the disc U(Q q ) ∼ = D(Q q ). The difference now is that we have a diagram as follows. The vertical arrows correspond to taking the quotient by the action of the RAut(E) -a group that we define as Aut(E) if −1 ∈ Aut(E) and as Aut(E)/{±1} if −1 ∈ Aut(E). For example, for N = 1 and p ≥ 5, RAut(E) is trivial, except if p ≡ 3 (mod 4) where it is a group of order at most 2, or p ≡ 2 (mod 3) where it is a group of order at most 3. Even in those cases, there is an isomorphism D/RAut(E) ∼ = D such that the quotient map is x → x 2 , respectively x 3 .
Denote the generators for the non-trivial reduced automorphism groups in these cases by i, ω, respectively. In fact, this is even more clear on the level of U. We may, in the cases where Aut(E) is not trivial, and p ≥ 5, assume that the isomorphisms are chosen so that Z[i] ⊗ Z Z p = A 2 , or Z[ω] ⊗ Z Z p = A 2 . Then, the automorphisms are simply given by i 0 0 −i , respectively, ω 0 0 −ω . We thus, need to deal with the dynamics of
where n = 2 or n = 3. This is a rather straightforward analysis at this point.
