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COMPLETELY COARSE MAPS ARE R-LINEAR
BRUNO M. BRAGA AND JAVIER ALEJANDRO CHA´VEZ-DOMI´NGUEZ
Abstract. A map between operator spaces is called completely coarse
if the sequence of its aplifications is equi-coarse. We prove that all com-
pletely coarse maps must be R-linear. On the opposite direction of this
result, we introduce a notion of embeddability between operator spaces
and show that this notion is strictly weaker than complete R-isomorphic
embeddability (in particular, weaker than complete C-isomorphic em-
beddability). Although weaker, this notion is strong enough for some
applications. For instance, we show that if an infinite dimensional op-
erator space X embeds in this weaker sense into Pisier’s operator space
OH, then X must be completely isomorphic to OH.
1. Introduction
Throughout, K is either R or C. Recall that a (concrete) K-operator
space is a closed subspace X of B(H), where H is a K-Hilbert space and
B(H) denotes the C∗-algebra of all bounded K-linear operators on H. This
naturally induces a norm on each of the spaces Mn(X) of n × n matrices
with entries in X, inherited from the identification Mn(B(H)) = B(H
n)
where Hn is the Hilbert space given by the direct sum of n copies of H
endowed with the ℓ2-sum norm. The theory of C-operator spaces is by now
very well-developed as a (noncommutative) quantization of Banach spaces,
see e.g. [ER00, Pis03]. The theory for R-operator spaces has not received as
much attention, but a number of important results from the complex case
also hold in the real one: see [Rua03c, Rua03b, Sha14].
If X and Y are K-operator spaces and f : X → Y is a (not necessarily lin-
ear) function, its amplifications are the functions fn :Mn(X)→Mn(Y ) that
are defined by applying f entry-wise. The morphisms between K-operator
spaces are the completely bounded maps, that is, K-linear maps f : X → Y
with finite completely bounded norm ‖f‖cb := supn ‖fn‖. Amplifications of
nonlinear maps have also been considered for a long time: classical results of
Schoenberg and Rudin [Sch42, Rud59] characterize functions on R which are
completely positive, that is, whose amplifications map positive-semidefinite
matrices to positive-semidefinite matrices.
In the last 20 years or so, the nonlinear geometry of Banach spaces has
increasingly attracted the attention of many Banach space theorists (see,
e.g. the surveys [Kal08, GLZ14] and references therein), hence it is natural
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to search of an “appropriate” theory for the nonlinear geometry of operator
spaces. With this goal in mind, Sinclair together with the first named au-
thor have considered amplifications of various types of nonlinear maps from
a metric perspective [BS19]: a map f : X → Y between operator spaces
is called completely Lipschitz (resp. completely uniformly continuous, com-
pletely coarse) if the family of all its amplifications is equi-Lipschitz (resp.
equi-uniformly continuous, equi-coarse), see Section 2 for the precise defini-
tions.
The objective of this note is to show that the approach of [BS19] does
not give rise to a genuine nonlinear theory of operator spaces. Precisely, the
following is the main theorem of this paper.
Theorem 1.1. Let X and Y be K-operator spaces, and let f : X → Y be
completely coarse. If f(0) = 0, then f is R-linear.
Therefore, if K = R, then the class of completely coarse maps is precisely
the class of completely bounded operators and, if K = C, the complex
structures of the operator spaces is the only restriction for completely coarse
maps to be linear.1
Continuing the search for an “appropriate” framework for a theory of
the nonlinear geometry of operator spaces, in the second half of this paper,
we introduce the notion of almost complete coarse embeddability between
K-operator spaces and show that this is indeed weaker than complete R-
isomorphic embeddability (see Definition 4.1 and Theorem 4.2). Although
this notion is strictly weaker than complete R-isomorphic embeddability, it
is not clear whether this is the “correct” weakening to look at. Precisely,
although we show that almost complete coarse embeddability is a strong
enough notion in order to give us interesting applications (see Proposition
4.4 and Theorem 1.2), we still do not know if this is an genuinely nonlinear
notion (see Question 4.3).
Nevertheless, not only we show that almost complete coarse embeddabil-
ity is strictly weaker than complete R-isomorphic embeddability, but we also
show that this notion of embeddability is strong enough to recover complete
R-isomorphic results (which implies that almost complete coarse embed-
dability is a worthstudying notion). For instance, we show that almost
complete coarse embeddability between K-operator spaces X and Y imply
that X completely R-isomorphically embeds into any ultrapower Y N/U , for
an nonprincipal ultrafilter U on N (see Proposition 4.4). As an application,
we obtain that, despite the fact that recovering C-linearity from a R-linear
1The first named author would like to say that since the new findings contained in
these notes make [BS19] obsolete, he and Sinclair decided to leave [BS19] unpublished.
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map is usually not possible,2 the scenario is different if one considers Pisier’s
operator space OH(I). Precisely, we prove the following:
Theorem 1.2. Let I be an index set. If a C-operator space X almost
completely coarsely embeds into OH(I), then X is completely C-isomorphic
to OH(J) for some index set J .
In particular, the theorem above implies that if an infinite dimensional
C-operator space almost completely coarsely embeds into OH, then it must
be completely C-isomorphic to OH.
2. Preliminaries
Throughout this paper, either K = R or K = C. The reader can either
follow our note with an unfixed K in mind or pick their favorite field and
proceed. We made this presentation choice since the paper deals in essence
with when certain maps are automatically R-linear and when certain non-
linear embeddability notions can be replaced by C-linear notions. We will
always be clear both when we are working with a specific choice of K or with
an unfixed K.
A subset of a K-operator space is called a K-operator metric space. Equiv-
alently, E is a K-operator metric space if E is a subset of B(H), for some
K-Hilbert space H. Given n ∈ N, we considerMn(E) with the natural norm
‖ · ‖Mn(E) given by the canonical inclusion Mn(E) ⊂ B(Hn) (in particular,
this norm defines a metric on Mn(E)). For simplicity, we often write ‖ · ‖n
for ‖ · ‖Mn(E). Elements in Mn(E) are denoted by [xij]nij=1, or simply [xij ]ij
(or even [xij ]).
2.1. Nonlinear maps between K-operator spaces. If E and F are K-
operator metric spaces and f : E → F is a map, we can still consider the
amplifications fn : Mn(E) → Mn(F ). The map f is a complete isometry,
or a complete isometric embedding, if fn is an isometry for all n ∈ N, and
E and F are called completely isometric if there exists a bijective complete
isometry E → F .
Recall, if (A, dA) and (B, dB) are metric spaces, and f : A→ B is a map,
its modulus of uniform continuity is given by
∆f (t) = sup{dB(f(x), f(y)) | dA(x, y) ≤ t}
for all t ≥ 0. When working with K-operator spaces, [BS19] has introduced
a complete version of this modulus: given K-operator metric spaces E and F
and a map f : E → F , we define its complete modulus of uniform continuity
by
∆cbf (t) = sup
n∈N
∆fn(t)
2Recall, Bourgain showed that there are nonisomorphic C-Banach spaces which are
isomorphic as R-Banach spaces [Bou86] and Ferenczi strengthened this result showing
that there are C-Banach spaces which are R-linearly isomorphically to each other but so
that one does not C-linearly embed into the other [Fer07].
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for all t ≥ 0. Given K-operator metric spaces E and F , and a map f : E →
F , we say that f is:
(a) completely Lipschitz if supt>0∆
cb
f (t)/t <∞,
(b) completely uniformly continuous if limt→0∆
cb
f (t) = 0,
(c) completely coarse if for all t > 0 it holds that ∆cbf (t) <∞,
(d) a complete Lipschitz embedding if f−1 : Im(f(E)) → E exists and both
f and f−1 are completely Lipschitz,
(e) a complete uniformly continuous embedding if f−1 : Im(f(E)) → E
exists and both f and f−1 are completely uniformly continuous,
Moreover, we say that maps f, g : E → F are completely close if
sup
n∈N
sup
x∈X
‖fn(x)− gn(x)‖Mn(F ) <∞
and we say that f is:
(f) a complete coarse embedding if f is completely coarse and there is a
completely coarse map h : Im(f(E)) → E so that h ◦ f and f ◦ h are
completely close to IdE and Idf(E), respectively.
The following is elementary and it is the operator space version of [Kal08,
Lemma 1.4].
Proposition 2.1. Let H be a K-Hilbert space, and E and F be K-vector
subspaces of B(H). Then a map f : E → F is completely coarse if and only
if there is C > 0 so that
‖f([xij ])− f([yij])‖n ≤ C‖[xij]− [yij]‖n + C
for all n ∈ N and all [xij ] ∈Mn(E). Moreover, if f is completely uniformly
continuous, then f is completely coarse. 
2.2. Hadamard matrices. Recall that a Hadamard matrix is a square
matrix whose entries are either +1 or −1 and whose rows are mutually
orthogonal. It is easy to see that an n × n Hadamard matrix has norm√
n, since dividing the matrix by
√
n yields an orthogonal matrix. It can
be shown that Hadamard matrices of arbitrarily large sizes do exist, for
example by using Sylvester’s construction: define
A2 =
(
1 1
1 −1
)
, A2k+1 =
(
A2k A2k
A2k −A2k
)
= A2 ⊗A2k .
We denote the n×n matrix all of whose entries are 1 by 1n. It is easy to
see that ‖1n‖ ≥ n, by applying 1n to a vector of all 1’s.
2.3. Obtaining linearity. The following lemma is what will allow us to
conclude linearity. The proof is a standard functional equation argument as
in, e.g. [Eng98, Chap. 11], but we provide a sketch for completeness.
Lemma 2.2. Let X be a normed R-vector space, and let f : X → X be
a function such that f(0) = 0, f is bounded on a neighborhood of 0, and
f
(
1
2(x+ y)
)
= 12
(
f(x) + f(y)
)
for all x, y ∈ X. Then f is R-linear.
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Proof. Setting y = 0 yields f(x/2) = f(x)/2. It follows that f(x + y) =
f(x) + f(y) for any x, y ∈ X, i.e. f is additive. Setting y = x yields
f(2x) = 2f(x); by induction we get f(nx) = nf(x) for all x ∈ X and n ∈ N.
Let r,M > 0 be such that ‖f(x)‖ ≤ M whenever ‖x‖ ≤ r. Fix x ∈ X
with ‖x‖ ≤ r, and define gx : R → X by gx(t) = f(tx) − tf(x). Note that
gx is bounded by 2M on [−1, 1]. Moreover, by the additivity of f we have
gx(t + 1) = f(tx + x) − (t + 1)f(x) = gx(t), i.e. gx is periodic with period
1 and hence gx is bounded. If there existed a t0 6= 0 such that gx(t0) 6= 0,
it would follow that the sequence given by gx(nt0) = ngx(t0), n ∈ N is
unbounded, a contradiction. Therefore, f(tx) = tf(x) for all t ∈ R, and
thus we conclude f is R-linear. 
2.4. Miscellaneous facts on operator theory. The following Proposi-
tion is well-known in the complex case, and the real one can be proved sim-
ilarly: it is an easy consequence of the fact that for a matrix (aij) ∈Mn(K),
(2.1)
‖(aij)‖Mn(K) = sup


∣∣∣∣
n∑
i,j=1
aijwizj
∣∣∣∣ : w, z ∈ Kn, ‖w‖ℓn2 , ‖z‖ℓn2 ≤ 1

 .
Proposition 2.3. Let X be an R-operator space, and φ : X → R a contin-
uous R-linear functional. Then φ is completely bounded. 
Finally, a small remark regarding certain vector-valued matrices: if X ⊆
B(H) is a K-operator space, x ∈ X, and A ∈Mn(K), then
‖A⊗ x‖Mn(X) = ‖A‖Mn(K) ‖x‖X .
3. The main result
We prove Theorem 1.1 in this section. In order to illustrate the strategy
of our proof, we take a moment to show an example that encapsulates the
essence of the argument.
Proposition 3.1. Let f : K → K be given by f(x) = |x|. Then f is not
completely Lipschitz.
Proof. Consider Hadamard matrices
(
A2k
)
∞
k=1
as above. Observe that f2k
(
A2k
)
=
12k . Since ‖A2k‖ =
√
2k and ‖12k‖ ≥ 2k, it follows that the Lipschitz con-
stant of f2k is at least
√
2k; therefore, f is not completely Lipschitz. 
We now prove our main result.
Proof of Theorem 1.1. Let X and Y be K-operator spaces and f : X → Y
be a completely coarse map so that f(0) = 0. Fix x0 ∈ X and h ∈ X \ {0}.
Let φ : X → K be a K-linear continuous functional such that φ(h) = 1, and
set y0 =
[
f(x0−h)−f(x0+h)
]
/2. Define g : X → Y by g(x) = f(x)+φ(x)y0.
Observe that g(x0 + h) = g(x0 − h), and g is completely coarse, because so
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are f and φ. By Proposition 2.1, there exists a constant C > 0 such that
for any n ∈ N and [xij ]ij, [yij ]ij ∈Mn(X),
(3.1)
∥∥∥[g(xij)− g(yij)]ij
∥∥∥
Mn(Y )
≤ C ‖[xij − yij]ij‖Mn(X) + C.
Once again, consider Hadamard matrices (A2k)
∞
k=1 as above. For each
k ∈ N, write A2k = [aki,j]2
k
i,j=1. Consider the matrices in M2k(X) given by
12k ⊗ x0 +A2k ⊗ h =
[
x0 + ha
k
ij
]2k
i,j=1
, 12k ⊗ x0 =
[
x0
]2k
i,j=1
.
By (3.1),∥∥∥[g(x0 + hakij)− g(x0)]2ki,j=1
∥∥∥
M
2k
(Y )
≤ C ‖A2k ⊗ h‖M
2k
(X) + C.
Since g(x0 + h) = g(x0 − h), this means
‖g(x0 + h)− g(x0)‖ · ‖12k‖M
2k
(K) ≤ C · ‖h‖ · ‖A2k‖M
2k
(K) + C,
which yields
‖g(x0 + h)− g(x0)‖ 2k ≤ C ‖h‖
√
2k + C.
Since this must hold for all k ∈ N, we conclude that g(x0 + h) − g(x0) = 0,
so g(x0) = g(x0 + h). That is, f(x0) + φ(x0)y0 = f(x0 + h) + φ(x0 + h)y0,
from where
f(x0) = f(x0 + h) + y0 = f(x0 + h) +
f(x0 − h)− f(x0 + h)
2
,
which implies f(x0) =
1
2
(
f(x0+h)+ f(x0−h)
)
. This means that f satisfies
the conditions of Lemma 2.2 (note that since f is completely coarse, in
particular it is bounded on a neighborhood of 0), and therefore f is R-
linear. 
Notice that complete coarseness is a weaker property than both com-
plete uniform continuity and complete Lipschitzness (see Proposition 2.1).
Therefore, we can get the following corollary of Theorem 1.1.
Corollary 3.2. Let X and Y be K-operator spaces, and f : X → Y be a
map with f(0) = 0. The following are equivalent:
(1) f is a complete coarse embedding,
(2) f is a complete uniformly continuous embedding,
(3) f is a complete Lipschitz embedding, and
(4) f is a complete R-isomorphic embedding.
Proof. By the comments preceding the corollary, we only need to show that
(1) implies (4). For that, suppose f : X → Y is a complete coarse embed-
ding. Then, by Theorem 1.1, f is R-linear, hence f is a completely bounded
operator. In particular, F = f(X) is a K-linear subspace of Y . As f is a
complete coarse embedding, there is a completely coarse map g : F → X so
that f ◦ g and g ◦ f are (completely) close to IdF and IdX , respectively.
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Notice that although Theorem 1.1 is stated for K-operator spaces, i.e.,
for complete K-linear subspaces of B(H), completeness of the spaces are not
used in its proof.3 Therefore, Theorem 1.1 implies that g is also R-linear, so
both f ◦ g and g ◦ f are R-linear. Then, R-linearity and closeness of those
maps to IdF and IdX , respectively, imply that f ◦ g = IdF and g ◦ f = IdX .
This implies that F is indeed a K-operator space and that f is a complete
R-isomorphic embedding. 
4. A weaker notion of embeddability
In this section, we introduce a notion of nonlinear embeddability between
operator spaces which is strictly weaker than complete R-isomorphic embed-
dability but which it is still strong enough so that it preserves some features
of the R-operator space structure — and in some cases even the C-operator
space structure.
Definition 4.1: Let X and Y be K-operator spaces. We say that X almost
completely coarsely embeds into Y if there are functions ω, ρ : [0,∞) →
[0,∞) so that limt→∞ ρ(t) = ∞ and a sequence of maps (fn : X → Y )n so
that
ρ(‖[xij ]− [yij ]‖n) ≤ ‖fn([xij ])− fn([yij])‖n ≤ ω(‖[xij ]− [yij ]‖n)
for all n ∈ N and all [xij ], [yij ] ∈Mn(X). If the maps (fn)n are K-linear, we
say that X almost completely K-isomorphically embeds into Y.
Theorem 4.2. There are C-operator spaces X and Y so that X almost com-
pletely C-isomorphically embeds into Y , but so that X does not completely
R-isomorphically embed into Y .
In the proof below, we use the minimal operator space structure of a
Banach space. Precisely, if E is a K-Banach space, there is a canonical K-
linear isometric embedding of E into the C∗-algebra of continuous functions
on (BE∗ , σ(E
∗, E)). This inclusion induces an operator space structure on
E and we call this operator space MIN(E). If F is a K-operator space and
u : F → MIN(E) is a K-linear bounded map, then u is completely bounded,
moreover, ‖u‖cb = ‖u‖ (see [BLM04, Subsection 1.2.21]). Furthermore, if
u : F → MIN(E) is a R-linear bounded map, then analogous arguments
show that u is also completely bounded, in fact ‖u‖cb ≤ 4‖u‖.
Proof of Theorem 4.2. Let ℓ2(C) be the C-Hilbert space of square summable
functions N → C and let R ⊂ B(ℓ2(C)) be the Hilbertian row C-operator
space, i.e.,
R = {a ∈ B(ℓ2(C)) | ∀m 6= 1, 〈aen, em〉 = 0},
where (en)n is the standard unit basis of ℓ2(C). For each n ∈ N, let MINn(R)
be the C-operator space considered in [OR04, Section 2]. Precisely, MINn(R)
3Notice that both Proposition 2.1 and Lemma 2.2 hold for R-vector subspaces of B(H).
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is the C-Banach space R with the following C-operator space structure: for
all m ∈ N and all x ∈Mm(MIN(R)) we have
‖x‖Mm(MIN(R)) = sup
{
‖(IdMm ⊗ u)x‖mn | u ∈ CB(R,Mn(C)), ‖u‖cb ≤ 1
}
.
Then, the identity R → MINn(R) induces C-linear isometries Mk(R) →
Mk(MINn(R)) for all k ≤ n (see [OR04, Lemma 2.1]).
Notice that MINn(R) is completely C-isomorphic to the C-operator space
MIN(R) for all n ∈ N. Indeed, let I : MIN(R) → MINn(R) be the identity.
Then, by the properties of MIN(R) mentioned above, I−1 is completely
bounded. Moreover, I is also completely bounded by [OR04, Proposition
2.2].
Let
Y =
⊕
n∈N
MINn(R)
be the∞-direct sum operator space (see [BLM04, 1.2.17]). Clearly, R almost
completely C-isomorphically embeds into Y .
We are left to notice that R does not completely R-isomorphically embed
into Y . Suppose otherwise and let u : R→ Y be such embedding. For each
n ∈ N, let pn : Y → MINn(R) be the canonical projection. If there exists
n ∈ N so that pnu : R→ MINn(R) is not completely strictly singular,4 then
there is an infinite dimensional C-vector subspace of R which completely
R-isomorphically embeds into MIN(R). As R is a homogeneous C-operator
space (see [Pis03, Section 9.2] and [OR04, Lemma 2.5]), [Pis96, Proposition
9.2.1] implies that all C-vector subspaces of R are completely C-linearly iso-
metric to R. So we conclude that R completely R-linearly isomorphically
embeds into MIN(R). By the comments preceding this proof, this implies
that every R-linear bounded map E → R is completely bounded; contradic-
tion.
Therefore, pnu is completely strictly singular for all n ∈ N. Since pnu is
completely strictly singular for all n ∈ N, a simple sliding hump argument
gives us a contradiction to the complete R-linear embeddability of R into
Y , we leave the details to the reader. 
Question 4.3: Is almost complete coarse embeddability strickly weaker
than almost complete R-isomorphic embedability? I.e., are there K-operator
spaces X and Y so that X almost completely coarsely embeds into Y , but
X does not almost completely R-isomorphically embeds into Y ?
The next result shows that this weaker form of complete embeddability
is already strong enough so that the R-operator space local structure of Y
passes to X. Given a K-operator space Y and an ultrafilter U on N, we let
Y N/U be the K-operator ultraproduct space (see [BLM04, Section 1.2.31]).
4An R-linear map u : X → Y between C-operator space is completely strictly singular
if its restriction to any infinite dimensional C-vector subspace of X is not a complete
R-linear isomorphic embedding.
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Proposition 4.4. If a K-operator space X almost completely coarsely em-
beds into an K-operator space Y , then X completely R-isomorphically embeds
into Y N/U for any nonprincipal ultrafilter U on N.
Proof. Let (fn)n be a sequence which witnesses that X almost completely
coarsely embeds into Y and let U be a nonprincipal ultrafilter on N. Without
loss of generality, assume that fn(0) = 0 for all n ∈ N. Define F : X →
Y N/U by letting F (x) = [(fn(x))n] for all x ∈ X. Since ‖fn(x)‖ ≤ ω(‖x‖)
for all x ∈ X, this map is well defined.
Given k ∈ N and [xij ], [yij ] ∈Mk(X), for any n ≥ k, denote by [x¯ij ], [y¯ij ]
the image of [xij ] and [yij ] under the canonical isometry Mk(X)→Mn(X).
Then we have that
‖fn([xij ])− fn([yij ])‖k = ‖fn([x¯ij ])− fn([y¯ij ])‖n
≤ ω(‖[x¯ij ]− [y¯ij ]‖n)
= ω(‖[xij ]− [yij ]‖k).
Since U is nonprincipal, this implies that
‖F ([xij ])− F ([yij ])‖k ≤ ω(‖[xij ]− [yij]‖k)
for all k ∈ N and all [xij], [yij ] ∈ Mk(X). I.e., F is completely coarse and
Theorem 1.1 implies that F is R-linear. Clearly, ‖F‖cb ≤ ω(1).
Similarly as in the inequalities above, the nonprincipality of U gives that
‖F ([xij ])− F ([yij ])‖k ≥ ρ(‖[xij ]− [yij ]‖k)
for all k ∈ N, and all [xij ], [yij ] ∈Mk(X). As limt→∞ ρ(t) =∞, this implies
that F is injective. Moreover, limt→∞ ρ(t) = ∞ also implies that F−1 is
completely bounded. Hence, F is a complete R-isomorphic embedding. 
4.1. Application to OH. We now show that almost complete coarse em-
beddability into Pisier’s operator Hilbert space implies complete C-isomorphic
embeddability (see Theorem 1.2). But first, we recall the complexification
of a real operator space. Given an R-vector space X, we define the complex-
ification of X, denoted by XC, as the direct sum
XC = X ⊕ iX = {x+ iy | x, y ∈ X},
where
(x1 + iy1) + (x2 + iy2) = (x1 + x2) + i(y1 + y2)
for all x1, x2, y1, y2 ∈ X, and
(α + iβ)(x + iy) = (αx− βy) + i(βx+ αy)
for all α, β ∈ R and all x, y ∈ X. So XC is a C-vector space.
If H is an R-Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖ given
by this inner product, we define an inner product (which we still denote by
〈·, ·〉) on HC by letting
〈x1 + iy1, x2 + iy2〉 = 〈x1, x2〉+ 〈y1, y2〉+ i〈y1, x2〉 − 〈x1, y2〉
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for all x1, x2, y1, y2 ∈ H. This inner product gives a norm ‖ · ‖C on HC so
that
‖x+ i0‖C = ‖x‖ and ‖x+ iy‖C = ‖x− iy‖C
for all x, y ∈ H. It is easy to see that
B(HC) = B(H)⊕ iB(H) = B(H)C
and this gives us a natural C-operator space structure on B(H)C.
We conclude that if X is an R-operator space in B(H), then XC has
a canonical C-operator space structure inherited by the inclusion XC ⊂
B(H)C = B(HC). We refer the reader to [Rua03a, Section 2] for more
details on this complexification.
Recall, given K-operator spaces X and Y , we write X⊕Y (resp. X⊕1Y )
to denote the ℓ∞-sum (resp. ℓ1-sum) of X and Y . Given p ∈ [1,∞], we
write
X ⊕p Y = (X ⊕ Y,X ⊕1 Y )1/p,
where (X ⊕ Y,X ⊕1 Y )1/p is the complex interpolation space of X ⊕ Y and
X ⊕1 Y (here we make the convention that 1/∞ = 0) — see [Pis03, Section
2.7] for the definition of interpolation spaces.
Given a C-Banach space X, X denotes the conjugate of X, i.e., X = X
and the scalar multiplication on X is given by αx = α¯x for all α ∈ C and all
x ∈ X. Then, given a C-operator space Y ⊂ B(H), Y denotes the conjugate
operator space of Y , i.e., Y = Y and the operator space structure on Y is
given by the canonical inclusion Y ⊂ B(H) = B(H).
Proposition 4.5. If a C-operator space X completely R-isomorphically em-
beds into a C-operator space Y , then X completely C-isomorphically embeds
into Y ⊕p Y for any p ∈ [1,∞].
Proof. First notice that considering X as an R-operator space, we can look
at its complexification XC = X ⊕ IX – we use I instead of i here because
X is already a complex operator space. Then the map
x ∈ X 7→ x+ I(−ix) ∈ XC
is a complete C-isomorphic embedding. Let f : X → Y be a complete
R-isomorphic embedding. Since the map
x+ Iy ∈ XC 7→ (f(x) + if(y), f(x)− if(y)) ∈ Y ⊕p Y
is a complete C-isomorphic embedding, we are done. 
We need one last result before proving Theorem 1.2. Given an index set
I, let OH(I) be the operator Hilbert space introduced by Pisier in [Pis96,
Theorem 1.1].
Proposition 4.6. Let I be an infinite index set, then OH(I) is completely
C-linearly isometric to OH(I)⊕2 OH(I).
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Proof. Let ℓ2(I,C) denote the C-Hilbert space of all square summable func-
tions I → C, and let (ei)i∈I denote its standard basis. Let R(I) and C(I)
be the row and column C-operator spaces of ℓ2(I,C), respectively, i.e., fix
i0 ∈ I and let
C(I) = {a ∈ B(ℓ2(I,C)) | ∀i 6= i0, 〈aei, ej〉 = 0};
R(I) is defined similarly (cf. Proof of Theorem 4.2). By [Pis96, Corollary
2.6], we have that
OH(I) = (R(I), C(I))1/2,
where (R(I), C(I))1/2 is the interpolation space of R(I) and C(I) (we refer
the reader to [Pis96, Chapter 2] for precise definitions). The map
(αj + iβj)j∈I ∈ ℓ2(I) 7→ (αj − iβj)j∈I ∈ ℓ2(I)
defines a complete C-linear isometry, and this induces complete C-linear
isometries between R(I) an R(I), and C(I) and C(I). Hence, we have that
OH(I) = (R(I), C(I))1/2 = (R(I), C(I))1/2 = (R(I), C(I))1/2 = OH(I)
completely C-linearly isometric.
Now notice that
(OH(I)⊕2 OH(I))∗ = OH(I)∗ ⊕2 OH(I)∗
= OH(I)∗ ⊕2 OH(I)∗
= OH(I)⊕2 OH(I)
completely C-linearly isometrically. Hence, by the uniqueness property of
OH(I), the conclusion of the proposition follows. 
Proof of Theorem 1.2. Let U be a nonprincipal filter on N. By Proposition
4.4, the hypothesis imply that X completely R-isomorphically embeds into
OH(I)N/U . By [Pis96, Lemma 3.1(ii)], OH(I)N/U is completely C-linearly
isometric to OH(L) for some set L. Hence by Proposition 4.5, we have
that X completely C-isomorphically embeds into OH(L) ⊕2 OH(L). The
conclusion then follows from Proposition 4.6 
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