In the standard setting of one-way ANOVA with normal errors, a new algorithm, called the Step Down Maximum Mean Selection Algorithm (SDMMSA), is proposed to estimate the treatment means under an assumption that the treatment mean is nondecreasing in the factor level. We prove that i) the SD-MMSA and the Pooled Adjacent Violator Algorithm (PAVA), a widely used algorithm in many problems, generate the same estimators for normal means, ii) the estimators are the mle's, and iii) the distribution of each of the estimators is stochastically nondecreasing in each of the treatment means. As an application of this stochastic ordering, a sequence of null hypotheses to identify the minimum effective dose (MED) is formulated under the assumption of monotone treatment(dose) means. A step-up testing procedure, which controls the experimentwise error rate in the strong sense, is constructed. When the MED=1, the proposed test is uniformly more powerful than Hsu and Berger's (1999) .
indeed proposed a step-up procedure SU1P to identify the MED. The SU1P procedure is based on the step-up procedure of Dunnett and Tamhane (1992) , which controls the experimentwise error rate only for balanced designs. However, Dunnett and Tamhane (1995)'s step-up procedure for unbalanced designs case cannot control the experimentwise error rate. Liu (1997) proposed a method of calculating the critical values of the step-up procedure by Dunnett and Tamhane (1995) . The SU1P procedure does not make use of the monotonicity, therefore its power should not be high. Intuitively it seems that step-down procedures infer a larger dose as the MED. Therefore, it is of interest to have a step-up procedure to use the monotonicity to increase its power.
To derive a test of level-α, one needs to find an appropriate statistic and its least favorable distribution in the null hypothesis. Thus a stochastic ordering for the test statistic is needed. The desired statistic, the estimator of µ i , should be: a) nondecreasing in i, b) and is also nondecreasing in each ofȲ j 's. The PAVA algorithm generates the estimators that achieve a). However, it is difficult to show b) directly for these estimators using the PAVA. The PAVA was first proposed by Ayel, Brunk, Ewing, Reid and Silverman (1955) , and was introduced to estimate the monotone proportions in independent binomial experiments. Surprisingly, it has many applications in normal, Poisson and multinomial distributions, etc. See more details in Robertson, Wright and Dykstra (1988) . The PAVA is an iterative algorithm, each step is very simple to implement, however, it does not have a closed form for the final estimator. Hence, it is hard to establish analytic properties for the estimator. Notice these, a new algorithm, the SDMMSA, is proposed to overcome the drawbacks. We will show that the two algorithms yield the same estimators and each estimator is a monotone function of eachȲ i . The second fact is critical to determine the least favorable distribution in the null hypothesis space.
The rest of the article is organized as follows. Section 2 provides a new algorithm to generate estimators for µ i 's and discusses their analytic properties. In particular, a stochastic ordering for the distributions of the proposed estimators is established.
In Section 3, one application of the stochastic ordering established in Section 2 is given to identify the MED. A step-up multiple test procedure that controls the experimentwise error rate in the strong sense is provided by constructing a sequence of increasing rejection regions of level-α for each null hypothesis in (3.25) , and the proposed procedure is illustrated on a real data set. Section 4 concludes with some discussion.
2 A new algorithm to construct the estimator of µ i and some analytic results.
In this section, an estimator of µ i , denoted byμ i , for any integer i ∈ [1, k] under H is first constructed iteratively. Then three facts are established:μ i is the same as the estimator generated by the PAVA;μ i is the mle under H, and the distribution ofμ i is stochastically non-decreasing in each µ j .
A new iterative algorithm to constructμ
be the sample size and the sample mean of a combined sample of treatments i through j, respectively.
Step 1). We constructμ i starting from i = k using the data set {(
be a subset of {1, ..., k}(A 1 contains a single element with probability one), and let
If i 1 = 1, then allμ i 's are defined and stop; otherwise go to the next step.
Step 2).
Note in this step i 1 − 1 ≤ k − 1. Repeat Step 1 but using the data set {(Ȳ i , n i )}
be a subset of {1, ..., i 1 − 1}, and let
If i 2 = 1, then allμ i 's are defined and stop; otherwise repeat this process for a number of times, say h times, until i h = 1. Such an integer h exists, because i j strictly decreases in j. Since i h = 1, then allμ i 's are defined and the construction onμ i 's is complete. We name this the step-down-maximum-mean-selection algorithm (SDMMSA).
Following the construction ofμ i , eachμ i is the sample mean of a combined sample of treatment(s) belonging to the interval in the partition that includes treatment i.
in (2.6) and (2.9), andμ i is strictly increasing when i moves from
as shown in (2.4) and (2.7). Therefore,μ i is nondecreasing
Proof. Since the SDMMSA repeats itself in each step, without loss of generality, we only need to prove Lemma 1 for u = 1. i.e.,Ȳ i 1 −1 <Ȳ i 1 .
Suppose this is not true, i.e.,Ȳ i 1
Example 1. Consider the data in Table 1 , taken from Ruberg (1995) . There are nine (k = 9) active dose groups and a zero dose control group with six (n i = 6, i = 0, ..., 9)
animals/group in the experiment. Following Step 1, we obtain i 1 = 9 and then µ 9 =Ȳ 9 ; following Step 2, we obtain i 2 = 6, thenμ 8 =μ 7 =μ 6 and is equal tō 
Proof of Theorem 1. Taking the log transformation on the joint pdf of Y ij , it is easy to see thatμ
under H, where the intervals [i u , i u−1 − 1] for u = 1, ..., h are given in Remark 1. Now focus on each f i . Without loss of generality, focus on f 1 , then
Rearrange the terms above and noteμ
It is obvious that I 1 is minimized at µ j =μ j for j ∈ [i 1 , k]; for I 2 , apply Abel's partial summation formula and obtain
,
Also note µ j ≥ µ j−1 . Thus I 2 is nonnegative and achieves its minimum at µ i 1 = ... = µ k . Therefore, combining I 1 and I 2 , we conclude
Repeat the same argument on f 2 through f h , each f u is minimized at µ j =μ j for j ∈ [i u , i u−1 − 1]. Lastly, noteμ j nondecreasing, we concludeμ mle j =μ j for any
Theorem 2 For any
, the PAVA proceeds as follows:
go to the next step.
Step 1-PAVA). Pick any consecutive pair (Ȳ j ,Ȳ j+1 ) withȲ j >Ȳ j+1 , let j l be the smallest integer so thatȲ i =Ȳ j for i ∈ [j l , j] and let j u be the largest integer so that
and then obtain a new data set of
. Note two facts:Ȳ i is non-increasing for i ∈ [j l , j u ], and the number of different a i 's is strictly less than that ofȲ i 's.
Step 2-PAVA) Repeat this process on {(a i , n i )} k i=1 until all a i 's are nondecreasing. Thenμ pava i = a i . Since the number of different a i 's is strictly less than that in the previous step, this algorithm has to stop in a finite steps.
Proof of Theorem 2. WhenȲ i is nondecreasing in i ∈ [1, k], then (2.11) is true due to Step 0-PAVA) and Remark 2. WhenȲ j >Ȳ j+1 for some j, let a i and [j l , j u ] be given in Step 1-PAVA). It suffices to shoŵ
. The integer j u has to belong to one of these intervals in the partition, say [ 
. Therefore, [j l , j u ] also has to be a subset of one of these intervals.
.e., u j = 2, we only need to show i ′ 1 = i 1 . Then, similar to Case I) above, (2.12) is established. To prove i
by the definition of i
a contradiction with the definition of i 1 . Hence i 
A stochastic ordering ofμ i .
We provide another major result in this paper which establishes a stochastic ordering for eachμ i in terms of each of µ j 's. Let
be the estimator of µ i obtained from the sample
following Steps 1 and 2 in Section 2.1. So the distribution ofμ i,k depends on µ 1 through µ k and σ. Proof of Theorem 3. We will prove the monotonicity ofμ i,k in eachȲ j by induction on k.
First for the case of k = 1,μ 1,1 =Ȳ 1 is nondecreasing inȲ 1 .
Assume that, for the case of k = m,μ i,m is nondecreasing inȲ j for any i and j no larger than m. Now consider the case of k = m + 1. Following Step 1, i 1 depends on k, so write it as i 1 (k), i.e., obtain i 1 (k) using (Ȳ 1 , n 1 ) through (Ȳ k , n k ). Claim
and conclude i 1 (m + 1) > i 1 (m) − 1. Therefore, combining i) and ii) we obtain
For the other cases ofȲ m+1 , (2.15) can be established in a similar way. Therefore, we conclude thatμ i,m+1 depends on {(Ȳ j , n j )} since the otherȲ j ′ are fixed. We will use any one of the above two notations whenever it is convenient. For y < y ′ , we need to show the monotonicity beloŵ First note i 1 (y) ≤ i 1 (y ′ ), which follows (2.15) and y < y ′ .
Secondly, claim 
which is nondecreasing in v. . Then
Proof of Lemma 3. Claim
To show (2.23), now write i 1 (m + 1) introduced in (2.15) as i 1 (Ȳ v )(note i 1 (y) introduced in the beginning of the proof of Lemma 2 has a different argument y = Y m+1 ). Following (2.21) and the second equality of (2.22),
to the proof of Lemma 2, (2.23) can be shown in three cases a)
, and the proof is complete.
In short, in this section, we proposed the SDMMSA to generate estimators for monotone normal means, µ i , proved that the SDMMSA and the PAVA are equivalent, both generate the mle's, and the distribution of the proposed estimator is stochastically nondecreasing when µ i goes larger. The last is to be used to derive a test to detect the MED in the response-dose study as shown in the next section.
3 A step-up testing procedure to detect the MED.
Now return to the problem of finding the minimum effective dose(MED). First, we formulate this as a multiple test problem by proposing a sequence of decreasing null hypotheses. Then a general result that identifies the least favorable distribution is provided. Finally, a sequence of increasing rejection regions of level-α is constructed.
Motivation.
Let
Since the MED is to be found, one should start the search from i = 1 instead of i = k. Therefore, a step-up procedure seems more reasonable than a step-down one. To identify N(MED), let
be the set of null hypotheses of interest in this section. For each i ≥ 1, the alternative H Ai claims η i > δ. If a certain H Ai is established, then N ≤ i due to the monotonicity in µ i 's for i ≥ 1. Therefore, N should be equal to the smallest i so that H Ai is true.
For the strong control of the experimentwise error rate, it is clear that H 0i ′ is a subset of H 0i if i < i ′ due to the monotonicity(i.e., H 0i is decreasing). Therefore, C itself is closed under the operation of intersection. The closed test procedure (Marcus, Peritz and Gabriel, 1976 ) can be applied on C to construct a step-up testing procedure with the experimentwise error rate controlled at α in the strong sense (see, for example,
Hochberg and Tamhane (1987) for a definition) as long as a level-α test is constructed
for each H 0i . Let R i be a rejection region for H 0i for any i between 1 and k. In order to strongly control the experimentwise error rate, as well as being powerful, region R i should satisfy the following two properties: * ) R i is of level α, i.e., sup
If these two are satisfied, then the multiple tests, which assert H Ai if and only if R i occurs, strongly control the experimentwise error rate at level α, which is the main result of this section.
A general result.
Theorem 4 Let T (t 1 , ..., t k ) and g i (t 1 , ..., t k ) for i = 1, ..., k be non-decreasing function for any t i when the other t j 's are held constant. Also
for any constants c > 0 and d. Then
The construction of step-up tests
We first construct a rejection region R I i with level α for each individual H 0i .
Lemma 4 For a constant c, let
where
Therefore, for any α ∈ (0, 1), R 
for any fixed α ∈ (0, 1). Then the experimentwise error rate is at most α. i.e., the probability of making at least one incorrect assertion is at most α.
Proof of Theorem 6. The proof is trivial if one notices that H 0i is decreasing in i, and R i is of level-α and is increasing in i. Then Theorem 6 follows the closed test procedure by Marcus, Peritz and Gabriel (1976).
Remark 6.
Region R i is increasing in i. Then R i satisfies properties *) and **). We compare the new step-up procedure with the step-up procedure SU1P, the stepdown Williams procedure and step-down procedure SD1P in Tamhane et al (1996) and the DR method in Hsu and Berger (1999) . For illustration, δ = 6.5. From Table 1 in Dunnett and Tamhane 4 Discussion.
In this paper, we propose an alternative, SDMMSA, for the widely used PAVA. Although the two are equivalent, the SDMMSA is important by itself since it is easily coded and is well defined. Also a stochastic ordering of the estimators for the monotone normal means is established based on the SDMMSA. As one of its applications, a step-up test procedure is proposed to identify the MED. It strongly controls the experimentwise error rate, and is powerful to detect the MED, especially when the true MED is small. 
