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Abstract 
Multi-fluid dynamics simulations require appropriate numerical treatments based 
on the main flow characteristics, such as flow speed, turbulence, thermodynamic state, 
and time and length scales. In this thesis, two distinct problems are investigated: 
supersonic jet and crossflow interactions; and liquid plug propagation and rupture in an 
airway.  
Gaseous non-reactive ethylene jet and air crossflow simulation represents 
essential physics for fuel injection in SCRAMJET engines. The regime is highly 
unsteady, involving shocks, turbulent mixing, and large-scale vortical structures. An 
eddy-viscosity-based multi-scale turbulence model is proposed to resolve turbulent 
structures consistent with grid resolution and turbulence length scales. Predictions of the 
time-averaged fuel concentration from the multi-scale model are improved over 
Reynolds-averaged Navier-Stokes models originally derived from stationary flow. The 
response to the multi-scale model alone is, however, limited, in cases where the vortical 
structures are small and scattered thus requiring prohibitively expensive grids in order to 
resolve the flow field accurately. Statistical information related to turbulent fluctuations 
is utilized to estimate an effective turbulent Schmidt number, which is shown to be highly 
varying in space. Accordingly, an adaptive turbulent Schmidt number approach is 
proposed, by allowing the resolved field to adaptively influence the value of turbulent 
Schmidt number in the multi-scale turbulence model. The proposed model estimates a 
xx 
 
time-averaged turbulent Schmidt number adapted to the computed flow field, instead of 
the constant value common to the eddy-viscosity-based Navier-Stokes models. This 
approach is assessed using a grid-refinement study for the normal injection case, and 
tested with 30 degree injection, showing improved results over the constant turbulent 
Schmidt model both in mean and variance of fuel concentration predictions. 
For the incompressible liquid plug propagation and rupture study, numerical 
simulations are conducted using an Eulerian-Lagrangian approach with a continuous-
interface method. A reconstruction scheme is developed to allow topological changes 
during plug rupture by altering the connectivity information of the interface mesh. 
Rupture time is shown to be delayed as the initial precursor film thickness increases. 
During the plug rupture process, a sudden increase of mechanical stresses on the tube 
wall is recorded, which can cause tissue damage.  
. 
1 
 
Chapter 1. 
Background and Motivation 
The dynamics of multi-fluid interactions can vary greatly depending on the flow 
regime, the amount of turbulence and the thermodynamic state of the fluids involved. In 
the subsonic regime, jet and crossflow interactions have been studied by many 
researchers 
[1-5]
 for different applications, including gas turbine combustor 
[6]
 and ground 
effect of a V/STOL aircraft
[7]
, among others. For these studies, the large and fine scales 
of the flow structures between the two streams, along with their interplay with the ground 
surface and jet exit characteristics, are of substantial interest. In this study, we expand the 
scope to focus on the supersonic flow regime. 
In highly turbulent supersonic regimes, turbulent eddies carry fluid packets that are 
further broken down for efficient mixing [8-10]. Shock wave discontinuities and their 
interaction with the boundary layer [11] and recirculation zones create distinct regions of 
different mixing qualities[11, 12] The dynamics of such processes require sophisticated 
experimental measurements at high temporal and spatial resolution to capture  
fluctuations in velocity[13], pressure[14, 15] and mass fraction[16] . These experiments 
are costly and limited to specific regions where the measurements are taken. CFD 
simulations, on the other hand, can provide detailed information about the flow[17, 18] 
including discontinuities and complex 3D structures. RANS methods are the standard of 
the industry and have shown some success in multi-fluid simulations [19-21]. They are 
limited because they do not explicitly resolve turbulent features in the flow and are 
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usually overly dissipative[22-24]. LES is a good alternative in solving fluid-fluid 
interaction providing much more detailed information about the turbulent features[25, 
26]; however, in high-speed flows, it becomes prohibitively expensive near walls[24, 27, 
28]. Hybrid RANS/LES methods where, RANS is used near the wall and LES is used 
elsewhere, currently offer the best compromise and have shown great success in 
simulations of multi-fluid in high-speed flows [27, 29-31]. Within hybrid RANS/LES 
methods, it is desirable to model the flow economically with the flexibility of 
unstructured non-uniform grids and complex geometries to allow the simulation and 
design of practical design problems. 
When two or more phases are involved in the interaction, an interface is present 
and should be tracked or modeled accordingly[32]. The interface can be tracked 
indirectly using an Eulerian method [33-37], where the interface is located using a scalar 
function on a stationary grid. This method is computationally economical and can easily 
handle topology changes; however, challenges for this method include ambiguous 
interface geometry and difficulty in imposing boundary conditions[38]. Lagrangian 
methods[39, 40] force the grid to conform with the boundary, thus interface geometry is 
uniquely defined and boundary conditions are clearly imposed. Lagrangian methods, 
however, require tedious pre-processing of the grid, and possible re-gridding due to 
movement of the interface. Radical changes in interface shape may produce meshes with 
bad grid quality that cannot yield an adequate solution[41, 42]. Eulerian-Lagrangian 
methods [43-46] utilize a separate grid representing the interface on a stationary grid. The 
interface grid can move freely based on the solution obtained on the stationary grid. 
Eulerian-Lagrangian methods allow for accurate representation of the interface without 
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re-gridding. Topological changes are allowed to occur with the interface grid deforming 
based on specific reconstruction criteria[46, 47]. Adaptive meshing maybe used on the 
background grid near the interface to increase interpolation accuracy of the coupling 
between the background grid and the interface. These methods have shown success in 
simulation of many multiphase problems, including plug flow and rupture[47], fuel tank 
draining[48] and instability under oscillating thrust[49]  
1.1 Introduction and Scope 
In this thesis, two distinct problems are investigated: supersonic jet and crossflow 
interactions; and liquid plug propagation and rupture in an airway.  The jet and crossflow 
interaction is involves highly complex unsteady turbulent flow that requires special 
modeling beyond the standard RANS models. Experimental studies[16, 50, 51] show 
large degree of segregation between the jet and crossflow which results in large variances 
in fuel concentrations. The mean fuel concentrations are , therefore, not representative of 
the actual mixing and may appear to be overly mixed beyong single instantanous 
snapshots. Additionaly, RANS models showed limitations in correct prediction of mean 
profiles. LES is currently impractical for use near the wall in supersonic flows due to 
prohibitively expensive grid needed near the wall[28]. This gave rise to hybrid 
RANS/LES methods that use a combination of RANS and LES to resolve turbulent 
structures with managable grid reslutions[27, 52]. 
In the literature the hybrid RANS/LES methods usually lack generality because 
they are limited to strict grid size and structures. They also , sometimes involve the use of 
adjustable case-dependant constants and are restricted to simple geometry[27, 52]. It is 
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the purpose of this work to develop the multi-scale model as class of hybrid RANS/LES 
models to be used in high-speed flows and mixing problems. The multi-scale model is 
easy to implement for any two-equation model by defining a grid length scale, a turbulent 
length scale, and a filter function. The eddy viscosity is smoothly varied based on the 
ratio of the turbulent length scale to the cell size. Therefore there is no sharp transition 
between RANS and LES and no restriction on where the transition should occur for 
reasonably varying cell size. This allows the use of any grid resolution with the finer 
grids simply capable of resolving more turbulent eddies. Because of the smooth nature of 
the model, we are able to use non-uniform grid and expect smooth solutions at the 
refinement interface. In the supersonic jet and crossflow interaction problem this will be 
especially useful when using three-dimensional (3D) grids that are only fine in the plume 
region and in regions where complex flow phenomena occur. 
The response to the multi-scale model alone is, however, limited, in cases where 
the vortical structures are small and scattered thus requiring expensive grids in order to 
resolve the flow field accurately. Statistical information related to turbulent fluctuations 
are collected from multi-scale simulations to estimate an effective turbulent Schmidt 
number, which is shown to be highly varying in space. Accordingly, an adaptive 
turbulent Schmidt number approach is proposed, by allowing the resolved field to 
adaptively influence the value of turbulent Schmidt number in the multi-scale turbulence 
model. The proposed model estimates a time-averaged turbulent Schmidt number adapted 
to the computed flowfield, instead of the constant value common to the eddy-viscosity-
based Navier-Stokes models. Ther model will be analyzed and improved based on its 
application in jet and crossflow interaction simulations. 
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The second problem, is the incompressible liquid plug propagation and rupture, 
which has applications in flow of mucus in respitory patients. A numerical simulation of 
a liquid plug in an infinite tube is conducted using an Eulerian-Lagrangian approach and 
the continuous interface method. A reconstruction scheme is developed to allow 
topological changes during plug rupture by altering the connectivity information of the 
interface mesh. Results prior to the rupture are in reasonable agreement with the study of 
Fujioka et al[53] in which a Lagrangian method is used. For unity non dimensional 
pressure drop and a Laplace number of 1000 , rupture time is shown to be delayed as the 
initial precursor film thickness increases and rupture is not expected for thicknesses 
larger than 0.10 of tube radius. During the plug rupture process, a sudden increase of 
mechanical stresses on the tube wall is recorded, which can cause tissue damage. The 
peak values of those stresses increase as the initial precursor film thickness is reduced. 
After rupture, the peaks in mechanical stresses decrease in magnitude as the plug 
vanishes and the flow approaches a fully developed behavior. Increasing initial pressure 
drop is shown to linearly increase maximum variations in wall pressure and shear stress. 
Decreasing the pressure drop and increasing the Laplace number appear to delay rupture 
because it takes longer for a fluid with large inertial forces to respond to the small 
pressure drop.  
1.2 Motivation 
Supersonic jet and crossflow interaction analysis is needed to understand the physics 
behind supersonic combustion occurring in SCRAMJET engines. Because the residence 
time of the flow in the combustor is often on the order of chemical time scales, it is of 
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utmost importance for the fuel and oxidizer to be mixed quickly. It is necessary to gain 
better understanding of the effect of different injection configuration and combustor 
geometries on the injection process in order to achieve desirable designs for scramjet 
engines. Non-reactive injection of Sonic Ethylene in Mach 2 stream of air crossflow is 
the primary investigation in this study. The problem, despite simple boundary conditions, 
requires special treatment, which is usually difficult and computationally expensive, to 
obtain accurate mixing results. The flow field is three-dimensional with multiple shock 
structures that interact with the boundary layer and recirculation zones to contribute to 
the overall dynamics of mixing. Simulation of the turbulent mixing in the jet calls for 
turbulent treatments that are practical but of higher fidelity than those used in industry. 
This study is focused on the development and implementation of turbulence modeling 
that specifically targets accurate simulation of turbulent mixing. 
In practical SCRAMJET engines where the injection of liquid jet is considered, 
multiphase flow modeling becomes important. Gas-liquid interaction in such an 
environment, however, becomes highly complex, since interfacial phenomena are 
coupled with those resulting from turbulent mixing and shockwave discontinuities. The 
simulation of liquid fuel injection into SCRAMJET engines is beyond the scope of this 
thesis. In this effort, however, we investigate plug flow and rupture in a tube as a simple 
multiphase flow problem of gas-liquid interaction.  
Human lung airways are coated with a thin liquid, which under certain diseases can 
become thick and unstable. Unstable film can create a liquid plug that occludes the 
airway. This process is called airway closure; the liquid plug blocks airways and reduces 
gas exchange, and enhances airway collapsibility. The simulation of incompressible plug 
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propagation and rupture in an infinite tube can aid in understanding how the mechanical 
stresses form on the airway. It can also assist in quantifying and locating the peak stresses 
in the tube, and the effects of pressure drop and fluid properties on the magnitude of 
those stresses. We use an explicit interface tracking method, to track the gas/liquid 
interface defining the plug. The method, with the aid a newly developed reconstruction 
algorithm, can capture important flow information before and after rupture occurs. A 
dynamically adaptive grid is used to capture higher-resolution properties near the 
interface incorporating the effects of surface tension and interfacial dynamics on the 
flow.  
1.3 The SCRAMJET Engine 
A SCRAMJET is an air-breathing jet engine that relies for propulsion on the 
compressing or ramming effect on air taken into the engine inlet at supersonic speeds, 
normally when the aircraft is traveling at speeds above Mach 4. The term is derived from 
"supersonic combustion ramjet."
[54]
 The Ramjet, an earlier and related invention 
attributed to Rene Lorin of France in 1913[55], is remarkable in its conceptual simplicity. 
Lacking moving parts, it is capable of extending the operation beyond the flight speed at 
which the gas turbine engine becomes inefficient. The Ramjet does not, however, operate 
from takeoff, and its performance is low at subsonic speeds because the air dynamic 
pressure is not sufficient to raise the cycle pressure to an efficient operational value.  
At high supersonic flight speeds, rotating machinery such as compressors are no 
longer needed to increase the pressure. This can be done by geometrical changes in area 
within the inlet and diffuser leading to combustion chamber[12]. Engines without core 
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rotating machinery can operate with higher maximum temperature, as the limit imposed 
by turbine presence is eliminated. The Ramjet cycle, with subsonic air speed at the 
combustion chamber, becomes more efficient. As the speed increases further, the shock 
associated with subsonic combustion leads to both significant pressure losses and 
temperature increase. Those losses lead to incomplete recombination-reaction resulting in 
considerable energy loss. It becomes more efficient to maintain the flow at supersonic 
speed throughout the engine with heat addition in supersonic flow. Figure ‎1-1 shows 
estimated specific impulses for several cycles as the Mach number increases. Rocket 
specific impulse is included for comparison[56]. 
 
Figure ‎1-1 Specific Impulses for Several Engine Cycles[56] 
1.3.1 SCRAMJET Engine Components 
The propulsion system consists of five major engine and two vehicle components: 
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the internal inlet, isolator, combustor, internal nozzle, and fuel supply subsystem, and the 
craft’s forebody, essential for air induction, and aftbody, which is a critical part of the 
nozzle. Figure ‎1-2 illustrates these components[57]. 
 
Figure ‎1-2 Diagram of a SCRAMJET engine, highlighting major 
components[57] 
High-speed air is inducted and compressed, first by the vehicle’s forebody then 
further by the internal inlet. For vehicles flying at supersonic speeds, without the need for 
rotating machinery, this compression is sufficient for processing by the engine’s other 
components. The Mach number is decreased with an increase in pressure and temperature 
as the air is passed through the shock waves at the forebody and the inlet. Before entering 
the combustion chamber, air is passed through the isolator. This stage allows for gradual 
pressure adjustment before the combustion chamber. A pre-combustion shock is formed 
in the isolator due to boundary-layer separation driven by the combustor pressure rise. 
This allows the combustor to achieve the required heat release and pressure. It also helps 
prevent unstart; a condition that occurs when the internal inlet prevents supersonic 
airflow from entering the combustion chamber, eventually leading to engine shutdown. In 
the combustion chamber, efficient fuel-air mixing occurs, leading to chemical reaction 
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and expansion through the nozzle. The air is also further expanded by the aftbody. The 
design of the nozzle affects the efficiency of the engine greatly because complex 
phenomena including flow chemistry and three dimensional non-uniform conditions 
occur as the potential energy generated by the combustor is converted to kinetic 
energy[58]. 
1.3.2 SCRAMJET Advantages and Challenges 
A major difference between Ramjet and SCRAMJET engines is the latter does not 
require a physical throat after the combustion chamber because the flow is supersonic 
throughout the process. Even when the engine functions in a ramjet mode, the Mach 
number increases by means of a thermal throat[12].  
Table ‎1-1 compares relevant parameters of a SCRAMJET and a ramjet for Mach 12 
flight. At Mach 12 flight speed, at an attitude of 40 km with hydrogen as fuel, the 
stagnation pressure recovery is 38 times larger in the case of supersonic combustion. This 
is because there is no terminal normal shock in SCRAMJET engine. Also the 
temperatures at the entrance of the combustion chamber are very large, causing 
dissociation to occur, which leads to heat released due to the chemical reaction occurring 
at the nozzle. Because Ramjets require a physical throat, the nozzle in this case would 
need to be prohibitively long and heavy. A true SCRAMJET has no throat except when it 
operates in dual mode SCRAMJET (involves both subsonic and supersonic combustion 
operation); it has a thermal throat that results when the flow is slowed through heat 
release. Finally, the static pressure is considerably lower in the case of SCRAMJET, 
which reduces structural loads and results in lighter more efficient systems[10, 12] 
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Table ‎1-1 A comparison of several relevant parameters between subsonic and 
supersonic combustion based ramjets during Mach 12 flight[10, 12] 
Combustion chamber 
entrance 
Super- 
sonic 
Sub- 
sonic 
Combustion chamber 
exit 
Super- 
sonic 
Sub- 
sonic 
Ratio of burner entrance  
to capture area 
0.023 0.023 
Ratio of exit area to  
Capture area 
0.061 0.024 
Stagnation-pressure 
recovery 
0.5 0.013 
Ratio nozzle throat to  
capture area 
0.061 0.015 
Pressure (atm) 2.7 75 Pressure (atm) 2.7 75 
Temperature (K) 1250 4500 Temperature (K) 2650 4200 
Mach number 4.9 0.33 Mach number 3.3 0.38 
The SCRAMJET idea, despite conceptual simplicity, faces many technological 
challenges. One is fuel-air mixing with air residence time on the order of milliseconds. 
Efforts to accelerate mixing result in an increase in losses in momentum and overall 
efficiency. The problem is also compounded when liquid fuels are used, because 
additional processes including multiphase dynamics are involved. Injecting fuel into a 
crossflow can be used as a unit problem to understand the process of turbulent mixing 
and will be the major focus of this study. 
Other challenges include flame stability, which becomes a key issue at such high 
speeds. Flame holders must be included causing large gradients of temperature and 
composition. Also, the operation of the SCRAMJET requires a considerable amount of 
cooling for both engine and vehicle components[12]. Usually the fuel is used for cooling, 
however, under certain conditions it may not have the cooling capacity and additional 
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cooling maybe required. Beyond Mach 10 for example, hydrocarbon fuels will not satisfy 
the requirement and cryogenic hydrogen will become the fuel of choice[59].  
1.4 Mixing and Structure of Supersonic Jet and Crossflow  
The fluid residence time in a SCRAMJET engine is on the order of milliseconds. 
Mixing, therefore, becomes the determining factor in a complex ensemble of phenomena 
leading to heat release and thrust generation. The mixing involves turbulent 3D flows 
with large velocity gradients causing subsonic regions in a generally supersonic flow. 
Shock waves that interact with boundary layers are also present. Generally, chemical and 
thermal processes cannot be uncoupled from practical design of SCRAMJET engines. It 
is, however, of great importance to understand the mixing process separately using cold 
injection of gas fuel at large angles into supersonic crossflow. Many injection 
configurations could be considered including sonic or supersonic injections, liquid jets or 
dual-phase injection with varying orifice shapes, sizes and momentum ratios. In this 
study we focus on 90 and 30 degree injection of sonic ethylene into supersonic air 
crossflow. 
The structure of an underexpanded jet in supersonic crossflow is shown in the 3D 
schematic in Figure ‎1-3(a) from Portz and Segal[60] and a cross section near the injector 
in Figure ‎1-3 (b) from Gruber et al[8]. The flow field involves shock and viscous 
interactions that improve mixing while increasing losses. The injected fuel plume forms a 
barrel shock which acts as a barrier to the incoming supersonic flow. This blockage 
causes a large encompassing bow shock behind the barrel shock. This bow shock works 
on separating the boundary layer and forms recirculation zones in front of the jet. The 
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side vortices are spilled and carried axially downstream to aid in the process of mixing. 
Downstream, the injectant angle decreases relative to the supersonic crossflow and 
mixing continues with the aid of the spilled side vortices[12]. In practical flows, the 
thickness of the boundary layer resulting from the incoming flow passing through many 
engine components can increase significantly. This affects the position and strength of 
the bow shock. Also, heat release may have an effect on the flow by helping to form 
subsonic regions  downstream of the jet[10] 
 
Figure ‎1-3 Model of transverse underexpanded jet in a supersonic crossflow 
(a)Full 3D schematic from Portz and Segal[60] (b) cross section schematic near 
injector from Gruber et al [8] 
In 2009, Viti et al [17] did a detailed  numerical study of the features of jet and 
crossflow interaction including the inner structure of the barrel shock. They related 
compressible features such as the barrel and the bow shock to the complex vortical 
structure in the flow. The high-pressure region ahead of the injector was shown to have 
localized pressure maximum and minima. These local peaks in pressure are generated by 
the presence of two counter-rotating vortices that impinge on the surface; the pressure 
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peaks corresponding to local stagnation conditions and the pressure troughs to the 
vortical flow moving away from the surface. 
The low-pressure region aft of the injector was found to be created primarily by 
the reflection of the barrel shock on the solid surface of the wall. This reflection creates a 
concave indent in the leeward side of the barrel shock that promotes the lowering of the 
local pressure. The footprint of the low-pressure region on the wall with its two 
prominent lobes extending far downstream was correlated with the 3D concave channel 
that the shock reflection creates in the back side of the barrel shock. Figure ‎1-4 from Viti 
et al[17] shows the indented barrel shock with recirculation regions in normal sonic air 
injection into Mach 4 crossflow. 
 
Figure ‎1-4 Indented Barrel shock with recirculation regions in normal sonic 
air injection into Mach 4 crossflow from Viti et al [17] 
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1.5 Experimental Studies of Supersonic Jet and Crossflow  
Most of the early experimental measurements used optical techniques to visualize 
wind tunnel experiments of jet and crossflow. These experiments allowed the researchers 
to understand the basic flow features associated with supersonic jet and crossflow. 
Andrepoulos and Rodi[61] authored an extensive review of the experimental work in 
injection studies up to 1984. More recent studies utilized laser-tracking technology in 
addition to optical techniques to glean more information from the wind tunnel tests. 
Table ‎1-2 lists a selective summary of the experimental studies of jet and crossflow in the 
more recent literature. McDaniel and Graves[62]conduced one of the earliest laser 
induced fluorescence (LIF) to quantitatively measure concentrations in constant area duct 
and backward facing step of jet in a Mach 2 crossflow. Mckmillin et al[63] took 
temperature measurements in reactive and non-reactive supersonic cross flow using NO 
for Planar laser induced fluorescence measurements (PLIF). Smith and Mungal[5] also 
took PLIF concentration measurements for subsonic jet and crossflow at Re=8400-41500 
allowing CFD comparison at lower Reynolds numbers. Santiago et al [13] used laser 
Doppler velocimetry to measure mean velocity components and some Reynolds stresses 
in Mach 1.6 crossflow with a momentum ratio of 1.7. They provided mean velocity and 
Mach number contours as well as dimensionless turbulence kinetic energy on the midline 
plane. Pressure-sensitive paint was used to conduct average wall pressure measurements 
by Everett et al [14] with Mach 1.6 crossflow at momentum ratios of 1.2 to 2.2 showing 
increasing pressure with higher momentum ratios. With pressure-sensitive paint being 
new at the time, only 20 images were averaged temporally to provide average pressure. 
The temporal resolutions are considered inadequate in a highly turbulent field; however, 
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spatial resolution was higher at 85          or about 47 pixels per injector diameter. 
Table ‎1-2  Selective summary of experimental studies of jet and crossflow 
interaction 
Year Study Technique     Details 
1988 McDaniel 
and 
Graves[62] 
Laser-Induced 
fluorescence 
(LIF) 
Quantitative 3D non-reactive concentration 
measurements in constant area duct and 
rearward facing step in Mach 2 crossflow 
1993 Mckmillin et 
al[63] 
NO-PLIF Temperature measurements in reactive and 
non-reactive supersonic crossflow at 
q=1.49,1.94  
1997 Santiago and 
Dutton[13] 
Laser-Doppler 
velocimetry 
(LDV) 
Mean velocity and Reynolds stresses in Mach 
1.6 , q=1.7 normal injection 
1997 Gruber et al 
[51] 
Rayleigh/Mie 
scattering 
Temporally correlated images for Air/helium 
Mach 1.98 crossflow for circular and elliptical 
orifices 
1998 Everett et al 
[14] 
Pressure sensitive 
paint (PSP) 
Wall pressure measurements in Mach 1.6 
crossflow , q-=1.2 to 2.2 
1998 Smith and 
Mungal [5] 
 
PLIF Quantitative concentration measurements for 
subsonic jet and crossflow at Re=8400-41500 
2000 VanLerberghe 
et al[50] 
Shadowgraph/ 
PLIF 
Temporally resolved shadowgraph/PLIF  
images used to process probability density 
functions for mixing Mach 1.6 , q=1.7 normal 
injection 
2006 Ben-Yakar et 
al[64] 
 
Schlieren/OH-
PLIF 
Schlieren/OH-PLIF images for Mach  10 , 
q=1.4 hydrogen and ethylene including 
combustion 
2006 Maddalena 
[21] 
Hot film probe Measured concentration of helium crossflow 
in Mach 4 air with  and without aero-ramps 
2010 Lin et al [16] 
 
Raman 
scattering/NO-
PLIF 
Quantitative concentrations at various axial 
locations for sonic ethylene injection into 
Mach 2 air crossflow 
2011 Crafton et al 
[15] 
 
Pressure-sensitive 
paint (PSP) 
Wall pressure measurements at a 1000Hz 
sampling rate  of for sonic ethylene injection 
into Mach 2 air crossflow 
Gruber et al[51] used temporally correlated  Rayleigh/Mie scattering images to 
examine  vortex structures in a Mach 1.98 crossflow with circular and elliptical injectors  
using air and helium as fuel . They showed larger near-field convection velocities for 
helium, with the elliptical orifice causing axis switching and a weaker bow shock 
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VanLerberghe et al[50] also took temporally resolved shadowgraph images along with 
laser-induced fluorescence to process the images for probability density functions (PDF) 
to study the mixing process. The study showed significant mixing in the wake region 
downstream of the barrel shock. They also showed coherent packets of fuel transported in 
the shear layer between the jet and crossflow. Figure ‎1-5 shows sample images taken by 
VanLerberghe et al[50] at the midline plane. Significant unsteadiness and large turbulent 
structures are reported near the barrel shock where the concentration variance is the 
highest. Downstream, high unsteadiness is witnessed only near the shear layer between 
the jet and the free stream crossflow. 
 
Figure ‎1-5 Temporally-resolved shadowgraphs of Mach 1.6, q=1.7 Air/Air jet 
and crossflow by VanLerberghe et al[50]  
 Combustible injection of both ethylene and hydrogen in Mach 10 crossflow were 
experimentally investigated by Ben-Yakar et al[64]. They showed much deeper 
penetration for Ethylene at the same momentum ratio. Auto-ignition occurred in 
homogenously mixed regions after the fuel has been thoroughly mixed. 
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In this effort, we focus on the experiments of Lin et al [16, 65]. They used ethylene as 
fuel injected at sonic speed in Mach 2 crossflow. The experiments were conducted at the 
continuous-flow supersonic tunnel at Wright-Patterson Air Force Base in Ohio. The 
tunnel has a constant test cross section of 131 X 152 mm. The injectors were circular 
with the diameters varied at 1/16, 3/16, and 5/16 of an inch. Momentum ratios of 0.5, 1.0 
and 1.5 were used at either normal or inclined (30 degree) injection. Raman 
scattering[66] was used to collect quantitative instantaneous  injector concentration data 
that was used to calculate time-averaged mole fraction at transverse planes at various 
axial locations. This comprehensive set of data is the major source for experiments used 
for comparison in this thesis. 
Pressure-sensitive paint was also used at the wall for some of the normal injection 
cases[15]. Those measurements were done at 1000 Hz temporal resolution, much higher 
than conventional pressure-sensitive paint. In this thesis we also use these measurements 
for comparison. 
While the mentioned experimental efforts often provide valuable database for 
understanding the flow physics and CFD comparison, they are costly to perform and 
reliable measurements are often difficult to obtain. For practical design purposes, 
experiments may become impossible due to larger engines and/or the number of design 
iterations required. This has forced an increased reliance on computational studies to 
augment database of supersonic jet and crossflow, and to become the essential tool in 
future SCRAMJET design purposes. 
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1.6 Scaling Efforts for Supersonic Jet and Crossflow  
Many efforts for simple correlation and/or analytical solutions can be found in the 
literature, mostly to evaluate simple parameters such as penetration height to give a good 
indication of mixing. The first approximate analytical solution based on control volume 
analysis was done by Schetz and Billig [67] only for limited cases of either no boundary 
layer effects or very thick boundary layer. The method was then improved to include all 
injection cases based on a similar analysis dubbed as JETPEN[68]. The method is based 
on modification to jet penetration into quiescent air to include effects of crossflow. 
Effects of mixing, shear, heat transfer and axial momentum transfer are neglected. The 
drag approximation is based on either Newtonian drag or the isentropic assumption. The 
results show the dependence of Mach disk height (as a measure of penetration height) on 
the injectant Mach number and momentum ratio as follows, 
 
 
  
   
 
  
 
  ‎1.1 
where  , is the injectant diameter.   is the injectant Mach number and   is the 
momentum ratio defined as, 
   
    
 
     
 ‎1.2 
The JETPEN method was further refined with different treatment to account for 
inclined injection angles. Also, turbulent entrainment of mainstream fluid into the plume 
was modeled after the Mach disk[69]. The entrainment model is based on an 
experimental correlation for subsonic injection [70] that is extended to include high-
speed flows. The entrainment results are a crude average value per x/D location. This 
average value is associated with the plume trajectory calculated by JETPEN. JETPEN 
penetration heights had a relatively reasonable agreement with experimental Raman 
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scattering of Ethylene injection by Lin et al [16, 65], however, major discrepancies in 
plume size and location were found especially further downstream. 
Other correlations of penetration heights were purely experimental and included 
dependence on boundary layer thickness,  . one example is the correlation from 
McClinton[11] for sonic injection, 
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‎1.3 
There were however major variation in the experimental correlations presented in the 
literature[12]. Other correlated experimental results include those of Rogers[71] and 
Hersch et al[72]. Portz and Segal also produced a more recent correlation that included 
dependence on the molecular weight ratio of jet and air[60]. 
The mentioned scaling efforts are useful to understand trends in jet and crossflow 
interaction and can help with initial crude design for injectors. They do not, however, 
provide detailed information about specific geometries or flow conditions. Computational 
fluid dynamics (CFD), on the other hand, can compute detailed point by points flow 
variables to be used for specific design objective and deeper understanding of the flow 
physics.  
1.7 Computational Approaches for Jet and Crossflow 
Efforts using computational fluid dynamics can give a great deal of insight into 
the composition and mechanism of supersonic jet and crossflow interaction because 
detailed flow information is available at every time step. There are, however, many 
modeling challenges that occur due to complex 3D structures, recirculation zones, 
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shocks, and generally unsteady turbulent flow that should be modeled correctly.  
Table ‎1-3  Selective summary of computational studies of jet and crossflow  
Year Study Technique     Details 
1999 Tam et al[19] RANS: 
different 
models 
Simulated Gruber et al[51] experiments with 
3 RANS models. Penetration heights over 
predicted by 27% 
2000 Chochua et al[3] RANS:     Study of subsonic turbulent jet and crossflow 
reveals deficiency in the amount of mixing 
when compared to the experiment 
2005 Palekar et al[73] RANS:     Simulated Gruber et al[51] experiment with a 
finer 4.5 million cell grid and obtained better 
penetration height match 
2006 Maddalena[21] RANS:     Mach 4 helium/air crossflow with/without 
aero-ramps. Computation deviated from 
experimental concentration measurements 
2009 Viti et al [17] RANS:     Sonic injection into Mach 4 crossflow. 
Compared favorably with experimental wall 
pressure measurements, and qualitatively 
with shock locations 
1996 Jones and Wile [2] 
 
LES: coarse 
mesh 
Subsonic simulation of jet in crossflow at 
Re=19000, three different sub-grid models 
on coarse mesh (not adequate for LES). No 
significant difference between the sub-grid 
models 
1999 Yuan et al[74] LES: lower Re Subsonic simulation of jet in crossflow at 
Re=1050, 2100 to discuss flow physics and 
vortical structures 
2010 Kawai and Lele[18] 
 
LES: Lower Re LES simulation of experiment with Re 1/6th 
of experiment. Flow physics and 
unsteadiness discussed  
2010 Boles et al[27] Hybrid: 
RANS/LES 
blend  
Used NC state hybrid RANS/LES model  to 
simulate Lin et al [16]experiments, very 
good match to experimental concentration 
obtained 
2011 Peterson and Candler 
[52] 
 
Hybrid: DES Used DES method to simulate Lin et al[16] 
experiments. Comparison to experimental 
concentrations superior to RANS 
2009 Keislter [75] 
 
RANS: 
Adaptive Sct  
RANS with adaptive Sct showed limited 
improvement over RANS alone  for Lin et al 
[16] injection cases 
 
Table ‎1-3 lists a summary of selective computational studies from the literature that 
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vary in turbulent treatment; including RANS, LES, and hybrid RANS/LES models. The 
industry standard in simulation of turbulent flow is dependent heavily on Reynolds-
averaged Navier-Stokes (RANS) based approaches, particularly two-equation models 
such as     [76] These models have shown some limited success in modeling the 
mechanics of supersonic jet and crossflow interaction. Tam et al.[19] used RANS-based 
methods with Menter SST[77], Menter BSL[77], and Wilcox k-ω[78] turbulence models 
to simulate the experiments of Gruber et al. [8, 9, 51]. It was claimed that the Wilcox k-ω 
model performed the best of all three; however, in all the models tested the fuel 
penetration height was over-predicted by up to 27%. Figure ‎1-6 shows non-dimensional 
axial location versus non-dimensional penetration height for the three turbulent models 
versus the experiment reported by Tam et al[19]. All three models over-predict the height 
by about equal amounts implying less sensitivity to the RANS turbulence model chosen. 
Palekar et al. [73] obtained better correlations with penetration heights with a 4.7 
million cell grid using the commercial CFD code GASP. The Wilcox k-ω turbulence 
model was also utilized for turbulence closure. Coarser grids did not sufficiently resolve 
the flow, and span-wise fuel penetration significantly deviated from the experiment. 
Maddalena et al. [21] used the k-ω Wilcox turbulence model to simulate an aeroramp 
injection scheme as well as transverse injection of sonic helium into air. Total pressure 
loss was shown to be greater than that of a normal injection configuration with the 
computational results not correlating well with the experiment.  
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Figure ‎1-6 Penetration heights compared to the experiment for 3 turbulent 
models from Tam et al[19]  
As stated by many researchers[22-24], there are some obvious limitations to 
RANS models when applied to unsteady problems because they tend to be overly 
dissipative (predicting higher eddy viscosity and damping the unsteady motion of the 
fluid). The jet and crossflow interaction problem usually involves large-scale unsteady 
turbulent structures, density gradients, and shock/boundary-layer interactions, as 
evidenced by experimental findings [8, 9, 51]. These phenomena are difficult to capture 
correctly with standard RANS approaches and may benefit from methods capable of 
resolving turbulent structures such as Direct Numerical Simulation (DNS) or Large Eddy 
Simulation (LES). LES is capable of capturing the large-scale turbulent structures, and 
while not as computationally expensive as DNS, it is currently impractical for use in the 
supersonic jet and crossflow interaction problem because a prohibitively large number of 
grid points must be used to resolve the boundary-layer. The number of grid points 
24 
 
required for wall-resolved LES simulations scales with      [28]This would require one 
billion grid points for a            typical for supersonic crossflow simulations. 
LES models have been used on coarser meshes with the argument that required 
LES grid is not important. Jones and Wile [2]conducted a subsonic jet and crossflow 
simulation of a Re=19,000 using three different LES sub-grid models on a 78,000 point 
grid (not-adequate by LES standards). Due to the coarse grid, sub-grid models’ results 
showed insignificant differences. The authors claimed a reasonable comparison to the 
experiment for mean velocity profiles, however, the results were not compared to a 
RANS solution at a similar resolution, and no proven advantage to the use of such 
method was presented.  
Lower-Re LES simulations can help provide information about the flow structure 
and physics of jet and crossflow interaction. Yuan et al [74] conducted a subsonic 
simulation of jet in crossflow using Re of 1050 and 2100. The study discussed shocks and 
vortical structures associated with the flow. Recently, Kawai and Lele[18] conducted an 
LES of sonic injection into a supersonic crossflow based on the experiment of Santiago 
and Dutton[13], and showed key physics of the jet mixing in supersonic crossflow, such 
as clockwise and counterclockwise rotating strong longitudinal vortices forming a pair of 
U-shaped counter-rotating vortices. To reduce the expense of the computations, the 
Reynolds number was lowered by a factor of six, relative to the experiment[13] but the 
boundary-layer thickness upstream of jet injection is matched.  
Due to the RANS models’ limitations and the impracticality of LES, hybrid 
RANS/LES methods rose to provide the best compromise between the two. The concept 
is to use RANS models near the wall (where LES would require very fine grids) and LES 
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is used in the rest of the domain. These methods provide the robustness and reliability of 
RANS solution near the wall, combined with the capability of resolving large eddies in 
the main flow. Boles et al [27]used the NC State hybrid RANS/LES model in which they 
explicitly blended divided the domain into RANS and LES regions connected by a 
blending function that lies in the log-layer region of the boundary-layer. They simulated 
Gruber et al.[8, 9, 51] air and helium injection cases as well as an ethylene injection case 
conducted at Air Force Research Laboratory (AFRL) and reported by Lin et al.[16, 65]. 
In all cases, time-averaged hybrid results were superior to RANS quantitatively and 
qualitatively when compared to experimental injectant distribution. Figure ‎1-7 shows 
time-averaged mole fraction comparison of RANS, hybrid RANS/LES and experimental 
distribution at 3 axial locations for the normal ethylene injection case of Lin et al[16]at 
q=0.5. The hybrid RANS/LES, unlike RANS, provides very good match to the 
experimental results. 
The NC State hybrid RANS/LES model, however, lacks generality due to the need of 
blending function calibration for each case. Also, because the blending function has to lie 
within the boundary-layer, finer grid is required near the wall, although not as fine that 
required by LES. The method is also restricted to structured type grids, thus injector solution 
had to be imposed on the bottom wall, rather than simulated (due to injector geometry). The 
simulation grid limitation also required the use of a smaller domain and artificial turbulence 
for the inflow boundary  
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Figure ‎1-7 Experimental, RANS and Hybrid RANS/LES concentration 
comparison from Boles et al[27]  
 
Peterson and Candler[52]were able to successfully simulate the crossflow 
experiments of Lin et al [16]using detached eddy simulation (DES) [24] based on the 
Spalart-Allmaras one-equation turbulence model[79]. They also obtained very good 
match to the experimental time-averaged concentration for normal injection case. The 
DES method, a class of the hybrid methods, uses a single RANS formulation and 
transition to LES is based on grid spacing. The method sometimes resulted in the LES 
mode turned on in the boundary-layer, in areas where it cannot effectively resolve the 
turbulent length scale[20]. Also DES faces a potential for log-layer mismatch in 
turbulence quantities due to transition from RANS to LES. This occurs when the inner 
log-layer produced by RANS does not match the outer log-layer produced by LES [80-
82] . This phenomenon is caused by mismatch of turbulent energy and Reynolds shear 
stress at the LES/RANS interface. Log-layer mismatch can result in an under-prediction 
of the friction coefficient by as much as 15-20 %[82]. While some of these problems 
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were alleviated later by variations of the DES method[20, 82], DES still requires carful 
grid generation to properly handle the RANS/LES juncture and avoid abrupt transition. 
Production of such grids is sometimes difficult for complex geometry and/or internal 
flows. Peterson and Candler [52]were able to include the geometry of the injector of the 
domain; however, they had to use a special hexahedral grid generator to carefully 
generate a smooth grid capable of handling DES. They also had to limit their domain size 
and use synthetic turbulence at the boundary. 
It is desirable to capitalize on the advantages of the hybrid methods in the simulation 
of jet and crossflow without domain size limitations, grid restrictions, or adjustable 
constants. This would allow these methods to be used in practical CFD codes with 
standard grid generation techniques and computational capabilities. In the literature, there 
are filter-based approaches, which limit the eddy viscosity in the RANS model, thus 
allowing resolution of turbulent structures where the grid resolution allows. These models 
face little restriction on where the transition between RANS/LES should occur for 
reasonably varying cell size. Johansen et al[83] introduced the filter based model (FBM) 
where the eddy viscosity was reduce based on the ratio of the grid size and the turbulent 
length scale. The filter based model was tested with 2D subsonic simulation of flow over 
square where it showed superior results over RANS and was also used by Tseng and 
Shyy [135] with both 2D and 3D subsonic simulations of cavitation flow. Nichols and 
Nelson [22, 84]also developed a filter based approach that they called multi-scale hybrid 
RANS/LES. Their model used a smooth filter function method and was tested with 
several subsonic problems including flow over a cylinder, NACA 0015 airfoil and square 
cavity. It was also tested with essentially 2D supersonic shear flow where it showed 
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superior results over the DES method due to the smooth filter function allowing the 
transition between RANS and LES to occur without abrupt discontinuous solutions[84]. 
In chapter 2, the concepts of the filter based approaches will be used to develop a model 
capable of handling supersonic jet and crossflow interaction  
The turbulent Schmidt number is a measure of turbulent mass diffusion versus 
turbulent momentum diffusion and it is usually specified as a constant number both in 
RANS and LES sub-grid models. In LES, the effect of the turbulent Schmidt number 
specification is usually minimal because large-scale turbulent structures are resolved 
without the need for modeling turbulent mass diffusion. For normal injection in 
supersonic flow cases of Lin et al[16, 65], Hassan et al.[29]( also detailed in chapter 3 ) 
and Boles et al.[27] derived estimates for the turbulent Schmidt number, based on the 
resolved field, which were not constant with strong variations throughout the flow.  
There have been many efforts in the RANS community to calculate, rather than 
specify, the turbulent Prandtl and Schmidt numbers, starting as early as 1975.[85] 
Methods based on the mixing length used a two equation model to calculate turbulent 
diffusivity in conjunction with  - .[86, 87]  In general, results from these methods 
showed an improvement over  -  alone in low-temperature, high-Mach number cases. 
Guo et al.[88] used a genetic algorithm to obtain model constants for a diffusion vector 
transport equation used in addition to  - . The results showed some improvement over a 
baseline  -  model for a jet and crossflow application. CRAFT Tech developed a 
variable Prandtl(   ) and Schmidt(   ) number approach based largely on earlier 
efforts[86, 87] with added compressibility correction. The model showed improvements 
over a constant    /    in a range of classical validation cases.[89, 90] Keistler[75] used 
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a reacting model with variable    /    method designed for high-speed flows and based 
on CRAFT tech efforts[89, 90] to simulate Lin et al.[65] mixing case. He compared his 
results to those obtained by hybrid RANS/LES method of Boles et al.[27] While the 
variables approach showed some limited improvement over RANS in predicting fuel 
concentration levels. It fell short of the hybrid RANS/LES method in predicting jet shape 
mainly due to inability to produce large-scale turbulent structures.  
To the author’s knowledge, there have been limited or no efforts in the literature to 
combine hybrid RANS/LES type approaches with variable turbulent Schmidt number 
methods. This is desirable because it would improve the modeled portion of the 
turbulence thus allowing coarser grids to be used with hybrid RANS/LES methods. In 
chapter 2, such model will be developed to calculate the turbulent Schmidt number based 
on the resolved field.  
1.8 Mixing of Liquid Jets 
The issues of jet penetration and mixing apply when liquid jets (fuels) are injected 
instead of gas in SCRAMJET engines. There are clear advantages in using liquid fuels in 
comparison to gaseous-based systems, particularly when liquid-hydrocarbon fuels are 
used in small hypersonic vehicles limited to Mach 8[12]. The energy density in these 
liquid-hydrocarbons is higher than gaseous fuels such as hydrogen; however, they require 
higher energy densities to initiate exothermic reaction[91]. Aspects of combustion 
characteristics of various fuels are reviewed by Segal and Shyy[91], Marchand et al[92], 
and Yang and Zarko[93].  
The interaction between the liquid jet and the supersonic airstream is dominated by 
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the instabilities that develop on the surface of the liquid column, resulting in jet breakup, 
vaporization and mixing[94, 95]. Before the jet is completely atomized for vaporization, 
it is broken up into irregularly shaped clumps of liquid. Kush and Schetz[96] identified 
specific regimes for jet penetration depending on the momentum ratios  For high 
momentum ratios, the jet penetrates for several injection diameters undisturbed for 
several injection diameters. With lower ratios, the jet remains in a narrow layer close to 
the injection wall with random shape disintegration before it is finally vaporized. The 
breakup regime is dominated by aerodynamic forces in the initial stage but, as the 
waviness of the jet surface increases and large structures are formed, the breakup is 
dominated by liquid turbulence and inertial forces leading to jet disintegration[97]. 
Simulation of such injections involve coupling of multi-phase flow with turbulent 
and high-speed dynamics. This difficult problem is beyond the scope of this thesis. The 
computational capabilities we use for this work are limited to simulations of multiphase 
flows without turbulence modeling or discontinuities (low Reynolds number flows)[46, 
48].To demonstrate some of those capabilities we solve the problem of flow and rupture 
of liquid plug in a tube. This problem has application in mucous dynamics in human lung 
airways[98] and will be discussed in detail in section ‎1.9 
1.9 Plug Flow and Rupture Problem 
Lung airways are coated with a thin liquid, which under certain diseases can become 
thick and unstable. Unstable film can create a liquid plug that occludes the airway. This 
process is called airway closure; the liquid plug blocks airways and reduces gas 
exchange, and enhances airway collapsibility. Also, the mechanical stresses induced by 
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the plug propagation can cause pulmonary epithelial cells to be damaged[53, 99]. 
Figure ‎1-8 from Tavana et al [99] represents a typical response of the microfluidic 
airway to repeated propagation of liquid plugs. Green and red fluorescence represent live 
and dead human pulmonary epithelial cells stained with dyes (study used live human 
cells attached to thin polyester membrane representing the airway). Many of the studies 
on liquid plug propagation in a channel utilize the Lagrangian interface tracking method 
focusing only on the liquid phase.  
 
Figure ‎1-8 Live-dead staining of human pulmonary epithelial cells after 
10(a),50(b), and 100(c) plug propagation events from Tavana et al [99] 
 
Bilek et al. [100] investigated lung epithelial cell damage in a model of airway 
reopening, consisting of a semi-infinite bubble propagating in a narrow fluid-filled 
channel lined with pulmonary epithelial cells. They showed that cell damage increased 
with decreasing reopening velocity, and that the presence of a pulmonary surfactant 
prevented this injury. Using a single-fluid Lagrangian model, they demonstrated that as 
the air finger propagates over the cells lining the channel, walls experience different 
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types of mechanical stresses such as shear stress and pressure. They concluded that the 
steep pressure gradient near the finger front was the most likely cause of the observed 
cellular damage.  Kay et al. [101] showed that cell damage was directly correlated with 
the pressure gradient, not the duration of stress exposure (period for a pressure wave to 
pass over a cell).  Repeated reopening and closure was shown to damage the cell layer, 
even under conditions that would not lead to extensive damage from a single reopening 
event. 
Studies by Bilek et al. [100] and Kay et al. [101] focused on the cell injury caused by  
air-finger replacement in liquid filled airways equivalent to the rear half of a long liquid 
plug. Huh et al. [98] investigated mechanical injury of primary human small airway 
epithelial cells (SAECs) caused by propagation and rupture of liquid plugs. The micro-
fluidic channel was lined with SAECs and a thin liquid film. Exposure of the SAECs to 
physiological fluid mechanical stresses associated with surfactant-deficient airway 
reopening led to significant cellular damage whose severity was elevated with increasing 
frequency of plug propagation and rupture. Furthermore, plug rupture imposed a higher 
risk of cellular injury than plug propagation alone. Additional experimental and 
theoretical studies on plug propagation in flexible micro-channels by Zheng et al. [102]  
indicate higher risk of injury for greater flexibility, which is a feature of airways in 
emphysema, for example.  
Howell et al. [103] modeled the propagation of a liquid plug through a compliant 
channel in the limit of Stokes flow and small capillary number. They obtained 
expressions for the pressure drop across the plug and the trailing film thickness as 
functions of the elastic properties of the channel, the capillary number, and the precursor 
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film thickness. Their study showed that rupture (or reopening) is more likely to occur in 
a compliant channel coated with pre-existing thicker film. They also showed that 
increasing longitudinal wall tension decreases the likelihood of rupture and that there is 
a critical pressure drop above which rupture occurs. Waters and Grotberg [104] 
considered the effect of soluble surfactant on the plug propagation through a single tube, 
and found that surfactant activity increases the trailing film thickness and the pressure 
drop across the plug needed to move it at a prescribed velocity.  
Fujioka and Grotberg [105, 106] used a finite-volume method for a single-fluid 
Lagrangian formulation and considered the effects of inertia and surfactant. If the channel 
is wider than the plug length, the trailing film thickness is less than that of a semi-infinite 
bubble at the same Reynolds number (Re). The front meniscus develops a capillary wave 
whose amplitude increases with Re, causing large variations in wall shear stresses and 
pressures, which can lead to a detrimental effect on the cells lining the airways.  When 
surfactant is present, it accumulates on the front meniscus interface as it is swept from the 
precursor film. The surfactant concentration is at maximum somewhere in the front 
meniscus, and a surface tension gradient opposes the flow out of the film region.  In this 
region, the surface velocity almost vanishes, and this results in the precursor film 
thickness near the meniscus being larger than the leading film.  Because of an increase in 
the minimum film thickness, there is a reduction in the peaks of wall pressure and shear 
stress. However, in the thicker film region, the drag forces are actually larger than the 
surfactant free case.  Therefore, the pressure drop across the plug increases as the result 
of the increasing surfactant concentration. 
Suresh and Grotberg [107] and Zheng et al.[108] considered the effect of gravity on 
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the steady or quasi-steady motion of a liquid plug in a two-dimensional liquid-lined 
channel oriented at an angle  with respect to gravity, and found that the pre-
bifurcation asymmetry of the plug increased with the plug length (Lp), capillary number 
(Ca)  Re, but decreased with the Bond number (Bo). Fujioka et al. [53] and Uzgoren et 
al. [48] investigated unsteady liquid plug propagation numerically.  They considered the 
propagation of a liquid plug within a rigid axisymmetric tube coated by a thin liquid film 
with and without surfactant. The magnitudes of the wall pressure and wall shear stress 
are greatest in the front meniscus region, and they increase with a thinner precursor film.  
If the trailing film is thicker (thinner) than the precursor film, the plug volume decreases 
(increases) as it propagates. When the plug length (LP) becomes short, the Marangoni 
stress increases the hydrodynamic viscous friction and causes LP to plateau.  During the 
period of LP plateau, since the meniscus surface curvature near the wall becomes strong, 
the pressure gradients and shear stress within the transition regions increase. The 
stability of the motion of a liquid plug is investigated by Campana et al. [109]. 
Fujioka et al. [53] investigated the propagation of a liquid plug based on the 
Lagrangian method, which works well until its rupture. At rupture, the break-up of the 
plug creates difficulties for Lagragian approaches during the re-gridding process.   
Furthermore, when the precursor film becomes sufficiently thin, the liquid plug shrinks 
and the air fingers become closer to each other ultimately leading to rupture. As reported 
in [98], this scenario may lead to excessive stresses that damage pulmonary epithelial 
cells. Erneux and Davis [110] studied the critical film thickness at which the rupture of 
thin films occur. They have found that the critical thickness is directly related to the 
molecular forces and surface tension. 

35 
 
1.10 Multiphase Flow Methods 
The computational techniques for treating the moving interface are usually 
categorized into Lagrangian methods [39, 40, 53] that modify the grid to match the 
interface location, Eulerian methods[34, 37, 111, 112] that extract the interface location 
with the help of scalar function on a stationary grid, and Eulerian-Lagrangian 
methods[43, 46, 48] that utilize a separate set of grid representing interface (Lagrangian) 
that move freely on a background grid (Eulerian). Once the interface is known, various 
models are used to impose discontinuous flow properties across the interface, taking into 
account surface tension forces. These models either use a continuous interface method; 
using one set of equations and smearing the flow properties across the interface[43, 48, 
113, 114], or sharp interface methods that impose conditions directly by solving two sets 
of equations [37, 115-118]. 
In this effort we use the Eulerian-Lagrangian method and the continuous interface 
method in conjunction with adaptive grid to increase resolution near the interface [46, 
48]. Figure ‎1-9 (a) and(b) show sample of the Lagrangian interface grid used as line 
segments in 2D and triangular grid in 3D. 
 
Figure ‎1-9 Interface representation by marker points (a) line segments in 2D 
(b) triangular elements in 3D (c) indicator function used to smear properties across 
the interface with values varying from 0 to 1[48] 
The indicator function shown in Figure ‎1-9(c) is used to smear properties across the 
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interface in a continuous matter. 
In order to simulate rupture dynamics for plug flow and propagation study, a 
reconstruction algorithm allowing topological change should be implemented. In chapter 
5, the reconstruction algorithm along with detailed information about the numerical 
models and methodology will be discussed. 
1.11 Objectives and Proposed Models  
1.11.1 Jet and Crossflow Interaction 
As discussed in section ‎1.7 due to the limitations of the RANS models and the 
impracticality of LES, hybrid RANS/LES models provide the best compromise between 
the two. The available hybrid models proved capabilities in successfully simulating 
highly unsteady jet and crossflow problems[27, 52], however, they lack generality due to 
domain size and geometry restriction, grid size and type limitations, or the need for a 
case-based adjustable constants. In the case of DES, they sometimes also face difficulties 
achieving smooth transition between RANS and LES. Our first modeling objective is to 
develop a model with the following characteristics 
• Can be used to accurately simulate supersonic jet and crossflow interaction and in 
general, problems involving high speed mixing and unsteadiness 
• Should be able to resolve turbulent structures similar to hybrid RANS/LES but be 
more practical in terms of grid size , generality, and the ability to deal with 
complex geometries. 
• Achieves smooth transition between RANS and LES in reasonably varying grid 
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size. 
In this effort we propose the use of multi-scale turbulence modeling [83, 84] 
based on the concepts of Johansen et al[83]’s filter based model. The multi-scale model is 
easy to implement for any two-equation model (In this study we select Menter SST[119]) 
by defining a grid length scale , a turbulent length scale, and a filter function. The eddy 
viscosity is smoothly varied based on the ratio of the turbulent length scale to the cell 
size. Therefore there is no sharp transition between RANS and LES and no restriction on 
where the transition should occur for reasonably varying cell size. This allows the use of 
any grid resolution with the finer grids simply capable of resolving more turbulent eddies. 
Because of the smooth nature of the model, we are able to use non-uniform grid and 
expect smooth solutions at the refinement interface. In the supersonic jet and crossflow 
interaction problem this will be especially useful when using three-dimensional (3D) 
grids that are only fine in the plume region and in regions where complex flow 
phenomena occur. The model is introduced in chapter 2 and results are shown and 
analyzed in chapter 3. 
In section 1.6, the importance and sensitivity of the turbulent Schmidt number 
was discussed. It was mentioned that the assumption of a constant turbulent Schmidt 
number in the RANS assumption is inadequate[27, 29]. While there have been efforts to 
calculate rather than specify the turbulent Schmidt number using RANS-type 
formulation, to the author’s knowledge, there has been no efforts in the literature to use 
an adaptive turbulent Schmidt number approach based on the resolved information in 
hybrid RANS/LES. Such a method would improve the turbulent mixing prediction of the 
modeled (sub-filter) portion of the flow, thus allowing the use of coarser grids in hybrid 
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RANS/LES approaches. Our second modeling objective is to develop a turbulent 
Schmidt number approach based on the resolved statistics in hybrid RANS/LES models. 
The model should have the following characteristics: 
 Does not require specification of turbulent Schmidt number , Sct 
 Can improve estimates for sub-filter mixing for coarser grids used with the 
multi-scale model 
 Relies on actual flow for estimation without any correlation based on 
experiment or ad-hoc transport equations. 
In chapter 2, we propose an extension to the multi-scale model allowing for the 
calculation of the turbulent Schmidt number. The method we propose does not utilize 
transport equations with ad hoc constants. The value of the turbulent Schmidt number in 
the sub-filter RANS model is adaptively changed based on the resolved turbulent field. 
At every time step, the average turbulent Schmidt number based on the ratio of the 
resolved mass and momentum eddy viscosity is calculated. This value is used in the mass 
transport equation instead of the specified constant value. The method assumes that     is 
the same in all turbulent scales, and in chapter 4, we evaluate this assumption with the 
Lin et al.[29] mixing case. 
In addition to the modeling objectives, we would like to analyze the response and 
sensitivity of the jet and crossflow interaction problem to the proposed models; including 
effect of grid resolution and different injection configurations. Based on the analysis it is 
our objective to understand the advantages and limitations of our modeling approaches 
for simulation of supersonic crossflow.  
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1.11.2 Plug Propagation and Rupture 
In section ‎1.9, the importance of plug propagation and rupture and its relationship 
to flow in lung airways is demonstrated. It is desirable to simulate this process to 
understand the behavior of mechanical stresses on the airway walls before and after plug 
rupture. This following are the objectives required for such simulation: 
  Develop a reconstruction algorithm within the multi-phase flow solver to 
allow for rupture to be simulated. 
 Validate the pre-rupture results against available data from the literature. 
 Analyze dynamics of peak wall mechanical stresses location and time in 
relation to plug rupture. 
 Analyze the effect of parameters such as: liquid film thickness, pressure 
drop, and surface tension forces on the magnitude and location of 
mechanical stresses as well as their effect on delaying plug rupture. 
In chapter 5, we further extend a Eulerian-Lagrangian technique reported earlier 
[48] to handle topological changes during the plug rupture to investigate stresses at the 
airway walls. Specifically, in order to handle topological changes of fluid-fluid 
interfaces, we have developed a reconstruction scheme based on altering connectivity 
information detailed in the computational procedure section‎5.2. Comparison with the 
previous Lagrangian model, up to the rupture, and the flow field and associated stress 
characteristics during and after rupture will be discussed. 
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Chapter 2. 
Governing Equations and Numerical Methods 
2.1 Governing Equations 
2.1.1 Instantanous Balance Equations 
Instantaneous Navier-Stokes conservation equations for a chemically reacting 
mixture without body forces and external heating are given in Einstein notation as[120]: 
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where   ,  and is mass fraction of species ,      is diffusion velocity for species , and 
 ̇  is the chemical source term 
For a Newtonian fluid, the viscous stress tensor is given by: 
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where the bulk viscosity is neglected. In Equation ‎2.6, the species diffusion 
velocities are given by Fick’s Law as: 
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Note that in Equation ‎2.4, the heat flux vector contains both the Fourier’s law 
component and the component due to diffusion of species with different enthalpies:  
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 ‎2.7 
2.1.2 Equation of State 
Assuming each species behaves as a thermally perfect gas, Dalton’s law is used to 
determine mixture pressure: 
   ∑      
  
   
 ‎2.8 
Note that an equation of state that supports thermally imperfect species could be 
used, however, it was not required for this effort. A more general equation of state that 
has been widely used in combustion problems was developed by Hirschfelder et al.[121, 
122] 
Equation ‎2.8 relates mixture pressure to mixture temperature which is not readily 
available from the solution of the balance equations. Temperature is instead obtained via 
the internal energy of the mixture: 
   ∑     
  
   
 ‎2.9 
where the internal energy of each species is evaluated as: 
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The species specific heats,     , are provided as 4
th
 degree polynomials in terms 
of temperature. The polynomial coefficients can be obtained from references such as 
JANAF tables [123] 
For each species, transport properties (laminar viscosity,    thermal conductivity, 
   and species diffusivity,  ) are obtained via CHEMKIN transport library[124] in the 
form of 4
th
 order polynomial fits as a function of temperature. 
2.1.3 Averaged and Filtered Navier-Stokes Equations 
The instantaneous balance equations ‎2.1-‎2.4 govern both laminar and turbulent flow 
regimes. However, turbulent flows exhibit flow structures covering a wide range of time 
and length scales.[125] Resolving all these scale numerically using direct numerical 
simulation (DNS) remains extremely costly for virtually all engineering problems. 
However, for most engineering purposes, the main interest is the description of the mean 
flow field, which is the common aim for all RANS-based turbulence models. RANS 
methods solve for the Favre averaged quantities, separating them from their turbulent 
fluctuations. In problems where there is interest in resolving large-scale turbulent 
structures, large eddy simulation (LES) is often used. LES solves a filtered version of the 
balance equations separating large-scale and sub-grid fluid dynamics. 
For RANS formulation, each variable is decomposed into its density-weighted 
ensemble average[126] and its instantaneous deviation from the averaged value as: 
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     ̃         ̃  
  ̅̅ ̅̅
 ̅
 ‎2.11 
Favre averaging has the standard ensemble average properties as well:  
   ̃̃    ̃     ̃    ‎2.12 
LES simulation models require filtering the balance equations into resolvable scale 
components and sub-grid scale (SGS) components. For a generic property A: 
    ̌     ‎2.13 
where  ̌ is the filtered component of the property. A generic spatial filter is of the 
form[127] 
   ̌       ∫∫∫                   
    ‎2.14 
The filter function is normalized as follows: 
 ∫∫∫           
      ‎2.15 
where      a spatial filter usually based on cell size allowing the filter operation to have 
properties similar to the averaging: 
  ̌̌    ̌    ̌    ‎2.16 
Comparing equations ‎2.11 and‎2.12 with ‎2.13 ‎2.16, we realize that the averaging 
and filtering operations exhibit identical definitions and properties. When applying either 
operation to the instantaneous balance equations we obtain equations of identical form for 
filtered or averaged quantities. We will use these equations interchangeably with the 
Favre average notation, however, they could also be written with the filter notation. The 
filtered/average form of the balance equations is: 
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The shear stress term for a Newtonian fluid is written as: 
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where fluctuations in dynamic viscosity are ignored 
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‎2.21 
2.1.4 Turbulence Closure 
Boussinesq’s eddy viscosity hypothesis, in analogy to molecular transport, relates 
turbulent flux of momentum to mean velocity gradient and turbulent kinetic energy by 
introducing the concept of eddy viscosity,     as: 
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where k is turbulent kinetic energy: 
  ̅  
 
 
         ̅̅ ̅̅ ̅̅ ̅̅ ̅ ‎2.23 
While the molecular viscosity is a fluid property, the eddy (or turbulent) viscosity 
varies with the turbulent flow characteristics. On dimensional grounds, the kinematic 
eddy viscosity is: 
    
  
 
       ‎2.24 
where l and u are the characteristic length and velocity scales of the turbulent 
fluctuations. The role of the turbulence model is then to model these two scales. The 
turbulent species flux is related to the first moments similar to molecular diffusion as: 
  ̅        ̃  
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 ‎2.25 
Finally the unclosed terms in the energy equation are modeled as [128] 
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2.2 Turbulence Modeling 
Since the instantaneous flow properties can be represented as the sum of a mean and 
fluctuating part or a resolved and sub-grid part (Eqs. ‎2.11,‎2.12 and ‎2.13-‎2.16),the 
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resulting governing equations contain fluctuation correlation terms that cannot be readily 
evaluated with the knowledge of the mean quantities. With the concept of the eddy 
viscosity, these quantities can be calculated once the eddy viscosity is estimated as a field 
variable. Detailed approaches to turbulent closure are an exhaustive subject and can be 
explored elsewhere.[125, 127, 129, 130] Amongst the most popular methods are the 
Reynolds/Favre averaged Navier-Stokes (RANS) model and the Large Eddy Simulation 
(LES)[25, 26, 131] 
The most widely used RANS models solve two additional transport equations to 
calculate the eddy viscosity.[127] The two equations provide information of the time and 
length scales, which are then linked to the eddy viscosity via dimensional assessment. 
Derivation of these equations and relations are aided by numerous scaling arguments and 
empirical observations. Strictly speaking, only the small turbulent scales in the inertial 
and Kolmogorov ranges can be assumed universal and the larger scales will depend on 
the problem geometry.[125] LES models take advantage of this property of turbulent 
flows by attempting to numerically resolve the larger, geometry dependent scales while 
modeling the rest with sub-grid models (SGS). The SGS models in LES have the 
advantage of incorporating the information from the resolved scales and hence pose less 
or no empirical dependence. While LES methods offer increased accuracy in some cases, 
the also introduce a significant increase in computational cost compared to RANS 
models. The additional cost is due to the need of finer, 3D grids and a fine temporal 
resolution. In supersonic flows, wall grids needed for LES become prohibitively 
expensive and often times, they are not fully resolved[27, 132]. 
Due to the substantial computational cost of LES, RANS models remain widely used 
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for most engineering turbulent flows. For supersonic jet and crossflow interaction, large-
scale turbulent structures are present making LES an attractive choice. However due to 
the prohibitively expensive boundary-layer grid, this option becomes unfeasible. This 
gave rise to hybrid RANS/LES methods[24, 27, 28, 74, 127]. In most hybrid RANS/LES 
methods, RANS like equations are solved near the wall , while LES-type equations are 
solved in areas where large-scale turbulent structures are present[27, 132, 133]. This class 
of methods attempts to take advantage of the RANS efficiency near the wall, and LES 
capabilities elsewhere.  
2.2.1 RANS: Menter-SST 
Two of the most widely used RANS turbulence models are    [76] and   
 [134], where   is the turbulent kinetic energy,   is the dissipation rate and   is defined 
as the dissipation rate per turbulent kinetic energy. The latter model offers improved 
accuracy near solid walls in the presence of adverse pressure gradients but displays 
strong sensitivity to free stream values[135]. Menter’s shear stress transport (SST)[77] 
uses the     near solid walls and transitions to     away from the walls with the 
help of a blending function, hence combining the strength of both models. SST also 
incorporates an empirical dampening function for the eddy viscosity near the walls to 
mimic the suppression of turbulence. Due to the demonstrated enhancements[77] offered 
by the model without additional computational cost, SST was used as the base RANS 
model in the current study. Details of the model are given below. 
Kinematic Eddy Viscosity 
In the    [76] model, transport equations for the turbulent kinetic energy and its 
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dissipation rate are solved. The turbulent length and velocity scales in Equation‎2.24 are 
then related to   and   as: 
 
   
 
    
   
 
 
 
 
 
‎2.28 
where         is the dissipation rate constant. The dissipation rate is defined as: 
     
     
   
     
   
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
 ‎2.29 
The kinematic eddy viscosity is defined as: 
    
   
 
 
 ‎2.30 
In the    [134] model, instead of  , a transport equation is solved for turbulent 
dissipation per turbulent kinetic energy defined as: 
   
 
   
 ‎2.31 
hence, the eddy viscosity becomes:  
    
 
 
 ‎2.32 
In Menter’s SST model [77], the   equation is cast in terms of . The     and 
    models are blended based on nearest wall distance. The eddy viscosity in SST is 
expressed as: 
    
   
            
 ‎2.33 
where   is the absolute value of vorticity,   =0.31 and the blending function,    is given 
as: 
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where    is the normal distance to the nearest wall. Near the wall turbulent fluctuations 
are locally damped and the turbulent Reynolds number,      , approaches zero. The SST 
model incorporates this effect via the empirically derived damping as shown in 
Equation‎2.33. 
Turbulent Quantities Transport Equations 
Exact equations for the turbulent kinetic energy,  , and its dissipation rate,   or , 
can be derived[125] based on the instantaneous and averaged momentum equations,‎2.2 
and ‎2.18, and the definitions given in Equations ‎2.23,‎2.29‎2.31. However both introduce 
additional unclosed terms. Utilizing the gradient transport hypothesis and the turbulent 
Prandtl number,    , the diffusion term is modeled and the following form of the   
equation is obtained:  
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‎2.36 
where      is given in Equation ‎2.22 and is proportional to the eddy viscosity. The exact 
equation for  , however, is not as useful starting point since several other fluctuation 
correlations and higher order moments are introduced. Hence an entirely empirical form 
is used. In SST formulation,  and   equations are combined into a common form with a 
blending function which ensures a smooth switch based on the distance to the wall: 
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‎2.38 
The last term in the   transport equation is called the cross diffusion term. It 
arises due to the blending between     and     and does not appear in the standard 
    model.    is unity at the wall and the cross diffusion term vanishes resulting in 
pure     model. The     and     constants[129, 136] are also blended as: 
                   ‎2.39 
where     are: 
 
                                          
             
  
  
     
  √   
‎2.40 
and     are: 
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2.2.2 LES: Smagorinsky Lilly Model 
Most simply, in LES, the large-scale eddies are computed, and eddies smaller than 
the SGS eddies are modeled. This is done, similar to RANS, by introducing an eddy 
viscosity to the filtered Navier Stokes equations (Eqs.‎2.17, ‎2.21). Because larger 
fluctuations are calculated directly and SGS fluctuations are modeled, cells and time 
steps can be much larger than DNS, but smaller than those of RANS.  The standard 
Smagorinsky model relates turbulent stresses to the magnitude of strain rate to define the 
eddy viscosity as [25, 26]: 
             
   ‎2.42 
where   is the strain rate magnitude defined as , 
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‎2.43 
where             is a constant and   is a length scale related to cell size. In LES 
simulations once the eddy viscosity is defined, it is related to Reynolds stresses and the 
sub-grid heat flux in a manner similar to the RANS approach: 
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It should be noted that the modeling of     in equation ‎2.44 does not contain the 
isotropic turbulence term that is in equation‎2.18. This is because in LES formulation the 
turbulent kinetic energy, k, is not modeled, and dynamics resulting from isotropic 
turbulence is assumed to be contained within the filtered strain rate of velocity. In 
addition, modeling of the term in equation ‎2.21 is usually neglected altogether in LES. 
2.2.3 Hybrid RANS/LES: NC State Model 
In high-speed flows generally and supersonic jet and crossflow specifically, the grid 
needed to conduct an LES simulation near the wall is prohibitively expensive. Using 
RANS near the wall and LES elsewhere makes it possible to conduct such simulations, 
and to obtain detailed information about the large turbulent structures present in the flow. 
Hybrid RANS/LES approaches rely on the similarity in averaged and filtered balance 
equations. Boles et al.[27] take advantage of that by using one set of equations 
throughout the domain, and a blending function to change the value of the eddy viscosity 
from Menter BSL [119] to Smagorinsky SGS model. The eddy viscosity is defined as: 
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‎2.47 
where the authors[27, 132, 133]recommend a    value of 0.1 for high-speed flows. The 
53 
 
blending function is based on a ratio of the closest wall distance,  , to a modeled form of 
the Taylor microscale,  : 
   
 
 
{      [ (
 
√   
    )    ]} ‎2.48 
Where 
   
 
  
 ‎2.49 
 The physical location of the transition point is shifted by adjusting the value of  . 
The term    is set to     
         so that the transition from RANS to LES occurs at 
      . The function is set up that       at the RANS/LES juncture where      . 
The value of    is found using the method described in Edwards et al[137] using the Law 
of the wall formulation, free stream properties, wall thermal conditions, and estimated 
boundary-layer thickness.  
 
Figure ‎2-1 NC State blending function and velocity boundary-layer in wall 
coordinates 
The value of   varies from case to case and must be predetermined prior to 
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running any computations. Figure ‎2-1 shows the blending function for NC state hybrid 
RANS/LES along with computed and law of the wall velocities in a compressible 
boundary-layer. 
The use of the NC State model with the supersonic jet and crossflow interaction 
problem produced superior results over RANS when compared to the experiment[27]. 
The model however, lacks generality due to the calibration of   in Eq ‎2.49. Also, because 
the blending function, , has to lie within the boundary-layer, finer grid is required near 
the wall, although not as fine as LES requirements[28]. The method was also restricted to 
structured type grids, thus injector solution had to be imposed on the bottom wall, rather 
than simulated( due to injector geometry). The simulation grid limitation also required 
the use of a smaller domain and artificial turbulence for the inflow boundary 
2.2.4 Detached Eddy Simulation (DES) 
Detached Eddy Simulation (DES) was proposed [24] as a remedy for computations 
with large separated flows that are wall bounded. These flows can benefit from an LES 
like computation of the eddies away from the wall (detached) while the wall bounded 
eddies (attached) are treated with standard RANS methods. The main idea in DES is 
altering the mixing length , l  , with one that is related to the grid spacing and/or wall 
distance. Spalart et al[24] conducted the modification to the Spalart-Allmaras RANS 
equations[79] by replacing the distance to the wall ,dw, with the DES length scale,
~
l , 
throughout the model formulation, 
  ̃                ‎2.50 
The grid spacing is the maximum cell dimension, 
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                 ‎2.51 
This formulation works near the wall due to cell anisotropy. 
~
l  becomes the 
distance to the wall while away from the wall it becomes related to the grid size. The only 
experimentally adjustable constant is      and it is typically ~ 1. Note that DES allows 
single variable formulation throughout the domain without the need for an explicit 
blending function between RANS and LES. 
Strelets[138] applied the DES idea to Menter-SST turbulence model, first by 
defining the turbulence length scale, 
       
 
      ‎2.52 
then replacing the length scale in the k transport equation destruction term as follows, 
 
     
        
  
 
 
    
 
    
  
  
 
 
 ̃
 
‎2.53 
The DES length scale in this case is defined as follows, 
  ̃                  ‎2.54 
The DES method effectively increases the destruction term in the RANS equations, 
thus reducing the modeled turbulent kinetic energy. Boundary-layer grids, however, can 
trigger LES computation without the proper grid resolution due to parallel grid 
densities[20, 139]. While variations to the original DES method exist to remedy some 
issues related to the grid[20, 82], DES still requires carful grid generation to properly 
handle the RANS/LES juncture and avoid abrupt transition. Production of such grids is 
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difficult for complex geometry and/or internal flows 
2.2.5 Filter Based Approach 
The filter based approach relies on reducing the eddy viscosity within the RANS 
model using a filter function. The filter function is directly related to the grid size and 
turbulent length scale thus allowing the model to only resolve turbulence where the grid 
resolution allows. Similar to DES, there is only one set of equations being solved without 
explicit blending between RANS and LES. The filter based model (FBM) is originally 
formulated by Johansen et al.[83] to modify the     model by first defining a grid 
length,    scale and turbulent length scale turbulent length scale,   
 
        √       
    
      
‎2.55 
The grid length scale is either a constant measure,  , usually taken as the largest grid 
size in the domain or varies by cell size in hexahedral grid. Only the constant    was 
tested by Johansen et al.[83], while the use of the cell-based    was proposed.  The filter 
function is then constructed based on    and   : 
           (    
  
  
) ‎2.56 
The eddy viscosity follows, 
             ‎2.57 
where the constant    was set to a value of 1. The constant must must be recalibrated for 
use with other RANS based models. The filter function ensures that the eddy viscosity 
does not increase beyond the RANS value and is proportional to the ratio of   /  . The 
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filter based model was tested with 2D subsonic simulation of flow over square. It was 
also used by Tseng and Shyy[140] with both 2D and 3D simulations of cavitation flow, in 
all studies only a constant    was used. 
Nichols and Nelson[84] proposed a method called the multi-scale hybrid RANS/LES 
approach. Similar to the filter based model, they modified the     formulations by 
proposing a turbulent and grid length scales  
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‎2.58 
 They used a smoother filter function to avoid abrupt transition issues between RANS 
and LES, 
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 Unlike the filter based model, they had a slightly different definition of the eddy 
viscosity based on an additional eddy viscosity related to LES ,        
 
                      
      
           √    ,                  
‎2.60 
 Nichols and Nelson tested the method with several subsonic problems including flow 
over a cylinder, NACA 0015 airfoil and square cavity. It was also tested with essentially 
2D supersonic shear flow where it showed superior results over the DES method due to 
the smooth filter function allowing the transition between RANS and LES to occur 
without abrupt discontinuous solutions[84].  
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2.3 Current Modeling Approach 
With the concept of eddy viscosity used in either a standard two-equation RANS 
approach or the Smagorinsky sub-grid model in LES, both filtered and averaged mass, 
momentum, and energy equations yield an identical mathematical form (assuming we use 
the modeling in Equations ‎2.17-‎2.21 for all models).By averaging the output variables of 
each model, the balance equations combined with the averaging procedure, become a 
single mathematical formulation in which we input an eddy viscosity and output averaged 
quantities. This formulation is valid for averaged, filtered and instantaneous equations as 
long as the correct eddy viscosity value is provided. 
Employing concepts from the filter based approach in section ‎2.2.5, we propose the 
multi-scale model for use in supersonic jet and crossflow interaction. We assume the 
input eddy viscosity is a continuous function that varies from the RANS value to zero 
depending on the ratio of the grid size,   , to a locally defined turbulence length 
scale,   . The model should allow smooth transition from RANS to LES to DNS with the 
grid size and local turbulent length scales being the determining factors of which model 
to use. When employing this approach, there should not be limitations on grid size or 
geometry because the transition between the models can occur anywhere in the 
computational domain. 
The concept is introduced already  in the filter based model developed by Johansen et 
al.
[83]
 however, it should be extended for use of high-speed flows, specifically the 
supersonic jet and crossflow interaction. To extend the filter based model for our current 
use, the following is proposed 
 The turbulence length scale    is reformulated for used with Menter-SST 
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turbulence model which shows better performance for wall bounded flows than 
     
 The constant of proportionality,    , is calibrated by relation to LES and DES 
models 
 The turbulent grid length scale is cell based , formulated for unstructured grids, 
to allow maximum use of grid resolution locally and allow varying grid sizes 
within the computational domain. 
 A filter function similar to that of Nichols and Nelson[84] is used for smooth 
transition between RANS and LES 
To improve the multi-scale model’s performance in jet and crossflow interaction 
simulation, we propose the use of the adaptive turbulent Schmidt number extension. 
Turbulent fluctuations are collected from the multi-scale simulation to estimate a 
resolved turbulent Schmidt number, which is adapted and used in the RANS formulation 
instead of the constant value. The model improves turbulent mixing predictions and 
allows multi-scale simulations with coarser grids. Details of the model will be discussed 
in subsequent sections. 
2.3.1 Multi-scale Turbulent Treatment 
Model Formulation 
 To extend the filter-based model (FBM) developed by Johansen et al.[83] for use with 
the Menter's SST
[77]
 turbulence model, we define the turbulent length scale based on 
Menter-SST formulation in section‎2.2.1, 
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 ‎2.61 
where    is added to the definition of the turbulent length scale similar to    in Eq‎2.57 as 
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a proportionality factor relating the reduction of the eddy viscosity to the turbulent length 
scale. The constant,   , must be calibrated for use the Menter-SST turbulent model. In a 
manner similar to the method used by Johansen et al.[83] one can relate C4 to the 
Smagorinsky constant in the LES limit. First we set the eddy viscosity (away from the 
wall) equal to its Smagorinsky counterpart,  
 
              √        
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 Assuming equilibrium between turbulence production and dissipation in the LES 
limit, one can approximate the LES limit production is      , while dissipation is    
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      √           ‎2.64 
The value of Cs varies, but in this approach we use the value of 0.1 as recommended 
by Boles et al[27, 132, 133]for this particular case. 
The multi-scale approach can also be related to DES by looking at the dynamics in the 
Menter SST- DES model in Eqs.‎2.52-‎2.54 .If the selection of the DES length scale is 
conducted every time step (as opposed to only at the beginning of the simulation), then in 
areas of fine grid the destruction of   will increase, decreasing the eddy viscosity, which 
will in turn, resolve more turbulence length scales.  ̃ will keep on decreasing until it drops 
below the value of       at that time the length scale in the original menter SST 
equations will be used and the eddy viscosity will be increased again until it reaches 
     . So in effect the method tries to find the value of    that will cause the menter SST 
61 
 
k-ω transport equations to produce a turbulence length scale such that,  
  ̃    
 
                  ‎2.65 
 This is equivalent to a multi-scale approach with a filter function that stops reducing 
the eddy viscosity at the same ratio of turbulence length scale to grid size. This can be 
formulated for the Johansen [83]FBM as follows: For the Menter-SST turbulence model, 
           (  
      
  
    
 ) ‎2.66 
 Strelets[138] used the experiments of Comte-Bellot and Corsin [141] to calibrate 
    . The experiments were of homogeneous isotropic turbulence. Strelets reported two 
values of     ;        for the     portion of Menter SST and        for the     
portion. Strelets suggested blending the two values using Menter SST blending function. 
For simplicity, however, we know that the LES regime will almost always lie in the     
portion of the domain (because RANS is applied near the wall) so the value of         is 
the most reasonable, and it is 0.61.      
         is comparable to the value chosen 
for C4=0.0548. 
 The grid length scale used in this effort is cell-based; each cell has its own grid length 
scale,   . The use of a cell-based grid length scale allows the use of non-uniform grids 
without sacrificing the amount of turbulence being resolved. In this study, for example, 
the fine grid used in the baseline case contains coarse cells with grid length scale that is 
75 times larger than finer cells near the injector area. The grid length scale is compatible 
with LOCI-CHEM framework which uses general type unstructured mesh, and is defined 
as, 
        |               | ‎2.67 
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Where  ⃗        and  ⃗      are the position vectors for the center of the cell and each face 
center the cell contains respectively. The distance between the two vectors is calculated 
for each face for the cell considered then the maximum distance is chosen and multiplied 
by 2.    is therefore the maximum possible distance between two face centers in a cell. It 
is a conservative measure to ensure robust computation with oddly shaped cells. 
Choice of Filter 
The filter function used in this effort is based on the work of Nichols and 
Nelson[84]. Due to their smooth function, transition between RANS and LES occurred 
smoothly with superior results to DES [84]. Their definition of the eddy viscosity is, 
however, different than the one used in FBM. Before using their filter function, it must be 
reformulated with the same definition used by FBM. Comparing Eq‎2.57 to Eq.‎2.64, one 
can re-write Eq.‎2.64 in terms of Nichols and Nelson’s filter ,      as follows, 
                 (      )    √      
‎2.68 
We can further manipulate Eq.‎2.71 to be in the same form of Eq.‎2.57for direct 
comparison with FBM, 
 
                
 
 ‎2.69 
Where the effective function,     
 
, is  rewritten as, 
     
       
  
  
(      )√     ‎2.70 
 
Filter Function Role and Solution Dynamics 
The filter functions,      ,     , and     
 
 ,are plotted in Figure ‎2-2 versus 
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LT/LG. The filter value is near unity where LT/LG is smaller than one so that the model 
renders standard RANS in grid areas that cannot resolve further turbulent structure. The 
filter also approaches zero as LT/LG goes to infinity and turbulence modeling is no longer 
needed. The filter functions are intended to be general and capable of handling a wide 
range of grid resolutions and flow conditions.  
Therefore, in order to evaluate the filter functions in Figure ‎2-2 we must first 
understand their dynamic role in progressing the solution in regions varying in grid size 
and turbulence intensity. In all the following cases we assume that we start applying the 
multi-scale approach to a converged RANS solution: 
 
Figure ‎2-2 Filter functions for FBM, multi-scale models and proposed filter 
1. Flow is approaching laminar, LT/LG ~  : In this case the grid size can handle the 
flow and  the filter function should approach zero. Reducing νt will not cause any 
production of turbulent structures. Because the eddy viscosity is used again in the 
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k transport equation. It will be recursively reduced without a stop because LT/LG 
will not reach unity. 
2. Flow is turbulent but grid is capable of resolving all turbulent scales, LT/LG >1: In 
this case the flow is initially free of turbulent structures because of the original 
RANS solution. fd will be less than 1, and as νt decreases more vortical structures 
are formed, and the RANS equations act as a subgrid model for the unresolved 
part of the grid. This in turns decreases νt_RANS and LT/LG which increases the 
filter function as more scales are resolved. Even after all scales are resolved LT/LG 
remains greater than 1 and fd will be less than unity. Lowering the eddy viscosity 
further will not affect the solution negatively therefore to be successful in this 
region fd should be low enough that it does not reach unity before all scales are 
resolved. 
3. Flow is turbulent but grid is capable of resolving some turbulent length scales, 
and the unresolved portion is in the dissipation range, LT/LG >1 then LT/LG <1: 
This represents the LES limit. The flow is initially free of turbulent structures and 
vortices are forming while νt_RANS decreases and fd increases until it reaches 1) 
and that stops any further decrease of νt. The value of the filter function near fd=1 
is very critical as it determines at which value of LT/LG the filtering action stops. 
In the case of FBM, C4 is calibrated to match the LES limit in this region which 
should adjust the filtering process accordingly. This however may not be an exact 
match, as different two-equation models calculate RANS variables differently. If 
νt were to drop further below the LES value the vortical structures will continue to 
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be produced until the numerical viscosity takes over and stops further eddies from 
forming. This will be equivalent to the Implicit LES approach.  
One way to alleviate this problem is to set a lower limit for the eddy viscosity as 
follows: 
                  ‎2.71 
where       is calculated using the standard Smagorinsky model in Eq.‎2.42 
4. Flow is turbulent but grid is capable of resolving some turbulent length scales, 
and the unresolved portion is not fully in the dissipation range, LT/LG >1 then 
LT/LG <1: This is the hardest region to resolve because it lies between RANS and 
LES. There is a dependence on the filter function value at fd=1 as it determines 
when to stop the filtering process. In this region, care must be taken so that νt is 
not decreased to the implicit LES limit, and that the two equation model is used as 
a sub-grid model for the entire process. Increasing  LT/LG at fd=1 would drive the 
modeling away from the implicit LES limit but would compromise resolving 
vortical structures at finer, higher quality grid regions. The filter function should 
be constructed so that there is some compromise, where finer regions may not 
resolve all possible turbulent length scales, and bad quality cells that are far from 
regions of interest will end up at the implicit LES limit because of the higher 
numerical viscosity they possess. When there is a large variation in grid size in 
this region transfer of turbulent kinetic energy between the resolved and the sub-
grid scales may need special attention. Johansen et al.[83] suggest adding an extra 
term to the k equation containing the gradient of cell size to alleviate this 
problem. 
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5. Flow is turbulent but grid is not capable of resolving any turbulent length scales, 
LT/LG <1: This is the RANS limit where the filter value should be very close to 1 
so that it does not alter the original RANS eddy viscosity. νt and fd stay constant 
because no eddies are produced. 
Considering the scenarios mentioned above the filter function should match fd-FBM as 
much as possible near fd=1 so that C4 is calibrated correctly. fd should be very close to 1 
in the RANS limit when LT/LG <=1with the maximum value being a little above unity to 
ensure that it will numerically stop reducing νt when it is required to do so. The filter 
should also be smooth for stability reasons.  
From the filters in Figure ‎2-2,      lacks smooth transition and its maximum value is 
1.     
 
 is smooth but it possess higher filter values near LT/LG~1 than those of       and 
increases the RANS value by 18% as LT/LG approaches zero.      is the best choice of 
all three but needs higher filter values near LT/LG <1. A proposed filter[29] function that 
is similar to      but shifted up so that LT/LG =1 at fd=1 is also plotted in Figure ‎2-2. This 
filter is implemented by using the Nichol and Nelson’s[84] filter shifted as follows, 
                        ‎2.72 
The filter function in Eq.‎2.72 is used in the current approach along with    of 
FBM and a conservative measure for    designed for unstructured grids a summary of 
the multi-scale model we use in the current effort is provided in Eq.‎2.73 
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2.3.2 Adaptive Turbulent Schmidt Number Extension 
The multi-scale approach, similar to other hybrid RANS/LES approaches, when 
applied to the jet in a cross flow causes turbulent eddies to appear in the solution. When 
those eddies are used to estimate the turbulent Schmidt number large variations are 
observed. It is therefore believed that one of the weakest aspects of using a RANS model 
alone is the assumption of a constant turbulent Schmidt number[27, 29].  
 The numerical scheme used in this work is only second-order upwind, thus very 
fine grids are needed for the multi-scale model to resolve considerable scales of 
turbulence. It is therefore of interest to try to improve the predictions of the sub-filter 
RANS model which in this case is Menter SST[77]. The purpose of the adaptive 
turbulent Schmidt number approach is to improve the value of the turbulent Schmidt 
number in the sub-filter RANS model based on the resolved field. The need and value of 
this approach will be discussed in subsequent chapters based on supersonic jet and 
crossflow interaction simulations conducted with the multi-scale model. 
In the standard RANS approach the turbulent momentum flux is modeled as 
follows, 
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Turbulent mass flux for multispecies is modeled as, 
         ̅̅ ̅̅ ̅̅ ̅̅  
  
   
  ̃ 
   
 ‎2.76 
We can multiply both sides of  Eq.‎2.74 by      ̃   and both sides of Eq‎2.76 by 
  ̃    ⁄  to obtain scalar equations. This process, while mathematically correct, it is not 
unique. Eqs. ‎2.74 and 2.73 are tensor equations and lumping the information contained 
into scalar form can be done in many combinations. We choose the scaling by      ̃   
and 
  ̃ 
   
  to emphasize their role in the definision of turbulent quantaties. Then we can 
define mass and momentum eddy viscosities based on turbulent fluctuations,  
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 ‎2.78 
The turbulent Schmidt number can be obtained by dividing the mass and 
momentum eddy viscosities. When using the multi-scale model approach only 
fluctuations in the resolved field are calculated directly, while those in the sub-filter field 
are calculated using the RANS model. To eliminate uncertainties associated with 
specifications of the turbulent Schmidt number. We defined the resolved turbulent 
Schmidt number based on resolved quantities as follows, 
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 ‎2.79 
The use of the resolved turbulent Schmidt number in the RANS model assumes 
that the ratio of turbulent momentum fluxes and turbulent mass fluxes in the resolved 
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portion of the flow is the same as in the unresolved portions of the flow. In other words if 
we split the energy spectrum at a certain wave length equal to the filter function we have 
equal ratios of mass and momentum turbulent fluxes in the sub-filter and resolved 
portions. While this seems like a very reasonable assumption, it does require further 
investigation. The results and cases presented in subsequent chapters could be regarded 
as validation for this assumption. 
 The resolved turbulent Schmidt number (       ) is calculated at every 
time step during the simulation and is used in the RANS mass transport equation. The 
value of the resolved turbulent Schmidt number is theoretically constant at every time 
step however, because averages are not available a priori, the estimations of the averages 
improve as the simulation proceeds and         converge to a constant value. Also the 
application of         into the RANS sub-filter model is not done until after a number of 
iterations at constant     , to avoid erroneous values of         at the beginning of the 
simulation. Also the positivity of the resolved turbulent Schmidt number is maintained by 
taking the absolute value. 
This approach is tested in subsequent chapters and in previous effort [30] and it is 
found that the effect of the adaptive approach is limited because numerical viscosity was 
not taken into consideration when calculating sub-filter turbulent diffusion. The 
following correction is suggested to the Reynolds diffusion term,  
    
   
       
   
  ̃ 
   
 ‎2.80 
The numerical viscosity is estimated using the generalized coefficient 
approach[142, 143] taking the following approximate value  
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       ̅     
     ‎2.81 
A generalized coefficient,
 
   , value of 0.2 is used in this effort as suggested by Mossi 
et al.[143] for a second order scheme in a compressible fully developed flow. The need 
and value of the adaptive approach with and without the numerical viscosity correction in 
Eq‎2.80 will be discussed in detail in subsequent chapters based on the simulation results. 
2.4 Numerical Methodology 
2.4.1 Base CFD Code 
Loci-Chem[144]CFD code is utilized in the current study. It is based on a rule-based 
programming framework called Loci[145]. Applications in Loci are written using a 
collection of rules, each of which is implemented in the form of a C++ class. In addition, 
the user must create a database of facts describing the known facts of the problem, such 
as boundary conditions. Once the facts and rules are provided, a query is made to have 
the system construct a solution. A salient feature of Loci is its ability to automatically 
determine the scheduling of events in order to produce the answer to the desired query. It 
also tests the consistency of the inputs to determine whether a solution is possible. 
Another major advantage of Loci is its automatic handling of domain decomposition and 
distribution of the problem to multiple processors. Loci-Chem is a density-based finite-
volume code operating on unstructured and mixed element types. Evaluation of gradients 
at cell and face centers leads to second-order-accurate convective and diffusive fluxes. 
The order of accuracy maybe considered too low for LES type problems, however, the 
71 
 
code provides much needed flexibility and stability with varying geometries and grid 
quality. For a more comprehensive background on finite-volume and unstructured grid 
methods, see the text by Blazek[146]. 
 
Figure ‎2-3 Cell-neighbor notation in an unstructured grid 
All of the flow variables are stored at cell centers (collocated arrangement). 
Variations of the primitive variables within the cell are reconstructed as a piece-wise 
linear function: 
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‎2.82 
where   is any primitive variable ( see Figure ‎2-3 for notation). The gradient at 
cell center    is obtained via minimizing the weighted error (via least squares) between  
the reconstruction and the face sharing neighbor cell center values: 
       √∑(  (   
             ))
 
 
 ‎2.83 
where nbr denotes the face sharing neighbor cell index and    is the area of the 
face. 
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In the presence of discontinuities, Eq.‎2.82 is prone to produce non-physical 
overshoots. Hence the reconstruction is limited as: 
    
              (       )  
‎2.84 
where     is a limiter function. In the current study, the limiter proposed by 
Venkatakrishnan[147] is used.  
 For the evaluation of diffusive fluxes, gradients at the face centers are 
needed. They are obtained via volume weighted average of the neighboring cell centered 
gradients;      , and the component of the gradient along the face normal direction is 
replaced by the more accurate direct finite differencing. An example for face    in 
Figure ‎2-3 is: 
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‎2.85 
Loci-Chem[144] solves for each flow variable(                       ) in a 
fully coupled manner with implicit 1
st
 or 2
nd
 order time integration. Generalized Minimal 
Residual Method (GMRES) algorithm with Jacobi preconditioning is used for the 
solution of the linear system. Pressure is obtained via the equation of state( ideal gas 
law). Construction of cell variables on either side of a face is achieved via Eq. ‎2.84. An 
approximate Riemann solution for these initial left and right states is obtained via the 
well-known Roe scheme, extended for multi-species and reacting flows[148]. The SST 
turbulence model is used as described in section ‎2.2  
2.4.2 Implementation of Current Model 
Multi-scale model 
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Implementation of the multi-scale model into Loci-Chem is done simply by 
modifying the kinematic eddy viscosity produced by the code at each time-step with the 
filter function shown in Eq.‎2.72 as follows, 
                     ‎2.86 
The turbulent length scale,   in Eq ‎2.76 is found using turbulent model 
information (Menter_SST) for each time step at the cell centers.    is calculated as a field 
variable at the cell centers, only once during the computation (no grid deformation or 
dynamic adaptation occurs). For each cell the distance between the cell center and each 
of the faces is calculated using the position vectors. The maximum distance for each cell 
is chosen to be used in Eq ‎2.76. 
The solution procedure for the multi-scale model is shown in Figure ‎2-4. The 
initial condition is a converged RANS solution. Unsteady simulation is conducted with 
the modification of the eddy viscosity in Eq‎2.86 which causes a decrease in the eddy 
viscosity. Eddy viscosity is decreased iteratively as the simulation proceeds in time as 
shown in the dashed box in Figure ‎2-4; the filter function reduces the RANS eddy 
viscosity, which in turns reduces turbulent kinetic energy(TKE), k, because the 
production of TKE is proportional to the value of the eddy viscosity. Reduction of k 
causes a reduction of the turbulent length scale,    (see definition in ‎2.76) which causes 
the filter function to increase thus reducing the eddy viscosity further but at a lower rate. 
The process in the dashed box continues until the eddy viscosity is considered converged 
and statistics can be collected. Because of the iterative procedure followed in the 
reduction of eddy viscosity, initial and boundary conditions of the eddy viscosity are less 
sensitive to the overall solution, because if the values on the boundary are higher than 
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needed, the eddy viscosity will continue to decrease to reach the same point. This was 
also found by Tseng and Shyy[140] when using the filter based model. 
 
Figure ‎2-4 Flow chart of the solution procedure using the multi-scale model 
Due to the highly unsteady nature of the flow, statistics had to be collected online 
using an ongoing average approach; up to 20,000 iterations were used before an average 
was statistically converged. 
.The average is collected on line as a function of the previous average value, the 
new instantaneous value and the iteration number: 
  ̅    
 
 
     (  
 
 
)  ̅      ‎2.87 
where   is the instantaneous quantity being averaged and n is the iteration 
number. The final solution is reached once the average is statistically converged (does not 
change). 
In some instances, the variance was also collected for qualitative comparison with 
experimental variance. The procedure uses standard definition for the variance with the 
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mean defined in Eq‎2.87 
    (    )       ̅̅ ̅̅ ̅̅ ̅̅  (    ̅̅ ̅̅ ̅̅ ̅)
 
 ‎2.88 
 
Adaptive Turbulent Schmidt Number Approach 
The adaptive approach was implemented as an improvement to the multi-scale 
model based on the results which will be presented in chapter 3. Simulations with the 
adaptive approach along with detailed discussions of its implications are discussed in 
chapter 4. To implement the adaptive approach in LOCI-CHEM we use the multi-scale 
model to construct         in Eq ‎2.79. Calculation of fluctuation terms, ,       ̅̅ ̅̅ ̅̅ ̅̅ , is 
conducted using the following property, 
       ̅̅ ̅̅ ̅̅ ̅̅ ̅=    ̅̅ ̅̅ ̅̅ ̅     ̅̅ ̅̅̅
  ̅̅ ̅̅
 ̅
 ‎2.89 
which is valid assuming the flow is not hypersonic and density fluctuations can be 
neglected. The averages on the right hand side of Eq‎2.89 are calculated using the 
averaging procedure in Eq‎2.87. The averages, however, are not accurate at the beginning 
of the simulations; therefore the adaptive approach is not started until after a reasonable 
average is collected. In this effort we run the simulation for 2000 iterations at CFL near 
unity before modifying the turbulent Schmidt number. Also the value of the turbulent 
Schmidt number is limited by enforcing positivity (taking the absolute value) to be 
consistent with the RANS model eddy viscosity and imposing upper and lower limits for 
the resolved turbulent Schmidt number set at 0.001 and 10000 respectively. The 
computational procedure used with the adaptive approach is summarized in 
Figure ‎2-5.Following the same procedure of the multi-scale solution, ongoing average is 
collected and used to produce        , after 2000 iterations it is used in the mass transport 
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equation and the solution is adapted accordingly. The online average of the variables is 
not affected by the use of         in the mass transport equation and it is collected until 
statistically converge and a final solution is reached. 
 
Figure ‎2-5 Flow chart of the solution procedure using multi-scale model with the 
adaptive approach 
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Chapter 3. 
Multi-scale Turbulence Modeling for Supersonic Jet and Crossflow 
Jet and crossflow interaction simulations can benefit from hybrid approaches 
where flow near the wall can be solved well with Reynolds-averaged Navier Stokes 
(RANS) models and large eddy simulation(LES) can be used in the rest of the domain. 
This work is aimed at assessing the capability of the multi-scale modeling approach, 
detailed in chapter 2, in solving ethylene normal and inclined injection into supersonic 
crossflow. This approach allows for wide variation in grid size, geometry and flow 
regimes because it smoothly varies the eddy viscosity to resolve turbulent structures 
consistent with the grid. Predictions of the time averaged fuel concentration from the 
multi-scale model were improved over Reynolds-averaged Navier-Stokes simulations 
when compared to experimental measurements. The Reynolds-averaged Navier-Stokes 
approach predicts velocity and pressure fields similar to that of the multi-scale and 
experimental pressure-sensitive paint measurements. It is therefore believed that the 
effect of turbulent mass diffusivity is limited to fuel mixing and does not affect the flow 
field overall.  
3.1 Experimental Setup 
Lin et al[16, 65] performed an ethylene injection experiment in Mach 2 air at the 
continuous flow supersonic tunnel at Wright Patterson Air Force Base, Ohio[8, 149]. The 
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experimental conditions are detailed in Table ‎3-1.The injector had a circular port and was 
placed in the bottom wall of the test section. The injectors were circular with a diameter 
of 3/16 of an inch (the diameter used in this study) and were placed 5.9 inches 
downstream of the constant test area. The constant test area is 131 mm by 152 mm with 
three-sided optical access Figure ‎3-1 shows a schematic of the injectors used in the 
simulation of this study at 90 and 30 degree angles from the constant test area. 
Table ‎3-1 Experimental conditions for cases considered 
Parameters 
Values 
P0 (freestream) 244 KPa 
T0 (freestream) 300 K 
M (freestream) 2 
Diameter 4.8 mm(3/16 in) 
momentum ratio, q 0.5,1.0,1.5 
Injectant angle(θ) 90∘,30∘ 
 
 
Figure ‎3-1 Injector shape and placement for (a) normal injection and (b) 
inclined injection 
The Raman scattering technique was used to collect quantitative concentration data at 
various x/D locations. This technique is allows high resolution measurements without the 
need for seeding the flow[16]. Raman scattering measurements were then used to 
calculate the mixture fraction,    as follows, 
Mach 2 air 
a b 
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 ‎3.1 
where    is the local mass fraction of the fuel,    is the local mass fraction of the 
oxidizer,     is the mass fraction of the oxidizer in the oxidizer stream,     is the mass 
fraction of the fuel in the fuel stream, and   is defined as 
   
    
    
 ‎3.2 
where   , and    are the mole fractions of the oxidizer and fuel at stoichiometric 
conditions.   and    are molecular weights of the oxidizer and fuel respectively. For 
air and ethylene   /   is 1.02 and mass fractions are practically the same as mole 
fractions for the purpose of this work. 
3.2 Computational Parameters 
The base fluid solver, Loci-Chem[144, 145],discussed in chapter 2 was used with the 
parameters detailed in Table ‎3-2. For RANS simulations Menter-SST[77] was used in 
turbulence modeling with no chemical reactions. Three species were used in the 
composition of the fluid; oxygen, nitrogen and ethylene, the air stream consisting of 22% 
oxygen and 78% nitrogen. The fuel stream is entirely composed of ethylene. All transport 
properties (density, viscosity and heat conduction) are a function of temperature and a 
Chemkin[124] transport model was used to produce 4
th
 order polynomials for their 
lookup. 
The flow and turbulence equations are coupled using a Newton iteration method with 
the implicit linear solver iterated using generalized minimal residual method (GMRES) 
provided by PETSc library[150]. Time integration is second order with spatial accuracy 
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also second order. While higher order spatial fluxes especially those centered for 
convection terms are desirable in LES simulations, they were not available in this code. 
The fluxes used here are based on Roe’s flux difference splitting[151] , which handles 
complex geometries with general type unstructured grids without robustness/stability 
problems often encountered with higher order fluxes. The fluxes were limited with 
Venkatakrishnan’s[147] unstructured limiter with       . For RANS simulations, local 
time stepping was used to accelerate convergence[144]. 
Table ‎3-2 Loci-Chem Computational Parameters 
Parameter Loci-Chem Setting 
Convective flux Second order upwind 
Time accuracy Second order 
Chemistry 3 species no reactions (O2,N2, C2H4) 
Transport and diffusion Chemkin 
Base Turbulence Model Menter SST 
Linear Solver PETSc 
Limiter Venkatakrishnan, Kl=10 
Accurate time marching was used in the multi-scale simulation (implementation 
details in chapter 2) with a constant time step corresponding to CFL ~ 1. In order to start 
collecting averages for a multi-scale simulation, convergence is first determined 
holistically using probes at various flow locations that are evaluated for consistent 
fluctuation frequency and magnitude. There are however no unique criteria for values of 
frequency and magnitude selected to specifically signal convergence due to the unsteady 
nature of the flow. Once it is decided to start collecting the average, 20,000 iterations are 
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averaged (using ongoing average in Eq ‎2.87) or until the average no longer changes. 
Figure ‎3-2 shows a sample pressure probe located at inside the boundary-layer at 
y/D=0.25 and z/D=0.25 and 5 diameters upstream of the jet when the flow is considered 
statistically converged. 
 
Figure ‎3-2 Pressure probe data at x/D=5, y/D=0.25 and z/D=0.25 for 30 
degree injection. Flow is considered statistically converged and iterations are used to 
collect average 
The computational domain for the jet in crossflow extends about 30 diameters 
upstream and 30 diameters downstream with cross section matching the experimental 
geometry. The inflow boundary condition did not include any artificial turbulence or 
unsteady boundary conditions. It was however interpolated from an output of a separate 
RANS simulation of the nozzle that matches experimental nozzle geometry to ensure the 
correct thickness of boundary-layer for the incoming flow. 
The boundary conditions are setup in LOCI-CHEM framework. inflow(prescribed), 
is used with a file containing the output date for the nozzle simulation. The outflow 
boundary condition is supersonic outflow condition which also allows subsonic flow near 
the wall. The wall boundary condition is walllaw which automatically switches between 
law of the wall and viscous wall depending on the value of y
+
. The boundary condition 
viscouswall was also used with finer grids where y+ was of the order ~10 and no law of 
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the wall was needed. IsentropicInflow was used at the inflow of the injector to prescribe 
total pressure and temperature of pressurized ethylene bottle used in the experiment. 
Figure ‎3-3 shows the computational domain and boundary conditions for the jet and 
crossflow interaction problem and the nozzle. The total length of the domain is 187 
injector diameters with the jet and crossflow domain being 60 diameters long. 
 
Figure ‎3-3 Computational domain and boundary conditions for jet and 
crossflow interaction and nozzle simulations 
3.3 Nozzle Simulation 
A hexahedral grid is used for the nozzle simulation with a total of 830,000 cells. A 
boundary-layer grid is used for all walls with the bottom wall boundary-layer grid 
matching that of the jet and crossflow domain to minimize interpolation errors.  
Figure ‎3-4 shows the outflow boundary grid with line plots of axial velocity and 
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turbulence kinetic energy at the center of the domain near the bottom wall. It can be seen 
that the boundary-layer entering the jet and crossflow domain is already about a diameter 
thick with the velocity reaching 99% of free stream at z/D=1.01. 
 
Figure ‎3-4 Nozzle simulation(right): outflow boundary-layer axial velocity 
and turbulence kinetic energy, grid distribution for outflow boundary(left) 
3.4 Sonic Injection Cases 
The baseline case used for sonic injection is the ethylene normal injection case with 
a momentum ratio, q=0.5.  First, a RANS simulation is conducted with a 600,000 cell 
symmetric grid using different turbulent Schmidt numbers. Multi-scale simulations are 
then performed with 3 grids; 7 million, 17million, and 27 million cells. 
The 17 million cell grid is also used to conduct a MILES simulation[152] to evaluate 
the effect for normal injection at q=0.5 to evaluate the effect of numerical viscosity. 
Three other configurations are tested along with the baseline case; normal injection 
with q=1.5, inclined injection (30
o
) with q=1.0, and inclined injection (30
o
) with q=0.5. 
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The normal injection with q=1.5 is conducted with the 17 million cell grid used with the 
baseline case. Inclined injections (30
o
) simulations are conducted using RANS model on 
a 7 million cell grid and multi-scale simulations are done on a 29 million cell grid. 
Table ‎3-3 Sonic injection cases considered for multi-scale model testing 
Case Configuration Grid Size 
(~ cells) 
Turbulence Notes 
1,2,3 
90
o
, q=0.5 
 
600,000 RANS Sct=0.9,0.4,0.1 
4 17 Million RANS Sct=0.7 
5 7 Million Multi-scale Sct=0.7 
6 17 Million Multi-scale Sct=0.7 
7 27 Million Multi-scale Sct=0.7 
8 7 Million MILES Sct=0.7 
9 90
o
, q=1.5 
 
17 Million RANS  Sct=0.7 
10 17 Million Multi-scale  Sct=0.7 
11 30
o
, q=1.0 
 
7.3 Million RANS Sct=0.7 
12 29 Million Multi-scale Sct=0.7 
13 30
o
, q=0.5 
 
7.3 Million RANS Sct=0.7 
14 29 Million Multi-scale Sct=0.7 
Results are always compared to experimental mole fraction contours at x/D=5 and 
x/D=25. They are also compared at x/D=10 when experimental measurements are 
available Comparisons with PSP[15] wall pressure measurements are made with normal 
injection of q=0.5 and q=1.5 for both RANS and multi-scale. Other analysis of turbulent 
fluctuations and resolved eddy viscosities is provided by analyzing the resolved field of 
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the 17 million grid for normal injection, q=0.5.  
3.4.1 Baseline Case: 90o, q=0.5 [Cases 1-8] 
RANS simulations were conducted using a 600,000 cell unstructured mesh with 
hexahedral cells with a center-plane symmetry boundary condition. This grid density was 
suitable because the solution reached grid independence and larger grids showed similar 
results. For the multi-scale simulations three different grids were used with mixed 
hexahedral domains as shown in Figure ‎3-5  
  
 
Figure ‎3-5 Grid distribution and boundary conditions for normal injection 
(top). Center plane cut: coarse, intermediate and fine grids in order 
A coarse grid contains about 7 million cells with the jet region and boundary-
layer at a finer resolution. Loci-Chem RefMesh tool was used to refine the grids starting 
from the coarse grid. Intermediate grid was refined from the coarse grid based on the 
filter function and ethylene mole fraction and contains about 17 million cells. A fine grid 
Nozzle 
solution 
Isentropic BC 
BL grid 
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was refined from the intermediate grid and contains 27 million cells. All three grids had a 
boundary-layer resolution starting at    ~10 
Flow Features of Jet and Crossflow Interaction (Intermediate Grid) 
The multi-scale model produced flow features that are consistent with experimental 
and computational studies discussed in chapter 1 ( ie [8, 17, 27, 52]). Mean values for 
pressure iso-surface, velocity streamlines, and midline ethylene concentration at the 
midline plane are shown in Figure ‎3-7. The bow shock separates the boundary-layer 
causing recirculation zones. A pair of spilled vortices is produced, and moves axially due 
to a bend in pressure between the bow shock and the foot print of the barrel shock on the 
boundary-layer. One of the pair is shown in Figure ‎3-7 by velocity streamlines. The 
vortex is blended back into the jet further downstream causing increased mixing as 
shown by the ethylene mole fraction downstream.  
 
Figure ‎3-6 Pressure iso-surface (bow shock), midline average ethylene mole fraction 
(midline plane), and selected streamlines showing spilled vortex (baseline case, 
intermediate grid) 
 A snapshot of the Mach number is plotted in Figure ‎3-7 along with the profile of 
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the jet. The jet is bent quickly to conform to the crossflow angle and the height is 
increased in a linear manner beyond x/D=5.  Mach numbers show the barrel shock that 
forms due to the fuel plume expansion beyond injection orifice. 
 
Figure ‎3-7 Snapshot of Mach number on the midline plane showing the barrel 
shock. White line outlines the jet profile at ethylene mole fraction of 0.05 (baseline, 
intermediate grid) 
RANS Solution with various turbulent Schmidt numbers 
RANS simulations without multi-scale modeling showed results that were of a 
different fuel structure than of the experiment consistent  with the findings of other 
researchers[27, 132] who conducted the same simulation with various turbulence models 
and grid resolutions. In this effort, we used the Menter SST turbulence model with 3 
different turbulent Schmidt numbers. The turbulent Schmidt number directly affects 
turbulent mixing in RANS with lower values corresponding to higher mixing. Jet and 
crossflow interaction simulations were shown to be very sensitive to their values[153]. 
Figure ‎3-8 shows the results for three different Sct (0.9, 0.4, and 0.1) as well as 
experimental measurements[16, 65]. For commonly used Sct(0.4-0.9), results similar to 
other researchers[27, 132] were observed. Near field at    = 5, the fuel is detached from 
the wall with an inverse heart shape. There is a large concentration of fuel in two kidney 
shaped vortices in the center. Then at    =10 the fuel shifts from the wall and high 
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concentration of fuel is lifted upward leading to high penetration heights and complete 
detachment at    = 25. When Sct is dramatically decreased to match the fuel 
concentration of the experiment better results are obtained (Sct=0.1). Compared to Sct= 
0.4 , for Sct= 0.4 there is a decrease in the fuel concentration at    = 5 however the two 
kidney vortices are still present and the fuel structure is still similar to Sct= 0.9 for both 
   = 10 and    = 25. When Sct= 0.1, the fuel concentration is of roughly the same 
values as the experiment. At    = 5, the fuel core does not show the fuel rich vortex 
pair, however the structure still resembles an inverse heart shape and the penetration 
height is over-predicted. At    = 10 the fuel core is attached to the wall similar to the 
experiment however it is more elongated with penetration height and width larger than 
the experiment. At    = 25 the fuel core is very large and dispersed showing similarities 
to the experiment but with larger cross sectional area. 
From the results it is evident that the RANS approach with typical values of Sct 
(0.4 - 0.9) is inadequate and shows poor correlation with the experimental measurements. 
It is possible to lower Sct to match experimental fuel concentration, but the results still 
show different fuel structure with penetration height mismatch. In this case, the use of a 
constant Sct is inadequate because the results are very sensitive to its value with only a 
very low Sct( outside common range) needed to obtain similar fuel concentrations. Even 
with Sct set to 0.1, there is a mismatch in fuel structure between computation and 
experiment. 
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Figure ‎3-8 Average ethylene mole fraction results for RANS with different turbulent 
Schmidt numbers comparison with experiment. (baseline case) 
 
Simulations with the multi-scale model 
The instantaneous NOPLIF images from the experiment show large segregation 
between the jet and crossflow. Looking at sample images at x/D=5 and x/D=25 in 
Figure ‎3-9, the flow does not show the degree of mixing of the average mole fraction 
shown in Figure ‎3-8. Instead the mixed nature of the average contour plots is due to the 
large degree of unsteadiness witnessed in the flow field. The mean values are therefore 
misleading and looking at the variance is important to understand the flow field. 
Simulations with the multi-scale model were conducted using a turbulent Schmidt 
number of 0.7 in the sub-filter RANS model.. Mean and variance of fuel concentrations 
are plotted on the center plane for the intermediate grid in Figure ‎3-10.They are 
qualitatively compared to the experimental NO PLIF images. The means for the RANS at 
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Sct= 0.1 and multi-scale are comparable to the experiment. Due to low Sct, the RANS 
computation appears more mixed than both experiment and the multi-scale result with 
almost homogenous concentration of fuel beyond the plume. 
 
Figure ‎3-9 Sample NOPLIF images for the baseline case for x/D=5 (top) and x/D=25 
(bottom) 
   
 
Figure ‎3-10 mean and variance of fuel concentration for RANS, multi-scale and 
experimental NO PLIF images(baseline case) 
The multi-scale result shows regions of high concentration downstream of the 
x/D=5 
x/D=25 
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plume consistent with the experiment. There is a thin layer of low variance near the wall 
of the multi-scale results due to the RANS model being activated near the wall. The 
RANS variance is essentially zero with integrated variance that is 44000 times less than 
multi-scale (multi-scale integral variance is 0.79 while RANS is 1.6e-5). The multi-scale 
variance contours display similar character to the experimental NOPLIF images variance. 
This shows that the mean alone is not enough to represent the problem because of 
substantial difference with RANS solution. 
 Instantaneous ethylene mole fraction contours show more detailed structures of the 
highly turbulent field as the grid is refined. 
 
Figure ‎3-11 Instantaneous snapshots of ethylene mole fraction contours for coarse, 
intermediate, and fine grids(baseline case) 
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Figure ‎3-12 Instantaneous snapshots of eddy viscosity contours for coarse, 
intermediate, and fine grids(baseline case) 
 Figure ‎3-11 shows that there are smaller and more refined fuel structures in the 
intermediate grid simulation than in the coarse grid simulation. The fine grid shows even 
more turbulent structures near the tip of the fuel plume where it breaks violently into 
smaller eddies. Figure ‎3-12 shows the instantaneous (modeled) eddy viscosity contours 
for all three grids. As the grid gets finer the modeled eddy viscosity becomes lower with 
the coarse grid showing eddy viscosities up to an order of magnitude higher than that of 
the fine grid. 
Figure ‎3-13 shows time-averaged ethylene mole fractions collected from the 
multi-scale simulation. For    = 5, the penetration height is well predicted for all three 
grids. As the grid is refined the shape of the fuel cross section becomes more flat shifting 
away from the heart-shaped RANS results with more interaction with the wall boundary-
layer. The coarse grid simulation shows a kidney-shaped plume with two high fuel 
concentration vortices at the center similar to the RANS solution except that they are 
closer together and of less intensity. This may show a crossover between RANS and 
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multi-scale modeling since the grid is not highly refined. Intermediate and fine grids 
show less concentration of the fuel center with the shape becoming more representative 
of the experimental results. The fuel core center is however still over-predicted in the 
finest grid level. This may mean we need finer grid or higher order flux functions. For 
   = 10, there is an over-prediction of the penetration height similar to the RANS 
solution but improving as the grid refined. The solution resembles the experimental 
results as the grid is refined and the fuel core center becomes less concentrated. The 
shape of the fuel core also becomes more circular and closer to the wall. For    = 25, 
there is also an improvement with the fuel core becoming attached to the wall resembling 
the experiment as the grid is refined. From the results it is evident that when more 
turbulent structures are numerically resolved the solution improves. This would point to 
inadequate modeling of mass transport and mixing in the RANS approach, which is not 
solved by simply reducing the turbulent Schmidt number as shown in the last section.  
It is desirable to compare the experimental concentrations to the computational 
results using a single quantitative measure (per x/D). The mean values in Figure ‎3-13 do 
not contain all the important information since the flow is shown (both experimentally 
and computationally) to have high variance therefore, using a single mean value per axial 
location may prove to be misleading. Comparing maximum height and width can be used 
to show on average the extent of the fuel profile, however, definitions of penetration 
involve arbitrary cut off values. In this study we compare centers of penetration in the y 
direction (height) and in the z direction (width). Because the flow is considered 
symmetric around the y axis, we find the center of the fuel cross section only for positive 
z/D values in each axial location. The integration is performed as follows, 
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Figure ‎3-13 Average ethylene mole fraction results for grid refinement 
study(baseline case) 
 
                  
∫                 
∫           
 ‎3.3 
Where       is the area constrained in x/D=constant, y/D>0, and z/D>0. 
Figure ‎3-14 (a) shows centers of penetration height for experimental, RANS, and 
multi-scale models. The discrepancy between all models is less than 0.2 injection 
diameters. For x/D=5, RANS is closer to the experimental results than the multi-scale 
model, under-predicting the height only by 0.05 diameters. At x/D=10 RANS over-
predicts the height by 0.06 diameters while the multi-scale models are closer within 0.03 
diameters of the experimental results. Further downstream RANS continues to over-
predict the experiment by about 0.2 diameters, while multi-scale models are lower and 
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closer to the experimental measurements. The penetration height centers are largely 
dependent on flow convection especially near the injector. RANS appears to predict the 
average convection correctly, therefore it performs well in the near field and continues to 
over-predict further downstream as diffusion starts to play a larger role in predicting jet 
penetration height. The multi-scale model improves diffusion prediction and results 
become closer to the experiment downstream with the finer grid predicting the lower 
penetration height and showing the least over-prediction at x/D=25. Overall because 
convection forces are predicted well by all models no large discrepancies are shown in 
any of the models for penetration height centers. 
 
 
Figure ‎3-14 Centers for fuel penetration((a) height, (b)widths) for 
experiment, RANS, and multi-scale models (baseline case) 
 
Figure ‎3-14(b) shows the penetration width centers for experimental, RANS, and 
multi-scale models. RANS results under-predict the width at x/D=5 by 0.1diamaters, at 
x/D=10 by 0.2 diameters, and at x/D=25 by 0.35 diameters. This shows RANS limitation 
(a) (b) 
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in predicting the experimental diffusion especially downstream where diffusion becomes 
the dominant factor in determining the penetration width. Multi-scale model produces 
points closer to the experimental results as the grid is refined. All three grids are closer to 
the experimental results than RANS. The fine grid is within 0.03 diameters from the 
experiment at all x/D locations. Overall because penetration width is more dependent on 
diffusion, RANS shows large discrepancies when compared to the experiment while 
multi-scale model shows more consistent results. 
Pressure and velocity on intermediate grid 
Pressure and axial velocity were very similar in the RANS computations using the 0.6 
million cell symmetric grid with no injector geometry and the multi-scale computations 
using the intermediate grid and full injector geometry.  
 
 
Figure ‎3-15 Pressure on the center plane. Comparison between RANS and 
multi-scale computation(baseline case) 
Figure ‎3-15 shows pressure fields at the center plane for both RANS and multi-
scale computations. Similar shocks and flow structures are seen in both contours with the 
RANS computation showing features that are less sharp due to the significantly coarser 
grid. Figure ‎3-16 displays axial velocity for RANS and multi-scale computations. 
RANS:600K Multi-scale: Intermediate Grid 
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Contours show similar trends with the multi-scale model showing sharper features. 
 
Figure ‎3-16 Axial velocity on center plane. Comparison between RANS and 
multi-scale(baseline case) 
Figure ‎3-17 shows pressure contours for the intermediate grid on the bottom wall for 
RANS and multi-scale computations and compares it with experimental PSP[15]. Both 
RANS and multi-scale compare well with experimental results. Pressure in the 
shockwave upstream of the injector is slightly over-predicted by RANS however shock 
location is in good agreement with the experiment. The wake behind the injector is 
predicted well with both RANS and multi-scale except for few disturbances in pressure in 
the RANS solution around x/D=2. Overall multi-scale results show sharper features than 
RANS due to higher resolution of the grid. Figure ‎3-18 shows line a plot on the center 
line of the wall at    = 0.  
The pressure drop upstream of the injector is sharper in the multi-scale and RANS 
solutions than the PSP measurements. The pressure in the wake region is in good 
agreement with the experiment in both RANS and multi-scale computations. The RANS 
computation shows a small pressure pump upstream of the injector that is not present in 
either experiment or multi-scale results. This pressure jump signals over-prediction of 
boundary-layer separation.  
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Figure ‎3-17 Contours of P/P∞ on bottom wall. RANS and multi-scale predictions 
compared to PSP (baseline case) 
It should be noted that the PSP measurements were accurate to 1000 Hz[15] , 
corresponding to a time step of 0.1ms. The time step used in multi-scale simulations is 
0.1μs. The PSP measurements are therefore expected to exhibit less sharp features. No 
additional wall functions were used in the intermediate grid because    was of order 1. 
The wall pressure results are overall similar in RANS and multi-scale and they both 
resemble the experiment relatively well. 
 
Figure ‎3-18 P/P∞ on the surface at z/D=0(baseline case) 
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Analysis of resolved turbulence for intermediate grid 
For the intermediate grid, turbulent statistics were collected to estimate turbulence 
kinetic energy, mass and momentum eddy viscosities, and turbulent Schmidt number 
based on actual fluctuations of the resolved field. The procedure used here is the one 
detailed in Boles et al.[27] and briefly explained below. 
Assuming the flow speed is not hypersonic fluctuations in density can be neglected 
and a flux of a variable   may be expressed as, 
 
      ̅̅ ̅̅ ̅̅ ̅̅ ̅=    ̅̅ ̅̅ ̅̅ ̅     ̅̅ ̅̅̅
  ̅̅ ̅̅
 ̅
 
 
‎3.4 
where the over bars are time averages. This would allow us to calculate estimates for 
fluctuation variables such as,       ̅̅ ̅̅ ̅̅ ̅̅ , by collecting the terms on the right hand side during 
the simulation. 
 For turbulent mass transport, the value above may be corrected with a gradient-diffusion 
assumption, 
 
       ̅̅ ̅̅ ̅̅ ̅   ̅      
  ̃ 
   
 
 
‎3.5 
where a Favre-averaged variable  ̃ is defined as, 
  ̃  


 ‎3.6 
 In general, separate eddy viscosities          could be estimated for each component of 
the gradient vector. The validity of the gradient-diffusion assumption requires that       ̅̅ ̅̅ ̅̅ ̅ 
be well correlated with the gradient in mole faction. Boles has verified that this is the 
case for the mixing region downstream of the injection at least for the y and z 
directions
[132]
. As RANS model will typically use an isotropic eddy viscosity, an effective 
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isotropic eddy viscosity associated with mass transport can be determined by taking an L2 
norm of the turbulent diffusion velocity vector, 
            
      
̅̅ ̅̅ ̅̅ ̅
 ̅
(  ̃    ⁄ )
(  ̃    ⁄ )(  ̃    ⁄ )
 ‎3.7 
  Similarly, one can define isotropic eddy viscosity associated with momentum transports 
as follows: 
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‎3.8 
where      ̅̅ ̅̅ ̅̅ ̅ is defined as, 
      ̅̅ ̅̅ ̅̅ ̅  
 
 
(     ̅̅ ̅̅ ̅̅ ̅̅      ̅̅ ̅̅ ̅
   ̅̅ ̅̅ ̅
 
) ‎3.9 
Effective turbulent Schmidt numbers may then be calculated by taking ratios of the 
isotropic eddy viscosities, 
        
        
         
 ‎3.10 
We can estimate resolved turbulence kinetic energy, KRes, and turbulence kinetic energy 
ratio, KRatio, as follows, 
 
     
     ̅̅ ̅̅ ̅̅ ̅
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‎3.11 
where       is the average turbulence kinetic energy predicted by the sub-filter RANS 
model 
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Figure ‎3-19 Turbulence kinetic energy (KRes, bottom) and ratio of unresolved 
turbulence kinetic energy to total turbulence kinetic energy (KRatio, top) (baseline 
case) 
Figure ‎3-19 shows contours of turbulence kinetic energy KRes, and KRatio at the center 
plane. KRes displays a highly concentrated source just downstream of the barrel shock 
then diffuses quickly into the jet. At this location about 10 to 20 % of the total turbulence 
kinetic energy is modeled. The plot generally demonstrated that simulation with multi-
scale turbulence model with the intermediate grid was able to resolve most of the 
turbulent structures. Both KRes and KRatio show a smooth behavior and no sign of abrupt 
transition between models near the wall or near the plume area. 
It should be noted the total turbulent kinetic energy used in Figure ‎3-19 does not 
include effects of numerical viscosity. Numerical viscosity may contribute to a large 
portion of the total viscosity in the simulation. In this effort a standard second order 
upwind scheme is used for the convective terms. This scheme is usually more dissipative 
than other schemes used in the LES community[27, 52]. One way to separate the effects 
of the numerical viscosity caused by the grid and the numerical scheme is to simply set 
the eddy viscosity to zero, thus using no turbulence model. This method is equivalent to 
conducting an LES simulation with the sub-grid model implicitly defined as the 
numerical viscosity providing an upper limit to the turbulent oscillations in the solution 
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for a particular grid and numerical scheme. This method was first named Monotone 
Integrated LES (MILES) by Boris[152] and an extensive analysis can be found in the 
book by Grinstein et al.[154] 
 
Figure ‎3-20 Instantaneous   vorticity snapshots on the center plane for multi-scale 
(intermediate grid on top and coarse grid on the bottom) and MILES (coarse) 
approaches. Maximum and minimum limited to 100, -100 
Figure ‎3-20 shows the   vorticity on the center plane for coarse, intermediate grids as 
well as the MILES approach of zero eddy viscosity for the coarse grid. This figure gives 
a qualitative assessment for the numerical viscosity. The vortices in the MILES solution 
are sized in between coarse and intermediate, but closer in size to the coarse grids. This 
indicates that the eddy viscosity in the intermediate grid is less than the numerical 
viscosity in the coarse grid. We could also say that the numerical viscosity is not orders 
of magnitude larger than the eddy viscosity in the coarse grid because the MILES 
solution displays smaller vortices than those seen in coarse grid results. The effect of 
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numerical viscosity is therefore significant, especially for coarser grids. Very fine grids 
and/or high-order fluxes should be used to obtained adequate results.  
 
 
Figure ‎3-21 Mass and momentum eddy viscosities based on resolved field at the 
center plane (baseline case) 
Figure ‎3-21 shows mass and momentum eddy viscosities estimated by Eqs. ‎3.7 
and‎3.8. Higher values of mass eddy viscosities are found in the center of the jet between 
x/D = 7 and x/D = 15. This is the area where the jet widens and mass is diffused 
outwards. Momentum eddy viscosity shows a similar trend with high momentum fluxes 
in the center/upper region of the jet between x/D=10 and x/D =20. Thin layers of 
negative momentum eddy viscosity exist below high concentration regions similar to the 
mass eddy viscosity. There is however a narrow region of negative mass and momentum 
eddy viscosities, which would translate into mass/momentum being drawn into regions of 
higher fuel mass/momentum concentration. While this is physically possible, it is 
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unlikely because the thin region is probably the result of errors in the estimation method 
due to the assumption of isotropy. 
Figure ‎3-22 shows mass and momentum eddy viscosities and effective turbulent 
Schmidt number computed by Eqs ‎3.7, ‎3.8, and ‎3.10 for    = 5. At the center of the jet 
cross section, there is a high concentration of mass and momentum eddy viscosities due 
to an increase of turbulent fluctuations in this region. It should be mentioned that this is 
the same region where the multi-scale model over-predicts the fuel concentration. 
Therefore, finer grid or higher order fluxes maybe needed to resolve more turbulence. It 
is clearly observed that overall the magnitude of turbulent Schmidt number is in the lower 
end of its typical modeled values. It also varies depending on the location with a non-
uniform distribution. There are regions of negative values due to the mass and 
momentum eddy viscosities having opposite signs. Recalling the effects of constant 
turbulent Schmidt number on RANS simulations and non-uniform turbulent Schmidt 
number distribution on the plane obtained by current multi-scale simulations, an adaptive 
turbulent Schmidt number should be considered[30] 
3.4.2 Non-Baseline [Cases 9-14] 
For the baseline case studied above, overall, there is a significant improvement when 
using the multi-scale model over RANS. When comparing a typical RANS simulation 
with Sct=0.7 to a multi-scale simulation with the same turbulent Schmidt number on the 
intermediate grid, we observe fuel structures and concentrations of more resemblance to 
the experiment in both width and penetration heights.  
Figure ‎3-23 shows this overall result comparing the fuel mass fractions between 
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RANS and multi-scale. The next logical step is to test the multi-scale model with 
different injection configurations to understand the mechanism at which it improves 
mixing predictability. 
 
 
Figure ‎3-22 Mass and momentum eddy viscosities as well as effective turbulent 
Schmidt number based on resolved field for x/D= 5 intermediate grid (baseline case) 
Three other injection configurations are tested with both multi-scale and RANS 
models; normal injection with momentum ratio q= 1.5, and inclined injection (30
o
) with 
momentum ratios q=0.5 and q=1.0.The normal injection with a momentum ratio q=1.5 is 
conducted in RANS and multi-scale using the same intermediate grid used for the 
baseline case (17million cells). The inclined cases are conducted on a 7.3 million grid for 
RANS and 29 million for multi-scale. Both grids include full geometry of the injector and 
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a finer boundary-layer grid near the bottom wall.  
The inclined injection grid layout and center plane cuts are displayed in Figure ‎3-24. 
The grids were refined to have more cells near the wall boundary-layer and the expected 
jet location. A        is maintained for both RANS and multi-scale. The multi-scale 
grid is designed with 29 million cells to have a similar grid size to the fine grid for 
normal injection. 
 
Figure ‎3-23 Baseline ethylene mole fractions comparison, intermediate grid 
(baseline case) 
The high momentum case (q=1.5) was run on the intermediate grid using RANS and 
multi-scale models. Figure ‎3-25 shows mole fraction contours for both models and 
experimental results at     = 5 and     = 25. Overall the penetration heights and widths 
are predicted well by the computations. At     = 5 the RANS and multi-scale results are 
similar with square like inverse u-shaped fuel core that is different from experimental arc 
like structure.  
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Figure ‎3-24 Grid distribution and boundary conditions for inclined injection 
(top). Center plane cut: RANS and multi-scale grids in order(bottom) 
 
Normal injection, q=1.5 results 
The fuel concentrations are over-predicted in the u-shaped core but they are of lower 
concentration when the multi-scale model is used. It is evident that finer grids are needed 
to resolve more turbulent structures to accurately represent the mixing in the case of 
multi-scale. At     = 25 the penetration heights are slightly over-predicted in RANS 
computation. The penetration width is under-predicted with the thinning of the fuel core 
and higher fuel concentration. The multi-scale model compares better with the 
experiment in terms of penetration height and width. The fuel shape is in better 
agreement with the experiment, however, it is still slightly over-predicted. 
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Figure ‎3-25 Average ethylene mole fractions comparison, RANS and multi-
scale (90
o
, q=1.5) 
 One notable difference between the  = 0.5 and  = 1.5 cases  is that the near field fuel 
structures are similar between RANS and multi-scale in the case of  =1.5. This is 
because the high momentum fuel jet is less prone to large-scale turbulent breakup than 
the low momentum one. Therefore, it takes longer for large-scale turbulent fluctuations to 
appear. The main reason the fuel cores are still over-predicted in the near field is that in 
the sub-filter level (RANS model), turbulent mass diffusivity is under-predicted and a Sct 
lower than 0.7 may result in more accurate predictions in both RANS and multi-scale 
computations. 
Inclined injection, q=1.0 and q=0.5 results 
For the 30 degree injection q=1.0 case, fuel mole fractions are quantitatively 
compared to the available experimental Raman scattering results at 2 different x/D 
locations in Figure ‎3-26. 
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Figure ‎3-26 Average ethylene mole fractions comparison, RANS and multi-
scale (30
o
, q=1.0) 
The concentration of the horse-shoe vortex is over-predicted by RANS at x/D=5, 
however, the overall shape of the fuel core including widths and heights are well 
predicted. With the use of the multi-scale model, the horse-shoe vortex is of lower fuel 
concentration. At x/D=25, penetration height is slightly over-predicted by RANS and 
multi-scale and penetration width is under-predicted by RANS. The multi-scale model 
improves penetration width prediction and produces concentrations closer to that of the 
experiment. Overall, the fuel core shapes were well predicted by both RANS and multi-
scale unlike the normal injection cases. 
For the 30 degree injection, q=0.5, fuel mole fractions are quantitatively compared to 
the available experimental Raman scattering results at 3 different x/D locations in 
Figure ‎3-27. The fuel concentration is over-predicted at x/D=5 by RANS which shows a 
single horse-shoe vortex of concentration higher than 70% and taking up the entirety of 
the cross section. The multi-scale results show two weaker kidney shaped vortices that 
are larger than those in the experiment but smaller and weaker than the RANS results. 
The experimental concentrations at x/D=5 are still much weaker than multi-scale even 
Experimental RANS Multi-scale 
x/D=5 
x/D=25 
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though the latter is conducted with nearly 30 million cells. At x/D=10, fuel concentration 
is over-predicted by both RANS and multi-scale however results are closer to the 
experiment with the multi-scale approach.  
 
Figure ‎3-27 Average mole fraction predictions for RANS and multi-scale 
compared to experimental Raman scattering at 3 different axial locations. 
(30
o
,q=0.5) 
There is also a bend in the numerical measurements in both RANS and multi-scale 
near y/D=1 that is not present in experimental results. Penetration heights are also slightly 
over-predicted with both RANS and multi-scale, which corresponds to jet growth faster 
than that witnessed in the experiment. 
At x/D=25 the predictions of both RANS and multi-scale show a balloon like 
structure that is more mixed in the case of multi-scale. The results, however, are different 
from the experiment which shows a single-width column attached to the wall. The 
penetration height is over-predicted due to higher jet growth. Overall, the multi-scale 
model did not improve the results significantly over RANS especially when looking at 
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results with the 90 degree injection in Figure ‎3-23  in which the multi-scale model 
resulted in significant improvement over RANS. 
 
Figure ‎3-28 Centers for fuel penetration((a) height, (b)widths) for 
experiment, RANS, and multi-scale models (30
o
,q=0.5) 
 
Figure ‎3-28(a) shows penetration heights centers for the inclined injection (30
o
, 
q=0.5).  The heights are over-predicted by up to 0.35 diameters at x/D=25. Both RANS 
and multi-scale models over-predict the heights with the discrepancy increasing further 
downstream. In Figure ‎3-28(b) width centers are plotted versus experimental results. 
Penetration widths are under-predicted by up to 0.25 diameters at x/D=25. Overall both 
RANS and multi-scale fail to predict the penetration heights and widths except at x/D=5 
where they come within 0.05 diameters of the experimental results. This shows the 
diffusion of the jet is not predicted correctly even with the multi-scale model with 29 
million cells. 
 
(a) (b) 
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3.5 Assessment of Multi-scale Model Performance 
The main mechanism that provides the multi-scale model an advantage over RANS 
is resolving of turbulent structures. When the grid is refined and turbulent structures are 
larger, the multi-scale model is able to perform well. However, with smaller turbulent 
structures, even when the grid is refined, the improvement can be limited. 
Injection configurations in the jet and crossflow interaction problem produce 
different vortical structures. Figure ‎3-29 shows snapshots of the instantaneous y vorticity 
in the center plane for different injection configurations. In the baseline case, with the 
intermediate grid, vortical structures are large and chaotic. Starting from the Mach disk, 
they are produced both in the boundary-layer and throughout the jet. The entire flow 
consists of negative and positive vorticity wrapped around each other to carry the fuel. 
This is due to combination of normal injection angle with the low momentum of the jet. 
The normal injection ensures strong interaction between the jet and the crossflow while 
low jet momentum allows the fuel plume to break up quickly into large chaotic vortices. 
For the normal injection at a high momentum ratio (q=1.5), the interaction is strong 
between jet and crossflow however, the fuel plume does not start to break up intensely 
until around x/D=8, which is why the results at x/D=5 are similar between RANS and 
multi-scale except for a small reduction of fuel concentration. After the large vortical 
structures break up, the multi-scale model is able to show improvements beyond x/D=8 
and far field at x/D=25 multi-scale is able to produce fuel concentration and shape of 
more resemblance to the experiment. 
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Figure ‎3-29 Vorticity in the y plane ( out of the paper) for different injection 
configurations on the center plane Maximum and minimum limited to 100, -100 
In the inclined cases the interaction between jet and crossflow are milder causing 
overall smaller vortices. For q=1.0 both RANS and multi-scale predicted reasonable fuel 
core shapes compared to the experiment with the multi-scale causing a reduction in fuel 
concentration in agreement with the experiment. The jet momentum was large enough to 
lift the jet away from the boundary-layer and to reduce chaotic interactions thus allowing 
RANS to perform reasonably well along with the multi-scale. The fuel concentrations 
were still over-predicted by the multi-scale model because the 30 degree injection is 
milder thus producing smaller turbulent structures that require higher resolution to 
resolve. 
Case 4: 30 degrees 
Y
vort
(1/s) 
Baseline: 90
o
, q=0.5 Intermediate grid 
90
o
, q=1.5 
30
o
, q=1.0 
30
o
, q=0.5 
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The most challenging case is that of inclined injection at q=0.5. The voritcal 
structures were scattered and small because of the mild interaction and also the 
momentum of the jet was small that turbulent mixing is significant. The jet was also 
narrower, and closer to the wall therefore, even finer grid was needed to resolve the 
boundary-layer. With 29 million cells, both multi-scale and RANS predicted different 
fuel structures and concentrations than that of the experiment.  
It should be noted that the overall cost of the multi-scale model is comparable to 
RANS for the same grid resolution since the multi-scale model does not impose extra 
computational time except that involved with collecting and averaging unsteady 
solutions. The number of grid points required for the multi-scale model is, however, 
larger than the RANS counterpart and resolution of turbulent structures is dependent on 
the grid size. If the grid is too coarse the solution approaches the RANS model. As the 
grid is refined more turbulent structures are resolved and turbulent diffusion and mixing 
is predicted accurately. The RANS models, however, does not produce significant 
unsteadiness even with larger grids. The number of grid points required for the multi-
scale model to resolve sufficient amounts of turbulent structures varies by case due to the 
turbulent length scale present in the solution. In cases where the turbulent length scale is 
smaller such as the 30
o
, q=0.5 case, the multi-scale model and the RANS solution are 
similar because finer grids are needed to resolve smaller turbulent structures. To improve 
the efficiency of the multi-scale model higher order convective fluxes can be used to 
resolve more turbulent structures and reduce the effect of the numerical viscosity or an 
improvement of the sub-filter mixing model should be proposed. The latter is proposed in 
the next chapter in the form of an adaptive turbulent Schmidt number. 
115 
 
3.6 Summary  
The multi-scale model was successfully tested with different configurations and 
grids for the jet and crossflow interaction causing an improvement over RANS results 
when compared to experiment, to some extent, for all injection configurations. The 
mechanism at which the multi-scale model works is resolving more turbulent structures 
in the solution, those turbulent structures may give more accurate average predictions 
than those predicted by RANS. 
The fuel distribution, which is significantly dependent on turbulent mixing, was the 
most affected/improved when switching to multi-scale. For the baseline case, results were 
consistent with other researchers’ studies of the same case in which hybrid RANS/LES 
methods improved predictions in a similar fashion[27, 52]. The major conclusions to be 
drawn with the use of the multi-scale model specifically are outlined below: 
  RANS model does not produce significant unsteadiness which is 
important because the mean of fuel concentration is not correlated with the 
instantaneous results which contain large variance from the mean. 
 Mixing, especially with the baseline case, was the most sensitive to the use 
of the multi-scale model, showing overall different behavior than RANS 
and producing average concentration profiles closer to the experiment. 
Penetration widths which are more dependent on diffusion were 
significantly improved by switching to multi-scale. When resolved 
structures were used to estimate a resolved Sct, they showed a non-
constant behavior unlike the constant assumption in RANS. 
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  RANS was able to capture other important flow variables such as velocity 
and pressure fields reasonably well leading in most cases to a reasonable 
prediction of penetration heights. 
 Different configurations responded differently to the use of the multi-scale 
model. With the cases of aggressive interaction, yielding larger turbulent 
structures, experiencing the most improvement. For cases where the 
interaction resulted in a milder segregation between the jet and crossflow 
or the momentum of the jet caused a delay in plume breakup, the vortical 
structures were small and scattered and the multi-scale model’s 
improvement was limited even with very fine grids 
To increase resolved turbulent structures, we must minimize the amount of numerical 
viscosity, which could be done by refining the grid considerably, using only uniform grid, 
or using higher-order fluxes. The use of high-order convective fluxes would aid in the 
reduction of the number of grid points, however, it may cause stability and grid 
limitations. The other option is to improve sub-filter mixing which is done in the next 
chapter by introducing the adaptive turbulent Schmidt number approach. 
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Chapter 4. 
Adaptive Turbulent Schmidt Number in Turbulence Modeling 
As shown in chapter 3, the multi-scale turbulence approach is useful in predicting 
mean flows in jet and crossflow interaction problems containing complex turbulent 
structures that are otherwise unattainable using standard RANS models. Using the multi-
scale turbulence approach, turbulent mass diffusion in the resolved field showed 
variations not correlated with the eddy viscosity. This chapter aims to modify the multi-
scale turbulence approach to allow the resolved field to adaptively influence the value of 
turbulent Schmidt number in the RANS sub-filter model within the jet and crossflow 
interaction problem. The proposed model estimates a time-averaged resolved turbulent 
Schmidt number that is used in place of the constant value common to RANS. This 
approach is assessed by grid refinement study in which different amounts of turbulence 
are resolved. Fuel concentration predictions show an improvement when compared with 
experimental measurements versus the multi-scale model without the adaptive approach 
4.1 Implications of The Adaptive Approach 
The use of the estimated         instead of the constant value in the RANS sub-filter 
model provides an estimate for sub-filter diffusion based on the actual fluctuations of the 
case considered. The adaptive approach does not rely on any previous correlations or ad-
hoc numbers thus eliminating uncertainty associated with specifying an    . Additionally 
the estimated         is a field variable that varies spatially throughout the domain 
consistent with the behavior of resolved turbulent Schmidt number estimated in the 
previous chapter. 
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As shown in chapter 3(and in chapter 2), it is possible to estimate the turbulent 
Schmidt number based on the resolved field using the following formulation, 
         
(   
   
 ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
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 ‎4.1 
There are two types of terms on the right hand side of Eq.‎4.1; fluctuation terms and 
gradient terms. The gradient terms,      ̃   and   ̃    ⁄ , are evaluated using the 
derivatives of average variables such as  ̃  and  ̃ . As long as the averages of those 
variables are evaluated accurately the gradient terms should be considered accurate. The 
challenge is the average variables are not converged until the end of the simulation and 
we therefore use an estimate of their values that improves as the simulation proceeds. To 
minimize the estimation error we only start to employ the adaptive turbulent Schmidt 
number approach after a number of iterations ( in this study  we use 2000). 
The fluctuation terms such as        ̅̅ ̅̅ ̅̅ ̅̅ ̅ and      ̅̅ ̅̅ ̅̅ ̅ are evaluated using the general 
expression  
       ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =    ̅̅ ̅̅ ̅̅ ̅     ̅̅ ̅̅̅
  ̅̅ ̅̅
 ̅
 ‎4.2 
Where the terms on the right hand side of Eq ‎4.2 would suffer from the same 
estimation errors encountered with the gradient terms. Additionally we must note that the 
use of the fluctuation variables       ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  in place of        ̅̅ ̅̅ ̅̅ ̅̅ ̅ is another approximation that 
assumes that each iteration of the simulation generates a truly instantaneous field. In 
other words, we assume that the turbulent mixing in the sub-filter field is correlated with 
the resolved mixing in the simulation. This is the main assumption of the model and it 
directly leads to limited range of spatial and time resolution in which the adaptive 
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approach is applicable. 
For example, if the grid is too coarse the evaluation of the fluctuation terms are not 
accurate because there is not enough resolved structures to evaluate for the mixing. If on 
the other hand the grid is very fine, we will collect good estimations for the resolved 
mixing, however, the need for accurate sub-filter turbulent Schmidt number may not be 
needed because the simulation is already resolved. So the ideal problem for the adaptive 
turbulent Schmidt number approach is one that when applying the multi-scale model, 
resolved turbulent structures are present in the simulation and are representative of those 
in the sub-filter field but at the same time grid resolution is not too fine that sub-filter 
turbulent mixing is not important. One way to check for consistent fluctuations (whether 
the grid is fine enough) is to check for degree of symmetry in the Sct contours for a 
symmetric problem. We use this method to evaluate the quality of the adaptive approach 
for jet and crossflow interaction cases. 
In addition to grid size limitations associated with the adaptive turbulent Schmidt 
number approach, the scalar assumption of a turbulent Schmidt number is still assumed 
implying isotropy which is not always true leading to estimated Sct that is sometimes 
negative. Positivity is enforced with an absolute value function to prevent instabilities 
with the RANS model. Table ‎4-1 outlines advantages and challenges of the adaptive 
approach. 
In order to evaluate the adaptive approach, it is tested first with the baseline case 
with two different grid resolutions to evaluate its sensitivity to grid refinement. Then it is 
used with the 30
o
, q=0.5 injection configuration that was shown in chapter 3 to be most 
challenging to evaluate with the multi-scale model alone. 
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Table ‎4-1 Advantages and limitations of the adaptive approach 
Advantages Limitations 
Does not require specification of Sct Averages are not fully converged when 
estimated 
Can estimate sub-filter mixing for multi-
scale coarser grids 
Limited only to use with multi-scale model 
or LES type approaches 
Relies on the actual flow for estimation 
without any correlation/previous data 
Limited to a range of grid resolution 
 Many simplifying assumptions including 
isotropy cause unphysical Sct predictions 
4.2 Baseline Case: 90o,q=0.5 [Cases 15-19] 
The adaptive approach is applied to the multi-scale model and the results are 
compared to the multi-scale model alone for two different grid resolutions. Based on the 
results, an adjustment to account for numerical viscosity is added to improve the 
performance of the adaptive approach. The Details of the numerical viscosity correction 
are discussed later in the chapter. After evaluation with the baseline case, the model is 
tested with the 30
o
, q=0.5 case that suffered the most with the multi-scale alone. 
Table ‎4-2 details the baseline cases considered in order to evaluate the adaptive approach. 
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Table ‎4-2 Baseline injection cases considered for adaptive approach 
Case  Configuration Grid 
resolution 
Turbulence  
treatment 
           
correction  
Chapter 3 
Baseline 
(90o,q=0.5) 
        
5 Grid 1 / 7 Million Multi-scale-SST 0.7 No 
6 Grid 2 /17 Million Multi-scale-SST 0.7 No 
8 Grid 1 / 7 Million MILES (no model) N/A N/A 
Chapter 4          
15 600,000 RANS-SST 0.7 No 
16 Grid 1 /  7 Million Multi-scale-SST Adaptive No 
17 Grid 2 /17 Million Multi-scale-SST Adaptive  No 
18 Grid 1 /  7 Million Multi-scale-SST Adaptive Yes 
19 Grid 2 /17 Million Multi-scale-SST Adaptive Yes 
4.2.1 Adaptive     multi-scale and comparison to constant     multi-scale and 
RANS results 
The adaptive     multi-scale approach explained earlier is implemented and tested 
with both grid 1 and grid 2. To be consistent, it is compared to RANS solution with    = 
0.7 and earlier multi-scale solutions with    = 0.7. It should be noted that in chapter 3, 
RANS results were very sensitive to the value of      and comparable levels of fuel mole 
fractions were obtained by drastically lowering its value. When running the simulation, a 
constant     of 0.7 is used for the first 2000 iterations while an average is collected for 
the adaptive resolved    . With numerical experiments, the resolved     was independent 
of the initial constant value used in the first 2000 iterations. 
The resolved turbulent Schmidt number contours for grid 1 and grid 2 are shown 
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in Figure ‎4-1.Those contours are an indication of the mixing in the resolved field of each 
grid. The range is limited from 0 to 1 because larger values imply negligible turbulent 
mass diffusivity. Also these values are irrelevant in areas that do not contain fuel. Overall 
features of the distribution of the turbulent Schmidt number are similar in grid 1 and 
grid2. 
Distributions in grid 1 however, are not fully symmetric, and symmetry improves 
when the grid is refined. This shows that for grid 2, the resolved field is strong enough to 
overcome errors induced by approximate averaging procedures. Symmetry and similarity 
between the two grids are better in the near field region where the grid is finer than the 
rest of the domain. In the far field where the grid is coarser and less resolved mixing 
occurs, the results seem to be less symmetric and more differences are observed between 
grid 1 and grid 2. This is simply because of weaker resolved mixing which results in 
more data noise.  
 
Figure ‎4-1 Adaptive turbulent Schmidt number contours for grid 1(top) and 
2 (bottom) at different     locations (baseline case) 
Fuel mole fraction results are displayed for experimental, RANS, multi-scale, and 
x/D=5 x/D=10 x/D=25 
Case 16: Grid 1 
Case 17: Grid 2 
Sc
t
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multi-scale with adaptive     approaches. The results are shown at two axial locations 
   = 5 and    = 25 in Figure ‎4-2 and Figure ‎4-3 respectively. At    = 5, RANS results 
show two kidney vortices that are largely unmixed. When the multi-scale approach is 
used these two vortices are reduced in size and appear closer to each other in grid 1. In 
grid 2 these two vortices merge into one mixed core in the center similar to findings in 
the experimental measurements. The concentration of the fuel core is still over-predicted 
in both grid 1 and grid 2. When applying the adaptive     extension, results were largely 
unchanged. In the grid 1 the kidney vortices were closer and formed a single core. The 
contour also shows slightly larger attachment to the wall. For grid 2, only a slight 
reduction in core fuel concentration is observed. Overall, although insignificant, the 
results were closer to the experimental measurements.  
 
Figure ‎4-2 Fuel mole fraction contours at    = 5 for experimental and 
different numerical approaches. In multi-scale simulations grid 1 results are on top 
and grid 2 on the bottom 
At    = 25, the RANS results show a lifted circular core that is attached to the 
wall through a slender neck of fuel. Multi-scale results at grid 1 show a more diffuse core 
with the fuel neck occurring closer to the wall. At grid 2, the results compare better to the 
Exp 
RANS 
Case 5:Grid 1 Case 16: Grid 1 
Case 6: Grid 2 Case 17: Grid 2 
Multi-scale Sc
t 
=0.7 Multi-scale Sc
t 
=Var 
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experiment and show no fuel neck and a more diffuse fuel core. In all cases, there is a 
slight over-prediction in the fuel penetration height. With the adaptive approach 
extension, grid 1 results were more diffuse and necking occurred closer to the wall than 
the constant     multi-scale. There was however, necking at the top of the fuel core on 
the left side that is asymmetric and is not predicted by the experiment. With grid 2, 
results improved slightly in resembling the experiment when using the adaptive     
extension for grid 2. 
 
Figure ‎4-3 Fuel mole fraction contours at    = 25 for experimental and 
different numerical approaches. In multi-scale simulations grid 1 results are on top 
and grid 2 on the bottom 
4.2.2 Effect of Numerical Viscosity on Turbulent Diffusivity 
In the LES community, it is often argued that high-order-low-dissipation schemes are 
needed for an accurate LES simulation. This is because the error caused by the scheme 
often produces numerical viscosity that is on the order of eddy viscosity provided by the 
sub-grid model. In multi-scale modeling, numerical viscosity also plays an important role 
preventing the model from resolving smaller turbulent structures. In this effort, standard 
Exp 
RANS 
Case 5:Grid 1 Case16:Grid 1 
Case 6: Grid 2 Case 17: Grid 2 
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second order upwinding is used to model convective terms in the momentum equation 
leading to relatively high numerical dissipation. Therefore, finer grids are needed to 
produce the same size turbulent structures that are found in other researchers’ results for 
the same problem[27, 52].  
For multi-scale modeling, the amount of turbulent mass diffusivity is determined by 
the Reynolds diffusion term in the mass transport equation, namely,    
   
  
   
  ̃ 
   
. 
This term is directly proportional to the value of the momentum eddy viscosity (  ). In 
RANS modeling, this is acceptable because the value of the eddy viscosity is much larger 
than the numerical one. In multi-scale modeling, however the resolved eddy size is 
determined by the sum of all three viscosities. Dissipation in the momentum equation 
caused by the laminar, numerical and eddy viscosities determine the size of the resolved 
turbulent structures present in the solution. For example by not accounting for numerical 
diffusivity, the fuel diffuses in the sub-filter within eddies much smaller than those 
present in the solution (determined by the eddy viscosity alone). This causes limited 
turbulent mass diffusion in the overall solution. 
One way to separate the effects of the numerical viscosity caused by the grid and the 
numerical scheme is to simply set the eddy viscosity to zero thus using no turbulence 
model. This method is equivalent to conducting an LES simulation with the sub-grid 
model implicitly defined as the numerical viscosity providing an upper limit to the 
turbulent oscillations in the solution for a particular grid and numerical scheme. This 
method was first named Monotone Integrated LES (MILES) by Boris[152] and an 
extensive analysis can be found in the book by Grinstein et al.[154]. 
Figure ‎4-4 (repeated from Figure ‎3-20) shows the   vorticity on the center plane 
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for grid 1, and grid 2 (without adaptive     approach) as well as the MILES approach 
(zero eddy viscosity) for grid 1. 
 
Figure ‎4-4 (repeated from 3-16) Instantaneous   vorticity snapshots on the 
center plane for multi-scale (grid 2 on top and grid 1 on the bottom) and MILES 
(grid1) approaches. Maximum and minimum limited to 100, -100 
This figure gives a qualitative assessment for the numerical viscosity. The 
vortices in the MILES solution are sized in between grid 1 and grid 2, but closer in size to 
the grid 1. This indicates that the eddy viscosity in grid 2 is less than the numerical 
viscosity in grid 1. We could also say that the numerical viscosity is not orders of 
magnitude larger than the eddy viscosity in grid 1 because the MILES solution displays 
smaller vortices than those seen in grid 1 results. 
Fuel mole fractions’ contours for multi-scale grid 1and grid 2 and grid 1 MILES 
solution are displayed in Figure ‎4-5. It is seen that fuel in the MILES solution is much 
less diffusive than grid 1 and has about the same diffusivity as grid 2. This observation is 
in line with effect of the numerical viscosity on turbulent diffusion. Even though 
Coarse: multi-scale 
Coarse: MILES 
Intermediate: multi-scale 
Y
vort
 (1/s) 
x/D 
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numerical viscosity has caused larger vortices in the MILES solution (slightly smaller 
than grid 1), the fuel was not dispersed in the same manner. In fact, fuel dispersion in the 
coarse MILES solution is comparable to grid 2. 
 
Figure ‎4-5 Instantaneous fuel mole fraction snapshots on the center plane for 
multi-scale (grid 2 on top and grid 1 on the bottom) and MILES ( grid1) approaches 
(baseline case) 
To include the effect of numerical viscosity one must modify the Reynolds 
diffusion term as follows 
    
   
       
   
  ̃ 
   
 ‎4.3 
It is difficult to calculate the numerical viscosity without a solution of higher 
order convection scheme which is not available and would make the computation 
impractical. One way to crudely estimate the numerical viscosity is to use the generalized 
Smagorinsky coefficients
[142, 143]
 and estimate it as follows, 
Grid 1: Multi-scale 
Grid 1: MILES 
Grid 2: Multi-scale 
X
C2H4
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       ̅     
     ‎4.4 
The generalized coefficient,    , value suggested by Mossi et al.
[143]
 for a second 
order scheme in a compressible fully developed flow case is 0.2. This value is not 
universal and should be refined further for this particular case but we will use it here as a 
rough estimate for numerical viscosity. 
 
Figure ‎4-6 Fuel mole fraction predictions for the multi-scale adaptive     
approach with numerical viscosity correction. Experimental measurements on the 
top, grid 1 in the middle and grid 2 on the bottom 
When the numerical viscosity is taken into account fuel mole fraction are 
calculated for grid 1 and grid 2. The results are shown in Figure ‎4-6. Both the mixing and 
the fuel structure are in good agreement with the experiment. Grid 1 results have 
improved significantly especially in the near field showing more attachment to the wall 
and higher overall mixing consistent with the experiment. Grid 2 showed slight 
improvement over standard multi-scale at    = 5 and better resemblance of the 
experiment at    = 25. This is because near field grid resolution is so fine that diffusion 
x/D=5 x/D=10 x/D=25 
Exp 
Case 18: Grid 1 
Case 19: Grid 2 
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within the sub-filter field becomes unimportant. Coarser grid in the far field, however, 
allows sub-filter turbulent mass diffusion to play a larger role. 
4.2.3 Adaptive Turbulent Schmidt Number Effect on Solution and Mixing 
The difficulty in predicting experimental fuel distribution lies largely in the near field. 
Specifically, at    = 5 , fuel core concentrations were over-predicted at varying degrees 
by all methods used in both this and previous chapter. It was also over-predicted by 
others using hybrid RANS/LES[27]. This is mainly because near the fuel plum and the 
barrel shock, there is a high degree of unsteadiness that must be captured correctly. This 
unsteadiness works in mixing the fuel on the average sense in the near field region. 
Figure ‎4-7 shows average mole fraction iso-surfaces for cases 5(multi-scale alone-7 Mil), 
6(multi-scale alone-17 Mil) and 18(Adaptive approach with numerical viscosity 
correction)  as well as streamlines and bow shock pressure iso-surface for case 6. The 
fuel coming from the center of the injector is projected along the top of the jet and is 
diffused conventionally as it travels downstream. Most of the unsteady mixing takes 
place in fuel carried by the horse-shoe vortices which are originated from the edges of the 
injector. Those vortices are generated behind the injector in the area between the bow 
shock and its footprint on the boundary-layer. Due to strong unsteadiness at the fuel 
plume near the barrel shock, the horse-shoe vortices lose their strength on the average 
sense and diffuse with the main flow. The unsteady mixing process is stronger as we 
refine the grid causing the horse-shoe vortices to diffuse faster. 
Average fuel mole fractions are displayed as iso-surfaces in Figure ‎4-7 and as color 
contours on the center plane in Figure ‎4-8 for cases 5(multi-scale alone-7 Mil), 6(multi-
130 
 
scale alone-17 Mil) and 18(Adaptive approach with numerical viscosity correction) . As 
the grid is refined, fuel rich iso-surfaces become shorter as indicated in Figure ‎4-7 and the 
fuel vortex following the plume in Figure ‎4-8 becomes less intense due to unsteady 
mixing. It is the goal of this effort to model this mixing process in the near field using the 
adaptive     approach. It is therefore logical to use     based on the resolved field 
resulting in more mass diffusion in highly resolved regions. We can compare the fuel 
structure of case 18, which uses the adaptive     multi-scale approach with the numerical 
viscosity correction, to case 6 which is a simple refinement over case 5 using standard 
constant     multi-scale approach. In case 18, the fuel vortex is less intense and the fuel 
rich iso-surface is shorter resembling the mixing dynamics of the finer grid in case 6.  
 
Figure ‎4-7 Average bow shock pressure iso-surface and fuel streamlines for 
case 6. Average fuel mole fractions iso-surfaces for cases 5, 18, and 6. 
Figure ‎4-9 displays average pressure contours on the center plane for cases 6 and 
18. The pressure contours are similar showing the bow the barrel shock near the injector. 
It is evident that the adaptive     multi-scale approach had no adverse effects on the 
Bow shock 
Bow shock  
footprint 
Horse-shoe 
vortex generation 
Case 6: Multi-scale 17million 
Case 18: Adaptive 7 million 
Case 5: Multi-scale 7 million 
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pressure field. Similarly, Figure ‎4-10 shows axial velocity for the same two cases that 
have similar features. 
 
Figure ‎4-8 Average fuel mole fractions at center plane for cases 5, 18, and 6.. 
 
 
Figure ‎4-9 Center plane pressure contours for cases 6 and 18. Injector is 
located at    = 0 
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Figure ‎4-10 Center plane axial velocity contours for cases 6 and 18. Injector 
is located at    = 0 
4.3 Inclined Case : 30o, q=0.5 
The 30
o
, q=0.5 case was the one with the least improvement over RANS in chapter 
4.It is considered a good candidate for the adaptive approach because most of the 
turbulent mixing is carried by smaller vortices that are harder to resolve. Therefore the 
modeled portion of the flow has a significant effect on the overall turbulent diffusion. 
The case was run with the adaptive approach including the numerical viscosity correction 
using 29 million cell grid originally used with the multi-scale model in chapter 3. Also 
the RANS results from chapter 3 are included for comparison. 
 To evaluate the capability of RANS, multi-scale, and adaptive approaches, first the 
average fuel mole fraction on the center plane of the injector is collected and shown in 
grey scale in Figure ‎4-11 to compare with the mean intensity of processed PLIF images 
obtained experimentally by Lin et al.[16, 65] It should be noted that the mean intensity 
images do not have scaling information, therefore, no scale is displayed. 
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Figure ‎4-11 Mean intensity of PLIF images (2 separate images taken) 
compared to fuel mole fraction contours in grey scale of RANS ,multi-scale, and 
adaptive models(30
o
,q=0.5). 
Despite different grid resolutions, the multi-scale and RANS results have similar jet 
structure. The intensity of fuel concentration is lower in the case of multi-scale than 
RANS due to higher degree of mixing. Experimental results show significantly higher 
turbulent mixing with slower jet growth than either RANS or multi-scale. Below the fuel 
plume there is a fuel lean pocket that is more pronounced in the RANS and multi-scale 
results than the experiment because fuel is able to diffuse there with the higher turbulent 
mixing. In the far field there is also a slender fuel lean pocket in the center of the jet in 
RANS and multi-scale that is not present in experimental mean PLIF images. Overall 
multi-scale results are slightly more mixed than RANS while still not significantly closer 
to the experiment. With the adaptive approach, similar to the experiment, fuel lean pocket 
Exp-30 
RANS 
Multi-scale 
Adaptive 
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under the plume is smeared due to high turbulent mixing. The jet growth and penetration 
heights are well predicted with the jet only slightly larger than the experiment. Fuel 
concentration in the far field is also slightly under-predicted with the adaptive approach. 
Overall the adaptive results are very good compared to the experiment and are a 
significant improvement over RANS and multi-scale alone. 
 
Figure ‎4-12 Variance of intensity of PLIF images(2 separate images taken)  
compared to fuel mole fraction variance contours in grey scale of RANS , multi-
scale, and adaptive models(30
o
,q=0.5). 
In order to qualitatively check the resolved turbulent fluctuations in multi-scale 
models, the variance of the fuel mole fraction is compared to the variance of the intensity 
of the PLIF images. The results of the comparison are plotted in greyscale in Figure ‎4-12. 
Scaling information is not shown because it is not present with the experimental results. 
Naturally, the RANS results show an insignificant variance because no variance is 
Exp-30 
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captured as the high eddy viscosity dampens turbulent structures. The multi-scale 
variance shows some similarity to the experiment especially near the jet exit. The 
integrated value of the RANS variance is 5.5e-5 while multi-scale and adaptive approach 
variances are 0.54 and 0.33 respectively. The multi-scale integrated variance is 10000 
times larger than RANS. The integral value of the adaptive approach variance is slightly 
lower than the multi-scale because the reduction of turbulent Schmidt number introduces 
damping to the turbulent structures in the flow. 
The adaptive approach displays the same variance characteristics as those obtained 
from PLIF images. Following the upper jet boundary there is a higher variance region 
that decreases and increases in intensity. The entire length of the upper jet boundary is 
well captured by the simulation and is in much better agreement than the multi-scale 
results alone. The inside of the jet shows lower variance in the fuel plume and the fuel 
lean pocket is in agreement with the experiment. There is some deviation in variance in 
the far field below the jet boundary. Those disagreements are far less obvious than those 
shown with the multi-scale alone. Overall the variance obtained using the adaptive 
approach is superior to those obtained without it when compared to the experiment. 
Experimental Raman scattering fuel concentration results are compared to the 
adaptive approach at 3 axial locations. Fuel concentration is slightly over-predicted at 
x/D=5 with the overall structure of the fuel core similar to that of the experiment. 
Penetration height and width are well predicted. At x/D=10, fuel concentration is well 
predicted with similar structure however penetration height is slightly over-predicted. 
There is no bend in the numerical results unlike multi-scale alone. At x/D=25, the 
predictions of the adaptive approach are of similar structure to the experimental 
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measurements, however, penetration height is over-predicted and higher concentration 
fuel core is thinner in the center. There is no balloon like structure unlike multi-scale 
alone. 
 
Figure ‎4-13 Fuel mole fraction predictions for multi-scale with/without the adaptive 
approach compared to experimental Raman scattering at 3 different axial 
locations(30
o
,q=0.5). 
Figure ‎4-14(a) shows penetration heights centers for the inclined injection (30
o
, 
q=0.5). Both RANS and multi-scale models over-predict the heights with the discrepancy 
increasing further downstream as shown in chapter 3. The adaptive approach extension 
improves the prediction considerably with the experimental profile well predicted within 
0.1 diameters. In Figure ‎4-14(b) width centers are plotted versus experimental results. 
Both RANS and multi-scale alone fail to predict widths except at x/D=5 where they come 
within 0.05. The adaptive approach shows excellent correlation with the experiment at all 
x/D locations where the width is predicted within 0.03 diameters of the experimental 
results. This shows the turbulent mass diffusion is more correlated with the experiment 
x/D=5 x/D=10 x/D=25 
Exp-30 
Multi-scale 
Adaptive 
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and plays a major role in fuel concentration predictions  
 
Figure ‎4-14 Centers for fuel penetration((a) height, (b)widths) for experiment, 
RANS, and multi-scale with and without the adaptive approach (30
o
,q=0.5) 
 
 
Figure ‎4-15 Adaptive turbulent Schmidt number contours for at different 
    locations(30o,q=0.5). 
Adaptive turbulent Schmidt number contours for 3 axial locations are plotted in 
Figure ‎4-15. In most areas of interest the value of turbulent Schmidt number is less than 
0.7. There are areas however with high values of Sct corresponding to low turbulent 
diffusion. Overall, the value of Sct varies dramatically throughout the flow. There is 
symmetry around z/D=0 in Sct contours which is a sign that good quality fluctuations 
have been collected from the flow field[30]. Symmetry is more apparent in the near field, 
(a) (b) 
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however, at x/D=25 there is still overall symmetry in Sct contours. 
4.4 Summary 
An adaptive Schmidt number extension to the multi-scale model was developed and 
implemented for the baseline and inclined cases. As the simulation proceeds, average 
resolved turbulent mass and momentum viscosities are calculated and a turbulent 
Schmidt number is defined based on their ratio. When applied directly into the RANS 
sub-filter model, the solution showed fuel structure closer to the experimental 
measurements however, changes over the constant approach were not significant. When 
the numerical viscosity is taken into account to calculate turbulent mass diffusivity, the 
solution improves significantly to be in a good agreement with experimental 
measurements. Turbulent Schmidt number contours showed more symmetry as the grid 
was refined because resolved data becomes more dominant than noise resulting from the 
averaging procedure. This shows that the approach should be used only on grids 
producing adequate level of resolved turbulent fluctuations. A grid too fine, however, 
would not benefit much from the adaptive approach, since most of the mass diffusion will 
be occurring in the resolved field. Because of the use of highly dissipative second order 
upwind for the convection terms, better estimates for the numerical viscosity should be 
obtained. 
In chapter 3, for the 30
o
 q=0.5 case, improvement with the multi-scale alone over 
RANS results was limited. When the adaptive approach is employed, the results improve 
significantly. Mean and variance fuel concentration predictions compare favorably with 
experimental measurements and are far superior to either RANS or multi-scale alone. 
139 
 
Chapter 5. 
Propagation and Rupture of Incompressible Liquid Plug in a Tube 
An introduction to the liquid plug propagation and rupture problem and its 
application in lung airways was given in chapter 1. In this chapter, a numerical 
simulation of a liquid plug in an infinite tube is conducted using an Eulerian-Lagrangian 
approach and the continuous interface method. A reconstruction scheme is developed to 
allow topological changes during plug rupture by altering the connectivity information 
of the interface mesh. Results prior to the rupture are in reasonable agreement with the 
study of Fujioka et al. in which a Lagrangian method is used. For unity non dimensional 
pressure drop and a Laplace number of 1000 , rupture time is shown to be delayed as the 
initial precursor film thickness increases and rupture is not expected for thicknesses 
larger than 0.10 of tube radius. During the plug rupture process, a sudden increase of 
mechanical stresses on the tube wall is recorded, which can cause tissue damage. The 
peak values of those stresses increase as the initial precursor film thickness is reduced. 
After rupture, the peaks in mechanical stresses decrease in magnitude as the plug 
vanishes and the flow approaches a fully developed behavior. Increasing initial pressure 
drop is shown to linearly increase maximum variations in wall pressure and shear stress. 
Decreasing the pressure drop and increasing the Laplace number appear to delay rupture 
because it takes longer for a fluid with large inertial forces to respond to the small 
pressure drop.  
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5.1 Model Description  
Figure ‎5-1 shows a schematic of the computational model. A liquid plug 
propagates in a straight circular tube of radius R
*
. The problem is assumed to be 
axisymmetric so that only (r, z) components are considered.  The tube domain of 0<r
*
<R
*
 
and -6R
*
<(z
*-
zP
*
)<6R
*
, is considered, where zP
*
 is the middle of both tips. It is noted that 
the dimensional quantities are denoted by *. After non-dimensionalization, the * is 
removed. The pressure difference between left and right air-bubbles drives the liquid plug 
with a constant surface tension. The liquid plug length, LP, non-dimensionalized by the 
tube radius, is the distance between air bubble tips. The liquid film thickness for the front 
air bubble is denoted as h2 whereas the trailing film thickness is denoted as h1. They are 
also non-dimensionalized by the tube radius. The no-slip boundary condition is applied at 
the tube wall. Constant uniform air pressures of P1
*
 and P2
*
 are prescribed in cross-
sections at z = -6R
*
 and 6R
*
 respectively, while zero velocity condition is applied for the 
liquid film in the same cross-sections at = -6R
*
 and 6R
*
. 
 
Figure ‎5-1 Computational setup and the boundary conditions, x axis attached 
to plug center before rupture and to the wall afterwards. Plug moves to the right 
The dimensionless form of the Navier-Stokes equations and the continuity 
equation is: 
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       }                        ‎5.1 
       ‎5.2 
where u=u
*
/(σ*/μl
*
) is the dimensionless fluid velocity vector, μl
*
 is the liquid 
viscosity, σ* is surface tension of the air-liquid interface; p=p*/(σ*/R*) is the 
dimensionless pressure, R
*
 is the tube radius; t=t
*
/(μl
*
R
*/σ*) is the time; z=z*/R* and 
r=r
*
/R
*
.  ρ and μ are the dimensionless density and the viscosity scaled by liquid ρl and μl 
respectively With the density and viscosity of the gas kept constant, ρ=1.3e-3 and  
μ=4e-4 for the baseline case. A key dimensionless parameter λ= ρl
 *σ*R*/μl
*2
, is the 
Laplace number ( λ-1/2 is often called the Ohnesorge number). It involves the fluid 
properties and the tube diameter, and serves to characterize the plug and associated fluid 
dynamics. The body force term, Fs, in the present context is used to represent surface 
tension, and will be discussed further. 
To compare with the previous study of Fujioka et al.[53], which focused on the plug 
dynamics prior to the rupture, the same initial condition is employed. At t=0, a 
stationery liquid plug of length LP0 begins to move due to a constant driving pressure 
force.  Since the velocity is initially set to zero in the entire domain, the pressure in each 
air phase should be uniform so that the initial driving pressure is ∆P=P1-P2.  The initial 
plug shape is approximated by a hemi-sphere of radius 1-h2 for front and rear menisci, 
the length between both meniscus tips LP0, and a uniform film thickness of h2 on both 
sides of the plug.  
5.2 Computational Procedure 
The marker-based immersed boundary method employs Eulerian and Lagrangian 
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variables in order to perform the interfacial flow computations.  The Eulerian quantities 
are solved on a fixed background grid in the computational frame, whereas the 
Lagrangian quantities arise due to the marker points defined on the interface which can 
move freely. A single fluid formulation for all fluid phases is made possible by smearing 
the properties across the interface.   
Here the computational frame is set to follow the coordinate with the plug velocity 
U=(U,0), which is the average of both tip velocities. After rupture, the computational 
frame is fixed to the wall and the plug is allowed to move within it. From this point 
forward, discussion and results will be presented in terms of x instead of z because it is 
more convenient to represent an infinite tube. The x-coordinate in this frame,       is 
defined as follows:  
   {
                                     
                               
} ‎5.3 
where    is the z position of the center of the plug and            is    at the 
moment of rupture.          is the time at which rupture occurs. This definition 
guarantees the plug is located in the center of the computational domain until          
after which it is free to move. 
The time derivative term in Eq.‎5.1 is redefined in terms of the computational node 
point      
 
  {[
  
  
]
     
           }      
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]
     
       }       
                                 
‎5.4 
The source term in Eq.‎5.4,    , represents the condition at the interfaces due to surface 
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tension. 
5.2.1 Surface Tension Treatment 
The surface tension effect in volumetric form,   , in Eq.‎5.4, involves 
curvature,   , surface normal,   , and the Dirac delta function, (
   
  
), as given in 
Eq.‎5.5 
    ∫  
     (
   
  
)   ‎5.5 
 For curvature and other computations related to geometry, marker points placed on the 
interface are utilized. These marker points, represented in the Lagrangian framework with 
X, are free to move in response to the flow field computed on the background grid, which 
is represented in the Eulerian framework with x. The Magnitude of the position vectors x 
and X is normalized by the cell size,   . The marker locations for the surface grid are 
computed using a simple advection scheme via Eq.‎5.6 where the marker velocities are 
interpolated from the Eulerian grid. 
   
  
      ‎5.6 
   The interpolation of the velocity field is performed with the help of a discrete form of 
the Dirac delta function,  (
   
  
), given in Eq.‎5.7  
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‎5.7 
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This approximation, which is also utilized in calculating the surface tension term in 
Eq.‎5.5, ensures that mass and momentum are conserved for any conversion between the 
background grid (Eulerian) and markers points (Lagrangian) as shown by Peskin et al. 
[113] and Shyy et al.[32] 
As the markers advance to new positions with time, they can be unevenly distributed 
on the interface leading to larger computational errors.  To maintain desirable numerical 
accuracy, the markers are rearranged by addition/deletion based on the background grid 
with no more than two markers in each computational cell.[45]. 
5.2.2 Interface Reconstruction Scheme 
Reconstruction of the interface due to rupture is triggered numerically when the 
plug length decreases to a critical value,            , that is in the order of the smallest grid 
size. In reality, the critical length is several orders of magnitude smaller and is related to 
the molecular forces. Furthermore, as is well known, the rupture dynamics (the detailed 
break-up process) can’t be faithfully simulated entirely in the context of the continuum 
formulation. Since we don’t consider any molecular aspects of the model, our treatment 
is, necessarily, phenomenological in nature.  The current study focuses on the fluid 
physics immediately before and after the rupture. The computational results reported 
below do have adequate resolutions in the pre- and post-rupture instants.  
The reconstruction scheme involves altering of the interface data, primarily marker 
connectivity, to accommodate the rupture. The minimum distance between the marker 
points on left and right bubbles is tracked. When this distance reduces to a value less 
than the critical length,             , corresponding markers are removed.  
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To compute the distance between two bodies, a list based algorithm identifies the 
markers to be used and a length-based coordinate mapping procedure is utilized to 
exclude markers not participating in topology change. In 2D, the coordinates are 
translated into 1D form by computing the length of the interface along its path.  
 
Figure ‎5-2 Identification of necking, a possible cause for topological change 
 
In, Figure ‎5-2 the markers tagged with 1 and 2 can be excluded during the binary 
search for marker point tagged with 3 because the coordinate mapping identifies those as 
neighboring markers. On the other hand, the marker 4 is included in the search as the 
mapping will not qualify it as a neighbor of marker 3. Once the distance between markers 
3 and 4 becomes less than the critical distance, two markers are removed to allow 
topological change. Overall, the triggers for the reconstruction algorithm are as follows: 
 Distance between markers in physical space should be smaller than the critical 
length. 
 Distance between markers in surface coordinates should be larger than four 
computational cell lengths guaranteeing that the neighboring markers are 
excluded.  
 Distance between the corresponding markers should decrease in time.  
The third criterion utilizes marker velocities and is embedded into the reconstruction 
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algorithm as a final check. The reconstruction scheme developed, involves the following 
steps: 
 Markers flagged are removed. When the removed markers create a block (of 
markers), they are still represented by a single temporary element during this 
stage.   
 Calculate the center and the average velocity of temporary elements.  
 Check the distance between all other temporary elements.  
 If the distance is less than the critical length, the connectivity information 
between the corresponding elements will be updated.  
 
 
Figure ‎5-3 Summary of the reconstruction algorithm in 2D and 3D 
The connectivity update involves the following steps: 
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 A marker on the first temporary element is selected. Another marker on the 
other temporary element is selected based on its proximity to the initially 
selected marker.  
 The nodes of the first element are ordered in counter clockwise direction, 
while the nodes of the second element are ordered in the clockwise direction.  
 Following the ordered list of markers on temporary elements, create edges 
between the corresponding markers. The normal direction of the newly 
created elements is chosen in a way that they follow the normal direction of 
all the neighboring elements. 
The markers which lose the connectivity information due to marker removal procedure 
in Figure ‎5-4 are connected to each other to accommodate topological change.  
 
Figure ‎5-4 Reconstruction scheme. (a) Two interfaces come close so that the 
distance for red markers are less than critical length, (b) forming a single interface 
by updating the connectivity information 
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It should be noted that because the closest nodes are chosen for reconstruction in the 
finest region of the grid, that mass conservation errors are kept to a minimum. In 
addition, the newly formed segments are reconstructed in a conservative manner such 
that there is always the same amount of fluid in each phase before and after marker 
addition/deletion. This procedure and validations are discussed in detail in [46, 48] 
5.2.3 Local Refinement of Eulerian Grid 
The described marker-based method solves a single set of equations for all the 
constituents, which brings rapid variations to flow variables and material properties 
around the interface. Resolving the whole domain to the desired length scale may result 
in unnecessary resolutions at regions far from the interface.  In this study, an isotropically 
adaptive Cartesian grid is employed for solution of the flow governing equation.  
The grid is initialized in a uniform structure which has prescribed number of cells in 
each coordinate direction. The cell that needs to be refined is split into four smaller and 
equal cells. This procedure brings additional levels of grid in which new coordinates in 
computational space is assigned to the level that cells reside.  To ensure a smooth 
variation in grid cell-size for quality and simplicity, cells sharing a face are not allowed 
to differ by more than one level of refinement. The implementation details are described 
in [48]. All the cells cut by the interface are flagged for refinement. In addition to those 
cells, their neighboring cells (up to five layers) are also flagged for refinement to ensure 
the uniformity for proper smearing via discrete Dirac delta function. This process of 
flagging and splitting cells is carried out recursively until the prescribed grid resolution 
around the interface is obtained. Figure ‎5-5 illustrates this refinement process.  
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Figure ‎5-5 Geometry based grid refinement around the interface at various 
resolutions 
In addition to interface-based grid adaptation, computational cells away from the 
interface are refined or coarsened based on the flow solution. The present 
implementation uses a phase-based vorticity criterion to determine critical cells for 
refinement or coarsening. A statistical mean and a variation are computed for each 
phase. For the present study, the liquid phase is the main focus and consequently only 
cells containing liquid phase are considered for solution refinement. When the vorticity 
in a computational cell deviates from the mean by a value more than the specified 
variation, it is marked to be refined. On the other hand, computational cells with 
vorticity within 10% of the mean can be coarsened if four adjacent cells are found. 
5.2.4 Adaptive Time Stepping 
It should be noted that the numerical simulation of the rupture dynamics requires 
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a numerical scheme that allows adaptive time stepping, especially to be able to capture 
the sudden changes in flow field in regard to shear stress and pressure. The present 
simulation adjusts the time step based on surface tension and the velocity field to restrict 
marker movement to a single cell per time step. During the liquid rupture process, the 
time step can decrease by about a factor of 10. 
5.3 Results and Discussion 
The two-fluid formulation presented above is utilized to investigate liquid rupture 
dynamics. The fluid physics associated with the velocity field,  pressure and shear stress 
variations under various flow conditions, defined by the Laplace number ( ),  initial plug 
length (Lp0), and initial precursor film thickness (h2). The results will be compared to 
those of Fujioka et al. [53], which, uses the Lagrangian method and considers only the 
flow characteristics prior to the moment of rupture. The main components of the  current 
computational framework has been previously utilized by Uzgoren et al. [48] and 
validated against steady plug propagation results in [105]. The present methodology can 
handle the topological change of the object, and the computation has been conducted to 
investigate the post-rupture dynamics. To ease the reading of the results, prior to rupture, 
the moving frame fixing to the center of the plug is used so that the results can be directly 
compared to those of Fujioka et al. [53]. After rupture, the stationary frame anchored by 
the wall is adopted, and the rupture plug is allowed to move within the reference frame. 
5.3.1 Pre-Rupture Dynamics 
First, the effect of initial precursor film thickness on plug length is studied to 
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assess the current approach with that of the single fluid formulation by Fujioka et al[53].  
The initial plug length and the non-dimensional pressure drop across the plug,  , are 
taken as 1 at .        Five cases are chosen based on the precursor film thickness, h2, 
by setting it to 0.05, 0.07, 0.09, 0.10, and 0.13.  
 
Figure ‎5-6 Plug length variation in time for various initial precursor film thickness 
values. Solid lines represent present study while dots represent study of [53]. (b) 
shows a more confined time domain to show details 
Figure ‎5-6 (a) and (b) show the time dependent variation of plug length at various 
initial precursor thicknesses, for 0 < t < 900 and 0 < t < 60 for magnified view, 
respectively. In the present study, the pressure drop is prescribed between the far left and 
right boundaries. At the initial stages of the simulation, the pressure drop is the primary 
force driving the liquid plug at an axial speed,   
 which, as shown in the non-
dimensionalization procedure, can be represented by the local capillary number,    
  
         . The time history of the capillary number is presented in Figure ‎5-7 (a) for 0 
< t <900 and magnified view in Figure ‎5-7 (b). 
 
(b) (a) 
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Figure ‎5-7 Course of plug speed, defined as the capillary number, in time for 
various initial precursor film thickness values. Solid lines represent present study 
while dots represent study of [53]. (b) shows progressively zoomed in views of the 
plot in (a) 
 
The interplay between the precursor thickness, h2, and the trailing film thickness, h1, 
influences the plug length as a result of the mass balance in the liquid phase. During the 
initial stage of the movement, the plug propagation speed, or Ca, increases at a near 
constant rate for all cases presented. The plug length also remains the same until t = 8, 
then the plug propagation speed starts to vary. In Figure ‎5-6 (b), a similar variation is 
observed as the plug length decreases first, and then increases between t=10 and 20. The 
change in plug length can be interpreted as mass addition and removal, suggesting that 
as the plug widens, the precursor film thickness, h2 becomes first larger than the trialing 
thickness, h1 and then as the plug becomes narrower,  h2 becomes thinner that h1. 
Figure ‎5-6 (b) also shows that the variation in plug length appears earlier and faster for 
cases with larger initial precursor thicknesses. Consistent with the finding of Fujioka and 
(b) (a) 
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Grotberg [105], the change in trailing film thickness is influenced mainly by the 
capillary number.  As a result, when the plug length is at minimum in the early stages, 
Ca increases faster with larger precursor thicknesses. The overall trends seen in 
Figure ‎5-6 (a) and Figure ‎5-7(b) show that the liquid plug rupture is not expected with a 
precursor thickness 0.10 and higher. This behavior is reversed for  and smaller 
provided that the rupture occurs at the same critical length. Accordingly, the rupture 
times are expected to be as follows:  for ;  for ; 
 for . As the initial precursor thickness becomes larger, the rupture is 
further delayed.  
Figure ‎5-6 indicates that if h2 < 0.10 rupture occurs. The above discussion is in 
agreement with single fluid formulation of Fujioka et al. [53] which ignores the fluid 
motion associated with the gas phase. The difference between the two studies becomes 
more visible for  and , for which the dynamics of the liquid plug 
becomes very sensitive to the critical precursor thickness. In the single fluid formulation 
the air pressure condition is directly applied at the liquid interface as constant pressure, 
whereas, in this study, it is applied at the far left and right domain boundary (-6R* and -
6R*, respectively). Even though this value is small, the pressure variation within the gas 
phase as high as 0.5% in    at the meniscus tips of both gas bubbles. As the pressure 
drop at the bubble tips are different for the single- and two-fluid formulations by Fujioka 
et al. [53] and the present study, respectively, the two simulations are expected to show 
some differences. The differences between the two studies become more visible with 
larger initial h2 values (hence stronger multiphase effects near the wall), and as time 
progress (due to the unsteady accumulation of the pressure difference between the two 
2 0.09h 
280Rt  2 0.05h  430Rt  2 0.07h 
1000Rt  2 0.09h 
2 0.09h  2 0.10h 
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studies). In Figure ‎5-7 (a), the capillary number (the fluid velocity) continues to increase 
with h2 ≤ 0.09, whereas it shows a decrease with h2 ≥ 0.10 after t > 100.  The decrease 
with  is very slow,  and approaches the steady state case presented in [105] 
with a steady Ca number at 0.0385 and a steady Lp of 1.15. This is in contrast with the 
reporting of Fujiokat et al. [53] where the unsteady solution did not approach the steady 
case of [105]. This was accounted to the difference in Lp between the steady state case of 
[105] and the unsteady one of [53] (presented with dots in Figure ‎5-6). Fujioka et al. 
[53] reported that as the plug length becomes larger than the steady plug length of 1.15, 
a constant Ca can’t be maintained. While qualitatively similar trends can be observed in 
Figure ‎5-6 and Figure ‎5-7 between the present simulations and those of Fujiokat et al. 
[53], the mass transfer between the plug and the film and the dynamics in the gas phase 
result in observable differences and may suggest a larger Lp limit. Figure ‎5-6 and 
Figure ‎5-7, one sees that for or lower, the plug moves faster while reducing Lp 
(for t>40) indicating that the plug is losing mass. These figures suggest that the decrease 
rate in the plug length is inversely related to the initial precursor film thickness (which is 
initially set equal to the trailing film thickness h1) for this range of Laplace number, 
pressure drop, and precursor film thicknesses.  
Figure ‎5-8 shows (a) pressure distribution and  wall shear stress along the wall for h2 = 
0.05 and h2 = 0.09. The snapshots are taken at times when the plug length, Lp, becomes 
0.3 as was done by Fujioka et al. [53].  Substantial variations in both wall pressure and 
wall shear stress are observed around           which is around the minimum 
thickness at the front meniscus region. The minimum peak for pressure           
occurs at        for       , whereas its absolute value is slightly increased    
2 0.10h 
2 0.09h 
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      at        for       . This suggests that the wall pressure increases for 
smaller initial precursor film thicknesses.  
In Figure ‎5-8 (a), the wall shear stresses have both negative and positive peaks around 
the front meniscus region,          , as a result of a direction change in velocity 
field this region. The positive peak for        , at        , is higher than the 
positive peak for        ,, at        . The negative peak for both precursor film 
thicknesses is the same at        . Figure ‎5-8 (a) shows the present solutions with 
those reported in Ref. [53], showing good agreement between the two studies.  
5.3.2 Rupture Dynamics 
Snapshots of flow fields highlighting pressure contours at various instants of time 
are presented in Figure ‎5-9, for precursor thickness h2 of 0.06, the rupture occurs at t = 
321 when plug length, LP reaches the critical length of 0.1. After the plug ruptures, the 
newly formed neck between air fingers takes its expected course when it moves away 
from the centerline.  
The maximum magnitude of wall pressure and shear stress occur at the region of 
minimum film thickness after rupture. This is shown in Figure ‎5-10 for h2=0.06 where 
wall shear stress shows two peaks in opposite directions resulting from the movement of 
the ruptured liquid-gas interface. The wall pressure exhibits a minimum near where the 
minimum wall shear stress is located. To offer more details, Figure ‎5-10 and Figure ‎5-11  
show the velocity vectors along with pressure contours around the location of the peaks 
before and after rupture respectively. It can be observed that the mentioned extreme 
conditions occur at the right finger of the plug where the thickness is at minimum. 
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Liquid flow through the narrow portion of the film creates a highly localized region of 
pressure drop which shows as a global minimum.  
 
 
Figure ‎5-8 (a)Pressure and shear stress variation at the airway walls before plug 
rupture when Lp = 0.3, P = 1, and  = 1000. Solid lines represent present study 
while dots represent study of [53] (b) Pressure contours and velocity vectors near 
the wall corresponding to 
As the interface is pulled towards the low pressure region, its curvature there 
becomes large to accommodate the larger pressure drop across the phase boundary . A 
recirculation zone is observed following the interface corner due to the surface tension 
force interaction with the pressure force. The flow reversal explains the opposite 
(b) 
(a) 
157 
 
directions in wall shear stress.Once the plug is ruptured, there is a sudden increase in the 
amount of fluid pushed through the narrow area at the minimum film thickness (to 
conserve the mass lost by rupture). Fluid accelerates causing a larger pressure drop in this 
area which, in return, pulls the interface and increases its curvature and surface tension 
force. 
 
Figure ‎5-9 Snapshots of pressure contours before and after rupture. h2 = 0.06, P = 
1, and  = 1000. 
The dual increase in pressure and surface tension forces causes larger mechanical 
stresses. This is shown in Figure ‎5-9 and Figure ‎5-10 where there is an increase in 
mechanical stresses, velocity, pressure drop, and interface curvature at t=330 (after 
rupture) compared to t=320 (before rupture). The same behavior during the rupture 
occurs in other cases at different times. For case with h2 = 0.05, rupture is initiated at t = 
286 .Rupture happens at t = 376 when h2 is 0.07,  
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Figure ‎5-10 Pressure contours, velocity vectors and wall pressure and wall shear 
stress prior to rupture for h2=0.06. View is zoomed at the location of minimum film 
thickness 
 
 
Figure ‎5-11 Pressure contours, velocity vectors and wall pressure and wall shear 
stress after rupture for h2=0.06. View is zoomed at the location of minimum film 
thickness.  
whereas it is delayed to t = 482 with h2 = 0.08 in. Figure ‎5-12 shows pressure contour 
snapshots before and after rupture for h2 = 0.08 and h2 = 0.05. After the reopening of the 
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tube, the pressure distribution along the streamwise direction changes, eventually 
becoming linear (namely, approaching a fully developed flow profile) once the effects of 
rupture diminish. Correspondingly, the liquid flow slows down quickly leading to a 
sharp change in the wall shear stresses. This is illustrated in Figure ‎5-13 for h2 of 0.06 
(other film thicknesses show similar behaviors and are omitted). The dash line shows the 
wall stresses before rupture. Furthermore, the next recorded time step for pressure and 
shear stress at the airway walls illustrate that the pressure and shear stress build up at the 
location where the liquid plug was located. The wall pressure and shear stress show a 
large variation when compared to their values before the rupture. The x-coordinate in 
Figure ‎5-13 is stationary with its origin fixed at the plug center at the instant of rupture.  
The variations of maximum and minimum wall shear stresses in time are presented in 
Figure ‎5-14. The figure shows sudden build-up of wall shear stresses right after the 
liquid plug rupture, followed by quick decays. The peak values of wall shear stresses are 
higher than the values prior to the rupture, and they take finite time to achieve their 
values after rupture The variations become larger with smaller initial precursor film 
thickness values for both pressure and shear stress at the airway walls. The differences 
in maximum and minimum values of wall shear stress and pressure are plotted in 
Figure ‎5-15. The maximum difference in wall shear stress is observed for h2=0.05 to be 
2.7 and decreases slightly for larger h2 to be 2.3 for h2=0.08. Similarly the maximum 
difference in wall pressure is observed for h2=0.05 to be 6.1 and 4.8 for h2=0.08.  
It should be noted that the pressure and shear stress in Figure ‎5-13 propagate as a wave 
in the positive x-direction following the plug motion to the right. This is illustrated for 
the h=0.06 case in Figure ‎5-16 where the location of the tip of the ruptured plug(defined 
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as the lowest point on the interface) is plotted along with the location of the maximum 
shear stress. The similarity in the slopes of the two curves indicates that the shear stress 
wave propagate at about the same speed as the ruptured plug. 
Crackles are sounds heard by a stethoscope during a medical examination and 
categorized into fine and coarse crackles. Fine crackles are characterized by 
discontinuous, interrupted explosive sounds that are loud and high in pitch [155] .  
 
Figure ‎5-12 Snapshots of pressure contours before and after rupture. h2 = 0.05,0.08, 
P = 1, and  = 1000. 
The sound of crackles can be a sign of several diseases including Pneumonia, Asthma 
and Interstitial Pulmonary Fibrosis[155].There are two possible causes of crackles  
known by researchers; closures/reopening of airways (i.e. plug rupture) and the collapse 
of airways due to abnormalities [156]. The acoustic wave form associated with crackles is 
shown to have discontinuous sudden peaks [155] similar in behavior to the pressure/shear 
stress waves in Figure ‎5-13 
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Figure ‎5-13 Pressure and shear stresses at the airway walls before and after the 
rupture. h2 = 0.06, P = 1, and  = 1000. 
 
 
Figure ‎5-14 Variation of minimum and maximum wall shear stress in time. ΔP=1 
and λ=1000 
 
(b) (a) 
(b) (a) 
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Figure ‎5-15 Maximum minimum difference in wall pressure(a) and wall shear 
stress(b) in time. ΔP=1 and λ=1000 
 
 
Figure ‎5-16 Location of maximum wall shear stress and minimum wall pressure 
versus ruptured plug. ΔP=1 and λ=1000 
around the time of plug rupture. This suggested link between plug rupture and crackles 
is in agreement with findings of Munakata et al. [157] which shows, experimentally in 
(b) (a) 
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canine  lungs, that the most probable cause for fine crackles is opening and closing of 
airways rather than abnormal airway collapsibility. Naturally, more rigorous 
investigation is needed to establish a direct link with quantitative relationships. 
5.3.3 Effects of Pressure Drop and Laplace number 
The effects of the initial pressure drop,   , and the Laplace number,  , on rupture 
dynamics are investigated by conducting a parametric study. The pressure drop controls 
the speed of the plug, and the Laplace number accounts for the fluid properties and tube 
diameter combinations; they both can influence the rupture and fluid dynamics.  Using 
the case with h2=0.05 as a baseline ( keeping initial film thickness constant),    is varied 
keeping all the other non dimensional parameters constant. Similarly, with    held 
constant, the Laplace number,  , is varied to investigate its effect on plug rupture. The 
cases are summarized in Table ‎5-1. 
Cases 2-6 are studied together with the baseline case to separate the effect of    and 
cases 7-10 with the baseline are used to study variations in  . Focusing on the magnitude 
of wall mechanical stresses, the maximum variations in wall pressure, Pmax-Pmin, and 
shear stress,         , are used to characterize the effects of the parameters.  The time 
at which rupture occurs is also studied because of its direct relation to rupture frequency 
in lung airways. 
Figure ‎5-17, 18, 19 are related to parametric change of initial pressure drop, while 
Figure ‎5-20, 21 are related to change of the Laplace numbe. Figure ‎5-17 and Figure ‎5-20 
show variation of Pmax-Pmin, and shear stress, τmax-τmin in time. The rupture time is 
subtracted from the time axis to show when the peaks occur in reference to rupture. In 
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Figure ‎5-17 (a), the maximum peaks in Pmax-Pmin increase in magnitude as    increases. 
Figure ‎5-17 (b) also shows a similar behavior for τmax-τmin  , with the wall shear stress 
gradually increasing before rupture in the cases of    2,3. Figure ‎5-19 shows the 
peaks in Pmax-Pmin, and,          versus  . A curve fit shows the relationship is 
largely linear, and consequently linear increase in mechanical stresses in response to 
pressure build up. The rupture time is plotted versus    in Figure ‎5-18, there is a rapid 
delay in rupture with small pressure drop with a region of no rupture at very small 
pressure drops (verified by case 2 in which rupture never initiates). As    is increased 
rupture occurs sooner but appears to reach a plateau of minimum rupture time for very 
large  . 
Table ‎5-1 Summary of cases run for parametric study 
Case      
Baseline 1 1000 
2 1/5 1000 
3 1/2 1000 
4 2/3 1000 
5 2 1000 
6 3 1000 
7 1 200 
8 1 500 
9 1 2000 
10 1 5000 
The maximum variations in wall pressure and shear stress are plotted with respect 
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to rupture time in Figure ‎5-20 for Cases 7-10. There is a largely linear increase in the 
peaks for pressure, as verified in Figure ‎5-21(b), however, the magnitude of the wall 
shear stress is mainly unaffected. The reason for the increase of the wall pressure is that 
increasing the Laplace number, λ= ρl
 *σ*R*/μl
*2
, is achieved by increasing the liquid 
density which directly affects the wall pressure. There are no significant changes to the 
flow field (not shown) or the plug shape when λ is varied. Figure ‎5-21(a) shows a linear 
increase in rupture time when increasing λ. This is because as the Laplace number 
increases inertia of the liquid increases with respect to the viscosity and it takes longer for 
the liquid plug to become thinner and to respond to pressure drop. 
 
Figure ‎5-17 Maximum variations in wall pressure(a) and shear stress(b) varying 
initial pressure drop. λ=1000 and h2=0.05 
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Figure ‎5-18 Rupture time versus initial pressure drop (data connected using spline). 
λ=1000 and h2=0.05 
 
 
Figure ‎5-19 . Maximum wall pressure and shear stress variations versus initial 
pressure drop. λ=1000 and h2=0.05 
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Figure ‎5-20 . Maximum variations in wall pressure (a) and shear stress(b) varying 
Laplace number. ΔP=1 and h2=0.05 
 
 
Figure ‎5-21 . (a) . Rupture time versus Laplace number. ΔP=1 and h2=0.05 (b) . 
Maximum wall pressure variations versus Laplace number. ΔP=1 and h2=0.05 
5.4 Summary 
This chapter aims to investigate the dynamics of liquid plug rupture using a novel 
numerical approach that utilizes a Cartesian grid based incompressible Navier-Stokes 
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solver with grid adaptation capability. Interface tracking is marker based using the 
continuous interface method for all constituents to easily allow for large deformations. A 
new surface reconstruction algorithm triggered by the critical length is developed to 
allow for plug rupture. The algorithm developed is verified against another numerical 
study on liquid plug propagation by Fujioka et al. [53] The study employs a single fluid 
formulation on a Lagrangian framework and is limited to simulation prior to rupture. The 
presented numerical approach ameliorates this limitation and investigates the dynamics of 
the liquid rupture for various initial precursor film thickness values. The results have 
shown the following: 
 There is an overall agreement when compared to the study of Fujioka et al. [53] 
prior to rupture. The plug length, velocity, wall pressure and shear stress are in good 
agreement. Discrepancies between the two studies are probably due to different 
boundary condition implementation and different numerical approach. 
 The liquid plug rupture causes a sudden build up in the mechanical stresses at the 
airway walls, which can cause damage to the tissues. The magnitude of these stresses 
reaches its peak at a finite time after the rupture occurs. After reaching the peak values 
they decrease in magnitude and follow the ruptured plug as it vanishes. The sudden 
peaks in mechanical stresses suggest a link between plug rupture and crackles that 
should be further investigated by comparing the acoustics. 
 The post rupture flow field shows a low pressure region near the wall at the right 
finger of the plug. This low pressure region exhibits a global minimum and increases the 
interface curvature as it is pulled towards it. After rupture, assuming steady flow of air, a 
fully developed behavior is observed. 
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Parametric variation shows that the peak values increase when the initial precursor film 
thickness decreases with a constant Laplace number of 1000 and a unity non-
dimensional pressure drop. With a constant initial film thickness and Laplace number, 
there is a linear relation between initial pressure drop and maximum wall mechanical 
stresses.  For high initial pressure drop, there is an increase in wall shear prior to rupture 
due to small thickness, h2, region created by the interface shape. Higher initial pressure 
also resulted in earlier plug rupture. With the pressure drop and the initial film thickness 
held constant, increasing the Laplace number causes a delay in rupture due to an 
increase in inertial effects 
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Chapter 6. 
Concluding Remarks 
6.1 Summary and Conclusions 
This dissertation addresses model development and applications of two distinct 
multi-fluid interaction problems; the supersonic jet and crossflow, motivated by 
SCRAMJET fuel mixing, and liquid plug propagation and rupture, motivated by 
dynamics of lung airway mucus treatment. Supersonic jet and crossflow calls for accurate 
representation of turbulent mixing along with interactions of shock and surrounding flow. 
A multi-scale model and an adaptive turbulent Schmidt number approach are developed 
and assessed. The multi-scale model was developed and modified based on earlier filter 
based approaches [83, 84] that adjust the value of the eddy viscosity in a RANS model 
thus allowing it to vary based on the grid size compared to the main turbulence length 
scale. Due to the reduction of the eddy viscosity, resolved unsteady structures appear in 
the solution similar to hybrid RANS/LES methods[27, 52]. The value of the constant,  , 
used in the definition of the turbulent length scale (Eq.‎2.64 ) is  related to the 
Smagorinsky constant,  , in the LES limit (Eq.‎2.64). The value of the constant was 
further verified by comparison to the DES constant ,    , used in Menter SST-based 
DES approach (‎2.66) based on experimental calibrations[138, 141]  A filter function was 
developed based on earlier filters [83, 84] to be smooth near unity for stable transition 
from RANS. Also it does not allow the filter value to increase beyond one thus 
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preventing over-damping the flow beyond the RANS solution. The concept of a resolved 
turbulent Schmidt number is introduced in Eq. ‎2.79 based on statistical information 
related to turbulent fluctuations. RANS definitions of turbulent mass and momentum 
diffusions are combined with fluctuation correlations extracted from the solution 
(Eqs.‎2.77and ‎2.78) to estimate an effective turbulent Schmidt number that represents the 
resolved mixing dynamics. The number produced with this method is used in the sub-
filter RANS model to improve predictions of turbulent mixing beyond the use of a 
constant value. 
 The multi-scale model was successfully tested with different configurations and 
grids for the jet and crossflow interaction causing an improvement over RANS results 
when compared to experiment, to some extent, for all injection configurations. The 
mechanism at which the multi-scale model works is resolving more turbulent structures 
in the solution, those turbulent structures may give more accurate average predictions 
than those predicted by RANS. 
The fuel distribution, which is significantly dependent on turbulent mixing, was 
the most affected/improved when switching to multi-scale. For the baseline case (90
o
, 
q=0.5), results were consistent with other researchers’ studies of the same case in which 
hybrid RANS/LES methods improved predictions in a similar fashion[27, 52]. The major 
conclusions to be drawn with the use of the multi-scale model specifically are outlined 
below: 
 RANS model does not produce significant unsteadiness which is important 
because the mean of fuel concentration is not correlated with the instantaneous 
results which contain large variance from the mean. 
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 Mixing, presented in averaged fuel concentrations, especially with the baseline 
case, was the most sensitive to the use of the multi-scale model (as evidenced in 
Figure ‎3-23) showing overall different behavior than RANS and producing 
average results comparing well with the experiment. This was also evident when 
resolved structures were used to estimate a resolved turbulent Schmidt number of 
non-constant behavior (Figure ‎3-22).  
 RANS, however, was able to capture other important flow variables such as 
velocity and pressure fields reasonably well(Figure ‎3-16, 3-17, 3-18) leading in 
most cases to a reasonable prediction of penetration heights. 
 Different injection configurations (injection angle and momentum ratio) 
responded differently to the use of the multi-scale model as shown in 
Figure ‎3-22,and 3-25 to 3-27. The cases with aggressive jet and crossflow 
interaction, yielded larger vortical structures and experienced the most 
improvement (Figure ‎3-22). For cases where the interaction resulted in a milder 
segregation between the jet and crossflow or the momentum of the jet caused a 
delay in plume breakup, the vortical structures were smaller and more scattered 
and the multi-scale model’s improvement was limited even with very fine grids 
This was most evident for the 30
o
, q=0.5 case simulated with a 29 million cell 
grid (Figure ‎3-27, 3-29) 
 To increase resolved turbulent structures, it is desirable to reduce the amount of 
numerical viscosity which could be done by refining the grid, or using higher 
order numerical fluxes to increase spatial accuracy. The use of high-order 
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convective fluxes would aid in the reduction of the number of grid points, 
however, it may cause stability problems and grid limitations that may sacrifice 
the code capabilities with complex geometries and practical applications The 
other option is to improve sub-filter mixing which is done by introducing the 
adaptive turbulent Schmidt number approach. 
The adaptive Schmidt number extension to the multi-scale model was 
successfully developed and implemented for the baseline (90
o
, q=0.5) and inclined (30
o
, 
q=0.5) cases. As the simulation proceeds, average resolved turbulent mass and 
momentum viscosities are calculated and a turbulent Schmidt number is defined based on 
their ratio.  
Turbulent Schmidt number contours showed more symmetry with finer gird 
regions and as the grid was refined (Figure ‎4-1) because resolved data become more 
dominant than noise resulting from the averaging procedure. This shows that the 
approach should be used only on grids producing adequate levels of resolved turbulent 
fluctuations. A grid too fine, however, would not benefit much from the adaptive 
approach, since most of the mass diffusion will be occurring in the resolved field. 
When applied directly into the RANS sub-filter model, the solution showed fuel 
structure closer to the experimental measurements however, changes over the constant 
approach were not significant as evidenced by the baseline case results (Figure ‎4-2 and 4-
3). The numerical viscosity caused a gap between the eddy size predicted by the model’s 
eddy viscosity and the actual eddy size present in the solution (Figure ‎4-4). The eddy size 
predicted by the model’s eddy viscosity is smaller causing sub-filter turbulent mixing to 
be under-predicted. The effect of the numerical viscosity is accounted for by including a 
174 
 
numerical viscosity term in the Reynolds diffusion (Eq ‎4.3). The estimate of the 
numerical viscosity is based on the use of generalized Smagorinsky coefficients[142, 
143]. When the numerical viscosity is taken into account to calculate turbulent mass 
diffusivity, the solution for the baseline case improves significantly to be in a good 
agreement with experimental measurements (Figure ‎4-6).  
Average fuel concentration contours were used to evaluate the effect of the 
adaptive approach on mixing. This was done by comparing the use of the adaptive 
approach with the coarse grid versus simply refining the grid without using the adaptive 
approach (Figure 4-7 and 4-8). The adaptive approach was able to produce results 
comparable to those obtained by refining the grid without altering the velocity and/or the 
pressure fields (Figures 4-9 and 4-10) 
For the 30
o
 q=0.5 case, improvement with the multi-scale alone over RANS results 
was limited. Smaller scattered vortices required more accurate sub-filter model of the 
turbulent mixing to avoid prohibitively expensive simulations. When the adaptive 
approach is employed, the results improve significantly. Mean and variance fuel 
concentration predictions compare favorably with experimental measurements and are 
superior to either RANS or multi-scale without adaptive Schmidt number (Figure ‎4-12 to 
4-14). 
For the liquid plug propagation and rupture study, simulations are conducted using a 
novel numerical approach that utilizes a Cartesian grid based incompressible Navier-
Stokes solver with grid adaptation capability. Interface tracking is marker based using the 
continuous interface method for all constituents to easily allow for large deformations 
[46, 48, 158]. A new surface reconstruction algorithm triggered by the critical length is 
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developed to allow for plug rupture (Figures 5-2, 5-3, 5-4). The algorithm developed is 
verified against another numerical study on liquid plug propagation by Fujioka et al. [53] 
which employs a single fluid formulation on a Lagrangian framework and is limited to 
simulation prior to rupture. The presented numerical approach ameliorates this limitation 
and investigates the dynamics of the liquid rupture for various initial precursor film 
thickness values. The results have shown the following: 
 There is an overall agreement when compared to the study of Fujioka et al. [53] 
prior to rupture(Figure 5-6 , 5-7, 5-8). The plug length, velocity, wall pressure and shear 
stress are in good agreement. Discrepancies between the two studies are probably due to 
different boundary condition implementation and different numerical approach. 
 The liquid plug rupture causes a sudden build up in the mechanical stresses at the 
airway walls, which can cause damage to the tissues. The magnitude of these stresses 
reaches its peak at a finite time after the rupture occurs. After reaching the peak values 
they decrease in magnitude and follow the ruptured plug as it vanishes (Figure 5-13). 
The sudden peaks in mechanical stresses suggest a link between plug rupture and 
crackles that should be further investigated by comparing the acoustics. 
 The post rupture flow field shows a low pressure region near the wall at the right 
finger of the plug. This low pressure region exhibits a global minimum and increases the 
interface curvature as it is pulled towards it. After rupture, assuming steady flow of air, a 
fully developed behavior is observed. 
Parametric variations shows that the peak values increase when the initial 
precursor film thickness decreases with a constant Laplace number of 1000 and a unity 
non-dimensional pressure drop (Figure 5-14, 5-15). With a constant initial film thickness 
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and Laplace number, there is a linear relation between initial pressure drop and 
maximum wall mechanical stresses (Figure 5-19). For high initial pressure drop, there is 
an increase in wall shear prior to rupture due to small thickness, h2, region created by the 
interface shape (Figure 5-17). Higher initial pressure also resulted in earlier plug rupture 
(Figure 5-18). With the pressure drop and the initial film thickness held constant, 
increasing the Laplace number causes a delay in rupture due to an increase in inertial 
effects (Figure 5-21) 
6.2 Future Work 
6.2.1 Jet and Crossflow Interaction 
It has been mentioned through this dissertation that the calculation of convective 
fluxes constituted a limiting factor to the capabilities of the multi-scale model. Numerical 
viscosity was found to be at least on the order of the calculated eddy viscosity with the 
coarser grids thus requiring extremely fine grid resolutions to obtain adequate solutions. 
The numerical viscosity also limited the use of the adaptive Schmidt number approach 
requiring a numerical viscosity correction in order for the adaptive approach to be 
effective. The numerical viscosity correction involved the use of a correlated constant to 
estimate the effects of numerical viscosity (Eq.‎4.4). The addition of higher-order fluxes 
to the computation is therefore critical to the performance of the turbulence treatments 
introduced in this work. One of the major advantages of the multi-scale model is smooth 
filtering of the eddy viscosity thus allowing the use of complex geometry and 
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unstructured grids. Applying higher-order fluxes, however, usually introduces 
instabilities and grid limitations. A good alternative to explore for future work is 
discontinuous Galarkin methods which allow higher order fluxes without restriction on 
the grid stencil for easy application into unstructured grids[159, 160]. Other extensions to 
the efforts in this dissertation include: 
 Further analysis of the of the multi-scale model including implications on 
shock and boundary-layer interactions including the ability to predict 
separation should be considered. A numerical simulation of the impinging 
shock wave on boundary-layer can be conducted and compared to the 
DNS data of Pirozzoli and Grasso[161]. This would serve to increase 
confidence in the multi-scale model for use in complex problems 
including combusting fuel injection in SCRAMJET engines. 
 Transfer and conservation of turbulent kinetic energy across turbulence 
models and between the resolved and sub-filter portions of the flow should 
be carefully analyzed. This would serve to verify the models’ capabilities 
in predicting turbulent quantities without modeled stress depletion (MSD) 
commonly encountered in DES methods [20] Such a study could use 
resolved experimental data for supersonic flow past a blunt annular sting 
[162] and results of other models including DES and LNS (using same 
computational framework) for comparison. This would in turn shed the 
light on whether synthetic turbulence/recycling techniques [27, 153] are 
needed to sustain turbulent fluctuations. 
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 The adaptive turbulent Schmidt number approach introduced the resolved 
Sct  as a scalar. This can be extended to a tensor definition to be used in the 
RANS momentum transport equations which are solved in all three 
dimensions. This can be done dividing Eq .‎2.77 by ‎2.78 thus obtaining a 
tonsorial equation with directionality preserved.  
 .The adaptive approach can be extended to turbulent Prandtl number, Prt, 
which is also specified as a constant in RANS formulations. This should 
help in heat transfer problems where there is high sensitivity to Prt 
There other applications that can benefit from the multi-scale and the adaptive 
approach in the immediate future. Those include combusting supersonic flows which 
suffer from turbulent Schmidt number sensitivity. Those flows can be solved using the 
current computational framework which already allows for chemical reactions and was 
validated in numerous applications[163, 164]  
6.2.2 Plug Propagation and Rupture 
For the plug flow propagation and rupture study, finer grids should be considered 
to reveal smaller features such as secondary droplets occurring during rupture. Such 
study would require extending the current computational framework to include parallel 
capabilities which is already taking place[165]. With high-resolution computations 
available, the inclusion of van der Waals forces could be critical to accurately capture 
details of topology changes[110]. A model based on close proximity between interfaces 
such as that used by Uzgoren et al [48] can be used to calculate the van der Waals 
potential function for inclusion as a forcing term in Eq.‎5.1 
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