Abstract: This paper proposes a new model called spatial continuum asymmetric channels to study the channel capacity region of asymmetric scenarios in which either one source transmits to a spatial density of receivers or a density of transmitters transmit to a unique receiver. This approach is built upon the classical broadcast channel (BC) and multiple access channel (MAC). For the sake of consistency, the study is limited to Gaussian channels with power constraints and is restricted to the asymptotic regime (zero-error capacity). The reference scenario comprises one base station (BS) in Tx or Rx mode, a spatial random distribution of nodes (resp. in Rx or Tx mode) characterized by a probability spatial density u(x) and a request for a quantity of information with no delay constraint. This system is modeled as an ∞−user asymmetric channel (BC or MAC). To derive the properties of this model, a spatial discretization is performed and the equivalence with either a BC or MAC is established. A discretization sequence is then defined to refine infinitely the approximation. Achievability and capacity results are obtained in the limit of this sequence. The uniform capacity is then defined as the maximal symmetric achievable rate at which the distributed users can transmit/receive with no delay constraint. The capacity region is also established as the set of information distributions that are achievable. The tightness of these limits and their practical interest are briefly illustrated and discussed.
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Introduction
Asymmetric spatial continuum channels refer to scenarios in which either a unique transmitter sends information to a spatial density of receivers (i.e., a spatial continuum BC, abbreviated SCBC), or in which a spatial density of transmitters send independent information streams to a unique receiver (i.e., a spatial continuum MAC, or SCMAC). The unique transmitter or receiver is called the base station (BS) and the distributed users are characterized with a spatial density function u(x).
Asymmetric dense wireless networks correspond to classical scenarios in modern communication systems. Basically, cellular systems alternate downlink and uplink transmissions which respectively correspond to BC and MAC. Information theory provides exact expression for the capacity regions for the classical BC and MAC under memoryless stationary Gaussian assumptions [1] , for a predetermined set of users with fixed channel pdfs. But the capacity region of these asymmetric wireless networks where the users are distributed according to a probability distribution has not been determined. Stochastic geometry allows a step forward by providing an estimate of the SINR distribution [2, 3] in cellular networks with randomly placed users. However, to the best of our knowledge, all derivations of cell rates from these distributions have been based on pure time sharing strategies, thus underestimating the capacity region of the cell. In [4] , the cell load is computed from an approximation of the cells' size distribution. But this work estimates the requested sum-rate per cell (the throughput demand), and not the capacity of the radio access. In [5] and more recently in [6] , efficient cell capacity metrics are defined. But these metrics do not correspond to the Shannon capacity of the corresponding BC but rather to a rate achievable with some time-sharing. The gap between these results and a fundamental limit is not known. In [7] the fundamental energy efficiency -spectral efficiency tradeoff (EE-SE) in a dense typical cell was evaluated, which may be interpreted as a capacity although this was not explicitly proved. Only some achievable EE-SE tradeoffs were provided. The work proposed herein may be seen as an extension of this former work, using an information theoretic formalism. In this setting, the capacity regions of the SCBC and the SCMAC are defined and determined.
The main results of this paper are the following;
• The uniform capacities of the SCBC and SCMAC are defined and computed for Gaussian stationary memoryless channels.
• The access capacity regions of the SCBC and SCMAC are assessed under the same assumptions.
• The tightness of this model for a simple scenario is illustrated.
Model and notations
Although the approach can be more general, the problem studied in this paper is restricted to Gaussian channels where the BS and users are equipped with single antennas. The maximum rate simultaneously achievable by all users (the symmetric rate) [8] is first investigated. To avoid confusion between symmetry/asymmetry of channels and rates, we will rather refer to this assumption as the uniform rates assumption. The uniform capacity is then defined and computed. This result is extended to compute the access capacity region, defined as the set of achievable rate densities. The first asymmetric channel studied bellow is the SCBC. Then, the MAC/BC equivalence stated in [9] is used to establish the SCMAC capacity when power is assumed to be transferable between users. Consider a unique BS serving a large area with a high number of users. The area covered by the BS is denoted by Ω ⊂ R 2 . We denote by (Ω, A, m) the corresponding measurable space with A the Lebesgue σ− algebra and m the Lebesgue measure. Let x be a point in Ω.
Without lack of generality, the BS is assumed to be located at point (0, 0). Users appear randomly in time and space on Ω. As such, they are not described by a discrete set but through a probability function u(x) representing the probability density that a node appears at x. Denoting byũ(x, t) a realization of the ergodic random process with probability density function (pdf) u(x), then, for any subset B ∈ A, the average number of users is given by
The global average number of users associated with the whole space Ω is denoted by U T .
Definition 2.1 (Requested rate density). The requested rate density ρ(x) : Ω → R is a measurable function that represents the information rate density requested at point x.
• Note 1: In the definition above, ρ(x) is normalized by the system bandwidth and is expressed in bps per Hz per m 2 .
• Note 2: This definition is valid as well for SCBC and SCMAC scenarios. The requested rate may represent either an uplink or a downlink stream.
When a uniform rate per user is considered, each user requests the same quantity of information denoted by I 0 . Therefore, the requested rate density is proportional to the users' density:
Property 2.1. The rate requested by a subset B ⊂ Ω is given by:
Inria with equality if all requested information streams are independent.
Assuming independence for the SCBC is equivalent to considering BC with private messages only while for the SCMAC, independence means that the sources are not correlated. Independence will be assumed throughout the rest of this paper.
The difficulty of this approach is to give a physical meaning of a spatial density of information . Indeed, what does a rate density represent physically? Our approach follows three steps: (i) We first partition the spatial continuum into subsets, each of them containing a reference node, called a physically feasible node (see Fig.1 ); (ii) we then introduce a splitting process to iteratively refine the discretization providing a sequence of partitions (iii) Finally, we use the limit of this sequence to define and compute an asymptotic capacity region.
In this context, we define:
Definition 2.2 (Physically feasible node). For any subset B ∈ A, a physically feasible node is a virtual node (either in Tx or Rx mode) that requests the quantity of information R(B) given by (3).
Then, let B = {B k ; k ∈ [1; K]} be a partition of Ω with B k ∈ A; ∀k. According to Def.2.2, a physically feasible node v k is associated with each element B k . Therefore, the BS and the set of nodes {v 1 , . . . , v K } form either a K−user BC or a K−user MAC. This system, denoted by N(B), is called a physically feasible network. When i → ∞, the size of N (i) grows to infinity while the individual requested rates tend to 0. In the meantime the requested sum-rate remains constant.
Definition 2.3 (Sequence of physically feasible networks). Consider a sequence of partitions
B (i) for i ∈ N with B (0) = B
Gaussian-SCBC: definition and properties
The previous formalism is used to derive the following results for the Gaussian-SCBC:
• The minimal power needed to serve a given requested rate density is established.
• As a corollary, the uniform capacity of the SCBC is given.
• The access capacity region of the SCBC is also formulated as the set of feasible rate densities.
The Gaussian-SCBC characterizes the outputs associated to the users distribution over Ω as a function of an input symbol y at the BS. Let Ξ be the set of piecewise integrable continuous functions
is an observable field on Ω. d is the dimension of the field. For instance, d = 1 for a real channel while for a complex baseband signal, d = 2. d could be even larger, e.g. for multi-antennas or multiband receivers.
Definition 3.1 (Gaussian-SCBC). Given the following:
• Ω, a subspace on a Hilbert space of dimension 2,
• Y c , the coding alphabet used by the source to transmit a symbol y ∈ Y c ,
The SCBC is a function that maps any input code y to a set of conditional pdfs on Ξ:
which extends the classical BC definition to include a spatial continuum of potential receivers. The set of conditional pdfs associated with the Gaussian-SCBC is
where N (µ, v) denotes for the normal distribution of mean µ and variance v. In (5) the channel gain is normalized and the noise variance is proportional to the inverse of the channel gain coefficient h(x).
Relative transmission technique
A transmission technique is now defined with respect to (w.r.t.) a partition B of Ω. For each element B k , the former definition of a physically feasible node is extended to that of a physically feasible receiver.
Definition 3.2 (Physically feasible receiver).
A physically feasible receiver associated with an element B k of a partition B is defined by two successive operations (observation and decoding) applied to the field Φ(x); x ∈ B k :
The observation operator O plays a fundamental role in the proposed analytical approach: it extracts some information from the local field Φ(x); x ∈ B k . Then, the decoder conventionally maps this observation to an estimatem k . While the observer is imposed as a part of the transmission system, the decoder is usually chosen to optimize the transmission.
Let us now assume that a physically feasible receiver is only able to observe a unique point x on B k . Two observers are defined: the best observer O + which selects the least noisy sample over B k , and the worst observer O − which selects the most noisy sample. When one of these observation techniques is associated with a partition B, one obtains resp. the best and the worst physically feasible networks, denoted by N + (B) and N − (B).
Definition 3.3 (Relative transmission technique). A transmission technique
associated with a network N(B) is given by a joint information message M (built from the K individual messages) in n channel uses and where each physically feasible receiver observes and decodes an estimate of the message M k , denoted bym k with an average error probability lower than . A transmission technique is asymptotically feasible without error if lim n→∞ = 0.
Under these assumptions and for a given observer, N(B) is equivalent to a classical Gaussian-BC for which the capacity region is known [10] . 
Asymptotic achievability and converse
First, let us note that the term asymptotic does not refer as above to the coding length n but rather to the partition index i in the sequence N (i) . Let first the achievability be expressed w.r.t. a network N(B): Definition 3.4 (Relative achievability). The requested rate density ρ(x) is said to be achievable w.r.t. to a network N(B) if a transmission technique In the following, only doubly asymptotic achievability is studied. Thus achievability is implicitly studied under the asymptotic regime. Definition 3.6 (Access Capacity region). The access capacity region of a Gaussian-SCBC, denoted by U Ω , is the set of doubly asymptotically achievable rate densities ρ(x).
Based on these definitions, we can state the two following theorems. 
We have to prove that ∃T (i) ⇒ ∃T (j) ; ∀j > i. Let us prove that when one set B (i) k is split, the requested rates of its children B (i+1) 2k
and B (i+1) 2k+1 are achievable simultaneously and jointly with the rates of the other sets. Let the message M k be built by combining two messages:
By definition, one of the two children has an observer identical to the parent's one (noted V
), while the other observation V (i+1) 2k+1 is better than or equal to this one. These two observations and Y form a Markov chain [1] :
2k+1 .
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Since V
and by the data processing inequality, also from V (i+1) 2k+1 . Therefore, a simple time sharing in the implementation of (7) ensures simultaneously the desired rates. Doing similarly for each B k proves that the relative achievability with the worst receiver is preserved with the splitting process and thus ensures asymptotic achievability. + if these rates do not belong to its capacity region. This means that any transmission technique
K , n, ) fails to achieve at least one requested rate R (i) k . To prove the theorem it is enough to prove that the capacity region shrinks with the splitting process, or equivalently to prove that achievability w.r.t. N are simultaneously achievable, then it is obvious that the sum-rate is also achievable by the best receiver according to the following Markov chain relationship:
Again, the data processing inequality implies that the link
2k has a higher capacity than the end-to-end link, which proves that the splitting process with the best receiver reduces achievability.
To illustrate these two theorems, consider the initial partition B (0) = {Ω}. The best and worst observers correspond respectively to the best and the worst users over Ω. The theorems above state that ρ(x) is achievable if its sum-rate R(Ω) ≤ C(N (0) − ) and cannot be achievable if R(Ω) ≥ C(N (0) + ). These bounds are obvious but not tight. However, when i → ∞, the capacity regions with the worst and the best receivers may converge asymptotically to the same region, which is then defined as the capacity region of the Gaussian-SCBC. The convergence is granted if the splitting process is done such that the difference between the best and the worst observations tends to 0 for each B (i) k .
Uniform capacity
The uniform capacity of the SCBC is defined as follows.
Definition 3.7 (Uniform capacity)
. Consider a density of users u(x), and a BS with a maximal transmission power P M . The uniform capacity is defined by C 0 = sup ρ(x)∈UΩ (I 0 ).
As a corollary, we can define the minimal power required to serve a given I 0 : Definition 3.8 (Minimal power). Consider a distribution of users u(x), with an average information request I 0 . The minimal powerP m required to ensure the asymptotic achievability is defined byP m = min P ∈R [P ; ρ(x) ∈ U Ω (P )].
Inria
These definitions are duals, but it more convenient to computeP m as a function of I 0 . Let be defined the complementary cumulated distribution function (ccdf) of the users' noise variance as follows:
This function is related to the noise pdf as follows:
Finally, define the Gaussian SCBC spectral efficiency η s = log(2) · I 0 · U T , which represents the system efficiency in nats per channel use. Theorem 3.3 (Gaussian-SCBC Minimal power). The minimal power required to serve a given user density u(x) and a quantity of information I 0 is given bỹ
Proof. The proof exploits theorems 3.1 and 3.2 with a specific sequence N (i) . Assume, without loss of generality, that ∀x; ν(x) ∈ [ν m ; ν M ). The SNR at any receiver is given by γ(x) =P m ν(x) and the corresponding capacity is 
A sequence of partitions of Ω is now built via a splitting process based on the values of ν(x). Assuming that for any subset B (i) k , the noise values belong to some interval [ν
k is a threshold value, which can be chosen asν
This process is equivalent to a progressively refined discretization of the users' equivalent noise distribution as illustrated in Fig.2 .
The requested rate associated with a subset
According to theorems 3.1 and 3.2, at level i, the uniform capacity C 0 is upper and lower bounded by the capacity of the physically feasible networks N + and N − , which correspond to 2 i -user BCs. The capacity of a K-user BC is known to be achieved with superposition coding by ranking the receivers from the worst to the best user. Due to the splitting process defined above, the threshold noise values are ordered and satisfy Therefore it is possible to boundP m using the superposition coding technique with either the best or the worst receivers. The superposition coding principle implies use of the following power for each block k:
.,k is the power density required to serve the k th user of level i with either the best or the worst receiver.
The accumulated power required to serve all subsets up to k is denoted by Π
(i)
·,k and is given by the recursive sum of the previous equations:
We denote by L(i) the number of blocks at level i. Then, we have
k , P m becomes the solution of the following Riemann integral:
Inria for ν = ν M . Then, writing the derivativė
and solving it leads to theorem 3.3.
Access capacity region
The result above can be exploited to estimate the access capacity region as defined in Def.3.6. Assume that the network wants to transmit some information density directly characterized by a density ρ(x) = ρ T · f ρ (x)where f ρ (x) and ρ T are respectively the normalized traffic distribution and the sum-rate. The equivalent noise distribution can be obtained as:
Extending theorem 3.3, a distribution ρ(x) is asymptotically achievable iff ρ T and f ν (ν) jointly satisfy
Because the left-side expression is strictly positive and monotonically increasing with ρ T , for any normalized traffic distribution f ρ (x), there exists a maximal value of ρ T under which asymptotic achievability is satisfied, which characterizes the access capacity region.
Gaussian-SCMAC: definition and properties
The SCMAC considered in this section ais defined as the dual of the SCBC:
Definition 4.1 (Gaussian-SCMAC). Given the following:
• X c , a coding alphabet,
• Ξ = {Φ(x) : Ω → X c }, a set of input fields on Ω,
• x 0 = (0, 0) ∈ Ω, the receiver position,
The SCMAC is a function that maps any input field Φ(x) to a set of conditional pdfs on R d :
The set of conditional pdfs associated with the Gaussian-SCMAC is
where h(.) represents a linear channel.
Relative transmission technique
As for the SCBC, let us now define a transmission technique w.r.t. a partition of Ω.
Definition 4.2 (Physically feasible transmitter).
A physically feasible transmitter associated with an element B k of a partition B is defined by a selector S that selects a transmission point x k ∈ B k , and a coding technique that maps a message to a coding value
Two point selectors are defined: the best selector, denoted by S + , selects the point with the best (i.e., least) pathloss, while the worst selector, denoted by S − , selects the point with the worst (i.e, highest) pathloss. For a given partition B with a given selection mode, the best and the worst physically feasible networks are denoted as before by N + (B) and N − (B). (M 1 , . . . , M K , n, ) relative to a network N(B) in MAC mode, is given by a set of individual messages M k in n channel uses, sent independently by the physically feasible transmitters, and where the unique receiver observes and decodes jointly the messages, denoted by (m 1 , . . . ,m K ), with an average error probability lower than . A transmission technique is asymptotically feasible without error if lim n→∞ = 0.
Definition 4.3 (Relative transmission technique). A transmission technique
Under these assumptions and for a given selector, N(B) becomes equivalent to a classical Gaussian-MAC for which the capacity region is perfectly known.
Asymptotic achievability, converse and capacity
The definitions 3.4,3.5 and 3.6 are general enough to apply for the SCMAC.
Considering that the transmission powers are transferable between the different transmitters, the duality between MAC and BC is strict and theorems 3.1 and 3.2 also apply where the best and worst receivers are resp. replaced by the best and wort transmitters. Last but not least, the uniform capacity and the capacity region are the same for the SCMAC and SCBC. It is worth noting that even if the uniform capacity is the same, the corresponding optimal power allocation per node is not the same in both directions.
Application example
Consider a unique cell covering a disk (of radius R) in both uplink and downlink modes. For the sake of simplicity, a simple power-law pathloss model and an omnidirectional antenna are considered with no shadowing: h(x) = h 0 · |x| −α , where h 0 and α represent resp. the reference pathloss and the attenuation slope. Note that interference from neighboring cells is not considered. The reader is referred to [7] where the idea of the SCBC has been implicitly used with an SINR distribution taking interference into account. The users are uniformly distributed, i.e. u(x) = u 0 with constant quantity of information I 0 .
Downlink mode
In the downlink, the power transmission is limited to a certain power P M . Using the model assumptions described above to solve (8) , the equivalent noise distribution is given by:
Inria and the ccdf is denoted by
, where ν R is the equivalent noise level at the cell edge.
Under these assumptions, the following holds:
Theorem 5.1 (Uniform capacity of an homogenous circular cell). The uniform capacity of a wireless homogeneous cell with a power-law pathloss and with a radius R is given by:
where γ R is the SNR at the cell edge and
x with 1 F 1 (a; b; x) the confluent hypergeometric function (sec.9.21; [11] ). Note that f (x) is continuous and strictly increasing and its inverse is defined and unique on R + .
Proof. The proof follows straightforward computations from Theorem3.3, using the former assumptions, leading to the following:
The final result is obtained using the relationship between the incomplete gamma function Γ(a, x) and Φ(a, b; x).
It is remarkable that the uniform capacity relies only on the channel power law, the total number of users, and the SNR (P M /ν(R)) at the cell edge. This capacity is shown in Fig.3 .
From a practical perspective, the theoretical limit relying on superposition coding with an infinite number of layers is not feasible. The limit can be approached by grouping the users into K subsets corresponding to a partition of the space as done for the proof of Theorem3.3. The bound with the worst receivers shown in Fig.3 is achievable with an appropriate scheduling and power association . It is only required to split the service area of a cell into K subsets. Then, superposition coding between the different subsets can be used while inside each subset, a classical TDMA is performed. This approach highlights the potential gain of non orthogonal multiple access (NOMA) techniques for 5G.
Uplink mode
The SCMAC considered in this paper assumes transferable powers, and thus, by the duality theorem, the uniform capacity is equal to that of the SCBC. From a practical perspective however, the power sharing rule is different. The theoretical limit can be approached using one of the partitions B (i) of Ω. For a given subset B (i) k , and to ensure the achievability of rates, the uniform capacity is lower bounded by using the worst transmitters, leading to a classical MAC with K users. To allow perfect decoding, the power allocation starts with the furthest transmitter with a sufficient power to serve the rate of the subset B K . Then, this power is considered as noise for the next power allocation:
Under such an assumption, the uniform capacity can be approached, as well as for the SCBC. This provides a practical way to evaluate and exploit the additional capacity superposition coding may bring to cellular networks. In the setup above, the uniform capacity gain is about 30% compared to time sharing. Uniform capacity for a cell with α = 3.65 as a function of the edge user SNR. It is worth noting that this SNR is the ratio of the total power received by an edge user from the BS, to the receiver noise. This should not be confused with the effective SINR that is the ratio of the power devoted to this user to the noise plus the remaining power seen as interference. The result of Th.5.1 is represented in red (diamonds) under a normalized form (I 0 · U T ), and the successive approximations with either best (green) or worst (blue) receivers, under a partition of 3,10, and 25 subsets (resp. dash, dash-dot and dot lines) are drawn. The uniform capacity theoretically achievable with pure time sharing is also plotted (black, circles).
Conclusion
In this paper we have proposed definitions of the Gaussian-SCBC and the Gaussian-SCMAC representing a wireless cell in downlink or uplink modes. We have defined the uniform capacity and the access capacity region and have given general expressions for them by defining a sequence of partitions on Ω, allowing us to approximate the continuum. With a simple example, we have shown that the bound may be tight even for some discrete sets of users, and we have shown that the capacity thus defined represents a strict limit of a cell capacity.
The approach is limited to Gaussian channels, and further works will be done to exploit known results in information theory for the BC and MAC, to extend the ideas in this paper to fading channels, multi-antennas and multi-cells scenarios.
