A large virtual population is created based on the GIS data base of a forest district and inventory data. It serves as a population where large scale inventories with systematic and simple random poststratified estimators can be simulated and the gains in precision studied. Despite their selfweighting property, systematic samples combined with poststratification can still be clearly more efficient than unstratified systematic samples, the gain in precision being close to that resulting from poststratified over simple random samples. The poststratified variance estimator for the conditional variance given the within strata sample sizes served as a satisfying estimator in the case of systematic sampling. The differences between conditional and unconditional variance were negligible for all sample sizes analyzed.
JOURNAL OF FOREST SCIENCE, 53, 2007 (4): 139-148 Poststratification is well known as a means of increasing the precision of estimates in unstratified sampling by incorporating additional information about strata weights in the final estimator. In general, stratification leads to more precise estimations than simple random sampling when relatively homogenous strata can be configured with large variability between strata. Poststratification involves assignment of units after selection of the sample. Compared to a priori stratification, the variance of the poststratification estimator is increased by the randomness of the sample size in each stratum.
If poststratification is combined with systematic sampling, the gain in precision can be suspected to be small when the spatial distribution of strata leads to a nearly proportional allocation of sampling units to the strata, because in that case systematic sampling is approximately self-weighting. Proportional allocation is often at least approximately achieved by spatial systematic sampling in forest inventories, even if the strata are hidden during sample selection.
Finally, the poststratification variance estimator might be a nearly unbiased estimator for the variance of estimates based on systematic poststratified sampling because appropriate stratification can remarkably reduce trends in the underlying spatial data.
Systematic sampling
The usual one-dimensional systematic sampling design divides the N units of the population in k ≥ 2 clusters or classes S 1 ,..., S k , where S i comprises the units i, i+k, i+2k,…, i+jk (i+jk ≤ N) , and then selects one of these S i at random. Selecting so the first unit as 1 of k yields an unbiased estimate of the population mean when N = n × k, but that estimate is biased when N ≠ n × k. The bias arises from the fact that some of the k systematic samples have sample size n and others sample size n+1. A variant of the method, circular systematic sampling, also called Lahiri's method, provides both a constant sample size and an unbiased sample mean (Bellhouse, Rao 1975; Cochran 1977) , but destroys the systematic structure of the sample by combining units from two different clusters. According to Cochran (1977) the implications of those varying sample sizes in case N ≠ n × k can be assumed negligible if n exceeds 50 and are unlikely to be relevant even when n is small.
In general, n can not be arbitrarily fixed in advance. If N = n × k + c (c ≥ 0) and c < k, then there are c samples of size n+1 and k-c samples of size n. When 2k > c > k, c-k systematic samples have n+2 units and the remaining have n+1 units. In more extreme cases, the sample size finally obtained can over-or underride the desired one remarkably. For example, with N = 102 and n = 30 desired N / n = 102 / 30 = 3.4 is obtained and one can choose among k = 3 or k = 4 systematic samples. In the first case c = 12 and 3 samples of size n = 34 are obtained, in the second case (c = 2) two systematic samples of size 25 and two of size 26 exist.
In two dimensions, a natural extension of onedimensional systematic sampling is sampling on a regular grid. Most frequently, square grids are used in practice, although triangular grids may often be superior (Cochran 1977; Matérn 1960) . Here, variability of sample size is usually even greater than in the one-dimensional case. The different systematic samples may vary by much more than one unit in size. For example in a squared population with N = 102 × 102 = 10,404 units, drawing each tenth unit in both directions results in 100 different systematic samples of varying size, that is, 64 samples of size 100, 32 of size 110, and 4 of size 121. In sampling a nonrectangular area, variability of the sample size will further be increased depending on the irregularity of the particular shape of the area. With poststratification there is an additional variability of sample sizes within strata (Valliant 1993) .
A well-known drawback of systematic sampling is the absence of an unbiased variance estimator. Thus, practitioners make use of the simple random sampling variance estimator or one of the alternatives offered in the literature (e.g. Wolter 1985) . The simple random sampling variance estimator often overestimates the true variance because it does not consider the self-weighting property of systematic sampling in case of hidden strata or spatial trends. Then systematic sampling has similar properties as stratified sampling with proportional allocation of samples and poststratified variance estimators, might be less biased.
With simple random sampling and appropriately large population and sample sizes, the sample means can be expected to be approximately normally distributed. This does not hold for systematic sampling, where the number of possible samples decreases with increasing sample size (Madow, Madow 1944) . Whereas with simple random sampling the variance of the sample mean monotonically decreases with increasing sample size, this is not true for systematic sampling. Instead, there is a decreasing trend with erratic fluctuation (Madow 1946) .
Poststratification
Poststratification means assigning sampling units to strata after observation of the sample, i.e. stratification is imposed at the analysis stage rather than at the design stage (Stehman et al. 2003) . Therefore, sample sizes within strata can not be fixed in advance but must be assumed random depending on the samples actually selected. This is an additional source of variation.
Poststratification is usually applied when additional information about strata sizes is available. In the ideal case this additional information comprises the true strata weights, which might be known from previous work or other external data sources (Cochran 1977; Smith 1991; Valliant 1993) . As with a priori stratification, poststratification can be based on one or more classification variables defining the strata.
With large sample sizes and simple random sampling, and even more with systematic sampling, poststratification can be expected to correspond approximately to stratified sampling with proportional allocation. Usually, it is discussed as a method supposed to increase precision (Cochran 1977; Valliant 1993; Stehman et al. 2003) , because it reduces selection biases by reweighting after sample selection (Smith 1991; Little 1993; Rao et al. 2002) . Since systematic sampling might be expected to come closer to proportional allocation than simple random sampling, one might conjecture that the relative increase in precision by poststratification will be larger with simple random than with systematic sampling. Ghosh and Vogt (1993) affirmed that the conditional variance, where the condition is a given sample allocation, is the proper instrument for comparing the poststratification mean with the regular simple random or systematic sampling mean as estimators of the true population mean. They observed that the poststratified mean is often superior to the regular mean when the conditional variance or the conditional mean square error is used for comparing both estimators (Ghosh, Vogt 1988) . Holt and Smith (1979) affirmed that, in theory, neither the post stratification estimator nor the sample mean is uniformly best in all situations but empirical investigations indicate that post stratification offers protection against unfavourable sample configurations and should be viewed as a robust technique. As each stratum mean is weighted by the relative size of that stratum in the population, the post stratified estimator automatically corrects for any badly balanced sample.
Variances and variance estimation
The unconditional variance of the poststratified mean
with -y h the sample mean in stratum h and samples of size n randomly selected in a population with
where W h and S 2 h are, respectively, the relative size and the variance of stratum h (Cochran, 1977, 5A.42) . The first term in equation (1) is the variance of the estimator -y st of the population mean in (pre)stratified random sampling with proportional allocation
and the second represents the increase in variance that arises from the randomness of the n h (Coch-ran 1977, p. 134 f.) . It is evident that this term approximates zero when n→∞. Furthermore, if the S 2 h do not differ greatly, the increase is about (L -1)/n times the variance for proportional allocation, ignoring the finite population correction. With n >> L the increase due to the second term in equation (1) is small compared with equation (2).
Because of the randomness of the within strata sample sizes, the variance formulas for prestratified samples may be regarded as inappropriate (Williams 1962) . However, although the variance of a poststratified estimator can be computed unconditionally (i.e., across all possible realizations of within strata sample sizes), inferences made conditionally on the achieved sample configuration are desirable (Valliant 1993) . The conditional variance of the poststratified mean, that is the variance given the within strata sample sizes
The respective estimators of (1), (2) and (3) are obtained by simply substituting the estimator s
Instead of (1), Thompson (1992) presented an alternative approximation of the variance of the poststratified mean, namely
and he uses s 2 -y st.post.cond as the according variance estimator, which evidently estimates (only) the conditional variance given the sample allocation n 1 , ..., n L , what is but completely satisfactory because one is usually interested in the precision of an estimate based on the sample allocation actually obtained (Rao 1988) .
With k systematic samples the i th of which yields a simple mean -y (i) and a poststratified mean -y st.post (i), the true variances of those estimators are by definition
Finally, the variance of the sample mean -y in simple random sampling is denoted by
and, based on k simple random samples, we use
for the simulated variances of simple and poststratified means. The ~ is used to symbolize the variances approximated by simulation; variances (4) and (5) are true variances because all k systematic samples are considered. In the simulation study equations (6) and (7) should give almost equal results.
Data base and virtual forest landscape
In order to carry out a large scale simulation study, it was intended to create an artificial population as close as possible to a real forest landscape. Therefore, volume data and actual forest coverage from a geographical information system of the Solling area (Lower Saxony, Germany) were used as the data base. Volume data stem from a forest district inven-tory based on concentric circular plots where tree species and diameter in breast height of all sample trees are available as well as some heights required for calculating volumes (Böckmann et al. 1998 ). In total, data from 5,680 sample plots were incorporated in the creation of a virtual population.
The virtual population (Fig. 1 ) is represented by a mosaic of 212,386 squares (40m by 40m side length) each of which was assigned to one of 7 strata (Table 1) according to the stratum of the forest stand covering the centre of the square. Four strata were dominated by spruce (Picea abies [L.] Karst.) and three strata by beech (Fagus sylvatica L.).
Also, each inventory sample plot was assigned to one of the strata and a three-parameter Weibull function fitted to the volume per ha distribution of all sample plots of a stratum ( Table 2 ). The Weibull parameters were estimated by the Maximum Likelihood method, with initial parameter values α = 0.95 × V min , β = V 0.63 -α, and γ = β/S V , where V min is the minimum volume, V 0.63 represents the 63 th percentile of volumes, and S V is the standard deviation of the volume data. The resulting volume distributions range from negative exponential to left-skewed shapes (Fig. 1) . From those volume distributions, the volume per ha for each square unit of the population was randomly selected depending on the stratum of the square unit. That implies in particular that trends, periodic variation or autocorrelation within strata are unlikely.
Simulation
Systematic samples were now chosen on square grids of 20 different grid widths representing sampling intensities from 0.047% to 1.0%. Those widths were realized by selecting each 10 th square in both directions for about 1% sampling intensity and each 46 th square for 0.047%. Thus the number of systematic samples obtained varyed between k = 100 for the smallest and k = 2,116 for the largest grid width, sizes sufficiently large to obtain n h > 1 in each stratum. For each of these intensities, the total number of different systematic samples were drawn, the values of the corresponding sampling units identified, and the simple ( -y ) and stratified ( -y st.post ) means and the variance estimators for each sample as well as the true variances (4) and (5) calculated. Additionally, random samples (without replacement) of sample sizes equal to the mean sample sizes of the systematic samples were drawn and the corresponding -y , -y st.post , the variance estimators as well as the "true" variances (7) and (8) calculated. All means and variances were averaged over the k systematic or random samples.
Sample sizes n vary among the k systematic samples and are constant among the k random samples. However, the within stratum sample sizes vary for both systematic and random sampling. Here n is the arithmetic mean of the sample size of the k samples in the population n = 100 n = 402 n = 1,755
RESULTS AND DISCUSSION
In theory, in a population with mean µ and variance σ 2 , with simple random sampling without replacement and with large sample size, the distribution of the sample mean can be approximated by a normal distribution with mean µ and variance (1 -n/N) × σ 2 /n, independently of the original distribution of the variable of interest. Here, although the estimate of the true mean is unbiased and the variance of the mean decreases (Tables 3 and 4) with increasing n, its histogram approximates the normal probability density function (pdf ) better for smaller than for the larger sample sizes (Fig. 2) . This is due to the decreasing number k of systematic samples with increasing sample size n (k = N/n).
As expected (see chapter 2), the simulation confirmed the more or less erratic decrease of σ-y st.post.sys (Fig. 3a) with increasing sample size. The erratic behavior is more expressed for n > k, here beyond sample sizes of about 460, that is with sample sizes where c > k might occur and where the variability of the sample size n decreases slower beyond that point (Fig. 4) . Similar erratic oscillations of σ -y st.post occur with random sampling, and the rooted mean variance estimate of the k replicated simple random samples and σ -y according to (7) exhibit no remarkable differences (Fig. 3b) , although both are larger than σ -y st.post . overestimates the true variance by far, and the conditional and unconditional variance estimators, on an average, exhibit no remarkable differences. Thus, the component of variability associated to the variability of the sample size is, as it was expected, practically zero. Biases are erratic, varying predominantly within a range of ± 5% of the true standard error of the systematic samples. Similar results can be observed with random sampling (Fig. 5b) where the same variance estimators are compared with the "true" variance σ y st.post of the poststratified mean. Taking the true standard deviation σ y sys of the unstratified mean of a systematic sample as a reference, the standard deviation σ y st.post.sys of the poststratified mean under systematic sampling was about 16% smaller on the average (Fig. 6a) . A similar gain in precision can be achieved by (pre)stratified sampling with proportional allocation in the underlying virtual forest landscape. Beyond sample sizes of about 500, that is of samples where n is larger than k, the variance ratios are less stable with gains in precision between 6 % and 25 %.
With random sampling (Fig. 6b) , gains in precision are only slightly larger. Probably, the little size and spatial distribution of connected areas of the diffeSample size (n) Sample size (n) Sample size (n) Sample size (n) Random Systematic Random Systematic rent strata leads to an allocation of the samples which is only a little closer to proportionality for systematic sampling than for random sampling. In that case reweighting by poststratification must have a similar effect for both sampling techniques.
In order to analyze the influence of the spatial structure of strata on the efficiency of poststratification, an artificial stratification was set up (Fig. 7) . Here, the strata comprise larger connected subareas as for the real spatial distribution of strata (Fig. 1) . The allocation of samples under systematic samples will be closer to proportionality in that case and should result in a lower relative efficiency of the poststratified mean (systematic sampling). This conjecture could be stated by the results presented in Fig. 8 . Precision increased only by about 4%, instead of 16% before, for systematic sampling. For random sampling the increase of precision by poststratification remained at the same level as for the real stratification.
CONCLUSION
The case study presented reveals that mean estimators under systematic sampling can remarkably be improved in precision by poststratification when strata comprise a large number of small connected subareas. The larger connected subareas are the less is the gain in precision. The conditional as well as the unconditional variance estimator for poststratified sampling were only slightly biased (< 5%) with varying signs for different sample sizes, particularly in case of systematic random sampling. They can be expected practically identical in large scale forest inventories; here we studied sample sizes above 100.
For random sampling, the spatial structure of strata had no influence on the efficiency of poststratification compared to simple random sample means.
With the underlying population, stratified random sampling with proportional allocation and poststratified systematic sampling achieved similar precision, but this might be different when within strata variances vary more among strata than in this case study. 343  344  345  346  347  348  349  350  351  352  353  354  355  356  357  358  359  360  361  362  363  364  365  366  367  368  369  370  371  372 Corresponding author: 
