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Abstract
In this paper we describe how to compute the eigenvalues of a unitary rank structured matrix in two steps. First we perform a
reduction of the given matrix into Hessenberg form, next we compute the eigenvalues of this resulting Hessenberg matrix via an
implicit QR-algorithm. Along the way, we explain how the knowledge of a certain ‘shift’ correction term to the structure can be
used to speed up the QR-algorithm for unitary Hessenberg matrices, and how this observation was implicitly used in a paper due to
William B. Gragg. We also treat an analogue of this observation in the Hermitian tridiagonal case.
© 2007 Elsevier B.V. All rights reserved.
MSC: 65F15; 65F25; 15A03
Keywords: Unitary matrix; Rank structured matrix; Eigenvalue computation; Pull-through operation
1. Introduction
This paper concerns the eigenvalue computation for unitary rank structured matrices. To be able to devise efﬁcient
algorithms for this purpose, a ﬁrst question to be addressed is the efﬁcient representation of unitary rank structured
matrices. To this end, we will use a representation based on a product of unitary or Givens transformations [15]. This
unitary/Givens product representation is a direct generalization of the so-called Schur parametrization to represent
unitary Hessenberg matrices [18]; see also Chapter 14 of the book [16].
In contrast to the quasiseparable, uv-, or Givens-weight representations [16,11] to represent rank structured matrices,
the Givens product representation has the advantage that the unitarity of the matrix is an explicit part of the representation.
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Moreover, this representation leads to an asymptotically optimal number of O((r + s)n) parameters, where r is a
measure for the average semiseparability rank, where s is a measure for the distance of the low rank blocks to the main
diagonal, and where n denotes the matrix size.
In the present paper, we consider the problem of eigenvalue computation for unitary rank structured matrices. We
proceed by means of a two-step procedure.
The ﬁrst step is to apply a reduction to Hessenberg form. The algorithm which we describe in this respect, can be
considered as a kind of unitary equivalent of the corresponding algorithm for the Givens-weight representation described
in [12]. The complexity will also be of the same order as in the Givens-weight case, i.e., O((r + s)n) operations for the
Hessenberg reduction of a single column of the matrix, and hence O((r + s)n2) operations for the global Hessenberg
reduction process.
The second step is to perform the implicit QR-algorithm on the resulting unitary Hessenberg matrix. This algorithm
translates to a certain chasing scheme for Givens transformations. It leads to a complexity of O(n) operations for each
implicit QR-step, and hence O(n2) for the global implicit QR-algorithm.Along the way, we investigate some underlying
structures leading to an additional speed-up of the unitary Hessenberg implicit QR-algorithm, and we show how these
were implicitly exploited in [18]. We also describe some analoguous observations that can lead to a speed-up for the
implicit QR-algorithm in the classical Hermitian tridiagonal case.
Several algorithms for solving the eigenvalue problem for unitary Hessenberg matrices have already been developed.
In [23], Rutishauser designed an LR-iteration. Implicit QR-algorithms for unitary Hessenberg matrices were described
and analysed in [18,24,10,29,30]. In [19,5,6,20], divide and conquer algorithms were constructed. Other approaches
are an algorithm using two half-size singular value decompositions [1], a method involving matrix pencils [8], and a
unitary equivalent of the Sturm sequence method [9].
Inverse eigenvalue problems involving unitary matrices are considered in several papers. In [3], an algorithm to
construct a unitary Hessenberg matrix from spectral data is designed. The unitary Hessenberg matrix is represented
by its Schur parametrization. The algorithm can be used to solve the discrete least squares approximation problem by
trigonometric polynomials [22]. A generalization to unitary block-Hessenberg matrices and orthonormal polynomial
vectors can be found in [25,26,7,27]. The size of the blocks of the matrix determines the degree structure of the sequence
of corresponding orthonormal polynomial vectors. Although the inverse eigenvalue problem statement is quite different
from the direct eigenvalue problem, it turns out that the solution methods rely on chasing procedures in terms of Givens
transformations which are mathematically equivalent to the chasing techniques for the direct eigenproblem. Other
applications of unitary Hessenberg matrices include computations involving orthogonal polynomials on the unit circle
(Szegö polynomials), the construction of Gaussian quadrature on the unit circle, frequency estimation, …[2,4].
The remainder of this paper is organized as follows. Section 2 recalls the main ideas for building a unitary/Givens
product representation from [15]. Section 3 describes the reduction of a unitary rank structured matrix to Hessenberg
form. Section 4 deals with an implicit QR-algorithm for the resulting unitary Hessenberg matrix. Finally, Section 5
reports on the results of some numerical experiments.
2. Representation for unitary rank structured matrices
In this section we recall the main ideas of building a representation for unitary rank structured matrices from [15].
Let us ﬁrst deﬁne the rank structures which will be of interest in this paper.
Deﬁnition 1 (See Delvaux and Van Barel [13]). We deﬁne a rank structure R on Cn×n as a collection of so-called
structure blocks R= {Bk}k . Each structure block Bk is characterized as a 4-tuple
Bk = (ik, jk, rk, k),
where ik is the row index, jk the column index, rk the rank upper bound and k ∈ C is called the shift element. We say
a matrix A ∈ Cn×n to satisfy the rank structure R if for each k,
Rank Ak(ik: n, 1: jk)rk where Ak = A − kI .
Thus, after subtracting the shift element k from the diagonal entries, we must get a low rank block.
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Rk 3
λ1=0.89
Rk 1
Fig. 1. Example of a rank structure with two structure blocks. The left structure blockB1 intersects the diagonal and has shift 1 = 0.89, while the
second structure blockB2 is ‘pure’. The notation ‘Rk r’ denotes that the structure block is of rank at most r.
As a special case, when a structure blockBk has shift element equal to zero, or when it is situated strictly below the
main diagonal, then we call it pure. We sometimes denote such a structure block by Bpure,k .
Fig. 1 shows an example with two structure blocks.
In what follows, we will often use unitary transformations which are localized in the sense that they equal the
identity matrix, except for a set of subsequent rows and columns i, . . . , j . Sometimes we will explicitly denote such
a localized unitary transformation as Ui,...,j . More explicitly, such a transformation can be written in block diagonal
form as I ⊕ U ⊕ I , where I denotes the identity matrix of appropriate size.
Let us now consider a unitary rank structured matrix. We will assume that the rank structure is pure. The process of
building a suitable representation for such a matrix is based on performing a QR-factorization of this matrix, where
the Q-factor can be obtained as a sparse product of localized unitary transformations, due to the presence of the rank
structure, and where the R-factor can be chosen to be the identity matrix, due to the unitarity of the matrix. This
construction process of the QR-factorization is illustrated in Fig. 2. Here the fat vertical line segments denote the
localized unitary operations applied during the compression process. More details can be found in [15].
At the end of this process, one obtains the ‘-shaped’ unitary product representation for the Q-factor of the QR-
factorization, and hence for the given unitary rank structured matrix itself. This is illustrated in Fig. 3.
Note that the unitary product representation consists of two branches. The left branch contains the Hermitian
transposes of the localized unitary operations serving to transform the structure blocks of the rank structure into blocks
of zeros, except for their top rk rows. On the other hand, the right branch contains the Hermitian transposes of the
operations serving to annihilate the remaining subdiagonal elements (cf. the origin of these two branches in Fig. 2).
In what follows, we will use the term Givens transformation to denote a localized unitary operation which differs
from the identity matrix only in two subsequent rows i and i + 1. This transformation will sometimes be denoted as
Gi,i+1, and the index i will be called the row index of the Givens transformation.
One can now specify the unitary product representation of Fig. 3 to individual Givens transformations, by factoring
each localized unitary component as a product of Givens transformations: see Fig. 4.
Concerning this ﬁgure, we point out that each little line segment in this ﬁgure represents a Givens transformation
Gi,i+1. In fact we consider each Givens transformation as ‘acting’ on the rows of an (invisible) matrix standing on
the right of it, and so the Givens transformations in Fig. 4 should be evaluated from right to left. The row index i of
the Givens transformation Gi,i+1 can be derived from the height at which the Givens transformation is situated in the
ﬁgure.
Note that factoring each unitary component of the unitary product representation as in Fig. 4, may lead to a super-
ﬂuous amount of Givens transformations, in the sense that the beginning and ending Givens transformations of two
subsequent unitary factors may overlap. To remove these superﬂuous Givens transformations, one can use the following
lemma.
Lemma 2 (Pull-through lemma). Given a unitary 3 × 3 matrix Q which is factorized as
Q = G′1,2G2,3G1,2,
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Fig. 2. Building the unitary product representation.
then there exists a refactorization
Q = G˜′2,3G˜1,2G˜2,3.
See Fig. 5.
Lemma 2 is part of mathematical folklore. It appears, e.g., in implicit form in [18] and in explicit form in [26]; the
graphical formulation given here is based on [11]. We will return to the pull-through lemma and some details of its
implementation in Section 4.
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Fig. 3. Final unitary product representation.
=
Fig. 4. Givens factorization of a localized unitary component of the unitary product representation. Note that each localized unitary matrix allows
such a factorization.
=
Fig. 5. Pull-through lemma applied in the downward direction. One could imagine that the leftmost Givens transformation is really ‘pulled through’
the two rightmost Givens transformations.
Fig. 6. Representation in terms of individual Givens transformations; zero-creating version. Compare with Fig. 3.
Applying the pull-through lemma to remove the superﬂuous Givens transformations in the Givens product represen-
tation, leads to what we call a zero-creating Givens product representation for the given unitary rank structured matrix,
as demonstrated in Fig. 6.
Note that the Givens transformations of the Givens product representation in Fig. 6 can be ordered in a natural way
in a two-dimensional array, with the topmost Givens transformations forming a very ﬁne-grained -shape. We say that
the representation is in zero-creating form. See for more details in [15].
Note that the width of the left branch of the Givens product representation in Fig. 6 reﬂects information about the
ranks of the rank structure, by the fact that these are the Hermitian transposes of the operations serving to transform
the structure blocks of the rank structure into blocks of zeros, except for their top rk rows. On the other hand, the
width of the right branch reﬂects information on both the ranks and the distance of the structure blocks to the main
diagonal.
For the aim of this paper, we will sufﬁce with a weaker notion.
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Deﬁnition 3 (Weakly zero creating). A Givens product representation for a unitary rank structured matrix Q ∈ Cn×n
is called weakly zero creating if it is given in the form
Q = Gn−1,n, . . . ,G1,2Q˜,
where Q˜ contains a product of Givens transformations G˜i,i+1 with i = 1.
In other words, a Givens product representation is weakly zero creating if the left outermost series of Givens transfor-
mations in the left branch of the representation is monotically increasing, and if all the other Givens transformations act
on rows 2, 3, . . . . It is trivial to see that this implies the left outermost sequence of Givens transformations to contain
precisely the Hermitian transposes of the Givens transformations bringing the ﬁrst column of the unitary rank structured
matrix in upper triangular form. See also [12] for a similar deﬁnition in case of the Givens-weight representation.
In what follows, we will now start to use the Givens product representation as described above for a two-step
procedure for eigenvalue computation. These matters are taken up in the following two sections.
3. Hessenberg reduction algorithm
In this section we describe an algorithm to bring the Givens product representation in Hessenberg form by means of
a unitary similarity operation. The algorithm will be basically the unitary equivalent of the Givens-weight algorithm
in [12], which will drastically simplify here since we have no ‘weight matrix’ to keep track of. We describe also a
reduction to diagonal plus semiseparable form.
3.1. Hessenberg reduction
We will ﬁrst focus on the Hessenberg reduction. We assume in what follows that the Hessenberg reduction process is
based on Givens transformations, i.e., that in the kth step of this process, k = 1, . . . , n − 1, the kth column of the given
unitary matrix Q ∈ Cn×n is brought in Hessenberg form by an upward pointing sequence of Givens transformations
Gn−1,n, . . . ,Gk+1,k+2. In order to preserve the eigenvalue spectrum, we multiply then with the Hermitian transposes of
these Givens transformations GHn−1,n, . . . ,GHk+1,k+2 to the columns, hereby not destroying the created zeros anymore.
This process is illustrated for a 4 × 4 example in Fig. 7.
We consider the structure propagation at the end of the Hessenberg reduction of the ﬁrst column.
Theorem 4 (Structure propagation; see [12]). Let A ∈ Cn×n be a matrix satisfying a structure block B= (i, j, r, )
with i2, such that the ﬁrst column of A|B is not equal to the zero vector. (Here A|B denotes the submatrix of A which
is ‘cut out’ by B.) Then by reducing the ﬁrst column of A into Hessenberg form by means of Givens transformations,
the structure block B moves one position to the bottom right position, i.e., it transforms into a new structure block
B˜= (i + 1, j + 1, r, ): see Fig. 8.
Theorem 4 opens the door for an efﬁcient Hessenberg reduction process, in which the given rank structure is exploited
throughout the algorithm.
First, we should ﬁnd out how to determine the Givens transformations used to create zeros in the ﬁrst column of the
given unitary rank structured matrix Q. This is where our assumption on the (weakly) zero-creating form of the Givens
product representation (Deﬁnition 3) comes to help: it was already mentioned before that the Givens transformations
a b c d
Fig. 7. Hessenberg reduction of a 4 × 4 matrix.
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Fig. 8. Structure propagation after the Hessenberg reduction of the ﬁrst column.
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Fig. 9. Hessenberg reduction of the ﬁrst column.
used to create zeros in the ﬁrst column, can just be read off from such a representation. Indeed, these transformations
are the Hermitian transposes of the left outermost Givens transformations of the weakly zero-creating Givens product
representation: the latter are highlighted in Fig. 9(b).
We have now all ingredients needed for bringing the ﬁrst column of the unitary rank structured matrix Q into
Hessenberg form. The algorithm is illustrated in Fig. 9.
Let us comment on this ﬁgure. The algorithm starts by applying the Givens transformations creating zeros in the ﬁrst
column of the matrix Q. By the remarks above, these are precisely the Hermitian transposes of the outermost sequence
of Givens transformations GHn−1,n, . . . ,GH2,3, and hence they have already been precomputed in the representation: see
Fig. 9(b).
By multiplying with the Givens transformations GHn−1,n, . . . ,GH2,3 to the rows, these Givens transformations will be
peeled off, i.e., they will disappear from the representation.
To complete the similarity, we should then multiply with the Hermitian transposes of the row operations Gn−1,n, . . . ,
G2,3 to the columns. This will cause the peeled off Givens transformations to reappear on the outer right part of the
representation: see Fig. 9(c).
It sufﬁces then to bring the Givens product representation back to its (weakly) zero-creating form. This can be
achieved by applying the pull-through lemma a maximal number of times in the downward direction. For practical
reasons, one can best do this by considering the sequence of peeled off Givens transformations to form a chain of ﬁxed
shape: these are the highlighted Givens transformations in Fig. 9(c). One can then pull what is left of the original Givens
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a b c d
Fig. 10. Hessenberg reduction of the next columns.
Fig. 11. Final unitary Hessenberg matrix resulting at the end of the Hessenberg reduction process.
product representation, rightwards through this chain of Givens transformations, one Givens transformation after the
other: see Fig. 9(d).
Note that the pull-through process causes almost each Givens transformation of the unitary product representation
to arrive one place lower than in its original position: see Fig. 9(e). Moreover, the Givens transformations acting on
the bottommost rows n − 1, n do not ‘survive’ the pull-through process, in the sense that, each time that such a Givens
transformation must be pulled through the highlighted chain of Givens transformations, it can be just absorbed in the
bottommost Givens transformation Gn−1,n of this chain. In fact, the above observations reﬂect the fact that each of the
structure blocks of the rank structure moves towards the bottom right corner during the Hessenberg reduction of the
ﬁrst column, as detailed in Fig. 8.
There is one Givens transformation which is left unaltered by the above pull-through process: this is the top rightmost
Givens transformation G1,2 of the representation, since the latter is positioned too ‘high’ for being able to pull it through
the highlighted chain of Givens transformations. This is the reason why this Givens transformation is still standing
isolated on the left of the highlighted chain of Givens transformations in Fig. 9(e).
We have now completed the Hessenberg reduction of the ﬁrst column. It is clear that this process has complexity
O((r + s)n), since each of the O((r + s)n) Givens transformations of the Givens product representation has undergone
exactly one pull-through operation.
The technique as just described can now be iterated to bring also the next columns in Hessenberg form. Some steps
in this process are shown in Fig. 10.
It can be clearly observed from Fig. 10 that the Givens transformations, and hence the underlying structure blocks,
move indeed towards the bottom right corner of the matrix. Moreover, note that the total algorithm complexity of the
Hessenberg reduction process is O((r + s)n2) operations.
The unitary Hessenberg matrix obtained at the end of the entire reduction process is shown in Fig. 11. It remains
then to compute the eigenvalues of this resulting unitary Hessenberg matrix, which will be the topic of Section 4.
3.2. Reduction to diagonal plus semiseparable form
This subsection describes an analogue of the unitary Hessenberg reduction, namely, a reduction into lower semisep-
arable plus diagonal form.
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Fig. 12. Structure propagation in one step of the diagonal plus semiseparable reduction. Compare with Fig. 8.
We deﬁne the class of lower semiseparable plus diagonal matrices by means of the structure blocks
Bk : (ik, jk, rk, k) = (k, k, 1, k),
where k = 2, 3, . . . , n − 1. Note that the shift elements k are part of the structure. Formally, the class of Hessenberg
matrices can also be described in this format, by choosing each of the k equal to ∞, in the sense of [14].
The reduction of a tridiagonal matrix to diagonal plus semiseparable form is described in [28]. Since we assume
here the given matrix to satisfy an arbitrary rank structure, we will follow the description of [12].
The idea of the reduction process is the same as for the Hessenberg reduction: we proceed upwards by creating zeros
in the ﬁrst column of the matrix. During this process, each of the present structure blocks will be propagated towards
the bottom right corner of the matrix, in much the same way as in Theorem 4.
The difference with the Hessenberg reduction is that we proceed in each step completely to the top of the matrix.
Moreover, at the end of each step, the determination of the top Givens transformation G1,2 to be applied depends on
the new shift element n−k of the diagonal plus semiseparable structure that one would like to install. See Fig. 12.
For ease of reference, let us repeat here the procedure for computing the topmost Givens transformation G1,2. Thus,
suppose that we have already applied the Givens transformations Gn−1,n, . . . ,G2,3 to the rows, and their Hermitian
transposes to the columns, resulting in the ﬁrst column being in Hessenberg form⎡⎢⎢⎢⎢⎣
a × . . . ×
b × . . . ×
0 × . . . ×
...
...
0 × . . . ×
⎤⎥⎥⎥⎥⎦ ,
where the irrelevant matrix entries are denoted as ×. Let us now rewrite this matrix as⎡⎢⎢⎢⎢⎣
a −  × . . . ×
b ×−  . . . ×
0 × . . . ×
...
...
0 × . . . ×
⎤⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎣
 0 . . . 0
0  . . . 0
0 0 . . . 0
...
...
0 0 . . . 0
⎤⎥⎥⎥⎥⎦ , (1)
where  denotes the new shift element that we would like to install. Now it is clear that the second term of (1) will be
preserved under the similarity transformation with the topmost Givens transformation G1,2. Therefore, if we choose
G1,2 such that it creates a zero in the (2, 1) position of the ﬁrst term of (1), i.e.,
G1,2
[
a − 
b
]
=
[×
0
]
, (2)
we will obtain the desired diagonal plus semiseparable structure block B : (i, j, r, ) = (2, 2, 1, ). See also [28,12].
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Fig. 13. Diagonal plus semiseparable reduction of the ﬁrst column.
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Fig. 14. Diagonal plus semiseparable reduction of the next columns.
Let us now exploit the above ideas and perform the diagonal plus semiseparable reduction of a unitary rank structured
matrix in a practical way. Due to the unitary product representation, we are forced to describe the algorithm in a pure
form, i.e., we represent the diagonal plus semiseparable matrix by means of its induced pure rank structure, situated
just below the main diagonal:
Bk,pure : (ik, jk, rk) = (k, k − 1, 1),
where k = 3, 4, . . . , n − 1.
The installation of the ﬁrst diagonal plus semiseparable structure block is illustrated in Fig. 13.
Let us comment on this ﬁgure. The algorithm is very similar to the reduction to unitary Hessenberg form. The
difference is that each Givens sequence to be peeled off goes from Gn−1,n to G1,2, hence completely up to the top of
the matrix at each step of the algorithm. Only the topmost Givens transformation G1,2 can be chosen freely, according
to the new shift element of the diagonal plus semiseparable structure that one would like to install: this is indicated by
the duplication of the top left lines in Figs. 13(a) and (b).
The applied Givens transformations are then again peeled off and transported rightwards in Fig. 13(c). Having done
this, the way how to restore the (weakly) zero-creating form of the unitary product representation is similar to the
Hessenberg case: see Figs. 13(d) and (e). This ends the installation of the ﬁrst diagonal plus semiseparable structure
block.
We can then again iterate this procedure. Some steps in this process are shown in Fig. 14. The diagonal plus
semiseparable matrix resulting at the very end of this process is shown in Fig. 15. Note that the reduction algorithm
has the same asymptotic complexity of O((r + s)n2) operations as in case of the Hessenberg reduction.
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Fig. 15. Final unitary diagonal plus semiseparable matrix resulting at the end of the reduction process.
a b
Fig. 16. Transmission of the shift elements during the diagonal plus semiseparable reduction.
We recall that the Hessenberg reduction can formally be seen as a special case of the diagonal plus semiseparable
reduction when the shift elements tend to ∞.
Finally, let us consider the shift elements. It was already indicated in Fig. 12 that these shift elements move downwards
along with the corresponding structure blocks. We pose ourselves now the question how this behaviour can be read off
in terms of the Givens product representation.
To this end, we recall from [15] that the kth shift element can be expressed as the quotient of the sines of the
corresponding, opposite pair of Givens transformations with row index k, provided that the sines are deﬁned in an
appropriate way (see also Section 4). This property is illustrated in the left part of Fig. 16.
Now after peeling off this leftmost Givens sequence and transporting it to the right, the usual ‘-shaped’ form of
the representation will transform into a V-shaped representation. In the latter case, exactly the same property about the
quotient of sines holds true, except that the position of the corresponding shift element is now one position lower, in
the direction of the central point of the V-shape [15]: see Fig. 16. Hence, we see indeed that the transmission of the
shift elements is reﬂected in the representation.
Concerning Fig. 16, note that initially, the ﬁfth shift element 5 can be expressed as the quotient of the sines of the two
indicated Givens transformations in the left ﬁgure.After transporting the complete left branch of Givens transformations
to the right of the representation, as in the right part of Fig. 16, this same quotient of sines describes now the sixth
shift element 6 of the structure, corresponding to the fact that the shift elements are all transported to the bottom
right.
Summarized, we have now described the reduction of an arbitrary unitary rank structured matrix to Hessenberg or
diagonal plus semiseparable form. The computation of the eigenvalues in the resulting Hessenberg case will be the
topic of the next section.
4. Implicit QR-algorithm
In this section we describe an implicit QR-algorithm for unitary Hessenberg matrices. Some classical references
where such an algorithm is described and analysed are [18,24], but we will proceed here in a more conceptual way
w.r.t. these papers. We will consider also some analoguous observations in the classical Hermitian tridiagonal case.
The mechanism of the bulge chasing is resumed in Fig. 17.
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Fig. 17. Bulge chasing during the implicit QR-algorithm for Hessenberg matrices.
a b c
Fig. 18. One step of the implicit QR-algorithm for unitary Hessenberg matrices.
4.1. Implicit QR-algorithm for unitary Hessenberg matrices
In this subsection we consider the implicit QR-algorithm in the unitary Hessenberg case. The algorithm is expressed
in terms of the Givens product representation, and it is illustrated in Fig. 18.
Let us comment on this ﬁgure. The algorithm starts with applying a similarity operation based on a Givens transfor-
mation G1,2, determined by the shift of the shifted QR-algorithm. This similarity operation will create a bulge at the
(3, 1) position of the matrix.
Having done this initial perturbation, we should now restore the Hessenberg shape of the matrix by means of unitary
similarity transformations. The tool for doing this will be nothing but the general Hessenberg reduction algorithm of the
previous section, which will specialize here to a very speciﬁc chasing procedure due to the regularity of the structure.
Let us now describe this chasing process in detail. Assume that we are at the kth step of the chasing process. The
unitary Hessenberg matrix will then have obtained a bulge at its (k + 1, k − 1) position, translating in an extra Givens
transformation situated at the very left of the unitary Hessenberg Givens chain: see Fig. 18(a).
The next operation of the implicit QR-algorithm consists then in chasing this bulge one position towards the bottom
right corner of the matrix. In terms of the Givens product representation, this means that we have to peel off the bulge
Givens transformation G from the left of the representation, by multiplying with GH on the rows, and complete the
similarity operation by multiplying with G on the columns. Similarly to the previous section, one could say that the
bulge Givens transformation G has been ‘transported’ from the left to the right: see Fig. 18(b).
To bring the extra Givens transformation back from the right to the left, we can now apply the pull-through lemma
(Lemma 2). The bulge Givens transformation appears then one position lower on the left, corresponding to the fact that
the bulge has been chased one position to the bottom right: see Fig. 18(c).
Continuing this process will result in the bulge being chased away towards the bottom right corner of the matrix,
where it can ultimately be absorbed in the Givens transformation Gn−1,n at the end of the last chasing step. The
matrix has then reobtained its unitary Hessenberg form, and hence it will be precisely the new QR-iterate of the shifted
QR-algorithm.
We believe that the above described algorithm is more or less well known to the unitary Hessenberg matrix community,
see, e.g., [18,26,10]. Nevertheless, we are not aware of any graphical formulation in the literature as in Fig. 18.
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Fig. 19. Transmission of the shift during the implicit QR-algorithm for Hessenberg matrices.
Let us now focus on some more practical aspects of the above algorithm. More precisely, we will investigate how to
speed up the application of the pull-through lemma during this algorithm, to make it as efﬁcient as possible.
One could start by considering the following, straightforward implementation of the pull-through lemma. Using
the notations of Lemma 2, we start by explicitly computing the 3 × 3 matrix Q := G′1,2G2,3G1,2 in its full form.
Subsequently, we compute Givens transformations such that
(G˜2,3)
H(G˜1,2)
H(G˜′2,3)HG′1,2G2,3G1,2 (3)
is upper triangular, with positive diagonal elements. Then since (3) is both upper triangular and unitary, with positive
diagonal elements, it must be the identity matrix, and hence we have obtained the required refactorization of the matrix
Q as a product of 3 Givens transformations.
We will now speed up the implementation of the pull-through lemma in two phases. First, one can work with Givens
transformations having determinant one, i.e., Givens transformations having the form[
c s
−s¯ c¯
]
,
where c and s are complex numbers such that |c|2 + |s|2 = 1; in fact, it can even be imposed that s must be real.
The key point is here that the determinant one property allows the Givens transformation to be known based on its
ﬁrst column (or ﬁrst row) only. Moreover, since this property is maintained under multiplication, and provided that
the ﬁrst two pulled-through Givens transformations are also chosen of this form, the determination of the last Givens
transformation, which was the most expensive operation, can now be performed based only on its ﬁrst column. It turns
out that this almost halves the number of operations.
Now we will explain how one can use information about the shift element to obtain a further speed-up. The ﬁrst step
will be the following result, essentially due to Watkins.
Theorem 5 (cf. Watkins [31]). Given a Hessenberg matrix, then in the kth step of the implicit QR-algorithm, the shift
induces a non-pure Rk1-structure blockB : (i, j, r, )=(k, k, 1, ), which propagates towards the bottom right corner
of the matrix during the implicit QR-algorithm: see Fig. 19.
This result can be easily established here. We note that this result was originally stated for the multi-shift case.
Now we apply this result to speed up the implicit QR-algorithm. Recall that the global algorithm ﬂow is shown in
Fig. 18. To exploit the result of Watkins, we will need the following characterization of where the shift is in terms of
the Givens product representation.
Theorem 6 (See [15]). The shift element equals the quotient of sines: = s1/s3, where
s1s3
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Fig. 20. ‘Brute-force’ implementation of the pull-through operations in the implicit QR-algorithm for unitary Hessenberg matrices.
Here the ‘sines’must be appropriately deﬁned: for the rightmost Givens transformation it is deﬁned as the (2, 1) element
of the matrix, while for the leftmost Givens transformation it is deﬁned as the complex conjugate of the (1, 2) element
of the matrix.
Note that Theorem 6 can be used as a possible way for deriving Theorem 5 in terms of the Givens product represen-
tation, in much the same way as it was done earlier in Fig. 16. (The difference compared to the latter ﬁgure is now that
the left branch of the representation consists only of a single Givens transformation anymore.)
Let us now apply these results to speed up the implementation of the pull-through operations in the implicit
QR-algorithm for unitary Hessenberg matrices. The implementation of a single pull-through step is recapitulated in
Fig. 20. We see from this ﬁgure that the determination of the last pulled through Givens transformation (G˜2,3)H, is by
far the most expensive, since it requires an accumulated keeping track of the second and/or third column of the unitary
3 × 3 matrix.
But by what we know from Theorem 6, we can relate this Givens transformation to the Givens transformation
(G˜′2,3)
H
, at least concerning its sine. The cosine should then still be determined directly.
Let us describe then the optimized implementation of the pull-through lemma in detail:
• Form the ﬁrst column of the 3 × 3 unitary matrix Q: starting with[1
0
0
]
,
multiply rows 1, 2 with G1,2 (this involves no ﬂoating point operations), rows 2, 3 with G2,3 and subsequently
rows 1, 2 with G′1,2.• Form also the third column of the matrix Q: starting with[0
0
1
]
,
multiply rows 2, 3 with G2,3 (this involves no ﬂoating point operations), and rows 1, 2 with G′1,2 (since only the
second element will be required, the computation of the top element is in fact not needed).
• Compute the ﬁrst pulled through Givens transformation (G˜′2,3)H such that it creates a zero in the bottom element
of the ﬁrst column of Q.
• Determine the second pulled through Givens transformation (G˜1,2)H from the information in the two top elements
of the ﬁrst column of Q, which should coincide with the ﬁrst column of G˜1,2.
• Compute the sine of the ﬁnal pulled through Givens transformation (G˜2,3)H by means of Theorem 6.
• Finally, to compute the cosine of (G˜2,3)H, update the third column of Q by applying the ﬁrst pulled through
operation: (G˜′2,3)
H
, to rows 2,3 of this column (since only the third element will be required, the computation of
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Fig. 21. One step of the implicit QR-algorithm for unitary Hessenberg matrices: the case of double shift.
the second element is in fact not needed). The bottom element of the third column of Q should then coincide with
the bottom right element of G˜2,3.
We note that the above observations for speeding up the pull-through lemma have also been used in implicit form in
the implementational details of the paper by Gragg [18].
One point should be addressed here. The above implementation does not guarantee that the last two pulled through
Givens transformations (G˜1,2)H, (G˜2,3)H are exactly unitary, i.e., the sum of squares of sine and cosine might slightly
deviate from one due to roundoff errors. To remedy this, one could combine the above implementation with an explicit
renormalization procedure. Since this renormalization procedure increases the computational complexity of the pull
through, we advise to use it only a limited number of times during the algorithm, depending on the ﬂow direction of
the algorithm.
It should also be taken into account that the above renormalization procedure slightly changes the value of the shift
element , since it changes the quotient of the sines during the algorithm. We could interpret this by saying that the
quality of the shift element deteriorates during the algorithm: see also [31].
In case where the shift element  is unimodular, the renormalization procedure may cause  to drift away from
unimodularity. In this case, it may be numerically advisible to implement the renormalization procedure such that this
feature is explicitly preserved. For some details in this direction we refer to Stewart [24].
In concluding this subsection, let us provide here an illustration of the implicit QR-algorithm for unitary Hessenberg
matrices in the case of double shift: see Fig. 21. Although Watkins’ result allows an analogue for the multiple shift
case as well [31], it seems that, unfortunately, the information about the shift elements (plural, since we are applying
a double shift step), cannot be easily exploited in this case, so that the above speed-up of the pull-through lemma has
no analogue to the double shift case.
Finally, inspired by the analogy of the previous section, we point out that an implicit QR-algorithm could be devised
also for unitary diagonal plus semiseparable matrices, rather than unitary Hessenberg matrices. This topic requires
some additional concepts and chasing tools and therefore will be deferred to our future work.
4.2. Implicit QR-algorithm for Hermitian tridiagonal matrices
In this subsection we consider some analogues of the above observations for unitary Hessenberg matrices to the
Hermitian tridiagonal case. More precisely, we will show how Watkins’ result can be used for a speed-up of the number
of operations. We refer to the books [21,17] for some classical references on the implicit QR-algorithm in the Hermitian
tridiagonal case.
First of all, since a tridiagonal matrix can be represented simply by means of its individual entries, one can freely add
or subtract the shift element of the shifted QR-algorithm  ∈ C from the main diagonal. Doing this in the very beginning
and at the very end of the algorithm, one can immediately reduce the problem to implementing the QR-algorithmwithout
shift.
We recall then that in the kth step of the chasing procedure, there is a bulge at the (k + 1, k − 1) position of the
tridiagonal matrix. Moreover, at the bulge there is situated a rank-one structure block: recall Fig. 19 above.
Note that due to our reduction to the QR-algorithm without shift, the rank-one structure block spanning over the
bulge will be a pure structure block. Such a pure structure block can then be represented by means of a Givens-weight
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Fig. 22. Compressed representation of the rank-one structure block. The representation consists of the Givens transformation used to compress the
bottom row of the rank-one block, indicated by the vertical line segment, combined with the elements obtained on the top row after applying this
compression process, the latter indicated on a grey background.
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Fig. 23. Implicit QR-algorithm for a Hermitian tridiagonal matrix: (a) Starting tridiagonal matrix (only the lower part is shown), having one Rk
1 bulge; (b) Fill in the required superdiagonal element by symmetry; (c) Apply a row operation to compress the bulge. Since the result has been
pre-computed, apply it only to the indicated column; (d) Apply an auxiliary row operation to compress the indicated column; (e) Apply the transposed
Givens transformation of Fig. 23(c) to the columns; (f) We obtain now the updated matrix; the superdiagonal element has again been removed.
representation: in the present context it simply amounts to applying an auxiliary Givens transformation to ‘compress’
this rank one block, i.e., to eliminate its bottom row. The representation for the rank-one block consists then of the
Givens transformation used in this compression process, which is indicated by the little line segment in the right part of
Fig. 22, combined with the elements resulting on the top of the structure block at the end of the compression process.
Since the latter contain a kind of ‘decoded’ information about the matrix, they are distinguished from the other entries
by placing them on a grey background: see Fig. 22.
The implicit QR-algorithm for a Hermitian tridiagonal matrix is then shown in Fig. 23.
Let us comment on this ﬁgure. First, note that the ﬁgure shows only the lower triangular part of the tridiagonal
matrix, since the upper triangular part is then known by symmetry. Since we are at the point now of applying a Givens
transformation to rows and columns k, k + 1, it is now the right moment to ﬁll in the (k, k + 1) superdiagonal element
by symmetry: see Fig. 23(b).
We want now to apply a Givens transformation G used to compress the current rank-one ‘bulge’ structure block.
Since the required Givens transformation G, as well as the action of this Givens transformation on the rank-one block
have both been precomputed in the representation, we have to apply G only to the column on the right of the rank-one
block: this means that it has to be applied only between the two fat vertical line segments in Fig. 23(c).
Note that the Givens-weight representation, and the corresponding grey background have both disappeared after
applying this Givens transformation. This is valid since at this moment, the representation does not contain any decoded
information anymore, but instead just contains the real-size elements of the matrix, positioned there at this point of the
algorithm.
We apply now an auxiliary row operation to compress the (k + 2, k + 1) element of the matrix. Note that doing this
implies building up a new Givens-weight representation: see Fig. 23(d).
Having done this, we complete the similarity operation by multiplying GH to the columns: see Fig. 23(e).
284 S. Delvaux, M. Van Barel / Journal of Computational and Applied Mathematics 213 (2008) 268–287
4 5 6 7 8 9 10 11 12
10−15
10−14
10−13
10−12
2k
e
rr
o
r 
e
ig
e
n
v
a
lu
e
s
eigmatlab (initial matrix)
eigmatlab (unitary Hessenberg)
implicit QR (unitary Hessenberg)
Fig. 24. The ﬁgure shows the error for the eigenvalues as computed by Matlab before and after the Hessenberg reduction process of Section 3, and
for the resulting matrix obtained at the end of the implicit QR-algorithm. The matrix size was taken as n= 2k for k = 4, 5, . . . , 12 and the rank index
r = 3. These results were averaged over three random samples.
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Fig. 25. The ﬁgure shows the fractions of the subsequent timings for the Hessenberg reduction process, and for the implicit QR-algorithm, averaged
over three random samples. The matrix size was taken as n = 2k for k = 4, 5, . . . , 12 and the rank index r = 3.
The ﬁnal situation is shown in Fig. 23(f). Since the (k, k + 1) superdiagonal element is not needed anymore, it can
be removed from the representation. The next operations are not shown anymore.
It can be checked that the cost of the above algorithm is less than if one does not exploit the presence of the rank-
one structure block predicted by Watkins’ result. Hence, we obtain here a speed-up compared to the straightforward
implementation of the Hermitian tridiagonal implicit QR-algorithm.
Remark 7 (Accuracy). We have to warn that the above variant could possibly be less accurate than the standard bulge
chasing scheme for Hermitian tridiagonal matrices, since it requires the shift of the shifted QR-algorithm to be explicitly
added and subtracted from the diagonal entries. This might possibly give rise to numerical problems in case of a large
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shift. Note that this problem does not arise in the unitary case, since we can assume there that the shifts are chosen
unimodular all the time, i.e., that || = 1 during each QR-step on a unitary matrix, and moreover, in the unitary case,
the shift is not explicitly added or subtracted from the representation.
5. Numerical experiments
We report now on the results of some numerical experiments. The algorithms were implemented in Matlab1. The
experiments were executed on an Intel PC running Matlab Version 7.0.1.24704 (R14) under Linux having 1 GB of
memory and an Intel Pentium 4 processor running at 3.2 GHz. The software of these experiments can be requested
from the authors.
We constructed unitary rank structured matrices of sizes n = 2k for k = 4, 5, . . . , 12. The exact values of the
eigenvalues exact,i were generated uniformly random on the unit circle. We considered then the unitary diagonal
matrix D containing these eigenvalues on the main diagonal. Subsequently, we applied to the matrix D a similarity
operation with three subsequent series of Givens transformations, each of them going completely from the top to the
bottom of the matrix. This resulted in a ‘-shaped’ representation for a unitary diagonal plus semiseparable matrix of
semiseparability rank 3, with structure blocks situated just below the main diagonal, following immediately one after
the other.
Having constructed these test matrices, we invoked our method for the eigenvalue computation of unitary rank struc-
tured matrices to compute the eigenvalues in a numerical way, computed,i . The used method is the two-step procedure
consisting of unitary Hessenberg reduction, followed by the implicit QR-algorithm for the resulting unitary Hessen-
berg matrix. We made use of the straightforward implementation of the pull-through lemma, with a renormalization
procedure applied in each step. As a measure for the error on the obtained eigenvalues, we took
max
{
max
i
dist(computed,i ,exact), max
j
dist(exact,j ,computed)
}
,
with
dist(computed,i ,exact) = min
j
|computed,i − exact,j |.
For each size, three samples were taken.
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Fig. 26. The ﬁgure shows the error for the eigenvalues as computed by Matlab before and after the Hessenberg reduction process of Section 3, and
for the resulting matrix obtained at the end of the implicit QR-algorithm, for size n = 29 = 512 and rank index r = 1, . . . , 10.
1 Matlab is a registered trademark of The MathWorks, Inc.
286 S. Delvaux, M. Van Barel / Journal of Computational and Applied Mathematics 213 (2008) 268–287
1 2 3 4 5 6 7 8 9 10
0
2
4
6
8
10
12
14
16
18
20
r
t r 
/ t
1
execution time Hessenberg reduction
Fig. 27. The ﬁgure shows the relative timings of the Hessenberg reduction process for size n = 29 = 512 and for rank index r = 1, . . . , 10.
The results averaged over these three samples are shown in Figs. 24 and 25. Note that the latter ﬁgure conﬁrms that
both algorithms are quadratic in the matrix size n.
For the second experiment, we took a ﬁxed size n = 29 = 512, and we let the rank index r increase from 1 up to 10.
The test matrices were generated in exactly the same way as in the previous experiment. There was taken one sample
for each rank index.
The results are shown in Figs. 26 and 27. Note that the latter ﬁgure conﬁrms that the Hessenberg reduction algorithm
is only linear in the rank index r, corresponding to the complexity O((r + s)n2), with distance of the structure blocks
to the main diagonal s equal to zero in the present case.
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