We present for the first time a detailed spectroscopic study of chemical element abundances of metalpoor RR Lyrae stars in the Large and Small Magellanic Cloud (LMC and SMC). Using the MagE echelle spectrograph at the 6.5 m Magellan telescopes, we obtain medium resolution (R ∼ 2000−6000) spectra of six RR Lyrae stars in the LMC and three RR Lyrae stars in the SMC. These stars were chosen because their previously determined photometric metallicities were among the lowest metallicities found for stars belonging to the old populations in the Magellanic Clouds. We find the spectroscopic metallicities of these stars to be as low as [Fe/H] spec = −2.7 dex, the lowest metallicity yet measured for any star in the Magellanic Clouds. We confirm that for metal-poor stars, the photometric metallicities from the Fourier decomposition of the lightcurves are systematically too high compared to their spectroscopic counterparts. However, for even more metal-poor stars below [Fe/H] phot < −2.8 dex this trend is reversed and the spectroscopic metallicities are systematically higher than the photometric estimates. We are able to determine abundance ratios for ten chemical elements (Fe, Na, Mg, Al, Ca, Sc, Ti, Cr, Sr and Ba), which extend the abundance measurements of chemical elements for RR Lyrae stars in the Clouds beyond [Fe/H] for the first time. For the overall [α/Fe] ratio, we obtain an overabundance of 0.36 dex, which is in very good agreement with results from metal-poor stars in the Milky Way halo as well as from the metal-poor tail in dwarf spheroidal galaxies. Comparing the abundances with those of the stars in the Milky Way halo we find that the abundance ratios of stars of both populations are consistent with another. Therefore we conclude that from a chemical point of view early contributions from Magellanic-type galaxies to the formation of the Galactic halo as claimed in cosmological models are plausible.
INTRODUCTION
Hierarchical galaxy formation models predict that larger galaxies are formed by the accretion of smaller systems. Recent simulations (e.g., Robertson et al. 2005; Tumlinson 2010 ) suggest that the accretion of galaxies with masses comparable to those of the Magellanic Clouds (MCs) provided the major contribution of stellar mass to the present-day Milky Way (MW) halo. These accretion events would have happend early (more than 8 − 9 Gyr ago), contributing primarily stars enriched by Type II supernovae (e.g., Font et al. 2006) .
The low luminosity dwarf spheroidal (dSph) galaxies contain primarily old populations, which have similar ages as the oldest stars in the MW halo (Grebel & Gallagher 2004) . A number of recent studies succeeded in detecting extremely metal-deficient red giants in Galactic dSphs (e.g., Frebel et al. 2010a,b; Tafelmeyer et al. 2010; Cohen & Huang 2009 , 2010 Norris et al. 2010c,a) , concluding that these galaxies may plausibly have contributed to the early build-up of the Galactic halo. For the more metal-deficient red giants in ultra-faint dSph galaxies the similarities to the MW halo are even more pronounced than for the classical dSphs. Therefore it is of particular importance to address the question of the evolution of metallicity in dependence of galaxy mass and arXiv:1206.4999v1 [astro-ph.SR] 21 Jun 2012 type in order to learn more about the similarities and differences between dSphs and dwarf irregular galaxies, such as the MCs, especially in their earliest evolutionary phases. According to the aforementioned cosmological models, the most significant contribution to the build-up of the MW halo should have come from the early progenitors of MC-like galaxies.
In galaxies that experienced star formation throughout cosmic history, the identification of purely old populations is difficult. For instance, the abundant red giants can cover an age range of more than ten Gyr. Thus one can either turn to globular clusters as easily identifiable and reliably age-dateable populations or to uniquely identifiable, old tracer stars among field populations. For field stars the exclusively old Population II can only be traced with certain objects, such as RR Lyrae stars. Metallicity estimates of these stars therefore allow an insight into the early evolutionary phase of a galaxy.
The first spectroscopic metallicity estimates of RR Lyrae stars in the LMC and SMC were performed by Butler et al. (1982) . Using the ∆ S method they found mean values of [Fe/H] ∼ −1.4 dex for six LMC RR Lyrae stars and [Fe/H] ∼ −1.8 dex for nine SMC RR Lyrae stars. Later, low-resolution spectroscopic observations of RR Lyrae stars were carried out by Gratton et al. (2004) and Borissova et al. (2004 Borissova et al. ( , 2006 , for the LMC. These studies investigated predominantly stars located in the bar and the central regions of the LMC and found very similar mean metallicities 3 of [Fe/H] ∼ −1.5 dex. The spectroscopic metallicities of RR Lyrae stars, determined through comparison of the Ca II K line with the hydrogen lines H δ , H γ and H β , were found to be between [Fe/H] = −2.33 dex and [Fe/H] = −0.57 dex. These studies could produce overall metallicity estimates only. The abundances of individual elements in RR Lyrae stars of the MCs were never investigated.
The Optical Gravitational Lensing Experiment (OGLE III, Udalski et al. 2008a,b) monitored the MCs for several years and provided very accurate lightcurves of a large sample of RR Lyrae stars (Soszyński et al. 2009 (Soszyński et al. , 2010 . In Haschke et al. (2012) , the Fourierdecomposition method by Kovács & Zsoldos (1995) was used to determine individual photometric metallicity estimates for these old Population II stars, and metallicity distribution functions (MDFs) for both MCs were derived. In the LMC, Haschke et al. (2012) obtained Fourier decomposition metallicities for 16776 RR Lyrae stars of type ab. In the SMC metallicities for 1831 of these stars could be measured. On the Zinn & West (1984) scale the peak of the LMC MDF is at [Fe/H] = −1.50 dex with a full width at half maximum of 0.24 dex. The SMC is found to be more metal-poor with its MDF peaking at [Fe/H] = −1.70 dex (FWHM = 0.27 dex).
These results are in agreement with Carrera et al. (2008b) and Carrera et al. (2011) , who used Ca II triplet spectroscopy investigating red giants in the LMC to determine the age-metallicity relation, as well as with metallicities from Ca II triplet spectroscopy for SMC red 3 We assume that the overall metallicity Z of a star is traced by its iron abundance. Throughout this paper, the term metallicity, iron abundance and [Fe/H] giants determined by Carrera et al. (2008a) . These studies estimate the mean metalliticy of the "old" LMC population as traced by field red giants to be [Fe/H] ∼ −1.2 dex and that of the SMC to be [Fe/H] ∼ −1.4 dex. Since the majority of the red giants in both clouds were formed at ages much younger than 10 Gyr, these metallicities are actually representative of the intermediateage population. The age determination for individual field red giants, however, is rather difficult, and is exacerbated by uncertainties in the distance and the reddening of these stars. In contrast, star clusters usually have a well defined age with a common metallicity for all stars. Kayser et al. (2007) and Glatt et al. (2008b) found a considerable metallicity spread for SMC star clusters of intermediate age based on Ca II triplet spectroscopy, in agreement with the spectroscopic results by Da Costa & Hatzidimitriou (1998) , and concluded that no smooth, monotonic age-metallicity relation is present.
Hence, the only source of direct element abundance measurements for purely old stars of the MCs were studies of globular clusters (GCs) so far. In the LMC seven old GC were spectroscopically investigated by Johnson et al. (2006) and Mucciarelli et al. (2009 Mucciarelli et al. ( , 2010 using red giants. They found that the different LMC GCs studied have mean iron abundances between −2.20 dex < [Fe/H] < −1.23 dex. These findings support that a considerable metallicity spread is present in the old cluster population. While the GCs of Mucciarelli et al. (2010) are all α-enhanced by ∼ 0.4 dex, the GCs investigated by Johnson et al. (2006) are only slightly α-enhanced. However, the abundances of the α− and other elements agree well with the abundances determined for stars within the MW halo. The SMC only contains one GC and this object is 2−3 Gyr younger than the oldest GCs in the LMC and in the MW (Glatt et al. 2008a) .
But even for Galactic field RR Lyrae stars hardly any data are available concerning the [α/Fe] ratio. Clementini et al. (1995) reported an overabundance of [α/Fe] = 0.4 dex and [Mn/Fe] = 0.6 dex for 10 Galactic field RR Lyrae stars, which is in agreement with Fernley & Barnes (1996) , who found an overabundance of [Ca/Fe] = 0.4 dex for nine field stars. In the Milky Way GC M3 Sandstrom et al. (2001) measured a similar overabundance using 29 RR Lyrae stars. Two very metal-poor RR Lyrae stars were investigated with high resolution spectroscopy by Hansen et al. (2011) . They obtained elemental abundances for 16 different element and found the [α/Fe] ratio to be very similar to the other studies. For et al. (2011) investigated the properties of eleven nearby field RR Lyrae stars and obtained very precise abundances for several elements. For the α-elements, they found a mean overabundance of [α/Fe] = 0.5 dex.
This lack of information about α-elements for LMC RR Lyrae stars and the lack of spectroscopic investigations of SMC RR Lyrae stars is caused in part by the great difficulties of taking spectra of comparatively faint objects at these distances. The variability of these pulsating stars changes their stellar parameters significantly during a given pulsation period. Therefore the integration times have to be kept short. At distances beyond ∼ 50 kpc, only the > 6-m class telescopes and state-ofthe-art instruments are able to obtain spectra of sufficient quality to permit us to determine the chemical composition of these stars. Therefore, for the time be-ing, photometric estimates are the only way to determine metallicities for large samples of RR Lyrae stars. Photometric metallicity calibrations at the low metallicity end, however, are still somewhat uncertain (e.g., Arellano Ferro et al. 2011; Dékány & Kovács 2009 ), owing to the lack of suitable calibration stars. To arrive at more secure metallicity estimates of metal-poor candidates, spectroscopy is essential.
Of particular interest are the very metal-poor and thus presumably oldest populations of the MCs to learn more about the earliest stages of their evolution and to compare the early enrichment history of the MCs with the properties of the Galactic halo and other galaxies orbiting the MW. In this study, we therefore chose to conduct spectroscopic follow-up observations of six LMC RR Lyrae stars and three SMC RR Lyrae stars that were previously identified as very metal-poor candidates in our photometric analysis. Their photometric metallicities, deduced from the method introduced by Kovács & Zsoldos (1995) are all below [Fe/H] < −2.3 dex on the scale of Zinn & West (1984) . For more details on the metallicities of RR Lyrae stars within the MCs see Haschke et al. (2012) .
In Section 2, the target selection and the observational procedure to obtain spectra for these stars is described. Furthermore, the reduction procedure of the data is explained. We measure the radial velocities of the RR Lyrae stars in Section 3 and correct the spectra accordingly to obtain equivalent width measurements in Section 4. The stellar parameters are deduced and discussed in Section 5. Equivalent width measurements as well as synthesized spectra are used in Section 6 to calculate abundances for eleven different elements. In Section 8 the results are discussed and summarized.
OBSERVATIONS AND REDUCTIONS

Target selection
The OGLE III survey 4 (Udalski et al. 2008b ) monitored the MCs from 2001 to 2009. Soszyński et al. (2009 Soszyński et al. ( , 2010 ) extracted very precise light curves for several thousand RR Lyrae stars in both Clouds. These authors then Fourier-decomposed these light curves, following the method by Kovács & Zsoldos (1995) , to determine their Fourier parameters. Smolec (2005) introduced a relation using the Fourier parameter φ 31 and the period of the RR Lyrae stars to determine a metallicity on the metallicity scale of Jurcsik (1995) . In Haschke et al. (2012) , this relation is used to evaluate photometric metallicities for 16676 LMC RR Lyrae stars and 1831 SMC RR Lyrae stars. Papadakis et al. (2000) found a transformation relation between the metallicity scales by Jurcsik (1995) and Zinn & West (1984) , showing that the scale by Jurcsik (1995) is about 0.3 dex higher than the metallicity scale by Zinn & West (1984) .
For the LMC, our candidate list contains 35 RR Lyrae stars of type ab with photometric metallicities below [Fe/H] = −2.0 dex on the Jurcsik (1995) scale, which scales to [Fe/H] = −2.3 dex on the scale of Zinn & West (1984) . When we compiled the candidate list for the SMC spectroscopic observations the data on the RR Lyrae stars from OGLE III were not available. We 4 http://ogle.astrouw.edu.pl/ therefore had to rely on OGLE II data (Udalski et al. 1997; Soszyński et al. 2003) , which result in 14 RR Lyrae type ab stars with metallicities [Fe/H] ZW84 < −2.3 dex.
Observations
The observations were conducted using the Magellan Echellette (MagE) spectrograph (Marshall et al. 2008) on the 6.5 m Magellan Clay telescope at Las Campanas, Chile, on 2010 January 17 and 18 and August 4 and 5. The spectrograph has a total wavelength coverage from 3000Å to 10000Å.
RR Lyrae stars have periods of 12 − 20 hours. Due to their pulsation their stellar parameters, such as temperature and gravity, vary significantly in a relatively short amount of time (e.g., Layden 1994) . To obtain a useful spectrum the integration time should not exceed 1.5 hours to avoid broadening of the lines. Due to the parameter variability the observations should be conducted within the phase interval of Φ = 0.2 − 0.8, where Φ = 0 and Φ = 1 are two consecutive maxima of the light curve. This interval of Φ = 0.2 − 0.8 corresponds to the time of minimum brightness and activity of the star. Hence, we always calculated the actual Φ before starting the observation, in order to ensure to observe at the right phase.
The list of observed stars is shown in Table 1 and Figure 1. Due to changing seeing conditions, we used a 0.7 slit for the spectra of the first three LMC targets and all of the SMC targets and a 2.0 slit for the other three LMC RR Lyrae stars. With the 0.7 slit, a resolving power of R ≡ λ/∆λ ∼ 6000 can be achieved, while the 2.0 slit has a resolving power of R ∼ 3000. The integration time for each object was between 45 − 90 min, depending on the slit width and the brightness of the target. The analysis for the LMC target RR8645 was conducted with special care, because a second star was present in the slit during the observation.
To calibrate the wavelength solution several ThArlamp exposures were taken throughout the night. Also at the beginning and the end of each night flat fields were taken.
Three metal-poor standard stars of known metallicity were observed for comparison: the RR Lyrae star X Arietis (X Ari) and the non-variable stars HD74000 and G64-12. Using the 0.7 slit we took several exposures of a few seconds for every standard star. For the analysis, the individual spectra of a single star were coadded. For the MC RR Lyrae stars a final S/N level of 10 − 25 per pixel was achieved for the combined observations at a wavelength of 7500Å. For the bright standard stars the S/N level is much better, with values between 150 − 200 per pixel. The stellar parameters of these stars are shown in Table 2. 2.3. Data Reduction The low S/N level of the data requires a careful reduction procedure. We chose to try two different approaches, reducing the data by hand using the IRAF packages and an IDL based pipeline. The results are compared to obtain the best results possible.
Finally we decided to use the IDL pipeline, written by G. the user with a wavelength-calibrated spectrum. With standard IRAF routines we normalize the spectrum and merge the different orders of each spectrum to obtain a final one-dimensional spectrum. An exemplary spectrum is shown in Figure 2 , spectra of the other target and standard stars are shown in Figure 11 and Figure 12 in the appendix.
2.4. Uncertainties For the discussion of our uncertainties we will always quote the standard deviations
where n is the number of measurements, x i are the individual datapoints and µ is the mean of the sample. The last term n/(n − 1) corrects for the effects of small number statistics. We do not use the standard error σ/ √ n, unless explicitly stated.
RADIAL VELOCITIES
The pulsation of an RR Lyrae star causes periodic changes in the observed spectra and hence of the measured radial velocity. For RR Lyrae type ab stars, the radial velocity changes by up to 60 − 70 km s −1 during a given period, with the lowest velocity around minimum light (Smith 2004) . Moreover, the different layers of the stellar atmosphere move with a velocity that gradually increases towards the outer shells. Since metallic and Balmer lines originate at different optical depths in the atmospheres, the pulsation can introduce systematic velocity offsets in the lines used for the velocity estimate depending at which phase the spectra were taken.
We determine the radial velocities from the Doppler shift of the near-infrared Ca II-triplet lines between 8492Å and 8662Å and of the Balmer lines, Hγ, Hβ and Hα, between 4333Å and 6568Å. Taking all individual measurements, we compute the mean and median value of the radial velocity as well as the standard deviation.
Using the approach described in Vivas et al. (2005) , we estimate the pulsational velocity of each target star to obtain the systemic velocity. The template pulsational velocity curve of X Ari, observed by Oke (1966) and parameterized by Layden (1994) , is adopted for all target RR Lyrae stars. The velocity curve of X Ari is fitted at the observed phase of our targets to derive the corresponding pulsational velocity. However, for each star only measurements at one certain phase of the period are available and a fit to the radial velocity curve is rather uncertain. To calculate the uncertainties of the systemic velocities we adopt Equation 1 of Vivas et al. (2005) 
where σ γ is the uncertainty of the systemic velocity and σ r the standard deviation of the radial velocity measurements. The second term reflects the duration of the observation of the spectra. This took usually about 15% of the target's phase. This duration of the observation is convolved with the slope of the velocity curve of 119.5 km s −1 . The third term reflects the 1σ star-tostar variation of the velocity amplitude of 23.9 km s −1 , as found by Vivas et al. (2005) , combined with the difference of the observed phase of our target star to the phase with zero systemic velocity, which is found to occur at Φ = 0.5 for X Ari.
In Table 3 we present the median heliocentric systemic radial velocities, as well as systemic radial velocities in the local standard of rest (LSR), using the IRAF task rvcorrect. The mean velocities are very similar to the median velocities in Table 3 . Additionally the pulsational velocity of the star, the mean phase of the observation and the standard deviation of the radial velocity measurements as well as the uncertainty of the systemic velocity are shown.
The values for the heliocentric radial velocity of X Ari found by us are in very good agreement with the literature, for instance, Valdes et al. (2004) found a value of −40 km s −1 . The mean systemic heliocentric velocity of our small sample of LMC RR Lyrae stars is found to be 307 ± 19 km s −1 . This value is more than 1 σ greater than the radial velocities of Gratton et al. (2004) , who found 261 ± 40 km s −1 , of Borissova et al. (2004) , who found 264 ± 19 km s −1 , or of Borissova et al. (2006) who found 255 ± 65 km s −1 . However, these measurements were made in the most central parts of the LMC and it seems reasonable that the disk region may have different velocities compared to the central regions in and close to the bar.
In the sample of Borissova et al. (2006) , some highvelocity stars with radial velocities up to 399 km s −1 are present. We compare their metallicities of these highvelocity stars with their metallicities for the other stars. Both groups of stars have an indistinguishable mean metallicity and therefore we do not find any correlation between velocity and metallicity.
Even though, the radial velocity of the LMC seems very similar for different stellar tracers, the velocity dispersion increases with the age of the stellar tracer. With a sample of 738 red supergiants distributed within several degrees from the center of the LMC, Olsen et al. (2011) found a systemic velocity of 263 ± 2 km s −1 . A mean radial velocity of 257 km s One possibility for the high velocities of our sample is an effect of small number statistics. Another possibility is that our metal-poor RR Lyrae stars trace an older, earlier population than the more metal-rich RR Lyrae stars studied before, possibly tracing a sparse, metalpoor halo.
For our three RR Lyrae stars in the SMC we find a mean systemic velocity of 138 ± 40 km s −1 . In the literature no velocity estimates were carried out for RR Lyrae stars so far. Only samples of brighter SMC stars were used to determine the distribution of the radial velocity. With more than 2000 red giant branch stars, Harris & Zaritsky (2006) found a Gaussian distribution of the velocity with a maximum at 145.6±0.6 km s −1 and a velocity dispersion of 27.6±0.5 km s −1 . Our results are in good (2010) evaluated red giants in ten different fields with radial distances of 0.9 kpc to 5.1 kpc from the SMC center and found that the velocity distribution functions between the different fields are significantly different. Some fields show single peak distributions, while others seem to be bimodal. The mean radial velocity changes also between the fields and they find values between 147 ± 26 km s −1 and more than 200 km s −1 for the second peak in fields with a bimodal distribution. Overall, our velocity estimates are in good agreement with the velocities of De Propris et al. (2010) . However, our stellar sample for the SMC needs to be enlarged first before more detailed conclusions can be drawn.
EQUIVALENT WIDTH MEASUREMENTS
Our line list for the investigated RR Lyrae stars of the MCs is primarily based on the line list of Clementini et al. (1995) . They investigated, among others, X Ari, which we use as a standard RR Lyrae star in our analysis. The line list of Clementini et al. (1995) is complemented by the lists of Peterson (1978) and Beveridge & Sneden (1994) , who obtained abundances for HD 74000, the other standard star in our investigation. Before we employ the merged list, we test for blends by comparing our list with the line list extracted from the Vienna Atomic Line Database (VALD), set up by Piskunov et al. (1995) . All blended lines are removed from the sample.
With the IRAF task splot, a Gaussian is fitted to the line profile of every unblended atomic line in our line list. We remove all lines that are obviously contaminated by noise or cosmic rays. For our science targets, very strong lines (EW > 200 mÅ) as well as weak lines (EW < 20 mÅ) were excluded from further analysis. The strong lines might be saturated, while for the weak lines the uncertainties of the EW measurements are too large due to the low S/N. The remaining values for the EWs of our target stars, together with the literature values for the standard stars, the excitation potential (χ) and the value for the oscillator strength (log gf), are given in Table 4 .
Comparing our EW measurements of the standard star HD 74000 we find very similar results to the literature values by Peterson (1978) with a mean difference of ∆EW = 5.9 mÅ and a standard deviation of 16.4 mÅ. Even better agreement is achieved by comparing the measurements to Beveridge & Sneden (1994) . A mean difference of ∆EW = 3.5 mÅ with a standard deviation of 7.6 mÅ is obtained. The literature values of the EWs of X Ari obtained by Clementini et al. (1995) are generally higher by ∆EW = 38.6 mÅ than the measurements by us. We explain this rather large difference with a different observed phase of the variable RR Lyrae star X Ari.
While Clementini et al. (1995) observed X Ari between 0.71 < Φ < 0.82, our observations were conducted between 0.47 < Φ < 0.55. The physical conditions, such as a temperature and surface gravity, are therefore altered.
STELLAR PARAMETERS
For the analysis of the chemical abundances of our nine RR Lyrae stars in the MCs as well as for the three standard stars, we use two independent approaches. In order to determine the stellar abundances either from EWs or spectral synthesis we need to know the following parameters: effective temperature (T ef f ), surface gravity (log g), metallicity ([Fe/H]), and microturbulence (ν t ). Interpolation of Kurucz's atmosphere model grid without convective overshooting (Castelli et al. 1997 ) is used to construct model atmospheres for the different stars. The local thermodynamic equilibrium (LTE) spectral line synthesis code MOOG 6 (Sneden 1973 ) is used, in its version from 2010, to derive the elemental abundances from the EW measurements and from the synthesis of the spectra. We assume the solar and meteoritic abundances from Anders & Grevesse (1989) , except for the iron content of log ε(Fe) = 7.52, taken from the solar abundance catalogue of Grevesse & Sauval (1998) . Investigating dwarfs and subgiants Casagrande et al. (2010) found a relation for the reciprocal effective temperature, θ eff ≡ 5040/T eff , based on the color of the star and its metallicity [Fe/H] . This equation has not been tested for variable stars yet. We want to test whether the relation is applicable and adopt their Equation 3
To calculate the effective temperature of each star at the phase of observation, we need the color information for this specific time. The lightcurve of the RR Lyrae star is recovered using the individual observations taken over several years by the OGLE III collaboration in the V and preferentially the I band. As a first approach, we fit the data points of the individual observations with a tenth order polynomial for the I band and a fifth order polynomial for the V band. The data in the I band are much better sampled because of the many repeat observations in this filter, while the fit of the V band is more susceptible to the influence of outliers. Especially the phase of rapid atmospheric change at Φ = 0.8 − 0.2 is not very well sampled and therefore the fitted lightcurve is not reliable in this range.
As a second approach to determine the lightcurve in the V band, we use the six template light curves Layden (1998) introduced, based on his study of 103 Galactic RR Lyrae type ab stars. By using a χ 2 test, we find the template light curve fitting our target stars best.
Subtracting the I band light curve (black line in Figure 3 ) from the V band light curve from the polynomial fit (red line in Figure 3 ), as well as from the template light curve of Layden (1998) (blue dotted line in Figure 3) , we obtain two sets of colors for the different phases of the RR Lyrae stars.
These colors are inserted into Equation 3 and the resulting temperature curve over the whole period of the star is shown with the green lines in Figure 4 . For Equation 4 we use the obtained colors plus a set of metallicities to calculate the effective temperature curve of the RR Lyrae star. We decided to use three metallicity values, [Fe/H] = −2.5, [Fe/H] = −2.0 and [Fe/H] = −1.5, to calculate effective temperatures. Figure 4 illustrates that the differences introduced by the metallicity are small and therefore the temperature curve of [Fe/H] = −2.0 is used for all stars as a temperature estimate.
For the relations of Clementini et al. (1995) and of Casagrande et al. (2010) , the solid line in Figure 4 represents the temperature obtained from the polynomial fit of the V band magnitudes. The temperatures calculated with the V band template light curves of Layden (1998) are shown with the dotted line in Figure 4 .
A color difference of ∆(V − I) = 0.01 mag corresponds to a temperature difference of 50 K (Clementini et al. 1995) in T ef f . Our V band magnitudes are not as well sampled as for the I band. With individual uncertainties of 0.05 mag for each V band magnitude, our fit of the V band light curve becomes less certain than the I band fit, where each data point has a similar uncertainty as in the V -band. We thus have to assume an uncertainty of at least 300 K of the temperatures.
These temperatures are used as a first guess for spec- troscopic temperature determinations with the spectral analysis program MOOG. To determine such a temperature estimate we force the abundance of the iron lines not to change with the excitation potential (EP) of the respective lines. Table 5 summarizes the temperatures found.
The comparison between photometric and spectroscopic temperature estimates reveals a good agreement for four of the stars, with differences smaller than 150 K between them (Table 5 ). For four other stars, we find deviations between 150 K and ∼ 500 K, which can still be accounted for by the uncertainties due to the not very well-sampled V band light curves. In general, we find that a less good sampling of the observations in the V band introduces higher differences in the temperature estimates, while the sampling in the I band is always very good. This is especially the case for the V band light curve for RR 122432, where the temperatures deviate by more than 500 K. Therefore the fit to the light curve is rather uncertain and the temperature estimate, which is much too high for an RR Lyrae star, is rejected. Thus, this star is excluded from the further comparison of photometric and spectroscopic temperatures. The mean, the median and the standard deviation for the differences between the photometric and the spectroscopic temperatures are shown in Table 6 . It turns out that the polynomial fit of the V band lightcurve is preferable to the use of the templates provided by Layden (1998) . The templates of Layden are calibrated on RR Lyrae stars with higher metallicities than the our targets. The parameters of the lightcurves change with metallicity and it is therefore not surprising that deviations from the templates are found. The relation adopted from Clementini et al. (1995) leads to slightly better temperature estimates than the relation by Casagrande et al. (2010) , assuming that the spectroscopic temperatures are correct. We conclude that both relations are well suited for an estimate of the temperature of an RR Lyrae star.
Other stellar parameters
The other stellar parameters, such as the surface gravity (log g), metallicity ([Fe/H]) and microturbulence (ν t ) are determined in an iterative procedure. For the metallicity, we assume the photometric estimate as a starting point for our stellar models. The surface gravity is set to log g = 2.6, a typical value for an RR Lyrae star at minimum light (e.g., Oke 1966 ). For the microturbulence we assume ν t = 3 km s −1 . Fe II is much more sensitive to the surface gravity than Fe I. By varying the abundance of Fe I and Fe II until the different ionization states lead to a similar abundance the value of log g is estimated. The microturbulence is matched such that no abundance differences with the reduced width log(EW/λ) of the Fe I lines are found. After each iteration a new Kurucz model is used with the updated version of the parameters and the next iteration is started, until the final set of parameters is found. Owing to the low S/N for two stars the difference between Fe I and Fe II can only be reduced by assuming unphysical stellar parameters. Therefore we allow for differences of 0.2 dex for the LMC targets and 0.3 dex for the SMC RR Lyrae stars. Furthermore we test our log g values using photometrically derived gravities and find good agreement between both methods. The final set of stellar parameters is shown in Table 7 .
5.3. Comparison of stellar parameters for the standard stars with literature values For HD 74000, we found data on the stellar parameters in Peterson (1978) , Beveridge & Sneden (1994), and Fulbright (2000) . Their estimates agree very well with ours. Only the log g value is higher by about 0.6 dex (see Table 8 ).
For X Ari, we estimate slightly higher temperature and lower log g values than found by Clementini et al. (1995) and Lambert et al. (1996) (see Table 8 ). However, this is an effect of having observed X Ari at a different phases. While we have observed X Ari at Φ = 0.5, Lambert et al. (1996) have taken their data at Φ = 0.38 and Clementini et al. (1995) at Φ = 0.75. The metallicity is in very good agreement with the literature, while the microturbulence is a bit lower than the literature values.
For G64-12, the agreement of our estimates with the values by Boesgaard & Novicki (2006) is very good for all the parameters.
Systematic parameter uncertainties
We test the sensitivity of the abundances to the stellar parameters by altering one single parameter of X Ari at a time and calculating the abundance difference (Table 9). For the temperature we assume an uncertainty of ∆T = 300 K, which corresponds to the uncertainty of our photometric temperature estimate. For the surface gravity we adopt an uncertainty of ∆log g = 0.5 dex, while for the microturbulence ∆ν t = 0.5 km/s −1 is assumed. These differences are adopted as uncertainties for all RR Lyrae stars in our sample.
For neutral species the abundance ratios show the largest dependence on the estimated T eff . These elements are rather insensitive to changes in the surface gravity or microturbulence. The surface gravity plays a much larger role for the ionized elements.
RESULTS: ABUNDANCE RATIOS
We use two independent approaches to determine the abundances of the nine target and three standard stars. First, we calculate the the abundances directly from the EWs using MOOG's abfind driver. For the second approach, we synthesize the spectral features of the stars. Both approaches are performed with the 2010 version of the spectral analysis program MOOG (Sneden 1973) .
We start with the abundance determination from the EW measurements. Model atmosphere parameters are obtained through an iterative process (see Section 5). These best model parameters are used to determine the abundances of up to 14 different elements (Na I, Mg I, Al I, Si I, Ca I, Sc II, Ti, Cr, Mn I, Fe, Co I, Ni I, Sr II, Ba II). For three of the elements (Ti, Cr, Fe) we are able to determine the abundances both for neutral and singly ionized line transitions.
The spectral features that are significantly larger than the background noise are identified. These lines are further investigated by spectral synthesis. All features close to the line of interest are fitted by the spectral synthesis model to determine abundance values for all features present and measureable. In this way we properly account for blended lines, to yield the correct abundance of the line of interest. The resulting mean abundances for [Fe/H] and [X/Fe] of the synthesis for the different elements are shown in Table 10 . Here, X stands for all investigated elements except Fe.
For each species X, we have computed the straight mean and standard deviation for the abundance ratios [X/Fe], as described in Section 2.4. These are listed in Table 10 , together with the number of lines, N, used to determine the abundances.
For those elements with a larger number of measurable lines (e.g., Fe and Ti), the random error, σ/ √ N , is small and the total error on [X/Fe] for those species is dominated by the systematic uncertainty. Elements that only have one line accessible for determining the abundance ratio were assigned a representative, minimum random error of 0.2 dex, a typical value based on the S/N characteristics and continuum setting for the respective lines in comparable abundance studies. The total error bar shown in the following Figures includes the systematic and statistical contributions summed in quadrature.
Due to the low S/N level of the target stars, we inspect the profiles of the features very carefully. The knowledge of the expected line profile of the feature leads to a more conservative abundance estimate when using the spectral synthesis as opposed to the EW method. While using the EW on low S/N data, it may sometimes be difficult to distinguish between real features and additional noise. If the abundances from the EW measurements agree within the uncertainties with the results obtained from the spectral synthesis we show them in Table 10 as well. The standard deviations σ of the EW abundances are computed in the same way as described for the spectral synthesis. For elements with only a few available lines, the spectral synthesis abundances are anyhow always taken as more reliable.
Our target stars have very similar stellar parameters as the RR Lyrae stars investigated in Hansen et al. (2011) . Therefore, we adopt the same NLTE corrections, which are larger than our uncertainties, as they did. For aluminum a correction of ∆ NLTE = +0.7 dex (Andrievsky et al. 2008 ) is used. The NLTE correction for strontium is adopted from Mashonkina & Gehren (2001) with a value of ∆ NLTE = +0.6 dex.
Iron
For the iron content of the stars, we adopt the data from the EWs as well as from the spectral synthesis. We are able to measure EWs of eight to 34 reliable iron lines per star. For the other elements we consider only the synthesis abundances since there are many fewer lines.
The extremely low photometric metallicity of some of the targets cannot be confirmed spectroscopically. For our target stars we find spectroscopic metallicities between −2.67 dex ≤ [Fe/H] ≤ −1.97 dex (see Table 10 ). The RR Lyrae star with [Fe/H] = −2.67 dex is the most metal-poor star found so far in the MCs (see Figure 12) .
Measuring the EW, we detect for all target stars several Fe I lines and at least two reliable Fe II lines. By construction the abundances of both ionisation states should be the same, but due to the low S/N of the data we allow for small differences to obtain reasonable stellar parameters (see Section 5.2). Therefore, a small difference of on average −0.07 ± 0.15 dex is found between the abundances of Fe I and Fe II from EW measurements for our target stars.
Some of the iron lines are weak and the synthesizing process did not provide a significant result within our uncertainty margins. However, for the lines that are synthesizable, very good agreement with the abundances from the EW measurements is obtained. We are therefore confident that the values obtained from the EW are reliable owing to the large number of lines used.
The low S/N is responsible that the synthesis of the iron lines in our SMC targets did not yield any results within our error margins of 0.3 dex. We therefore rely on the EW measurements for the iron content of these stars. The individual measurements of the lines have large uncertainties, but we were able to measure a large number of lines, which leads to a reliable determination of the abundance.
α-elements
We now consider the abundance ratios of the α-elements magnesium, calcium and titanium. We note that we cannot synthesize any silicon line to a satisfying accuracy, because they are in the blue part of the spectrum where the low S/N makes abundance determinations particularly difficult. Synthesis abundances for α-elements are derived for five LMC and one SMC RR Lyrae star (Table 10) A simple mean of all measurements of the α abundances of the LMC RR Lyrae stars, excluding RR 177, leads to an α-enhancement of [α/Fe] = 0.36 ± 0.25 dex for the LMC stars. Due to the small number of measurements and the low S/N level of the SMC spectra a meaningful mean value for the SMC RR Lyrae stars cannot be computed. The tendency of lower α-enhancement seen from the three measurements is not significant within the uncertainties.
The LMC abundances are in very good agreement with the literature values for the MW RR Lyrae stars Hansen et al. 2011) The mean Mg-overabundance for the most metal-poor cluster is 0.2 dex. For the other α-elements, no or only slight enrichment was found for the metal-poor cluster stars.
For the metal-poor stars located in the MW halo and in the Galactic dSph galaxies a general trend of α-enhancement has been found due to preferential early enrichment by supernovae of type II. The spread of abundances between single stars is quite large, which may be due to localized, inhomogeneous enrichment. However, the differences in abundance are in general much larger than for stars with metallicity [Fe/H] ≥ −1 dex, which are mainly located in the MW disk. Our investigated stars of the MCs fit quite well into the picture of α-enhancement, even though the actual abundances determined by us for the individual stars differ by several tenths of dex. As for the other galaxies that may indicate localized inhomogeneous enrichment (see, e.g., Marcolini et al. 2008 ) Therefore no claim of RR Lyrae stars in the MCs being different from the stars in the MW halo and in the dSphs can be made and we suggest that the MCs underwent a similar early chemical evolution.
For metal-poor stars it has been known for a long time (e.g., Wallerstein et al. 1963 ) that they are enhanced in α-elements, typically by [α/Fe] ∼ 0.4 dex. In Figure 5 , we compare the abundances of our target stars with literature values for different samples. The black dots represent stars in the MW thin and thick disk as well as from the halo Cayrel et al. 2004; Lai et al. 2008; Venn et al. 2004, and references therein) . The black open circles show the abundance of red giants from different MW dSph companions, namely (2011) two very metal-poor Galactic RR Lyrae stars were investigated. The α-enhancement for these two stars, illustrated by green diamonds, is similar to the results found by For et al. (2011) . The very metal-poor field population of the MCs has not yet been investigated. Instead we include abundances of red giants from the LMC field, which sample primarily the intermediate-age population, (Pompéia et al. 2008 , blue crosses) and LMC GCs (Johnson et al. 2006; Mucciarelli et al. 2009 Mucciarelli et al. , 2010 , red crosses) in our comparison.
Light odd-Z elements
The light odd-Z elements are investigated via the resonance D-line doublet of sodium at 5889.9Å and 5895.9Å, as well as through the aluminum lines at 3944Å and 3961Å. For the sodium lines, the spectrum is carefully inspected for interstellar contamination. Fortunately, the radial velocity is high enough to avoid major contamination by interstellar lines. Regrettably we can obtain synthesized abundances for these two elements with acceptable uncertainties for two stars only (Table 10 ).
In Figure 6 the same literature sources are used as in Figure 5 and described in Section 6.2. In the low metallicity regime of our target stars the sodium abundances of the MW and the dSph stars are very similar. The two LMC RR Lyrae stars are slightly enhanced in their sodium abundance and are in good agreement with those stars of the MW and the dSphs. The stars in the old metal-poor GCs of the LMC have very similar sodium abundances as our RR Lyrae targets. Johnson et al. (2006) found solar mean ratios for their LMC clusters, while Mucciarelli et al. (2010) obtained sodium enhancement for most of the stars in the GCs.
A bimodal distribution of the aluminum abundances is observed investigating BHB, RHB and RR Lyrae stars in the MW. While the more metal-rich RR Lyrae and the BHB stars are enhanced in aluminum, the metal-poor RR Lyrae and the RHB stars show an underabundance in [Al/Fe] . There is no explanation for this phenomenon yet. However, we find that our two target stars have aluminum abundances similar to the Galactic RR Lyrae and the BHB stars, even though the LMC RR Lyrae stars of this study are more metal-poor than the other aluminum enhanced stars. We test if NLTE effects might be responsible, but applying the NLTE corrections of Andrievsky et al. (2008) increases the overabundance even more. It might be possible that (some of) the investigated RR Lyrae stars are underabundant in aluminum and therefore we were not able to detect the lines. Some of the LMC GC stars of Mucciarelli et al. (2010) have estimates for aluminum. These stars, with metallicities of the BHB stars, show abundance patterns similar to the Galactic RR Lyrae stars of For et al. (2011) and to the Galactic BHB stars. However, we cannot conclude Figure 5 . We see that the LMC RR Lyrae stars follow the trend of sodium enhancement with lower iron abundance. For the aluminum abundance a bimodal distribution is found. The RR Lyrae stars with measureable aluminum abundance belong to the group of aluminum enhanced stars, even though they are more metal-poor than the other stars of this group.
that all RR Lyrae stars in the MCs are overabundant in [Al/Fe] and more stars need to be investigated.
6.4. Iron-peak elements For the iron-peak elements we are only able to synthesize a few chromium lines for three LMC RR Lyrae stars to within acceptable error margins. In general these abundances are higher than in the comparison MW RR Lyrae stars. However, the low S/N of our spectra does not allow us to identify the lines properly and we recommend to take these values as upper limits.
6.5. Neutron-capture elements Neutron-capture elements are represented by synthesized abundance measurements of strontium for four of our LMC RR Lyrae stars and synthesized abundances of barium for two of our LMC RR Lyrae stars. In Figure 8 the abundances are compared with the literature datasets mentioned in Section 6.2.
For strontium a slight overabundance is found in most of the literature RR Lyrae and HB stars. However, there is no well defined trend and some stars are significantly underabundant. We find three RR Lyrae stars that are enhanced in strontium, while the abundance of one star deviates significantly from the other three. This is RR 177, the same star that showed a low abundance pattern in the α-elements. All stars are, however, in Figure 7 . Chromium to iron ratio versus [Fe/H] . Only for three of our LMC RR Lyrae stars upper limits (indicated by the arrows) of chromium can be synthesized in our spectral synthesis analysis, but no other iron-peak elements. The abundances are in general a bit higher than the comparison values from MW RR Lyrae and HB stars. The color coding is the same as in Figure 5 . There is good agreement with the literature data (see Figure 5) . The strontium abundances of the LMC RR Lyrae stars fit well within the trend set by the MW RR Lyrae and HB stars (upper panel). For dSph and MW stars a significantly different trend of the barium to iron ratio is only observable at metallicities higher than those of our RR Lyrae sample (lower panel). Therefore we cannot distinguish whether the RR Lyrae stars follow the trend of the dSph or the MW stars.
good agreement with the literature values, see Figure 8 . Mashonkina & Gehren (2001) found that a NLTE correction of ∆ NLTE = +0.6 should be applied. Adding this value to our LTE measurements, the abundances of our RR Lyrae stars would still be in agreement with the abundances found for other Galactic RR Lyrae and RHB stars.
The barium content of our RR Lyrae stars is slightly overabundant suggestive of s-process contributions from AGB stars. Comparing it to the MW RR Lyrae stars by For et al. (2011) and the RGs of the GCs (Johnson et al. 2006; Mucciarelli et al. 2010) , we find that our abundances are a bit enhanced. However, within the uncertainties good agreement is found with these stars as well as with the RHB stars and the RGs of the dSphs (see Figure 8) . Andrievsky et al. (2009) computed ∆ NLTE corrections for the three lines at 4554Å, 5853Å and 6496Å. Therefore two of the four lines used in this work have been investigated. For stars with temperatures above 6000 K, as our RR Lyrae stars, a trend of higher barium abundances including NLTE corrections is found. This would enhance the abundance differences between the RGB stars of the GCs and the RR Lyrae stars. The hyperfine splitting (HFS, e.g., McWilliam et al. 1995; Short & Hauschildt 2006) leads to overestimation of the barium content. Ignoring this effect could be an explanation for the slight overabundance of the RR Lyrae stars.
6.6. The α-poor star RR 177 For our most metal-poor star RR 177, we find unusual abundances of the other elements. With [Fe/H] = −2.7, this is the most metal-poor star currently known in the LMC. Therefore, we would expect the star to be similarly α-enhanced as most of the metal-poor stars. Instead, we find [Mg/Fe] = −0.5, with a signal well above the noise level. For [Ca/Fe] we do not find a conclusive value, but the spectral synthesis shows that the abundance has to be lower than [Ca/Fe] < 0. For the α-element titanium we find [Ti/Fe] = 0.0, a bit higher than the abundances for the other α-elements. However, as pointed out in Thielemann et al. (1996) the production of titanium can also happen through complete silicon burning with an α-rich freeze-out. The complete sequences inside a star that lead to the synthesis of titanium are not yet fully understood (e.g., Woosley & Weaver 1995) .
The low abundance of the α-elements might be indicative for a single enrichment event without sufficient mixing of the supernova debris. According to Argast et al. (2000 Argast et al. ( , 2002 , the mixing of the ejecta into a gas cloud of 10 4 M may lead to an α-underabundance for individual stars. Following these models, the chromium abundance would appear rather normal, as observed for RR 177 (compare Figure 2 of Argast et al. 2000) . Conversely, a lower [α/Fe] ratio may be caused by supernovae type Ia 'pockets' as described in the models of Marcolini et al. (2008) .
To date, Galactic field and dSph stars with such an amount of selective depletion in the α-(and possibly in some neutron-capture) elements have only been found at metallicities −2 dex (e.g., Carney et al. 1997; Ivans et al. 2003; Koch et al. 2008a ). Comparing the photometric metallicity of the RR Lyrae stars obtained from the Fourier parameters of the lightcurves (Haschke et al. 2012 ) with the iron abundances of our spectra, we find trends as shown in Figure 9 . For the most metal-rich stars of our sample, i.e., the three stars with [Fe/H] phot/J95 ≥ −2.20 dex, we find lower spectroscopic metallicities. These differences range from −0.04 dex to −0.57 dex. This discrepancy of too high photometric metallicity estimates for the metal-poor stars is a well known problem with the V and I band calibration and was found to amount to 0.2 dex to 0.3 dex (e.g., Dékány & Kovács 2009; Arellano Ferro et al. 2011) for Galactic RR Lyrae stars. The offset is attributed to the low number of metal-poor calibration stars for the Fourier decomposition method. Papadakis et al. (2000) found that the metallicity scale of Zinn & West (1984) is about 0.3 dex lower than that of Jurcsik (1995) . If we transform the photometric metallicities to the scale of Zinn & West (1984) and compare them to our spectroscopic metallicities we find very good agreement between both values with a mean difference of 0.02 ± 0.14 dex.
However, for the RR Lyrae stars that may be even more metal-poor, we find a completely different picture. The stars with a photometric metallicity estimate of [Fe/H] phot/J95 ≤ −2.80 dex turn out to be more metalrich by 0.31 dex to 1.05 dex when analyzed spectroscopically. On the scale of Zinn & West (1984) the differences between the photometric and spectroscopic metallicities are even larger by 0.3 dex. Comparing the spectroscopic metallicities of these two groups, we find that they are indistinguishable. On average both groups have a mean value of [Fe/H] spec = −2.4 dex.
The photometric metallicity estimate depends on the shape of the lightcurve, which may be influenced by the Blazhko effect (Blažko 1907 ). This additional modulation of the lightcurve, which changes the times (t max ) and the magnitude (V max ) of maximum brightness, happens on the order of 10 − 100 days and is believed to be present in up to 50% of all RR Lyrae stars (e.g., Jurcsik et al. 2009 ). In order to find the additional modulation of the lightcurve we analyze the OGLE III lightcurves of our target stars using the phase dispersion minimization (PDM) technique in the PDM2 7 code (Stellingwerf 1978) . The determined periods agree perfectly with the periods published by the OGLE team. The Blazhko amplitudes are much weaker than the fundamental pulsation and were therefore not detected by the PDM technique. Therefore we took all observations of OGLE, that were obtained within a phase interval of 0.2 around the maximum magnitude of an RR Lyrae target and plot them against their observation date (see Figure 10 ). For three RR Lyrae stars the observed magnitudes vary by less than 0.1 mag within the time of observation (upper panel of Figure 10 ). If a periodic modulation is found, as shown in the lower panel of Figure 10 , we assume the star to experience a Blazhko effect. This is the case for six of our nine target stars (Table 1) .
Comparing the photometric and spectroscopic metallicity estimates of the RR Lyrae stars indicative of experiencing a Blazhko effect, a tight relation is found. The stars with extremely low photometric metallicities and therefore large discrepancies between their photometric and spectroscopic estimates all experience additional modulations of their lightcurves (open circles and crosses in Figure 9 ). The stars with good agreement between their photometric and spectroscopic metallicities do not show evidence for the Blazhko effect (filled circles and pluses in Figure 9 ). We conclude the lightcurves of the stars with very low photometric metallicities are influenced by the Blazhko effect. This additional modulation appears to alter the Fourier parameters such that an extremely metal-poor star is mimicked. This affects the five most metal-poor candidates of our target stars (in terms of photometric metallicities) in our sample. We suspect that in addition other effects may play a role, such as the limited metallicity range of the calibrating stars as already suggested by other authors. Nonetheless, the Blazhko effect would seem to be a major culprit for the discrepancy between the photometric and the spectroscopic metallicities.
Comparing the deviations of the temperature estimates, we do not find a trend that stars with an indication of a Blazhko effect have larger differences in their temperatures. We conclude that the temperature estimation is in our case more sensitive to the sampling of the lightcurve than to the Blazhko effect.
CONCLUSIONS
We present the first detailed spectroscopic analysis of Magellanic Cloud RR Lyrae stars, six of which are located in the LMC and three stars in the SMC. With metallicities as low as [Fe/H] = −2.7 dex, we find the most metal-poor stars yet known in the MCs. A mean 7 www.stellingwerf.com The candidates for the most metal-poor RR Lyrae stars were identified via photometric metallicity estimates (Haschke et al. 2012 ). These candidates generally turn out to be more metal-rich when using spectroscopic measures. Overall, the metallicities of our RR Lyrae stars are significantly higher than those of the extremely metal-poor RGB stars found in several dSphs (e.g., Frebel et al. 2010a; Norris et al. 2010c) or the most metal-poor stars of the Galactic halo (e.g., Frebel et al. 2005; Caffau et al. 2011) . The reason for this lack of extremely metal-poor RR Lyrae stars are the evolutionary tracks of stars beyond the main sequence. As pointed out by Yoon & Lee (2002) extremely metal-poor stars do not enter the instability strip and therefore one would not expect to find RR Lyrae stars with [Fe/H] ≤ −3 dex.
For the α-enhancement an overabundance between 0.1 < [α/Fe] < 0.5 dex is found for Galactic RR Lyrae stars Hansen et al. 2011) as well as for red giants in the GCs of the MCs (Johnson et al. 2006; Mucciarelli et al. 2009 Mucciarelli et al. , 2010 , in dSphs (e.g., Koch et al. 2008a , and references mentioned above) and in the MW halo (e.g., Venn et al. 2004 , and references therein). Our spectral synthesis of the α-elements in our metalpoor field RR Lyrae stars in the MCs reveals a mean α-enhancement of 0.36 ± 0.25 dex in very good agreement with these other sources.
For the odd-Z elements we find a small overabundance in sodium and a significant overabundance in aluminum in good agreement with the red giants of the MC GCs and the Galactic RR Lyrae stars. The upper limits for our measured iron-peak elements are consistent with the abundances determined for different types of Galactic stars of similar metallicity (e.g., Preston et al. 2006; For & Sneden 2010 ). For the neutron capture elements we also find good agreement between our abundances and the values obtained for the different dSphs, the LMC GCs and the halo stars of the MW.
As members of the old population of the MC our metalpoor RR Lyrae stars can be expected to have been primarily enriched by supernovae of type II, with little contribution from supernovae of type Ia. The abundance signatures largely confirm this assumption. Our results are, therefore, consistent with the model of an invariant, massive star, initial mass function (IMF) for all environments at early times (e.g., Wyse et al. 2002; Frebel et al. 2010a) .
The spread of abundances observed in our target stars and the α-element deficient star RR 177 are indicative of local star formation in bursts in an inhomogeneously enriched environment or even enrichment by single supernova Ia events. Therefore we expect that star formation happened locally in a stochastical way and that the early MCs were not chemically well mixed. This is also consistent with the range of metallicities found in SMC star clusters at any given age (e.g., Glatt et al. 2008b ) as well as with findings for (old) field populations in dSphs (e.g., Koch et al. 2008b) .
In general we find that the abundances of the old and metal-poor MCs RR Lyrae stars are consistent with the abundances measured in the MW halo. Recent numerical simulations (Font et al. 2006; Robertson et al. 2005) indicate that the halo was primarily built up from early mergers of the MW with MC-sized objects. From our results we can confirm that the abundance patterns of all investigated elements of the metal-poor, old MC stars and the MW halo are compatible. Therefore it is conceivable that early mergers of "proto-MCs" with the MW contributed to the build-up of its stellar halo. The standard stars HD74000, G64-12 and X Ari and our three SMC targets are shown.
