Distance based clustering algorithms can group genes that show similar expression values under multiple experimental conditions. They are unable to identify a group of genes that have similar pattern of variation in their expression values. Previously we developed an algorithm called divisive correlation clustering algorithm (DCCA) to tackle this situation, which is based on the concept of correlation clustering. But this algorithm may also fail for certain cases. In order to overcome these situations, we propose a new clustering algorithm, called average correlation clustering algorithm (ACCA), which is able to produce better clustering solution than that produced by some others. ACCA is able to find groups of genes having more common transcription factors and similar pattern of variation in their expression values. Moreover, ACCA is more efficient than DCCA with respect to the time of execution. Like DCCA, we use the concept of correlation clustering concept introduced by Bansal et al. ACCA uses the correlation matrix in such a way that all genes in a cluster have the highest average correlation values with the genes in that cluster. We have applied ACCA and some well-known conventional methods including DCCA to two artificial and nine gene expression datasets, and compared the performance of the algorithms. The clustering results of ACCA are found to be more significantly relevant to the biological annotations than those of the other methods. Analysis of the results show the superiority of ACCA over some others in determining a group of genes having more common transcription factors and with similar pattern of variation in their expression profiles.
Introduction
Clustering is a process of organizing objects into groups where members in a group are similar and those in different groups are dissimilar. Possible similarity measures include correlation, Euclidean distance, Mahalanobis distance and the angle between vectors of observations. Most of the conventional clustering techniques use Euclidean and Mahalanobis distances for determining similarity/ dissimilarity between a pair of objects and decide whether they belong to the same or different clusters. Some of the problems with these methods are as follows: (i) They find clusters of co-expressed genes, but unable to determine a group of genes having similar pattern of variations in the expression values. According to Heyer et al. [27] , measuring co-expression can be done directly without any assumptions concerning gene function or regulation. Most measures scored curves with similar expression patterns well, but often gave high scores to dissimilar curves. The correlation coefficient performed better than the other measures. (ii) For large datasets, these algorithms may result in large miss clustering. Moreover, clustering algorithms like AGNES [25, 50] or DIANA [25, 13] may result in one single large cluster and several singletons.
Several clustering algorithms have been developed. They include development of a new framework for representing a set of multidimensional gene expression data as a minimum spanning tree (MST) [47] ; a clustering method for microarray gene expression data for detecting clusters of different shapes in a dataset [32, 24] ; a new clustering algorithm, called CLICK, based on graph-theoretic and statistical techniques to identify tight groups (kernels) of highly similar genes that are likely to belong to the same true cluster [42] . Several heuristic procedures, viz., kernel hierarchical clustering algorithm [39] ; algorithm for clustering of gene expression data based on the notion of simulated annealing [36] ; a method for selecting parameters for Fuzzy c-means algorithm in relation to gene expression data clustering [16] , have been developed.
There also exist several biclustering algorithms [26, 11, 20, 33, 48, 49, 46, 28] . Biclustering is a technique that performs simultaneous grouping on genes and conditions (measurements) of a dataset to determine subgroups of genes that exhibit similar behavior over a subset of experimental conditions (measurements). The technique was originally introduced by Hartigan [26] and first applied on gene expression data by Cheng and Church [11] .
Bansal et al. [4] have introduced the concept of correlation clustering that is based on the notion of graph partitioning. The methodology involves construction of a graph from input data by considering genes as nodes and correlation between the genes as edges. There are two types of edges, viz., positive and negative. If the correlation coefficient between two genes is positive, there is a positive edge between the nodes. On the other hand, a negative edge between these two nodes indicates that the corresponding genes are negatively correlated. Number of agreements is simply the number of data points (genes) that are put in correct clusters, and is measured by the number of positive edges in the same clusters plus that of negative edges between genes in different clusters. The positive edges between genes indicate that they are in the same cluster. On the other hand, the number of disagreements is the number of genes wrongly clustered, and is measured by the number of negative edges in the same clusters plus number of positive edges between nodes in different clusters.
In the area of correlation clustering, several attempts [1, 9, 10, 15, 14] have already been made, which deal with variations of this method. If there exists a perfect clustering, i.e., if one gets all the genes correctly clustered, then the optimal clustering solution can be obtained by simply deleting all negative edges and output the connected components of the remaining graph [12] . It has been proved that if no perfect clustering exists, no algorithm, based on correlation coefficient can find an optimal clustering results in polynomial time [4] . There are two equivalent approaches [4] for correlation clustering. One approach is based on minimization of disagreement while the other is on maximization of agreement.
Bansal et al. have proved that the problem of minimizing disagreement or equivalently maximizing agreement is NP-complete [4] . They have provided a constant factor approximation algorithm to the problem of minimizing disagreements, and a polynomialtime approximation scheme (PTAS) for maximizing agreements [4] . Both these algorithms are based on graph partitioning. Main problems of these two algorithms are that they can only work on a given unweighted complete graph with positive/negative labels on the edges and they have considered only sign of the correlation coefficient but not the magnitude. Genes with large and positive correlation values among them are likely to be associated with the same biological functions. As both the pairs (i.e., genes with large and positive correlation values, and genes with small and positive correlation values) are represented by unweighted positive edges and treated as the same by algorithms, this may deteriorate the quality of clusters in terms of biological relevance. Another major problem with them is that they are able to obtain clustering solution if and only if there exists at least one negative edge. If the input dataset contains a set of data points such that all the pairs of points are only positively correlated, i.e., have only positive edges between them, all the previous correlation clustering algorithms [4, 1, 9, 10, 15, 14] including divisive correlation clustering algorithm (DCCA) [8] , a recently developed correlation clustering algorithm by the authors, fail to obtain clustering.
In order to tackle these problems with the aforesaid correlation clustering algorithms, we have considered both sign and magnitude of the correlation coefficient. Based on this notion, we have developed, in this paper, a new clustering algorithm, called average correlation clustering algorithm (ACCA). This is a partitional clustering method. ACCA uses Pearson correlation coefficient [23] as the similarity measure. The algorithm is based on concepts of correlation clustering but it differs from that in [4] .
Among different definitions of inter-cluster distances, more common are single, complete and average linkage. Complete and single-linkage are extreme procedures with completely different properties. Complete-linkage uses the similarity between the furthest pair of objects from two clusters. In contrast to these requirements, single-linkage only uses the nearest pair of objects from each cluster. Both methods have an extreme conception of homogeneity of a cluster. Single-linkage leads to grouping and may result in a few large and heterogeneous clusters [18] . Complete-linkage results in dilatation and may produce many clusters, being more suitable for isolating poorly separated clusters [22] . Average-linkage tries to avoid these effects by computing the average. There exist investigations to show average linkage is better than single, complete and centroid linkages in discovering clusters with less number of miss clustering [41, 2, 34, 45] , although Jain et al. have argued in [31] to show complete linkage is the best in not discovering false clusters. Following [41, 2, 34, 45] , we have considered average similarity in ACCA, as in the case of average linkage in hierarchical clustering; in determining the initial members of clusters during the cluster update process.
ACCA is able to detect clusters of genes having more common transcription factors and with similar variation in their expression values. Regarding time complexity, ACCA is more efficient than DCCA. Note that unlike other correlation clustering algorithms including DCCA, ACCA is able to handle the situation where there is no negative edge. ACCA initially creates K random clusters. With an initial set of clusters, ACCA iterates until it is able to create a set of clusters where each gene belonging to each clusters has the highest similarity in terms of expression pattern with other genes inside the cluster. Algorithm terminates with such K clusters.
The superior capability of clustering by ACCA, in terms of biological significance, over a number of algorithms, viz., Bansal's minimizing disagreement (MIND) in [4] , K-means [30, 25, 44] with euclidian distance measure (K-means (Euclidian)), K-means [30, 25, 35] with Pearson's correlation coefficient as distance measure (K-means (Pearson)), PAM [25] , DIANA [25, 13] , Fuzzy c-means (FCM) [17, 6, 7] , GK [24] , EM clustering [19] , SOM [40] , GA clustering [37] , CLICK [42] , d-biclusters [11] , and DCCA [8] is demonstrated through experiments with two artificial datasets and nine gene expression datasets. Some characteristics of ACCA are also discussed.
Average correlation clustering algorithm (ACCA)
In this section, we describe the proposed average correlation clustering algorithm (ACCA). Let us consider a set of n genes X ¼ fx 1 ; x 2 ; . . . ; x n g, for each of which m expression values are given. These n genes will have to be grouped into K disjoint clusters C 1 ; C 2 ; . . . ; C p ; . . . ; C K . ACCA uses Pearson's correlation coefficient [23] for measuring similarity/dissimilarity between expression patterns of two genes x i and x j , which is defined as
where x il and x jl are lth sample values of the ith and jth genes, respectively. x i and x j are mean values obtained from m samples of the ith jth genes, respectively. Pearson correlation coefficient uses m sample values of a pair of genes x i and x j , and returns a value lying between +1 and À1. Corrðx i ; x j Þ > 0 ð< 0Þ represents that x i and x j are positively (negatively) correlated with the degree of correlation as its magnitude.
Positive (negative) value of Pearson's correlation coefficient indicates that the two genes have similar (opposite) pattern of variation in their expression values.
Before describing the algorithm in details, we define the Average correlation value that is used in this regard.
Average correlation value: Average correlation value for a gene x i with respect to cluster C p is defined as
where n p is the number of data points in C p À fx i g. Thus AVGC pi indicates that the average correlation value for a gene x i with other genes inside the cluster C p . This value reflects the degree of inclusion of x i to cluster C p . ACCA initially creates K clusters by random assignment of genes into these clusters. Then for a cluster C p , we select a gene x i for which AVGC pi is maximum over all these values corresponding to the other genes in C p . This is done for all the randomly created clusters. Each selected gene is copied from its cluster and placed in a new cluster to create K new clusters each containing single gene. For each of the remaining genes x k that are yet to be included in new clusters, we calculate AVGC pk , p ¼ 1; 2; . . . ; K. We place the gene x k to the new cluster for which average correlation value is maximum. Thus one iteration is completed, and we get a modified and better set of K clusters. This step of creating new set of clusters from the old set iterates until for two successive iteration no changes among clusters are found, i.e., stable clustering solution is reached. In this situation, the genes in a cluster C p have the highest AVGC p -values compared to that of the other clusters. Thus the algorithm terminates with K clusters. The terms used in the algorithm are explained in Table 1 .
. . . ; x n g of n genes, for each of which m expression values are given. (ii) Number of clusters K to be created.
Output:
1. Assign randomly n genes to K clusters.
For each iteration, do:
i. For each cluster C p , 1 6 p 6 K, calculate average correlation value AVGC pk (Eq. (2)) for each
AVGC pi > AVGC pj , for all x j in C p and j-i. iii. Place a copy of the selected gene x i from pth cluster to a new pth cluster
For each cluster CNEW p , 1 6 p 6 K, calculate average correlation value AVGC pk (Eq. (2)). b. If AVGC pk > AVGC qk , for each q, 1 6 q 6 K, and q-p then place a copy of x k to a new pth cluster CNEW p .
v. If S K p¼1 ðCNEW p À C p Þ ¼ / then no change occurs in the clusters obtained in the previous iteration of Step 2, i.e., if
for each p and go to Step 2.
Results
The effectiveness of ACCA is demonstrated on two synthetic and nine gene expression datasets. These gene expression datasets deal with five yeasts (http://yfgdb.princeton.edu/download/) and four mammals (http://www.ncbi.nlm.nih.gov/sites/entrez). The superior performance of ACCA over other clustering algorithms, viz., Bansal's minimizing disagreement (MIND) [4] , K-means (Euclidian) [30, 25, 44] , K-means (Pearson) [30, 25, 35] , PAM [25] , DIANA [25, 13] , Fuzzy c-means (FCM) [17, 6, 7] , GK [24] , EM clustering [19] , SOM [40] , GA clustering [37] , CLICK [42] , d-biclusters [11] , and DCCA [8] is also observed using several indices. To compare performance of d-biclusters [11] with other clustering algorithms we select 10 biclusters for each dataset generated by d-biclusters. Bicluster generated by d-biclusters [11] that contains all the genes in a dataset is not considered for selection. For comparison, we have considered K 2 ½2; 10, K being an integer, for all the algorithms and selected the K-value for which results with the highest biological significance are obtained. We have considered the highest z-score as an indication of high biological significance for each algorithm. The values of the parameters for all these algorithms, which we have chosen, are given in Table 5 in Supplementary material. Expression profile plots have been utilized for visualizing quality of the clusters. All these indices and datasets are described briefly in Supplementary material. Moreover, a discussion on various characteristics of the algorithm is provided.
Performance comparison using synthetic data
Before going into the detailed discussion of the results on real life gene expression data, here we demonstrate superior performance of ACCA over some existing algorithms using an artificial dataset ADS 1 (Fig. 1) . ADS 1 contains 115 three-dimensional samples distributed in three clusters. The dataset has been generated in such a way that the samples in three clusters are sparse in one of x, y, z dimensions, respectively. They form compact clusters in the other two directions. The samples have been generated by random members and by visual inspection. The range of the random numbers corresponding one of x, y, z directions for samples in a cluster is high, while the ranges corresponding to other two being low. Fig. 2 shows the results obtained by ACCA, DCCA, PAM, Kmeans (Pearson), EM clustering, GA clustering, CLICK, SOM, and GK. It is clear from Fig. 2 that ACCA, DCCA, PAM, K-means (Pearson), EM clustering, GA clustering, CLICK, SOM, and GK were able to obtain these three clusters successfully. On the other hand, MIND ( Fig. 8 in Supplementary material), K-means (Euclidian) (Fig. 9 in Supplementary material), Fuzzy c-means (Fig. 10 in Supplementary material) and DIANA ( Fig. 11 in Supplementary material) were unable to obtain desired clusters for the ADS 1 dataset.
Using the artificial dataset ADS 2 ( Fig. 3) , we demonstrate the superior performance of ACCA over DCCA, a recently developed algorithm by Bhattacharya and De [8] . ADS 2 contains 241 threedimensional samples (genes) distributed in two clusters. The dataset has been generated in such a way that there exists no negative correlation between any two genes. The dataset is used to show the superior performance of ACCA over DCCA. Here, the samples have the values of x, y and z that form relationships x 6 y ( z and x 6 y 6 z for clusters 1 and 2, respectively. DCCA was unable to obtain two clusters for ADS 2 dataset as there is no negative correlation present between any pair of genes. Fig. 4 shows that ACCA was able to produce proper clustering solution for the dataset ADS 2 . 
Performance comparison using real life data
Here we demonstrate the performance comparison of various clustering algorithms. All the clustering algorithms compared in this subsection use either Euclidean distance or Pearson's correlation coefficient as the proximity measure. When Euclidean distance is selected as proximity measure, the standardization process
is applied, where x il is the lth sample of gene x i , while x i and r x i are the mean and standard deviation of x i , respectively. On the other hand, this standardization process has not been applied while using Pearson correlation coefficient as the similarity measure. Under this situation, it can be proved that Euclidian distance bears a monotonic relation with Pearson's correlation coefficient. Thus, we can expect the effectiveness of a clustering algorithm to be equivalent whether Euclidean distance or Pearson's correlation coefficient is chosen as the proximity measure.
Performance comparison using z-score
For performance comparison using biological information, we have used z-score. A higher value of z indicates that genes would be better clustered by functions, indicating a more biologically relevant clustering result. For comparing the results using z-score, Tables 2 and 3 show the highest z-scores corresponding to these algorithms for all the datasets considered here.
It may be mentioned here that z-score [38, 21] is calculated by investigating the relation between a clustering result and the functional annotation of the genes in the cluster. To calculate z-score for five yeast datasets, Gibbons ClusterJudge [38, 21] tool has been used. Saccharomyces Genome Database (SGD) annotation of the yeast genes, along with the gene ontology developed by the Gene Ontology Consortium [3, 29] has been used by ClusterJudge for the calculation of z-score. ClusterJudge only supports yeast datasets. For GDS958, GDS1423 and GDS2745, corresponding annotation datasets GPL339, GPL96 and GPL97 (http://www.ncbi.nlm.nih.gov/ sites/entrez) have been used. We have considered GDS958 knocked out samples and wild-type samples separately for clustering.
It has been found from Tables 2 and 3 that the best z-scores are 22.9 for ACCA (for K = 5), 20.44 for K-means (Euclidian) (for K = 4), 21.04 for PAM (for K = 4), 2.95 for DIANA (for K = 8), 19.6 for FCM (for K = 4), 21.78 for GK (for K = 9), 20.8 for K-means (Pearson) (for K = 5), 19.08 for EM clustering (for K = 4), 13.26 for SOM (for K = 9), 21.75 for GA clustering (for K = 4), 9.12 for CLICK (for K = 9), and À0.65 for d-biclusters (for K = 10) calculated on Yeast ATP dataset. MIND produces three clusters for Yeast ATP dataset and the corresponding z-score is 4.56. Similar findings were obtained for the other datasets too. Tables 2 and 3 show that z-scores corresponding to ACCA for K 2 [2, 10] (K being an integer) for these nine gene expression datasets are much higher than those of the other algorithms. Regarding the comparison between ACCA and DCCA, z-scores for the former algorithm are higher than that of the latter (Table 4) . Thus the results obtained by ACCA are much more biologically relevant to that generated by the others.
Functional enrichment: analysis and comparison using P-values
For gene expression data analysis, P-value represents the probability of observing at least a given number of genes, in a cluster, from a specific GO functional category. A specific GO functional category is said to be ''enriched" if the corresponding P-value is less than a predefined threshold value. A low P-value indicates that the genes belonging to the enriched functional categories are biologically significant in the corresponding clusters. In this paper, only functional categories with P-value <5.0 Â 10 À7 are reported in order to restrict the size of the paper.
The enriched functional categories for each cluster obtained by the ACCA (only for K 2 f2; 3; . . . ; 10g, which produces the best solution in terms of z-score) on nine datasets are listed in Tables  6-29 in Supplementary material. The functional enrichment of each GO category in each of the clusters was calculated by its P-value. To compute the P-value, we employed the software Funcassociate (http://llama.med.harvard.edu/cgi/func/funcassociate) [5] . Tables 2-4 show the total number of functionally enriched attributes found in all the clusters in a clustering result. Higher the number of functionally enriched attributes better is the result. Similarly, enriched clusters column in Tables 2-4 show how many clusters of a clustering result have at least one functionally enriched attribute. Higher the number better is the result. Enrichment of GO categories in clusters obtained by ACCA for the Yeast ATP dataset is listed in Table 6 Tables 7-12 in Supplementary material, respectively. For GDS958 wild-type dataset, the corresponding information is listed in Table 13 in Supplementary material and that of Knockedout dataset in Table 14 in Supplementary material. Similarly, for GDS1423 and GDS2745, the corresponding tables are Tables 15-29 in Supplementary material. Analysis: Of the five clusters obtained for the Yeast ATP dataset (Table 6) , the cluster C 2 contains several enriched categories on 'cytosolic ribosome'. The highly enriched category in cluster C 2 is the 'cytosolic ribosome (sensu Eukaryota)/80S ribosome' with Pvalue of 5.7 Â 10
À12
. In the case of the Yeast PHO dataset (Tables  7 and 8) , the cluster C 8 contains several enriched categories on 'biogenesis'. The highly enriched categories in cluster C 8 are the 'ribosome biogenesis' with P-value of 9.4 Â 10 À56 , the 'cytoplasm organization and biogenesis' and the 'ribosome biogenesis and assembly' with P-value of 6.00 Â 10 À55 each. The cluster C 9 contains several enriched categories on 'ribosome'; more specifically, 'structural constituent of ribosome/ribosomal protein' with P-value of 5.6 Â 10 À39 as the highly enriched category. The GO category 'cytosolic ribosome (sensu Eukaryota)/80S ribosome' is also highly enriched in this cluster with P-value of 3.2 Â 10
À37
. For the Yeast AFR dataset (Table 9 ), the cluster C 1 contains several enriched categories on 'ribosome'. The highly enriched categories in the cluster C 1 is the 'cytosolic ribosome (sensu Eukaryota)/80S ribosome' with P-value of 5.8 Â 10 À29 . The cluster C 4 contains several enriched categories on 'biogenesis'. The 'ribosome biogenesis' with P-value of 1.7 Â 10 À25 is the most enriched category in the cluster
As in the above datasets, for the Yeast AFRt dataset (Table 10) , the cluster C 2 contains several enriched categories on 'biogenesis'. The highly enriched categories in cluster C 2 are the 'cytoplasm organization and biogenesis' and the 'ribosome biogenesis and assembly' with P-value of 1.7 Â 10 À51 each. In the case of the Yeast Cho et al. dataset (Tables 11 and 12 ), the cluster C 1 contains several enriched categories on 'biogenesis'. The highly enriched categories in cluster C 1 are the 'ribosome biogenesis' with P-value of 9.3 Â 10 À62 , the 'cytoplasm organization and biogenesis' and the 'ribosome biogenesis and assembly' with P-value of 2.6 Â 10 À58 each. The cluster C 2 contains several enriched categories on 'ribosome'. The highly enriched category in cluster C 2 is the 'structural constituent of ribosome/ribosomal protein' with P-value of 4.3 Â 10 À79 . Two other highly enriched categories in cluster C 2 are the 'ribosome' with P-value of 1.7 Â 10 À78 and the 'cytosolic ribosome (sensu Eukaryota)/80S ribosome' with P-value of 1.3 Â 10
À75
. The categories 'ribosome' (in C 2 for Yeast ATP, C 9 for Yeast PHO, C 1 for Yeast AFR, C 2 for Yeast AFRt and in C 2 for Yeast Cho et al. datasets) and 'biogenesis' (in C 2 for Yeast ATP, C 8 for Yeast PHO, C 4 for Yeast AFR, C 2 for Yeast AFRt and in C 1 for Yeast Cho et al. datasets) are enriched in at least one of the clusters for all the yeast datasets. This similarity in results from different yeast datasets shows consistency of ACCA.
In the case of the GDS958 wild-type dataset (Table 13) , the highly enriched category in cluster C 1 is the 'motor activity' with P-value of 1.9 Â 10
À15
. The highly enriched categories in cluster C 8 are the 'MHC class II receptor activity' with P-value of 3.4 Â 10 À14 and the 'hydrolase activity' with P-value of 4.2 Â 10
À14
. In the case of the GDS958 IL-13 Knockedout dataset (Table 14) , the highly enriched categories in cluster C 3 are the 'RNA binding' with P-value of 4 Â 10 À14 and the 'DNA binding' with P-value of 7.7 Â 10 À14 . For GDS1423 (Tables 15-27) and GDS2745 datasets (Tables 28  and 29 ), all clusters are found enriched. The highly enriched category, for GDS1423, in cluster C 6 is the 'multicellular organismal process' with P-value of 1.2 Â 10 À82 . The cluster C 1 obtained from the GDS2745 dataset (Tables 28 and 29 ) contains several enriched categories on 'intracellular organelle'. The highly enriched category in cluster C 3 is the 'intracellular membrane-bound organelle' with P-value of 1.3 Â 10
À34
. Tables 6-29 in Supplementary material, we see that the clusters obtained by ACCA are highly enriched in functional categories.
From the results of
Comparisons: Here we compare the ability of detecting functionally enriched clusters/categories by the aforesaid clustering algorithms. Tables 2 and 3 show that five out of five clusters produced by ACCA of Yeast ATP dataset, contain functionally enriched categories. Similarly, for GK (Tables 2 and 3) , five out of nine clusters of Yeast ATP dataset are functionally enriched, and total number of enriched categories for clusters generated by ACCA (28) is greater than that generated by GK (25) . For K-means (Euclidian), PAM and Fuzzy c-means (in Tables 2 and 3) , only three out of four clusters contain functionally enriched categories while for MIND two out of three clusters contain functionally enriched categories. DIANA, and d-biclusters could not find any enriched functional category. For K-means (Pearson), EM clustering, SOM, GA clustering and CLICK (in Tables 2 and 3 ) functionally enriched categories are vary few compare to ACCA. This result, for Yeast ATP dataset, clearly shows ACCA produces better clustering solution than the other clustering algorithms considered in our analysis. Similar investigations were carried out for the other datasets using the aforesaid algorithms. In all the cases, the numbers of enriched attributes corresponding to ACCA are the highest among those of the other algorithms, and in most of the cases, ACCA provides higher number of enriched clusters (Tables 2 and 3) .
Regarding the comparative analysis of ACCA and DCCA in identifying enriched attributes, we have set K to the number of clusters obtained by the DCCA. Then ACCA was run using these K-values on these nine datasets. It has been found that the numbers of enriched clusters and attributes obtained by ACCA are higher than that of DCCA for almost all the cases (Table 4) .
Analysis of transcription factor binding sites
As in Section 3.2.2, we can determine P-values corresponding to the fact that a given number of genes in a cluster include a transcription factor. Tables 2 and 4 show the total number of transcription factors found enriched in all the clusters in a clustering result, and here again a higher number corresponds to a better result.
We have considered PRIMA available in EXPANDER [43] for analysis of transcription factor binding sites corresponding to the clusters of all considered algorithms for yeast datasets. Number of enriched transcription factors for each cluster of yeast datasets is found based on P-values. Tables 2 and 4 show that ACCA has resulted in the highest number of significant transcription factors compared to that obtained by the other algorithms. Higher the number of significant transcription factors, better is the algorithm. In this paper, only transcription factors with P-value <1.0 Â 10
À4
are reported as significance.
Performance comparison by visualizing expression profile plots
The superior capability of ACCA over other clustering algorithms considered here, in grouping genes with similar pattern of variation in their expression values, can also be visualized from the expression profile plots. Figs. 5-7 in Supplementary material are such plots corresponding to ACCA, DCCA and K-means (Euclidian) for the dataset GDS2745. Figs. 12-22 in Supplementary material corresponding to the other algorithms. From these figures, it is evident that ACCA is able to capture the varying pattern in expression profiles far better than the other clustering algorithms. It is interesting to note that although both ACCA, DCCA and MIND are based on Pearson's correlation coefficient, ACCA performs the best over the others as depicted by z-scores (Tables 2-4 (Table 4) and P-value (Table 4) ACCA is able to produce better clustering results than DCCA.
Some important characteristics of ACCA
Here we provide some important characteristics of ACCA based on the results obtained for nine gene expression datasets.
Comparisons with Spearman's rank correlation coefficient and Euclidean distance: ACCA is a general algorithm and any pair wise correlation measure can be used as a similarity measure instead of Pearson's correlation coefficient. We have compared the results using Spearman's rank correlation coefficient and Euclidean distance. For example, the z-scores for Yeast ATP dataset, with Spearman's rank correlation and Euclidean distance are 20.4 and 18.6, while that using Pearson's correlation is 22.9. Similarly the numbers of functionally enriched attributes in the clusters, for Yeast ATP dataset, with Spearman's rank correlation and Euclidean distance have been found to be 25 and 17, respectively, while that using Pearson's correlation is 28. Moreover, the numbers of significant transcription factor, for Yeast ATP dataset have been found to be 3 both with Spearman's rank correlation and Euclidean distance, while that using Pearson's correlation is 5. Thus Pearson's correlation coefficient results in the best for Yeast ATP dataset.
Sensitivity to initial clustering: Sensitivity of ACCA to initial clustering has been tested by running ACCA multiple times for the same K value, and have plotted the resulting z-score, total number of functionally enriched attributes and total number of functionally enriched transcription factors for each run of ACCA. Plots for Yeast ATP dataset is shown in Fig. 23 in Supplementary material. From  Fig. 23 , we observe that all these parameter-values are closed for all the run of ACCA. The same things happen for all the other datasets too.
Main difference of ACCA over the other algorithms: The clustering algorithms like K-means, PAM and EM decide on inclusion of samples to the clusters based on their similarity values with the central elements of the clusters. On the other hand, ACCA does this based on the correlation values with all the elements in all the clusters. Thus the chance of miss clustering by K-means, PAM and EM is higher than that by ACCA. Some other differences between ACCA and the other algorithms including DCCA [8] are: (i) ACCA is a partitional clustering algorithm whereas DCCA is a hierarchical clustering algorithm. (ii) In cluster updation step (Step 2.iv), ACCA computes the similarity of each gene with other genes already assigned to all the new clusters formed during the current iteration. On the other hand, for algorithms including DCCA, K-means, PAM, this similarity is determined based on the clustering result obtained in the preceding iteration. That is, similarity computation during updation step in ACCA is based on the modified clusters that are about to be formed in the current iteration, as opposed to that in DCCA and others, where this computation uses the clusters obtained in the preceding iteration. (iii) ACCA terminates its execution when there is no change in the sets of clusters in two successive iterations. For DCCA, lack of a single negative correlation in any cluster indicates its termination.
Time complexity: Upper bound of the execution time of ACCA is Oðn 2 Þ for a dataset of n genes and m samples. For example, ACCA takes about 30 s to generate five clusters for Yeast ATP dataset in a server with 2 GHz Quad core processor and 2GB RAM. Upper bound of the execution time of the algorithm DCCA [8] is Oðn 3 Þ. Compared to ACCA, some of the other existing clustering algorithms take similar time. For example, upper bound of the execution time of the algorithm of DIANA [25, 13] is Oðn 3 Þ, while that for PAM [25] , GA clustering [37] , and CLICK [42] are Oðn 2 Þ. For the K-means [30, 25, 44] , EM clustering [19] , SOM [40] , Fuzzy c-means (FCM) [17, 6, 7] and GK [24] upper bound is OðnÞ. Upper bound for a single iteration of d-biclusters [11] , is OðnmÞ.
Conclusions
We have presented here a novel clustering algorithm, called average correlation clustering algorithm (ACCA), which is able to obtain clustering solution from gene expression dataset with very high biological significance. ACCA places genes in a cluster, having more common transcription factors. The expression values of these genes change in a similar way. Conventional clustering algorithms are used to place genes with similar expression level in the same clusters without monitoring similarity or dissimilarity in expression pattern that changes over samples. Co-regulated genes are generally expected to follow the same expression pattern, i.e., the same type of changes in expression values over samples while they may not have the same level of expression. For this reason, ACCA may be able to place co-regulated genes in the same clusters much more efficiently than the other conventional algorithms.
Moreover, the conventional clustering algorithms use single or multiple cluster representative points, and membership of a gene to a cluster depends only on these representative points of the cluster. Selection of cluster representative points may have effect on clustering results. On the other hand, in ACCA, a cluster is represented by all its members and membership of a gene in the cluster depends on all the members of the cluster. This makes ACCA more accurate compared to the conventional clustering algorithms. Like some other algorithms, ACCA also belongs to the category of partitional clustering algorithms. ACCA, like most of the clustering algorithms, cannot guarantee global optimum. However, ACCA computes membership values of elements (genes) based on their correlation values with every element in the clusters. Thus the results obtained by ACCA may be closer to global optimum compared to those obtained by K-means, EM or PAM as they do the same task based only on central elements of the clusters.
Analysis of the results show that clustering solution obtained by ACCA is much more biologically significant than that obtained by some other algorithms, viz., MIND, K-means (Euclidian), PAM, DIA-NA, Fuzzy c-means, K-means (Pearson), EM clustering, GA clustering, CLICK, SOM, d-biclusters, and GK. The results of ACCA is more or less independent of the initial clustering. Although ACCA, unlike DCCA, requires the expected number of clusters as an input, it is able to provide better clustering solution than DCCA and all other algorithms considered in this paper. Moreover, execution time of the algorithm ACCA ðOðn 2 ÞÞ is considerably low compare to DCCA ðOðn 3 ÞÞ. DCCA is able to obtain clustering solution if and only if at least one negative edge is present. If the input dataset contains a set of data points such that all the pairs are positively correlated, i.e., have positive edges among them, DCCA will fail to obtain clustering results although ACCA will work efficiently. However, ACCA will not work if a dataset contains less than three samples. In this case, calculated correlation value will be either +1 or À1.
