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AN APERIODIC TILE WITH EDGE-TO-EDGE ORIENTATIONAL
MATCHING RULES
JAMES J. WALTON AND MICHAEL F. WHITTAKER
Abstract. We present a single, connected tile which can tile the plane but only non-
periodically. The tile is hexagonal with edge markings, which impose simple rules as to
how adjacent tiles are allowed to meet across edges. The first of these rules is a standard
matching rule, that certain decorations match across edges. The second condition is a new
type of matching rule, which allows tiles to meet only when certain decorations in a partic-
ular orientation are given the opposite charge. This forces the tiles to form a hierarchy of
triangles, following a central idea of the Socolar–Taylor tiling. However, the new edge-to-edge
orientational matching rule forces this structure in a very different way, which allows for a
surprisingly simple proof of aperiodicity.
1. Introduction
The fact that periodically arranged structures can be enforced by local rules is familiar
to everyone. In covering the plane with unit squares so that squares must meet edge-to-
edge, a periodic tessellation results. This simple principle of local constraints enforcing global
structure explains how crystalline structures can form, namely, by being based on basic unit
cells which must match in a way so as to force global periodic repetition. Therefore, it was
a great surprise to crystallographers in the 1980s when Dan Shechtman discovered a metal
alloy whose diffraction pattern implied a great deal of structural order but had rotational
symmetry precluding periodicity [12]. Since the atomic organisation must still result from
local interactions, the question arises of how such aperiodic patterns can result from only
local rules. In the other direction, it is known that hierarchical aperiodic patterns arising
from a substitution rule can be derived from local matching rules [4].
Already in the 1960s, it had been observed by Robert Berger in solving Hao Wang’s Domino
Problem [15] that one may find square tiles of the plane with decorated edges that can tile
the plane but only non-periodically [3, 10]. The first such set that he found had 20,426 tiles,
which initiated the hunt to find smaller aperiodic tile sets. The most famous and arguably the
most beautiful such tile set is the pair of tiles discovered by Roger Penrose in the 1970s [9].
Isometric copies of these edge-decorated tiles (represented either as a pair of thick and thin
rhomb, or as kite and dart tiles) can tile the plane but only aperiodically, and in fact form
highly structured repetitive tilings with striking 10-fold rotational structure, similar to the
rotational symmetry of the diffraction patterns of quasicrystals first observed by Shechtman.
Naturally, one wonders if two tiles are needed. The ‘Monotile Problem’ asks: is there a
single tile of the Euclidean plane for which copies of the tile can be used to tile the plane,
but only non-periodically? There are several ways to interpret this question. By ‘copies’ of
the tile one usually means isometric copies of the tile, through rotatations, reflections and
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Figure 1. The tile. It consists of one horizontal straight R1-segment and two
R1-turning segments, meeting the edges with the same offsets from the centre
axes. The left-hand edges are labelled with negative R2-charges, which are
oriented from, top to bottom: clockwise, both clockwise and anticlockwise, and
anticlockwise, respectively. The right-hand edges are labelled with positive R2-
charges, from top to bottom: anticlockwise, both clockwise and anticlockwise,
and clockwise.
translations, although it is also of great interest to allow only rotations and translations [5].
There are several demands one could make of such a ‘tile’. It is natural, for example, to ask
that the tile does not have too wild a shape: it should be the closure of its interior, but one
might also demand that it is a polytope, just a topological disc or perhaps merely that it is
connected. And finally by ‘tiling the plane’ one usually means that the tiles cover the plane
but that distinct tiles overlap on at most their boundaries (however, we note here Gummelt’s
aperiodic tile which tiles the plane with overlaps [6]). One should also specify what rules
are permitted in how tiles can be placed next to each other — should these rules be forced
by geometry alone, are colour matchings permitted, or can more complicated local rules be
specified?
The best current solution to the monotile problem without overlapping tiles is the Socolar–
Taylor tile [13, 14]. In satisfying the above requirements, however, one must choose between
whether one prefers simple matching rules or simple geometry; the tile has two forms. One
version has a simple geometry as a hexagonal tile, but the local rules on configurations of al-
lowed tiles involve not just neighbouring tiles but also next-nearest neighbours. Alternatively,
it can be given as a single tile where the only matching rules are that tiles must fit together
without overlaps, but then the tile has a complicated shape with non-connected interior.
In this paper we define a new aperiodic tile which, like the first form of the Socolar–Taylor
tile, satisfies the requirement that it is a simple geometric shape, again being a hexagon.
Unlike the Socolar–Taylor tile, the rules for which tiles are allowed to meet are nearest-
neighbour, in fact only need to be checked on pairs of tiles meeting along an edge. The
drawback is that whilst these rules are simple and entirely local, they cannot be enforced
by shape alone. Rather, whether two tiles can meet is determined by orientation as well as
‘charge’ (equivalently decoration of one of two colours) along edges. Our tile is given in Figure
1. Two tiles t1 and t2 are permitted to meet along a shared edge e only if:
R1 the decorations of black lines of t1 and t2 are continuous across e;
R2 whenever the two charges at e in t1 and t2 both have a clockwise orientation then they
must be opposite in charge.
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Figure 2. Patch of a valid tiling, where reflections of the tile of Figure 1 are
shaded in grey.
Throughout, we shall call a tiling of the plane by isometric copies of the single tile of Figure
1 valid when tiles meet edge-to-edge and satisfy rules R1 and R2 at each edge. Our main
theorem is that such tilings exist, and that they are always non-periodic:
Theorem 1.1. There exist valid tilings by the tile of Figure 1. Morever, any valid tiling T is
non-periodic; that is, if T = T + x for x ∈ R2, then x = 0.
As we shall show in Section 4, the R1 rule alone forces R1-triangles to contain a particular
hierarchical nesting of others, just as in the Socolar–Taylor tilings. The way that arbitrarily
large such triangles are forced with the new rule R2, however, is quite different. Indeed, firstly,
the matching rules being edge-to-edge allows for tilings with ‘infinite fault lines’, as well as
some others defects, as discussed in Section 4. Secondly, the patterns of tile parities (given
by labelling hexagons only with the information of whether the tile of Figure 1 or its mirror
image is used) are very different, and in fact closely follow the structure of the R1-edges,
which are required to carry the same parities across them.
This observation leads to a surprisingly simple proof of aperiodicity, which we can briefly
outline here. Firstly, one may show that following one R1-edge to another, belonging to an
exterior triangle, flips charges of the R1-edges (Lemma 2.1). One may use this to show that
following one R1-edge to another always leads to a longer edge (Lemma 2.2); the alternative
would lead to a spiral of edges ending in a period three cycle (Figure 4) resulting in a parity
mismatch. Hence there is no upper limit on the lengths of the edges of R1-triangles (Corollary
2.3), from which non-periodicity quickly follows.
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2. Aperiodicity
In this section we show that all valid tilings by the tile of Figure 1 are non-periodic. We
begin by defining the R1-triangles and how one associates charges to their edges.
2.1. R1-Triangles. The straight R1-segments of the tiles are offset from the centre axis of
the tile, so we may assign them a direction. We choose for them to point to the right when
the R1-segment is horizontal and offset towards the top of the tile, that is, when positioned
as in Figure 1. The turns in the R1-lines (the small sections of decorations about two corners
of the tile) are correspondingly offset, which means that they always turn leftwards from the
direction of the straight R1-segment leading into it. A maximal straight section of an R1-line
will be called an R1-edge. Since turns are always to the left, the R1-lines always form either
infinite lines (possibly composed of two edges, broken by a single turn) or triangles of three
edges of the same length. With our convention of directing edges, triangles are always directed
anticlockwise.
One may show more, namely that triangle edges must consist of 2n − 1 straight sections,
where n ∈ N, and that there is a hierarchical and identitical formation of R1-triangles inside
every R1-triangle of the same size. These observations won’t be necessary for our proof,
although this shall be proved in Section 4 when we investigate the set of all possible valid
tilings.
2.2. Charges of triangle edges. The region to the immediate left of a directed R1-edge
(even if it is infinite) is considered as the ‘inside’ of the corresponding (possibly infinite)
triangle. On a tile carrying an R1-edge, precisely one clockwise oriented charge lies on the
inside of the triangle, either positive or negative. We assign this charge also to the straight
R1-segment. So, for example, translates and rotates of the tile of Figure 1 carry a negative
charge; its reflection carries a positive charge. It is easy to see that two consecutive straight
R1-segments must be assigned the same charge, so we may consistently assign a charge
ch(E) ∈ {+,−} to an entire R1-edge E. Given a charge c we let c∗ be its opposite, that
is, +∗ = − and −∗ = +.
Take an R1-triangle edge E1 which, following its orientation forwards, ends at a turn. The
tile containing the turn carries a different R1-edge E2. In this case we say that E1 leads to
E2 and write E1 a E2. We further specify that E1 aN E2 if E2 is offset near to E1 and that
E1 aF E2 if E2 is offset far from E1. Equivalently, we have that E1 aN E2 (resp. E1 aF E2)
if the triangle with edge E1 is contained in (resp. is not contained in) the triangle with edge
E2; see Figure 3.
Lemma 2.1. In any valid tiling, if E1 aN E2 then ch(E1) = ch(E2) and if E1 aF E2 then
ch(E1) = ch(E2)
∗. In particular, there is no chain E1 aF E2 aF E3 aF E1 of three edges.
Proof. The proof follows from a simple inspection of Figure 3. Indeed, suppose that E1 aN E2.
Let t1 be the tile containing the final straight R1-segment of E1 before the turn and t2 the
tile containing the turn as well as a straight section of E2. Let e be the edge shared by the
tiles t1 and t2. The charge on e in t1 is also clockwise oriented and equal to c
∗, and the charge
of e in t2 is clockwise oriented, and thus equal to (c
∗)∗ = c. By definition, this charge is equal
to ch(E2), as required. The case for E1 aF E2 is analogous; in this case ch(E2) is given by the
charge of the edge opposite e in t2, which is c
∗.
Given E1 aF E2 aF E3 aF E1, by the above ch(E1) = ch(E1)∗∗∗ = ch(E1)∗, a contradiction,
so there is no such chain of three edges in a valid tiling. 
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Figure 3. The definition of E1 aN E2 (left) and E1 aF E2 (right). Relevant
charges and tiles t1 and t2 are indicated in the left-hand figure as used in the
proof of Lemma 2.1 that ch(E1) = ch(E2).
2.3. Finding edges of increasing length. We let `(E) ∈ N ∪ {∞} be the length of an
R1-edge E, the number of tiles containing the straight segments of E (so not including the
turning tiles).
Lemma 2.2. Consider R1-edges E1 a E2 in a valid tiling. Let t denote the tile containing
the terminating turn of E1 and thus also a tile of E2. Consider the collection R of all tiles
containing straight R1-segments of E2 starting from and including t and heading to the right
from E1. Then #R =∞ if `(E1) =∞, and #R > `(E1) otherwise.
Proof. Suppose, to the contrary, that #R < `(E1) =∞ or that #R ≤ `(E1) <∞. We define
a sequence E1, E2, E3, . . . of edges of respective triangles ∆1, ∆2, ∆3, . . . , which we will show
must spiral inwards and eventually form 3-periodic chain contradicting the previous lemma;
see Figure 4. The edges E1 and E2 are already as given and, having constructed Ei, we define
Ei+1 by following Ei rightwards from Ei−1 to its terminating turn, which is the tile containing
Ei+1. Let Ri be the collection of tiles containing straight R1-segments of each Ei, starting
from the tile with terminating turn of Ei−1 up to the terminating turn of Ei.
We claim that Ei aF Ei+1 for all i and that #Ri is monotonically decreasing in i. Indeed,
take R1 to be the tiles of E1 so that #R1 = `(E1) and R2 = R. By assumption #R1 ≥ #R2.
Moreover E1 aF E2 or else the edge of ∆2 following E2 to the right of E1 would need to be
angled in a way which would cause it to intersect E1 (as in the red dotted line of Figure 4). In
particular, E2 is also directed to the right of E1 and so E2 a E3. Notice that #R3 ≤ #R2 <∞,
since otherwise E3 would be forced to intersect E1. So E2 a E3, #R3 is finite and #R3 ≤ `(E2).
This is covered by our initial assumption, so the argument repeats, proving the above claim.
For i ∈ N, the edge Ei+3 is parallel to Ei. All triangles ∆j are in the exteriors of each other
by the above, so we see that #Ri = #Ri+3 is only possible if Ei = Ei+3. Indeed, Ri+3 must
belong to the triangular region bounded between ∆i, ∆i+1 and ∆i+2, which has strictly less
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Figure 4. Creating a spiral of edges from an edge E1 (red tiles) containing
more than or equal to the number of tiles of R (blue tiles) in E2, as in the proof
of Lemma 2.2.
than #Ri tiles in each row parallel to Ei, except for the row containing Ei itself. Since #Ri
can not decrease indefinitely, we must have that Ei = Ei+3 for sufficiently large i. But this
contradicts Lemma 2.1 since we have found a chain Ei aF Ei+1 aF Ei+2 aF Ei. 
Corollary 2.3. In any valid tiling there is no finite upper bound on the length of R1-lines.
Proof. Supposing otherwise we may find a finite triangle of largest size, say with edge E. Then
E a E ′ for some edge E ′, but the previous lemma implies that `(E) < `(E ′), a contradiction.
So there is either an infinite R1-line or all triangles are finite but of unbounded size, as
required. 
Theorem 2.4. Any valid tiling T is non-periodic.
Proof. By Corollary 2.3 a valid tiling T either contains an infinite R1-line or triangles of
arbitrarily large size. In the latter case, T is non-periodic since any given translation will not
be able to transfer sufficiently large triangles to others.
So we just need to show that any tiling T with an infinite R1-line is non-periodic. Assume
that T contains an infinite line L with no turn. Orient the tiling so that L points to the right
and consider the set A = {∆i : i ∈ Z} of triangles ∆i that share turning tiles with L; see
Figure 5. Suppose that there is some ∆ ∈ A of largest size. Supposing it is finite, follow
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∆ = ∆i
∆i+1
∆i+2
t
E
L
∆i+3
∆′ = ∆i+4
E ′
Figure 5. Proof of aperiodicity in case of existence of infinite R1-line L.
its edge E which heads upwards and to the right from L, leading to an edge E ′ belonging
to triangle ∆′. The section of tiles from t along E ′ towards L has more tiles than `(E) by
Lemma 2.2, so in fact ∆′ must reach a tile of L and hence ∆′ ∈ A too. But evidently ∆′ is
larger than ∆, contradicting our assumption that ∆ was the largest. So either ∆ is infinite in
size or there is no largest size of triangle in A. In either case T cannot be periodic.
Suppose instead that L has a turn. Let E1 be the infinite length edge of L directed towards
the turn and E2 the edge after the turn. We have E1 a E3 for another edge E3, which is also
infinite in length by Lemma 2.2. We thus have three infinite R1-edges and it is easy to see
that any non-trivial translation would cause one to intersect another, non-parallel one, so T
is non-periodic. 
3. Existence
We now prove that a tiling satisfying R1 and R2 exists. We begin by giving a class of
tilings with ‘standard’ R1 decorations which we then show can also be equipped with R2
decorations making valid tilings.
3.1. Standard R1-tilings. Let us define the size s(∆) of an R1-triangle to be `(E) + 1,
where E is an R1-edge of ∆. We now count a loop of three R1-turns as also an R1-triangle,
with size 1. We construct a patch Pn based upon an R1-triangle of size 2
n. Starting with such
a triangle ∆, place another triangle ∆′ of size 2n−1 inside of it, positioned with edges leading
to the centres of edges of ∆. This leaves four triangular regions bounded by the edges of ∆
and ∆′. We repeat the above by placing four triangles of size 2n−1 into each, positioned with
edges meeting the edges of these regions. We continue until triangles of size 1 are placed. The
tiles carrying the R1-triangle ∆ and its interior, with R1-decorations as constructed above,
defines the patch Pn. Although not needed for the argument here, this hierarchical pattern
8 JAMES J. WALTON AND MICHAEL F. WHITTAKER
Pn
Figure 6. Construction of standard patch Pn, here P3. Starting with a triangle
of size 2n, triangles of size 2i are added for decreasing i until ones of size 0 are
placed, defining Pn.
of triangles is forced by the rule R1, as we shall see in Proposition 4.1. We now consider a
natural collection of tilings associated to these standard patches:
Definition 3.1. We denote by ΩSTR1 the collection of all tilings whose finite patches are con-
tained in translates and rotates of the patches Pn.
Remarks 3.2.
(1) It is not necessary to also take rotates of the patches Pn in the above, since rotates of
triangles of any size eventually appear in any Pn for sufficiently large n.
(2) The collection of tilings ΩSTR1 is defined analogously to how one defines the collection
of tilings admitted by a substitution rule, see [1] and [2]. Although we do not have
a substitution rule here, we have something similar, whereby triangles of size 2n are
replaced with triangles of size 2n+1, and new triangles of size 0 are added in the gaps
(this operation, for example, produces Pn+1 from Pn).
(3) It is not hard to show that tilings in ΩSTR1 exist. In fact, they are precisely those whose
R1-decorations come from the Socolar–Taylor tilings [13].
Notice that in any Pn, for (necessarily finite) edges E1 a E2 we have that `(E1) < `(E2). It
follows that any T ∈ ΩSTR1 has the same property for finite edges (and that `(E1) = `(E2) if E1
and E2 are infinite). We shall now show that R2-decorations may be added to any T ∈ ΩSTR1
to give a valid tiling.
3.2. R1-edge graphs. We construct an infinite directed graph G from the R1-edges by
removing the turns, retaining orientations on R1-edges and extending E1 forwards to meet
E2 whenever E1 a E2. Applied to a tiling T ∈ ΩSTR1, this graph has no loops. Indeed, following
a path in this graph takes edges to longer edges (except for transitions between infinite edges,
but there are also never loops of these).
It follows that we may assign charges to each edge of G so that the charge transfer property
of Lemma 2.1 holds:
(1) if E1 aN E2 then ch(E1) = ch(E2);
(2) if E1 aF E2 then ch(E1) = ch(E2)∗.
Indeed, we may choose an arbitrary charge for one edge and then assign charges to others by
moving through G applying the above two rules; we do not encounter inconsistencies because
each path-component of G is a tree. In fact, each path component has exactly the tree
structure defined by the growth condition in [8].
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Figure 7. The R1-edge graph. Extensions of an edge E1 to E2 with E1 aN E2
are given by dashed blue lines, those with E1 aF E2 are red dotted lines.
c
x x
x∗ x∗
y
yy
∗
y∗
c
c
c
c∗
c∗
c∗
c∗ y∗y
y
y∗
x x
x∗ x∗
Figure 8. Consitency of charges splits into three cases: when two straight
R1-segments meet (left), when a straight segment meets a turn (middle) and
when two turns meet (right). The two remaining cases of a straight segment
meeting a turn are as in Figure 3.
We claim that a tiling satisfying R1 and the above two conditions also satisfies R2. Tiles
can meet in one of three ways: at an edge meeting either two, one or zero straight R1-segments:
(1) If an edge meets two straight line segments (left of Figure 8) we carry charges over
edges so that R2 is automatically satisfied.
(2) If a straight line meets a turn over an edge, either the turning tile is at the terminus
or origin of the R1-line. In the former case (middle of Figure 8) there are no require-
ments for consistency of R2. The latter case is depicted in Figure 3; by Lemma 2.1
consistency is guaranteed by 1 or 2 above.
(3) If two turns meet at the edge, R2 does not impose any restrictions, as seen on the
right of Figure 8.
We conclude that assigning charges to any tiling of ΩSTR1 in this way yields a valid tiling.
Hence, combining Theorem 2.4 and the the existence result in this section proves Theorem
1.1, the main result of the paper.
4. The hull of tilings
In this section we shall explain the structure of the R1-triangles. This will allow us to
describe the set Ω of all valid tilings. The set Ω, whose points are tilings, carries a natural
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t t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16
∆8
∆4
∆2 ∆6
∆12
s
E2
E1
Figure 9. Proof of Proposition 4.1, for k = 16 (the 16 tiles up and to the
right of t are not all indicated). The R1-lines to the right and top-right of t
are allowed to be offset in two possible ways, so these lines are marked in grey.
Notice that the sizes of triangles are, respectively, 1, 2, 1, 4, 1, 2, 1, 8, 1, 2, 1, 4,
1, 2 and finally s(∆16) = 16: induction using the right-edge of ∆8 and the edge
between t8 and t16 forces the blue triangles, which force the line meeting t16.
topology [11], and the space Ω is sometimes called the (continuous) hull. Belonging to the hull
is a local (in fact, edge-to-edge) condition and as a consequence the hull is a compact space.
This should be contrasted to the tilings of [8], where the valid tilings do not form a compact
space. In [8], valid tilings are those which can be constructed from a growth rule which is
local, but whether a given complete tiling is in the hull is a non-local condition that depends
on whether or not an embedded tree is connected. We note that every tiling permitted in
[8] is also a valid tiling for our current tile by adding charge conditions and reflections as
appropriate.
The rule R1 alone limits the sizes of the R1-triangles and the structure of R1-triangles
inside of them. We define a(n) = 2` where ` is chosen as large as possible with 2` dividing
n. Recall that for an R1-triangle ∆ we denote its size by s(∆), given by the length of its
R1-edges plus one.
Proposition 4.1. Suppose a tiling T satisfying R1 is given. For any R1-triangles ∆ in T we
have that s(∆) = 2n for some n ∈ N ∪ {0}. Moreover, suppose that E1 and E2 are R1-edges
that lead to or from a tile t which, without loss of generality, are positioned so that E1 is
horizontal and E2 extends up and to the right from t (see Figure 9). Suppose that there are
at least k tiles from the right of (and not including) t along E1, and similarly k tiles from t
up and to the right along E2. Consider the R1-triangles ∆1, ∆2,. . . , which share a tile with
E1, naturally ordered by where they meet E1 from left to right. Then s(∆n) = a(n) for all
n = 1, . . . , k.
AN APERIODIC TILE WITH EDGE-TO-EDGE ORIENTATIONAL MATCHING RULES 11
Proof. Beginning at the left, for any k we have s(∆1) = 1, since its two turns in E1 and E2
are already connected without straight edges. Suppose now that the result above on the sizes
s(∆i) holds for all k < N , and that for all R1-triangles ∆ with s(∆) < N we have that
s(∆) = 2n for some n ∈ N ∪ {0}.
We claim that if there is a triangle of size N , then N is a power of 2. Indeed, let n ∈ N be
such that 2n−1 < N ≤ 2n. Take two edges E1 and E2 of ∆ and note that they are positioned
as in the statement of the proposition, so by induction we have that s(∆2n−1) = 2
n−1. We see
that ∆2n−1 will only fit inside of ∆ if s(∆) ≥ 2n, hence s(∆) = 2n, as required.
Next we show that for E1 and E2 as in the statement of the proposition, s(∆N) = a(N).
Take n ∈ N such that 2n−1 < N ≤ 2n. Let us write t0 = t, and ti to be the ith tile from t
along E1, that is, the tile shared with ∆i. If N < 2
n then by induction on the edge E1 and
the right-hand edge of ∆2n−1 we see that s(∆N) = a(N − 2n−1) = a(N), as required. Indeed,
the tile tN is distance N − 2n−1 < 2n−1 from t2n−1 , and s(∆2n−1) = 2n−1, so the right-hand
side of ∆2n−1 is long enough to force ∆N .
Finally, suppose that N = 2n; we wish to show that s(∆N) = 2
n. Consider the collection
R of tiles heading in a straight line from tN up and to the left, terminating at E2 (those in
view in Figure 9 are shaded in grey). Notice that the middle tile s ∈ R contains the top right
turn of ∆2n−1 , so the straight R1-segment of this s is parallel to the row of tiles R.
1 Similarly,
the triangle ∆(2n−1+2n−2) has top right corner in a tile of R lying half-way between tN and s,
so the straight R1-segment of this tile is also parallel to R. We may repeat this to see that
each tile in R between s and tN has a straight line segment running parallel to the direction
of R, so these segments must be contiguous and form part of an R1-edge running at least
between s to tN . This R1-line is already composed of 2
n−1 straight sections, and so by the
first part of the proof, restricting the sizes of triangles, it must in fact be of length at least
2n− 1 (alternatively, we could repeat the previous argument on the triangular region between
E2 and the top edge of ∆2n−1). It cannot be longer, or else it would pass through E1 or E2,
so we conclude that s(∆N) = 2
n = a(N), as required. 
Notice that for k = 2n we have that s(∆n) = 2
n−1 and we see that the hierarchical pattern
of triangles given in constructing the standard patterns of R1-triangles in Section 3 is in fact
forced by R1.
Given a tiling T ∈ Ω, let f(Ω) be the R1-tiling given by forgetting the R2-decorations,
so we obtain a tiling with only R1-lines and tile edges. We now determine which tilings can
belong to the image ΩR1 = f(Ω).
We can split the tilings T ∈ ΩR1 into the following classes:
(1) There is no infinite R1-line and:
(a) every R1-triangle is contained in infinitely many others or
(b) every R1-triangle is contained in only finitely many others.
(2) There is at least one infinite R1-line where:
(a) there is an infinite R1-line containing no turn;
(b) every infinite R1-line contains a turn.
Recall from Definition 3.1 that ΩSTR1 is the collection of tilings whose finite patches are
contained in translates of the standard patches Pn given in Section 3.
1Notice that if R2 is also satisfied, we may conclude already that the R1-edge E passing through s has
length at least `(E) > 2n−1 by Lemma 2.2, and so extends all the way to tN . Since there are no triangles
of size between 2n−1 and 2n by induction, we may thus already conclude that s(∆N ) = N . However, as is
shown, R2 is not needed here.
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Lemma 4.2. If T ∈ ΩR1 and is in the class 1a, then T ∈ ΩSTR1.
Proof. Since every triangle is contained in a larger one, we may construct an infinite nested
sequence of triangles ∆1, ∆2, . . . whose interiors cover the entire plane. By Proposition 4.1,
the interiors of these triangles are forced to have standard R1-decorations, so T ∈ ΩSTR1, as
required. 
Lemma 4.3. If T ∈ ΩR1 and is in the class 1b, then T ∈ ΩSTR1.
Proof. Consider an ‘outer R1-triangle’ ∆ of T , that is, one which is not contained in any
other triangle. Take an edge E1 of ∆ and follow the sequence of edges E1 a E2 a E3 a · · · .
The triangle with edge E2 is also outer, since it meets E1 so that both share a boundary with
the infinite unbounded region meeting the outer triangles. In a similar way, all triangles with
edges Ei are outer and hence Ek aF Ek+1 for all k. Analogously to the proof of Lemma 2.2,
we thus construct a spiral of edges whose triangles are all exterior to each other. Lemma
2.2 implies that the edges become longer, infinitely spiralling outwards. Since all triangles
are exterior to each other, we see that arbitrarily large patches about the initial edge E1 are
contained in the triangular regions bounded by Ek and Ek+1. But the pattern of R1-triangles
in such regions are forced to be standard ones also found between edges of R1-triangles,
by Proposition 4.1. So arbitrarily large patches about E1 are patches of tilings of Ω
ST
R1, so
T ∈ ΩSTR1, as required. 
In summary, in the generic case of a tiling T ∈ ΩR1 without an infinite R1-line is also in ΩSTR1.
Such tilings thus share the same properties, such as repetitivity, self-similarity [2] and having
a model set structure [7]. As in the proof of existence in Section 3, we may always choose
compatible R2-decorations for such tilings, by making a binary choice for each connected
component of the edge graph. This edge graph is typically, but not always, connected. One
may show, for example, that the unique tiling (along with its rotate) with a triangle of every
size 2n centred at the origin has an edge graph of three connected components.
Lemma 4.4. Suppose that T ∈ ΩR1 and is in the class 2a. Let L be the unique infinite line
without turn. Then T is a union of two partial tilings T1 and T2, where T1 covers a half-plane
one side of L and T2 the other, and where each Ti is a subset of tiles from some T
′
i ∈ ΩSTR1.
Proof. Consider the pattern of R1-triangles one side of L, and take any triangle ∆ in it with
turn on a tile carrying L. The right-hand edge of ∆ = ∆1 leads to the left-hand edge of another
triangle ∆2, which also shares a turn with L by Lemma 2.2. Repeating this we construct a
sequence of triangles (∆i)i∈N which meet tiles of L. Note that by Lemma 2.2 and Proposition
4.1, we have that s(∆i+1) ≥ 2s(∆i) and then the triangles ∆i force standard R1-decorations
in increasingly large regions in the half-plane. More precisely, the union of the inside of ∆i,
the triangular region between its left edge and L and the other triangular region between
its right-edge and L are forced to be a standard decoration seen in some Pn. These forced
standard patches either cover the whole half space, or s(∆i+1) = 2s(∆i) for sufficiently large
i. In the latter case, an analogous argument to that in the final paragraph of the proof of
Proposition 4.1 implies the existence of an infinite R1-triangle meeting L to the left of ∆.
Again by Proposition 4.1, this forces a standard R1-decoration on this half-plane. 
For a tiling T as above with T /∈ ΩSTR1, we call T a tiling with an infinite fault line. For tilings
T ∈ ΩSTR1, a triangle meeting L has the same size as the triangle opposite it across L. But since
our matching rules are edge-to-edge, one may freely shift the tiles of one half-plane relative to
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Figure 10. In case 2b, the three infinite lines with turns are forced to arrange
themselves as a cycle. The left-hand picture shows a configuration which cannot
occur. The right-hand picture, in this case an infinite 1-cycle, can occur.
the other half. Again, any such tiling can be equipped with compatible R2-decorations and
so is an element of ΩR1.
Finally, suppose that we are in Case 2b. Consider the infinite R1-lines with turn Li. By
Lemma 2.2, the edge of each Li heading towards the turn leads to another infinite edge. Then
the only possibility is for there to be three infinite R1-lines, L1, L2 and L3, arranged in a
cyclic fashion as in Figure 10. Let Ei be the edge of Li leading to the turn and E
′
i be the other
edge of Li. There are two cases: either Ei aF Ei+1 or Ei aF E ′i+1 for all i (considered modulo
3, and with the Li ordered appropriately). The first case (left of Figure 10) is ruled out by
Lemma 2.1. The second possibility (right of Figure 10), however, is possible. By Proposition
4.1, the pattern of R1-triangles is completely determined by the number of tiles of E ′i starting
from the tile after that containing the turn of Li up to and including the tile containing the
turning tile of Ei−1, and that there are 2n such tiles for some n ∈ N ∪ {0}. We say that such
a tiling has an infinite n-cycle. Up to translation, for each n ∈ N there are precisely two such
R1-tilings (which are related by a rotation) by Proposition 4.1. We have thus proved the
following:
Theorem 4.5. If T ∈ ΩR1 then either:
(1) T ∈ ΩSTR1;
(2) T is a tiling with infinite fault line;
(3) T is an infinite n-cycle tiling.
In each case, there are 2` tilings Ti ∈ Ω with f(Ti) = T , where ` is the number of path
components of the edge graph of f(T ) ∈ ΩR1.
Generically ` = 1, but there are also cases where ` = 2 or 3 in Case 1 of the above theorem.
In Case 2, ` = 1, 2 or 3, depending on if there are 0, 1 or 2 infinite triangles meeting the fault
line, respectively. In Case 3, ` = 3.
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