For the last several years, the linear array x-ray detector for x-ray imaging with gallium arsenide direct conversion sensitive elements has been developed and tested at the Institute for High Energy Physics. The array consists of 16 sensitive modules. Each module has 128 gallium arsenide (GaAs) sensitive elements with 200 µm pitch. Current article describes two key program procedures of initial dark current compensation of each sensitive element in the linear array, and sensitivity adjustment for alignment of strip pattern in the raw image data. As a part of evaluation process a modular transfer function (MTF) was measured with the slanted sharp-edge object under RQA5 technique as it described in the International Electrotechnical Commission 62220-1 standard (high voltage 70 kVp, additional aluminium filter 21 mm) for images with compensated dark currents and adjusted sensitivity of detector elements. The 10% level of the calculated MTF function has spatial resolution within 2 -3 pair of lines per mm for both vertical and horizontal orientation.
Introduction
The using of semiconductor materials with direct conversion of x-ray photon energy into electron charges is the one of the primary techniques in developing modern detector systems for different kinds of applications. System based on selenium and cadmium telluride (CdTe and CZT) semiconductors are being used for medical purpose and de-structive testing both in current integration and counting mode. In other hand the gallium arsenide (GaAs) material doesn't used in commercial x-ray detection systems yet, but there were several examples of linear arrays [1] - [4] developed in the past decade.
All of them were using different types of detector sensitive elements arrangement into array, different ASIC to form raw data for acquisition system and different acquisition system elements to form an actual image. The formation of the images in those systems requires several procedures to transform raw data into image "for processing" as DICOM 3.0 standard requires for medical imaging. In case of linear array detectors with a direct conversion there are two sources of non-uniformity: the raw sequence of signals formed by different dark current of each element without x-ray flux and sensitivity of each element to x-ray exposure. There are many different algorithms to reduce this type non-uniformity which available mainly for infrared imaging systems [5] - [8] and because infrared linear arrays have very similar non-uniformity pattern. But in case of x-ray imaging such algorithms are the proprietary methods, unavailable as software libraries. This article will focus on two algorithms of software dark current and of detector elements sensitivity compensation developed for the GaAs arrays.
Detector Array Structure and Adjustment

Linear Array Structure
The key unit of the linear array is a module, consisting of 128 sensitive elements of gallium arsenide chromium doped resistive type material which was designed, manufactured and assembled in Siberian Physical-Technical Institute of Tomsk State University to the x-ray exposure, moreover the sensitivity of pads and strips vary not only from one module to another but also inside each module. 
Principle of Control and Adjustment
There I det -current formed by sensitive element under x-ray exposure, I 1 -average current of all 128 sensitive elements, I 2 -compensation current, k-input 8-bit value. The output voltage signal for every one is proportional to input current and clock frequency.
Clock frequency is constant during the exposure and acquisition. Voltage sequence transformed by ADC into counts has a form as it showed in a Figure 2 .
The ADC count has three main ranges (3), two of them are constants, and one is the working range where the dark current can be compensated.
To make all signals have the same or close to same A base count value it's necessary to calculate N base input value for each chip sensitive element input. To do that it's necessary to form a response matrix A. 
where m is number of input values in chip, and n is amount of sensitive elements. In our case the maximum m is equal to 255 and n is equal to 128. The m values could be an array of equidistant distribution with different step from 0 to 255, e.g.
The easiest way to find the N j = N base or it nearest neighbor is to calculate the index of minimum absolute difference between A base and each element of column vector A. 
where
After finding all compensation values for the array and writing them into ASICs, in result the output voltage signal will be with minimum spread. If an equidistant distri-bution step not equal to 1 the Figure 3 shows the spread of ADC counts from a single module.
Compensation of Different Sensitive Elements X-Ray Response
However, there is still a different sensitivity of detector elements to 
can't be used to calculate the response of each sensitive element and compensate it, thus the response of each sensitive element is represented as a polynomial dependency (7), where d is a ramp thickness and k i are coefficients, which allows to take into account both the scattering and absorption of x-ray photons. To find the k i coefficients we use the data of the ramp object exposure. The data of a raw image for sensitivity compensation is B, the ramp test-object is represented as a matrix R where each row is an array's data on the same ramp thickness. The vector Z is the values proportional to d i from (7) . Number of rows in R and Z is the same. 
In order to compensate the amplitude difference between all sensitive elements, we calculate an adjustment value for each pixel in B.
To compensate sensitivity of all elements to the same level we use a ramp as a reference 
As a result the compensated pixel b′ will be , , ,
In order to increase a number of rows in matrix R the interpolation could be done by calculating additional data for all rows. Equations (11) and (7) allow to find k i coefficients with linear least square approach and recalculate row data for expanded Z.
The resulted image formed from pixels, calculated from equation 10 is represented as "for processing" in DICOM 3.0 format for further PACS systems.
Examples of Sensitivity Adjustment on Raw Images
Images described below were obtained with 3 modules which have minimum pixel intensity fluctuation due to scanner array movement and defects in input channels of ASIC which affects on output signals. Raw image example with compensated dark currents is showed in Figure 6 together with adjusted sensitivity by using the ramp object calibration and by MIRE [14] algorithm. The scan was done from top to the bottom and the exposure time was 1.4 seconds. Algorithms which use only image data itself without additional information will leave artifacts in regions with significant intensity gradients.
The acquisition parameters were: • detector operation temperature: +12.5˚C.
• high voltage of x-ray tube: 80 kVp.
• focal distance: 100 cm.
One of the main characteristics of the x-ray imaging system is a modular transfer were calculated in ImageJ [15] program using two plugins SE_MTF [16] and COQ [17] [18].
Examples of images before and after sensitivity adjustment are shown on Figure 8 from full length of linear array of 16 sensitive modules and 2048 sensitive elements.
Resulted MTF is represented in Figure 9 The presented technique of sensitivity adjustment has several disadvantages such as need a calibration ramp or other type of uniform object. The misalignment between a ramp object and a linear array may cause additional artifacts in a final image after the adjustment procedure. In case of the large thickness of the object the brightest or darkest Figure 7 . Images of slanted edge object before and after detector array sensitivity adjustment. Figure 8 . Examples of images before and after sensitivity adjustment. pixels in the image could be adjusted wrongly and some artifacts will still remain. 
Results
There are two algorithms described in article: dark current compensation algorithm to reduce signal variance on each detective module, and sensitivity adjustment to compensate sensitivity of each detection element. The represented algorithm of dark current compensation allows minimizing spread of output 12-bit ADC values up to 30 ADC counts (sigma of Gaussian distribution). The noise reduction of the raw image data by sensitivity adjustment via reference ramp object could be a key element of a program algorithm when it's impossible to use data of the raw image itself and the resulted image quality is crucial. Different exposure parameters, such as different high voltages of x-ray tube and different anode currents can be adjusted well with the usage of several ramp objects. This procedure must be adopted initially before any other exposures with real objects or patients. The same technique could be used with number of 
