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Chapter 1
Introduction and Summary
Together with the increasing use of computer systems in our society, every day im-
mense amounts of data are gathered and stored automatically. Whether at the bank, at
the super-market, browsing the Internet or making a telephone call, each transaction
that we make is monitored and stored in some data base. At the same time digital
sensors keep track of the heart beats of a patient in a hospital, monitor the status of a
pressure tank in a chemical plant, observe the explosion of a star in a distant galaxy
or witness the activities at the counter of a gas station.
While more and more data is becoming available, the power to process a fixed
amount of data is becoming cheaper. Nowadays, a desktop computer, with a price
of a home stereo set, can process billions of data bits in a few seconds. The two
developments of increasing amounts of data-sets and the reduced costs for process-
ing these data-sets create a large potential for techniques which can reveal patterns
and relationships that are hidden in the data. The extracted knowledge can be used,
for example, to predict consumer spending, to classify radar images or electrocardio-
grams,to verify a signature, etc.
The automatic discovery of knowledge from large data-sets is the subject of this
thesis. The subject will be treated using concepts and ideas from different scientific
areas. Although having a large overlap, each area has its own language and focuses on
different applications. To start with, the field of statistical pattern recognition applies
ideas from mathematical statistics and probability theory to describe and character-
ize distributions of patterns. Throughout the thesis, we shall adopt the language of
probability theory to formulate algorithms and models as in statistical pattern recog-
nition. A more algorithmic or procedural approach to discover knowledge in large
data sets is taken in the field of machine learning which has its roots in computer
science. This approach will often be used in this thesis to solve discrete optimization
problems. As a third area of research we can identify the field of neural networks.
Here information processing systems are developed which are inspired by systems
found in nature such as in the nervous system and in the brain. The models that are
proposed in this thesis can all be interpreted as neural networks. In some cases we
1
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Figure 1.1: An example of a set of data points in two dimensions (X1;X2). The data
are grouped in four clusters with centers indicated by crosses ‘X’.
shall explicitly explain models in terms of communicating neuronal units in order to
understand the workings of certain learning algorithms.
Before going into more detail let us first give an idea about the basic tasks that we
wish to perform. Throughout this thesis, a data set is considered to be a set of points
(patterns, records) each of which is characterized by a number of attributes (fields,
variables, features). The attributes represent measurable properties of an event or an
object. An example of a small data set is shown in Figure 1.1. The set consists of 400
points, each of which is characterized by 2 numerical attributes X1 and X2. By visual
inspection, we see that there is some structure in the distribution of points, namely
the points are grouped into four overlapping ‘clouds’ or clusters. In a real world data
base, with many more attributes, such a cluster could, for example, correspond to
a group of customers with specific buying habits, or a group of images of specific
handwritten digits. In the example, we used a simple clustering technique (Vector
Quantisation [27]) to identify the centers of the clusters. These centers are indicated
by the crosses. A second property that characterizes the data is the ‘shape’ of the
clusters which is given by their covariance matrices. Describing and characterizing
the distribution of data with properties as in the example is a basic data analysis
task. Techniques with which such representations are found are called unsupervized
learning methods. We shall use unsupervized methods to find representations in the
form of hidden variable models which play a central role in the thesis. These models
will be described later in the introduction.
In addition to unsupervized methods there are supervized learning methods. These
can be explained as follows: Suppose that together with position attributes, each data
point has a class label. Supervized methods use these labeled examples to construct a
function to correctly classify new unlabeled data points. For example, in handwritten
digit recognition such a function can be used to construct a function for automatic
classification of handwritten ZIP codes. As an example, a set of labeled data is plot-
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Figure 1.2: An example of data points in two dimensions (X1;X2) belonging to
two classes shown by crosses and circles. The solid curve shows the boundary which
optimally separates the two classes.
ted in Figure 1.2. The positions of these points are the same as in Figure 1.1. Based
on these examples we fitted a classification boundary between the points so that it
optimally separates the two classes. A new unlabeled point can then be classified by
looking at which side of the boundary the point is located. Note, that the separation
cannot be perfect due to the overlap of the clusters i.e., some examples are positioned
at the wrong side of the curve. This happens in most practical situations: Because
of errors or because of missing information different classes overlap so that it is not
possible to construct a 100% accurate classifier. A basic problem in the design of
a classifier is to find the proper level of detail of the separating curve so that it will
generalize well in spite of confusing noise.
In the example of Figure 1.2, we see that the label of a point is related to the clus-
ter to which it belongs. Hence, in this example the distribution of points is related to
the shape of the classification boundary. This relation exists in many real world prob-
lems. Therefore, modeling the distribution of the data as is done with unsupervised
methods may aid in the construction of a well performing classification function.
Essentially, each chapter in this thesis is concerned with one of the two problems
that are sketched in the examples above, namely
1. to find compact descriptions of complicated data distributions, and
2. to use these descriptions to construct well performing classification functions.
An important additional motivation, which can be found in all chapters, has been
to create methods that provide valuable insight to human experts. By this we mean
that the models are designed not to operate as black boxes with a lot of parameters
with complex dependencies. Rather, they are designed to be easy to understand and
to interpret.
The next four sections will introduce the main topics of the thesis and will give
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a basic idea of the central problems that are involved. The following scheme gives a
brief description of the topics that will be discussed in each section:
Section 1.1 Here one of the fundamental models of the thesis will be introduced,
namely the Generative Vector Quantiser. The purpose of the model is to de-
scribe data sets in a compact manner using a small number of characteristic
features. The model is a member of the class of hidden variable models. An
essential problem here is to find a model that is optimal for a particular data-
set. Section 1.1 introduces the concept of learning and gives an idea of the
solution to the problems involved with hidden variable models.
Section 1.2 As discussed above, the second basic data analysis task is classification.
Section 1.2 introduces the techniques that shall be used to find hidden variable
models that, in addition to finding an accurate data representation, are also
accurate for classification.
Section 1.3 Many complex real world classification problems can be expressed much
simpler by a small set of underlying classification rules. Based on the ideas
that are introduced in section 1.1 and section 1.2, we developed an algorithm
that finds such hidden classification rules. This algorithm will be introduced in
section 1.3.
Section 1.4 This section introduces the concept of Case Specific Attribute Selection.
This concept plays a role in problems where we are not primarily interested in
generic rules as in section 1.3 but in rules that are optimal for a specific indi-
vidual case. For example, in medical diagnosis such a rule would correspond
to a series of tests that are optimal for a specific patient. In that case, a rule
should be generated on-line and will be different for different, new patients
having different complaints and symptoms. For the purpose of speed, another
type of hidden variable models will be used, namely Gaussian Mixture models.
How these models and alternative models are applied for Case Specific Feature
Selection will be explained in section 1.4.
1.1 Hidden Variable Models and Learning
This section introduces the concept of hidden variable models. These models play
a central role throughout the thesis. The second part of the section introduces the
problem of ‘learning’ which is the main topic of Chapter 2.
1.1.1 Hidden Variable Models
In many situations the data are given in terms of a large number of attributes. In
addition, due to noise, inconsistencies, and missing information it is hard to see the
relations between data points. It is, however, very well possible that a seemingly
Chapter 1 5
Figure 1.3: The bar data set. Each of the 12 images consists of 6  6 pixels which
can have value ‘black’ or ‘white’.
Figure 1.4: The bar features. By making combinations of these images one can form
any of the images in Figure 1.3.
noisy unstructured data set can be explained by a much simpler process which has
fewer degrees of freedom. The purpose of a hidden variable model is to represent the
data more efficiently in terms of a new, small set of attributes: the hidden variables.
An example of a data set that can be represented more efficiently with hidden
variables is shown in Figure 1.3. The figure shows 12 images (the data points)
each consisting of 36 pixels (the attributes) with a value ‘black’ or ‘white’. Clearly,
the values of the pixels are not assigned randomly: If a pixel is ‘black’ then either
all the pixels in the same column or the pixels in the same row are black. More
careful inspection shows that it is not the pixels but the horizontal and vertical bars
of Figure 1.4 which are randomly combined. Hence, the underlying process has 12
attributes (6 horizontal and 6 vertical bars) instead of 36.
The functional relationship between the data attributes and hidden variables is
displayed graphically in Figure 1.5. For example, the arrows directed towards at-
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Figure 1.5: The relations between hidden variables h1, h2 and h3 and observed (data)
variables X1, X2, X3, and X4 in a hidden variable model.
tribute X1 indicate that X1 is a function of the hidden variables h1, h2 and h3. Note,
that a graphical model that fits the bars example would consist of 36 ‘X’ nodes and
12 ‘h’ nodes.
Many techniques for data analysis seek for a description of data in terms of more
elementary variables. An advantage of a such a representation is that it reduces re-
dundancy in the input patterns [3]. In addition, it can be helpful in understanding
the processes that generated the data. Examples, where the observed data can be
reduced to more elementary hidden variables, can be found in biological modeling
(genes instead of the nucleotides A, C, G and T), image processing (bars instead of
pixels) and data mining (costumer profiles instead of contents of market baskets). In
the bar example, a bar is either present or absent. In contrast, in most techniques it
is assumed that the hidden variables are continuous. Examples are Principal Com-
ponent Analysis [30] and Factor Analysis [5]. Effectively, these methods project the
data onto a lower dimensional subspace such that most of the variance of the data is
retained. A drawback is that with continuously valued hidden variables one can not
identify a discrete number of clusters in the data.
More recently, hidden variable models have been proposed with which cluster
structures can be identified [23, 60]. In these models the hidden variables have in-
teger or binary values. The model that we will study in Chapter 2, the Generative
Vector Quantiser (GVQ), also falls in this category: It has binary hidden variables
and numeric data variables. Hence, GVQ represents a cluster as a binary compo-
sition of elementary feature vectors like the bars in Figure 1.4. To provide an easy
data interpretation, GVQ associates only a single feature composition to each data
pattern. This is in contrast to probabilistic models which associate a data pattern to
a distribution over compositions. In this sense, one can view the GVQ model as a
special deterministic variant within the larger class of noisy, probabilistic models.
An example of a set of clusters identified with 3 hidden variables is shown in
Figure 1.6. As before, each data point has 2 attributes so that the data set can be
plotted in a 2 dimensional space. As can be seen the data are grouped into 8 clusters.
The centers of these clusters, indicated by bold circles, can be found by adding the
vectors, shown as arrows, in different combinations. Next to each cluster is shown a
Chapter 1 7
(001)
(011)
(100)
(101)
(110)
(111)
(010)
(000)
Figure 1.6: In GVQ the cluster centers (circles) are generated by a small set of basic
vectors (arrows), which correspond to the hidden states (100);(010) and (001), re-
spectively. The cluster center corresponding to the state (011), for example, is given
by the sum of the vectors corresponding to the two states (001) and 010 (see broken
lines).
binary string which contains the values of the hidden variables. The meaning of the
values is inclusion ‘1’ or exclusion ‘0’ of a particular vector.
1.1.2 Learning
For a given data set, the main problem within this context is to find a hidden variable
model. The quality of the model that we find depends on the search procedure that
we use. For large data sets such a procedure will in general need many iterative steps
before it arrives at a good solution. In analogy with biological systems, the iterative
procedure of finding a good model of the observed data is referred to as learning, see
Figure 1.7.
The best known learning algorithm for hidden variable models is the Expectation
Maximization (EM) algorithm [16]. The EM-algorithm iterates between an Expec-
tation step (E-step) and a Minimization step (M-step). The E-step determines which
values of the hidden variables are optimal for a given data pattern. In the bars ex-
ample, this corresponds to the problem of determining which combination of bars
forms an image like that in Figure 1.3. If, for all patterns in the data set, these combi-
nations are known then it is computationally straightforward to optimize the feature
values (these are ‘black’ or ‘white’ in the bar example of Figure 1.4 and in the 2-
dimensional example in Figure 1.6 they correspond to the coordinates of the vectors)
in the M-step. In mathematical notation, the EM-algorithm can be explained as fol-
lows: Let us represent the data-points by d-dimensional vectors xµ =

xµ1 ; : : : ;x
µ
d
T
,
where µ 2 f1; : : : ;Pg indexes the data point in the data set of P points. Furthermore,
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Figure 1.7: Learning is the (iterative) process of finding the model which best char-
acterizes the distribution of patterns using a finite data-base.
let us represent the features (the images in Figure 1.4 or the arrows in Figure 1.6)
by vectors fi =
  fi1; : : : ; fid
T
. Representative clusters are formed by making binary
combinations of the features. Each binary combination can be represented by a bi-
nary state vector h = (h1; : : : ;hn)
T
, where hi 2 f0;1g. Using these binary vectors,
we can form a cluster center by summation: ∑ni=1 hifi. To each data-point xµ there is
a cluster center which is closest. If we take the Euclidian metric to define distances,
this closest cluster center has a binary state
hµ = argmin
h
kxµ  ∑
i
hifik
2
: (1)
The goal of learning is to find feature vectors such that the distances between
data-points and their closest cluster centers becomes as small as possible. In other
words, we want to minimize
P
∑
µ=1
kxµ  ∑
i
fih
µ
i k
2
; (2)
w.r.t. the vectors fi. Since the states hµ depend on the orientation of the feature
vectors fi, the minimization is done iteratively using two steps in each iteration: 1)
The E-step which finds binary vectors hµ with (1) for fixed fi; and 2) The M-step,
which finds feature vectors fi by minimizing (2) for fixed hµ .
The basic problem in the application of the EM-algorithm is the E-step (1) i.e.,
there is no efficient way to determine which of the, exponentially many, hidden vari-
able combinations is optimal for a given data point. This makes the E-step compu-
tationally intractable. A major issue in developing a learning method for the GVQ
model is to find accurate and tractable approximate solutions for the E-step. In data-
mining applications, where data-bases are often large and high dimensional, this issue
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becomes particularly important. One of the central issues in Chapter 2 is to develop
and to experimentally compare different approximating algorithms that can do the
E-step in a short time.
Summary and main conclusions of Chapter 2
In Chapter 2 we propose a model, the Generative Vector Quantiser (GVQ), which is
constructed to give an efficient representation of complex data sets in terms of a small
number of hidden variables. One aspect that GVQ has in common with the popular
standard Vector Quantiser (VQ) [27] is that GVQ represents the data in terms of a
discrete number clusters. Standard VQ does, however, not have a hidden variable
representation. Other popular methods to find hidden variable representations such
as Principal Component Analysis (PCA) [30] and Factor Analysis [5] are restricted
to representing linear structures in the data. No such restriction holds for GVQ.
Like in PCA, GVQ is deterministic in the sense that a data point is associ-
ated to only a single hidden variable state. In contrast to non-deterministic models
([60, 31, 2]), the deterministic approach makes the application of a special class of
learning algorithms particularly interesting, namely the combination of Expectation
Maximization [16] with Belief Revision [51]. Chapter 2 extensively compares this
algorithm with other methods such as ‘mean-field’ and ‘belief propagation’. It is
found that under different circumstances different algorithms perform better.
Finally, some practical applications of GVQ will be presented, namely Handwrit-
ten Digit Analysis and Image Compression. In handwritten digit analysis the GVQ
model is used to find the features or basic building blocks of handwritten digits. It
will be demonstrated that with a small number of features a GVQ model can recon-
struct a large variation of realistic handwritten digits. In image compression GVQ
is compared with standard Vector Quantisation. It is demonstrated that the GVQ
method can compress an image with a much smaller loss than the standard Vector
Quantisation method.
1.2 Using Hidden Variable Models for Classification Tasks
Hidden variable models are perfectly suited to describe complicated data distribu-
tions. It would be of great practical use if these descriptions could assist in discrim-
inating between data of different classes. A standard way to do this is to split up
a training set of labeled examples into subsets such that the data in each subset all
have the same class label. One can then train a separate hidden variable model on
each of these subsets. Afterwards, a novel unlabeled data pattern can be classified by
determining how well each model can reconstruct the pattern. This approach is often
taken in complicated classification tasks such as speech recognition [56] or protein
classification [38].
This procedure works well if each model represents the ‘true’ data distribution
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of each class. With realistic data sets, however, the models will not be optimal for
classification. The main reason is that the number of available data examples is lim-
ited. One therefore has an insufficient number of examples to extrapolate and to
accurately predict the distribution of future data. Hence, the estimated classification
function will not be optimal for classifying new data. To improve classification it
may be better to use an alternative optimization criterion which directly punishes for
misclassified examples. This is done in the learning algorithms for models such as
support vector machines [72] and multi-layer perceptrons [9] which are famous for
their high classification accuracy. On the other hand, these models, that are only
optimized for classification, lack insight into underlying data generating processes.
For example, in handwritten character recognition, these techniques do not find a
representation of the basic shapes of characters nor of their typical features. It is
therefore desirable to have models with an optimal classification performance which
at the same time give a faithful representation of the distribution of the data. Section 3
investigates techniques which combine unsupervised and supervised learning to find
such hidden variable models. Another advantage of this approach is that the com-
bination of unsupervised and supervised learning allows to find a well performing
classifier even if only a fraction of the training examples has a class label. The idea
is that the unsupervised component finds the clusters and the supervised component
labels and adjusts the clusters using only a small number of labeled examples.
Summary and main conclusions of Chapter 3
The topic of Chapter 3 is the application of hidden variable models in classifica-
tion tasks. Hidden variable models are used often in classification tasks. Examples
can be found in speech recognition [56] and protein structure classification [38]. A
schematic representation of the topic of section 3 is presented in Figure 1.8.
The standard learning objective, to find a model for each class, is maximum like-
lihood estimation. The algorithm that is proposed in Chapter 3, Sequential Constraint
Optimization (SCO), improves the standard maximum likelihood algorithm by incor-
porating classification constraints in the learning procedure.
Two variants of the methodology will be compared, namely 1) a learning rule
which uses carefully adjusted Lagrange multipliers in which case the algorithm is
similar to the Support Vector learning algorithm [72] and 2) a learning rule where the
Lagrange multipliers are either 0 or 1 in which case the algorithm is equivalent to the
Batch Perceptron algorithm [17].
It is shown that the first approach needs fewer steps to converge to an optimal
solution. To do this each step needs more computational time than the second ap-
proach. In order to get a converging learning curve, the second approach requires a
careful adjustment of a learning parameter. The first approach is less sensitive in this
respect.
Finally, it will be shown that application of these approaches on a number of
Chapter 1 11
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Figure 1.8: In Chapter 3 algorithms are compared which learn multiple hidden vari-
able models from a data base. Each model is specialized for describing patterns of a
specific class. After learning patterns can be classified by comparing how well each
model is able to reconstruct the pattern.
real world data sets results in an increased classification performance compared to
standard maximum likelihood learning.
1.3 Rule Extraction with Hidden Variable Models
An important application for automatic data analysis techniques is to extract knowl-
edge that provides insight to human experts. An important class of these techniques
presents knowledge in the form of induced classification rules. These rules relate val-
ues of data attributes to classes in the form of logic if-then rules. For example, with
two data attributes X1 and X2 a classification rule can have the form: ”IF X1> θ1
AND X2< θ2 THEN CLASS=A”. The basic objective of a rule induction algorithm
is to divide the attribute space into regions which contain examples of one class. In
order to get rules which provide insight, the additional objective is to divide the space
in as few regions (=few rules) as possible and such that the regions are described with
as few conditions as possible. Well known rule induction algorithms are decision tree
learning algorithms [55] and genetic rule induction algorithms [71].
As explained in section 1.1.1, there are many situations where the given data at-
tributes are not well suited to identify groups in the data. In these situations rule
induction algorithms produce poor results: either the rules are inaccurate but short
and simple, or the rules are accurate but complicated with large numbers of condi-
tions which make them incomprehensible. In contrast, hidden variable models are
constructed such that the hidden variables will be optimal to identify groups. It is
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Figure 1.9: Chrefchrules investigates algorithms which learn hidden variable models
for rule extraction. The objective is to find a small set of short rules with which most
patterns can be accurately classified.
therefore more sensible to represent the conditions of classification rules with the
hidden variables than with the given data attributes. This is the topic of Chapter 4. In
this chapter we will present techniques which can induce accurate classification rules
that relate hidden variable values to classes.
Chapter 4 compares two rule induction algorithms. The objective of the first algo-
rithm corresponds naturally to what we desire intuitively i.e., finding a model which
gives an accurate description of the data distribution (identifying groups) in such a
manner that all examples are classified correctly. In the algorithm this desideratum is
formulated mathematically as a constraint optimization problem. The other approach
is more standard. Here the class labels are simply treated as values of an additional
data attribute. This can be explained shortly in the following way: As in section
1.1.2, a data point having d attributes is represented by a vector xµ =

xµ1 ; : : : ;x
µ
d

.
If the data point has a class label yµ then we can treat this label simply as an addi-
tional attribute by defining augmented data points xµ =

xµ1 ; : : : ;x
µ
d ;y
µ

. If we do
this for all data-points then we can find a GVQ model by the EM-algorithm on the
augmented data set. In probabilistic modeling the distribution of the augmented data
points, which include the original attributes and the class labels, is known as the joint
probability distribution.
The two approaches for rule induction are experimentally compared on four real
world data sets.
Summary and main conclusions of Chapter 4
The topic of Chapter 4 is to use the GVQ model of Chapter 2 to extract compact
classification rules from data sets. A schematic representation is given in Figure 1.9.
The learning algorithm that is proposed in this chapter is a variant of the SCO
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algorithm of Chapter 3. In that chapter a separate model was trained for each class
so that each model is associated to a specific class. In contrast, in Chapter 4, we
apply the learning algorithm to one single GVQ model. In this way each hidden state
is associated to a specific class. The algorithm finds faithful symbolic representa-
tions of the data (by which we mean that combinations of symbols have a one-to-one
correspondence with separate clusters in the data) which at the same time discrimi-
nate between different classes. The rule extraction method is demonstrated on four
real world tasks, namely handwritten digit recognition, satellite image recognition,
plant species recognition and emotion recognition from speech. On these data-sets
the SCO algorithm is compared with the more standard approaches of unsupervized
learning and of joint likelihood estimation. The results show that the SCO algorithm
greatly improves the classification accuracy of rules found by unsupervized learning.
In addition, the results show that the SCO rules are more accurate than the rules found
by joint likelihood estimation.
1.4 Selecting Data Attributes for Fast and Accurate Classi-
fication
In many applications one wishes to classify an object based on as few attribute values
as possible. For example, in the medical domain, diagnosing a disease may require a
series of lab tests. In such a situation, it would be beneficial if the doctor had a system
that predicts which of the tests are most relevant for diagnosing the patient under
examination. Other, similar applications can be found in machine fault diagnosis or in
automatic help desk systems. This problem, of finding the most relevant attributes in
a specific situation, shall be referred to as Case Specific Attribute Selection (CSAS).
The task of predicting class membership using the least possible amount of re-
sources basically consists of two parts. First, the system must be able to predict class
labels using incomplete information. Second, the system needs to determine which
attribute should be measured next to get maximum information gain.
There are various ways to address this issue. A well known classification method
which has been extensively studied within the machine learning community over the
last decade is to use induced decision tree classifiers. It is also well known that deci-
sion trees have limitations in terms of classification ability. For example, the decision
boundaries in a tree are generally restricted to be axis parallel (for example, parallel
to the axis X1 or X2 in Figure 1.1) which may not be optimally suited for particular
classification problems [46], [13]. On the other hand, there exist classifiers which are
more flexible than decision trees. A 2-dimensional impression of both types of clas-
sifiers is shown in Figure 1.10. Chapter 5 formulates the use of these more flexible
methods for attribute selection, and compares and contrasts their performance with
decision trees.
For the task of attribute selection we are explicitly concerned with the data at-
tributes. Finding a more efficient hidden variable representation than in the previous
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Figure 1.10: a) Decision boundaries in a decision tree have a restricted shape: axis
parallel. b) With a more flexible model, where this restriction no longer applies, it is
possible to model a much richer class of decision boundaries. The numbers are the
indices of the most relevant attributes within each region.
sections is therefore not relevant here. The main objective is to reduce uncertainty
about the class of a given pattern. For this we need to be able to quantitatively spec-
ify degrees of uncertainty based on the available information. This can be done if we
have a probability model.
As was stated above, we want a flexible model which avoids the limitations of
decision trees. However, for CSAS we have to put restrictions on the computational
complexity of such a model which is related to the time it takes to compute a proba-
bility value. The reason for this is that after each measurement of an attribute value,
the expected relevance of a possibly large number of attributes needs to be evaluated.
This means that, for practical use, the classification system has to be able to infer
even larger numbers of probability values in just a fraction of time. Therefore we use
the class of factorized mixture models for the task of Case Specific Attribute Selec-
tion. In a mixture model, like in the models described in the previous sections, it is
assumed that the data contain different groups or clusters. These groups are modeled
with separate ‘sub’ models. The sub models are the mixture components. To aquire
the necessary computational speed, it is assumed that the attributes within a mixture
component are independent. This avoids the exponential scaling problem present in
other models where one needs to sum over all possible value combinations of the un-
known attributes. Although the attributes within a cluster are independent, attributes
can be related to each other based on their cluster membership. To get an idea about
this effect one can look at Figure 1.1. If the X1 value of a data point is very small
then the point is likely to be part of the most left hand cluster. We see that this cluster
is positioned high on the vertical axis. Hence, even though within the clusters there
seems to be no strong correlation, we see that if X1 is small then X2 will be large.
By adding more mixture components, a mixture model can approximate any possible
probability function with arbitrary precision.
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Figure 1.11: A decision is directly induced from the data-base. At each node in
the tree a ‘yes’ or ‘no’ question needs to be answered. This question corresponds to
a decision boundary in the data space. Depending on the answer one arrives at the
next node until one arrives in a leaf with the class label. The positions of the decision
boundaries are found by using information theory.
In Chapter 5 we shall use the framework of information theory [8] for CSAS. In
this framework, attributes which have not yet been measured are ranked according
to how much the entropy in the probability distribution of the classes is expected
to decrease after measurement of the attribute. The attribute with largest expected
decrease of entropy will be selected. In decision trees the entropies are estimated
simply by counting the numbers of data points on different sides of the decision
boundaries. Using a mixture model, the entropies are computed from a probability
density function which has been fitted to the data. The basic differences between
these approaches i.e., decision trees and mixture models, are illustrated graphically
in Figure 1.11 and Figure 1.12.
In Chapter 5 we shall compare these fundamentally different methodologies on
10 realistic data-bases. These data-bases include medical problems (diagnosis of di-
abetes and of heart diseases), biological classification (Iris plants, families of yeasts,
and ecoli bacteria), and problems such as credit card fraud.
Summary and main conclusions of Chapter 5
Chapter 5 investigates and compares different approaches to the problem of Case
Specific Attribute Selection (CSAS).
Different studies [21, 32, 64, 26] have mentioned the practical relevance of tech-
niques for CSAS. The usefulness and performance of such techniques has, however,
never been evaluated nor compared. The purpose of Chapter 5 is to compare and
to contrast two fundamentally different approaches to CSAS, namely decision trees
[10, 55] and mixture models [68]. Decision trees are an obvious candidate for CSAS,
since their basic mechanism is to sequentially select attributes to optimally divide
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Figure 1.12: In the approach proposed in Chapter 5 we first fit a probability model
to the data-base with a mixture model. Based on this model the data attributes will
be selected using information theory. The answers to the questions can be any value
within the range of an attribute. When the uncertainty drops below a certain pre-
specified value the class label will be given.
the data into regions of different classes. Mixture models, on the other hand, do not
divide the data into different regions but rather fit a probability density function to
the data. Both approaches are compared within the common theoretical framework
of information theory [63].
In order to optimize a mixture model for CSAS we found that a variant of the
Deterministic Annealing algorithm [58] performs very well. This algorithm adjusts
the model to the optimal level of detail that is needed for a specific data set.
The methods, decision trees and mixture models, are extensively compared on a
large number of real-world data sets. The results show that mixture models perform
better on average.
Chapter 2
Deterministic Generative Models
for Fast Feature Discovery
Abstract. We propose a vector quantisation method which does not only provide
a compact description of data vectors in terms codebook vectors, but also gives an
explanation of codebook vectors as binary combinations of elementary features. This
corresponds to the intuitive notion that, in the real world, patterns can be usefully
thought of as being constructed by compositions from simpler features. The model
can be understood as a generative model, in which the codebook vector is generated
by a hidden binary state vector. The model is non-probabilistic in the sense that it
assigns each data vector to a single codebook vector. We describe exact and ap-
proximate learning algorithms for learning deterministic feature representations. In
contrast to probabilistic models, the deterministic approach allows the use of message
propagation algorithms within the learning scheme. These are compared with stan-
dard mean-field/Gibbs sampling learning. We show that Generative Vector Quantisa-
tion gives a good performance in large scale real world tasks like image compression
and handwritten digit analysis with up to 400 data dimensions.
Adapted from: M.J.D. Westerdijk, D. Barber, and W.A.J.J. Wiegerinck. Determin-
istic Generative Models for Fast Feature Discovery Data Mining and Knowledge
Discovery, 5, 337–363, 2001.
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2.1 Introduction
Many techniques for data analysis can be regarded as seeking for a description of
data in terms of elementary features. An advantage of a feature representation is
that it reduces redundancy in the input patterns [3]. Furthermore, a description in
terms of features can provide a lucid explanation of objects (input patterns), which
can in addition be helpful in understanding the hidden data generating process. Areas
in which feature representations are particularly relevant can be found in biological
modelling, image processing and data mining.
Currently, the most widely applied techniques for feature extraction are linear.
Well known examples are principal component and factor analysis. Both these tech-
niques give a meaningful representation of the data only if the data are Gaussian dis-
tributed around some low dimensional linear subspace. More recent non-Gaussian
linear methods include independent component analysis [7] and the sparse coding
approach by [50]. A significant advantage of linear methods is their speed. In addi-
tion, linear models provide an easily interpretable feature representation of the data,
often in terms of the basis spanning the linear subspace. One important drawback of
linear models is that they can not describe multi-modal distributions.
The most well known and simplest method for finding multi-modal structure in
the data is vector quantisation (VQ) [24]. The drawback of vector quantisation, how-
ever, is its lack of a feature representation. To overcome this problem, more advanced
non-linear probability models have recently been promoted by several authors in the
context of feature extraction [59, 23, 60, 2]. In contrast to standard vector quantisa-
tion, where a data point is explained in terms of a single codevector, these models
explain a data point in terms of a combination of elementary features. Each such
combination is formed or generated by the state of a set of hidden or latent variables.
The model that we propose in this chapter, the Generative Vector Quantizer
(GVQ), is exactly such a generative model, with a binary hidden layer and a con-
tinuous visible layer representing the codebook vectors. Hence, in GVQ a codebook
vector is considered to be composed of a binary combination of features in which a
given feature is either fully present or fully absent. To provide an easy data interpre-
tation, GVQ associates only a single codebook vector and therefore a single feature
composition to each data pattern. This is in contrast with probabilistic models which
associate a data pattern with a distribution over compositions where, in principle,
each possible composition has a contribution. In this sense, one can view the GVQ
model as a special deterministic variant within the larger class of noisy, probabilistic
models.
In addition to interpretability, there is another important advantage of using a
deterministic model. To learn a generative model from a given data set there exists
an accurate and rapidly converging algorithm. This EM-algorithm [16] iterates be-
tween an Expectation step (E-step) and a Minimisation step (M-step). The E-step
determines which hidden states (which combinations of features) are responsible for
generating a given data pattern. If these states are known then it is computationally
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straightforward to optimize the feature values in the M-step. The basic problem in
the application of the EM-algorithm is that there is no efficient way to determine
which of the, exponentially many, states generated the data point. This makes the
E-step computationally intractable. A major issue in developing learning methods
for Generative models is to find accurate and tractable approximate solutions for the
E-step. In data-mining applications, where databases are often large and high dimen-
sional, this issue becomes particularly important. The deterministic property of the
GVQ model makes the use of a special class of message passing algorithms within
the learning scheme directly relevant. These algorithms [51] are used within graphi-
cal models to infer marginal probabilities given some evidence. In the deterministic
approach the distribution of a multi-dimensional state space is given simply by the
product of the marginals of this distribution. In other words, in the deterministic limit,
algorithms which estimate marginal probabilities well, will necessarily estimate the
full distribution equally well.
Message passing algorithms are interesting alternatives to the methods for prob-
abilistic models such as the mean-field approximation [22, 79, 60]. In this chapter
we will describe how message passing algorithms can be used for learning feature
representations in the form of a GVQ model. In addition, we will present an exten-
sive comparison between these algorithms and the mean-field method for learning
deterministic GVQ models. We will indicate under which circumstances a specific
algorithm should be preferred over others.
In section 2.2 and section 2.3 we present the basic idea of GVQ and its relation-
ship to standard vector quantisation, along with the GVQ learning algorithm. The
crucial issue of the tractable implementation of this algorithm is discussed at some
length in section 2.4.
In order to tune the representation for a particular application there are some
useful types of constraints one can impose on the model. In some applications one
knows that are certain distinct classes present in the data. For example in handwritten
digit analysis the features for constructing 2’s are not used for constructing 4’s which
have their own distinct set of features. Furthermore, to learn a multiple feature set
model it is desirable that the sets compete in a winner-take-all fashion, so that the
sets force each other to specialize on different structures in the data. We will show in
section 2.5 that in the GVQ model such a multiple set representation can be built in
in a natural way.
High dimensional real world problems, namely handwritten digits and image
compression, are studied in sections 2.6.1 and 2.6.2. The relation of this work to
other models is discussed in section 2.7, along with potential benefits to discrete op-
timisation using message passing schemes.
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2.2 Standard Vector Quantisation
The aim of vector quantisation (VQ) is to represent a dataset by a smaller set of
representative vectors. This set can be used to code a data pattern with a small number
of bits. The code of a data pattern is given by the index of the closest representative
vector. For this reason the collection of representative vectors is called a codebook
and the vectors themselves are the codebook vectors. An example of a data set with
its representative codebook vectors is shown in Figure 2.1 (a).
An important advantage of standard vector quantisation methods is that, for a
given data set, they can quickly construct a set of representative codebook vectors.
For this reason these techniques are widely used in many application domains for
compression or for clustering of data. Standard vector quantisation does not, how-
ever, represent objects as a collection of features. To overcome this deficiency, we
introduce generative vector quantisation, as described in the following section.
2.3 Generative Vector Quantisation
In Generative Vector Quantisation (GVQ) the objective is similar to that of VQ,
namely to find a codebook representation of the data. In contrast to standard vector
quantisation, GVQ reduces the number of representative vectors by using a smaller
set of basic feature vectors ff1; : : : ; fng which exist in the same N-dimensional space
as the data. Each codebook vector is then formed by some binary combination of
these feature vectors,
n
∑
i=1
sif
i
 Fs;
where the feature matrix F =

f1f2 : : : fn

, and the state vector s 2 f0;1gn. There are
therefore M = 2n possible codebook vectors Fs1; : : : ;FsM .
An example of a set of codebook vectors generated by 3 features in a 2-dimensional
space is shown in Figure 2.1 (b). To contrast this approach with the standard ap-
proach, the data used for GVQ is the same as in Figure 2.1 (a).
In Figure 2.1b), the circles represent the generated codebook vectors which corre-
spond to the 8 states (000); (100); : : : ; (111). The features are given by the codebook
vectors corresponding to the unary state vectors (100), (010) and (001) etc. The zero
state vector is the origin of the representation. The remaining codebook vectors are
then ‘generated’ by combinations of these basic codebook vectors, or features. For
example, the codebook vector corresponding to state (011) is given by adding the
features corresponding to state (010) and (001), see Figure 2.1 (b).
Note that in GVQ the number of features n is not related to the dimensionality of
the data space. Hence, there may be more or less basic feature vectors than there are
dimensions in the data space.
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Figure 2.1: a) A codebook vector representation by standard vector quantisation. b)
In GVQ the codebook vectors (circles) are generated by a small set of basic features
f1; f2 and f3, which correspond to the states (100);(010) and (001), respectively. The
codebook vector corresponding to the state (011), for example, is given by the sum of
the vectors corresponding to the two states (001) and 010 (see broken lines).
2.3.1 The GVQ learning algorithm
In GVQ, as in standard VQ, each data point xµ is associated with a particular code-
book vector, indexed by cµ . Typically, this association is made such that xµ is as-
signed to the closest codebook vector, in the Euclidian sense. The squared Euclidian
distance between the whole data set D = fxµ jµ = 1; : : : ;Pg and its codebook repre-
sentation, fFscµ jµ = 1; : : : ;Pg, is
E =
P
∑
µ=1
kxµ  Fscµk2: (1)
The task is, therefore, to find both the optimal associations of data points to code-
book vectors, and the best feature vectors in order to minimize E . Since the asso-
ciations between data points and codebook vectors will change if the feature matrix
F is changed, minimising (1) directly with respect to F and the associations is not
practical. For this reason we make use of a two-step iteration procedure.
After initialisation of the features F the GVQ learning algorithm iterates between
an association step 1 which finds, for each data-point, the most nearby codebook
vector and a minimisation step 2 which finds the optimal feature configuration for
the given association:
1. For µ = 1; : : : ;P
cµ  argmin
j
kxµ  Fs jk2; (2)
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2.
F argmin
˜F
∑
µ
kxµ   ˜Fscµk2 (3)
The second step only involves the mean hxik of each group of data associated
with a single codebook vector k since,
argmin
F
∑k ∑
µ2Ck
kxµ  Fsckk2 =
argmin
F
∑k ∑
µ2Ck

kFsckk2 2xµFsck

=
argmin
F
∑k ∑
µ2Ck

kFsckk2 2xµFsck

+Nk hxi
2
k =
argmin
F
∑k Nkkhxik Fsckk2; (4)
where Ck represents the set of all data points associated with the state sck and where
Nk is the number of data points in cluster k. The expectation value hik is taken over
the data in cluster Ck. The additive constant does not depend on F . The objective
function (4) can be minimized efficiently by use of Singular Value Decomposition
(see for example Press, 1992, chapter 14.3).
The first step, (2), is computationally more difficult since, in principle, it involves
a search through all 2n binary states s. In section 2.4 we will discuss and compare
different approximate algorithms which can reduce this computational overhead.
2.4 Approximate association
In the association step (2) we want, for a given fixed data point x, to minimize the
error function1
E(s;x) = kx ∑
i
fisik
2 (5)
with respect to s. Since there is an exponential number of binary states s, an exhaus-
tive search over all these states rapidly becomes computationally intractable for even
a moderate number of features.
In this section we will compare two types of approach for finding the optimal state
s which minimizes (5)2, drawing heavily on the terminology of graphical models
1In this section we refer, for notational convenience, directly to a specific binary state s and omit the
upper indices used in section 2.3.1. Furthermore, we do the association for a single data point x. It is
clear that the problem is the same if we instead use the cluster means hxi of (4).
2Note, that the minimizing state s need not be unique. Here we do not specify a prior preference
i.e., we regard each solution to be equally valid.
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[51, 48]. In doing so we make a distinction between two types of methods. The first
class of methods only considers relations, implicitly given by (5), between the binary
variables3 Si. As will be explained the relationships between the binary variables can,
in that case, be represented by an undirected graph. In section 2.4.1 we will present a
number of specialized approximating algorithms for undirected graphical structures.
The second class of methods considers explicitly the relations between binary
variables Si and visible variables Xi. The corresponding graphical dependency struc-
ture is then directed. Section 2.4.2 discusses an algorithm which exploits this graph-
ical structure.
In section 2.4.3 we shall give an experimental comparison between these methods
for a range of GVQ architectures.
2.4.1 Undirected graph methods
Since we are interested in finding the state s which minimizes the error function
E(s;x) for a given x, we can define a new error function which contains only depen-
dencies on s. First note that,
E (x;s) = x2 2x∑
i
fisi +∑
i j
fi  f jsis j
= x2 2x∑
i
fisi +∑
i
f2i s2i +2∑
i
∑
j>i
fi  f jsis j; (6)
and that si = s2i . The new s-dependent error Ex(s) is defined as
Ex(s) =∑
i
(
hisi +∑
i
∑
j>i
wi jsis j
)
; (7)
where wi j = 2fi  f j; hi =  2fi  x + f2i . The s that minimizes Ex(s) is equal to the
s that minimizes E(s;x). Note that this error function contains only pairwise and
symmetric dependencies between the variables si. This dependency structure, given
by the weight matrix wi j, can be represented as an undirected graph. An example of
a fully connected graph, i.e. all weights wi j are non-zero, is shown in Figure 2.2 a).
The following subsections discuss three different algorithms which make use of
this undirected graph structure.
Belief Propagation (BP)
The error function (7) can be used to define a probability distribution px(s) on the set
of binary states s,
px(s) =
1
Zx
exp

 
1
2σ2
Ex(s)

; (8)
3Note, that we use capitals to refer to variables and lowercase letters to refer to their values.
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where Zx is a normalization constant. In this formulation the state s  argmin
s
Ex(s)
with the smallest error in (7) now corresponds to the state with the largest probability
in the distribution px(). In the case that the noise σ in (8) is decreased, s will
start to dominate the distribution. In the limit σ ! 0 the corresponding probability
px(s) saturates to the value 1. It is easy to see that the marginal probabilities px(si),
i.e. probabilities of individual units, also saturate to the values 0 or 1. A useful
property of the zero noise limit is that the single unit states si for which px(si )!
1 together form the global objective state s = (s1;s2; : : : ;sn) of the whole graph.
Hence, by computing the marginals px(si) from (8) we can, by reducing σ in (8), find
the minimising state s. However, computation of the marginals px(si) has the same
computational complexity as the original minimisation problem (7) since it involves
a summation over all combinations of the states of all the other units j 6= i.
The belief propagation algorithm [51] provides a computationally inexpensive
approximate method to compute the marginals px(si). The basic idea of this method
is to decompose the summation into a sequence of local operations which take place
at the individual nodes. In appendix 2.A we will present this method and give an
example for a simple network. The computational complexity of this algorithm scales
quadratically L (n2) with the number of binary nodes n.
Our implementation of belief propagation starts with a large noise value σ . While
running Belief Propagation, in an attempt to avoid local minima, the noise σ is slowly
reduced to zero. The corresponding state s for which all px(si ) = 1 is then taken as
the solution for our minimisation problem.
Belief Revision (BR)
Belief Revision [51] is an algorithm for directly tackling the minimisation problem
mins Ex(s). Again, the trick is to carefully exploit the graphical structure of the prob-
lem, given by the weights wi j, in order to decompose the minimisation problem into
local operations. In fact, it can be shown that the belief propagation algorithm is
equivalent to Belief revision by taking the limit σ ! 0. We refer to appendix 2.B for
a derivation of the Belief Revision algorithm and a description of our implementation
of the algorithm for the GVQ model. The computational complexity of this algorithm
is L (n2).
Mean-Field (MF)
The basic idea of variational algorithms (of which the mean-field method is a special
case) is to replace the intractable objective function with a tractable approximation
to it, so that the optimization of the approximate objective function can be carried
out efficiently, see for example [60]. Based on this principle we derive a mean-field
variational algorithm in appendix 2.C to find the minimising s state of the objective
function (7). The complexity of the mean-field algorithm isL (n2).
Chapter 2 25
s4
s2
s3s1
a)
s2s 3
x 3x2
s4
x1
1s
b)
Figure 2.2: a) Undirected graph representation. b) Directed Graphical structure of
GVQ
2.4.2 Approximation in the Directed Graph
Instead of representing only the relation in each pair i j of binary variables Si and Sj
as in the previous section, we can also form a graphical representation of the relation
in each pair of all the variables i.e., binary variables Si as well as continuous variables
Xi. The most efficient way to do this is to represent the relations with a directed graph.
To explain this we represent our GVQ model as a joint probability model p(x;s)
of binary states s and visible states x. The prior distribution of the binary units p(s)
is constant, i.e. p(si) = 12 and p(s) =
1
2n . The joint probability distribution can be
constructed as follows:
p(x;s) = p(s)p(xjs) = 2 n
 
2πσ2

 
d
2 exp

 
1
2σ2
E(s;x)

; (9)
where E(s;x) is our original objective function (5). An example, of the graphical
representation of (9) is shown in Figure 2.2 b). As can be seen, there are no direct
links between binary hidden units reflecting the fact that the prior distribution p(s) is
factorized, i.e. p(s) =∏ p(si). The arrows reflect the relation between hidden states
s and visible states x given by p(xjs) ∝ exp
n
 (x ∑i fisi)2 =2σ2
o
so that the set of
arrows expanding from unit Si correspond to feature fi.
Belief Propagation in the Directed Graph (DBP)
In appendix 2.D we present a belief propagation algorithm which explicitly takes the
directed graphical structure into account by passing messages from hidden units to
visible units and vice versa. Using the same noise reduction process σ ! 0 as in sec-
tion 2.4.1, the desired state s can be inferred by computing the conditional probabili-
ties p(sijx) from (9). Again, in the limit σ! 0 the marginal probabilities p(si jx)! 1
together form our desired objective state s = (s1;s2; : : : ;sn). For general probability
distributions with bi-partite structures as in Figure 2.2 b) the computational complex-
ity of this algorithm scales exponentially with the number of connections between a
visible unit Xi and hidden units S, that is, the algorithm is exponentially complex in
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the number of parents of the visible units. However, for the special case of our GVQ
model, which has a quadratic dependence between binary states s and visible states
x, we can reduce this complexity toL (n2d), by introducing an integral transform.
However, this is potentially at the cost of decreased accuracy4.
Belief Revision in the Directed Graph (DBR)
In section 2.4.1 we transformed the probabilistic belief propagation algorithm into a
noiseless algorithm by taking the limit σ ! 0. The same operation can be applied
on the DBP algorithm for the directed graph of section 2.4.2. The resulting belief
revision algorithm still takes the directed graphical structure into account. However,
in contrast to the probabilistic algorithm, the complexity of the algorithm can no
longer be reduced to polynomial. It remains exponential in the number k of con-
nections that each visible unit has with the binary units i.e., the overall complexity
is L (n d 2k). We refer to appendix 2.E for a more technical discussion of this
approach.
2.4.3 Experimental comparison
So far we have not characterized the type of problems for which we can find a sensible
GVQ representation. In practice we can expect a large range of situations where we
want to find a feature representation. For example, some situations require a large
number of features in a low dimensional data space (over-complete basis) or, in the
opposite case, they require a few nearly orthogonal features in a high dimensional
space. The purpose of this section is to determine under which circumstances the
approximating algorithms are most suitable.
Influence of connectivity structure
In this sub-section we monitor the performance of the algorithms if we gradually
increase the complexity of the graphical structure of the GVQ model. To do this,
we generated a number of artificial problems. In each experiment we sampled a
fixed number n = 12 hidden units of d = 4 dimensional features (visible units). The
features fi are chosen such that each visible node Xi has at most k connections with
the binary layer, see Figure 2.3. The connections are selected randomly. The feature
values fi j that determine the strength of these connections are sampled according
to fi j  N (2;1), a Gaussian distribution with mean 2 and variance 1. We chose
a non-zero mean to avoid non-realistic symmetries in the generated data. Together
with each feature set we randomly chose a binary state s, according to p(si ) = 0:5.
Then for fixed fi and s we generated an input pattern x using x =∑i fisi + ε , where
ε is adding a small amount of random noise. The components of ε are sampled from
N
 
0; 110

. Given the input pattern x, each method was used to recover the generating
4As explained in appendix 2.D.
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Figure 2.3: GVQ networks with n = 12 features and d = 4 visible units. a) Each vis-
ible unit Xi is connected with only two binary parent units (k = 2). b) Fully connected
network (k = n).
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Figure 2.4: Comparison of the Belief Propagation (BP, dotted lines), the Belief Re-
vision (BR, dashed lines), Mean-Field (MF, solid lines) and the Belief Revision in the
Directed graph (DBR, dot-dash lines) algorithm. a) The error E(s;x) as a function
of the number of parent connections k (given as a fraction k=n of the total number of
parents n). b) The error E(s;x) as a function of the number of input dimensions d
(given as a fraction d=n of the total number of parents n).
state s. We then computed the error E which is defined here as the average absolute
error per input 5 dimension i.e., E = 1d ∑i jxi ∑ j fi js jjwhich is directly related to (5).
Note that the minimum error is ε . This procedure was repeated 100 times for each
connectivity number k. Figure 2.4 (a) shows the average of these results as a function
of the number of connections k. For each method the error clearly increases with
5We look at the input space and not at errors in the binary latent space since we are interested in
the reconstruction errors of data examples. Two codebook vectors with the same distance to data point
x but with a large distance to each other in the binary latent space binary space are considered equally
valid.
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increasing number of connections k. If the number of connections is small (k=n< 0:6)
the error of the directed belief revision algorithm is close to the minimum error ε
i.e., it is close to the exact solution. In this region DBR outperforms all undirected
algorithms. At a certain point (k=n  0:65) the error of DBR starts to rise quickly.
This is expected since the loops are shorter in denser networks. The transition point
is somewhat dependent on the imposed noise ε . For smaller values of ε the point
shifts to the right. In the extreme case ε = 0 DBR does not make errors anymore,
i.e., E(s;x) = 0 for ε = 0 (which is not true for the other methods). However, for
the value of ε we used here the DBR algorithm performs poorly for fully connected
networks. In that case we should use the mean-field algorithm.
In Figure 2.4 we do not include the performance of DBP. To obtain comparable
performance to DBR, we found that we needed to anneal σ to such a small level that
retaining accuracy of the integral transform became computationally burdensome.
As can be seen from Figure 2.4, the error of BP is in all cases larger than the BR
error. To get a BP error closer to BR we need to anneal to even smaller values of σ .
The anticipated positive effect of avoiding local minima was not present.
In Figure 2.4 (b) we show the result for fully connected networks (n = 15, fi j 
N (0;1)) where we increase the number of input dimensions d. For the fully con-
nected case we omitted the DBR and DBP methods since we know, from the pre-
vious experiment, that their performances will be poor. We see that for these fully
connected GVQ networks mean-field outperforms the other methods over the whole
region. For large values of d=n the thresholds hi will dominate the contributions given
by the interactions wi j in the error function (7). Hence, effectively the units Si will
become more independent in which case all methods perform better explaining the
decreasing errors in Figure 2.4 (a).
In the experiments with the BR method we made an interesting observation. In
all the trials where the messages converged to a stationary value the final error was
equal to the minimum error ε . The BR error in Figure 2.4 comes from the remaining
non-converging trials. This indicates that by looking at the convergence behaviour
of BR we are able to determine whether the final answer is correct. If it does not
converge we can always do the association with MF instead.
Performance as a function of the similarity between the features
In the experiments above the features were sampled from zero mean normal distribu-
tions. This may not be particularly representative of features in real-world problems.
A crude attempt to address this issue is given by generating features which have a
degree of similarity. Here we do this by drawing the features from a Gaussian with
non-zero mean. The feature values fi j are sampled from a normal distribution with
mean γ , that is fi j N (γ ;1). Hence, the larger γ the more the features fi ‘point
in the same direction’. The result is shown in Figure 2.5. We see that if γ > 4:5
the message passing methods BR and DBP both outperform MF. In the previous ex-
periments, the mean-field method performed better for fully connected architectures.
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Figure 2.5: Comparison of the Belief Propagation (BP, dotted line), the Belief Revi-
sion (BR, dashed line) and Mean-Field algorithm (MF, solid line). The error is shown
E(s;x) as a function of the similarity γ between the features (d = 4;n = 10). The error
bars indicate the variation in the mean.
However, the results in Figure 2.5 indicate that under certain circumstances message
passing algorithms may outperform mean-field also for fully connected networks.
2.5 Imposing constraints on the basic model
In some applications one has a priori knowledge about the probability distribution
which generated the data. In that case it can be of great help to impose constraints on
the basic GVQ model which incorporate this knowledge. In this section we propose
three constraining methods which we believe to be useful for a large class of appli-
cations. The first two of these methods impose constraints on the distribution of the
hidden states s. The third represents a constraint on the distribution of values of the
input patterns x.
2.5.1 Multiple feature sets and multi-valued features
In many real world problems we can expect that there are different unrelated groups
of patterns. In each of these groups the patterns are built up out of features from a set
which is specific for the group. It is easy to adjust the GVQ learning algorithm for
learning multiple feature sets by simply constraining the set of allowable states.
Figure 2.6 shows the result of learning two sets of 3 features from a data set of
300 samples. Features corresponding to one set can only be combined with features
from the same set. The origins of the different sets, indicated with the dashed lines
in Figure 2.6, which are considered as constant ‘on’ features for that set, are also
determined by the optimization process. For a given data point there is only one
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Figure 2.6: Result of learning two sets of 3 features using a data set of 300 samples
from a mixture of 10 randomly distributed Gaussian clusters . The ‘origin’ features
are represented by the dashed lines which come together in the origin.
feature set responsible for generating the closest code vector. In this sense we can
interpret the multiple set model as a winner-take-all configuration of multiple GVQ’s.
Allowing multiple sets makes it possible to find different groups of objects, i.e.
each GVQ within the winner-take-all configuration learns to represent a certain class
of objects in an un-supervised manner. An example of this is given in section 2.6.1
in which handwritten 3’s and 5’s are separated in an un-supervised manner using
multiple feature sets. Note that in the extreme case of using one feature per set, GVQ
is equivalent to standard vector quantisation.
2.5.2 Penalty constraints
Another way of biasing the solution to those consistent with prior beliefs is given by
adding an extra penalty term to the energy function (1). For example, one can bias the
final representation to be sparse, i.e. each object is composed of a small number of
features from a large set, by adding for example the term λ sT s to the energy function.
2.5.3 Binary features for binary data
In the case that the elements of the data are binary, it is desirable that the feature
combinations result in values close to 1 and 0. Experiments with the original er-
ror function (1) on this type of data, however, result in feature combinations with
smoothly varying values, i.e. the reconstructed data patterns are not binary patterns
but have values between the binary states.
Better results are obtained by using sigmoid squashing functions so that the code-
book vectors are forced to have values close to 0 and 1. For this reason we use a sig-
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moid function to ‘squash’ the combination of features. For ease of interpretation, it is
also advantageous that the features themselves are constrained to be binary. This can
be implemented in a ‘soft’ manner by defining the constrained features as F  σ(ˆF)
such that we can minimize the error function with respect to the unconstrained matrix
ˆF . Our error function for binary data is thus
E =
P
∑
µ=1
kxµ  σβ
 
σ
 
ˆF

scµ

k
2 (10)
in which
σ(x) =
 
1+ e x

 1
;
and
σβ (y) = σ (β (y 1=2)) ;
where β is a parameter which controls the steepness of the squashing function. In
our implementation (10) is minimized with respect to ˆF using the scaled conjugate
gradient method [53].
After incorporating the squashing functions, the model becomes more closely re-
lated to other models such as sigmoid belief networks [47] and the “multiple cause
mixture” representation proposed by [61]. Note, however, that the deterministic ap-
proach, see section 2.7.1, and the learning procedure, discussed in section 2.4, of
GVQ sets it apart from these methods.
2.6 Results on Real-World Data
In this section we demonstrate the application of GVQ in two practical situations.
First we extract features of handwritten digits. Using a small number of basic features
GVQ can find nice reconstructions of the original digits. Finding a feature represen-
tation can for example be useful as a pre-processing step in a classifier. In the second
application we demonstrate the advantage of GVQ over standard vector quantization
in image compression. We show that when using a feature representation images can
be compressed into an even smaller number of data bits.
2.6.1 Handwritten digits
We randomly selected 400 training images of handwritten ‘threes’ and ‘fives’ from
the CEDAR CDROM 1 database [27]. Since the original images contain different
numbers of pixels, we rescaled all images to 20 20 pixels. A typical sample of
these images is shown in Figure 2.7.
We decided to fit a GVQ model consisting of 4 mutually exclusive sets of 5 fea-
tures (including in each set an origin feature), see section 2.5.1. For this application
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Figure 2.7: A random sample of 48 handwritten ‘threes’ and ‘fives’ from the CEDAR
CDROM. Each image consists of 2020 bits.
Figure 2.8: Features that were obtained after learning from a database of 400 hand-
written ‘threes’ and ‘fives’. Each of the 4 rows represents an independent set which
consists of 4 features and an ‘origin’ feature (most right in each row).
we made use of the binary feature binary data version of GVQ as discussed in sec-
tion 2.5.3 with β = 4:5. The features, which were obtained, are shown in Figure 2.8.
Each row in the figure corresponds to a feature set and the last feature on the right
hand side in each row corresponds to the origin feature of the set. By inspection it is
clear that the first two sets (top two rows) specialize on ‘threes’ whereas the last set
(last row) specializes on constructing ‘fives’. The third set can construct both ‘fives’
and ‘threes’. These properties become more clear if we look at Figure 2.9 where 37
of the most representative feature combinations (codebook vectors) are shown. By
most representative we mean those feature combinations (codebook vectors) which
account for most of the data. The codebook vectors in the left sub-figure of Fig-
ure 2.9 are combinations of features from the first set in Figure 2.8, which clearly
are all ‘threes’. As we see from the second sub-figure in Figure 2.9, the second fea-
ture set, although primarily concerned with modeling ‘threes’, is nevertheless able to
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Figure 2.9: The 37 most representative feature combinations. Each group corre-
sponds to reconstructions using features from the same set, given by the rows in Fig-
ure 2.8.
construct a ‘five’. This is even more apparent in the third sub-figure in Figure 2.9
containing both ‘threes’ and ‘fives’. The reconstructions in this set show that there is
a class of handwritten digits containing ‘threes’ and ‘fives’ which share at least one
feature, namely the origin feature. This origin feature can be supplemented with an
additional feature to become either a ‘three’ or a ‘five’.
2.6.2 Image Compression
A well known application of vector quantisation is in image compression. In this
section we demonstrate the additional advantage for image compression gained by
describing codebook vectors in terms of a small number of features.
As an example, we used GVQ to compress the image in Figure 2.10 a)6 and com-
pared the result with standard vector quantisation. The original image consists of
768 704 pixels with 256 possible gray levels for each pixel which corresponds to
865 kbits of information. The image was split into P = 2112 segments of 16 16
pixels. We used standard VQ to construct 16 codebook vectors to represent this set
of P segments. We then reconstructed the image using the closest codebook vector to
each image segment. The result is shown in Figure 2.10 b). We also applied standard
GVQ using n = 8 features (plus an additional origin feature) to construct a repre-
sentative set of codebook vectors for the image segments. Figure 2.10 c) shows the
reconstructed image. The superior performance of GVQ over VQ in representational
accuracy is given by the codebook flexibility. In standard VQ only 16 codebook vec-
tors can be used, compared to 28 = 256 codebook vectors in GVQ. Despite there
being more codebook vectors available in GVQ, the information required to define
the compressed image using GVQ is less than that in VQ, as we show in the following
subsection.
The features, which were learned to construct codebook vectors representing the
segments of the Vermeer image, are shown in Figure 2.11. Interestingly, the final
features can be seen to be slightly biased to modeling variation around the vertical
6The Girl with a Pearl Earring (1665) by Johannes Vermeer, Mauritshuis, The Hague (The Nether-
lands)
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a) b) c)
Figure 2.10: a) The Vermeer image prior to compression consists of 865 kbits. After
compression: b) With standard vector quantisation Iv = 74 kbits, c) with GVQ using
1 set of 8 features (see Figure 2.11) IGVQ = 56 kbits.
Figure 2.11: Features which were learned for representing the 2112-1616 bit seg-
ments constituting the Vermeer image. The lower-right feature is the origin feature,
which is always on.
direction, which is plausible given the large number of almost vertical shadows in the
original image.
Information Requirements
Since a codebook vector in GVQ is constructed out of a set of n features, we need
at most n bits to specify a feature combination vector. If the data have a clustered
structure, the number of bits needed will be smaller than n since some combinations
will never be used. Therefore, if the number of used feature combinations is Ngvq
we also need log Ngvq  n bits to specify a codebook vector in GVQ. Similarly, in
standard vector quantisation we need logNvc bits to specify a codebook vector if Nvc
is the number of learned codebook vectors.
Consider the case that the image to be compressed is unique, in the sense that
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we can not use features (or codebook vectors) which were used to encode previously
encountered images. In order to compare the compression efficiencies, we need to
take into account the information to describe the codebook vectors in VQ and the
information in the features in GVQ. This information is proportional to the number
of pixels np used in an image segment, and the information required to determine the
gray value of a pixel Ig. Hence, if the original image is split into P segments, each
made up of np pixels, the information IVQ in the compressed image using VQ is
IVQ = IgnpNvq +P log Nvq
and the information IGVQ in the compressed image using GVQ is
IGVQ = Ignpn+P log Ngvq:
If there is a moderately number of segments P, which is the case if we compress a
single specific image, then for a given compression quality7 the difference between
IVQ and IGVQ is determined mainly by the difference between Nvq and n. Since we
can construct a large number of codebook vectors with a small number of features it
is expected that n Nvq, especially if the distribution of the image segments has a
structured multi-modal form.
The image in Figure 2.10 b), obtained after compression with standard VQ, con-
sists of IVQ = 74 kbits. In contrast, if we apply our GVQ algorithm using n = 8
features the compressed image, Figure 2.10 c), consists of IGVQ = 56 kbits. While
containing 18 kbits less of information, the GVQ compressed image gives without
doubt a superior representation of the original image.
2.7 Relation of GVQ to other models
A large number of data modeling techniques can be seen as special cases of using
Gaussian mixture models. Although not necessary for the motivation for GVQ, in this
section we describe how GVQ can be seen as part of an ongoing tradition by relating
it to the framework of Gaussian mixture models. This will enable us to clarify the
relation of our model to other recently proposed techniques and approximations to
them.
In the present context, a Gaussian mixture model can be conveniently considered
as a layer of hidden or latent variables s = (s1 : : :sn) connected to a layer of visible
variables x = (x1 : : :xN). Each data point then corresponds to an instantiation of the
visible units. The distribution on the visible units is obtained from the marginal of
the joint distribution over the hidden and visible units,
p(x) =∑
s
p(xjs)p(s); (11)
7By compression quality we mean the similarity between the compressed image and the original
image.
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where the likelihood term is given by
p(xjs) =
 
2πσ2

 d=2
e 
1
2σ2
kx g(s)k2
: (12)
For convenience, we write the prior distribution of the hidden states p(s) in terms of
an energy function φ(s),
p(s) =
1
Z
e 
λ
σ2
φ(s)
; (13)
where Z is the normalizing constant for the prior. Within this model, each hidden
state s corresponds to a uniquely located Gaussian distribution in the visible layer
with mean g(s) with a prior belief that each Gaussian is responsible for the visible
variable given by the prior p(s).
In this section we discuss how various aspects of the GVQ model can be related
to different choices of the mean function g(s) and prior p(s) in the limit that σ goes
to zero.
2.7.1 The deterministic vs the noisy approach
Taking the zero σ limit in the Gaussian mixture model provides a hard assignment
of data points x to closest Gaussian centers. The resulting σ ! 0 model corresponds
to standard vector quantisation in which the codebook vectors are the cluster centers
g(s). In GVQ the additional constraint is that the codebook vectors are generated by
binary combinations of vectors. This corresponds to the choice g(s) =∑i fisi for the
mean function, where the hidden states are now coded as binary vectors s 2 f0;1gn.
As discussed in section 2.4.2 the finite noise model corresponding to GVQ is given
by
p(s;x) = p(s)
 
2πσ2

 
d
2 exp
(
 
1
2σ2
kx ∑
i
fisik
2
)
; (14)
where, in the basic approach of section 2.3.1, the prior probability of a feature com-
bination is the same for each combination i.e., p(s) in (14) is constant. This finite
noise model is closely related to the Cooperative Vector Quantizer proposed in [79]
which was further investigated in the context of mean-field learning in [22]. GVQ
corresponds to (14) with σ ! 0. This implies that the posterior probabilities p(sjx)
reduce to p(sjx) = δ (s  s) in which s is the unique binary state that is associated
with x. Since δ (s  s) =∏i δ (si   si), in the zero noise limit the multi-dimensional
distribution of the hidden binary states s is given by the product of its marginals.
For this reason the message passing algorithms, described in section 2.4, which infer
marginal probabilities p(si) become directly relevant in the zero noise limit. As we
saw in section 2.4.3 there are indeed situations where these message passing algo-
rithms outperform the variational algorithms for finite noise models.
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In summary, GVQ forces a solution in which each data point is explained by a
single process - that is, there is a unique explanation for each data point, found by
a competitive process subject to this requirement. On the other hand, in a finite σ
model, each data point is associated with each Gaussian center with a certain prob-
ability. If one attempts to interpret each data point in terms of features one would
then need to evaluate the contribution of each Gaussian to the explanation for the
data point in some manner. In applications where clusters have strong overlap, these
contributions are important. Otherwise, a finite σ model would make interpretation
unnecessary complicated. Another motivation for considering the zero noise limit is
that taking the most probable explanation (nearest Gaussian center) in the finite σ
models may not give rise to a satisfactory interpretation since the competition be-
tween Gaussian centers for the single best explanation for each data point has not
been optimized during learning.
GVQ is most appropriate in cases in which one believes that any data point is
well explained by a single process (codebook vector).
2.7.2 Alternative choices for the prior distribution
Within the probabilistic framework, some interesting connections can be made to the
sparse coding work of [50] and the independent factor analysis (IFA) work of [2].
The main difference between these models and our model is in the assumption for
the hidden state distribution p(s). Both authors consider hidden state variables with
continuous values, that is s 2 ℜn. In IFA Attias [2] considers a product of Gaussian
mixture distributions (independent factors) for the hidden states s. If, within IFA, the
number of mixtures for each hidden state variable si is set to 2 (bi-modal distribution),
the distribution of the visible patterns can be regarded as a noisy version of the binary
feature combinations in GVQ.
In contrast to the multi-modal assumption of IFA and the binary assumption of
GVQ, Olshausen and Field [50] consider a sharply peaked unimodal distribution for
continuous hidden variables s. This choice encourages a sparse representation of
the data patterns since the hidden variables si will be in the ‘off’ state most of the
time. In this case an individual pattern will be constructed as a combination of only
a small number of features out of a large, typically over-complete, set of features. As
discussed in section 2.5.1, a similar property can be incorporated in our method by
replacing the basic constant GVQ prior in (13) with a soft prior φ(s) = sT s. Note,
however, that when this penalty term becomes too large, only a single feature will
be used to represent a pattern. In other words GVQ will tend to standard vector
quantisation as the solution is strongly encouraged to be sparse.
2.7.3 Binary Lattice Vector Quantisation
In another context, research has been done on Binary Lattice Vector Quantizers or
Direct Sum Quantizers. In fact, the binary codebook representation of GVQ model
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is formally equivalent to the representation of a Binary Lattice Vector Quantizer.
These representations have been studied for the purpose of data transmission across
noisy channels. The main objective there is to transmit coded data such that the
reconstruction error is minimal. An important sub-problem within that objective is
the ‘Index Assignment Problem’ which is to find an optimal binary index assignment
to codebook vectors as to minimize the mean-squared error caused by channel errors,
see [41] and [33].
For ‘direct sum quantizers’, an alternative method for the association step is stud-
ied in [4]. This method is a heuristic compromise between component wise optimiza-
tion and exhaustive search where the association is done in multiple stages bringing
the codebook closer to the data-point at each stage. Whether this method is more
accurate and efficient than the methods studied in section 2.4 remains to be investi-
gated.
To our knowledge binary lattice vector quantizers have, however, not been studied
for the purpose of feature extraction and clustering of non-homogeneous data, which
has been the purpose of the present chapter.
2.8 Conclusion
Generative Vector Quantisation is a method, which performs salient feature extrac-
tion at modest computational expense. The simplicity of GVQ, which searches for
descriptions in terms of binary feature combinations, may lead to a lucid data repre-
sentation, which is important in many data exploration tasks. A central thesis of the
GVQ model is that data points are explained by a single generating process. Unlike
a probabilistic model, GVQ constructs a competition between alternative explana-
tions for a data point, in which there can be only one winning explanation. This
winner-take-all process provides the basis for a clear feature representation. The
deterministic nature of GVQ allows the use of a larger class of (approximate) associ-
ation methods, such as Belief Revision, within the learning scheme. However, in the
case that the data cannot be expected to be explained by a winner-take-all process, a
probabilistic approach may be a more appropriate.
GVQ is potentially a powerful tool for exploring and representing data in a deter-
ministic manner. Ultimately, the strength of GVQ lies in it’s transparent simplicity,
being based on the intuitive notion that, although data may appear complex, it’s con-
struction may be well understood in terms of a small number of elementary building
blocks.
Appendix 2.A Belief Propagation
An efficient technique to find an approximate solution to the marginal px(si) of (8)
is to decompose the global summation operation into distributed local operations,
reducing the exponential summation to quadratic time.
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Figure 2.12: Pairwise graphical model with a) a chain structure b) loops.
For expositional clarity, consider an energy function Ex(s), with weights wi j de-
fined to give a chain structure as shown in figure 2.12(a) (technically, the weight
matrix has zeros everywhere except for entries along the first diagonals adjacent to
the main diagonal). For the chain structure in Figure 2.12(b) the marginal probability
that unit 1 is in state s1 is
p(s1) ∝ ∑
s2;s3;s4
e(h1s1+s1w12s2+h2s2+s2w23s3+h3s3+s3w34s4+h4s4) (15)
which can be decomposed into local operations as follows
p(s1) ∝ e
ν
[
h1s1]∑
s2
 
eν[h2s2+s2w12s1]∑
s3
 
eν[h3s3+s2w23s3]
 
∑
s4
eν[h4s4+s3w34s4]
!!!
(16)
where ν =   1σ2 and . Distributing the marginalization in this manner results in a
summation over a number of states that scales only linearly with the network size
instead of over an exponentially scaling number of states in (15). To write this in a
more general form we define the message that node Sj sends to Si as
λi j (si) = α∑
s j
eν[hjs j+siwi js j]
0
@ ∏
k2C jni
λ jk

s j

1
A
; (17)
where C j is the set of all nodes connected to node j. Combining the incoming mes-
sages λi j into node Si gives the marginal probability distribution of that node
p(si) ∝ e
νhisi∏
j
λi j(si): (18)
The recurrent marginalization procedure defined by (17) and (18) will give an exact
solution for all connection weights wi j that define singly connected graphs i.e., graphs
without loops.
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For graphs with loops, for example Figure 2.12(b), which corresponds to the
energy function
Ex(s) =h1s1 + s1w12s2 +h2s2 + s2w23s3 +
+h3s3 + s3w34s4 +h4s4 + s1w14s4 + s2w24s4 (19)
the method is still applicable although no longer guaranteed to find the optimal so-
lution. Nevertheless, there is experimental evidence [40, 73] that for large classes of
graphs with loops the belief propagation algorithm gives good solutions.
In our implementation the messages are initialized as λi j(si)=α∑s j eν[hjs j+siwi js j]
with ν = 1=
 
2(0:1)2

= 50. After initialisation an iteration in the procedure is as
follows:
 A random ordering of the nodes is chosen, which are then sequentially visited
in that order.
 For each node, all messages coming into the node are updated according to the
rule (17) and the state of node i is updated to
si = argmax
si

eνhisi ∏λi j(si)

.
 The variance σ2 is halved in ν = 1=(2σ2).
This iterative process is repeated until σ = 10 4. We then choose that state s
which in the iterations had the lowest energy Ex(s).
Appendix 2.B Belief Revision
The inference problem that we need to solve is to find a single hypothesis or expla-
nation s for each observed state x.
The minimisation problem for the chain in Figure 2.12(a) is
E = min
s1;s2;s3;s4
 
h1s1 + s1w12s2 +h2s2 + s2w23s3 +h3s3 + s3w34s4 +h4s4
 (20)
which can in analogy with (16) be decomposed into local operations as follows
E = min
s1

h1s1 +mins2

s1w12s2 +h2s2 +mins3

s2w23s3 +h3s3 +mins4
 
s3w34s4 +h4s4


:
(21)
Note that (21) has the same de-componential structure as (16) except that the summa-
tion operator is changed into a minimisation operator and the messages are combined
as a summation instead of as a product.
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In a more general form, we define the consider the message λi j (si) that node Sj
sends to Si as
λi j (si)mins j
0
@siwi js j +hjs j + ∑
k2C jni
λ jk

s j

1
A
; (22)
where C j is the set of all nodes connected to node j. With this definition we see from
(21) that the minimisation problem for the network in Figure 2.12 can be rewritten in
the following recurrent form
E = min
s1
0
@ ∑
j2C jn1
λ1 j (s1)+h1s1
1
A
: (23)
The recurrent minimisation procedure defined by (22) and (23) will give an exact
solution for all connection weights wi j that define singly connected graphs i.e., graphs
without loops. Nevertheless, there is experimental evidence [40, 73] that for large
classes of graphs with loops the belief propagation algorithm gives good solutions.
In our implementation, the messages are initialized as λi j(si)=mins j

siwi js j +hisi

.
After initialisation an iteration in the procedure is as follows:
 A random ordering of the nodes is chosen, which are then sequentially visited
in that order.
 For each node, all messages coming into the node are updated according to the
rule (22) and the state of node i is updated to
si = argmin
si
n
hisi +∑ j2Ciniλi j(si)
o
.
This iterative process is repeated until the messages converge. If they do not
converge, the iterations are stopped after a predefined maximum number of iterations.
We then choose that state s which in the iterations had the lowest energy.
The computational complexity of this algorithm is quadratic in the number of
nodes since, for each of the n nodes, there are n messages, in the fully connected
case.
Appendix 2.C Mean Field
The basic idea of variational algorithms (of which the mean-field method is a special
case) is to replace the intractable objective function with a tractable approximation to
it, so that the optimization of the approximate objective function can be carried out
efficiently.
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To explain the mean-field approximation for the association step in GVQ learning
we first formulate the model as a probability distribution with finite noise σ .
px(s) ∝ exp

 
1
2σ2
Ex (s)

: (24)
Finding the most probable state s of px(s) is equivalent to minimising Ex(s), and in
the limit σ ! 0, the distribution px(s) becomes deterministic. That is, the mean state
s is equal to the most probable state. We can therefore use an algorithm that attempts
to approximate the mean of ps(s) for finite σ and, in the limit that σ ! 0, this will
become an approximation for the most probable state.
One way to find an approximation to the mean of the variables of an intractable
distribution is to use a simpler, tractable approximating distribution. Specifically, in
the variational method the objective is to find an approximating Qx(s) distribution to
the state distribution Px(s) with which the associations can be tractably computed.
The optimal approximating Qx(s) is found by minimising the Kullback-Leibler di-
vergence between the two distributions
KL =∑
s
Qx(s) log Qx(s)Px(s)  0 (25)
with respect to the parameters of Qx(s). Note that the Kullback-Leibler divergence is
a positive measure of the difference between two distributions.
In its most basic form, the variational approximating distribution Qx(s) is facto-
rial. This is known as the mean-field assumption for Qx(s)
Q(sjx) =∏
i
qi(si) =∏
i
µsii (1 µi)
1 si
; (26)
where µi 2 [0;1] are called the mean-field parameters. Substitution of Qx(s) into KL
gives (up to a constant):
KL0 = ∑
i
µi logµi +(1 µi) log(1 µi) 
1
2σ2
 
∑
l
∑
j>l
µlµ jwl j +∑
i
µihi
!
: (27)
To find a solution for the µi, we set the derivatives w.r.t. to mean-field parameters
µi equal to zero, which leads to the following mean-field fixed point equations,
µi = sig
 
1
2σ2
(
∑
l 6=i
µlwli +hi
)!
; (28)
where sig(x) = (1  exp( x)) 1. In the limit σ ! 0 these equations become
µi =Θ
 
∑
l 6=i
µlwli +hi
!
; (29)
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where Θ(x) = 0 for x 0 and Θ(x) = 1 for x > 0. Hence, the solutions for µi become
binary and there no longer exists a distinction between state values si and state proba-
bilities µi. For a given input x (29) defines an iterative procedure to find an associated
state s.
In our implementation, the mean-field parameters are initialized as µi = 12 + ε ,
where ε is small random noise and σ is initialized as σ = 100. After initialisation an
iteration in the procedure is as follows:
 A random ordering of the nodes is chosen, which are then sequentially visited
in that order.
 Each node, is then updated according to equation (28).
 The noise σ is then reduced according to σ  σ=α .
The noise reduction parameter α is chosen such that σ = 10 4 at the final iteration.
Gibbs Sampling
Another well known optimization technique for stochastic models is Gibbs sampling.
In Gibbs sampling the state of a unit is updated according to the probability p(sijs i),
where s
 i contains the values of all units besides unit i. This conditional probability
for the model (28) is
p(sijs i) = sig
 
1
2σ2
(
∑
l 6=i
slwli +θi
)
2

si 
1
2

!
: (30)
In the GVQ limit σ ! 0 this equation defines an iterative scheme which is the same
as that for the mean-field method. Hence, in the limit σ ! 0 the mean-field method
and the Gibbs sampling method are equivalent.
Appendix 2.D Belief Propagation in the Directed Graph
Our goal is to compute marginal probabilities p(sijx) in a directed graphical model
with a structure as shown in Figure 2.13 a). For graphs with tree like structures one
can, analogous to the undirected case, decompose the summation into local opera-
tions. For a complete treatment of how this is done we refer to [51], here we simply
state the results. For a directed network there are two types of messages, namely
ρ-messages that are send in the direction of the arrows from parent nodes (binary
units Sj) to child nodes (visible units Xi) and λ -messages that are sent in the opposite
direction. The following recursive procedure is guaranteed to give the exact solution
for directed graphs without cycles such as shown in Figure 2.13 b):
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Figure 2.13: Graphical structure of GVQ. a) Fully connected network. b) A network
structure without loops.
 The message that visible unit Xi sends to hidden unit Sj is given by
λXiS j(s j) = ∑
s02
f
Pa
(
Xi)nSjg
p(xijs j;s
0
) ∏
Sk2Pa(Xi)nSj
ρSkXi(s
0
k); (31)
where Pa(Xi)nSj is the set of parent units of unit Xi excluding unit Sj. The set
of states s0 of this set is notated as
n
Pa(Xi)nSj
o
.
 Message from hidden unit Sk to visible unit Xi
ρSkXi(sk) ∝ π(sk) ∏
Xj2Ch(Sk)nXi
λXjSk(sk); (32)
where Ch
 
Sk

is the set of child units of binary node Sk.
The marginal probabilities p(si) are given by
p(si) ∝ π(si) ∏
Xk2Ch(Si)
λXkSi(si) (33)
As for the undirected methods it is not guaranteed that this method gives the exact
result for p(sijx) if the network contains cycles. There is evidence [73], however, that
for certain structures, even with loops, the message passing scheme presented above
may give good results. In contrast to the undirected algorithm, the computation of
λ messages, (31), involves a summation over an exponentially large set of states.
Hence, straightforward application of the algorithm results in a method which scales
exponentially with the with the number of parents of single visible nodes Xi. For the
case of the GVQ model, the special form of the conditional probabilities, p(xijs) =
e
 
1
2σ2 [
xi ∑k fiksk]
2
; allows us to use a ‘trick’ with which the summation (31) can be
computed tractably. The trick is to remove the quadratic interactions in the exponent
using the identity
r
π
a
eb
2
=(4a)
=
Z
∞
 ∞
dye ay2+by (34)
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where i =
p
 1 is the unit imaginary number. Application of (34) in (31) results in
the following expression for the λ messages
λXiS j(s j) ∝
Z
∞
 ∞
dy∏
k
n
ρSkXi(sk = 0)+ρSkXi(sk = 1)e
iy fki=σ
o
e y
2
+iy(xi  f js j)=σ
: (35)
The integration can be done efficiently with Gaussian quadratures and its complexity
scales (only) linearly with the number of parents connected to node Xi.
Our implementation starts with the initialisation of λ and ρ messages. Then a
single iteration of the algorithm consists of the following steps:
1. For each parent node Sj compute the incoming λXiS j messages from all visible
nodes Xi with (35);
2. For each child node Xi, compute the incoming ρXjSk messages from all the
connected parent nodes Sk with (32);
3. Reduce the noise according to σ  σ=α .
In our experiments we use α = 2.
Appendix 2.E Belief Revision in the Directed Graph
Instead of slowly reducing the noise σ while running the belief propagation algorithm
of appendix 2.D we now formulate the algorithm directly for infinitesimal σ . In the
limit σ ! 0 a single state will start to dominate the summation (31). Hence, in the
limit σ ! 0 the expression for the λ messages are
λXiS j(s j) ∝ maxs02
f
Pa
(
Xi)nSjg
p(xijs j;s
0
) ∏
Sk2Pa(Xi)nSj
ρSkXi(s
0
k): (36)
In this case we can no longer apply the integral ‘trick’ as in (35) since maximization
can not be interchanged with integration. Hence, the computational complexity of
(36) scales exponentially with number of parents in Pa(Xi).
The update equations (32) for the ρ-messages do not change in the limit σ ! 0.
Finally, the belief revision solution for the minimising state s of (5) is
si = argmax
si
∏
Xk2Ch(Si)
λXkSi(si) (37)
Note that this solution does not depend on the parameter σ in p(xijs j;s0). In the
implementation we use σ = 1.
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Chapter 3
Improving Classification with
Hidden Variable Models by
Sequential Constraint
Optimization
Abstract. In this chapter we propose a method to use multiple generative models
with hidden variables for classification tasks. The standard approach to use gener-
ative models for classification is to train a separate model for each class. A novel
data point is then classified by the model that attributes the highest probability. The
algorithm we propose modifies the parameters of the models to improve the classi-
fication accuracy. Our approach is made computationally tractable by assuming that
each of the models is deterministic, by which we mean that a data-point is associ-
ated to only a single hidden state. The resulting algorithm is a variant of the support
vector machine learning algorithm and in a limiting case the method is similar to the
standard perceptron learning algorithm. We apply the method to two types of hidden
variable models. The first has a discrete hidden state space and the second, PCA, has
a continuous hidden state space. We compare the effectiveness of both approaches
on an OCR problem and on a Satellite Image recognition problem.
Adapted from: M.J.D. Westerdijk and W.A.J.J. Wiegerinck. Improving Classifi-
cation with Latent Variable Models by Sequential Constraint Optimization Neuro-
computing.(Accepted)
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3.1 Introduction
Probabilistic graphical models, such as hidden Markov models [6], sigmoid belief
networks [47] and hierarchical mixtures of experts [31] are excellently suited to dis-
cover hidden structures in complex data. In particular if prior knowledge is available
about the sources that generate the observed data, such generative models can provide
a compact representation of a data distribution that reflects its underlying structure.
In addition to this explanatory task generative models can also be used for clas-
sification. In their standard use this is done by training separate models on each
class. A data pattern is then classified with Bayes decision rule which compares the
likelihoods of the models for each class. This will work well if each model is an ac-
curate representation of the ‘true’ probability distribution. In practice, however, there
can be several reasons why models optimized for probability estimation will not be
optimal for classification: 1) The amount of available data is not sufficient to make
accurate probability models of the input distribution. The corresponding classifica-
tion boundary will also be inaccurate. To improve classification it may be better to
use an objective function which directly depends on the classification rate; 2) Model
selection algorithms consider a limited class of structures. In practice, it is unlikely
that this class contains the ‘true’ structure of the data generating process.
On the other hand, models that are directly optimized for classification e.g., sup-
port vector machines [72] or multi-layer perceptrons, often operate like black-boxes
and lack insight into underlying generative mechanisms. In addition, since these
techniques only consider information in the data which is relevant for classification,
generalization might be improved by incorporating information about the input distri-
bution of the classes. Also, in many applications one is better able to a-priori specify
the structure of the input distribution than to describe the shape of the classification
boundary. For example, it is easier to give a separate a-priori description of handwrit-
ten 2’s and 9’s than to describe their differences.
Recently, Jaakkola et al. (1999) [28] proposed a general framework in which they
tune a given set of probabilistic models such that the classification error on training
data is minimized. Out of all sets of models with the same classification performance,
it finds the set which is closest to the initial (prior) set of models. A natural choice
for this prior set is the set of models obtained from maximum likelihood fitting. This
Maximum Entropy Discrimination (MED) method is based on the maximum entropy
principle. As a special case, this framework includes support vector machines. How-
ever, application of this framework on a set of generative models with a layer of
hidden variables is computationally intractable. Variational techniques which can be
used to optimize the log-likelihood of such models are not applicable, since in this
scheme they do not provide a lower bound of the objective function any more. In this
chapter we deal with this problem by using deterministic generative models, which
have been introduced in [74, 75]. In these models, the layer of hidden variables is
represented by a single state, which simplifies the framework considerably, while the
principle of hidden explanatory features of the data is retained. Similar to MED our
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method finds a new set of models by solving a constrained minimization problem.
The method minimizes the distance to initial models found e.g., by maximum likeli-
hood estimation, under constraints which are given by the classification objective. In
doing this, we need to make a linearity assumption. As a result the solution is in gen-
eral not exact. To improve the solution, the procedure is repeated a number of times
until the model parameters converge. An alternative procedure is to apply the stan-
dard perceptron learning rule [17] to the generative models. Techniques, which are
based on the latter approach, are not new. They have been developed, for example,
for vector quantization [36].
In section 3.3 we derive a new learning rule from the constraint minimization
objective. In a recent paper [77] we have derived a similar learning rule within the
MED framework for one specific type of hidden variable model. The learning rule
derived here provides a more general method to optimize generative models for clas-
sification. We show that the perceptron learning rule can be seen as a limit of this
technique.
We will apply the method to two types of linear hidden variable models, namely
Principal Component Analysis (PCA) and Generative Vector Quantization (GVQ)
and show results on a Satellite Image recognition problem and a handwritten digits
recognition problem in section 3.4.
In the next section we start with our definition of hidden variable models and its
special case of Linear Gaussian hidden variable models.
3.2 Hidden Variable Models
In generative models, it is assumed that data vectors are generated by an underlying
process. In hidden variable models, this process is assumed to depend on the state
s of a hidden variable. The hidden variable itself is generated by an independent
process. Generally, the state space of the hidden variables is (much) smaller than
the state space of the data vectors, such that the hidden states can provide a compact
description of the data. In this chapter, we consider generative models in which the
data are modeled by a D-dimensional continuous variable x = (x1; : : : ;xd ; : : : ;xD) 2
ℜD. The components xi are called visible units, which are organized in a visible
layer. The hidden variables are represented by an n-dimensional vector with states
s = (s1; : : : ;sn)
T
. Depending on the type of model the hidden unit states si can be
discrete or continuous.
In a probabilistic framework, a generative model with model parameters θ , gen-
erates visible states x with probability
p(xjθ) =∑
s
p(xjs;θ)p(sjθ): (1)
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A common approach to find the model parameters θ given a training set D=

xµ
	P
µ=1
is to maximize the log-likelihood L(θ jD) of the model, which is defined as
L(θ jD) =∑
µ
log p(xµ jθ): (2)
In this chapter we also consider deterministic generative models. In a deterministic
model, only a single hidden state sx is responsible for generating a visible state x.
We will consider such models as limiting cases of probabilistic generative models,
i.e., the probability distribution of p(sjx;θ) is sharply peaked around sx. In this limit,
the probability of hidden states other than sx are infinitesimally small. However we
can still do likelihood maximization for given data, or compute the hidden state that
maximizes the probability of a data point to be generated, and we ignore the fact that
the actual likelihoods and probabilities vanish in the limit.
3.2.1 Linear Gaussian hidden variable models
In linear Gaussian hidden variable models the distribution p(xjs;θ) is a Gaussian
distribution in which the means are linear in s, i.e.
p(xjs;θ) = k2πΣk  12 exp

1
2
(x Fs)Σ 1 (x Fs)

(3)
in which θ = (F;Σ) are model parameters. F is a real valued D n matrix with
columns f1; : : : fn, and Fs  ∑ni=1 fisi. The column vectors fi of F will be referred to
as features.
A large number of models and methods for data analysis fit into this form. Well
known examples are principal component analysis (PCA, [30]), factor analysis (FA,[5])
and vector quantization (VQ, [27]):
 Standard PCA is a deterministic model. The starting point is a linear Gaussian
model with continuous hidden states si which have a prior distribution p(s)
given by the (improper) constant distribution. The covariance matrix is pro-
portional to the identity matrix (Σ)i j = σ 2δi j. The model then corresponds to a
linear subspace spanned by the features fi around which the data are uniformily
scattered with variance σ2. The deterministic model can be viewed as a σ ! 0
limit. One can show, see [66], that in this limit, the maximum likelihood solu-
tion for the features fi are the principal components of the covariance matrix of
the data h(xi hxii)(xi hxii)i where the averages are taken over the data set .
In the finite σ case with p(s) N (0;1) the model is known as Probabilistic
PCA (PPCA) [66].
 Factor Analysis is a proper probabilistic linear Gaussian model. In this model,
the continuous hidden states si have a Gaussian prior p(si)  N (0;1). The
covariance matrix is related to the features F in the following manner Σ =
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FFT +R, where R is a diagonal matrix. The parameters F and R are to be
determined by likelihood maximization,
 Mixture Models and Vector Quantization. The starting point is a linear
Gaussian model in which the hidden states s are binary (0/1) vectors with
exactly one component being 1. So the state space consists of states s1 =
(1;0;0; : : : ;0) ;s2 =(0;1;0; : : : ;0) ; : : : ;sn =(0;0;0; : : : ;1). Each of these states
corresponds to a unique vector fi = Fsi. In Gaussian mixture models the co-
variance matrix Σ may depend on si and is found by maximum likelihood esti-
mation through an EM-procedure.
Now consider a Gaussian mixture model with a covariance matrix proportional
to the identity matrix (Σ)i j = σ 2δi j. . In the deterministic limit σ ! 0, the dis-
tribution of the hidden states given a certain input p(sjx) will then peak at a
single state si. In that case, if we take the priors p(si) to be constant, the Gaus-
sian mixture model reduces to vector quantization. The corresponding cen-
ters fi are known as codebook vectors and represent cluster centers in the data.
Finally, if more components of the states s are allowed to have value 1 e.g.,
s = (1;0;1;0;1;1) such that the codebook vectors are additive compositions of
the basic features we have generative vector quantization [74, 77]. We will
discuss this model in more detail in section 3.4. The probabilistic counterpart
of the model is known as the Cooperative Vector Quantization model [79].
3.3 Sequential Constraint Optimization
Suppose we have a set of training data

xµ
	
with corresponding class labels

yµ
	
.
We consider two-class classification problems with classes yµ = 1 and yµ =  1. A
common approach for using multiple input models in classification tasks is to com-
pare the likelihoods of an input pattern xµ . The model that gives the pattern the high-
est likelihood then classifies the pattern. Equivalently, using log-likelihoods, patterns
are classified with the log-odds discriminant function
L (xjθ ) = log p(xjθ
1
)
p(xjθ 1) ; (4)
where p(xjθ1) is the model trained on the class 1 data and p(xjθ 1) is trained on the
class  1 data. The log-likelihood function (2) which is constructed to find a good
input density model is not optimally tuned for finding the best classification boundary.
Our aim is to use (4) for tuning the parameters θc of each model to improve the
classification boundary.
The first assumption that we make is that the pattern x is generated by a single
hidden state sx namely that state sx with the maximum a-posteriori (MAP) probability
sx = argmax
s
p(sjx)p(s): (5)
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Hence, we approximate the distribution over patterns p(x) with
pM (xjθ c) = p(xjsx;Fc) p(sx): (6)
In the Hidden Markov Model literature [56] the search for the MAP state sx is also
known as Viterbi search. Note, that in deterministic models, such as PCA, VQ and
GVQ, the assumption that a pattern is generated by a single state sx is already implic-
itly made.
The (soft) classification constraint that each training point xµ should satisfy is
yµL (xµ jθ)  γ ξµ ; (7)
where γ is a parameter which has to be fixed in advance and ξµ is a variable which
should be positive i.e., it is subject to the constraint ξµ  0. Suppose that both γ andξµ in (7) are taken zero. In that case the constraint implies that yµ andL (xµ jθ c) have
the same sign which means that all patterns must be situated at the correct side of the
classification boundary. In general, with larger values, γ specifies a margin between
the classification boundary and the data point xµ . In many practical situations it will
not be possible to find a parameter setting θ such that all training patterns are outside
the margin. For this reason the slack variables ξµ are introduced, which allow for
violations of the strict margin constraint.
While satisfying the constraints (7) and ξµ  0 we want the new model θ0+∆θ to
be as close to the initial model θ0 as possible. Furthermore, we want to minimize the
training errors ξµ . The new model that meets these criteria is found by minimizing
E(θ ;ξ ) =∑
c
(θ c θ c0 )T S (θ c θ c0 )+C∑
µ
ξµ (8)
with respect to θ and ξµ subject to the constraints (7) and ξµ  0. The local metric
structure in θ -space close to θ0 is parameterized by the symmetric positive definite
Fisher matrix S=


∇θ log p(xjθ)∇Tθ log p(xjθ)

. The distance (θc θ c0 )
T S (θ c θ c0 )
corresponds to a second order expansion of the Kullback-Leibler divergence at θ0.
The Kullback-Leibler divergence is a proper measure to determine differences be-
tween probability distributions since it is invariant to arbitrary re-parameterizations
of the parameters θ .
The classification constraints can be dealt with by introducing Lagrange multi-
pliers λµ > 0. The resulting Lagrangian
L(θ ;λ ) =∑
c
(θ c θ c0 )T S (θ c θ c0 ) ∑
µ
λµ
 
yµL (xµ jθ)

  γ
	
: (9)
has the same minimum for θ as (8) in the constraint region given by (7) and ξµ  0
if L(θ ;λ ) is at a maximum for the Lagrange multipliers λ subject to the constraints
0 λµ C.
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By setting the derivatives of L(θ ;λ ) w.r.t. to the model parameters θ equal to
zero one arrives at the dual objective function J(λ ) which has to be maximized with
respect to λ . In general, it is not possible to find a suitable expression for this dual
objective function. In appendix 3.A we show that if the discriminant functionL (xjθ)
is linearly dependent on the parameters θ in a region around θ0 then the λµ are given
by the solution of the following quadratic form
J(λ ) = LTλ  λ T Qλ ; (10)
with constraints 0  λµ  C. The matrix Q is a PP matrix with elements Qµ ;µ 0
formed by the inner products of the model derivatives H
 
xjθ0;c

∇θ cL (xjθ c)jθ c=θ c0
at points xµ and xµ 0 ,
Qµ ;µ 0 =
1
4
yµyµ 0∑
c
H
 
xµ jθ ;c
T S 1H

xµ 0jθ ;c

: (11)
The matrix elements Qµµ 0 measure the similarity between data points xµ and x0µ
according to their effect on the discriminant function. The linear contribution in (10)
is given by the P-dimensional vector L with components,
Lµ = γ  yµL (xµ jθ): (12)
which specifies how much each pattern xµ is in- or outside the margin (specified
by γ). Recently, due to the interest in Support Vector Machines, many efficient tech-
niques [52, 29, 11] have been developed with which the quadratic programming prob-
lem can be solved. A brief description of the method we used for this chapter is given
in appendix 3.B.
After obtaining the Lagrange multipliers λ that maximize (10) we can construct
the new, improved, model parameters θc  θ c0 +∆θ c. The shift ∆θ is given by a
weighted combination of the derivatives H of the discrimination error L ,
∆θ c = 1
2
S 1∑
µ
λµyµH (xjθ ;c) (13)
Due to the nonlinearity of L , the resulting parameters θc are only an approxima-
tion of the desired parameters that minimize (9). The assumption that the obtained
θ c are close to θ0, motivates us to do the optimization a second time, but now with
the obtained θc as initial parameters. This leads us to the proposition of an iterative
procedure, which we call Sequential Constraint Optimization (SCO). In SCO, the dis-
criminant functionL is linearized around the initial parameters θ0. For the linearized
discriminant function, the optimal parameters θc are obtained by the above described
optimization procedure. Subsequently, these parameters are used as the initialization
for the next iteration. Thus the parameters are iteratively updated θc  θ c +∆θ c
until some convergence criterion is reached (see section 3.4).
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3.3.1 The Standard Perceptron Learning Rule
The Lagrange multipliers in the Sequential Constraint Optimization algorithm are
found by maximizing the quadratic form (10). The maximization problem would be
greatly simplified if the quadratic terms given by the Q matrix could be neglected i.e.,
if we could ignore the similarities between data points according to their effect on the
discrimination function. The solution for the Lagrange multipliers is then simply
found by comparing the value of the discriminant function at each data-point with
the margin parameter:
λµ =
(
C yµL (xµ jθt)< γ ;
0 yµL (xµ jθt) γ :
(14)
Hence, only those patterns that are close (within a region of size γ) or at the wrong
side of the classification boundary contribute with a constant weight to the change in
the model parameters ∆θ . If we apply this solution to the update rule (13) we arrive
at a simpler learning algorithm. In fact this version of the algorithm is closely related
to a standard learning algorithm which can be found in many text books on machine
learning (see for example [18]), namely the batch Perceptron algorithm (BPA). In its
standard form BPA is applied to adjust the orientation of a linear classification bound-
ary to maximize the classification score. Adapted versions of BPA have been applied
to more advanced models. For example, the application of BPA to a Vector Quan-
tization model is closely related to the Learning Vector Quantization algorithm[35].
Other choices for the loss function λ (x) have also been proposed, such as in the
LVQ2 learning algorithm [36].
A more direct correspondence between BPA and the SCO algorithm can be made
by considering the limit C! 0. If we make the parameter C in the SCO algorithm
small enough then (10) is maximized within such a small region that the quadratic
term can be neglected. In that case the two algorithms have identical behavior.
One of the points we will investigate in the next section is to see what the practical
differences are between the two approaches, for large C and for small C.
3.4 Application to linear models and results
3.4.1 Application to Generative Vector Quantization
In this section we apply the SCO technique to Generative Vector Quantization (GVQ)
models discussed in [74]. In a GVQ model, data points are explained in terms of bi-
nary combinations of feature vectors. We first review the basic idea of this technique
and then we apply SCO to GVQ and show results on handwritten digit recognition.
Consider a generative model (1) with one hidden layer of n binary units with
states s 2 f0;1gn and a continuous visible layer (the layer corresponding to the data)
with values x = (x1; : : : ;xd ; : : : ;xD) 2 ℜD. The prior hidden state distribution p(s)
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Figure 3.1: The cluster (circles) are generated by a small set of basic features f1; f2 and
f3, which correspond to the states (100);(010) and (001), respectively. The cluster
corresponding to the state (011), for example, is given by the sum of the features
corresponding to the two states (001) and 010 (see broken lines).
is constant, so that it does not play a role in GVQ. An example of a set of clusters
generated by 3 features in a 2-dimensional space is shown in Figure 3.1. The data
points for which this clustering is found are plotted with small dots. Note that the
number of features n is not related to the dimensionality of the data space. Hence,
considered as a basis, the feature set may be under or over complete.
Finding the features F0 that maximize the log-likelihood (2) proceeds as follows:
After initialization of the features F , the GVQ learning algorithm iterates between
two steps. Step 1 is finding the MAP state which associates to each data point x
the single most nearby cluster center sx (5). Step 2 is finding the optimal feature
configuration F for the given MAP state. The first step is computationally difficult
since, in principle, it involves a search through all 2n binary states s. In a recent
paper [75] we compared different search methods, such as variational mean-field
and Bayesian inference methods,for GVQ on a large variety of problems. In most
situations it is possible to find a good solution within reasonable time even for large
numbers of hidden variables.
Application of the Sequential Constraint Optimization algorithm to GVQ models
is quite straightforward. For these linear deterministic models, the log-likelihood at
a data point xµ is proportional to the ‘distance’ of the data point to the model:
log p(xµ jθ c) ∝ kxµ  Fcscxk2;
where scx is the solution of (5). The derivative H and the Fisher matrix S are computed
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Figure 3.2: A sample of binary images of handwritten digits.
as follows: Let zµ =

z1µ ;z2µ ; : : : ;znµ

denote the vectorial distance between data-
point xµ and the model:
zciµ  xiµ  ∑
l
f cilsclµ ;
where sclµ is the lth component of scx, and f cil are the matrix entries of Fc. The deriva-
tive of the discriminant function w.r.t. to feature component fcdn is then
H(xµ jθ c)dn = 2z
c
dµs
c
nµ ; (15)
and the (empirical) Fisher matrix S for each class c is:
Scim jn = 4=Nc∑
µ
zciµz
c
jµs
c
mµs
c
nµ ; (16)
where Nc is the number of training patterns of class c.
Results on Handwritten Digit Recognition
The data set we used to test our method consisted of 11000 handwritten digits com-
piled by the U.S. Postal Service Office of Advanced Technology. We used the same
preprocessed data as Saul et al. (1996) [60] and Sallans et al. (1998) [59]. Each
processed image is built up out of 8 8 black and white pixels. A data sample of
each digit class is shown in Figure 3.2.
In the experiments discussed below we address the following questions:
1. Is there a difference in the learning behavior between SCO and BPA in terms
of convergence behavior and training time?
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2. What is the influence of the initialization on the final results after training? Is
it useful to start with the maximum likelihood solution instead of a random
initialization?
3. Final experiments: does post-training help improving the test score over the
maximum likelihood models?
First, we will discuss results of the learning behavior on the training data. We
compared the behavior of BPA with SCO . For both methods we chose γ = 1 for
the margin parameter. This value gave the best convergence behavior i.e., the train-
ing score increases with the least amount of oscillations, for all values of the other
parameter C. In contrast, the parameter C has a strong impact on the convergence
behavior of BPA . Taking C too small results in an extremely slow decrease of the
training error; if it is taken too large we get wild oscillations and there is no conver-
gence at all. Hence, in each experiment we needed to fine tune C to get convergence
within reasonable time. The values found in this manner varied within the range
10 4 < C < 10 3. This sensitivity to C is not present if we use SCO . If we take
small values C < 10 3 in SCO convergence is slow and the learning curve is, as
expected, almost identical to the learning curve found with BPA . However, if we in-
crease C then SCO needs fewer and fewer iterations to converge. For values C > 20
the learning curve no longer depends on C and convergence is reached after about 4
or 5 iterations.
To see the effect of the initialization, we did experiments starting with a random
initialization and starting with model parameters obtained from maximum likelihood
fitting. These experiments were performed for both SCO and BPA , so there are 4
types of experiments which we will abbreviated as follows: BPA with random and
maximum likelihood initialization are abbreviated as BPA -R and BPA -ML, respec-
tively; SCO with random and maximum likelihood initialization are abbreviated as
SCO -R and SCO -ML, respectively.
Figure 3.3 shows typical learning curves on a 2-class classification problem: sep-
arating digits 3 and 5. We chose these classes for this example since these were found
to be more difficult to separate than other pairs of classes. The data samples on which
the models were trained consisted of 200 patterns per class. The two GVQ models
each have 4 feature vectors fi. Later we present a more extensive experiment where
the number of features is determined with a cross-validation procedure. The three
figures show learning curves plotted on a different scale. In the left subplot we see
that, compared with the other procedures, BPA -R needs many iterations to converge.
At the end it also reaches a smaller maximum training score than all the other proce-
dures. In the middle subplot we rescaled the vertical axis. The lower, staircase-shaped
learning curve corresponds to BPA -ML, which converges after about 80 iterations.
We see that the initial maximum likelihood models (# of iterations = 0) already clas-
sify 0:9775 of the training patterns correct. In the right subplot we see the learning
curves of SCO . Both SCO -R and SCO -ML converge to 1 after only 3 iterations.
Although, SCO needs fewer iterations to converge, the training time needed per itera-
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Figure 3.3: Learning curves on two classes (3 and 5) of the digit data set. The plots
only differ by the range of the horizontal and vertical axis. Left: Black solid curve:
BPA -ML initialized with the maximum likelihood solution. Dotted curve: BPA -R.
In both cases C = 210 4. Middle: Rescaled vertical axis. In this range, we again see
two curves. The lower staircase-shaped curve is perceptron learning with maximum
likelihood initialization (BPA -ML). The other curve is SCO -ML. Right: Here we
also changed the range of the horizontal axis. The solid line is SCO with random
initialization and the dashed line is SCO with maximum likelihood initialization.
tion differs considerably for SCO and BPA . In Figure 3.4 we plotted the CPU time as
a function of the number of iterations. Clearly, in the first 2 iterations SCO requires
a lot of CPU time to compute the Lagrange multipliers by solving the quadratic pro-
gramming problem. The time needed is not constant but depends on the current shape
of the decision boundary: if it better separates the classes, more Lagrange multipliers
will be zero and the easier it is to solve the quadratic programming problem.
One important point of our investigation is to see how much the trained models
differ from the original maximum likelihood solutions. For this purpose we plot-
ted the (negative) log-likelihood against the training set score after training. To get
an idea how large the effects of potential local minima and the choice of the specific
training set are we repeated the experiments several times with different training sam-
ples. The results are plotted in Figure 3.5. Again, we made plots at different scales.
In the left subplot we see that randomly initialized procedures end up far away from
the maximum likelihood models. The SCO -R procedure is still able to maximally
separate all the training data. The BPA -R procedure seems to get stuck in local
minima of the classification error. In the right subplot we focused on the procedures
starting with the maximum likelihood initializations, SCO -ML and BPA -ML. For
comparison: the original maximum likelihood solutions had an average negative log-
likelihood  hlog p(x)i = 1649. We see that the solutions after applying SCO and
BPA are close to this solution.
Each time we selected a training set, we also selected a (disjoint) validation set.
The error rates on these data-sets are summarized in table(3.1). The first column
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Figure 3.4: Comparison of CPU times (seconds): SCO (solid line) and Perceptron
(dashed line).
Table 3.1: Test error rates on discriminating between 3’s and 5’s using GVQ models
with 4 hidden variables.
ML SCO -R BPA -R SCO -ML BPA -ML
6  1 % 11  1 % 24  5 % 5  1 % 5  1 %
presents the validation set score of the maximum likelihood solution without applying
either SCO or BPA . Clearly, the randomly initialized procedure performs poorly.
The test set score hardly improves if use SCO -ML or BPA -ML. In the next (final)
experiment, we show that the test set performance does improve greatly if we use all
the training data and use larger GVQ models.
In the final experiment, we used the same partitioning of the data into a training
set and a test set as Saul et al. (1996) [60] and Hinton et al. (1995) [25]. The training
set consisted of 700 examples of each digit and the test set consisted of 400 examples
of each digit.
The multi-class classification problem was split up into 10 binary classification
problems for which we trained 20 models in total. For each digit, we constructed a
classification boundary between the training examples of that digit and the examples
of the other digits. To do this we used the SCO procedure to train two GVQ models
for each digit class, one for the positive training examples (the 700 examples corre-
sponding to the digit) and one for the negative training examples (the 9700 = 6300
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Figure 3.5: Fraction of mis-classification versus the log-likelihood on the training
set after learning. The labeling is chosen as follows: ‘x’ = BPA -R, ’∆’ = SCO -
R, ‘o’ = SCO -ML and ‘*’ = BPA -ML. All experiments were repeated 10 times
with different randomly selected training sets. Left: Large ranges of the horizontal
and vertical axis. Right: By taking a smaller range for the horizontal and vertical
axis we see the difference between SCO and BPA if we initialize them both with the
maximum likelihood solution.
examples corresponding to the remaining digits)1. Cross-validation within the train-
ing set, where we varied the number of hidden states from 1 to 8, revealed that we
had to choose at least 8 hidden units for each model. To restrict the computational
overhead we did not investigate the performance of larger numbers of units. The
reason for this is that, for the purpose of this chapter, we did not incorporate any
approximating techniques to find the Viterbi solutions sx for each pattern x. As ex-
plained before, the exact algorithm scales exponentially with the number of features.
There exist, however, different accurate algorithms (such as mean-field) to speed up
the association step [77]. With the 8 hidden unit configuration the CPU time needed
for a 500 MHz Pentium III to fit a positive and negative model for one digit was 1:4
hours.
To classify a test example x we computed its distance Eci (x) = mins jjx Mc
(i)sjj
to both the positive c = 1 and negative c = 1 models of each class i. We then com-
puted, for each digit i, the difference ∆Ei between the distances to the positive and
negative model, i.e., ∆Ei = E1i (x) E 1i (x). The class i for which ∆Ei was minimal
was then chosen to label the test example x. This procedure corresponds to the intu-
1As in Support Vector Machines, the SCO framework can also be extended to multi-class classifica-
tion problems in a direct way. On the other hand, there are indications [78] that, for practical purposes,
the multi-class formulation does not have a great advantage over the multiple two-class approach.
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Table 3.2: Test error rates on the full 10-class digit recognition problem. Each GVQ
model had 8 hidden variables.
GVQ nearest back wake- GVQ- mean
max.likelih. neighbor prop. sleep SCO / BPA field
7.8% 6.7% 5.6% 4.8 % 4.8% 4.6%
itive notion that an example belonging to a certain class should be close to the model
corresponding to that class and far away from the negative model of that class.
The initial GVQ models, trained by maximum likelihood fitting, misclassified
7:8% of the test patterns. After application of the SCO procedure the test error was
reduced from 7:8% to 4:8%. The difference with BPA was less than 0:1%; we did
not include this in the table.
Using exactly the same partitioning of the data set into train- and test-set, Hinton
et al. (1995) reported test error rates of 6:7%, 5:6% and 4:8% obtained with near-
est neighbor classification, a back-propagation multi-layer perceptron and generative
models trained with the wake-sleep algorithm, respectively. Using the same data
partitioning, Saul et al. (1996) obtained a slightly smaller error rate of 4:6% with sig-
moid belief networks. In that case a single network was trained for each digit using
standard (unconstrained) maximum likelihood optimization. Each network was very
large compared with our GVQ models. It consisted of an 88 grid of visible units,
a middle layer of 24 binary hidden units and a top layer of 8 binary units.
An overview of the test error results is presented in table(3.2).
3.4.2 Application to Principal Component Analysis
Principle Component Analysis reduces a high-dimensional data space to a low-dimen-
sional linear sub-space. The components, which span the low-dimensional sub-space,
are chosen such that they capture as much of the variance of the data as possible. Al-
though, PCA is not considered to perform excellently in classification tasks it is used
often for this purpose because of its transparency and clear feature-wise data repre-
sentation. For this reason PCA has been used to classify, for example, images of faces
[70]. In this section we apply SCO to Principle Component Analysis models and in-
vestigate whether the accuracy of such models can be improved without moving too
far away from the original models.
As explained in section 12, PCA can be seen as the zero noise limit of a proba-
bilistic generative model, namely a probabilistic principle components analyzer [66].
The hidden states si are continuous in PCA. The Viterbi solution sx correspond-
ing to data pattern x is simply given by the projection of x onto the columns fi of
F , where the vectors fi now represent the principal components. In other words,
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in PCA the components of the states sx are given by six = fi  x=k fik2. A data
pattern is classified by comparing the distances of the pattern to the projections:
L (xµ) = ∑c ckxµ  Fcscxµk2.
Application of SCO to PCA is the same as for GVQ: the derivative H and the
Fisher matrix are also given by (15) and (16).
Results
We show results of SCO applied to PCA on the Landsat Satellite Image data set
obtained from the Statlog data repository [43]. The spatial resolution of a pixel in
a Landsat Image is about 80m x 80m. Each pattern in the data set corresponds to a
3x3 square neighborhood of pixels. Such a pattern contains the pixel values in the
four spectral bands of each of the 9 pixels in the 3x3 neighborhood and a number
indicating the classification label of the central pixel. Thus, the total number of data-
dimensions is d = 334 = 36. There are six classes: 1 = ‘red soil’ (24.17%), 2 =
‘cotton crop’ (10.80%), 3 = ‘grey soil’ (21.67%), 4 = ‘damp grey soil’ (09.36%), 5 =
‘soil with vegetation stubble’ (10.60%), 6 = ‘very damp grey soil’ (23.40%).
We first show the results of the learning behavior on a 2-class classification prob-
lem. For this purpose we chose the pair of classes 2 and 4. We show the end points
of learning in Figure 3.6. From this figure we see that the negative log-likelihood of
the randomly initialized models is much larger than the models initialized with the
maximum likelihood solution.
In this case the validation set performances were not significantly different: all
methods misclassified 21% of the test data. The initial PCA models misclassified
31%. Hence, it seems that with PCA on this data set it does not make a difference
for classification if the final models are ‘close’ to the data or not.
The time needed for learning is plotted as a function of the number of iterations
in Figure 3.7. We see that SCO computation of the Lagrange multipliers does not
take much time in this case.
As a final experiment we trained models on all the training data of all classes
and determined the test error. The multi-class classification problem was split into 6
binary classification problems for which we trained 2 6 models in total. For each
class, we constructed a classification boundary between the training examples of that
class (200 randomly chosen patterns) and the examples of the remaining five classes
(5200 patterns). To do this we used the SCO procedure to train two GVQ models
for each class, one for the positive training examples and one for the negative training
examples.
In table(3.3) we show the test error rates. We see that there is a substantial im-
provement over using the initial PCA solutions. The test error differences between
SCO and BPA are small.
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Figure 3.6: Results of PCA learning on the LandSat image data. Each point repre-
sents the fraction of mis-classification versus the log-likelihood on the training set
after learning. The labeling is chosen as follows: ‘x’ = BPA -R, ‘o’ = SCO -ML and
‘*’ = BPA -ML. SCO -R points fall outside the figure. All experiments were repeated
10 times with different randomly selected training sets.
Table 3.3: Test error rates on the Landsat image data-base
PCA PCA PCA
max.likelih. BPA SCO
train error 27 % 16.2% 2.5 %
test error 27.4% 18.2% 17.4%
3.5 Discussion and Conclusions
In the standard approach generative models are optimized for maximum likelihood
estimation and are therefore not directly optimized for the task of classification. In
this chapter we proposed a method, sequential constraint optimization (SCO), to ad-
just the models to improve their performance as a combined classifier. The basic idea
of our method is to use a deterministic approximation to the distribution of the hid-
den states within each model. While fixing this distribution we adjust the models to
improve the separation of the training data. Iterating further in this manner leads to
a new set of models which is better suited for the purpose of classification. We have
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Figure 3.7: Comparison of CPU times: SCO (solid line) and Perceptron (dashed
line).
shown that in the limit for small upper bound C this algorithm is equivalent to the
Batch Perceptron Algorithm (BPA).
The main differences between SCO and BPA are: In BPA the value of C is dif-
ficult to determine: taking it too large leads to oscillations and not to convergence;
taking it too small leads to extremely slow learning. Adaptive adj ustment of C dur-
ing learning could help. SCO is not sensitive to the value of C: a large value leads
to convergence within a few iterations. The iterations in SCO are, however, compu-
tationally more demanding since we need to solve a quadratic programming in each
step. The difficulty of solving the quadratic objective function depends on the prob-
lem at hand. Also our method for solving the quadratic programming problem is
perhaps not very efficient. We can expect a significant speed up by using the faster
methods that have been developed recently for Support Vector Machines. The meth-
ods do not differ much in their final performance.
We also investigated whether it is useful to initialize training with the maximum
likelihood solution. Especially in the GVQ experiments we saw that it makes a big
difference if we start with randomly initialized models or with models initialized with
the maximum likelihood solution: With random initialization, the models end up far
away from the data; in contrast, with maximum likelihood initialization the modified
models are much closer to the input data. In the GVQ experiments this also resulted
in a better test set performance.
From the experiments on the full OCR and Landsat image datasets show of all
classes, we conclude that post-training (using either SCO or BPA ) after maximum
likelihood training does greatly improve the classification performance of the hidden
variable models.
We applied the SCO method to two linear models. The method can be applied
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to non-linear models e.g., sigmoid belief networks, as well. We can expect that the
classification performance for these models will increase in the same manner.
Appendix 3.A Derivation of the objective function for the
Lagrange multipliers
We want to find a new model θ as close as possible to the original model θ0 such that
most training patterns xµ are outside the margin (parameterized by γ). The solution
is found by minimizing the Lagrangian
L(θ ;λ ) =∑
c
(θ c θ c0 )S (θ c θ c0) ∑
t
λt f(ytL (xjF))  γg ; (17)
with respect to the model parameters θ and to maximize it with respect to the La-
grange multipliers λ . Since L (xjF) is, in general, a non-linear function of θ we
optimize (17) by considering sufficiently small steps in ∆θ = θt+1 θt . In that case
the discriminant function can be approximated with the first order expansion
L (xjθ ct +∆θ c) =L (xjθ ct )+HTxt ;θ ct  (∆θ)+O((∆θ)
2
); (18)
where Hxt ;θ ct = ∇θL (xjθ
c
)jθ=θt . The approximation L

(θ ;λ ) to L(θ ;λ ) then be-
comes
L(θ ;λ ) = ∑
c
(θ ct +∆θ)T S 1 (θ ct +∆θ) 
∑
t
λt

yt∑
c
HTxt ;θ ct ∆θ

  γt

 ∑
t
λtytL (xjθt ); (19)
Setting the derivatives of (19) w.r.t. ∆θc equal to zero gives the optimal value of ∆θc
in terms of the Lagrange multipliers
∇θ cL(θ ;λ ) = 0 ! ∆θ c =
1
2
S 1∑
t
λtytHxt ;θ c0 : (20)
By substituting (20) into (19) we obtain the objective function J(λ ) for the Lagrange
multipliers
J(λ ) =∑
µ
λµγ 
1
4∑µ ∑µ 0 λµλµ 0yµyµ 0∑c Hxµ ;θ ct
T S 1Hxµ 0 ;θ ct  ∑µ λµyµ

L (xµ jθt)
	
(21)
where the Lagrange multipliers λµ are subject to the constraints 0 λµ C.
In a more compact notation
J(λ ) = LTλ  λ T Qλ ; (22)
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in which Q is a PP matrix with elements formed by the inner product of the deriva-
tives H of the discrimination error L at points µ and µ0,
Qµ ;µ 0 =
1
4
yµyµ 0∑
c
H
 
xµ jθ ct
T S 1H

xµ 0 jθ
c
t

(23)
and L is a P-dimensional vector specifying how much each pattern xµ lies at the
wrong (defined by threshold γ) side of the classification boundary
Lµ = γ  yµ

L (xµ jθt)
	
: (24)
Appendix 3.B Solving the Quadratic Programming Prob-
lem
Our method for doing the constraint optimization of the quadratic form (10) is related
to the Sequential Minimal Optimization algorithm [52] which is developed for train-
ing Support Vector Machine (SVM) classifiers. At each stage in this algorithm two
Lagrange Multipliers λt are selected for optimization while holding the others fixed.
This is repeated until the error is within a ε distance from the (unique) maximum.
In SVM’s there is an additional constraint that the products of Lagrange multi-
pliers with the class labels have to add up to zero∑µ yµλµ = 0. In SCO we do not
have this constraint and therefore we can maximize J(λ ) by doing 1-dimensional
optimizations. Each optimization is done analytically for a given λt .
A new Lagrange multiplier λµ is selected by comparing all derivatives ∂J=∂λµ .
We know that if λ has reached the global maximum within the constraint region then
∂J=∂λµ = 0 if 0 < λµ < C. Otherwise ∂J=∂λµ < 0 if λµ = 0 and ∂J=∂λµ < 0 if
λµ =C. The Lagrange multiplier λµ which violates these criteria the most is selected
for optimization.
In the problems we tested, this optimization method was sufficiently fast. The
speed depends, however, on the noise in the problem which determines the number
of Lagrange multipliers for which λµ > 0.
Chapter 4
Inducing Classification Rules with
Binary Hidden Variable Models
Abstract. Hidden variable models are perfectly suited to describe a distribution
of structured patterns in complex data sets. This chapter studies models where the
hidden variables are binary. Their values detect the presence or absence of elementary
features in a data pattern. The standard approach to find such a representation is by
maximum likelihood estimation. When the data are labeled, the hidden states can
be associated to classes. This association can be used to form classification rules. If
the models are found by un-supervised learning algorithms (maximum likelihood on
the input data), this will in general produce models with a sub-optimal classification
accuracy. Supervised learning algorithms are well suited for improving accuracy, but
they will in general destroy the representation of the input distribution. The standard
approach to optimize classification accuracy, while retaining the representation of the
input distribution is maximizing the likelihood of the joint model of inputs and class
labels. In this approach, input distribution and classification accuracy have equal
value. In practice, however, one may want to put more emphasis on classification
accuracy. This chapter proposes an alternative, which is maximizing the likelihood
of the input distribution under the constraint of good classification. The constraint
optimization and the maximization of joint probability methods are tested on four real
world data sets. The constraint optimization shows better classification performance,
whereas the joint probability model is better in describing the input distribution. The
results show that it is possible to induce small sets of short but accurate classification
rules from complex data sets.
Submitted for publication
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4.1 Introduction
In hidden variable models it is assumed that the observed data can be explained more
efficiently with a set of hidden or latent variables. Well known examples of such
models are Gaussian mixture models [68], hidden Markov models [6], sigmoid be-
lief networks [47] and hierarchical mixtures of experts [31]. Such models are well
suited for un-supervised learning where the objective is to find an accurate and com-
pact description of the structures that are present in the data. For example in cluster
analysis these structures correspond to groups of similar data patterns which are well
‘separated’ from the other data. A cluster analysis provides important information in
many data-mining and pattern recognition tasks.
The usual way to find the parameters of a hidden variable model is to maximize a
likelihood function. However, in this chapter we are interested in models which not
only describe structures in the data but which are also accurate in classification tasks.
For example, suppose one has a set of face images and that each image has a class
label from e.g., ‘male-female’ or ‘angry-sad-happy’. In such a case it is valuable to
have a model that gives a sensible description of the clusters in the set of images.
But it would be even more interesting if the model also relates these structures to
the classes. Formulated in other words: it would be interesting to have an accurate
model for classification which at the same time gives a better understanding of how
and which components in a data pattern make it belong to the assigned class.
Note that ‘feed-forward’ models such as e.g., multi-layer perceptrons (see e.g.,
[9]), radial basis function networks [44] and Support Vector Machines [72] with su-
pervised learning algorithms, are not suited for our purposes, since these models do
not provide a description of the input data. Even if we would combine such models
with a separate model describing the input data, this combination would still not give
insight in, for example, the relevant features of an input pattern that are responsible
for its classification.
The standard way to find models which are both useful for classification and
for describing the ‘input’ distribution is to train separate models for each class and
then afterwards classify new data points by comparing the likelihoods of each class-
specific model. Results obtained in this way can be found in [60] and [25]. To
improve these models for classification a class of algorithms has been suggested by
[28] and [77]. The basic idea is that, as before, the class specific models are found by
maximizing likelihoods but now under the constraint that the patterns are classified
correctly. The constraints require that for each pattern the likelihood of, say, model A
has to be larger than the likelihood of each of the other models if the pattern has class
label A. The models that are found in this way are very close to the unconstrained
maximum likelihood solutions but the classification accuracy is highly improved. A
disadvantage is that we have a separate model for each class. This means that each
class is described with its own specific features. The class-specific models do not
share common features which are relevant for describing the input distribution.
In this chapter, we want a representation of all classes in a single hidden variable
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model. We do this by associating class labels with hidden states. An input pattern is
then classified by the label of the most probable hidden state. The set of hidden states
with its class labels forms a set of classification rules. It is our goal to make this set
of rules such that 1) the rules accurately classify novel data patterns and 2) that the
hidden variable model provides an accurate description of the input distribution.
The standard way to achieve these goals is to maximize the joint likelihood of
patterns and their labels. So the labels are simply treated as an additional discrete in-
put attribute. In most models one can vary, during learning, the influence of the class
dimension by changing a single parameter. The optimal value of this parameter for
classification can be found by cross-validation. However, apart from this parameter,
accuracy in classification and accuracy of describing the input data are still treated
alike.
We propose a learning algorithm which improves classification accuracy. The al-
gorithm applies the idea of a constrained likelihood maximization, described above,
to a single model. By this we mean that the classification constraints are now differ-
ent: instead of comparing different models we now compare likelihoods of clusters
corresponding to different hidden states in one single model. We will compare this
algorithm with maximizing the joint likelihood.
The idea to relate classes with clusters is similar to what is done in ‘Learning
Vector Quantisation’ algorithms see [35]. The main difference is that in a Vector
Quantisation representation the clusters do not share common components. Hence in
Vector Quantisation the rules are quite trivial i.e., they are of the form: If (cluster= i)
then (class=A). In contrast, in a hidden variable model each cluster is formed by a
combination of more elementary components and each combination forms a rule, like
“If (component1 AND component2 AND component5) then (class=A)”.
The outline of the chapter is as follows: In section 4.2 we introduce the basic
class of models, namely “deterministic binary hidden variable models”, with which
we model the data. To adjust these models for classification, we present in section 4.3
two different algorithms, namely 1) the Constraint Optimization algorithm and 2) the
algorithm that optimizes the joint distribution. These algorithms are experimentally
compared on four ‘real world’ data sets in section 4.4. We end in section 4.5 with a
discussion.
4.2 Deterministic Binary Hidden Variable Models
We assume that data vectors x are generated by an underlying process which is mod-
eled with probability distribution p(xjs). This process depends on the state s of the
hidden variable. This variable itself is generated by an independent process, here
modeled by a probability distribution p(s).
We restrict ourselves to problems where the data patterns have numeric attributes
which we model with a d-dimensional real variable x = (x1; : : : ;xD)T 2 ℜD. The
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hidden variables are represented by an n-dimensional binary vector with states s =
(s1; : : : ;sn)
T in which si 2 f0;1g.
A hidden variable model with model parameters F which generates visible states
x has the form
p(xjF) =∑
s
p(xjs;F)p(s): (1)
In the models considered in this chapter, the state conditional probability density
p(xjs;F) is modeled with isotropic Gaussians
p(xjs;F) ∝ e βkx Fsk2 ; (2)
in which F is a real valued D n matrix with columns f1; : : : fn, and Fs  ∑ni=1 fisi.
Note that this hidden variable model with its discrete hidden states is similar to the
‘Cooperative Vector Quantiser’ studied in [79], and the ‘Multiple Cause Mixture
Model’ studied in [61].
The standard method to find optimal parameters F = F0 so that the model best fits
a set of training data D = fxµgPµ=1 is to maximize the log-likelihood l(FjD) of the
model on the data D . The log-likelihood is defined as the logarithm of the probability
of D according to the model i.e.,
l(FjD) =∑
µ
log p(xµ jF): (3)
We will consider a special class of hidden variable models, namely that of deter-
ministic hidden variable models [77]. In a deterministic model, only a single hidden
state sx is assumed to be responsible for generating a visible state x, namely the state
with the maximum a-posteriori (MAP) probability,
sx = argmax
s
p(xjs)p(s): (4)
This assumption is valid in the limit β ! ∞, since in this limit, the probability dis-
tribution of p(sjx;F) will be sharply peaked around the MAP state sx. Otherwise,
deterministic models can be considered as a MAP approximation of probabilistic
models. Under the deterministic assumption, the distribution p(x) is approximated
by
pM (xjF) = p(xjsx;F) p(sx): (5)
In general, the computational complexity to find the MAP state scales exponentially
with the number n of hidden states. There exist a number of efficient algorithms that
find approximating solutions of (4). Examples are variational mean-field algorithms
[60], the belief revision algorithm [51] and Monte Carlo methods (see [75] for an
experimental comparison of these methods for binary deterministic models). In this
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Figure 4.1: The clusters (circles) are generated by a small set of basic vectors f1; f2
and f3, which correspond to the states (100);(010) and (001), respectively. The
cluster vector corresponding to the state (011), for example, is given by the sum of
the vectors corresponding to the two states (001) and 010 (see broken lines).
chapter we study sufficiently small problems (n < 12) so that we can find the exact
MAP state. Note that this will not restrict the applicability of the methods that will be
presented: At each point where we need to solve (4) we can plug in one of the above
mentioned approximating algorithms.
In deterministic models we can do likelihood maximization for given data D
by consistently taking the MAP approximation. Well known models such as Vector
quantization and Principal Component Analysis can also be seen as members of this
class of deterministic models. An example of a set of clusters, each corresponding
to a hidden state s, generated by 3 hidden variables s1;s2 and s3 in a 2-dimensional
space is shown in Figure 4.1. The data points for which this clustering is found are
plotted with small dots.
4.3 Rule Induction with Binary Hidden Variable Models
In this section we extend the representation problem of the input space with a clas-
sification problem. We search models in which the hidden states play a double role.
On the one hand, we want to be able to infer the class label yx from the hidden state
representation sx, while on the other hand, we want the hidden states to give a good
representation of the input space, like in the previous section. To achieve this, we
have to find feature vectors fi such that
1. The binary combination of features∑i fisi will represent a cluster of input data
fxjsx = sg of a single class ys. The class labels of the clusters imply a set of
classification rules on their hidden representations s! ys;
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2. The cluster centers ∑i fisi provide a faithful description of the input data. In
other words, we want representations of the inputs in binary feature combina-
tions.
In this section we describe two approaches to find such feature vectors.
4.3.1 Maximizing the Likelihood of the Input Distribution under Clas-
sification Constraints
Suppose we have a set of patterns

xµ
	P
µ=1 with class labels

yµ
	P
µ=1. To build a
classifier we will construct class specific distributions p(xjy). Patterns x are classified
by comparing these probabilities for each class y.
In a hidden variable model the class specific probability distributions have the
following form
p(xjy) =∑
s2S
p(xjs)p(sjy)p(y): (6)
Note that the summation is over the same binary state space S = f0;1gn for each label
y.
We construct the distribution p(xjy) in the following way: As discussed in section
4.2, in a deterministic model pattern xµ is generated by a single (MAP) state sxµ . The
subset of training patterns associated with the same state s is Ds = fµ jsxµ = sg. The
number of patterns with the same class label y in cluster Ds is nys = ∑µ2Ds δyyµ .
Using these numbers we associate a class label ys to each cluster s according to ys =
argmax
y
nsy. With this relation between labels y and states s we form the conditional
distribution of states s given label y as follows
p(sjy) =
1
Ny
δyys ; (7)
where Ny = ∑s δyys is the total number of states with the same class label y. Using
these statistics we construct the class conditional distribution of the inputs as follows
p(xjy) =∑
s
p(xjs)p(sjy)p(y)  p(xjsyx)
1
Ny
p(y); (8)
where
syx = argmax
s
p(xjs)p(sjy) = argmax
s2Sy
p(xjs); (9)
where Sy is the set of states s with the same label y. For the prior distribution of the
classes p(y), we use the empirical distribution of the classes in the training set i.e.,
p(y) = ny=P, where ny is the total number of patterns with label y..
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To assess the quality of the classifier we define the log-odds discriminant function
Lyy0(x) log
p(xjy)
p(xjy0)
; (10)
which measures how well the classes y and y0 are discriminated at point x. If we take
the maximum likelihood solution F = F0 found by maximizing (3) the performance
of the resulting classifier will not be optimal. Our aim is to use (10) for tuning the
parameters F to improve the classification boundary. The central idea is to find a
maximum likelihood solution of (3) but now under the constraint that the patterns
are well classified. This is done by requiring each training point xµ to satisfy the
following (soft) classification constraints
Lyµ y(xµ) γ ξ yµ 8y 6= yµ ; (11)
where γ is a parameter which has to be fixed in advance and ξµ is a variable which
should be positive i.e., it is subject to the constraint ξµ  0.
The parameter γ specifies a margin between the class conditional probabilities
at the data point xµ . In many practical situations it will not be possible to find a
parameter setting F such that at each training point the differences between the log-
probabilities of the correct and incorrect classes are larger than the margin γ . For this
reason the slack variables ξµ are introduced, which allow for violations of the strict
margin constraint.
While satisfying the constraints (11) and ξµ  0 we want the new model F to be
as close to the initial model F0 as possible. Furthermore, we want to minimize the
training errors ξµ . The new model that meets these criteria is found by minimizing
E(F;ξ ) =  F F0
T S
 
F F0

+C∑
µ
∑
y 6=yµ
ξ yµ (12)
with respect to F and ξµ subject to the constraints (11) and ξµ  0. The local metric
structure in F-space close to F0 is parameterized by the symmetric positive definite
Fisher matrix S = h∇F log p(xjF)∇F log p(xjF)i. The distance
 
F F0
T S
 
F F0

corresponds to a second order expansion of the Kullback-Leibler divergence at F0.
The Kullback-Leibler divergence is a proper measure to determine differences be-
tween probability distributions since it is invariant to arbitrary re-parameterizations
of the parameters F .
The classification constraints can be dealt with by introducing Lagrange multi-
pliers λ yµ > 0. The resulting Lagrangian
Lµ(F;λ ) =
 
F F0
T S
 
F F0

  ∑
y6=yµ
λ yµ
n
Lyµ y(x)  γ
o
(13)
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has the same minimum for F as (12) in the constraint region given by (11) and ξyµ  0
if L(F;λ ) is at a maximum for the Lagrange multipliers λ subject to the constraints
0 λ yµ C.
For fixed λ and sy
xµ
the solution for F that minimizes (13) is
F =

ST +V

 1
 
ST F0 +β∑
µ
xµ ∑
y 6=yµ
λ yµ

sTy   s
T
yµ
	
!
; (14)
where
V = β ∑
µ
∑
y6=yµ
λ yµ
n
sy
xµ s
y
xµ
T
  sy
µ
xµ s
yµ
xµ
To
: (15)
To find the solution for λ we must substitute (14) back into (13). The resulting ob-
jective function is a complicated function of λ . In a previous paper [76] we have
found a second order approximation of this objective function in λ . These approx-
imations imply, however, that the solutions for F and λ are only valid for constant
associations sy
xµ
in a ‘small’ region around F0 and for small λ (or equivalently, small
C). We therefore propose an iterative procedure, Sequential Constraint Optimization
(SCO), where, after finding a solution for F , we repeat the procedure again but now
replacing F0 with F and so on.
In SCO the use of a second order solution for λ has some practical advantages
e.g., fast convergence. In [76] we showed that in many practical situations one will,
however, arrive at the same final solution F by using a first order approximation for
λ which is simply given by
λ yµ =
(
C Lyµ y(xµ)< γ ;
0 Lyµ y(xµ) γ :
(16)
Note from (16), (15) and (14) that β and λyµ always appear as a product, so that βC
effectively operates as a single parameter. Note also that if βC ! 0 nothing will
happen i.e., F = F0. In this chapter we will use (14) and (16) in the iterative SCO
procedure, which is summarized in the following subsection.
The SCO Algorithm
In summary, the algorithm that we propose to find the parameters F consists of the
following 5 steps:
Step 0: Find the maximum likelihood solution F0 that maximizes (3). Set
F F0.
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Step 1: Determine sxµ  argmin
s
kxµ  Fsk2 for µ = 1; : : : ;P.
With Ds = fµ jsxµ = sg, determine the resulting statistics nys =∑µ2Ds δyyµ and
labels ys = argmax
y
nsy.
Step 2: Associate binary states with patterns xµ and labels y:
sy
xµ
 argmin
s2Sy
kxµ  Fsk2 for µ = 1; : : : ;P and y = 1; : : : ;nc.
Here Sy = fsjys = yg is the set of all states with label y.
Step 3: Set the Lagrange multipliers according to (16).
Step 4: Update the weights F with (14) and return to step 1.
4.3.2 Maximizing the Likelihood of the Joint Distribution
An alternative procedure to incorporate class information into the model is to use the
joint probability distribution p(x;y) of patterns x and labels y. The class dimension is
then simply treated as an additional (discrete) data dimension. The objective is then
to maximize the joint log-likelihood of the model
L(F;D) =∑
µ
log p(xµ ;yµ jF) = log∑
s
p(xµ js;F)p(yµ js)p(s) (17)
on the data set D = f(xµ ;yµ )gPµ=1 with respect to the parameters F .
As discussed in section 4.2, in deterministic hidden variable models a single state
s
(x;y) is responsible for generating the pattern (x;y):
∑
s
p(xjs)p(yjs)p(s)  p(xjs
(x;y))p(yjs(x;y))p(s(x;y)) (18)
For fixed associated states s
(x;y), it is easy to show that the optimal choice for the
probability distribution p(yjs) is
p(yjs) =
nys
ns
; (19)
where ns is the number of elements in Ds = fµ jsxµ = sg and nys = ∑µ2Ds δyyµ . The
weights F are found by minimizing the quadratic form∑µ kxµ  Fs
(x;y)µk
2 with re-
spect to F which is a standard unconstraint quadratic optimization problem (see [77]
for a solution).
We use a constant prior distribution p(s) for the hidden states s i.e., p(s) =
constant, so this term does not play a role here.
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For fixed nys , ns and F , the associated states s
(xµ ;yµ ) are given by
s
(xµ ;yµ ) = argmin
s

βkxµ  Fsk2  log nsyµ
ns

(20)
Hence, for deterministic hidden variable models, the joint log-likelihood can be
maximized using a three step procedure:
Step 0: Initialize F with the maximum likelihood solution F0 of (3).
Step 1: For fixed F , nys and ns determine s
(xµ ;yµ ) with (20).
Step 2: For fixed s
(xµ ;yµ ) determine F , nys and ns and return to step 1.
This procedure is guaranteed to converge to a local maximum of the MAP-approximated
joint log-likelihood.
After training, a novel unlabeled pattern x is classified by first determining the
‘closest’ state sx = argmin
s
kx Fsk2 and then determining the label yx by comparing
frequencies i.e., yx = argmax
y
nsxy.
4.4 Results
We tested and compared the algorithms on 4 data sets, namely Iris, an OCR data
set, the Landsat data set and a speech data set for emotion classification. In the next
subsection we give a brief description of each of these data sets. In section (4.4.2) we
compare the classification performances of the algorithms on these data sets. Rule-
extraction results are presented in section 4.4.3
4.4.1 Description of the data sets
Iris Perhaps the best known benchmark data-set is the Iris data set1. Iris is a small
4 dimensional data set consisting of 150 patterns with 3 possible classes. Each
pattern contains the measurements of some relevant dimensions of an Iris plant.
The objective is to predict the type of Iris based on the measurements.
OCR This data set [27] consists of 11000 handwritten digits compiled by the U.S.
Postal Service Office of Advanced Technology. Each processed image is built
up out of 2020 black and white pixels. In the experiments below we simpli-
fied the problem to a three class classification problem, using the classes ‘two’,
‘three’ and ‘five’. For each of these classes we sampled 100 digits to get a data
set of 300 patterns.
1The Iris data set can be obtained from the UCI Machine Learning Database Repository
http://www.ics.uci.edu/ mlearn/MLRepository.html
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LandSat The Landsat Satellite Image data set is obtained from the Statlog data
repository [43]. The spatial resolution of a pixel in a Landsat Image is about
80m x 80m. Each pattern in the data set corresponds to a 3x3 square neigh-
borhood of pixels. Such a pattern contains the pixel values in the four spectral
bands of each of the 9 pixels in the 3x3 neighborhood and a number indicat-
ing the classification label of the central pixel. Thus, the total number of data-
dimensions is d = 334 = 36. There are six classes: 1 = ‘red soil’ (24.17%),
2 = ‘cotton crop’ (10.80%), 3 = ‘grey soil’ (21.67%), 4 = ‘damp grey soil’
(09.36%), 5 = ‘soil with vegetation stubble’ (10.60%), 6 = ‘very damp grey
soil’ (23.40%). For LandSat we simplified the problem to the classes: ‘cotton
crop’, ‘damp grey soil’ and ‘soil with vegetation stubble’ . For each of these
classes we sampled 200 digits to get a data set of 600 patterns.
ASSESS The ASSESS (Automatic Statistical Summary of Elementary Speech Seg-
ments) data set, compiled by the psychology group of the Queens Univ. in
Belfast [62], consists of features from speech recordings. Each recording came
from one of 40 subjects reading a passage where they expressed one out of the
five emotions - fear, anger, happiness, sadness, and neutrality. In total there
were 570 labeled (5 classes) patterns each corresponding to a passage. Each
pattern consists of 69 numerical attributes. These attributes contain temporal
statistical summaries of speech features such as pitch contours, and of features
containing spectral information e.g., the value of the fundamental frequencies,
and spectral energy.
4.4.2 Classification Results
Each data set was split up in 1=5 test set and 4=5 training set. The models were trained
on the training set using SCO and joint learning, respectively. In input learning,
the parameters F0 are obtained by un-supervised learning on the basis of the input
patterns. SCO and joint learning were initialized with model parameters F0 obtained
by input learning. The procedure was repeated 5 times with disjoint test sets. Each
experiment was done with different numbers nf of hidden variables. As explained
in section 4.3.2, the final solution of the ‘joint’ learning algorithm depends on the
parameter β . In each experiment we tuned this parameter with an additional cross-
validation loop within the 4=5 training for optimal classification performance. In
SCO, the parameter βC acts as a learning parameter which only affects ‘smoothness’
of the learning curve: if βC is taken too large the model parameters will oscillate
strongly and will not converge to an optimum, if it is taken too small learning will be
very slow. Nice learning behavior was obtained with βC = 0:001 which we therefore
used in all our experiments.
Each experiment produced a set of model parameters F , and a set of states s with
class labels ys.In the un-supervised model F0, class labels of hidden states were de-
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Figure 4.2: Classification scores on the training set (fraction correct). The solid line
(–) corresponds to SCO, the dashed line (- -) corresponds to Joint learning and the
dotted line (..) corresponds to learning only the input.
fined according to step 1 of the SCO algorithm. New un-labeled patterns are classified
by the class label of the closest state argmin
s
kx Fsk2.
Figure 4.2 shows the classification scores. The error bars were obtained by com-
puting standard deviations over the 5 experiments.
As expected the classification scores on the training set increase (or at least re-
main constant) for all algorithms with the complexity of the models.
In terms of classification performance, application of SCO results in the best ‘fit’
in the majority of cases. The difference between joint learning and SCO is largest on
the OCR and the ASSESS databases.
To see how this increased classification performance affects the likelihood values
we plotted the input error in Figure 4.3. This error is defined as follows: First let
 l = ∑µ kxµ   Fsµk2 be the ‘distance’ (=negative log-likelihood) of model F to
the data fxµg. Let  l0 be the distance between the data and the initial maximum
likelihood solution F0. The input error as plotted in Figure 4.3 is defined as (l  l0)=l0.
So, the larger this value the further the cluster centers have moved away from the data
points. In general, we see that the SCO algorithm moves the model away from the
input data. Apparently, this is the price that is payed for a better fit of the class labels.
For joint learning this tendency is less profound. Surprisingly, on the LandSat data
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Figure 4.3: The input error on the training set as a function of the number nf of
hidden variables. The error compares the likelihood l of each solution with the max-
imum likelihood solution l0 as follows: input error = (l  l0)=l0. The solid line (–)
corresponds to SCO, the dashed line (- -) corresponds to Joint learning.
base, the likelihood score is better after post-training (with either SCO (for nf > 3) or
the joint optimization algorithm) than that of the maximum likelihood solution. One
explanation could be that the extra class information helped in finding a better local
maximum of l.
The classification scores on the test sets are plotted in Figure 4.4. The overall
performance of the algorithms on the test sets has the same qualitative properties as
on the training sets: SCO has a better (or at least equal) classification performance
on all data sets. Both supervised methods are clearly better than the un-supervised.
As expected, if the complexity of the model is increased, then at some point the
model starts to over-fit the training data and at that point the test set score will start
to decrease.
4.4.3 Rule Extraction
We will now present some of the induced rule sets. The condition of each rule corre-
sponds to a vector vs = ∑i sifi in the data space which is a representative of a group
of data points Ds. The vector vs is labeled with the most frequent class in Ds. This
label forms the outcome of the rule. The tables 4.1–4.4 show the rules obtained with
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Figure 4.4: Classification scores on the test set (fraction correct). The solid line (–)
corresponds to SCO, the dashed line (- -) corresponds to Joint learning and the dotted
line (..) corresponds to learning only the input.
the SCO algorithm from the experiments corresponding the first test-set/training-et
division. Together with each rule s! y we show the fraction (the column ‘qys’ in
the tables) of training points in Ds that have label y. The larger this fraction, the less
noisy the rule. The fraction ‘qs’ of training points which are associated to each rule is
given in the last column of each table. This value expresses how ‘important’ the rule
is relative to the others. By comparing the values ‘qys’ in the left (= joint leaning)
and right (= SCO) tables we see that after learning the rules obtained by SCO are less
noisy than the ones obtained by joint learning.
For most data sets discussed here it is not straightforward to find an interpretation
of the rules in data space which can be visualized easily. An exception are image
analysis problems where we can visualize the vectors fi and vs as images. Each
row in a sub-figure corresponds to a classification rule in table(4.1). The rules are
represented in the same order as in this table. Together with the state of each hidden
variable, si = 0 or si = 1, we displayed the corresponding vector fi. The values the
individual dimensions of this vector vary between 0 and 1 and are represented as
pixels with grey values (‘1’ is black and ‘0’ is white). The left most column in each
sub-figure plots the vectors v which are correspond to the sum v =∑i fisi. The class
labels that are given to these vectors can be found in the column ‘y’ in table(4.1).
If we look, in Figure 4.5a), at the vector vs (fifth column) corresponding to state
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Table 4.1: Classification rules for OCR using the maximum likelihood solution (left)
and using the result from the SCO algorithm (right). The values for s1;s2; : : : are the
binary state values. The value of the class label c is given in the fourth column, the
values correspond to 1:‘two’, 2:‘three’ and 3:‘five’, respectively. The column ‘qcs’
shows the fraction of training points ncs=ns in cluster s. The column ‘qs’ shows the
fraction ns=P of training points associated to s. The test set scores of the rules are
68% (left table) and 93% (right table).
s1 s2 s3 y qys qs
0 0 0 1 0.94 0.08
0 0 1 1 0.96 0.12
0 1 0 3 0.02 0.21
0 1 1 2 0.02 0.21
1 0 0 1 0.86 0.13
1 0 1 1 1 0.03
1 1 0 3 0.03 0.15
1 1 1 2 0 0.08
s1 s2 s3 y qys qs
0 0 0 1 1 0.08
0 0 1 1 0.95 0.08
0 1 0 3 0 0.16
0 1 1 2 0.02 0.22
1 0 0 1 0.97 0.13
1 0 1 1 1 0.04
1 1 0 3 0.02 0.18
1 1 1 2 0.04 0.1
Table 4.2: Classification rules for Landsat using the maximum likelihood solution
(left) and using the result from the SCO algorithm (right). The values for s1;s2; : : :
are the binary state values. The value of the class label c is given in the fourth col-
umn, the values correspond to 1:‘cotton crop’, 2:‘damp grey soil’ and 3:‘soil with
vegetation stubble’, respectively. The test set scores of the rules are 72% (left table)
and 90% (right table).
s1 s2 s3 s4 s5 y qys qs
0 0 1 1 0 3 0 0.18
0 0 1 1 1 3 0.04 0.05
0 1 0 0 0 1 1 0.11
0 1 1 1 1 2 0.07 0.38
1 0 1 1 1 3 0.29 0.04
1 1 1 0 0 1 1 0.1
1 1 1 1 1 3 0.25 0.03
s1 s2 s3 s4 s5 y qys qs
0 0 1 1 0 3 0 0.14
0 1 0 0 0 1 1 0.12
0 1 1 0 1 2 0 0.04
0 1 1 1 1 2 0.01 0.27
1 0 0 1 1 1 1 0.03
1 0 1 1 1 3 0 0.07
1 1 0 0 0 1 1 0.06
1 1 1 0 0 1 1 0.04
1 1 1 1 1 3 0 0.13
(1011) we see that the image neither shows a ‘three’ nor a ‘two’; it is somewhat in
between these two. In contrast, in Figure 4.5b) this vector is clearly a ‘two’. The
same holds for the state (1111): in subplot a) the image shows a mix between a
‘three’ and a ‘five’, after training with SCO it clearly shows a ‘three’. In order to get
this improvement some of the other images have become somewhat corrupted, see
for example, the images corresponding to states (0101) and (0111).
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Table 4.3: Classification rules for Iris using the maximum likelihood solution (left)
and using the result from the SCO algorithm (right). The values for s1;s2; : : : are the
binary state values. The value of the class label c is given in the fourth column. The
test set scores of the rules are 94.6% (left table) and 96.6% (right table).
s1 s2 s3 y qys qs
0 0 0 3 0 0.1
0 1 0 2 0 0.28
0 1 1 1 1 0.16
1 0 0 3 0 0.14
1 1 0 2 0 0.18
1 1 1 1 1 0.13
s1 s2 s3 y qys qs
0 0 0 3 0 0.16
0 1 0 2 0 0.21
0 1 1 1 1 0.25
1 0 0 3 0 0.19
1 1 0 2 0 0.14
1 1 1 1 1 0.04
Table 4.4: Classification rules for ASSESS using the maximum likelihood solution
(left) and using the result from the SCO algorithm (right). The values for s1;s2; : : :
are the binary state values. The value of the class label c is given in the fourth column,
the values correspond to 1:‘neutral’, 2:‘sad’, 3:’afraid’, 4:’angry’ and 5:‘happy’, re-
spectively. The test set scores of the rules are 32% (left table) and 42% (right table).
s1 s2 s3 s4 y qys qs
0 0 0 1 3 0.37 0.05
0 0 1 0 1 0.31 0.1
0 0 1 1 4 0.48 0.09
0 1 0 0 1 0.29 0.06
0 1 1 0 1 0.35 0.09
0 1 1 1 4 0.45 0.05
1 0 0 1 1 0.39 0.05
1 0 1 0 2 0.36 0.07
1 0 1 1 4 0.44 0.07
1 1 0 1 2 0.27 0.04
1 1 1 0 2 0.46 0.16
1 1 1 1 4 0.55 0.08
s1 s2 s3 s4 y qys qs
0 0 0 0 1 0.64 0.03
0 0 1 0 1 0.9 0.03
1 0 0 0 2 0.69 0.18
1 0 0 1 3 0.39 0.24
1 0 1 0 5 0.36 0.25
1 0 1 1 4 0.59 0.14
1 1 0 1 4 0.79 0.07
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0 0 0 1
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1 0 1 1
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Figure 4.5: Extracted classification rules for OCR corresponding to the binary rules
in table(4.1). a) maximum likelihood solution. b) The SCO solution. The first four
columns show the vectors f1; : : : f4 (Note that s4 is not included in table(4.1), since
it corresponds to the ‘origin’ vector which is always ‘on’). The value 0;1 of the
corresponding state variable is shown on top of each vector. The most right column
shows the corresponding cluster centers∑i fisi.
4.5 Discussion and Conclusions
In this chapter we aimed to build hidden variable models for classification and input
representation. The idea is that the hidden state describes data in terms of the pres-
ence or absence of certain features that are typical for the data set. Classification is
performed by applying rules on the hidden states by which data points are described.
The rationale is to make the model more transparent, so that a user can get insight
how a data point is classified and what features are important in the classification of
a certain data point.
We compared two learning algorithms which optimize the classification accuracy
and input likelihood. The idea behind the first algorithm is to optimize the input
likelihood under constraint of optimal classification. In the resulting algorithm, which
we called SCO, the feature vectors are incrementally updated on the basis of wrongly
classified patterns. The other, more standard approach, maximizes the likelihood of
the joint probability distribution of patterns and labels.
We tested and compared the algorithms on 4 different data sets. The SCO algo-
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rithm showed a superior performance as a classifier. To get this classification behav-
ior the SCO models performed slightly worse in fitting the distribution of the input
patterns. In real world tasks where we have a finite amount of data, it is in general not
possible to find a model which performs optimal as a classifier and is at the same time
optimal for describing the input distribution. In most applications, good classification
will be more desirable than good input fitting. In such cases, the results indicate that
SCO is preferable.
Note that the results obtained here, especially on OCR and LandSat, should not
be compared with state of the art performances reported elsewhere e.g., in [39] and
[43]. For the purposes of this chapter, we only used a small sample of these data-
sets for training (4% of the full data set in OCR and 14% of the data in LandSat).
It can be expected that with larger training sets more complex rules can be induced
with a better performance. In a previous chapter [77], we demonstrated that with
deterministic binary hidden variable models a classifier can be constructed with state
of the art performance on OCR: better than reported results of multi-layer perceptrons
and nearest neighbor classifiers, and comparable with large sigmoid belief networks
[60]. In the experiments in [77] constraint optimization was used to train a large set
of classifiers, two for each class. This approach can not be used for rule induction
since all the hidden states in each of these models correspond to the same class.
For each data-set we presented typical rule sets that were induced with the SCO
algorithm. These were given as relations between binary states and class labels. The
set of binary variables is constructed such that it forms a minimal set of variables
with which to identify clusters of uniquely labeled patterns. Analysis of these rules
reveals that some variables play a role in discriminating between different classes
and that other variables are not correlated with class labels i.e., the classification
rules describe some general property of the input distribution. Having identified the
role that each variable plays in identifying clusters and their classes, the next question
will be how to interpret the variables in data space. In other words, how do we give
meaning to the feature vectors fi and their combinations? In image analysis tasks this
is not difficult since the vectors themselves can be visualized as images. However,
in problems where the data patterns x are represented as a collection of values which
are meaningless human users, it will require more effort to assign meaning to the
feature vectors and the classification rules. But even if feature vectors are difficult to
interpret in terms of the original data dimensions, the relations between the hidden
variables and class labels may still provide useful insights into the structure of data,
albeit on a more symbolic level.
The alternative to finding hidden rules is to induce rules that operate directly on
the data space like in decision trees, see [55], or in the rules extracted from neural
networks, see [1]. These rules depend on the properties of individual components
of data patterns x, for example like in the rule: IF (x1 > θ1 and x5 < θ3) THEN
(class=A). Such rules may provide insight if the variables xi have clear meaning like
‘blood pressure’ in medical diagnosis. In data where components interact on a more
global level, these rules may be less useful. An example is in image analysis, where
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the xi correspond to pixel values. For such data a more global approach, like our
hidden variable model approach, is desired.
The generalization accuracy of a set of rules will also depend on the shape of clas-
sification boundary which they try to describe. The ‘input’ rules, found by decision
trees, are restricted to describing ‘block-shaped’ classification boundaries whereas
our ‘cluster’ rules together form a Voronoi tessellation in which the classification
boundary is part of the boundary between Voronoi regions.
In the models considered in this chapter, the position of the cluster centers de-
pends linearly on the component vectors fi. For some applications, a non-linear model
could be more useful. For example, if the data variables are not numeric but binary or
nominal then a sigmoid or a soft-max function could be used to relate the component
vectors with the data2. To find an update rule for the vectors fi in SCO we could then
use a linear approximation of these functions, which is allowed as long as we make
small steps at each iteration.
In this chapter we assumed that the prior probability distribution p(s) of the hid-
den states was constant. This restriction is not necessary. For example, one can bias
the final representation to be sparse i.e., that in each binary state vector only a small
fraction of the components have value one. Such representations have been found to
reveal interesting properties of the data, see for example [50].
We studied algorithms that balance in between supervised and un-supervised
learning. Such methods have been investigated by others [15, 49] in a different con-
text. There the objective is to construct classifiers using labeled as well as unlabeled
training data. The idea is that the unlabeled data, which provide information about
the input distribution, help to improve the generalization performance of the classi-
fier. Clearly, the methods presented here also fall in this category, but we did not yet
experimentally investigate the power of unlabeled data for classification.
2So instead of (x  ∑i fisi) we would get (x   σ(∑i sifi)), where σ() is a sigmoid or soft-max
function.
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Chapter 5
Comparing mixture models with
decision trees for case specific
attribute selection
Abstract. Case specific attribute selection (CSAS) is the process of sequentially
selecting attributes in order to make a reliable classification with the least amount of
resources. The relevance of an attribute does not stand on itself but depends also on
other attribute values that have already been observed. Hence the process is specific
for the case under consideration. We examine two different approaches that address
CSAS. The first approach uses mixture models to estimate a parametric model for the
joint probability distribution of the attribute and class values. In order to obtain a high
CSAS performance, a deterministic annealing procedure is used to fit the mixture
models to the data. The second, more traditional approach, is to use a decision tree
for the purpose of case specific attribute selection. In this chapter, the two approaches
are compared within a common probabilistic framework. The performances of the
mixture models and decision trees are contrasted on a variety of real world data-bases.
The results show that the use of mixture models is better suited for case specific
attribute selection.
Submitted for publication
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5.1 Introduction
In many application domains it is important to have a classifier that is not only highly
accurate but also makes predictions using the least amount of resources. For example,
in the medical domain, diagnosing a disease may require a series of lab tests. In such
a situation, it would be beneficial if the doctor had a system that predicts which of
the tests are most relevant for diagnosing the patient under examination. In many tra-
ditional machine learning schemes this desideratum does not play a role in designing
the classifier. Indeed, more commonly, the objective is to construct a classifier which
will accurately predict the class k of a novel randomly drawn attribute vector x given
a set of training examples fxµg and corresponding class labels fkµg. In contrast to
this approach, it is our concern to use the training data to construct a classifier for
which, given a novel but now incomplete example xd , we can determine which single
extra attribute most likely determines the correct classification of this example. We
shall hereafter refer to this procedure as ‘case specific attribute selection’ (CSAS).
There are various ways to address this issue. A well known classification method
which has been extensively studied within the AI community over the last decade is
to use induced decision tree classifiers. As we shall later describe, decision trees can
also be adapted to solve the problem of case specific attribute selection. However, it is
also well known that decision trees have limitations in terms of classification ability.
For example, the decision boundaries in a tree are generally restricted to a certain
shape which may not be optimally suited for particular classification problems [46],
[13]. On the other hand, there exist more flexible classifiers, which provide good
classification performance even in highly non-linear and noisy problems. In this
chapter we shall formulate the use of these more flexible methods for case specific
attribute selection, comparing and contrasting their performance with decision trees.
The suggestion to use a more flexible model instead of a decision tree for case specific
attribute selection is not new. However, previous studies, see e.g. [21], [32], [64],
and [26], have not addressed the issue of performance, i.e. they did not investigate
whether the selected attributes were really relevant for determining the class of a
novel example.
We will adopt probability theory as our general theoretical framework, and the
different approaches we shall subsequently be considering correspond to different
models for the probability distributions inherent in this framework.
In principle, methods such as neural networks [9] and support vector machines
[72] can be used to provide flexible parametric functions with high classification
performance. However, in CSAS we need to infer class labels based on arbitrary
numbers of measured attribute values. This can not be done with a standard feed-
forward model because it needs all the input values to determine the class label. In
principle, this problem can be solved by using a separate input density model to fill
in the missing values. This approach is, however, computationally very demanding.
For practical applications it is important that the method remains computationally
tractable and for this reason we restrict ourselves to the simple yet powerful class of
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mixture models [68]. We will use mixture models to estimate the joint distribution of
class labels and attribute values. Previous studies, [37] and [67] have shown that, in
addition to providing a fit to the input distribution, joint mixture models give a good
classification performance. In these studies, standard EM ([16]) was used to train the
models. In this chapter we shall use the slightly more sophisticated Deterministic
Annealing algorithm [58]. This algorithm avoids many of the difficulties of the stan-
dard EM approach, like getting stuck in bad local minima and the problem of infinite
likelihoods in density estimation.
In our treatment of case specific attribute selection we make two simplifying
assumptions. First, we take a myopic approach [8], i.e. at each stage the single
best attribute to measure is determined, regardless of the allowable number of future
measurements. It is conceivable that in some practical applications a non-myopic
approach, in which attributes are selected group-wise, might outperform a method
based on the myopic approach. The extra computational effort, however, is the same
for both mixture models and decision trees. There is no other reason to suspect that
the extension to non-myopic selection will be more beneficial to one algorithm than
to the other. Second, we assume that the measurement costs are the same for all
attributes and for all misclassified classes. We will show that the costs of measure-
ments and misclassifications can be easily incorporated in our framework. Under
these simplifying assumptions, we choose our utility function for observing a partic-
ular attribute to be Shannon’s expected information [63]. Application of this function
in the construction of decision trees is equivalent to applying the information gain
measure of the C4.5 algorithm [55].
The outline of the chapter is as follows: The information theoretic framework
of case specific attribute selection will be presented in section 5.2. In this section
we shall derive the attribute selection criterion. Section 5.3 presents three classes of
models with which the probabilities in the selection criterion are estimated, namely
1) Mixture models found by deterministic annealing, 2) Naı¨ve Bayes which serves as
a default method, and 3) decision trees. The performances of the different approaches
are compared on several real-world data-sets in Section 5.4. Finally, section section
5.5 presents a discussion of the results and a summary of the main conclusions. Here
we shall also discuss other work that is relevant in the context of CSAS.
5.2 Case specific attribute selection based on information
A well founded measure of uncertainty or information associated with a sample space
k = 1;    ;nk of a discrete class variable given some measured attribute values xd is
given by [63]
S(xd) 
nk∑
k=1
p(kjxd) log p(kjxd); (1)
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where p(kjxd) is the conditional probability of class k given xd . In physics, the mea-
sure S defined by (1) is called the (conditional) entropy of the distribution p(kjxd). In
this chapter, the more appropriate term ‘information’ is used to refer to S.
The information S is a suitable measure to determine the relevance (information
gain) of observing the value xi of attribute i. In order to evaluate the relevance of
an attribute i prior to its observation we need to integrate all its possible values xi
weighted with their probability of occurrence. In other words, an unobserved attribute
i is ranked according to the expected value of the information hS(xi)ixi
1 over the
distribution of its values xi.
Hence, after having observed a set of attribute values xd the relevance of an at-
tribute i is measured by


S(xi;xd)

xijxd
= 
Z
xi
p(xijxd)∑
k
p(kjxi;xd) log p(kjxi;xd)dxi: (2)
The most informative variable vp(xd) with respect to the probability distribution
p and depending on the knowledge xd is then
vp(xd) = argmin
i


S(xi;xd)

xijxd
: (3)
In our myopic approach, we then find the value of the attribute Xvp . This con-
sequently increases our observed attributes xd  (xd ;xvp(xd)) and the process can be
repeated, selecting the next most relevant attribute given the observed attributes. This
process can go on until sufficient information has been gathered to make a reliable
classification.
In this chapter we have chosen to use the expected information (2) for CSAS.
Depending on the application, other criteria may be more appropriate. Two alter-
natives that include misclassification costs and measurement costs are presented in
appendix 5.A. Implementation of one of these alternatives does not greatly increase
the computational complexity of CSAS algorithms compared with the information
measure.
5.3 Estimating probabilities for CSAS
Note that for CSAS we need to estimate two types of probabilities, namely 1. ‘feed-
forward’ probabilities p(kjxi;xd) to predict class labels based on partial information
and 2. ‘input’ probabilities p(xijxd) to predict outcomes of measurements. We shall
compare three approaches to estimate these probabilities. The first approach is to use
a parametric mixture model with which we estimate a joint probability distribution
1The notation h f (x)ix is used for the expectation value of a function f over the distribution p(x)
i.e., h f (x)ix 
R
x p(x) f (x). If the distribution is conditioned on xd , we use the notation h f (x)ixjxd 
R
x p(xjxd) f (x).
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p(k;x) (section 5.3.1). A simpler, default, approach to estimate probabilities is to fit
a Gaussian distribution for each class. This approach is referred to as ‘naı¨ve Bayes’
and is briefly described in section 5.3.2. A very different approach is to use a decision
tree generating method. This approach is described in section section 5.3.3.
5.3.1 Mixture models
A good balance between predictive performance and computational complexity is
provided by the class of mixture models [68]. A mixture model is a weighted sum-
mation of component distributions which, for a vector of observations x = (x;    ;xn)
has the form
p(x) =
M
∑
h=1
p(h)p(xjh): (4)
In this chapter we will restrict ourselves to numeric valued attributes i.e., xi 2
ℜ. The mixture components are modeled with Gaussian distributions. The class
labels are discrete and their distribution p(kjh) will be modeled with a full probability
table for each mixture component h. By choosing these parameterizations the joint
probability p(k;x) of a class label k and a vector of attribute values x can be written
as
p(k;x) =
M
∑
h=1
p(h)p(kjh)j2πΣh j
 1=2 exp

 
1
2
 
x µh
T Σ 1h
 
x µh


(5)
where µh and Σh are the mean and the covariance matrix of mixture h, respectively.
The mixture weights p(h) are modeled with a full probability table.
We shall make the simplifying assumption that the covariance matrices are diago-
nal i.e., (Σh)i j = σ 2δi j. Under this assumption, the individual mixtures are factorized:
p(xjh) = Πi p(xijh) ∝ Πi exp
n
 
1
2σ
 2
(xi µi)
2
o
. In principle, there is no difficulty
in using general correlated Gaussians as richer models. However, the number of pa-
rameters, generally roughly n2=2 for a full Gaussian, needs to be limited to avoid
over-fitting. In addition, with diagonal covariance matrices we can still model any
dependency between any subset of attributes by including more components. In this
way, there is only one regularization parameter that we need to tune for optimal gen-
eralization, namely the number of components M. When using a Gaussian mixture
model, there is in principle no restriction on the class of decision functions that can
be described. To give an idea, Figure 5.1 shows a possible situation of how decisions
could depend on the values of the attributes.
To use mixture models in CSAS, we need to compute marginal probabilities and
evaluate integrals to compute expectation values. Because each mixture component
is modeled with a product distribution, marginalization is computationally easy: One
can just eliminate the variables one is not interested in. For example, suppose we
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Figure 5.1: Using a mixture model, the decision boundaries can have any shape. In
this example, the numbers are indices of the most informative attributes within each
region.
a have mixture model for two attributes X1 and X2; and a class k. Integrating out
variable X2 gives
p(k;x1) =
Z
x2
M
∑
h=1
p(h)p(kjh)p(x1 jh)p(x2jh)dx2 =
M
∑
h=1
p(h)p(kjh)p(x1 jh)
Therefore, the time to compute a marginal probability is linear in the number of mix-
tures M and independent of the number of marginalized variables. This makes it
possible to quickly compute (2), so that we can compare the expected relevance of
many attributes in many different situations in a short time. In order to determine the
expectation values of the information (2) we need to compute integrals of a function
containing the logarithm of a sum of Gaussians. These can not be evaluated analyti-
cally. We therefore use Gaussian quadrature to compute these integrals numerically
(see appendix 5.B).
Depending on the objective, there are different ways to find the parameters µi;σ ; p(kjh)
and p(h) of a mixture model. In section 5.3.1 we will describe a procedure which
finds parameters that are suitable for CSAS.
Deterministic Annealing
The usual approach to fit a mixture model to a dataset is to maximize the likelihood
of the mixture model (5) with respect to its parameters. In this approach the com-
plexity or the flexibility of the model is controlled by the number of mixtures M.
The optimization scheme that we will employ here is similar to the usual approach
but instead of using M as a regularization parameter we will use the variance σ2 to
control the ‘effective’ number of mixtures in the system. At each value of σ the log
likelihood L  ∑ν2D log p(kν ;xν) on a training set D is maximized with respect to
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Figure 5.2: One dimensional example showing the evolution of the means µh of the
mixture components h as a function of the number t of steps with σt = ασt 1;0 <
α < 1. The data (which are plotted at the right) are generated from four Gaussian
distributions centered at 0;8;16; and 24 respectively with unit variance. Each data
point has a class label “O” or “X”.
the parameters µh; p(kjh) and p(h) using the EM-algorithm [16]. In deterministic
annealing we start with a large value σ0, and decrease it in small steps by σt = ασt 1
with 1 > α > 0. A more detailed description of this algorithm can be found in [58].
To illustrate the deterministic annealing algorithm we sampled data from two
classes distributed over four well separated one-dimensional Gaussian clusters. We
assigned class labels ‘x’ or ‘o’ to the data in each of the clusters. The evolution of
the means µh of the mixture components on these data as a function of the number of
steps t of the variance σ2 is shown in Figure 5.2. The data with labels ‘x’ or ‘o’ are
plotted along a vertical line at the right side of the figure. At large variances (small t)
one mixture component is located at the center of mass µ = 12 of the whole dataset.
After t = 21 iterations there is spontaneous symmetry breaking and an extra com-
ponent needs to be included. After further annealing each component moves to the
center of mass of one of the classes. Decreasing σ2 (increasing t), more bifurcations
occur resulting in a more detailed mixture model with more mixture components.
The computation time of the annealing procedure on a dataset is proportional
to the number of attributes n, the number of patterns P in the training set, and the
number nT of annealing steps that are taken. As an example: With our Matlab imple-
mentation, optimization (6 mixture components and 30 annealing steps) of a model
on a data set with 13 attributes and 142 training patterns takes about 6 seconds on a
1GHz Pentium.
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Selecting the optimal value of σ
In order to optimally perform the task of CSAS it is crucial to select the right value
for the noise parameter σ . We select σ based on the performance of the mixture
model as a classifier. In other words, we shall select σ based on the accuracy of the
estimates p(kjx), where x includes all attribute values2.
The selection is done by cross-validation. The resulting value of σ = σopt is the
value that gives (on average) maximal classification performance, measured by the
values∑µ2fValgi log p(k
µ
jxµ ), on a set of disjoint validation sets fValg1 ; : : : ;fValgncross .
5.3.2 Naı¨ve Bayes
In Naı¨ve Bayes it is assumed that the data corresponding to each class k are distributed
according to a class specific normal distribution. Under this assumption, the joint
probability distribution of class labels k and and inputs x is,
p(k;x) = p(k)p(xjk); (6)
where
p(xjk) ∝ exp

 
1
2
 
x µk
T Σ 1k
 
x µk


; (7)
in which µk and Σk are estimates of the mean and covariance of the data from class k.
The application of the model (6) for CSAS is similar to applying mixture mod-
els. The marginals p(xijxd) of (6) are also Gaussian and can be constructed by se-
lecting sub-matrices from Σ 1k . Since in Naı¨ve Bayes the distribution p(xijxd) =
∑k p(k)p(xijxd ;k) is a mixture over classes, the expectation values (2) have to be
evaluated numerically as in the previous section.
In contrast to the mixture model approach of section 5.3.1 the flexibility of a naı¨ve
Bayes model can not be optimized for a specific data set: the number of Gaussian
components is equal to the number of classes.
5.3.3 Decision trees
For CSAS we need estimates for the probabilities p(kjxi;xd) and p(xijxd). In this
section we show how these probabilities are modeled if we use a decision tree. More
extensive descriptions of decision tree algorithms can be found in [10, 55].
Roughly speaking, the construction of a decision tree consists of recursively split-
ting a region of input space in two parts where each split separates data with different
class labels as well as possible.
2Choosing σ based on the classification accuracy given incomplete information is clearly infeasible.
Since we do not know a-priori which information will be important and which information will not be
important.
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The attribute space corresponds to the n dimensional real space ℜn. The first step
in constructing a decision tree is to determine the optimal split which separates the
labeled data as well as possible. Since we restrict ourselves to the myopic approach,
there is only one variable involved in each split (i.e. we do not consider splits with
an oblique orientation or splits which are curved). In that case, if we look at attribute
Xi, the split can be fixed by a single parameter θ which splits the attribute space ℜn
in two parts Rxiθ = fxjx 2ℜ
n
;xi  θg and Rxi>θ = fxjx 2ℜ
n
;xi > θg. In each of
these parts there is a set of data points of which a fraction f (kjRxiθ ) or f (kjRxi>θ )
has a class label k. Together these fractions define a conditional class distribution,
pθ (kjxi) =
(
f (kjRxiθ ) xi  θ ;
f (kjRxi>θ ) xi > θ :
(8)
In a similar way, we can construct a probability density distribution pθ (xi) for the
attribute values xi,
p(xi) =
( 1
θ xmini
f (Rxiθ ) x
min
i  xi  θ ;
1
xmaxi  θ
f (Rxi>θ ) θ < xi  x
max
i ;
(9)
where xmini (xmaxi ) is the minimum (maximum) value for attribute Xi found in the data
set. Furthermore, f (Rxiθ ) and f (Rxi>θ ) are the fractions of data points for which
xi  θ and xi > θ , respectively.
After substitution of the probabilities (8) and (9) into (2) the expected information
hSi still depends on the split parameter θ . To find the first split in the tree we minimize
the expected information with respect to θ for each attribute xi,
θi = minθ


Sθ (xi)

xi
(10)
and choose the attribute which gives the smallest value for hSi, i.e. we choose
v = argmin
i
D
Sθi(xi)
E
xi
: (11)
After having selected attribute v, the resulting two regions Rxvθv and Rxv>θv can
each be partitioned again using the same procedure. This second partitioning is then
conditioned on the value xv. Hence, in that case the probabilities in (8) and (9) are
changed into p(xijxv) and p(kjxi;xv). This process can be recursively repeated until
each region contains data of one class only or until all attributes have been selected.
As explained above, both mixture models and decision trees are suitable model
classes to use for CSAS. One of the important differences between the approaches is
the way in which they choose a new attribute. To get an intuitive understanding of
this difference consider a hypothetical classification problem with 6 input attributes.
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Figure 5.3: Decision boundaries in a binary decision tree with axis parallel splits.
Suppose that we wish to classify an example and that we already know the values x1
and x2. Depending on the values a decision will be made about which attribute to
measure next. Because the decision tree consists of a set of axis parallel splits, the
decisions depend on the values x1 and x2 as shown Figure 5.3. In contrast, no such
restriction holds for the decisions if we use a more flexible probability model like a
mixture model, see Figure 5.1.
Pruning and Model Selection
A crucial aspect of decision tree induction is to control the complexity or the level
of detail in order to avoid over- or under-fitting. There are many techniques to do
this, see for example [12], [10], and [42]. In our implementation we use the pruning
criterion of C4:5. Here the observed distribution of errors is assumed to be a sample
from a binomial distribution. Under this assumption one can estimate an error distri-
bution. This estimate depends on a confidence factor CF . If the expected error of the
children of a node is larger than that of the node itself, the children will be removed.
An advantage of this approach is that the amount of pruning is controlled by a single
parameter CF . If it is taken small, a small sample will be penalized harder so that
the tree will be pruned further compared with larger values of CF . Hence, depending
on the data set we can determine the optimal pruning level. In our implementation
we select the value of CF by cross-validation in the same manner as we select the
regularization parameter σ2 in the mixture models.
5.4 Experimental Results
In this section we will compare our probability model method with the decision tree
approach. In order to obtain a clear understanding of the differences between the
performance of the mixture model and the decision tree we first consider two toy
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problems involving two dimensional input spaces. Subsequently, we compare the
methods on some public domain databases.
Since a good classification performance is essential for CSAS, we begin with a
comparison of classification performances using all the input attributes. Next, we
compare the CSAS performances.
5.4.1 Comparison of the methods on UCI and Statlog databases
We compared the performance of mixture models with that of decision trees on a
selection of databases from the UCI [45] and Statlog repositories [43] which have
been commonly used in the literature.
Basic Classification using all attributes
Before investigating the CSAS performances on these databases we compared the
classification performances using all the input attributes. From each database we
randomly selected a training set and an independent test set. After training we de-
termined the fraction of correctly predicted classes of the test set patterns. For each
database, this procedure was repeated 5 times. The results shown in the second,
third and fourth column of table(5.1) are the sample means and the sample standard
deviations of these repeated experiments. Assuming that the results are indepen-
dently drawn from a normal distribution3 we applied a significance test for the dif-
ferences between the decision tree and mixture model scores. For this purpose we
used a one-sided t-test which gives an upper bound α to the probability of the null-
hypothesis that the samples from the mixture models were drawn from a distribution
with a mean which is not higher than the mean of the decision tree scores. The mix-
ture model scores can be considered to be significantly higher if α < 0:05. Hence,
from table(5.1) we see that the mixture model scores obtained are either significantly
higher than the decision tree scores or are indistinguishable, but never significantly
smaller.
In all the experiments, Naı¨ve Bayes has an inferior performance and will therefore
be left out in the following experiments.
CSAS results
To determine the CSAS performance on a given data base we trained a model (a
mixture model or a decision tree) on a randomly sampled training set Dtrain, where
we used the same number of training patterns as in the classification experiments
(table(5.1)). Next we performed CSAS on each pattern (ktest ;xtest) in an independent
3Which is reasonable for this purpose but not exactly correct: The distribution of the scores becomes
more asymmetric if the score is close to 1. Furthermore, the samples are not completely independent
since they were drawn from the same database resulting in an overlap between the samples which
somewhat reduces the sample standard deviations.
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Naı¨ve Bayes Decision tree Mixtures hMi P n α
C4:5 DA
Diabetes 0:530:06 0:710:06 0:740:02 2 760 8 0:0125
Heart 0:680:05 0:730:05 0:830:03 2 303 13 0:0005
German 0:590:03 0:690:05 0:750:04 4 1000 20 0:0025
Boston 0:440:05 0:600:05 0:590:06 20 506 12 0:75( )
Hepatitis 0:780:06 0:750:05 0:850:04 3 155 19 0:0005
Australian 0:800:05 0:830:05 0:840:05 2 690 14 0:75
Horse 0:600:02 0:670:04 299 25 0:0025
Vehicle 0:610:03 0:640:06 0:650:05 20 846 18 0:75
Credit 0:460:05 0:820:04 0:850:04 2 690 15 0:05
Wine 0:820:05 0:920:04 0:950:04 3 178 13 0:05
Iris 0:870:08 0:940:04 0:960:03 15 150 4 0:1
Ecoli 0:640:07 0:810:04 0:870:04 6 336 5 0:0025
Yeast 0:540:05 0:570:05 1484 7 0:15
Table 5.1: Classification results for Naı¨ve Bayes, C4:5 and the mixture model on
public domain databases using all attributes as input. The scores presented in the table
are the fractions of patterns in a test set for which a method predicted the correct class.
P is the number of patterns in the data set and n is the number of input attributes. hMi
is the average optimal number of mixture model components. α is an upper bound
to the probability of the null-hypothesis that the samples from the mixture models
were drawn from a distribution with a mean which is not higher than the mean of the
decision tree scores.
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Figure 5.4: CSAS results for four real world databases. ns is the number of selected
attributes. Decision trees (dotted line and ‘o’). Mixture models (solid line and ‘x’).
The vertical bars correspond to the sample standard deviations.
test set Dtest . When considering a novel test pattern the algorithm at first does not
have any knowledge about the pattern, i.e. the vector of measurements xd is empty,
and it will select the first most informative variable i1. The value of this variable
xd  x
test
i1
is then obtained from the test example. Based on this value we determine
the class prediction by argmaxk p(kjxd) which is compared with the true class ktest of
the pattern. The procedure continues until all the n attribute values of the test pattern
have been read. The end result is a sequence score(1);    ;score(n) containing the
test set scores as a function of the number of measurements.
Figures 5.4–5.6 show the classification results as a function of the number of
measurements, where ‘fraction correct’ = score(ns)=ntest . As can be seen from these
figures the mixture models in general have a higher classification score for each num-
ber of selected attributes ns. As expected, the score initially increases gradually if
more measurements are made. At some point the score ceases to increase indicat-
ing that additional measurements do not provide any relevant information. On some
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Figure 5.5: CSAS results for two real world databases. ns is the number of selected at-
tributes. Decision trees (dotted line and ‘o’). Mixture models (solid line and ‘x’).The
vertical bars correspond to the sample standard deviations.
of the problems, e.g. the Hepatitis and German data bases, the decision tree (even
though the proper amount of pruning was determined with an extensive cross valida-
tion procedure) tends to over-fit the data resulting in a decreasing test set score as a
function of the number of measurements.
In Figure 5.6 we show the results obtained on the Diabetes, Credit, and Australian
databases. These problems have in common that the classification score does not in-
crease after more than one measurement. This suggests that there is only one infor-
mative attribute involved in these problems (as far as we can see from the databases).
This is supported by the observation that the classification scores obtained after one
measurement are comparable to the scores (in general using all attributes as inputs)
reported elsewhere, see [43].
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Figure 5.6: CSAS results for four real world databases. ns is the number of selected
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5.5 Discussion
In this chapter we have addressed the issue of case specific attribute selection. That
is, given an example with missing attributes, to determine which single extra attribute
will most likely aid the correct classification of the example. Instances of applications
in which a solution to this problem is important are, among others, machine fault di-
agnosis, the construction of client specific insurance policies, and medical diagnosis.
In constructing our joint probability model, we chose a mixture distribution. In
order to test its case specific attribute selection performance we compared it to the
more standard technique of decision trees. Experiments on a variety of toy and real
world problems indicate that the mixture model has a classification performance
which is better or at least equal to that of a decision tree. More importantly, the
experiments showed that an enhanced performance is also obtained if the models
are compared for case specific attribute selection where the models have to select
attributes and have to classify novel examples using a small subset of selected at-
tributes.
In the following subsection we shall reflect on the use of the deterministic an-
nealing algorithm for CSAS. Section 5.5.2 discusses the topic of missing values and
‘Lazy Decision Trees’ in the context of CSAS. Finally, section 5.5.3 discusses possi-
ble improvements and connections with other work on decision trees.
5.5.1 Deterministic Annealing and CSAS
In training our mixture model, we found that the parameter optimisation method was
critical in determining the success of the classifier. The deterministic annealing pro-
cedure we used, which couples the input distribution to a complexity parameter σ and
which uses a non-constrained distribution for the classes, results in a joint probability
distribution which proved accurate if used for case specific attribute selection. We
tested several other optimisation schemes which all produced mixture models with
an inferior CSAS performance. In particular, we obtained poor performance if the
mixture model is trained in the ‘usual’ way, in which all parameters (including the
variances σ2 of the input variables) in the model are optimised with the EM-algorithm
and where the complexity of the model is controlled by changing the number of mix-
ture components. In our view, the inferior performance obtained by fitting all model
parameters (including the variances σ2) simultaneously is due to a fit with equal em-
phasis on both the probability density of the input space and that of the conditional
class probabilities. By constraining the variances σ2 for all mixture components in
the deterministic annealing procedure the emphasis is on fitting the conditional class
distribution with a smaller emphasis in the input (attribute) probability distribution.
Hence, for case specific attribute selection, where we need a model of the joint dis-
tribution but where we are not primarily interested in a high likelihood of this model,
the deterministic annealing procedure with an unconstrained class distribution seems
to be a suitable approach.
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The complexity of the mixture model was determined by considering the classi-
fication score using all the input variables during the cross-validation procedure. The
optimal value for the complexity σ was chosen as the value for σ which gave the
best classification performance. When, however, a mixture model is selected on a
data set with a large number of attributes, it is not a priori clear whether the result-
ing complexity will also be optimal when the model is used for computing the class
predictions using a small subset of the attributes. Interestingly, preliminary experi-
ments have shown that the optimal complexity does not depend to a large extent on
the number of specified attribute values.
5.5.2 Dealing with missing values
In terms of computational complexity, inducing a mixture model from a given data
set is computationally more intensive than inducing a decision tree (a factor 10 to 100
in terms of CPU time). However, after the training phase, a mixture model is more
flexible in dealing with missing attribute values and with knowledge obtained prior
to the selection process since it has stored all the joint probabilities. In the standard
approach a decision tree is fixed after training. If one already has some knowledge xd
then the optimal sequence of measurements may no longer correspond to a path in the
tree. Ideally, a new decision tree should be induced in which there is a path starting
from the root node which contains the measurements xd . The node succeeding this
path will then indicate the most relevant attribute. A similar situation occurs if for
some reason it is not possible to measure the value of an attribute at a certain point
in the tree. In both these cases a new (sub) tree would have to be trained, pruned and
cross-validated which is computationally burdensome especially if one has a large
data set. Using a mixture model on the other hand, there is no need to refer to the
data again after the training phase, regardless of the information contained in a novel,
incomplete case.
At this point it is interesting to consider the work of Friedman and Kohavi [20]
on Lazy Decision Trees. In standard decision trees splits are chosen based on their
average performance on the training data. These splits may not be optimal for a
specific test instance. For this reason lazy decision trees construct an optimal decision
path specifically for the test instance. The algorithm is just as flexible regarding
missing attribute values as the mixture model approach: one can just skip tests on
attributes with unknown values. However, Lazy Decision Trees can not be used
for Case Specific Attribute Selection. The main strength of the algorithm is that
it uses the fact that all attribute values of the test instance are already known. With
this information one does not have to integrate over possible test outcomes and one
is better able to select the optimal test. Of course, the main issue of CSAS is that we
do not know the test outcome in advance.
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5.5.3 Alternative approaches and possible improvements
An alternative to the mixture model approach presented here would be to estimate
two distributions - a feed-forward model (e.g. a Multi-Layer Perceptron) and a sep-
arate input density model (e.g. a Gaussian mixture model). In a feed-forward model
we need to specify all input variables in order to obtain an output. For case specific
attribute selection, however, we need to be able to infer the class probability condi-
tioned on a limited set of input attributes. The separate input density model could
then be used to ‘fill in’ the values of the missing attributes which are then fed into
the feed-forward model. In this alternative approach, one would need to integrate the
resulting feed-forward class prediction over all possible values of the unknown input
attributes4. In principle these integrations can be approximated using Monte-Carlo
methods. For the scenarios we have in mind, however, this approach is intractable,
even for small problems. In contrast, in the approach outlined in this chapter this
integration is trivial and corresponds to simply omitting the terms associated with the
unknown attributes.
On the side of the decision tree algorithms there are a number of interesting al-
ternatives and refinements which may be relevant for CSAS. First, in this chapter we
have considered binary splits. Possibly, the number of measurements can be reduced
if we allow multiway splits where the range of attribute values is divided in m  2
intervals for each of which subtree is constructed. The use of multiway splits is,
however, computationally very demanding: the search for an optimal m-way split us-
ing P training examples has a computational complexity O(Pm), which is infeasible
for large data sets and large m. Furthermore, it is difficult to determine the optimal
value for m. For this one has to use a local optimization criterion like the ‘gain-ratio’
criterion [55] or a ‘Minimum Description Length’ [57] criterion, which may not be
optimal for the tree as a whole. In this context it might be interesting to consider
faster approximate methods for finding multiway splits, see for example [19].
Other improvements might be found by constructing ‘hybrid’ models, which
combine the properties of decision trees with those of other models. For example,
Kohavi [34] combines decision trees with naı¨ve Bayes classifiers, the tree the class
distributions in a decision tree node are estimated with a naı¨ve Bayes model instead
of with empirical distributions. On some data-sets this approach gave a better clas-
sification performance compared with stand-alone versions of C4.5 and naı¨ve Bayes.
Another hybrid approach that is interesting for CSAS is to extract a decision tree
from a neural network instead of directly from the data, see Craven [14]. As in our
mixture model approach one then first fits a flexible interpolating function to the data
4In more mathematical terms: The class distribution p(kjxknown) conditioned on a limited set of
known input values xknown is given by,
p(kjxknown) =
Z
p f f (kjxknown;xunknown)pinput(xunknownjxknown)dxunknown;
where p f f and pinput indicate the feed-forward model and the input model, respectively.
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and afterwards selects attributes with this function. With this approach Craven found
smaller and better generalizing decision trees.
Many recent techniques for improving the classification performance of decision
trees are based on constructing ensembles, where the prediction is made by a voting
or averaging scheme over the outcomes of different induced trees. Examples of these
methods are boosting methods [54], [65] and Bayesian methods [12]. Clearly, these
methods are not directly suitable for CSAS where only a single decision can be made
at each step.
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Appendix 5.A Alternative Selection Criteria
In section 5.2 we proposed to use the information or entropy of the class distribution
as a selection criterion. In some applications of case specific feature selection other
criteria might be more appropriate. For example, in the medical domain, it could
be important to also include the costs of a test. A simple solution is to weigh the
relevance of an attribute with its cost of measurement Ci, i.e., as an alternative of (3)
we would then use
vp(xd) = argmin
i
n
Ci


S
 
xi;xd

xijxd
o
: (12)
In other situations, it is import to minimize the chance of finding ‘false-positive’
examples. Again, in medical diagnosis it is more dangerous to classify ‘benign’
when it should be ‘malign’ than the other way around. Instead of using information
as a criterion, we could then select attributes based on the expected misclassification
costs,


K(xi;xd)

xijxd

Z
xi
p(xijxd)
(
∑
k
p(kjxi;xd)∑
l 6=k
p(ljxi;xd)K(l;k)
)
dxi; (13)
where K(l;k) is the cost of mis-classifying a pattern of class k as class l. If the number
of classes is not extremely large, the computational complexity of using (13) is not
much bigger then using (2). Other similar cost sensitive test selection criteria have
been proposed in [65], and in [69].
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Appendix 5.B Calculation of the expected information from
a mixture model
To obtain the expected most informative variable based upon the knowledge xd we
need to evaluate the integrals (2). Because there is a summation over the mixture
components, see (5), inside the logarithm there is no analytical solution for this inte-
gral so we have to make a numerical approximation.
From (5) we see that p(xijxd) is a Gaussian mixture distribution for variable i.
The integral (2) can therefore be written as a sum of integrals each containing one
Gaussian kernel. Each of these integrals can be approximated accurately and effi-
ciently with Gaussian quadrature integration (see for example [53]), i.e.
Z
e z
2 f (z)dz =
N
∑
j=1
w j f (z j); (14)
where wj and z j are Gauss-Hermite weights and abscissas respectively, which can be
found in mathematical tables. With N = 16 the approximation is in general already
very accurate (by comparison with the slow but accurate Runge-Kutta method).
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Inleiding en Samenvatting
Tegelijk met het toenemen van het gebruik van computer systemen in onze samen-
leving, worden er dagelijks steeds grotere hoeveelheden data verzameld en opge-
slagen. Of je nu bij de bank bent, in de supermarkt, aan het surfen bent op het
internet of een telefoongesprek aan het voeren bent, iedere interactie wordt gereg-
istreerd en opgeslagen. Tegelijkertijd registreren digitale sensoren de hartslag van
patie¨nten in ziekenhuizen, de status van druktanks in chemische fabrieken en de ac-
tiviteiten aan het loket bij een benzinestation. Terwijl er steeds meer data beschikbaar
komen worden de middelen om die data te verwerken en te analyseren steeds goed-
koper. Tegenwoordig kan zelfs een eenvoudige PC miljarden data bits per seconde
verwerken. Beide ontwikkelingen, het beschikbaar komen van data en het goedkoper
worden van rekenkracht, cree¨ren een geweldige potentie voor technieken waarmee
patronen en relaties in de data onthuld kunnen worden. De gevonden kennis kan
bijvoorbeeld gebruikt worden om het koopgedrag en het kredietrisico van een con-
sument te voorspellen, om radarbeelden te classificeren of om een handtekening te
herkennen.
Methoden waarmee automatisch patronen en relaties in data verzamelingen gevon-
den kunnen worden vormen het onderwerp van dit proefschrift. Het proefschrift
presenteert een viertal nieuwe data analyse technieken. Iedere techniek wordt ex-
perimenteel vergeleken met alternatieve reeds bekende technieken. De vergelijkin-
gen worden gedaan op data verzamelingen die uit echte situaties zijn voortgekomen.
De doelstellingen bij het ontwikkelen van iedere techniek kunnen als volgt worden
samengevat: 1) het vinden van compacte beschrijvingen of modellen van gecom-
pliceerde data verzamelingen en 2) het gebruiken van deze modellen om relaties of
functies te vormen waarmee nauwkeurig voorspellingen gedaan kunnen worden. Een
extra doel bij de ontwikkeling van de technieken is dat ze modellen genereren die de
data inzichtelijk maken voor gebruikers. De technieken zijn ontwikkeld om gene-
riek toepasbaar te zijn en zijn niet ontwikkeld met het oog op een specifieke toepas-
sing. Ze zijn echter wel getest op specifieke toepassingen. Voorbeelden hiervan
zijn: handgeschreven cijferherkenning, beeldcompressie, classificatie van satelliet
beelden, emotieherkenning uit spraakdata, herkennen van bloemensoorten, wijnsoor-
ten en bacteriesoorten, diagnose van hartziekten en diabetes, het classificeren van
kredietrisico, etc.
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Een karakteristieke eigenschap van de modellen die in dit proefschrift worden
bestudeerd is dat ze data representeren met behulp van afgeleide of verborgen vari-
abelen. In veel praktische situaties bestaat de data verzameling uit waarden van zeer
veel variabelen of velden. Samen met het grote aantal variabelen maken de aan-
wezigheid van ruis, inconsistenties en ontbrekende waarden het moeilijk om relaties
tussen data punten te vinden. Het is echter vaak het geval dat de schijnbaar ongestruc-
tureerde data verzameling uitgelegd of beschreven kan worden met een veel kleiner
aantal vrijheidsgraden. Verborgen variabelen modellen worden gebruikt om de data
efficie¨nter te representeren in termen van een klein aantal attributen: de verborgen
variabelen.
Elk hoofdstuk in dit proefschrift beschrijft de theorie en de testresultaten van een
nieuwe data analyse techniek. Hieronder wordt van ieder hoofdstuk een samenvatting
gegeven.
Hoofdstuk 2
In hoofdstuk 2 wordt een model gepresenteerd, de ‘Generative Vector Quantiser’
(GVQ), dat in staat is om complexe data verzamelingen te representeren in ter-
men van een klein aantal verborgen variabelen. Een belangrijke gemeenschappelijke
eigenschap met het populaire Vector Quantisatie is dat GVQ de data representeert met
een geheel aantal clusters. Het verschil is dat standaard vector quantisatie geen re-
presentatie middels verborgen variabelen geeft. Andere technieken die representaties
geven middels verborgen variabelen zoals Principale Componenten Analyse (PCA)
en Factor Analyse kunnen daarentegen alleen lineaire structuren weergeven. Deze
beperking geldt niet voor GVQ.
Net als PCA is GVQ deterministisch, waarmee we bedoelen dat een data punt
gerepresenteerd wordt door e´e´n unieke toestand van de verborgen variabelen. In
tegenstelling tot niet-deterministische (dwz. probabilistische) modellen maakt de de-
terministische aanpak de toepassing van een bijzonder type lerend algoritme zeer in-
teressant. Dit algoritme betreft het combineren van het ‘Expectation-Maximisation’
(EM) algoritme met het ‘Belief Revision’ algoritme. In hoofdstuk 2 wordt dit al-
goritme uitgebreid vergeleken met andere methoden zoals de ‘mean-field’ en ‘belief
propagation’ algoritmen. Uit de vergelijking blijkt dat het van de situatie afhangt
welk algoritme het best functioneert.
Aan het eind van hoofdstuk 2 worden praktische toepassingen van GVQ gepre-
senteerd, namelijk handgeschreven cijferherkenning en beeldcompressie. Bij hand-
geschreven cijferherkenning word GVQ gebruikt om kenmerken of elementaire bouw-
stenen van de cijfers te ontdekken. Er wordt gedemonstreerd dat GVQ met een
beperkt aantal kenmerken een grote variatie aan realistische cijfers kan reconstrueren.
Voor beeldcompressie word GVQ vergeleken met standaard vector quantisatie. Het
blijkt dat de GVQ methode een beeld kan comprimeren met veel minder verlies dan
de standaard methode.
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Hoofdstuk 3
Het onderwerp van hoofdstuk 3 is de toepassing van verborgen variabelen modellen
voor classificatietaken. Verborgen variabelen modellen worden vaak gebruikt voor
complexe classificatieproblemen, bijvoorbeeld voor spraakherkenning en het herken-
nen van eiwitstructuren. In de gebruikelijke aanpak wordt voor iedere klasse een apart
model ontwikkeld middels de ‘maximum likelihood estimation’ techniek. Met deze
techniek wordt voor iedere klasse een model gevonden dat een zo goed mogelijke re-
presentatie van de klasse geeft. Het algoritme dat in hoofdstuk 3 wordt gepresenteerd
verbetert deze aanpak door gebruik te maken van randvoorwaarden in het leerproces
(optimalisatieproces). De randvoorwaarden eisen dat ieder model niet alleen een
goede representatie van een klasse moet geven maar de modellen gezamenlijk ook
optimaal onderscheid maken tussen de klassen. Twee varianten van deze methodolo-
gie worden onderzocht, namelijk 1) een aanpak die gebruik maakt van het Lagrange
formalisme, het algoritme heeft in dat geval gelijkenis met het Support Vector al-
goritme en 2) een algoritme dat equivalent is met het Batch Perceptron Algoritme,
ofwel het minimaliseren van de fout alleen op de verkeerd geclassificeerde patronen.
Er wordt gedemonstreerd dat de eerste methode in minder stappen convergeert naar
een optimale oplossing. Echter, bij iedere stap heeft het algoritme meer rekentijd
nodig dan de tweede methode. Een probleem bij de tweede methode is dat er een
leerparameter afgesteld moet worden om convergerend gedrag te krijgen. De eerste
methode heeft deze afhankelijkheid niet. Uiteindelijk worden de methodes toegepast
op een aantal realistische data verzamelingen en het blijkt dat de methoden een stuk
nauwkeuriger zijn dan de standaard ‘maximum likelihood estimation’ methode.
Hoofdstuk 4
In hoofdstuk 4 wordt een methode gepresenteerd waarmee compacte classificatie-
regels uit data verzamelingen gegenereerd kunnen worden. De GVQ methode uit
hoofdstuk 2 wordt hierbij als uitgangspunt gebruikt. Het leeralgoritme dat gebruikt
wordt om regels te vinden is een variant van het randvoorwaarde algoritme uit hoofd-
stuk 3. In dat hoofdstuk werd een apart model voor iedere klasse ontwikkeld. De
methode van hoofdstuk 4 construeert e´e´n enkel model voor alle klassen. Het algo-
ritme vindt hiermee een unieke symbolische representatie voor iedere zich onder-
scheidende groep in de data. Iedere waardecombinatie (symbolische representatie)
van de verborgen variabelen in het model correspondeert tevens met e´e´n specifieke
klasse. De symbolische representaties kunnen dus gebruikt worden om verschil-
lende klassen te identificeren. De regelextractiemethode wordt gedemonstreerd op
vier verschillende data verzamelingen, namelijk handgeschreven cijfer herkenning,
herkenning van satelliet beelden, plantensoort herkenning en emotieherkenning uit
spraak data. Op deze data verzamelingen wordt de methode vergeleken met 1) ’un-
supervised‘ leren waarbij de vorming van symbolen niet wordt beı¨nvloed door klasse
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informatie en 2) met een andere standaard methode, namelijk ’joint likelihood es-
timation’. De resultaten laten zien dat met de nieuwe methode veel nauwkeuriger
classificatieregels gevonden worden dan met de standaard methodes.
Hoofdstuk 5
In veel toepassingen wil men objecten classificeren op basis van een minimum aantal
attribuutwaarden. Een bekend voorbeeld hiervan komt men tegen in het medische
domein. Voor het diagnostiseren van een ziekte is vaak een reeks van lab-testen
nodig. In zo’n geval is het een voordeel als de arts een systeem ter beschikking
heeft waarmee de testen voorspeld kunnen worden die het meest relevant zijn voor
de onderzochte patie¨nt. Andere, gelijksoortige toepassingen zijn het bepalen van
de oorzaken van een probleem in de werking van een machine of het bepalen van
de optimale vragenreeks in een call center. Het probleem van het vinden van de
meest relevante attributen in een specifiek geval zullen we hieronder aanduiden met
het Engelstalige ‘Case Specific Attribute Selection (CSAS)’. In hoofdstuk 5 worden
verschillende benaderingen voor het CSAS probleem onderzocht en vergeleken.
In verschillende studies [21, 32, 64, 26] is de praktische relevantie van CSAS
reeds onderkend. De kwaliteit en de nauwkeurigheid van zulke technieken zijn echter
nooit gee¨valueerd of vergeleken. Het doel van hoofdstuk 5 is om twee fundamenteel
verschillende benaderingen voor CSAS, namelijk beslisbomen [10, 55] en mixture
modellen [68], te vergelijken. Beslisbomen vormen een voor de hand liggende me-
thode voor CSAS, aangezien hun werking gebaseerd is op het sequentieel selecteren
van attributen om de data optimaal te verdelen in gebieden van verschillende klassen.
Mixture modellen daarentegen modelleren de data met een kansdichtheid functie.
Beide benaderingen worden vergeleken binnen het gemeenschappelijke raamwerk
van de informatietheorie [63].
Om mixture modellen te optimaliseren voor CSAS hebben we ontdekt dat een
variant van het ‘Deterministic Annealing’ algoritme [58] zeer goed werkt. Dit algo-
ritme past het model zodanig aan dat het optimale detailniveau voor het beschrijven
van een specifieke data verzameling wordt gevonden.
Beide methoden, beslisbomen en mixture modellen, worden uitgebreid vergeleken
op een grote verzameling van realistische data sets. De resultaten laten zien dat mix-
ture modellen gemiddeld beter werken voor CSAS dan beslisbomen.
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