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RESUMEN
Publicación No.
Demetrio García Almazán, M. C. en Ingeniería Eléctrica
Universidad Autónoma de Nuevo León, 2011
Profesor Asesor: Dr. José Antonio de la O Serna
En el presente trabajo se desarrolla una aplicación de la Transformada Digital de Taylor-
Fourier (DTFT) en la evaluación de estabilidad de Sistemas Eléctricos de Potencia (SEP). Se
muestra el desarrollo de la DTFT a partir de la Transformada Rápida de Fourier (FFT), y
se describen brevemente los diferenciadores máximamente lisos mediante descomposición de
Taylor por mínimos cuadrados (LS) y el modelo de la señal utilizado bajo oscilaciones de
potencia.
Se llevan a cabo pruebas con dos casos distintos de oscilaciones en SEP con señales de campo
para observar la efectividad de la DTFT sobre la FFT, así como también se lleva a cabo un
análisis de Prony, el cual es un método empleado ampliamente en estudios de estabilidad de
SEP y trabaja en una forma más directa con señales. Este análisis se efectúa sobre las señales
del segundo caso para evaluar la estabilidad del SEP que produce dichas señales. También se
implementa la DTFT en un algoritmo utilizado en relevadores digitales para la detección de
oscilaciones de potencia y se evalua si el comportamiento de la oscilación es estable o inestable.
Se compara con el método de Prony tanto para evaluar el comportamiento de la oscilación,
como para comprobar la factibilidad de su implementación en un relevador digital.
Se finaliza con la exposición de las conclusiones obtenidas a lo largo de la investigación y se
proponen algunos trabajos futuros que sigan esta línea de investigación. Al final se anexan unos
apéndices que ayudan a la comprensión de los fundamentos matemáticos del presente trabajo.
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Capítulo 1
Introducción
Desde su invención, el fasor ha sido considerado como un concepto de estado estable. Esta
afirmación es tomada en cuenta en muchos de los algoritmos de estimación fasorial de hoy en
día. Sin embargo, cuando la señal presenta condiciones oscilatorias, la amplitud y fase de la
misma presentan cambios en el tiempo. Este trabajo explora una aplicación de la Transformada
Digital de Taylor-Fourier (DTFT) presentada en [1] en la evaluación de estabilidad en Sistemas
Eléctricos de Potencia (SEP) el cual, es un tema de especial importancia, debido a que la
demanda de energía eléctrica se ha ido incrementando tanto por los descubrimientos tecnológicos
como por el incremento de la población.
La aplicación de la DTFT en la estimación fasorial y armónica enfatiza el cálculo de la
envolvente compleja así como de sus derivadas en cada una de las frecuencias armónicas de
las señales de corriente y de voltaje, para ofrecer estimaciones más precisas en condiciones
oscilatorias.
Aquí se pretende prolongar el uso de la DTFT hasta el análisis de estabilidad, construyendo
con las estimaciones fasoriales, estimaciones de la diferencia angular entre dos puntos del sistema
y aplicando la DTFT en la frecuencia cero para estimar las primeras dos derivadas del ángulo
que, como se verá en el Capítulo 4, son cruciales para determinar la condición de inestabilidad
1
2del sistema de potencia.
1.1. Planteamiento del Problema
En los últimos años, los SEP han estado operando al límite de sus capacidades debido a que
la demanda de energía eléctrica se ha incrementado considerablemente y la insfraestructura
del sistema eléctrico ha permanecido resagada. Estos incrementos en la demanda de energía
han dado lugar a oscilaciones en los SEP llevándolos a condiciones de estrés, esto a causa de
que dichas oscilaciones restringen la cantidad de potencia que puede ser transferida a través de
las líneas de interconexión, además de repercutir en la operación ecónomica del SEP. Si no se
toman las acciones remediales necesarias, estas oscilaciones pueden provocar la separación del
sistema o grandes apagones, por lo que es de gran importancia una temprana indicación para
evitar la inestabilidad y prevenir cortes de energía mayores.
1.1.1. Antecedentes
La frecuencia del SEP está determinada por la velocidad angular de los generadores síncronos
en el sistema. Cada excursión de la velocidad angular, es ocasionada por un desbalance entre
potencia eléctrica y potencia mecánica en la flecha del generador. Se han hecho algunos trabajos
que utilizan la frecuencia y su derivada como parámetros para calcular el déficit de potencia
e implementar esquemas de desconexión de carga [2, 3]. Otros trabajos se han enfocado en
enlazar mediciones fasoriales en tiempo real con el conocimiento preexistente obtenido de los
resultados obtenidos mediante simulaciones en ordenador [4, 5, 6]. Otros investigadores han
propuesto estimar la envolvente compleja de la señal en condiciones de oscilación utilizando
el análisis de Hilbert [7], sin embargo, dicho método requiere de algoritmos adicionales para
3reducir el error númerico y llevar a cabo su implementación. Otro trabajo utiliza el análisis
modal mediante un método de Prony modificado [8] buscando tomar acciones remediales para
mitigar las oscilaciones pero es vulnerable a transiciones no lineales, las cuales aumentan el
error. En [9] se estima la frecuencia y el amortiguamiento del espectro de la señal mediante un
análisis de Fourier, así como la estimación de los eigenvalores y eigenvectores que se presentan
durante los disturbios ocurridos en el sistema; el problema de dicho método es que requiere de
un gran número de muestras para poder llevar a cabo la estimación. Existe otro trabajo [10]
que utiliza redes neuronales y funciones de base radial recurrente para estimar los ángulos y las
velocidades angulares de los generadores, pero dichos estimados son imprecisos en condiciones
inestables del sistema.
Debido al incremento de cargas no lineales como los dispositivos de eléctronica de potencia,
la contaminación armónica ha llegado a ser un problema serio. La estimación armónica en SEPs
es muy importante, dado que las armónicas producen muchos efectos dañinos en la red [11, 12],
por lo que deben ser monitoreadas lo más preciso posible. Debido a esto, las condiciones de
oscilación tienen un impacto no solo en la componente fundamental de la frecuencia, sino que
también en los armónicos presentes en la red [13].
Las oscilaciones de potencia conllevan una variación en amplitud, fase y frecuencia de las
señales, las cuales pueden proporcionar información muy valiosa sobre la condición de operación
del SEP. En aplicaciones tradicionales, las Unidades de Medición Fasorial (PMUs) se encargan
de recabar dicha información y enviarla a los relevadores y centros de control. Con esta informa-
ción es posible determinar si el SEP está al borde de la inestabilidad en tiempo real mediante el
uso de sincrofasores [14, 15]. Esto es una gran ventaja, ya que la mayoría de los métodos para
evaluar estabilidad son post-mortem o buscan predecir el comportamiento del sistema [16, 17].
La DTFT es una herramienta que puede llevar a cabo dicha tarea y se busca con ello mostrar
una de las aplicaciones que puede tener dicho algoritmo en SEP. Es por ello, que con estos
4antecedentes sea posible generar una alarma para prevenir la separación del sistema eléctrico
mediante los estimados obtenidos con la DTFT.
1.1.2. Solución Propuesta
La DTFT tiene como idea básica expandir la base de la transformada de Fourier usando
polinomios de Taylor de κ-ésimo orden, lo que involucra una estimación armónica con igual
o menor error que la transformada de Fourier. Además de la estimación de la componente
fundamental de la señal, la DTFT proporciona los estimados de las κ − 1 derivadas de dichos
estimados. La DTFT también es de gran utilidad en el estimado de señales y sus derivadas,
lo cual en aplicación particular de este trabajo representa el cálculo de frecuencia (velocidad
angular) y la aceleración que hay entre dos puntos del SEP; con los que se puede construir un
retrato de fases para poder generar una alarma confiable ante oscilaciones de potencia. Una
descripción más detallada de la DTFT puede encontrarse en el capítulo 2 de esta tesis.
1.2. Objetivo
El objetivo que se persigue en el presente trabajo de tesis es establecer a las primeras dos
derivadas de la diferencia angular (frecuencia y aceleración) entre dos puntos del SEP como
un nuevo conjunto de parámetros a estimar para predecir la inestabilidad del SEP mediante
las estimaciones armónicas y fasoriales obtenidas de las señales presentes en el SEP utilizando
DTFT. Se pretende generar una alarma para prevenir condiciones de inestabilidad en el sistema
así como la pérdida de sincronismo entre máquinas.
51.3. Estrategia propuesta
Para llevar a cabo dicho trabajo de tesis, se planteó una metodología a seguir, la cual
comprendió lo siguiente:
Llevar a cabo una revisión bibliográfica.
Implementar la DTFT mediante la Transformada Rápida de Fourier (FFT).
Crear un programa para llevar a cabo un análisis de señales mediante la DTFT.
Conseguir muestras de señales bajo oscilaciones de potencia para su análisis mediante la
DTFT y FFT y comparar los resultados.
Generar un índice de colapso de SEP utilizando los parámetros estimados por la DTFT,
el cual ayudará a determinar la estabilidad o inestabilidad del SEP.
1.4. Estructura de la tesis
La estructura de la presente tesis es como sigue:
En el Capítulo dos, La Transformada Digital Taylor-Fourier, se da una breve descripción
de cómo se desarrolla el método de la DTFT utilizando la FFT. Se describe el caso especial
cuando se hace la estimación alrededor de ω = 0 utilizando la descomposición de Taylor por
mínimos cuadrados (LS). Posteriormente se describe el modelo de señal adoptado para oscila-
ciones de potencia y se describe el método de Prony, que es un método ampliamente utilizado
en evaluación de estabilidad de oscilaciones electromecánicas y estudios de transitorios y es un
método que trabaja de forma directa con señales. Por esta razón, se utiliza dicho método como
6referencia ya que es una conocida herramienta para evaluar la estabilidad e inestabilidad de
SEP.
En el Capítulo tres, Resultados Númericos, se lleva a cabo la aplicación de la DTFT a
señales de campo obtenidas en distintos SEP, las cuales presentan casos distintos de oscilación.
Se muestran los resultados obtenidos y se lleva a cabo una interpretación de los mismos, se hace
una comparación con los estimados con la FFT y se lleva a cabo también una estimación de
parámetros mediante el método de Prony usando el Ringdown Analysis Tool de MATLAB [18]
para evaluar la estabilidad del sistema que produce las señales mostradas en la segunda mitad
del capítulo, dichos resultados se utilizarán en el capítulo cuatro para corroborar el análisis
llevado a cabo con la DTFT para evaluar la estabilidad del sistema. Se concluye que la DTFT
requiere de mucho menos parámetros que los requeridos por el método de Prony para detectar
situaciones de inestabilidad.
En el Capítulo cuatro, Aplicación de la DTFT a estabilidad de SEP, se aplica la DTFT
utilizando la descomposición de Taylor LS para obtener los estimados de la primera y segunda
derivada de la señal de ángulo para construir un plano de fase como el reportado en [14, 19]. Se
comparan los resultados obtenidos con los del método de Prony para validar el comportamiento
del SEP.
En elCapítulo cinco, Conclusiones y trabajos futuros, se exponen las conclusiones obtenidas
de la investigación y se presentan sugerencias para trabajos futuros.
Apéndices, este trabajo cuenta con cuatro apéndices, los cuales contienen herramientas
matemáticas que son necesarias a lo largo de este trabajo, además de fundamentar muchas de
las afirmaciones expuestas en el mismo.
Capítulo 2
La Transformada Digital Taylor-Fourier
2.1. Introducción
En este capítulo se presenta el método propuesto para la estimación de armónicas dinámicas,
así como también de la amplitud, la fase y sus primeras dos derivadas de una señal en condiciones
oscilatorias, la DTFT, la cual relaciona los coeficientes constantes de Fourier en el modelo de
la señal de la transformada de Fourier y las funciones de tiempo dadas por los polinomios de
Taylor de un orden dado diferente de cero. Este modelo expandido da lugar a una mejora en
el análisis de Fourier, expandiendo la base de la transformada de Fourier, agregando a cada
uno de sus vectores armónicas más términos modulantes de Taylor que el término constante en
la transformada de Fourier. De esta manera, los coeficientes de la transformada Taylor-Fourier
incluirán, además de los valores instántaneos de cada fluctuación armónica, las derivadas en
una aproximación de Taylor [13]. El capítulo comienza con el desarrollo de la DTFT a partir
de la FFT, se da también una exposición sobre diferenciadores maximamente lisos usando una
aproximación de Taylor por mínimos cuadrados (Taylor LS); posteriormente, se da una breve
explicación del modelo de la señal que se maneja en casos donde existen oscilaciones de potencia.
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8Se dan a conocer las expresiones con las cuales se obtienen la amplitud y fase del fasor dinámico
de la señal, así como sus primeras dos derivadas obteniendo estimados de mayor precisión y con
menos susceptibilidad al ruido con respecto a otros métodos como en [20]. También se hará una
descripción del método de Prony [21], el cual es un método parámetrico que estima, además de
la amplitud, frecuencia y fase, el amortiguamiento de la señal analizada y sus resultados serán
una referencia para el análisis de estabilidad que se llevará a cabo con la DTFT más adelante.
Se menciona también la herramienta utilizada para llevar a cabo dicho análisis y como ésta nos
ayuda a determinar la estabilidad del sistema.
2.2. Desarrollo de la DTFT a partir de la FFT
A continuación se muestra el desarrollo de la DTFT a partir de la FFT, dicho desarrollo
fue tomado de [22].
2.2.1. Transformada Digital de Fourier
Supóngase que se desea observar N componentes espectrales de una secuencia de longitud
N en xN . Entonces se requiere la siguiente composición:
x̂N =
1
N
WHNX̂N (2.2.1)
donde WN es la matriz de Fourier, la cual contiene en cada uno de sus vectores series consecu-
tivas de las N -ésimas raíces de la unidad. Si ωN = e−j
2pi
N es la primera N -ésima raíz, la matriz
9de Fourier está dada por [23]:
WN =

1 1 1 ... 1
1 ωN ω2N ... ω
N−1
N
1 ω2N ω
4
N ... ω
2(N−1)
N
...
...
... . . .
...
1 ωN−1N ω
2(N−1)
N ... ω
(N−1)2
N

(2.2.2)
Los mejores componentes espectrales de xN están dados por:
X̂N = WNxN (2.2.3)
la cual es conocida como la ecuación de análisis de la Transformada Digital de Fourier (DFT) de
xN . Cuando N es una potencia entera de dos, la DFT tiene propiedades simétricas y periódicas
que ayudan a reducir los cálculos. En este caso, las DFT se convierte en la Transformada Rápida
de Fourier (FFT).
2.2.2. Transformada Inversa de Taylor-Fourier
Se desea extender la DFT a la DTFT, como se puede ver en [22] modulando los vectores
de la matriz de Fourier con polinomios de Taylor de K-ésimo orden, y tomando en cuenta la
aplicabilidad de la FFT. Como cada término de Taylor agrega una matriz de Fourier modulada
a la matriz base, esta necesita ser aumentada verticalmente (agregando un ciclo fundamental en
duración), para evitar una matriz mal condicionada. Los términos de Taylor también necesitan
simetría, por lo que un aumento vertical es deseado. Como los ordenes impares de Taylor re-
quieren aumentos verticales, se restringirá el algoritmo a este caso. En particular, se desarrollará
para K = 3 sin pérdida de generalidad, aumentándola a cuatro ciclos C = K + 1 = 4.
Si L = CN es la longitud del intervalo de tiempo de observación de la transformada Taylor-
Fourier en muestras, entonces se define una matriz diagonal TL de L × L, que contiene la
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secuencia de enteros −L/2, ..., L/2− 1. Entonces se tiene la siguiente ecuación de síntesis:
x̂4N =
1
N
B4NX̂4N =
1
N
I4N

WHN
WHN
WHN
WHN
 T4N

WHN
WHN
WHN
WHN
 T24N

WHN
WHN
WHN
WHN
 T34N

WHN
WHN
WHN
WHN



X̂N
.̂
XN
.̂.
XN
.̂..
XN
 .
(2.2.4)
El vector X̂4N contiene los estimados de las derivadas del espectro de tiempo en el centro
del intervalo de observación. Se puede ver fácilmente que la señal estimada x̂4N es la super-
posición de una repetición cíclica de la transformada inversa de Fourier de X̂N ,
.̂
XN ,
.̂.
XN , y
.̂..
XN , ventaneadas por términos sucesivos de Taylor. Si x0, x1, x2, y x3 son sus transformadas
inversas, entonces se tiene:
x̂4N =

x0
x0
x0
x0
+T4N

x1
x1
x1
x1
+T24N

x2
x2
x2
x2
+T34N

x3
x3
x3
x3
 . (2.2.5)
Sin olvidar que si xi, i = 0, 1, 2, 3 son calculadas con el comando ifft en MATLAB [24], es
necesario multiplicar este resultado por N para compensar su división asimétrica por N. Tam-
bién se debe ver que el denominador de cada término de Taylor (el factorial y la potencia del
tiempo de muestreo), fueron convertidos en coeficientes estimados para simplificar el algorit-
mo. Entonces, por ejemplo, en el vector
.̂.
XN se tiene
.̂.
Xn(0)/(2!(NF1)2). Finalmente, para una
duración de cuatro ciclos, los estimados de los polinomios de menor orden también pueden ser
obtenidos (K ≤ 3). Pero un grado mayor requerirá más ciclos para evitar tener una matriz mal
condicionada.
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2.2.3. Transformada Digital Taylor-Fourier
La DTFT esta dada por la solución de mínimos cuadrados:
X̂4N = (BH4NB4N)
−1BH4Nx4N (2.2.6)
Si se resuelve para el segundo término (BH4Nx4N). Se tiene:
BH4Nx4N =

(WN WN WN WN) I4N
(WN WN WN WN) T4N
(WN WN WN WN) T24N
(WN WN WN WN) T34N
x4N (2.2.7)
Definiendo los vectores que contienen a la señal ventaneada por términos sucesivos de Taylor
como:
vk4N = T
k
4Nx4N , k = 0, 1, 2, 3 (2.2.8)
y particionándolos en cuatro vectores, conteniendo las muestras de cada ciclo:
vk4N =

vk0
vk1
vk2
vk3
 , (2.2.9)
entonces se tiene:
BH4Nx4N =

WN
(∑3
c=0 v
0
c
)
WN
(∑3
c=0 v
1
c
)
WN
(∑3
c=0 v
2
c
)
WN
(∑3
c=0 v
3
c
)
 (2.2.10)
los cuales son el acomodo vertical de las FFTs de las sumas de los vectores particionados de
cada término particular de Taylor.
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Finalmente, para la matriz Gram se tiene:
BH4NB4N=

(WN WN WN WN) I4N
(WN WN WN WN) T4N
(WN WN WN WN) T24N
(WN WN WN WN) T34N


I4N

WHN
WHN
WHN
WHN
 T4N

WHN
WHN
WHN
WHN
 T24N

WHN
WHN
WHN
WHN
 T34N

WHN
WHN
WHN
WHN


(2.2.11)
Entonces, definiendo la siguiente partición de la matriz diagonal k-ésima de Taylor como:
Tk4N =

Tk1,1
Tk2,2
Tk3,3
Tk4,4
 (2.2.12)
se tiene la siguiente solución:
BH4NB4N =

WNΣ0WHN WNΣ1W
H
N WNΣ2W
H
N WNΣ3W
H
N
WNΣ1WHN WNΣ2W
H
N WNΣ3W
H
N WNΣ4W
H
N
WNΣ2WHN WNΣ3W
H
N WNΣ4W
H
N WNΣ5W
H
N
WNΣ3WHN WNΣ4W
H
N WNΣ5W
H
N WNΣ6W
H
N
 (2.2.13)
donde:
Σk =
3∑
c=0
Tkc,c (2.2.14)
Note que la matriz Gram es Hankel, y que
WNΣkWHN = fft(ΣkW
H
N). (2.2.15)
Note que es fácil introducir una ventana no rectangular por premultiplicar las matrices Tk4N
por una matriz diagonal que contiene la función de ventana deseada.
2.2.4. La Pseudoinversa
La matriz pseudoinversa es
B† = (BH4NB4N)
−1BH4N (2.2.16)
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Esta matriz contiene las respuestas impulsionales del banco de filtros mostradas en la figura
2.1. Y también es de interés usar la FFT para abreviar sus cálculos. Se tiene:
BH4N =

(WN WN WN WN) I4N
(WN WN WN WN) T4N
(WN WN WN WN) T24N
(WN WN WN WN) T34N
 (2.2.17)
y entonces
BH4N =

WN WN WN WN
WNT1,1 WNT2,2 WNT3,3 WNT4,4
WNT21,1 WNT
2
2,2 WNT
2
3,3 WNT
2
4,4
WNT31,1 WNT
3
2,2 WNT
3
3,3 WNT
3
4,4
 (2.2.18)
los cuales son las FFT de Tkn,n, k = 0, 1, 2, 3.
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Figura 2.1: Respuesta en frecuencia del banco de filtros de la matriz pseudoinversa
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2.3. Diferenciadores máximamente lisos mediante descom-
posición de Taylor LS
Cuando se busca llevar a cabo la estimación del espectro de la señal por un polinomio
de Taylor de κ-ésimo orden en ω = 0 se obtienen solamente coeficientes reales en la matriz
de transformación B, modificando de esta manera la matriz de Gram obteniendo un ajuste
simultaneo en las representaciones temporal y espectral del modelo de la señal a las de la señal
de entrada respectivamente, adaptando las ganancias de sus derivadores a las respuestas en
frecuencia de derivadores ideales junto a la frecuencia nula, produciendo filtros máximamente
lisos en la banda base [25].
La aproximación por mínimos cuadrados (LS) de un modelo de señal de Taylor, aproxima
las primeras κ derivadas del espectro de la ventana con los correspondientes polinomios de
Taylor de κ-ésimo orden, (y con error máximamente liso) en ω = 0. Debido a que los primeros
κ términos de la serie de Taylor de las primeras derivadas del espectro de la ventana se ajustan
exactamente, las respuestas en frecuencia del banco de filtros serán dadas por una sucesión de
series de Taylor en las cuales cada polinomio de κ-ésimo orden tendrá unicamente un único
término no nulo en ω = 0: el correspondiente a cada diferenciador ideal. El resto de la serie de
Taylor será el residuo del polinomio de κ-ésimo orden, y por lo tanto será máximamente liso,
como cualquier residuo de Taylor. En consecuencia el banco de filtros contendrá una sucesión
de diferenciadores máximamente lisos.
Las respuestas en frecuencia del banco de diferenciadores se construyen con combinaciones
lineales del espectro de la ventana y sus derivadas. La respuesta en frecuencia de los filtros de
estimación es muy útil para evaluar su comportamiento en términos del contenido frecuencial
de la señal y en particular su comportamiento ante el ruido.
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Figura 2.2: Respuestas en frecuencia de diferenciadores obtenidos mediante LS con polinomios
de Taylor de diferentes órdenes, κ=2, 4, 6 y 8.
La figura 2.2 muestra las respuestas en frecuencia de los primeros tres diferenciadores
obtenidos con el algoritmo LS, y órdenes progresivos de aproximación κ=2, 4, 6 y 8. Note
que las ganancias ideales de diferenciación son alcanzadas en la banda base, y que el ancho
de banda aumenta con el orden de aproximación. Para un mismo diferenciador, los órdenes
impares tienen la misma respuesta en frecuencia que el orden precedente par.
Se debe tener en cuenta que conforme más suaves sean los segmentos de la señal, mejores
serán los estimados de la misma, ya que el error se eleva cuando existen discontinuidades
o transitorios en el intervalo de observación. En este caso, el espectro de señal se ensancha
sobrepasando la banda frecuencial con las ganancias máximamente lisas.
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2.4. Modelo de señal para oscilaciones de potencia
Las técnicas de estimación fasorial normalmente asumen un modelo de señal sinusoidal con
amplitud y fase constantes:
s(t) = a0 cos (2pif1t+ ϕ0), −T
2
≤ t ≤ T
2
(2.4.1)
con suposiciones de estado estable.
Sin embargo, en oscilaciones de potencia las oscilaciones de amplitud y de fase pueden ser
modeladas de una mejor forma por una señal pasabanda de la forma
s(t) = a(t) cos (2pif1t+ ϕ(t)) (2.4.2)
donde a(t) es la amplitud y ϕ(t) es la fase de la señal s(t). Dichos parámetros son formas de
onda reales. En una señal pasabanda, el contenido frecuencial está concentrado en una banda
estrecha en la vecindad de la frecuencia fundamental f1, como en una oscilación de potencia.
El modelo (2.4.2) puede ser escrito de una forma exponencial como sigue
s(t) =
1
2
(
p(t)ej2pif1t + p¯(t)e−j2pif1t
)
= ${p(t)ej2pif1t}, −T
2
≤ t ≤ T
2
(2.4.3)
donde p(t) = a(t)ejϕ(t) es la envolvente compleja de la señal pasabanda s(t) y es llamada fasor
dinámico de la oscilación. Esta es una función compleja expresada en forma polar, donde a(t)
y ϕ(t) son las modulaciones en amplitud y fase de s(t) [26].
El modelo de fasor puede aproximarse en cada intervalo de tamaño T mediante un polinomio
de Taylor de segundo orden
p(2)(t) = p0(t) + p1(t)t+ p2(t)t
2, −T
2
≤ t ≤ T
2
(2.4.4)
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alrededor del centro del intervalo t0 = 0. En (2.4.4), p0, p1 y p2 ∈ C y t ∈ R. Los coeficientes
de la serie son las derivadas del fasor dinámico en el centro del intervalo: p0 = p(0), p1 = p′(0)
y p2 = p′′(0)/2.
De esta forma, la aproximación del polinomio de Taylor segundo orden a la señal pasabanda
alrededor del centro de cualquier intervalo de observación está dada por:
s(2)(t) = ${p(2)(t)ej2pif1t}. (2.4.5)
Este modelo reducido puede aplicarse a cualquier intervalo de tiempo de tamaño T alrededor
de su centro t0.
El vector de estimación p̂ que contiene las cantidades p̂0, p̂1 y p̂2 está dado por (2.2.6) donde
p̂ = X̂4N . Una vez calculados dichos estimados, se puede obtener el estimado de las amplitudes
y fases del fasor así como sus derivadas por medio de las siguientes relaciones [26]:
â(&T ) = 2|p̂0|
ϕ̂(&T ) = ∠p̂0
â′(&T ) = 2${p̂1e−jϕ̂(#T )}
ϕ̂′(&T ) =
2
â(&T )
&{p̂1e−jϕ̂(#T )}
â′′(&T ) = 4${p̂2e−jϕ̂(#T )}+ â(&T )[ϕ̂′(&T )]2
ϕ̂′′(&T ) =
4&{p̂2e−jϕ̂(#T )}− 2â′(&T )ϕ̂′(&T )
â(&T )
(2.4.6)
Con estos estimados se pueden apreciar las primeras dos derivadas tanto de la amplitud del
fasor como las de la fase, la cuales contienen la frecuencia y su aceleración. Dichos parámetros
serán útiles en la determinación de un índice de estabilidad del sistema eléctrico de potencia.
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2.5. El método de Prony
El método de Prony fue desarrollado en 1795 en la École Polytechnique por le Baron de
Prony, quien estudiaba los efectos de la presión del vapor de alcohol. Entre ellos estaba la
propiedad de que las combinaciones lineales de exponenciales complejas obedecen recursiones
lineales homogéneas. Este método fue introducido a aplicaciones en sistemas eléctricos de po-
tencia en 1990 y se ha usado en estudios de transitorios y oscilaciones electromecánicas en
sistemas de potencia [27].
El método de Prony es un método parámetrico que, además de estimar la amplitud, fre-
cuencia y fase de una señal, estima el coeficiente de amortiguamiento de una señal que consiste
en un modelo exponencial de señales de datos de series de tiempo resolviendo un conjunto de
ecuaciones lineales. Dicho modelo es el siguiente [21]:
yt =
p∑
i=1
ciz
t
i ; t = 0, 1, ..., 2p− 1 (2.5.1)
o en su forma matricial
y = Vc (2.5.2)
donde
V =

1 1 ... 1
z1 z2 ... zp
...
... . . .
...
z2p−11 z
2p−1
2 ... z
2p−1
p
 ; c =

c1
c2
...
cp

Estas ecuaciones de síntesis pueden ser reducidas con una matriz predictor AT , dada una
AT seleccionada adecuadamente. Esto es
ATy = 0 (2.5.3)
19
donde
AT =

ap ... a1 1 0
. . . . . .
0 ap ... a1

Resolviendo estas ecuaciones lineales para los coeficientes ai, éstos pueden usarse como
coeficientes en el siguiente polinomio predictor
A(z) =
p∑
n=0
anz
−n =
p∏
n=1
(1− znz−1); a0 = 1; A(zn) = 0 (2.5.4)
Los ceros zn son precisamente las raíces de la matriz Vandermonde. Esto es, ATV = 0
cuando zn es un cero de A(z).
En resumen, el método Prony escribe la ecuación ATy = 0 como
z = −Ya; (2.5.5)
donde
z =

yp
yp+1
...
y2p−1
 ; Y =

y0 y1 ... yp−1
y1 y2 ... yp
...
...
yp−1 ... y2p−2
 ; a =

ap
...
a1

y se resuelve para a. Se construye el polinomio A(z) es establecido por zi y la matriz de
Vandermonde, V.
Las raíces del polinomio A(z) determinan las frecuencias y los factores de amortiguamiento
asociados de los polos zi = ρiej2pifiT del sistema. Si los modos en sí son deseados, entonces
una rutina para encontrar raíces debe usarse para calcular las raíces del polinomio A(z). La
magnitud y fase de los parámetros Bi pueden entonces ser calculados por escribir la ecuación
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modal y = VB y resolviendo los siguientes sistemas Vandermonde de ecuaciones
y0
y1
y2
...
yp−1

=

1 1 ... 1
z1 z2 ... zp
z21 z
2
2 ... z
2
p
...
... . . .
...
zp−11 z
p−1
2 ... z
p−1
p


B1
B2
B3
...
Bp

(2.5.6)
Este sistema tiene p ecuaciones y p incognitas. Los parámetros del modelo de Prony se
determinan de las relaciones [28]
Ai = |Bi| σi = ln |zi|
∆t
φi = tan
−1
(&[Bi]
$[Bi]
)
fi = tan
−1
(
1
2pi∆t
&[zi]
$[zi]
) (2.5.7)
donde Ai es la amplitud, φi la fase, σi el coeficiente de amortiguamiento, fi la frecuencia y ∆t
representa los intervalos de tiempo entre muestras. Teniendo estos datos en cuenta, se puede
construir un diagrama de polos y ceros para determinar la estabilidad del sistema.
En el caso de este trabajo de tesis, el análisis Prony se llevará a cabo mediante el Ringdown
Analysis Tool de MATLAB [18], el cual nos entrega, además de los parámetros antes menciona-
dos, los diagramas de polos y ceros y la gráfica de respuesta en el tiempo del sistema analizado,
entre otras cosas más [29].
2.6. Conclusiones
En este capítulo se ha descrito brevemente el método de estimación armónica propuesto para
su aplicación en análisis de señales, así comó también se mencionaron las relaciones establecidas
entre la amplitud y fase del fasor y sus primeras derivadas, con los estimados de Taylor-Fourier.
También se exploró el caso que se presenta cuando los estimados se hacen alrededor de una
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frecuencia ω = 0, para lo cual se utilizan diferenciadores máximamente lisos mediante la de-
scomposición de Taylor LS. Además, se llevó a cabo una descripción del método de Prony el
cual estima parámetros de amplitud, frecuencia, fase y amortiguamiento. Dicho método es una
alternativa para el análisis de estabilidad ya que proporciona información para construir un
diagrama de polos y ceros, además de trabajar directamente con señales del sistema y los re-
sultados obtenidos con este método son una buena referencia para el análisis que se llevará a
cabo mediante la DTFT. Se ha hecho mención también de la herramienta que se utilizará para
llevar a cabo el análisis de señales vía Prony.
Capítulo 3
Resultados Númericos
3.1. Introducción
En este capítulo se presentan dos casos de análisis con señales de SEP reales. En primera
instancia se analizará un caso donde se proporciona la oscilografía de las corrientes y voltajes
de un sistema eléctrico de Sudamérica, para las cuales se estimará la amplitud del fasor, su
fase, así como la fluctuación de frecuencia y su derivada. En el segundo caso, se hará un análisis
de una señal de voltaje y de la diferencia angular medidos en un sistema eléctrico de un país
norteamericano. A dichas señales, además de estimar la amplitud y fase del fasor, se les hará
un plano de fase usando los parámetros de frecuencia y aceleración y con base a dicho plano
se establecerá un índice que indique cuando el SEP está al borde del colapso. Los resultados
obtenidos al aplicar la DTFT sobre una señal de voltaje y la señal de la diferencia angular
δ. También se expondrán los resultados obtenidos por medio del análisis Prony mediante un
diagrama de polos y ceros del sistema los cuales servirán como referencia a los resultados
obtenidos en la aplicación de la DTFT en el análisis de estabilidad del capítulo siguiente.
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3.2. Estimación Armónica por DTFT
En esta sección se tratará el primer caso, el cual se refiere al análisis armónico de dos
señales, una de voltaje y otra de corriente, del sistema eléctrico sudaméricano, así como sus
estimaciones fasoriales. En este análisis se cuenta con las oscilografías de las señales, las cuales
fueron muestreadas a una tasa de 16 muestras por ciclo. Dichas oscilografías se muestran a
continuación:
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Figura 3.1: Señales de voltaje y corriente de entrada al estimador
A simple vista, se ve que la amplitud de la envolvente de las señales cambia a través del
tiempo, como se confirmará al hacer la estimación armónica de dichas señales, la cual, al
estimar la magnitud de la armónica fundamental, dará como resultado la envolvente de la señal
analizada.
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3.2.1. Señal de voltaje
Al hacer el análisis por DTFT de la señal de voltaje se observa que no hay componentes
armónicas en la señal, como puede apreciarse en la figura 3.2a.
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Figura 3.2: Estimados armónicos del voltaje
Como se puede ver, la fluctuación de voltaje es más grande conforme transcurre el tiempo,
ya que los valles son más profundos, mientras que las crestas se mantienen casi al mismo nivel,
nótese también que el estimado armonico de voltaje es más fino que el estimado obtenido por
FFT, el cual se muestra en la figura 3.3 donde los estimados armónicos poseen mayor contenido
de ruido.
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Figura 3.3: Estimados armónicos del voltaje por FFT
Además del ruido, los estimados armónicos presentan infiltración armónica de la componente
de DC, de la segunda y quinta armónicas, lo cual ocasiona errores en los estimados. Dicho
fenómeno de infiltración armónica se explica en [13]. Usando las expresiones dadas en (2.4.6)
se obtienen los estimados de amplitud y fase del fasor, así como sus primeras dos derivadas, los
cuales se muestran en las figuras 3.4 y 3.5.
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Figura 3.4: Estimado de la amplitud del fasor de voltaje y sus dos derivadas
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Figura 3.5: Estimado de la fase del fasor de voltaje y sus dos derivadas
De la figura 3.4 se observa que existe una fluctuación en la amplitud del fasor y que dicha
fluctuación es mayor conforme se avanza en el tiempo, lo cual se ve reflejado en las derivadas.
Sin embargo, en las estimaciones de fase (figura 3.5) se puede observar que la fase del voltaje
no decae en forma uniforme conforme va transcurriendo en el tiempo, esto indica fluctuaciones
en la frecuencia, las cuales ocurren alrededor de -2.5Hz, además de que la aceleración de la
fase (derivada de la frecuencia) se va incrementando conforme transcurre el tiempo, siendo este
un comportamiento similar al de la amplitud del fasor. Nótese también que los estimados de
frecuencia, no son susceptibles al ruido como lo son los obtenidos mediante el algoritmo descrito
en [20].
3.2.2. Señal de corriente
Se lleva a cabo el mismo análisis para la señal de corriente, donde se puede apreciar que
tampoco hay componentes armónicas presentes en dicha señal.
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Figura 3.6: Estimados armónicos de la corriente
En los estimados de posición (figura 3.6a) se observa que la fluctuación de corriente se
va haciendo cada vez más grande. Tal y como ocurrió con la señal de voltaje, la estimación
armónica de la corriente mediante la FFT (figura 3.7), presenta estimados con mayor cantidad
de ruido e infiltración armónica, en este caso, de la componente de DC, y de la segunda y
tercera armónica.
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Figura 3.7: Estimados armónicos de la corriente por FFT
Los estimados de la amplitud y fase, así como sus primeras dos derivadas se muestran en
las figuras 3.8 y 3.9 respectivamente.
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Figura 3.8: Estimado de la amplitud del fasor de corriente y sus dos derivadas
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Figura 3.9: Estimado de la fase del fasor de corriente y sus dos derivadas
En los estimados de amplitud fasorial, se observa como las fluctuaciones se vuelven más
pronunciadas reflejándose esto, en las derivadas de la amplitud. En el estimado de fase se
observa que en algunos tramos, la fase no disminuye uniformemente, esto se refleja en las
fluctuaciones de frecuencia, las cuales se manifiestan alrededor de un nivel de aproximadamente
-2.5Hz, saliendo así del límite que establece [30]. Conforme es más irregular la disminución de
la fase, mas pronunciadas son las fluctuaciones de frecuencia y de su derivada.
3.3. Análisis de la Envolvente de la Señal
En esta sección se analizará la envolvente de la señal de 60Hz obtenida en el sistema eléctrico
norteamericano. Se cuenta con una señal de voltaje, así como con la señal de la diferencia angular
obtenida entre dos puntos de medición. A dichas señales, además de aplicarles la DTFT, se
les analizará por el método de Prony utilizando el toolbox de MATLAB Ringdown Analysis
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Tool (RAT) [18] para obtener, además de sus parámetros de amplitud, fase y frecuencia, el
amortiguamiento de la señal y sus modos de oscilación. También se busca obtener un diagrama
de polos y ceros de la señal para determinar la estabilidad del sistema que produce dichas
señales.
La frecuencia de las señales, es de aproximadamente 0.89Hz y fueron muestreadas a una tasa
de 20 muestras por ciclo. Sin embargo, cabe mencionar que un ciclo de estas señales contiene
60 ciclos de la portadora de 60Hz y por ende, contiene 1200 muestras por ciclo de la portadora,
por lo que se submuestrean dichas señales tomando una muestra en cada ciclo quedando una
señal con la finalidad de poder observar los estimados fasoriales de una forma más clara, ya que
el número elevado de muestras de la portadora provoca que la evolución de la fase del fasor sea
imperceptible. Las señales resultantes poseen una frecuencia de aproximadamente 0.09Hz y se
muestran en la figura 3.10.
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Figura 3.10: Señales de voltaje y de ángulo a analizar
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Estas señales se introducen en el estimador a fin de llevar a cabo su análisis por DTFT,
así como también se introducirán en el RAT para llevar a cabo el análisis mediante el método
Prony.
3.3.1. Análisis por DTFT
Se aplica la DTFT a ambas señales obteniendo sus componentes armónicas. La figura 3.11
muestra el estimado armónico de voltaje.
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Figura 3.11: Estimados armónicos del voltaje
Como se puede apreciar, en la figura 3.11, la señal de voltaje presenta una componente de la
segunda armónica en el momento que se presenta la oscilación más fuerte, lo cual se aprecia a
mejor detalle en la figura 3.12, mientras que cuando la oscilacion es pequeña, dicha componente
no aparece.
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Figura 3.12: Detalle del estimado armónico de voltaje durante la oscilación más fuerte
Su estimado de amplitud se muestra a continuación.
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Figura 3.13: Estimado de amplitud del fasor de voltaje y sus dos derivadas
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Tal y como indican las derivadas, la amplitud del fasor presenta una pendiente negativa
cuando decae la oscilación, lo cual también representa un amortiguamiento de la oscilación de
la señal. El estimado de fase se muestra en la figura 3.14.
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Figura 3.14: Estimado de la fase del fasor de voltaje y sus dos derivadas
En la figura 3.14 la fase del voltaje decae lentamente, presentando una recuperación cuando
la oscilación de la señal de voltaje se atenúa. Dado el lento decaimiento que ocurre, la frecuencia,
así como su derivada, presentan fluctuaciones muy pequeñas, las cuales ocurren cuando hay
fluctuaciones de fase.
En la figura 3.15 se muestra el estimado armónico de la diferencia angular. En esa figura se
observa que no intervienen componentes armónicas de forma significativa.
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Figura 3.15: Estimados armónicos de la diferencia angular
Además de lo anterior, se puede observar que el comportamiento de la armónica fundamental
es similar al de la componente fundamental del voltaje, como se detalla en la figura 3.16.
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Figura 3.16: Detalle del estimado armónico de la diferencia angular durante la oscilación más
fuerte
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Del mismo modo, el comportamiento de la amplitud del fasor es similar al que presenta la
amplitud de la señal de voltaje como se muestra en la figura 3.17.
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Figura 3.17: Estimado de la amplitud del fasor de la diferencia angular y sus dos derivadas
A diferencia de las derivadas de amplitud de la señal de voltaje, las derivadas de la amplitud
de la diferencia angular presentan fluctuaciones debido a que la diferencia angular presenta más
fluctuaciones que la de voltaje como se aprecia en la figura 3.10. Sin embargo, la similitud en el
comportamiento de la componente armónica fundamental, la amplitud fasorial, así como de la
fase, radica en la naturaleza del fenómeno que ocurre en el punto donde se tomaron las señales.
En la figura 3.18, se muestra el estimado de fase y sus dos derivadas.
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Figura 3.18: Estimado de la fase del fasor de la diferencia angular y sus dos derivadas
Como se puede ver en la figura 3.18, nuevamente la fase va decayendo lentamente, de forma
similar a como ocurre con la fase de la señal de voltaje, con la diferencia de que las fluctuaciones
son un poco más pronunciadas en la fase del ángulo, pero las fluctuaciones de frecuencia y de
su derivada, se mantienen al mismo nivel que en el caso del voltaje.
Una vez obtenidos los estimados fasoriales, se procede a analizar dichas señales mediante el
método Prony empleando el RAT.
3.3.2. Análisis por Método Prony
Dada la forma no regular de las señales, se le aplica el método Prony a las señales en 3
intervalos distintos: el primero de 275s, que es donde se presenta un incremento en la amplitud
de la oscilación más suave; el segundo de 39s donde el incremento de la amplitud de la oscilación
es mas fuerte; y el tercero de 124s que es donde la oscilación se amortigua. Esto se hace con la
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finalidad de obtener buenos estimados. Se analiza en primera instancia la señal de voltaje y se
hace una comparación de los 3 estimados con la señal de voltaje.
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Figura 3.19: Estimado de la señal de voltaje por el método Prony
Se observa que el método de Prony da una buena aproximación de la señal de voltaje, donde
los modos que dan la mejor aproximación de la señal se enlistan en la tablas 3.1, 3.2 y 3.3.
Modo Frecuencia (Hz) Amortiguamiento
( σ
2pi
)
Amplitud Fase (◦)
1 0 -0.000103 0.039392 180
2 0 -0.006635 0.011747 0
3 0.09212 -0.002209 0.0653 132.935282
4 0.09785 0.00096 0.039792 -34.734403
5 0.104458 -0.0004 0.013051 -1.449931
6 0.112804 -0.003765 0.02624 -144.092076
7 0.127162 -0.001681 0.015236 -14.047716
8 0.186051 -0.001665 0.005079 -65.7967
9 0.195489 0.00087 0.000941 179.065163
10 0.204656 -0.000052 0.001946 47.125895
11 0.212808 -0.010505 0.063298 106.633238
12 0.220395 -0.001343 0.005074 -80.824747
Tabla 3.1: Modos de los primeros 275s de la señal de voltaje
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Como puede verse en la tabla 3.1, existen algunos modos oscilatorios inestables aunque la
magnitud de σ y la amplitud de los modos inestables son menores que para los modos estables,
siendo ésta la causa del porqué el incremento de la amplitud de la oscilación de la señal no es
tan pronunciado. Esto puede verse de mejor forma en un diagrama de polos y ceros mostrado
en la figura 3.20.
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Figura 3.20: Diagrama de polos y ceros de la señal de voltaje de 0 a 275s
Como se puede observar, los modos inestables corresponden a valores de σ muy pequeños
por lo que su contribución es despreciable aún en intervalos grandes de tiempo [31].
Modo Frecuencia (Hz) Amortiguamiento
( σ
2pi
)
Amplitud Fase (◦)
1 0 -0.000775 0.030713 180
2 0.07254 0.004797 0.06848 -77.816159
3 0.092594 0.008015 0.180047 -38.051961
4 0.125422 -0.05642 0.088499 155.88413
5 0.197027 0.021564 0.001464 59.899504
Tabla 3.2: Modos de 276 a 315s de la señal de voltaje
En este intervalo, la mayoría de los modos son inestables y poseen una amplitud mayor
que la de los modos estables. Esto provoca que el incremento de la amplitud de la oscilación
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crezca de gran manera con respecto al primer intervalo. El diagrama de polos y ceros para dicho
intervalo se muestra en la figura 3.21.
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Figura 3.21: Diagrama de polos y ceros de la señal de voltaje de 276 a 315s
Finalmente, en el intervalo de 316 a 438s ocurre un amortiguamiento en la señal, los modos
que aparecen son modos estables y se enlistan a continuación:
Modo Frecuencia (Hz) Amortiguamiento
( σ
2pi
)
Amplitud Fase (◦)
1 0 -0.00009 0.098425 0
2 0.094487 -0.029538 2.723329 -101.950585
3 0.102102 -0.023326 2.237233 104.877495
4 0.127235 -0.00355 0.010953 164.025276
5 0.209641 -0.031831 0.072257 -170.409952
6 0.216623 -0.007737 0.007624 60.102246
Tabla 3.3: Modos de 316 a 438s de la señal de voltaje
Los valores de σ negativos hacen que estos modos sean estables y que se amortigue la
oscilación de la señal. Ya que dichos valores colocan a los polos del lado izquierdo del eje
imaginario en el diagrama de polos y ceros [16, 32], como se muestra en la figura 3.22.
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Figura 3.22: Diagrama de polos y ceros de la señal de voltaje de 316 a 438s
Del mismo modo, se lleva a cabo el análisis por el método Prony, sobre la señal de diferencia
angular (∆δ). Utilizando el RAT, se obtiene, el estimado mostrado en la figura 3.23.
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Figura 3.23: Estimado de la señal ∆δ mediante el método Prony
Al igual que como se procedió con la señal de voltaje, se analizó la señal por intervalos de
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0 a 275s, de 276 a 315s y de 316 a 438s. Los modos obtenidos en el primer tramo se muestran
en la tabla 3.4
Modo Frecuencia (Hz) Amortiguamiento
( σ
2pi
)
Amplitud Fase (◦)
1 0 0.000029 5.018607 0
2 0 -0.080987 0.120404 180
3 0.090656 -0.003773 0.583695 71.708585
4 0.097701 0.000886 0.271392 -120.695533
5 0.104289 -0.001224 0.204644 -124.907035
6 0.170722 -0.000091 0.040412 122.453194
7 0.179344 -0.001466 0.12431 139.404564
8 0.187598 -0.001991 0.116658 -87.238649
9 0.192876 -0.039007 0.312031 85.156914
10 0.196293 -0.000749 0.076307 114.685857
11 0.203288 -0.001005 0.080595 -134.482472
12 0.21568 0.000306 0.017586 -34.66729
Tabla 3.4: Modos de los primeros 275s de la señal de ∆δ
Como se puede apreciar en la tabla 3.4, existen tres modos inestables, pero con una σ
pequeña, comparada con la de los demás modos, provocando que el incremento en la amplitud
de la oscilación no sea muy pronunciado. A continuación, se muestra el diagrama de polos y
ceros para dicho intervalo.
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Figura 3.24: Diagrama de polos y ceros de ∆δ en el intervalo de 0 a 275s
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El análisis llevado a cabo en el intervalo de 276 a 315s, arroja menos modos de oscilación,
los cuales se enlistan en la tabla 3.5.
Modo Frecuencia (Hz) Amortiguamiento
( σ
2pi
)
Amplitud Fase (◦)
1 0 0.001049 4.908782 0
2 0.07391 -0.043409 4.823698 -132.710552
3 0.094639 0.011301 0.568651 -148.535266
4 0.166795 -0.020943 0.91513 -53.35607
5 0.211723 -0.000691 0.179549 -33.066494
Tabla 3.5: Modos de 276 a 315s de la señal de ∆δ
Existen dos modos inestables, donde la σ y la amplitud de los mismos es de un valor mayor
a los presentados en la tabla anterior para los modos inestables, por lo que el incremento de la
amplitud de la oscilación es mayor. El diagrama de polos y ceros para este intervalo se muestra
en la figura 3.25.
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Figura 3.25: Diagrama de polos y ceros de ∆δ en el intervalo de 276 a 315s
En el diagrama de polos y ceros puede verse que uno de los modos inestables se presenta a
un valor de frecuencia alrededor de la frecuencia fundamental, reafirmando así la inestabilidad
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de la oscilación de la señal en ese intervalo [32].
Finalmente, para el último intervalo de la señal de ∆δ se obtienen los siguientes modos:
Modo Frecuencia (Hz) Amortiguamiento
( σ
2pi
)
Amplitud Fase (◦)
1 0 -0.000065 8.453001 0
2 0.07708 -0.003211 0.297069 -131.068489
3 0.09235 -0.020081 9.366473 105.031311
4 0.095654 -0.002313 0.07751 28.58914
5 0.111912 -0.076696 16.085906 65.602759
6 0.17023 -0.000535 0.061806 142.688819
7 0.190322 -0.003212 0.127961 -115.466039
8 0.209097 -0.001069 0.068825 -64.524707
Tabla 3.6: Modos de 316 a 438s de la señal de ∆δ
En la tabla 3.6 se observa que todos los modos son estables, lo cual indica el amortiguamiento
y la estabilidad de la señal. A continuación se muestra el diagrama de polos y ceros para dicho
intervalo de análisis.
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Figura 3.26: Diagrama de polos y ceros de ∆δ en el intervalo de 316 a 438s
Se puede apreciar que el aproximado de Prony no tuvo en cuenta la fluctuación que ocurre
al final de la señal, la cual podría estar dada por un modo inestable pero con un valor muy
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pequeño en comparación con los modos estables. En el siguiente capítulo se verá la comparación
entre los resultados en la aplicación de la DTFT con los obtenidos mediante análisis Prony a
estas señales.
3.4. Conclusiones
En este capítulo se han analizado dos casos de señales bajo oscilaciones. En primera instancia
se analizó la “portadora” de 60Hz de señales de voltaje y corriente para estimar su contenido
armónico, la amplitud y fase del fasor así como sus derivadas. Como segundo caso, se analizó la
“envolvente” de señal de los parámetros de voltaje y diferencia angular (∆δ) para llevar a cabo
un estimado armónico y fasorial mediante DTFT. Además, se llevó a cabo un análisis modal
de las “envolventes” para observar el comportamiento del sistema así como sus condiciones de
operación (estable o inestable) mediante el método de Prony. Dichos resultados, serán útiles
para comparar con los resultados obtenidos en la aplicación de la DTFT a estas mismas señales
en el siguiente capítulo. Cabe destacar que la DTFT requiere mucho menos parámetros que los
requeridos por el método de Prony para detectar situaciones de inestabilidad.
Capítulo 4
Aplicación de la DTFT a Estabilidad de
SEP
4.1. Introducción
En este capítulo se presentan las bases teóricas de los criterios de estabilidad basados en la
diferencia angular y sus primeras dos derivadas para construir un plano de fase que nos permita
generar una alarma que indique cuando el SEP está operando en condiciones inestables y tomar
acciones remediales necesarias para proteger el sistema.
A diferencia de las estimaciones sugeridas en [14, 19, 33] se aplicará la DTFT para obtener
las estimaciones de las derivadas de la diferencia angular que nos permite vigilar el desempeño
estable o inestable del SEP. Los resultados serán comparados con los obtenidos por el método
de Prony.
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4.2. Bases de teoría de control y la ecuación de oscilación
Las dinámicas de interés para la estabilidad del SEP dependen de las ecuaciones de energía
mecánica para las máquinas, y de las ecuaciones de intercambio de potencia eléctrica para la red
que interconecta las máquinas. La figura 4.1 muestra una máquina síncrona simple conectada
a un bus infinito. El voltaje del bus es E2 a un ángulo de referencia de cero grados. El modelo
de la máquina síncrona consiste en una fuente interna de Fuerza Electromotriz (EMF), E1 en
un ángulo δ. La reactancia X combina la reactancia de interconexión y la reactancia interna
de la máquina.
   
 
Figura 4.1: Modelo clásico de la máquina síncrona para estudios de estabilidad
La potencia eléctrica de transferencia entre la máquina y el bus infinito están dadas por la
siguiente ecuación:
Pe =
|E1E2|
X
sin δ (4.2.1)
La potencia de transferencia viene de un primo motor como potencia mecánica, Pm. En
condiciones de operación en estado estable, las potencias electrica y mecánica son iguales,
despreciando las pérdidas de conversión de energía. La máxima potencia que se puede transferir
se obtiene cuando δ = pi/2 [16, 17].
Sin embargo, cuando ocurren fallas, maniobras o cualquier otro disturbio, las potencias
eléctrica y mecánica son diferentes. El exceso de potencia mecánica provoca que el rotor se
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acelere, dando origen a un par acelerante dado por:
Pa = Pm − Pe (4.2.2)
La relación entre el par acelerante y el movimiento de la máquina se obtiene diferenciando
la energía cinética del rotor. Dando lugar así, a la ecuación de oscilación.
..
δ =
(
1
2H0
)
ω0Pa =
(
1
2H0
)
ω0
(
Pm − |E1E2|
2H0X
sin δ
)
(4.2.3)
Si existe un valor de equilibrio estable para δ, entonces debe ser el valor del ángulo de
potencia para el cual las potencias eléctrica y mecánica sean iguales, es decir, con un par
acelerante igual a cero. Sea δ0 el ángulo de equilibrio estable, si este existe. Entonces se encuentra
que:
Pm =
|E1E2|
X
sin δ0 (4.2.4)
La ecuación de oscilación, en términos de δ0, queda de la siguiente forma.
..
δ =
[ |E1E2|ω0
2H0X
]
(sin δ0 − sin δ) (4.2.5)
Esta es la ecuación del péndulo sin amortiguamiento, mostrado en la figura 4.2.



Figura 4.2: Péndulo
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El término entre corchetes es el cuadrado de la frecuencia natural de oscilación del sistema:
ω2n =
|E1E2|ω0
2H0X
(4.2.6)
Quedando la ecuación de oscilación de la siguiente forma:
..
δ = ω2n(sin δ0 − sin δ) (4.2.7)
La gráfica de (4.2.1) se muestra en la figura 4.3. La intersección de la curva y la línea
junto al eje P en δ0 es un punto de equilibrio estable para el sistema. Este es un punto de
equilibrio porque la potencia mecánica y la potencia eléctrica son iguales. Es estable, dado que
la aceleración produce una fuerza restauradora. Para corroborar esto, refiérase a la ecuación
(4.2.5), y suponga que existe una aceleración positiva. El ángulo de potencia δ se incrementa
desde su valor en estado estable de δ0, provocando que sin δ se incremente por encima de sin δ0,
y resultando en una aceleración negativa, la cual compensa el disturbio original.
P
PT
δ0 π/2 π
δ
Figura 4.3: Característica potencia-ángulo para un sistema de una máquina
Hay otro punto de equilibrio en la intersección de la curva y la línea de potencia mecánica,
justo después de los pi/2 radianes. Este punto de equilibrio es inestable, dado que una pequeña
..
δ positiva causa que δ se incremente, y la potencia eléctrica disminuya, dejando una potencia
acelerante en la red, lo cual agravia la pequeña
..
δ inicial positiva. Dada la simetría de la curva
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y que la potencia mecánica es constante con respecto a δ, los puntos de equilibrio estable e
inestable son simétricos alrededor de pi/2 radianes. Con el punto de equilibrio estable en δ0 y
el punto de equilibrio inestable en pi − δ0.
En la ecuación del péndulo (oscilación), se puede tener un sistema conservativo, es decir,
sin disipación de energía. La energía en dicha ecuación es la energía cinética más la energía
potencial. En términos de la ecuación de oscilación se tiene:
L =
.
δ
2
+ 2ω2n
∫ δ
δ0
(sin δ − sin δ0)dδ (4.2.8)
Para que el sistema sea conservativo, L debe ser constante y su derivada con respecto al
tiempo debe ser cero. Integrando (4.2.8) se produce:
L =
.
δ
2
+ 2ω2n [cos δ0 − cos δ − (δ − δ0) sin δ0] (4.2.9)
Derivando con respecto al tiempo se obtiene:
.
L = 2
.
δ
[..
δ − ω2n(sin δ0 − sin δ)
]
(4.2.10)
Sustituyendo
..
δ de (4.2.7) se tiene que
.
L es cero, por lo que L es constante y el sistema es
conservativo [34].
Considere ahora un plano de fase del ángulo de potencia δ contra su primer derivada
.
δ. Si
no hay amortiguamiento, la oscilación produce una trayectoria cerrada (centro) en este plano
de fase. De (4.2.9) se puede ver que, para un sistema dado (con una ωn conocida), y un punto
de equilibrio estable conocido δ0, L es fija para algún punto (δ, δ0) en la trayectoria del plano
de fase.
Los lazos formados en los planos de fase son pequeños para disturbios suaves, y grandes para
disturbios más severos. Estos lazos rodean el punto de equilibrio estable (δ0, 0). Si se incluye
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amortiguamiento (fricción en el caso del péndulo), la trayectoria del plano de fase sería una
espiral hacia el punto de equilibrio estable (foco estable).
Existe un límite para el tamaño de los lazos de los planos de fase. El límite puede verse
fácilmente al observar la analogía del péndulo. Si el péndulo tiene la suficiente energía para
oscilar desde su posición vertical inestable (hacia arriba), hacia abajo y regresar a su posición
vertical estable sin rebasar dicha posición. Este es el límite de estabilidad, ya que la amplitud
de la oscilación es máxima y se mantiene constante.
Usando este atributo limitante, se puede encontrar el valor de L que corresponde a este
límite máximo de estabilidad, dado que el punto de equilibrio inestable está localizado en
pi − δ0 radianes, y dado que un punto es lo que se requiere para establecer una trayectoria.
Haciendo δ = pi − δ0 en (4.2.9), y
.
δ = 0. Las condiciones posteriores dicen que el movimiento
se detiene cuando se alcanza la posición de equilibrio inestable, correpondiendo a la condición
“hacia arriba” para el péndulo. L es proporcional a la máxima energía que el péndulo puede
tener sin girar más allá de la parte superior.
Sustituyendo para el punto de equilibrio inestable en (4.2.9) se obtiene:
Lm = 2ω
2
n [2 cos δ0 − (pi − 2δ0) sin δ0] (4.2.11)
donde el subíndice m indica que es el máximo valor que puede tomar L si el sistema es estable.
Si se tiene conocimiento del valor de equilibrio estable del ángulo de potencia, δ0, se puede
usar (4.2.9) como un punto de prueba de estabilidad, la aproximación sería una medición de δ
y
.
δ, y probarlos en (4.2.9) comparando el resultado con Lm por lo que el sistema es inestable
o de otro modo, estable. Dicha prueba es la siguiente:
.
δ
2
> 2ω2n [cos δ0 + (δ0 + δ − pi) sin δ0 + cos δ] (4.2.12)
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Esto es, dadas ωn y δ0 (la frecuencia natural del sistema y el punto de equilibrio post-
disturbio, respectivamente), y las mediciones de δ y
.
δ se puede usar (4.2.12) para probar el
valor medido de
.
δ contra el límite de estabilidad dado por la ecuación.
El valor máximo que puede tener
.
δ corresponde al punto en la oscilación donde el ángulo
del rotor es igual al ángulo de equilibrio, lo cual es equivalente a un péndulo pasando a tráves
de su posición hacia abajo. En esa posición, toda su energía es cinética, por lo que la oscilación
debe ser máxima. Usando δ = δ0 en (4.2.12) se obtiene la máxima tasa de oscilación:( .
δM
)2
= 2ω2n [2 cos δ0 + (2δ0 − pi) sin δ0] (4.2.13)
Examinando (4.2.13) en los valores de equilibrio extremos se observa lo siguiente:
1. Cuando δ0 = 0,
.
δM = 2ωn, la cual es la máxima tasa estable para todas las δ0 posibles.
2. Cuando δ0 = pi/2,
.
δM = 0, lo cual satisface la intuición de que cualquier movimiento
(energía cinética) que exista cuando el punto de equilibrio está en el punto de máxima
restricción (donde los puntos de equilibrio estable e inestable son los mismos) el sistema
será inestable.
La relación dada en (4.2.12) proporciona una relación de la cual se puede obtener un valor
limitante de δ0, que corresponde a la trayectoria estable más larga que pasa por el punto medido
(δ, δ0). Si no hay solución, entonces no hay un valor estable de δ0, lo cual significa que la línea
de potencia mecánica nunca se intersecta con la curva de potencia eléctrica. Si lo hace, entonces
se pueden utilizar los valores de δ y δ0 en la ecuación de oscilación (4.2.7) para encontrar una
tasa de aceleración máxima aceptable,
..
δM .
Con base en lo anterior, el criterio de estabilidad se convierte ahora en:
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Si
.
δ > 0 y
..
δ >
..
δM o si
.
δ < 0 y
..
δ < − ..δM entonces el sistema es inestable; de lo contrario es
estable.
En otras palabras, si la velocidad medida es positiva y la aceleración medida excede un
límite, o si la velocidad medida es negativa y la aceleración está por debajo de ese límite
negativo, entonces el sistema estará fuera de sincronismo, de otra forma no lo estará.
En resumen, si podemos representar el sistema con una o dos máquinas y su frecuencia
natural es conocida, entonces se podrá evaluar su estabilidad midiendo y probando δ,
.
δ, y
..
δ.
4.3. Desarrollo del algoritmo de oscilaciones de potencia
Las decisiones acerca de la remedialidad de una oscilación deben ser hechas en ángulos
críticos de tal forma que las acciones de mejora de estabilidad puedan ser tomadas antes de que
sea muy tarde y la separación del sistema, si es necesaria, se lleve a cabo en un ángulo seguro
para los interruptores.
Si la oscilación es declarada como remediable, entonces se descarta la desconexión de gene-
ración, y posiblemente la oscilación se relaje a un nuevo punto de equilibrio. En otra instancia,
si la oscilación es declarada no remediable, entonces el relevador debe ordenar dicha desconex-
ión. Con menos generación, la reactancia de la fuente en el lado de generación se incrementa,
y el relevador debe reconocer la nueva configuración del sistema. Si la acción de desconexión
de generación es exitosa, entonces el sistema se recupera posicionándose en un nuevo punto de
equilibrio. De lo contrario, la próxima acción es proteger el sistema abriendo interruptores.
La estabilidad no se puede evaluar solamente inspeccionando el ángulo y su razón de cam-
bio, dado que no se conoce δ0, el nuevo ángulo de equilibrio. Debe tenerse en cuenta que las
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oscilaciones estables para este punto de equilibrio las trayectorias son convergentes, y las in-
estables son divergentes [34, 35]. Si no se conoce δ0, se debe considerar el comportamiento de
las trayectorias de otras oscilaciones relacionadas a diferentes valores de δ0.
4.3.1. Detección de Oscilaciones de Potencia
Un plano de fases δ-
.
δ puede dar información de cuándo debe aplicarse la decisión de reme-
diabilidad, pero dicho plano no nos dice cómo decidir. A excepción de que
.
δ sobrepase el valor
de 2ωn el cual es la tasa máxima de oscilación.
Lo que se necesita es un criterio de decisión de estabilidad para aplicar en el instante men-
cionado previamente. Este algoritmo involucra a la diferencia angular, la frecuencia (primera
derivada) y su aceleración (segunda derivada) [14]. Este método monitorea la frecuencia (Sfk) y
su derivada (Afk) entre dos puntos de un sistema de potencia en intérvalos constantes, comen-
zando el cálculo de Sfk y Afk cuando se cumplen ciertas condiciones de operación existen.
4.3.2. Elemento de Disparo Out of Step (OOST)
Sfk y Afk se pueden emplear combinándolos en un plano de fase. En estado estable Sfk y
Afk son cero y (0,0) es el punto de operación. Cuando una fuente se separa del resto del SEP,
Sfk y Afk toman un valor. La magnitud de cada uno puede impulsar la cantidad operativa en la
región de operación de la característica OOST. Este algoritmo se implementa en los relevadores
digitales que detectan oscilaciones de potencia (relevador 78) [33].
Los cálculos de los parámetros necesarios para establecer la condición de operación del
sistema son los siguientes [14]:
δk = V
Relevador 1
1Angk
− V Relevador 21Angk (4.3.1)
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Sfk =
δk − δk−1
360
MTasa (4.3.2)
Afk = (Sfk − Sfk−1) ·MTasa (4.3.3)
donde:
V Relevador 11Angk
es el ángulo del voltaje de secuencia positiva del relevador 1 en el k -ésimo intér-
valo de procesamiento.
V Relevador 21Angk
es el ángulo del voltaje de secuencia positiva del relevador 2 en el k -ésimo intér-
valo de procesamiento.
Sfk es la frecuencia de desplazamiento en el k -ésimo intérvalo de procesamiento.
Afk es la aceleración en el k -ésimo intérvalo de procesamiento.
MTasa es la tasa de muestreo de los sincrofasores.
Una característica Sfk vs Afk puede definir regiones en casos donde ocurren bajas y altas
frecuencias simultáneamente con altas o bajas razones de cambio de frecuencia. A continuación
se muestra la característica empleada para la detección de oscilaciones inestables en [14, 33].
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Figura 4.4: Característica del elemento OOST que define la región de operación estable del
sistema eléctrico de potencia
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La característica mostrada en la figura 4.4 también se utiliza para detectar condiciones de
formación de islas eléctricas [15, 36]. Para ello, la región que permanece dentro de las cotas es
la región de operación normal, mientras que la región fuera de ellas es la región de aislamiento.
La característica del elemento OOST en la figura 4.4 usa la ecuación (4.3.4) para definir la
región inestable. Esta característica fue desarrollada en [19] e identifica oscilaciones inestables
antes de que la condición OOS ocurra, dando lugar al esquema de protección del sistema para
tomar acciones remediales inmediatas [33].
Afk > 78Pendiente · Sfk + ADesv (4.3.4)
La ventaja de este algoritmo es que no se requiere saber los parámetros de la red del SEP ni
la información acerca de la topología de la red para calcular la diferencia ángular, la frecuencia
y su aceleración.
4.4. Aplicación de la DTFT
Como se mencionó en la sección anterior, los parámetros de frecuencia y aceleración (segunda
derivada) de la diferencia angular son indispensables para elaborar un plano de fases y con ello
determinar si el SEP presenta una operación estable o inestable. Por lo tanto, se buscará
trabajar con la diferencia ángular entre dos puntos del SEP, una vez obtenida dicha señal, se
procede a determinar los parámetros necesarios para construir el plano de fases utilizando la
DTFT en lugar de las ecuaciones (4.3.1)-(4.3.3), las cuales ofrecen estimaciones susceptibles al
ruido por estar basadas en ecuaciones en diferencias finitas.
La señal utilizada aquí ya fue analizada en el capítulo anterior mediante DTFT, con la
diferencia de que en el capítulo anterior se le sustrajo la media aritmetica y se normalizó para
la estimación armónica. A diferencia del capítulo anterior, se utilizará la señal tal y como es
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obtenida de los PMUs, es decir, sin restarle la media aritmetica ni normalizarla. Dicha señal,
se muestra a continuación.
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Figura 4.5: Señal de entrada al estimador
Dado que ya se cuenta con la diferencia angular, utilizaremos el algoritmo de diferenciado-
res máximamente lisos mediante descomposición de Taylor LS para estimar las primeras dos
derivadas de la señal y así construir el plano de fases de la señal. Dado que la señal presenta una
segunda armónica, se usa un polinomio de Taylor de orden κ = 4 para que sus componentes
frecuenciales estén dentro de la banda de paso de los diferenciadores y la estimación de la señal
como de sus derivadas sea más precisa.
Enseguida se muestra el estimado de la señal usando un polinomio de Taylor de orden κ = 4.
Como puede observarse, el estimado es muy preciso y el ruido de la señal es atenuado por el
filtro del diferenciador de orden 0.
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Figura 4.6: Estimado de la señal δ mediante descomposición de Taylor LS
Tomando la ecuación (4.3.4) y asignándole valores de ADesv = ±10 y 78Pendiente = −15 se
establecen las regiones estables e inestables, obteniendo el plano de fase mostrado a continua-
ción:
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Figura 4.7: Plano de fase aceleración vs frecuencia de la señal δ
Como se puede observar en el plano de fase, las oscilaciones producidas en la señal δ so-
brepasan el margen de estabilidad puesto por el criterio usado en [14] por lo que el sistema está
operando en una condición de inestabilidad lo cual concuerda con lo observado en los modos de
oscilación y los diagramas de polos y ceros obtenidos mediante el método de Prony, los cuales
fueron mostrados en el capítulo anterior.
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Tomando los primeros 315s de la señal δ se traza su plano de fase y se observa la dinámica
de la oscilación, la cual esta dada por las flechas en la figura 4.8.
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Figura 4.8: Plano de fase de los primeros 315s de la oscilación
La gráfica mostrada en el plano de fases de la figura 4.8 es conocida como foco inestable ya
que la trayectoria de la espiral es una trayectoria divergente indicando la inestabilidad de la
oscilación. Esto coincide con los resultados obtenidos con Prony para los primeros dos intervalos
y que fueron mostrados en las figuras 3.24 y 3.25, y en las tablas 3.4 y 3.5.
Al tomar los últimos 123s de la señal y trazar su plano de fase, se obtiene lo mostrado en
la figura 4.9.
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Figura 4.9: Plano de fase de la parte amotiguada de la oscilación
La gráfica mostrada en el plano de fases de la figura 4.9 es conocida como foco estable ya
que su trayectoria, al contrario del foco inestable, es convergente indicando la estabilidad de la
oscilación, la cual llega a un punto de equilibrio. Se puede apreciar en la figura que la espiral
presenta partes de su trayectoria fuera del margen propuesto. Sin embargo, la trayectoria no
está muy alejada del margen y termina por llegar a un punto de equilibrio dentro del mismo.
Esto coincide con los resultados obtenidos mediante el método de Prony para este intervalo,
donde también hay un modo inestable, pero de valor muy pequeño y que por lo tanto, no afecta
la trayectoria del foco en forma significativa, llegando así, a un punto de equilibrio estable.
Estos resultados se muestran en la figura 3.26 y en la tabla 3.6.
4.5. Conclusiones
En este capítulo se ha presentado la aplicación de la DTFT a la estabilidad de SEP mediante
el uso de un algoritmo usado en algunos relevadores digitales para la detección de oscilaciones
estables e inestables. Dicho algoritmo toma en cuenta los parámetros de velocidad y aceleración
para determinar la estabilidad del SEP. Estos parámetros son calculados de una forma muy
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precisa por la DTFT y se logra obtener un buen plano de fase que determina el momento
en el cual una oscilación se torna inestable o estable para efectos de determinar cuando se
debe generar una alarma ante un comportamiento que pueda provocar el colapso del SEP. Los
resultados obtenidos en la aplicación de la DTFT a este algoritmo coinciden con los resultados
obtenidos mediante el método de Prony por lo que la aplicación de la DTFT representa una
alternativa mucho más simple para detectar oscilaciones estables e inestables, esto debido a que
depende solamente de las estimaciones de velocidad y aceleración de la diferencia angular.
La implementación de la DTFT a este algoritmo puede proveer seguridad adicional contra
separaciones no deseadas, además del análisis post-evento y reportar de forma sofisticada el
evento ocurrido. Como se puede ver, el criterio de estabilidad se reduce a un juego de umbrales
en la velocidad y aceleración. La implementación de la DTFT también puede ayudar en el
monitoreo de oscilaciones y al control del equipo y prácticas para la mejora de la estabilidad.
Capítulo 5
Conclusiones y trabajo futuro
5.1. Conclusiones
En este trabajo de investigación se ha descrito el algoritmo de la transformada digital de
Taylor-Fourier (DTFT) la cual trabaja sobre un modelo de señal que maneja amplitud y fase
variables, lo cual es algo más cercano a lo que ocurre en una oscilación de potencia en la vida
real.
Se ha presentado una aplicación de la DTFT a la estabilidad de SEP, mediante un al-
goritmo que involucra la diferencia angular entre dos puntos del sistema y sus primeras dos
derivadas utilizado en algunos relevadores digitales. Así como también se vieron algunos resul-
tados númericos obtenidos al efectuar estimaciones armónicas y fasoriales de señales de campo
reales. Dichos resultados son útiles para establecer un orden adecuado del polinomio de Taylor
que se usará en los diferenciadores máximamente lisos aplicados a la señal de ángulo. Estos
resultados fueron comparados por los obtenidos usando el método de Prony, el cual se usó co-
mo referencia en el análisis de estabilidad del SEP dado que es un método que trabaja en una
forma más directa con señales.
61
62
A diferencia del método de Prony, el cual asume una descomposición de señal en señales
retrasadas consecutivamente de la entrada y la salida, asumiendo señales causales con origen
en cero; la descomposición de señal de Taylor-Fourier asume segmentos de señal simétricos en
el tiempo de −T a T y puede ser utilizada para estimar la envolvente compleja de cualquier
armónica dinámica o un conjunto de ellas.
La ventaja que proporciona el uso de la DTFT como estimador radica en la precisión logra-
da en los estimados tanto armónicos como fasoriales y es un algoritmo que puede utilizarse
en la detección de oscilaciones estables e inestables ya que proporciona no solo un estimado
de la amplitud y fase de la señal, sino que también proporciona muy buenos estimados de las
derivadas de estos parámetros así como de la señal misma cuando se trabaja con diferenciadores
máximamente lisos mediante Taylor LS en ω = 0 a condición de que el espectro de la señal de
entrada caiga bajo las ganancias de diferenciación ideales, estos estimados son más robustos
al ruido si se les compara con los estimadores basados en ecuaciones de diferencias finitas. En
particular los estimados de frecuencia instántanea bajo oscilaciones son bastante aproximados.
Cabe mencionar que la DTFT presenta la limitante de un retraso de dos ciclos, por lo que no
es un método aplicable a protecciones digitales, ya que los dispositivos de hoy en día llevan a
cabo las estimaciones con un retraso de un ciclo [37]. Sin embargo, se cuenta con otra alterna-
tiva la cual puede llevar a cabo estimaciones instantáneas [38]. Otra limitante es que el error
de los estimados se incrementa cuando hay discontinuidades o transitorios en el intervalo de
observación. En este caso, el espectro de la señal se ensancha sobrepasando la banda frecuencial
con las ganancias máximamente lisas.
Dicha aplicación mostrada tiene la ventaja de que no se requiere conocer la configuración que
posee el SEP. Además, se llevó a cabo una comparación de los resultados obtenidos mediante
el método de Prony, pudiéndose apreciar la similitud que hay entre los resultados arrojados
por ambos métodos, por lo cual la DTFT es una herramienta que bien puede utilizarse para
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llevar a cabo la detección de oscilaciones de potencia así como también hacer una evaluación de
la estabilidad del SEP. La precisión de los estimados que se logran con la DTFT hace posible
contar con una alarma confiable en el caso de que se presente una oscilación inestable en el
SEP.
5.2. Trabajo futuro y recomendaciones
Con base a los resultados obtenidos en este trabajo de Tesis y las conclusiones obtenidas,
se proponen los siguientes aspectos como trabajos futuros sobre esta línea de investigación:
Mejorar la aproximación de los estimados para el caso donde ω = 0 mediante la descom-
posición de Taylor WLS el cual reduce significativamente la sensibilidad al ruido fuera de
banda enventaneando el error de aproximación.
Utilizar la herramienta de los filtros TaylorK-Kalman-Fourier, la cual nos proporciona
muy buenos estimados con la ventaja de que estos estimados son instantáneos.
Utilizar los parámetros obtenidos con la DTFT para evaluar los flujos de potencia en un
área amplia.
Los atributos que posee la DTFT la convierten en una herramienta que puede ser de gran
utilidad en otras aplicaciones además de la estimación del fasor dinámico y de la generación de
alarma ante oscilaciones de potencia descrita en el presente trabajo de tesis.
Apéndice A
Herramientas matemáticas
El objetivo de este apéndice es proveer de algunas herramientas que ayuden a una mejor
comprensión del trabajo desarrollado en esta tesis, la mayoría de estas demostraciones fueron
tomadas de [39] con excepción del teorema del valor medio y del teorema de Taylor que se
tomaron de [40].
A.1. Teorema del valor medio
Teorema A.1.1. Si f es una función continua real sobre [a, b] la cual es diferenciable en (a, b),
entonces existe un punto x ∈ (a, b) en el cual
f(b)− f(a) = (b− a)f ′(x) (A.1.1)
Demostración. Se construye la función
h(t) = [f(b)− f(a)]t− (b− a)f(t) (A.1.2)
La cual es continua en [a, b] y diferenciable en (a, b). Observe de (A.1.2) que h(a) = af(b)−
bf(a) = h(b).
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Se obtiene la primera derivada de h(t)
h′(t) = [f(b)− f(a)]− (b− a)f ′(t) (A.1.3)
Para probar el teorema es necesario demostrar que h′(x) = 0 para algún x ∈ (a, b).
Si h es constante esto se cumple para toda x en (a, b), si h(t) > h(a) para algún t ∈ (a, b)
entonces existe un punto x en el cual la función h alcanza su máximo y en este punto h′(x) = 0.
La misma conclusión aplica para el caso en que h(t) < h(a), solo que en este caso la función
alcanza un mínimo.
A.2. Teorema de Taylor
Teorema A.2.1. Supóngase que f es una función real sobre [a, b], n es un entero real positivo,
f (n−1) es continua sobre [a, b] y f (n) existe ∀t ∈ (a, b). Sean α y β puntos distintos de (a, b), y
sea P(t) definida por
P (t) =
n−1∑
k=0
f (k)(α)
k!
(t− α)k (A.2.1)
Entonces existe un punto x entre α y β tal que:
f(β) = P (β) +
f (n)(x)
n!
(β − α)n (A.2.2)
Demostración. Sea M el número definido por
f(β) = P (β) +M(β − α)n (A.2.3)
La prueba consiste en demostrar que n!M = f (n)(x) para un punto x entre α y β, para esto
se crea la función
g(t) = f(t)− P (t)−M(t− α)n a ≤ t ≤ b (A.2.4)
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donde, dado que P (k)(t) = 0 para k ≥ n, la n-ésima derivada de g(t) esta dada por
g(n)(t) = f (n)(t)− n!M a ≤ t ≤ b (A.2.5)
Ahora, el mostrar que n!M = f (n)(x) para algún x entre α y β es equivalente a mostrar que
g(n)(x) = 0 para algún x entre α y β, esto se realiza a tráves del teorema del valor medio.
Primero observe que P (k)(α) = f (k)(α) para k = 0, 1, 2, ..., n − 1 entonces de (A.2.4) se
tiene que
g(α) = g′(α) = g′′(α) = ... = g(n−1)(α) = 0 (A.2.6)
Ahora observe que de (A.2.4) que g(β) = 0 entonces por el teorema del valor medio, existe
un punto x1 entre α y β en el cual g′(x1) = 0, y ya que g′(α) = 0 existe un punto x2 entre x1
y α en el cual g′(x2) = 0, al seguir recursivamente se llega a la conclusión de que g(n)(xn) = 0
donde xn es un punto entre xn−1 y α el cual a su vez esta incluido entre α y β.
A.3. Expansión en momentos
Teorema A.3.1. Sean
mn =
∫ ∞
−∞
tnf(t)dt (A.3.1)
los momentos de f(t), sea F (ω) la transformada de Fourier de f(t), y F (n)(0) la n-ésima derivada
de F (ω) evaluada en ω = 0, entonces:
F (n)(0) = (−j)nmn (A.3.2)
Demostración. La transformada F (ω) de f(t) está dada por:
F (ω) =
∫ ∞
−∞
f(t)e−jωtdt (A.3.3)
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Usando
e−jωt =
∞∑
k=0
(−jωt)k
k!
(A.3.4)
Se tiene que (A.3.3) se convierte en:
F (ω) =
∫ ∞
−∞
f(t)
[ ∞∑
k=0
(−jωt)k
k!
]
dt (A.3.5)
Usando (A.3.1) en (A.3.5)
F (ω) =
∞∑
k=0
(−j)kmkω
k
k!
(A.3.6)
Desarrollando F (ω) en su serie de Taylor
F (ω) =
∞∑
k=0
F (n)(0)
ωk
k!
(A.3.7)
Comparando (A.3.6) con (A.3.7) se llega a (A.3.2), con esto concluimos la prueba.
A.4. Producto punto
A.4.1. Señales análogas
Definición A.4.1. El producto punto (producto interno) de dos funciones en el dominio del
tiempo x(t) y y(t) está dado por:
〈x, y〉 =
∫ ∞
−∞
x(t)y(t)dt (A.4.1)
Definición A.4.2. Sean X(ω) y Y (ω) las transformadas de Fourier de x(t) y y(t) respectiva-
mente, el producto interno en el dominio de la frecuencia está definido por:
〈X, Y 〉 = 1
2pi
∫ ∞
−∞
X(ω)Y (ω)dω (A.4.2)
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Lema A.4.1. El producto interno de dos señales en el dominio del tiempo es idéntico al pro-
ducto punto de sus espectros en el dominio de la frecuencia, i. e. 〈x, y〉 = 〈X, Y 〉
Demostración. La prueba es directa de la fórmula de Parseval∫ ∞
−∞
x(t)y(t)dt =
1
2pi
∫ ∞
−∞
X(ω)Y (ω)dω (A.4.3)
A.4.2. Señales discretas
Definición A.4.3. El producto punto de dos secuencias en el dominio del tiempo x(nTm) y
y(nTm) está dado por:
〈x, y〉 =
∞∑
−∞
x(nTm)y(nTm) (A.4.4)
Definición A.4.4. Sean X(θ) y Y (θ) las transformadas de Fourier de x(nTm) y y(nTm) re-
spectivamente, el producto interno en el dominio de la frecuencia está definido por:
〈X, Y 〉 = 1
2pi
∫ pi
−pi
X(θ)Y (θ)dθ (A.4.5)
Lema A.4.2. El producto punto de dos señales discretas en el dominio del tiempo es idéntico
al producto punto de sus espectros en el dominio de la frecuencia, i. e. 〈x, y〉 = 〈X, Y 〉
Demostración. La prueba es directa de la fórmula de Parseval
∞∑
−∞
x(nTm)y(nTm) =
1
2pi
∫ pi
−pi
X(θ)Y (θ)dθ (A.4.6)
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A.4.3. Ortogonalidad
Definición A.4.5. Se dice que dos funciones x(t) y y(t) (o secuencias x(nTm) y y(nTm) en el
caso discreto) son ortogonales si su producto interno es cero.
〈x, y〉 = 〈X, Y 〉 = 0 (A.4.7)
A.4.4. Mínimos Cuadrados
Teorema A.4.1. Sean f(t) una señal real perteneciente a (−∞,∞), y fˆ(t) la aproximación a
f(t) dada por:
fˆ(t) =
n∑
k=1
akyk(t) (A.4.8)
la cual esta construida por una combinación lineal de n señales yk(t) las cuales son linealmente
independientes.
Los coeficientes óptimos de aˆk que minimizan el criterio
J =
∫ ∞
−∞
|f(t)−
n∑
k=1
akyk(t)|2 (A.4.9)
son tal que el error es ortogonal a las señales yk(t):〈
f − fˆ , yi
〉
= 0 para i = 1, 2, ..., n (A.4.10)
Demostración. El criterio es mínimo si:
∂J
∂ai
= −2
∫ ∞
−∞
[
f(t)−
n∑
k=1
akyk(t)
]
yi(t)dt = 0 para i = 1, 2, ..., n (A.4.11)
Apéndice B
Cálculo del vecindario en el cual se
garantiza error menor a cierta cota
Algo muy importante para nuestra aplicación, es hacer el cálculo del tamaño del vecindario
en el que se va a aproximar la envolvente compleja con su serie de Taylor para garantizar que
el error entre la señal real y su aproximación no sobrepase cierta cota.
B.1. Procedimiento para calcular el tamaño del vecindario
Usando el teorema de Taylor podemos expresar a f(t) de la siguiente manera:
f(t) = f(t0) + f
′(t0)(t− t0) + f
′′(t0)(t− t0)2
2!
+ ...+
f (n)(t0)(t− t0)n
n!
+Rn (B.1.1)
donde el residuo está dado por:
Rn =
f (n+1)(c)(t− t0)n+1
(n+ 1)!
(B.1.2)
donde c es un punto dentro de (a, b), por lo general c es desconocido. Tomando la magnitud
del residuo y aplicando la desigualdad del triángulo
|Rn| ≤ |f (n+1)(c)|
∣∣∣∣(t− t0)n+1(n+ 1)!
∣∣∣∣ (B.1.3)
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Suponiendo que |f (n+1)(c)| está acotada por una constante real positiva Ω para cualquier c
en el intervalo, i. e. |f (n+1)(c)| ≤ Ω ∀ c ∈ (a, b), (B.1.3) se simplifica a:
|Rn| ≤ Ω
∣∣∣∣(t− t0)n+1(n+ 1)!
∣∣∣∣ (B.1.4)
donde no conocemos el residuo con exactitud, sabemos que tiene como cota superior a una
función de orden (n + 1). Obsérvese que el residuo puede alcanzar valores máximos en los
extremos del intervalo de aproximación, y conforme t→ t0, Rn → 0, debido a que los términos
de menor orden dominan a los de orden superior alrededor de ciertos vecindarios sobre el punto
de operación.
Ahora si necesitamos que la magnitud del error entre f(t) y su aproximación del n-ésimo
orden sea menor a cierta constante real positiva γ.
|Rn| ≤ Ω
∣∣∣∣(t− t0)n+1(n+ 1)!
∣∣∣∣ ≤ γ (B.1.5)
Hacemos t = t0 +∆
|Rn| ≤ Ω
∣∣∣∣ (∆)n+1(n+ 1)!
∣∣∣∣ ≤ γ (B.1.6)
donde (B.1.6) es estrictamente creciente con respecto a ∆ y estrictamente decreciente con
respecto a n.
Obtenemos la solución para ∆
∆ ≤ n+1
√
γ(n+ 1)!
Ω
(B.1.7)
De aquí podemos fijar n y resolver para ∆ con el fin de conocer el tamaño del vecindario
(a, b) donde a = t0 − ∆ y b = t0 + ∆ en el cual el residuo sea menor a la cota impuesta, o
también podemos fijar ∆ y conocer hasta que orden n debemos truncar la serie para obtener
un error menor a la cota γ dada en el intervalo dado.
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Es importante recalcar, que debido a que estamos utilizando el peor caso al tomar la cota
de |f (n+1)(c)| se está siendo conservadores, y pueden existir intervalos (o órdenes) más altos
para los cuales se siga cumpliendo que el residuo es menor a γ.
Apéndice C
Expansión de Taylor de la respuesta en
frecuencia en ω = 0
C.1. Error máximamente liso en ω = 0
La expansión de Taylor de una respuesta en frecuencia Q(ω) alrededor de ω = 0 está dada
por
Qκ(ω) = Q(0) +Q
′(0)ω +Q′′(0)
ω2
2!
+ ...+Q(κ)(0)
ωκ
κ!
(C.1.1)
Para k = 0, 1, ..., κ y Q(ω) tenemos
Q(k)(0) = (−j)kQk, (C.1.2)
donde Qk es el k-ésimo momento de q(t):
Qk =
∫ ∞
−∞
tkq(t)dt (C.1.3)
Entonces, en términos de q(t), también tenemos:
Qk(ω) = Q0 +Q1(−jω) +Q2 (−jω)
2
2!
+ ...+Qκ (−jω)
κ
κ!
, (C.1.4)
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y de esta manera:
Qk(ω) = Q0 +Q1(jω) +Q2
(jω)2
2!
+ ...+Qκ (jω)
κ
κ!
(C.1.5)
El error de Taylor (o residuo)
Ek(ω) = Q(ω)−Qk(ω) (C.1.6)
es máximamente liso alrededor de ω = 0, i. e. sus primeras κ derivadas son nulas en ω = 0.
Apéndice D
Matriz de Gram de un sistema de vectores
D.1. Introducción
En este apéndice se definirá a la matriz de Gram de un sistema de vectores en un espacio
con producto interno y se conocerán sus propiedades básicas, dicha información fue extraíada
de [41, 42].
Definición D.1.1. Sean V un espacio vectorial con producto interno, y A = (a1, ..., am) un
sistema de vectores en V . La matriz de Gram del sistema A es la matriz de todos los productos
internos de los vectores del sistema:
G(a1, ..., am) = (〈ai, aj〉)1≤i≤m
1≤j≤m
(D.1.1)
Ejemplo D.1.1. En el espacio Pol(R) con el producto interno
〈f, g〉 = 1
2
∫ 1
−1
f(x)g(x)dx
consideremos el sistema de vectores e0, e1, e2 donde
e0(x) = 1, e1(x) = x, e2(x) = x
2
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Calculemos los productos internos:
〈e0, e0〉 = 1, 〈e0, e1〉 = 0, 〈e0, e2〉 = 1
3
,
〈e1, e0〉 = 0, 〈e1, e1〉 = 13 , 〈e1, e2〉 = 0,
〈e2, e0〉 = 1
3
, 〈e2, e1〉 = 0, 〈e2, e2〉 = 1
5
De allí
G(e0, e1, e2) =

1 0 13
0 13 0
1
3 0
1
5

D.2. Propiedades
Las propiedades de la matriz de Gram se enlistan a continuación:
1. En el caso real, la matriz de Gram es simétrica:
G(a1, ..., am)
T = G(a1, ..., am) (D.2.1)
2. En el caso complejo, la matriz de Gram es hermitiana, es decir,
G(a1, ..., am)
H = G(a1, ..., am) (D.2.2)
3. Un sistema de vectores es ortogonal ⇔ su matriz de Gram es diagonal.
4. Un sistema de vectores es ortonormal ⇔ su matriz de Gram es la matriz identidad.
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D.3. Cálculo de la matriz de Gram en el caso de dimensión
finita
Sean V un espacio vectorial de dimensión finita n, E una base ortonormal, A = (a1, ..., am)
un sistema de vectores en V . Denotemos por A la matriz del sistema A en la base E . Es decir,
las columnas de A son (a1)E , ..., (am)E . Entonces
G(A) = ATA (D.3.1)
Ejemplo D.3.1. En el espacio R4 consideremos el sistema de vectores
a1 =

1
−2
2
3
 , a2 =

3
−1
0
2
 , a3 =

4
5
−2
−4

En este caso la matriz del sistema A = (a1 a2 a3) es
A =

1 3 4
−2 −1 5
2 0 −2
3 2 −4

y la matriz de Gram es
G(A) =

1 −2 2 3
3 −1 0 2
4 5 −2 −4


1 3 4
−2 −1 5
2 0 −2
3 2 −4
 =

18 11 −22
11 14 −1
−22 −1 61

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D.4. Rango de una matriz de Gram
Teorema D.4.1. Sea A un sistema de vectores en un espacio vectorial con producto interno,
V un espacio vectorial con dimensión finita n, E una base ortonormal de V y A la matriz de
vectores del sistema A en la base E . Entonces
ρ(G(A)) = ρ(A) (D.4.1)
Demostración. Puesto que ATA es de n × n, tiene el mismo número de columnas que A. El
teorema del rango nos dice entonces que
ρ(A) + ν(A) = n = ρ(ATA) + ν(ATA) (D.4.2)
Por consiguiente, para demostrar que ρ(G(A)) = ρ(A), es suficiente comprobar que ν(A) =
ν(ATA). Lo haremos después de establecer que los espacios nulos de A y ATA son los mismos.
Para este fin, sea x un elemento de nu(A), así que Ax = 0. Entonces ATAx = AT0 = 0,
y de esta manera x está en nu(ATA). A la inversa, sea x un elemento de nu(ATA). Entonces
ATAx = 0, de modo que xTATAx = xT0 = 0. Pero entonces
(Ax) · (Ax) = (Ax)T (Ax) = xTATAx = 0 (D.4.3)
y por consiguiente Ax = 0. Por lo tanto x se encuentra en nu(A), así que nu(A)=nu(ATA),
como se requería.
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