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from the editor E d i t o r i n C h i e f ■ Wa r r e n H a r r i s o n ■ P o r t l a n d S t a t e U n i v. ■ w a r r e n . h a r r i s o n @ c o m p u t e r. o r g M ost of us have heard of B.F. Skinner (see www.bfskinner.org), the father of operant conditioning. If you recall, Skinner pioneered those psychology experiments that we often hear about where a rat is placed in a box and learns to press a lever a certain number of times in order to receive a pellet of food.
Even before Skinner, Ivan Pavlov (of Pavlov's Dogs fame) studied behavioral conditioning in dogs. Every time he fed his dog, he rang a bell. After a while, his dog would start to salivate when he heard the bell whether food was present or not.
We won't be duped
Of course, the software engineering community would never fall for the work by Skinner, Pavlov, or the many other psychologists who've studied operant conditioning. After all, each of these studies only included a handful of animals. We all know that to prove something significant, you need a large number of subjects. Otherwise, how do you know you're not working with an extraordinary beagle or pigeon? Perhaps most rats just can't learn, and you just happened to pick the one genetic mutant that has a more developed thalamus.
Software engineering researchers and practitioners are all familiar with one of the main approaches to arguing the value of a new tool or technique: the comparative group experiment. Typically, this involves comparing the performance of two groups of subjects, one that employs the new tool or technique and one that does not. For instance, if we're investigating a new development paradigm, we might study the members of each group as they develop or modify a software application. Members of one group use the new development paradigm, while members of the other don't. Upon completing the task, we'd compare the two groups' average performance. Did members of one group complete the task more quickly or make fewer mistakes than the other?
These experiments are much more convincing if the groups consist of dozens of programmers rather than three or four. When we have very small group sizes, random occurrences can significantly affect the outcome. For instance, if we have only two programmers in a group and one of them is suffering from the flu, their group performance probably depends more on fever than on development paradigm. On the other hand, if the group has 100 programmers, the other 99 will mitigate the impact of a single programmer performing below his normal abilities.
But where do I get 100 programmers?
As you can imagine, finding 100 developers willing to participate in such an experiment is neither cheap nor easy. Even a modest experiment could cost tens of thousands of dollars. But even if a researcher has the money, where Skinner Wasn't a Software Engineer Warren Harrison FROM THE EDITOR do they find that many programmers?
Resourceful academics often address this problem by pressing students into service. Students are cheap, plentiful, and easy to manage. Unfortunately, practitioners are understandably skeptical of results acquired from a study of 18-year-old college freshmen.
How long have I got?
Comparative group experiments tend to work best when outcomes are observable within a short period of time. This is because of both the cost as well as the ability to control the subjects. If your experiment takes an hour to carry out, you have some control over your subjects. You can ensure that they don't discuss the experiment among themselves, prevent them from using external reference material that might bias the results, keep close measurement of how much time they spend thinking about the problem, and so on. However, if the experiment takes several days, you really can't control for these factors short of sequestering the entire lot of them.
Consequently, many tasks are constructed to be exceedingly simple in order to squeeze into this artificial window of time. While this might be appropriate for some studies, many other problems require long-term study before obtaining meaningful results. For example, it's hard to see the results of a process improvement technique in an hour and a half.
Will field studies fix it?
A common alternative to the controlled group experiment is the field study-an analysis of the measurements taken in the process of developing a real software system. However, a field study's results can often be as misleading as academic studies involving students performing simple programming tasks.
There's still pressure to include a large number of data points. So, to achieve a large data set, we usually end up with a collection of projects developed using different processes and personnel and coming from different application areas. Often, we limit measures to phases in which data collection can be expedited. For instance, many industrial studies measure defects found during integration testing because data is usually easy to extract from a defect tracking system. On the other hand, because projects seldom formally track errors found during unit testing, we almost always omit these errors from field studies.
n = 1?
Clearly, striving for large data sets has drawbacks, regardless of the context. As I observed in a paper at the Workshop on Using Multi-disciplinary Approaches to Empirical Software Engineering Research in June 2000 ("N = 1: An Alternative for Software Engineering Research?"), it might be more useful to consider people and projects as individuals rather than as single data points in larger collections of data points. Other disciplines have encountered similar issues. Clinical psychology and psychiatry have addressed these problems through single-subject experimental design. To quote Skinner (in Operant Behavior: Areas of Research and Application, Appleton-Century-Crofts, 1966):
Instead of studying a thousand rats for one hour each, or a hundred rats for ten hours each, the investigator is likely to study one rat for a thousand hours.
Like comparative group experiments, single-subject experiments involve a treatment-the new technology under study-as well as a measure of performance. However, unlike the group experiment, we study only one subject at a time. For software development studies, this might be a single developer, a single team, or a single project.
The single-subject experiment begins with a hypothesis. This is important because the hypothesis determines everything else that follows, from defining "the treatment" to deciding which performance measures to use.
We start our data collection with an initial period of observation, called the baseline. We record the performance measures before applying the treatment.
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Called the A Phase, this can last days, weeks, or months. The point of the A Phase is to provide a standard against which we can compare performance once we apply the treatment.
Once we establish a performance baseline, we apply the treatment; then, we measure the performance again. We call this the B Phase. For instance, if our treatment involves integrating a lint tool into our build procedure, we'll compare the programmer's error rate after introducing the tool to the A Phase error rate. Any changes we see in the programmer's performance are likely (though not necessarily) due to the treatment. (However, if some confounding factor exists, we're much more likely to recognize it with a single programmer than with a group of 30.)
We call this an A-B design. However, it would be premature to assume the improvement in error rate is due to the lint tool's introduction. Therefore, the single-subject experiment involves a third phase, in which we withdraw the treatment. For instance, we could remove access to the lint tool and again measure programmer error rate. If the reduction in error rate really were due to the lint tool, we'd expect the error rate to increase during this third phase.
Adding the third phase gives us the A-B-A withdrawal design, and we can imagine additional elaborations, such as A-B-A-B, A-B-A-B-A, and so on. These are quite effective at ensuring that the performance changes we observe are due to the treatment under study and not an unanticipated external event.
What about statistics?
It's difficult to substantiate with classical statistical analysis that the treatment is responsible for a performance change when we use the A-B-A design. Statistics used in comparative group experiments depend on representative values such as means and medians and measures of variability such as standard deviations. Obviously, if we're measuring a single subject's performance, then means, medians, and standard deviations don't make much sense.
To overcome these issues, we evaluate single-subject studies by determining whether the treatment's effects are noticeable. We call this the therapeutic criterion. To achieve this, a treatment must make an observable change in the subject's effectiveness that doesn't require elaborate statistical analysis.
Aren't single-subject experiments just case studies?
Case studies are popular for relating your experiences with introducing new software development technologies into an organization. A well-done case study shares some similarities with the A-B design. It obtains a performance baseline before starting, compares it to the performance observed at the study's end, and evaluates the outcome using the therapeutic criterion. Nevertheless, the typical case study differs from a single-subject experiment in a number of ways.
Usually, a case study is uncontrolled and establishes its hypothesis after the fact, whereas a single-subject experiment is hypothesis driven and controlled. Also, we can alternately introduce and remove the treatment in a single-subject experiment's withdrawal phase, giving us an idea of the treatment's significance.
Does anyone use singlesubject experiments?
To date, single-subject experiments to study software development advances are almost nonexistent. Obviously, not every study lends itself to this approach-some treatments aren't easy to withdraw. However, single-subject experiments can be a powerful tool in both the researcher's and practitioner's toolkit.
Feedback welcome
I'd like to find out what you think. What does it take to convince you that a new technique or method is valuable? What does it take to get you to try out a new technique? Have you or anyone you know had any success in using single-subject experimentation? Please write me at warren.harrison@ computer.org. 
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