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基于共享内存的路径规划负载均衡算法
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摘 要:为满足前端对路径规划高并发服务需求，本文设计后台采用集群路径规划服务器来实现并行处理，以达
到对前置 FastCGI服务器请求进行分流的目的。由此，本文提出基于共享内存的路径规划负载均衡算法，可根据
不同路径规划服务器的性能差异，设置相应的加权系数，并按照加权调度算法，将任务交由合适的路径规划服务
器来处理，以均衡所有路径规划服务器之间的负载能力，减少服务延迟，从而提高了路径规划服务的稳定性、扩
展性、高可用性和执行的效率。
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Load Balancing Algorithm for Path Planning Based on Shared Memory
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Abstract:To meet the front end on the path planning for high concurrency service needs，this paper designs background using cluster
path planning server to realize parallel processing，in order to achieve the diversion for the prepositive FastCGI server requests． Thus，
this paper presents the load balancing algorithm for path planning based on shared memory，which can set the corresponding weighting
coefficient based on the differences in the performance of different path planning server，and according to the weighted scheduling algo-
rithm，the task to be processed by the appropriate path planning server． The result shows that this way can not only balance between
all path planning server load capabilities，but reduce the server delay，so as to improve the stability of path planning service，expan-
sion，high usability and execution efficiency．
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0 引 言
随着地理信息产业的建立和数字化信息产品在全世
界的普及，地理信息系统已深入到各行各业甚至各家各
户，成为人们生产、生活、学习和工作中不可缺少的工具
和助手。路径规划问题是地理信息系统网络分析中最基
本和关键的问题，但随着用户数目迅速扩容，并发访问人
数不断增加，服务器负载越来越重，常常超负荷运行。
依靠硬件升级会造成大量的资源浪费，业务量的不
断提升需要硬件设备不断升级，然而性能再卓越的设备
也不一定能满足当前业务量的需求，于是多设备的集群
系统由于其高性能、低价格、可扩展性强等特点，正被得
到广泛地使用。如何在处理能力相当的多台网络设备之
间进行合理的业务量分配，使得集群系统不至于出现一
部分设备过忙而另一部分设备却未充分发挥处理能力的
情况，就成为一个急需解决的问题，负载均衡机制应运
而生［1］。
在现有的各种负载均衡策略中，他们在任务粒度、拓
扑结构、局部性及优化的性能指标等方面做了不同的假
设［2］。本文提出了基于共享内存的路径规划负载均衡算
法，并通过 FastCGI程序来实现。本算法根据不同路径规
划服务器的性能差异设置相应的权值，并按照一定算法
根据权值将任务交由负载较轻的服务器来处理，以平衡
所有的路径服务器和应用之间的通信负载，提高了 FastC-
GI服务器的稳定性、扩展性、高可用性和执行的效率。
1 运行环境概述
一台 FastCGI服务器可以同时运行多个 FastCGI实例
进程，每个 FastCGI 实例进程可以响应多个前端请求队
列，并且每个实例进程可以连接单个或多个路径规划服
务器，而每个路径规划服务器又可以同时处理多个路径
规划任务。由于路径规划耗时比较长，通常 500 ms 左右
(依赖服务器的计算能力和数据规模) ，且 CPU具有多核，
可以同时执行多个路径规划任务，即可以同时有多个路
径规划进程在处理。因此，单台普通路径规划服务器通
常不能满足一台 FastCGI服务器的需求。
由上述可知，一台 FastCGI服务器可以配置多台路径
规划服务器，并且实现分流。但是不同服务器的性能及
运行效率各不相同，同时我们不希望因系统的故障而造
成多层应用程序系统无法执行或执行错误。因此，系统
的稳定性、扩展性和执行的效率是非常重要的，我们要求
FastCGI服务器对多个路径规划服务器具有负载均衡的
能力。
2 算法描述
由于 FastCGI服务器调用的是无主控进程，各个进程
之间是独立对等关系，而共享内存是操作系统多进程间
的通信方法，通常用于一个程序的多进程间通信，所以本
文采用共享内存来实现不同 FastCGI 实例进程之间的
通信。
2． 1 共享内存设计
共享内存数据结构见表 1。
表 1 共享内存数据结构表
Tab． 1 Shared memory data structure table
序号 数据项 数据长度 备注
1 共享内存长度 2 字节 用于判断共享内存长度以及有多少台路径规划服务器。
2 共享内存格式版本号 1 字节 版本号从 1 － 254，0 和 255 保留。
3 配置文件 UTC时间 4 字节 用于判断配置文件是否需要更新。如果需要更新，则重新加载配置文件，并更新共享内存结构。
4 上次选择的服务器 1 字节 初始化为 － 1
5 当前调度的权值 1 字节 初始化为 0
6 路径规划服务器个数 1 字节
1 个 FastCGI最多支持 255 台路径规划服务器。如果路径规划
服务器过多，总体性能无法提升，可能反而下降了。
7
服务器 1 名称
标识长度(Len1)
1 字节
为了保证长度不会越界，以及基本够用的原则，定义服务器名称标识最大长度
为 128 个字节。如果超过该长度，则只截取前面的 128 字节，因此 Len1 ＜ = 128。
剩下 128 个字节需要用于表示路径规划的其他含义，今后如需要，则可进一步扩展。
8 服务器 1 名称标识 Len1 字节 服务器 1 的名称标识。
9 服务器 1 权重 1 字节 设置路径规划服务器的权重信息。
10
服务器 2 名称
标识长度(Len2)
1 字节
为了保证长度不会越界，以及基本够用的原则，定义服务器名称标识最大长度为 128 个字节。
如果超过该长度，则只截取前面的 128 字节，因此 Len1 ＜ = 128。
剩下 128 个字节需要用于表示路径规划的其他含义，今后如需要，则可进一步扩展。
… … … …
2． 2 共享内存的创建和释放
因为 FastCGI 由 IIS 进行管理，IIS 将根据请求情况，
自动启动或停止 FastCGI进程，而共享内存是操作系统进
行全局管理。因此，共享内存何时开辟、何时关闭，就成
了一个问题。
1)共享内存的创建
通常 FastCGI 启动时，我们检测共享内存是否已创
建，如果未创建，则进行创建;如果已创建，则判断已开辟
的内存是否是上次 FastCGI异常后遗留下来的，还是之前
启动时创建的。
本文主要通过以下 3点来进行判断:共享内存大小是
否一致;共享内存格式版本是否一致;共享内存与配置文
件的时间戳是否一致。
如果检查的 3点都一致，则可继续操作。否则，就表
示当前已创建的内存是上次异常留下的，进程需要释放
共享内存，并且重新创建共享内存。
2)共享内存的释放
而当某一个 FastCGI进程释放时，可能还有很多实例
正在运行。只有当最后一个实例退出时，才能销毁共享
内存，防止操作系统内存泄漏。但由于共享内存名称相
同，在操作系统中也只有一份实例。因此，即使不销毁，
也不会造成内存重复泄漏情况。同时由于命名规范性，
该共享内存名称只属于指定的程序，不会造成与其他软
件的共享内存命名冲突的问题。
当然，如果在一个 FastCGI 退出时，也可以马上销毁
共享内存，但会丢失目前正在调度的信息，并且其他
FastCGI进程又需要重新创建共享内存，因此不推荐。故
而，可以采用引用计数器的方式，如果共享内存已创建，
则引用计数器递增，而在 FastCGI 退出时，引用计数器递
减，若减到 0时，则可安全释放共享内存。
2． 3 共享内存锁定操作
为了保证同一时刻，只有一个 FastCGI进程操作共享
内存，因此，需要添加互斥锁。在操作共享内存前进行加
锁，在操作结束后进行解锁。
2． 4 配置文件更新
当检测到配置文件更新时，则采用共享内存的创建
方式进行重新创建。虽然会造成已有调度信息丢失，但
影响不大。
2． 5 算法流程
权值算法调度流程如下［3］:假设一组路径规划服务
器 s ={S0，S1，…，Sn － 1}，W(Si)表示服务器 Si的权值，一个
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指示变量 i表示上一次选择的服务器，指示变量 cW 表示
当前调度的权值，max(s)表示集合 s中所有服务器的最大
权值，gcd(s)表示集合 s 中所有服务器权值的最大公约
数。变量 i初始化为 － 1，cW初始化为 0。
while(true)
{
i =(i + 1)modn;
if(i = = 0)
{
cW = cW– gcd(s) ;
if(cW ＜ = 0)
{
cW = max(s) ;
if(cW = = 0)
{
return NULL;
}
}
}
if (W(Si) ＞ = cW )
{
returnSi;
}
}
建议进行权重配置时，自动取所有路径规划服务器
权值的最大公约数为 1，并且自动调整相应的权值系数。
2． 6 路径规划服务器失效处理
如果路径规划服务器失效，则有如下几种可选方案，
其一，进行重试 n次(推荐 n取 0 ～ 2) ;其二，重试失败之
后，可选择放弃该路径规划服务器，或者休眠一段时间
(该段时间不参与调度) ，或者下次再参与调度;其三，重
试失败后，应把现请求移交给下一台路径规划服务器。
本文采用采用第 3种方案。
3 实验及性能分析
3． 1 实验环境及参数
FastCGI及路径规划服务器的配置信息见表 2，其中
FastCGI服务器与路径规划服务器 1 是同一台机器，并且
LoadＲunner12 安装部署在 FastCGI服务器上。
表 2 服务器配置信息表
Tab． 2 Server configuration information table
序号 名称 机器类型 配置
1 FastCGI服务器 台式机
CPU:i5 － 4570 3． 2GHz* 4
内存:16G
硬盘:128GB 闪存
硬盘:2TB
硬盘:500GB
2
路径规划服务器 1
台式机
CPU:i5 － 4570 3． 2GHz* 4
内存:16G
硬盘:128GB 闪存
硬盘:2TB
硬盘:500GB
3
路径规划服务器 2
台式机
CPU:Intel(Ｒ)Xeon(Ｒ)CPU E56202． 4GHz* 2
内存:24GB
硬盘:160GB
4
路径规划服务器 3
台式机
CPU:i7 － 2600 3． 4GHz* 2
内存:4GB
硬盘:1TB
5
路径规划服务器 4
台式机
CPU:Intel(Ｒ)Xeon(Ｒ)CPU E55042GHz* 2
内存:4GB
硬盘:2TB
6 LoadＲunner测试服务器 台式机
CPU:i5 － 4570 3． 2GHz* 4
内存:16G
硬盘:128GB 闪存
硬盘:2TB
硬盘:500GB
3． 2 路径规划结果
由于路径规划设定条件不同，如起讫点、必经点、避
开点等取值不同，会造成同样配置的服务器及同样的路
网数据(本文采用北京市路网数据) ，处理的时间也不尽
相同，因此，测试采用相对简单的起讫点规划方式，但起
讫点的取值是随机的。
3． 3 结果性能对比
采用单台服务器进行动态随机查询，测试结果见
表 3。
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表 3 单台服务器测试结果
Tab． 3 Single server test results
迭代次数 并发用户数 FastCGI线程数 最大请求数 平均请求响应时间 平均每秒字节数 平均每秒点击数 丢失数量 路径规划服务器
1 50 4 200 7． 775 8 310 4 0 服务器 1
1 20 4 200 3． 756 7 611 4． 182 0 服务器 1
1 50 4 200 54． 086 95 0． 079 0 服务器 4
1 4 2 200 6． 908 703 0． 559 0 服务器 4
1 2 2 200 3． 433 642 0． 566 0 服务器 4
1 50 8 200 11． 14 4 127 3． 178 0 服务器 3
1 20 8 200 5． 093 3 698 3． 083 0 服务器 3
1 16 8 200 4． 295 3 404 2． 907 0 服务器 3
1 20 4 200 2． 72 6 745 5． 772 0 服务器 2
1 50 4 200 6． 219 7 032 5． 801 0 服务器 2
采用负载均衡方案后，测试结果见表 4。
表 4 负载均衡测试结果
Tab． 4 Load balancing test results
迭代次数 并发用户数 CGI线程数 最大请求数 平均请求响应时间 平均每秒字节数 平均每秒点击数 丢失数量 服务器权重
1 50 14 200 4． 435 9125 7． 942 0
服务器 1:6
服务器 3:5
服务器 4:3
1 50 15 200 3． 245 13． 22 11． 113 0
服务器 1:4
服务器 3:4
服务器 2:5
服务器 4:2
1 50 16 200 3． 108 13． 879 11． 595 0
服务器 1:2
服务器 3:2
服务器 2:3
服务器 4:1
1 50 16 200 2． 99 10． 983 12 0
服务器 1:2
服务器 3:2
服务器 2:3
服务器 4:1
1 100 10 200 5． 296 10． 997 12． 015 0
服务器 1:2
服务器 3:2
服务器 2:3
服务器 4:1
1 100 20 200 5． 361 10． 857 11． 863 0
服务器 1:2
服务器 3:2
服务器 2:3
服务器 4:1
1 50 10 200 5． 115 8． 166 6． 517 0
服务器 2:2
服务器 3:2
服务器 4:1
从表 3 和表 4 对比中可以发现，负载均衡算法实施
后，能够有效地对 FastCGI 服务器请求进行合理的分流，
符合预期的设计效果。由于 LoadＲunner测试软件部署在
FastCGI服务器上，对测试的结果会有一定影响。如果独
立安装部署，相信性能上会更理想。
4 结束语
该算法较好地解决了 FastCGI 服务器下路径规划高
并发方面的问题，已编程实现并在地理信息系统开发平
台中进行了性能测试，验证了方案的可靠性。但该算法
也存在局限性:只适合路径规划和查询方面的高并发，并
不适合在线编辑，以及持续会话(session)方面。由于篇幅
限制，本文只给出了较好的可行性解决方案，关于自适应
负载均衡及达到负载极限后，保持合理的响应服务，以及
拒绝过载请求将另文讨论。
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