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Abstract
Let X and Y be Banach spaces and let α be a tensor norm. The principal result is the following theo-
rem. If either X∗∗∗ or Y has the approximation property, then each α-nuclear operator T : X∗ → Y such
that T ∗(Y ∗) ⊂ X can be approximated in the α-nuclear norm by finite-rank operators of type X ⊗ Y . In
the special case of (Grothendieck) nuclear operators, the theorem provides a strengthening for the classi-
cal theorem on the nuclearity of operators with a nuclear adjoint. The hypotheses about the approximation
property are essential. The main application yields an affirmative answer to [C. Piñeiro, J.M. Delgado,
p-Convergent sequences and Banach spaces in which p-compact sets are q-compact, Proc. Amer. Math.
Soc. 139 (2011) 957–967]: for p  1, a sequence (xn) ⊂ X is p-null if and only if limxn = 0 and (xn) is
relatively p-compact in X.
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Let X be a Banach space and let p  1 be a real number. Recently, Delgado and Piñeiro [25]
introduced and studied an interesting class c0,p(X) of p-null sequences that sits, as a linear
subspace, in c0(X), the space of X-valued null sequences. The following question was asked
in [25] (see Section 4.1 below for the relevant terminology).
Question 1.1 (Delgado–Piñeiro). Is a sequence (xn) ∈ c0(X) p-null if and only if (xn) is rela-
tively p-compact in X?
In the final Section 4, we shall show, after representing c0,p(X) as the Chevet–Saphar tensor
product c0 ⊗ˆdp X (see Theorem 4.1), that the answer to Question 1.1 is affirmative (see Theo-
rem 4.3). It turns out that, surprisingly enough, Question 1.1 essentially reduces to a structural
problem concerning α-nuclear operators, where α is a tensor norm (for the terminology, see Sec-
tion 2.1). For convenience, we shall state this problem in the case of (classical) nuclear operators
as Question 1.2 below. To formulate Question 1.2, we need to recall some standard notation.
Let X and Y be Banach spaces. A bounded linear operator T ∈ L(X,Y ) is said to be nuclear
if there exist x∗n ∈ X∗ and yn ∈ Y such that
∑∞
n=1 ‖x∗n‖‖yn‖ < ∞ and T x =
∑∞
n=1 x∗n(x)yn
for all x ∈ X. In this case, one writes T = ∑∞n=1 x∗n ⊗ yn and calls the latter sum a nuclear
representation of T . Let us denote by N (X,Y ) the collection of all nuclear operators from X
to Y .
Question 1.2. Let T ∈ N (X∗, Y ) satisfy T ∗(Y ∗) ⊂ X. Does T admit a nuclear representation
T =∑∞n=1 xn ⊗ yn with xn ∈ X and yn ∈ Y ?
In Section 2 we study Question 1.2 in a more general context of α-nuclear operators, since
this context appears to be necessary for solving Question 1.1. The principal result of the present
paper is Theorem 2.4. It is proved and applied to α-nuclear operators in Section 3 and to p-null
sequences in Section 4. Let us point out here a relevant special case of Theorem 2.4.
Theorem 1.3. If either X∗∗∗ or Y has the approximation property, then the answer to Ques-
tion 1.2 is affirmative.
Theorem 1.3 is actually a special case of Theorem 3.1 for the p-nuclear and right p-nuclear
operators Np and N p (note that N =N1 =N 1). And this is Theorem 3.1 which will be used
in our main application (in Section 4) showing that the answer to Question 1.1 is affirmative.
Curiously enough, we shall need the case when X∗∗∗ has the approximation property.
Theorem 1.3 represents a (new) contribution to Grothendieck’s classics on nuclear operators.
It appears to be a stronger result than the well-known theorem on operators with a nuclear ad-
joint.
Theorem 1.4 (Grothendieck–Oja–Reinov). Assume that either X∗ or Y ∗∗∗ has the approximation
property. If T ∈ L(X,Y ) and T ∗ ∈N (Y ∗,X∗), then T ∈N (X,Y ).
(Recall that Theorem 1.4 was proved in [10, Chapter I, pp. 85–86] under the hypothesis on
X (see, e.g., [32, Proposition 4.10]) and in [22] under the hypothesis on Y (announced in [21]);
see [17] for a simpler proof in the both cases.)
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held true under the hypothesis “either X has some property (A) or Y has some property (B)”,
then Theorem 1.4 would hold true under the hypothesis “either X∗ has (B) or Y has (A)”.
From [8] and [21], we know that the assumptions about the approximation properties of X∗ and
Y ∗∗∗ are essential in Theorem 1.4 and cannot be weakened to the approximation properties of X
or/and Y ∗∗ (or to the existence of bases) (see Remark 3.7 for more information). Therefore, in
Theorem 1.3, the hypotheses are sharp: the approximation property of Y cannot be dropped and
the approximation property of X∗∗∗ cannot be relaxed to the approximation property of X∗∗. In
particular, the answer to Question 1.2 is negative in general.
Our notation is standard. We consider Banach spaces over the same, either real or complex,
field K. A Banach space X will be regarded as a subspace of its bidual X∗∗ under the canonical
isometric embedding jX : X → X∗∗. The identity operator on X is denoted by IX . The closed
unit ball of X is denoted by BX . The closure of a set A ⊂ X is denoted by A¯.
We denote by L, K, and F the operator ideals of bounded, compact, and finite-rank linear op-
erators, respectively. Other relevant notation can be found in Sections 2–4. We refer to Pietsch’s
book [23] and the survey paper [6] by Diestel, Jarchow, and Pietsch for the theory of operator
ideals (see also [32] for common operator ideals such as N and, more generally, Np and N p).
Our main reference on the theory of tensor norms and related Banach operator ideals is the book
of Ryan [32] that also contains necessary material on approximation properties.
2. Main theorem
2.1. Nuclear operators associated with a tensor norm
Let X and Y be Banach spaces. For the sake of readers who are not acquainted with the theory
of tensor products of Banach spaces, let us recall that any element
∑m
n=1 xn ⊗yn of the algebraic
tensor product X ⊗ Y can be algebraically identified with the finite-rank operator
m∑
n=1
xn ⊗ yn : x∗ 	→
m∑
n=1
x∗(xn)yn
from X∗ to Y . Thus X ⊗ Y sits, as a linear subspace, in F(X∗, Y ). In particular, X∗ ⊗ Y =
F(X,Y ).
Our main reference on the theory of tensor products of Banach spaces is the book of Ryan [32].
By a tensor norm we mean, according to [32, p. 130], a finitely generated uniform crossnorm.
Recall that a uniform crossnorm α is a norm which is defined on all algebraic tensor products
X ⊗ Y of Banach spaces and enjoys the following properties:
α(x ⊗ y) = ‖x‖‖y‖
for all x ∈ X, y ∈ Y ;
α
(
(A ⊗ B)
(
m∑
xn ⊗ yn
))
= α
(
m∑
Axn ⊗ Byn
)
 ‖A‖‖B‖α
(
m∑
xn ⊗ yn
)n=1 n=1 n=1
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∑m
n=1 xn ⊗ yn ∈ X ⊗ Y , A ∈ L(X,Z), B ∈ L(Y,W). When u =
∑m
n=1 xn ⊗ yn ∈ X ⊗ Y ,
then α(u) is also denoted by αX⊗Y (u). One says that α is finitely generated if for all X ⊗ Y and
u ∈ X ⊗ Y
αX⊗Y (u) = inf
{
αE⊗F (u): u ∈ E ⊗ F
}
,
where the infimum is taken over all finite-dimensional subspaces E of X and F of Y .
There are many important tensor norms. The classical projective and injective norms are the
most well-known examples. For instance, the projective norm π , which is defined by
π(u) = inf
{
m∑
n=1
‖xn‖‖yn‖: u =
m∑
n=1
xn ⊗ yn
}
, u ∈ X ⊗ Y,
is clearly a tensor norm. It is a special case of the Chevet–Saphar norms (see Section 3.1) that
also are tensor norms.
The algebraic tensor product X⊗Y equipped with a tensor norm α will be denoted by X⊗α Y
and its completion by X ⊗ˆα Y .
Every tensor norm α defines, as described below, the Banach operator ideal Nα =
(Nα,‖ · ‖Nα ) of α-nuclear operators. One starts by considering the identity embedding of
X∗ ⊗α Y into L(X,Y ). It has norm one and extends by continuity to X∗ ⊗ˆα Y . Let the ex-
tension be denoted by Jα . One defines Nα(X,Y ) := ranJα in L(X,Y ) and equips Nα(X,Y )
with the quotient norm of X∗ ⊗ˆα Y/kerJα . The operator Jα : X∗ ⊗ˆα Y → Nα(X,Y ) is called
the natural surjection.
For example, concerning the (classical) nuclear operators, we have N (X,Y ) = Nπ (X,Y ),
where π is the projective tensor norm.
If Jα happens to be injective, then Jα is an isometric isomorphism between X∗ ⊗ˆα Y and
Nα(X,Y ), and one writes Nα(X,Y ) = X∗ ⊗ˆα Y . Thanks to Grothendieck [9] (see, e.g., [5,
Proposition 1.5.4] or [32, Proposition 8.7] for a proof), we know the following.
Proposition 2.1 (Grothendieck). Let X and Y be Banach spaces and let α be a tensor norm. If
either X∗ or Y has the approximation property, then Nα(X,Y ) = X∗ ⊗ˆα Y as Banach spaces. In
particular, N (X,Y ) = X∗ ⊗ˆπ Y .
Let us recall that X has the approximation property if the identity operator IX on X can be
uniformly approximated on compact subsets of X by bounded linear operators of finite rank,
i.e., by members of F(X,X). From Grothendieck’s classics (see [10, Chapter I, p. 165] or, e.g.,
[5, Theorem 1.4.18]), we know that X has the approximation property if and only if N (X,X) =
X∗ ⊗ˆπ X as Banach spaces. In this case, the trace functional is well defined on N (X,X).
It might be interesting to point out that in the proof of Theorem 2.4 below – Theorem 2.4
was commented in the Introduction as the principal result of the present paper – we are going to
use that the trace functional is well defined on the following three spaces of nuclear operators:
N (X∗,X∗), N (X∗∗,X∗∗), and N (X∗∗∗,X∗∗∗)! This is guaranteed by the hypothesis (which is
sharp) that X∗∗∗ has the approximation property. Indeed, it is well known (see [10, Chapter I,
p. 167] or, e.g., [32, Corollary 4.7]) that the approximation property lifts from dual spaces to
their preduals.
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Let X and Y be Banach spaces. If u =∑ni=1 xi ⊗ yi ∈ X ⊗ Y , then ut , the transpose of u, is
defined as ut =∑ni=1 yi ⊗ xi ∈ Y ⊗X. In particular, if T ∈F(X,Y ) = X∗ ⊗ Y , then T t = T ∗ ∈
Y ⊗ X∗ ⊂F(Y ∗,X∗).
If α is a tensor norm, then its transpose αt is defined by αt (u) = α(ut ), u ∈ X ⊗ Y . The
transpose αt of α is also a tensor norm, and X ⊗α Y is isometrically isomorphic with Y ⊗αt X
under the mapping u 	→ ut . This mapping extends by continuity to an isometric isomorphism
between X ⊗ˆα Y and Y ⊗ˆαt X. In particular, ut ∈ Y ⊗ˆαt X becomes to be defined for all
u ∈ X ⊗ˆα Y .
It is well known (see [9] or, e.g., [5, Proposition 1.5.6]) that if T ∈ Nα(X,Y ), then T ∗ ∈
Nαt (Y ∗,X∗). We shall need this result in the following more precise form.
Lemma 2.2. Let X and Y be Banach spaces and let α be a tensor norm. If T = Jαu for some
u ∈ X∗ ⊗ˆα Y , where Jα : X∗ ⊗ˆα Y → Nα(X,Y ) is the natural surjection, and u = limn Tn in
X∗ ⊗ˆα Y for some Tn ∈ X∗ ⊗ Y , then T ∗ = limn T ∗n in Nαt (Y ∗,X∗).
Proof. Since α(u − Tn) → 0, by the continuity of Jα , we have ‖T − Tn‖Nα → 0. Since
αt (ut − T tn) = α(u − Tn) → 0, we also have ‖Jαt ut − T ∗n ‖Nαt → 0. But T ∗ = Jαt ut . Indeed,
using that Tn → T and T ∗n → Jαt ut pointwise, we get that
(
T ∗y∗
)
(x) = y∗
(
lim
n
Tnx
)
= lim
n
y∗(Tnx) = lim
n
(
T ∗n y∗
)
(x) = ((Jαt ut)y∗)(x). 
We shall also need to recall the description of (X ⊗α Y )∗ when α is a tensor norm. From the
Schatten–Grothendieck classics (see, e.g., [32, pp. 127 and 24]), it is well known that α(u) 
π(u) for all u ∈ X ⊗Y , and that (X ⊗π Y )∗ = L(X,Y ∗) and also (X ⊗π Y )∗ = L(Y,X∗), where
the equalities mean, respectively, canonical isometric isomorphisms under the dualities
〈A,u〉 = trace(A ⊗ IY )u =
m∑
n=1
(Axn)(yn), A ∈ L
(
X,Y ∗
)
,
and
〈A,u〉 = trace(A ⊗ IX)ut =
m∑
n=1
(Ayn)(xn), A ∈ L
(
Y,X∗
)
,
for all u = ∑mn=1 xn ⊗ yn ∈ X ⊗ Y . Since (X ⊗α Y )∗ ⊂ (X ⊗π Y )∗, under the same duali-
ties, (X ⊗α Y )∗ is identified with some linear subspaces A(X,Y ∗) ⊂ L(X,Y ∗) and B(Y,X∗) ⊂
L(Y,X∗). If one equips A(X,Y ∗) and B(Y,X∗) with the norm of (X ⊗α Y )∗, then one has
canonical identifications (isometric isomorphisms)
(X ⊗α Y )∗ =A
(
X,Y ∗
)
and (X ⊗α Y )∗ = B
(
Y,X∗
)
under the above dualities. A remarkable fact, essentially due to Grothendieck [9] (see, e.g.,
[5, p. 47] or [32, Proposition 8.1]), is that A and B are Banach operator ideals. (Using termi-
nology from [32], A is the ideal of the α′-integral operators (where α′ denotes the dual norm
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(see [18, Remark 1.5]).)
We shall use the following known result which is essentially contained, e.g., in [32, proof of
Theorem 8.4]. It enables us to calculate 〈A,u〉 as a trace for all u ∈ X ⊗ˆα Y , and A ∈A(X,Y ∗)
or A ∈ B(Y,X∗).
Lemma 2.3. Let X and Y be Banach spaces and let α be a tensor norm. If A ∈ A(X,Y ∗) =
(X ⊗ˆα Y )∗, then A ⊗ IY ∈ L(X ⊗ˆα Y,Y ∗ ⊗ˆπ Y ), so that trace(A ⊗ IY )u is well defined for all
u ∈ X ⊗ˆα Y . Similarly, if A ∈ B(Y,X∗) = (X ⊗ˆα Y )∗, then A ⊗ IX ∈ L(Y ⊗ˆαt X,X∗ ⊗ˆπ X), so
that trace(A ⊗ IX)ut is well defined for all u ∈ X ⊗ˆα Y .
Proof. Let A ∈ A(X,Y ∗) and let u = ∑mn=1 xn ⊗ yn ∈ X ⊗ Y . Then v := (A ⊗ IY )u =∑m
n=1 Axn ⊗ yn ∈ Y ∗ ⊗ Y . Since (Y ∗ ⊗π Y )∗ = L(Y ∗, Y ∗), there exists T ∈ L(Y ∗, Y ∗) with‖T ‖ = 1 such that
π(v) = 〈T ,v〉 =
m∑
n=1
(T Axn)(yn) = 〈TA,u〉
 ‖TA‖Aα(u) ‖T ‖‖A‖Aα(u) = ‖A‖Aα(u).
Hence, A ⊗ IY is bounded from X ⊗α Y to Y ∗ ⊗ˆπ Y , and its extension by continuity A ⊗ IY ∈
L(X ⊗ˆα Y,Y ∗ ⊗ˆπ Y ), as desired.
The “B-case” immediately follows from the “A-case” by using that α(u) = αt (ut ). 
Theorem 2.4. Let X and Y be Banach spaces and let α be a tensor norm. Assume that either
X∗∗∗ or Y has the approximation property. If T ∈Nα(X∗, Y ) and T ∗(Y ∗) ⊂ X, then T ∈ X ⊗ Y
in Nα(X∗, Y ).
Remark 2.5. Let T ∈ L(X∗, Y ). It is well known and easy to verify that T ∗(Y ∗) ⊂ X if and only
if T is weak∗ to weakly continuous. For T ∈ F(X∗, Y ), these conditions are also equivalent to
T ∈ X ⊗ Y .
Proof of Theorem 2.4. First of all, notice that also X∗∗ has the approximation property because
X∗∗∗ has. Since either X∗∗ or Y has the approximation property, Nα(X∗, Y ) = X∗∗ ⊗ˆα Y as
Banach spaces (see Proposition 2.1). Let T be identified with u ∈ X∗∗ ⊗ˆα Y . We need to prove
that u ∈ X ⊗ Y in X∗∗ ⊗ˆα Y .
(1) Let us start with the simpler case, assuming that Y has the approximation property. We are
going to use the canonical identification
(
X∗∗ ⊗ˆα Y
)∗ =A(X∗∗, Y ∗)
described before Lemma 2.3.
Consider an arbitrary A ∈A(X∗∗, Y ∗) and suppose that A vanishes on X ⊗ Y , i.e.,
〈A,x ⊗ y〉 = 0, ∀x ∈ X, ∀y ∈ Y.
2882 E. Oja / Journal of Functional Analysis 263 (2012) 2876–2892This means that (Ax)(y) = 0 for all x ∈ X and y ∈ Y . Hence Ax = 0 for all x ∈ X, implying that
AT ∗ = 0 because T ∗(Y ∗) ⊂ X.
By the Hahn–Banach theorem, it suffices to show that 〈A,u〉 = 0. We know (see Lemma 2.3)
that
A ⊗ IY ∈ L
(
X∗∗ ⊗ˆα Y,Y ∗ ⊗ˆπ Y
)
and
〈A,u〉 = trace(A ⊗ IY )u.
Since Y has the approximation property, Y ∗ ⊗ˆπ Y =N (Y,Y ) as Banach spaces. Let an oper-
ator S ∈N (Y,Y ) be identified with (A ⊗ IY )u ∈ Y ∗ ⊗ˆπ Y . We claim that S∗ = AT ∗.
Indeed, let u = limTn in X∗∗ ⊗ˆα Y for some Tn ∈ X∗∗ ⊗Y . Then (A⊗ IY )u = lim(A⊗ IY )Tn
in Y ∗ ⊗ˆπ Y . Therefore T ∗ = limT ∗n in Nαt (Y ∗,X∗∗) and S∗ = lim((A ⊗ IY )Tn)∗ in N (Y ∗, Y ∗)
(see Lemma 2.2). Now, every Tn is a finite sum of elements of the form x∗∗ ⊗ y, x∗∗ ∈ X∗∗,
y ∈ Y . Since for all y∗ ∈ Y ∗,
A
(
x∗∗ ⊗ y)∗y∗ = A(y∗(y)x∗∗)= y∗(y)Ax∗∗
and
(
(A ⊗ IY )
(
x∗∗ ⊗ y))∗y∗ = (Ax∗∗ ⊗ y)∗y∗ = y∗(y)Ax∗∗,
we see that
AT ∗n y∗ =
(
(A ⊗ IY )Tn
)∗
y∗
for every Tn and all y∗ ∈ Y ∗. Hence AT ∗y∗ = S∗y∗ for all y∗ ∈ Y ∗, as desired.
We conclude the proof by recalling that AT ∗ = 0. Hence S = 0, meaning that also
(A ⊗ IY )u = 0. Therefore 〈A,u〉 = trace 0 = 0, as needed.
(2) Assume that X∗∗∗ has the approximation property. In this case, we are going to use another
canonical identification, namely,
(
X∗∗ ⊗ˆα Y
)∗ = B(Y,X∗∗∗)
described before Lemma 2.3.
Consider an arbitrary A ∈ B(Y,X∗∗∗) and suppose that A vanishes on X ⊗ Y , i.e.,
〈A,x ⊗ y〉 = 0, ∀x ∈ X, ∀y ∈ Y.
This means that (Ay)(jXx) = ((jX)∗Ay)x = 0 for all x ∈ X and y ∈ Y . Hence (jX)∗A = 0.
It suffices to show that 〈A,u〉 = 0. We know (see Lemma 2.3) that
A ⊗ IX∗∗ ∈ L
(
Y ⊗ˆαt X∗∗,X∗∗∗ ⊗ˆπ X∗∗
)
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〈A,u〉 = trace(A ⊗ IX∗∗)ut .
Since X∗∗ has the approximation property, X∗∗∗ ⊗ˆπ X∗∗ =N (X∗∗,X∗∗) as Banach spaces.
We claim that, under this identification, (A ⊗ IX∗∗)ut corresponds to the operator T ∗A∗jX∗∗ ∈
N (X∗∗,X∗∗).
Indeed, let u = limTn in X∗∗ ⊗ˆα Y for some Tn ∈ X∗∗ ⊗ Y . Then (A ⊗ IX∗∗)ut = lim(A ⊗
IX∗∗)T ∗n in X∗∗∗ ⊗ˆπ X∗∗. Since for all z∗∗ ⊗ y ∈ X∗∗ ⊗ Y and for all x∗∗ ∈ X∗∗,
(
z∗∗ ⊗ y)∗A∗x∗∗ = (y ⊗ z∗∗)(A∗x∗∗)= (A∗x∗∗)(y)z∗∗ = (Ay)(x∗∗)z∗∗
and
(
(A ⊗ IX∗∗)
(
z∗∗ ⊗ y)∗)x∗∗ = (Ay ⊗ z∗∗)x∗∗ = (Ay)(x∗∗)z∗∗,
we can conclude using Lemma 2.2, similarly as above in (1).
Thus,
〈A,u〉 = traceT ∗A∗jX∗∗ .
But the trace functional is defined not only on N (X∗∗,X∗∗) but also on N (X∗∗∗,X∗∗∗),
because N (X∗∗∗,X∗∗∗) = X∗∗∗∗ ⊗ˆπ X∗∗∗ since X∗∗∗ has the approximation property. Therefore
〈A,u〉 = trace(T ∗A∗jX∗∗)∗.
By assumption, T ∗(Y ∗) ⊂ X. Let us denote by U ∈ L(Y ∗,X) the astriction of T ∗. Then
T ∗ = jXU and U∗ = jY T . Hence
(
T ∗A∗jX∗∗
)∗ = (jXUA∗jX∗∗)∗ = (jX∗∗)∗A∗∗U∗(jX)∗
and
(jX∗∗)
∗A∗∗U∗ = (jX∗∗)∗A∗∗jY T = (jX∗∗)∗jX∗∗∗AT = AT.
Therefore
〈A,u〉 = traceAT (jX)∗,
where AT (jX)∗ ∈N (X∗∗∗,X∗∗∗). It follows that AT = AT IX∗ = AT (jX)∗jX∗ ∈N (X∗,X∗∗∗)
and therefore (jX)∗AT ∈ N (X∗,X∗). The trace functional is also defined on N (X∗,X∗), be-
causeN (X∗,X∗) = X∗∗ ⊗ˆπ X∗ since X∗ has the approximation property. It can be easily verified
that
traceAT (jX)∗ = trace(jX)∗AT.
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of AT . Then
AT (jX)
∗ =
∞∑
n=1
(jX)
∗∗x∗∗n ⊗ x∗∗∗n
and
(jX)
∗AT =
∞∑
n=1
x∗∗n ⊗ (jX)∗x∗∗∗n .
Their traces are equal because ((jX)∗∗x∗∗n )(x∗∗∗n ) = x∗∗n ((jX)∗x∗∗∗n ) for all n.
Recalling that (jX)∗A = 0, we obtain the desired equality
〈A,u〉 = trace(jX)∗AT = trace 0 = 0. 
3. Applications to p-nuclear operators and operators with α-nuclear adjoints
3.1. The case of p-nuclear and right p-nuclear operators
Let X and Y be Banach spaces. There are important tensor norms α for which every u ∈
X ⊗ˆα Y has a representation u =∑∞n=1 xn ⊗ yn, where the sequences (xn) ⊂ X and (yn) ⊂ Y
belong to some “nice” sequence spaces. The classical case is α = π , the projective tensor norm.
More general cases are α = gp and α = dp , 1  p ∞, where gp and dp denote the Chevet–
Saphar tensor norms defined below (see [33] or, e.g., [32, Proposition 6.10]); recall that π =
g1 = d1. The associated classes of α-nuclear operators are the Banach operator ideals of p-
nuclear operators Np for α = gp and of right p-nuclear operators N p (see [23, 18.1.1] or, e.g.,
[32, p. 140]) for α = dp; so that N =N1 =N 1.
To recall the definitions of Np and N p , and also of gp and dp , let us denote by wp (X) =
(wp (X),‖ · ‖wp ) the Banach space of weakly p-summable X-valued sequences (see, e.g.,
[7, pp. 32–33]), where X is a Banach space and 1  p ∞. Let p∗ denote the conjugate in-
dex of p (i.e., 1/p + 1/p∗ = 1 with the convention 1/∞ = 0).
For T ∈ L(X,Y ), one says that T ∈ Np(X,Y ) (respectively, T ∈ N p(X,Y )) if T admits a
representation T = ∑∞n=1 x∗n ⊗ yn with (x∗n) ∈ p(X∗) (or c0(X∗) when p = ∞) and (yn) ∈
wp∗(Y ) (respectively, with (x∗n) ∈ wp∗(X∗) and (yn) ∈ p(Y ) (or c0(Y ) when p = ∞)). The norm
of T is defined by
‖T ‖Np = inf
∥∥(x∗n)∥∥p∥∥(yn)∥∥wp∗ (respectively, ‖T ‖N p = inf∥∥(x∗n)∥∥wp∗∥∥(yn)∥∥p),
where the infimum is taken over the representations of T . The definitions of the Chevet–Saphar
tensor norms gp and dp are similar, they only involve finite sequences: if u =∑mn=1 xn ⊗ yn ∈
X ⊗ Y , then
gp(u) = inf
∥∥(xn)∥∥p∥∥(yn)∥∥wp∗ and dp(u) = inf∥∥(xn)∥∥wp∗∥∥(yn)∥∥p,
where the infimums are taken over the representations of u.
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will be used in Section 4. Note that in the special case when p = 1, Theorem 3.1 below reduces
to Theorem 1.3 (see the Introduction).
Theorem 3.1. Let X and Y be Banach spaces and let 1  p ∞. Assume that either X∗∗∗
or Y has the approximation property. If T ∈ Np(X∗, Y ) (respectively, T ∈ N p(X∗, Y )) and
T ∗(Y ∗) ⊂ X, then T admits a representation T =∑∞n=1 xn ⊗ yn with (xn) ∈ p(X) (or c0(X)
when p = ∞) and (yn) ∈ wp∗(Y ) (respectively, with (xn) ∈ wp∗(X) and (yn) ∈ p(Y ) (or c0(Y )
when p = ∞)). In particular, the series ∑∞n=1 xn ⊗ yn converges in Np(X∗, Y ) (respectively, in
N p(X∗, Y )).
The proof of Theorem 3.1 and also several proofs below will use the following important fact
due to Grothendieck [9] (see, e.g., [5, Corollary 1.4.9] or [32, Proposition 6.4]; for a more general
statement, see [20]).
Lemma 3.2 (Grothendieck). Let X and Y be Banach spaces and let α be a tensor norm. Then
X ⊗α Y is a subspace of tensor products X∗∗ ⊗ˆα Y and X ⊗ˆα Y ∗∗.
Proof of Theorem 3.1. Let α = gp or α = dp . Since X∗∗ or Y has the approximation prop-
erty, Nα(X∗, Y ) = X∗∗ ⊗ˆα Y (see Proposition 2.1) which contains X ⊗α Y as its subspace (see
Lemma 3.2). Hence X ⊗ Y = X ⊗ˆα Y in Theorem 2.4. The claim is now immediate from [33]
or, e.g., from [32, Proposition 6.10] recalling that gp is the transpose of dp . 
Remark 3.3. Let α = gp or α = dp . If T ∈ Nα(X∗, Y ) admits a representation T =∑∞
n=1 xn ⊗ yn as in the claim of Theorem 3.1 (the claim of Theorem 1.3 is its special case
for α = π = g1 = d1), then u :=∑∞n=1 xn ⊗ yn ∈ X ⊗ˆα Y (see, e.g., [32, Lemma 6.9]), where
the series converges in X ⊗ˆα Y . Keeping in mind that X ⊗ˆα Y ⊂ X∗∗ ⊗ˆα Y as a subspace (see
Lemma 3.2), we have the equality T = Jαu, where Jα : X∗∗ ⊗ˆα Y →Nα(X∗, Y ) is the natural
surjection.
3.2. Operators with α-nuclear adjoints
Let us now point out some easy but important consequences of Theorem 2.4 in the most
general case when α is an arbitrary tensor norm. These are the following Theorems 3.4 and 3.6
whose (simpler) particular cases under the hypothesis that X∗ has the approximation property
are due to Grothendieck [9] (see [5, Propositions 1.5.7 and 1.5.8]); see also [12] by Kaijser and
Reinov for the general case. The special case of Theorem 3.4 for Nα =N (then also Nαt =N )
is precisely Theorem 1.4 (see the Introduction).
Theorem 3.4. Let X and Y be Banach spaces and let α be a tensor norm. Assume that either
X∗ or Y ∗∗∗ has the approximation property. If T ∈ L(X,Y ) and T ∗ ∈ Nαt (Y ∗,X∗), then T ∈
Nα(X,Y ).
Proof. The definition of an α-nuclear operator implies that it is a ‖ · ‖-limit of finite-rank op-
erators, hence it is a compact operator. Since T ∗ is compact, also T is compact. Therefore
T ∗∗(X∗∗) ⊂ Y . By Theorem 2.4, T ∗ ∈ Y ⊗ X∗ in Nαt (Y ∗,X∗).
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approximation property, Jαt is actually an isometric isomorphism (see Proposition 2.1). Similarly
to the proof of Theorem 3.1, Y ⊗ˆαt X∗ ⊂ Y ∗∗ ⊗ˆαt X∗ and Jαt (Y ⊗ˆαt X∗) = Y ⊗ X∗. Hence,
T ∗ = Jαt u for some u ∈ Y ⊗ˆαt X∗.
Put S = Jαut , where Jα : X∗ ⊗ˆα Y → Nα(X,Y ) is the natural surjection. Then, by
Lemma 2.2, S∗ = T ∗. Hence, T = S and T ∈Nα(X,Y ), as desired. 
Remark 3.5. Concerning the proof of Theorem 3.4, let us observe that, in the special case when
α = gp or α = dp as in Theorem 3.1, one would get T ∗ = Jαt u without using any hypothesis
about the approximation property (see Remark 3.3). This observation is relevant to the discussion
about the hypotheses of Theorems 1.3 and 1.4, which follows Theorem 1.4 in the Introduc-
tion.
By a simple standard procedure, Theorem 3.4 yields the following result (which, vice versa,
yields Theorem 3.4).
Theorem 3.6. Let X and Y be Banach spaces and let α be a tensor norm. Assume that either
X∗ or Y ∗∗∗ has the approximation property. If T ∈ L(X,Y ) and T is α-nuclear into Y ∗∗, i.e.,
jY T ∈Nα(X,Y ∗∗), then T ∈Nα(X,Y ).
Proof. We have (jY T )∗ ∈ Nαt (Y ∗∗∗,X∗). Therefore T ∗ = T ∗j∗Y jY ∗ = (jY T )∗jY ∗ ∈
Nαt (Y ∗,X∗) and Theorem 3.4 applies. 
Remark 3.7. As was mentioned in the Introduction, the hypotheses about the approximation
properties in Theorems 2.4, 3.4, and 3.6 are essential. In fact, as it was shown by Oja and Reinov
(see [21,22]), there exists a Banach space Y such that Y ∗∗ has a boundedly complete basis,
Y ∗∗∗ is separable but does not have the approximation property, and there exists an operator
T ∈ L(Y ∗∗, Y ) such that T ∗ ∈N (Y ∗, Y ∗∗∗) and jY T ∈N (Y ∗∗, Y ∗∗) but T /∈N (Y ∗∗, Y ). Sub-
sequent examples in the same vein for Np and N p,p = 2, were constructed in [28–31]. (In the
above example, X = Y ∗∗. Let us notice that the need for the approximation property of X∗ in the
case of N is already clear from the important paper [8] by Figiel and Johnson from 1973. See
also papers [26,27] by Reinov from early 1980s for counterexamples in the case of Np and N p ,
p = 2.)
An important special case of Nα when Theorem 2.4 and its corollaries (Theorems 3.4 and 3.6)
apply, is the Banach operator ideal N(r,p,q) of (r,p, q)-nuclear operators. It is defined as fol-
lows (see [23, 18.1.1 and 18.1.2]). Let 1  r,p, q  ∞ and 1 + 1/r = 1/p + 1/q . An op-
erator T ∈ L(X,Y ) is called (r,p, q)-nuclear if it admits an (r,p, q)-nuclear representation
T =∑∞n=1 δnx∗n ⊗ yn with (δn) ∈ r (or c0 when r = ∞), (x∗n) ∈ wq∗(X∗), and (yn) ∈ wp∗(Y ). Its
norm is defined by
‖T ‖N(r,p,q) = inf
∥∥(δn)∥∥r∥∥(x∗n)∥∥wq∗∥∥(yn)∥∥wp∗ ,
where the infimum is taken over all (r,p, q)-nuclear representations of T . For example,
N(p,p,1) =Np and N(p,1,p) =N p .
It is known that N(r,p,q) =Nα , where α is the tensor norm associated with the Banach oper-
ator ideal N(r,p,q) (see, e.g., [2, p. 290] or [32, Theorem 8.9]), because N(r,p,q) is minimal (see
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special case of Theorem 3.6.
Corollary 3.8. Let X and Y be Banach spaces. Assume that either X∗ or Y ∗∗∗ has the ap-
proximation property. Let 1  r,p, q  ∞ and 1 + 1/r = 1/p + 1/q . If T ∈ L(X,Y ) and
jY T ∈N(r,p,q)(X,Y ∗∗), then T ∈N(r,p,q)(X,Y ).
Remark 3.9. For Np =N(p,p,1) and N p =N(p,1,p), Corollary 3.8 was established by Reinov
in [28] and [30]. The particular case of Corollary 3.8 under the hypothesis that X∗ has the met-
ric approximation property was very recently established by Pietsch [24, Lemma 3]. His proof
applies only methods of the theory of operator ideals (see [23]), it does not use tensor products.
Comparing with the proof in [24], our proof appears to be shorter and simpler.
4. The space c0,p(X) of p-null sequences
4.1. Description of c0,p(X) as a Chevet–Saphar tensor product
Let X be a Banach space and let p  1 be a real number. The p-convex hull of an X-valued
sequence (zk) ∈ p(X) is defined as p-conv(zk) = {∑k akzk: (ak) ∈ Bp∗ }. Following Delgado
and Piñeiro [25], we call a sequence (xn) in X p-null if, for every ε > 0, there exist N ∈ N
and (zk) ∈ p(X) with ‖(zk)‖p  ε such that xn ∈ p-conv(zk) for all n  N . From [25], we
know (and this can be easily verified) that the p-null sequences form a linear subspace of c0(X),
denoted by c0,p(X) in [25].
The space c0,p(X) was equipped in [25] with a suitable norm in the following way. It is well
known (and easy to see) that the space ∞(X) of X-valued bounded sequences may be identified
with L(1,X) as Banach spaces, but we are only interested in the algebraic isomorphism. Under
this identification, one associates with each sequence (xn) ∈ ∞(X) an operator U(xn) ∈ L(1,X)
defined by
U(xn)α =
∞∑
n=1
anxn, α = (an) ∈ 1.
Let (en) denote the unit vector basis of c0. If (xn) ⊂ X, then (xn)nN = (x1, . . . , xN ,0,0, . . .)
clearly identifies with the finite-rank operator
U(xn)nN =
N∑
n=1
en ⊗ xn ∈ c0 ⊗ X ⊂F(1,X).
Since F(1,X) ⊂ A(1,X) ⊂ L(1,X) for any Banach operator ideal A, one may define
‖(xn)‖ = ‖U(xn)‖A whenever (xn) ∈ ∞(X) is such that
U(xn) = lim
N
U(xn)nN
in A(1,X). The limit operators U(xn) clearly form a linear subspace in A(1,X), and the corre-
sponding sequences (xn) form an isometrically isomorphic normed space.
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erators (introduced in [34]). Recall that a subset K of X is said to be relatively p-compact if
K ⊂ p-conv(zk) for some (zk) ∈ p(X). An operator T ∈ L(X,Y ) is p-compact if T (BX) is a
relatively p-compact subset of Y . A suitable formula for the Banach ideal norm in Kp(X,Y ) was
given by Delgado, Piñeiro, and Serrano [3] (see [1, Theorem 3.4 and Remark 3.7]) as follows:
‖T ‖Kp = inf
∥∥(yn)∥∥p,
where the infimum is taken over all sequences (yn) ∈ p(Y ) such that T (BX) ⊂ p-conv(yn).
It was noted in [25] (and this is straightforward to verify) that a sequence (xn) ∈ ∞(X)
belongs to c0,p(X) if and only if U(xn) = limN U(xn)nN in Kp(1,X). This allowed Delgado
and Piñeiro to equip c0,p(X) with the norm from Kp(1,X) and thus to identify c0,p(X) with
the subspace of Kp(1,X) formed by the limit operators U(xn).
Further, it was proved in [25, Proposition 3.1] that(
c0,p(X)
)∗ =Pp∗(c0,X∗)
as Banach spaces, where Pq denotes the ideal of absolutely q-summing operators. On the other
hand, from a classical result due to Saphar [33] (see, e.g., [32, p. 142]), we know that a natural
predual of Pp∗(c0,X∗) is c0 ⊗ˆdp X, i.e.,
(c0 ⊗ˆdp X)∗ =Pp∗
(
c0,X
∗)
as Banach spaces. Therefore, a natural question arises whether the preduals c0,p(X) and c0 ⊗ˆdp X
could be related to each other? It turns out that these spaces actually coincide.
Theorem 4.1. Let X be a Banach space and p  1. Then
c0 ⊗ˆdp X = c0,p(X)
under the canonical isometric isomorphism that associates with each elementary tensor
(an) ⊗ x ∈ c0 ⊗ X the sequence (anx) ⊂ X.
Moreover, every u ∈ c0 ⊗ˆdp X can be represented as
u =
∞∑
n=1
en ⊗ xn,
where en ∈ c0 are unit vectors and (xn) ∈ c0,p(X), and the series converges in c0 ⊗ˆdp X. The
inverse isometric isomorphism from c0,p(X) onto c0 ⊗ˆdp X is given by
(xn) 	→
∞∑
n=1
en ⊗ xn.
Proof. Let us consider c0 ⊗ X as a linear subspace of Kp(1,X). As was mentioned before,
(xn) ∈ c0,p(X) if and only if (xn) ∈ ∞(X) and U(xn) = limN U(xn)nN in Kp(1,X); in this
case ‖(xn)‖ = ‖U(xn)‖K . Since U(xn) =
∑N
en ⊗ xn, where en ∈ c0 are unit vectors, itp nN n=1
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U(xn) for (xn) ∈ c0,p(X).
On the other hand, Kp = (N p)sur, the surjective hull of N p , as Banach operator ideals.
(This result is due to [3, Proposition 3.11] where, to prove this result, the authors use a round-
about approach, first describing Kdualp , and rely on Reinov’s recent study [30] on operators
with p-nuclear adjoints. An easy straightforward proof was independently proposed in [1] (see
Remark 3.8 in [1]) and [24, Theorem 1].) It is well known (and easy to see, because 1 canon-
ically embeds into 1(B1)) that Asur(1,X) =A(1,X) for any Banach operator ideal. Hence,
Kp(1,X) =N p(1,X) as Banach spaces. Since N p(1,X) = ∞ ⊗ˆdp X (because Nα =N p
for α = dp (see, e.g., [32, p. 140]) and ∗1 = ∞ has the approximation property), and ∞ ⊗ˆdp X
contains c0 ⊗ˆdp X as a closed subspace (see Lemma 3.2), we conclude that c0 ⊗ˆdp X = c0 ⊗ X
in Kp(1,X).
Therefore, Ψ : c0,p(X) → c0 ⊗ˆdp X, and a tensor u ∈ c0 ⊗ˆdp X belongs to Ψ (c0,p(X)) and
u = Ψ (xn) if and only if u =∑∞n=1 en ⊗ xn, where the series converges in c0 ⊗ˆdp X. We shall
show that Ψ is surjective.
Denote by pn : c0 → c0 the coordinate projection (defined by pn(∑∞k=1 akek) = anen) and
consider the tensor product Pn = pn ⊗ IX ∈ L(c0 ⊗ˆdp X, c0 ⊗ˆdp X) of the operators pn and IX .
It is easily verified (see [11]) that (Pn)∞n=1 is a Schauder decomposition of c0 ⊗ˆdp X (some
theory of such Schauder decompositions in c0 ⊗ˆα X and p ⊗ˆα X was developed in [13–16]). In
particular, u =∑∞n=1 Pnu for all u ∈ c0 ⊗ˆdp X, where the series converges in c0 ⊗ˆdp X.
Let now u ∈ c0 ⊗ˆdp X be arbitrary. From [33] (see, e.g., [32, Proposition 6.10]), we know that
there exist sequences (αk) ∈ wp∗(c0) and (zk) ∈ p(X) such that u =
∑∞
k=1 αk ⊗ zk in c0 ⊗ˆdp X.
Denoting αk = (ank )∞n=1 ∈ c0, we clearly have Pnu = en ⊗ xn, where xn =
∑∞
k=1 ank zk ∈ X
(the (absolute) convergence in X of the series easily follows because (αk) ∈ wp∗(c0) and
(zk) ∈ p(X)). Hence, u =∑∞n=1 Pnu =∑∞n=1 en ⊗ xn in c0 ⊗ˆdp X, meaning that u ∈ ranΨ .
Being surjective, Ψ is an isometric isomorphism from c0,p(X) onto c0 ⊗ˆdp X. Since, clearly,
Ψ (anx) = (an)⊗ x for all (an) ∈ c0 and x ∈ X, we see that Ψ −1 is the desired isometric isomor-
phism from c0 ⊗ˆdp X onto c0,p(X). 
Remark 4.2. The mapping Φ : (an) ⊗ x 	→ (anx) of c0 ⊗ X into c0(X) is well known to be
linear and injective (see, e.g., [32, p. 11]). Its extension (by continuity) yields the canonical
identification of the injective tensor product c0 ⊗ˆε X with c0(X) due to [10] (see, e.g., [32,
Example 3.5]). The same procedure applies in the other classical case, 1 ⊗ˆπ X = 1(X) (see
[10] or, e.g., [32, Example 2.6]). Our Theorem 4.1 shows that Φ(c0 ⊗dp X) ⊂ c0,p(X), c0,p(X)
is a Banach space, and Φ is isometric. Moreover, the extension (by continuity) of Φ , also denoted
by Φ , is an isometric isomorphism between c0 ⊗ˆdp X and c0,p(X) (clearly Φ = Ψ −1, where Ψ
is the mapping from the proof of Theorem 4.1). It is therefore natural to call Φ , in Theorem 4.1,
canonical as in the classical cases.
4.2. Relatively p-compact null sequences are p-null
Relying on [4], Delgado and Piñeiro proved in [25, Proposition 2.6] that (xn) ∈ c0,p(X) if and
only if (xn) ∈ c0(X) and (xn) is relatively p-compact in X, provided that X enjoys a version of
the approximation property depending on p. (As shown in [19], this version of the approximation
property coincides with the classical one if X is a closed subspace of an Lp(μ)-space.) They
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null sets might hold true in an arbitrary Banach space X. Relying on Theorem 3.1, we shall show
that the answer is an affirmative.
Theorem 4.3. Let X be a Banach space and let p  1. A sequence (xn) ⊂ X is p-null if and only
if (xn) ∈ c0(X) and (xn) is relatively p-compact.
Proof. The “only if” part is known from [25], and it is immediate from the definitions.
For the “if” part, let (xn) ∈ c0(X) be relatively p-compact in X. Then the corresponding
operator U(xn) ∈ L(1,X) is p-compact. This is implied by [3, Proposition 3.5] (see [25, p. 958]).
For completeness, let us present a proof as follows.
We know that (xn) ⊂ p-conv(zk) for some (zk) ∈ p(X). It is well known (see [34]) and easy
to see that (zk) defines an operator Φ(zk) ∈ L(p∗ ,X) through the equality
Φ(zk)(ak) =
∞∑
k=1
akzk, (ak) ∈ p∗ ,
and p-conv(zk) = Φ(zk)(Bp∗ ). This set is clearly absolutely convex. It is also weakly compact.
Indeed, if p > 1, then Bp∗ is weakly compact; if p = 1, then B∞ = B∗1 is weak∗ compact and
Φ(zk) ∈ L(∗1,X) is weak∗ to weakly continuous (because Φ∗(zk)(X∗) ⊂ 1). Hence, p-conv(zk) is
a closed absolutely convex subset of X containing (xn). But (as well known and easy to verify)
U(xn)(B1) coincides with the closed absolutely convex hull of (xn). Therefore U(xn)(B1) ⊂
p-conv(zk), meaning that U(xn) is a p-compact operator.
Since Kp(1,X) =N p(1,X) (as we saw in the proof of Theorem 4.1), U(xn) ∈N p(c∗0,X).
Since U∗(xn)x
∗ = (x∗(xn)), x∗ ∈ X∗, and (xn) ∈ c0(X), we have U∗(xn)(X∗) ⊂ c0. Recalling that
c∗∗∗0 has the approximation property, we can apply Theorem 3.1. It follows (see also Remark 3.3)
that U(xn) canonically identifies with a tensor from c0 ⊗ˆdp X. By Theorem 4.1, there is (yn) ∈
c0,p(X) such that
U(xn) =
∞∑
n=1
en ⊗ yn
in c0 ⊗ˆdp X. Hence,
U(xn)α =
∞∑
n=1
α(en)yn, α ∈ 1 = c∗0 .
Since (by definition) also
U(xn)α =
∞∑
n=1
α(en)xn, α ∈ 1 = c∗0,
we have (yn) = (xn). This means that (xn) ∈ c0,p(X), as desired. 
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