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This paper presents a signal-to-noise ratio (SNR) estimation algorithm for 
advanced DVB-RCS systems using adaptive coding and modulation (ACM) in 
the reverse link of broadband satellite systems. Due to the absence of a 
repetitive pilot symbol structure, SNR estimation has to be performed using 
the fixed symbol preamble data. Moreover, sporadic nature of data traffic on 
the return link causes variation in interference level from slot to slot and, 
therefore, the estimation has to be done within one traffic slot duration. 
Hence, it becomes necessary to use a combination of data-aided (DA) and 
decision-directed (DD) algorithms so as to make use of traffic data. A non-
data-aided (NDA) estimator that was previously proposed by the authors for 
binary phase shift keying (BPSK) and QPSK schemes is extended to 8-PSK 
in a decision directed manner. This estimator shows improved performance 
over existing estimators. The inherent bias of DD approach at low values of 
SNR is reduced by using a hybrid approach, i.e. using the proposed estimator 
at moderate/high values of SNR and the moments-based estimator (M2M4) at 
low values of SNR. Overall improved performance of the proposed hybrid 
estimator, in terms of accuracy and complexity, makes it an attractive choice 
for implementing ACM in advanced DVB-RCS systems. 
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1 Introduction  
 
Adaptive coding and modulation (ACM) is implemented in satellite communication 
systems operating at Ku band and higher frequencies in order to overcome the effect 
of bad channel conditions arising from rain attenuation, which can render the system 
economically inefficient. The resulting potential for increase in the system capacity 
and availability has been demonstrated in the literature [1, 2]. ACM is a type of fade 
mitigation technique (FMT) and the procedure involves dynamic adaptation of the 
modulation scheme and coding rate (i.e. ModCod) according to the prevailing 
channel conditions. It helps to mitigate for slow channel fading mostly caused by rain 
attenuation and helps to improve the link availability and provides capacity gains as 
compared to a non-adaptive system [3-5].  For efficient implementation of ACM, an 
accurate estimate of channel condition is required that is generally provided in terms 
of signal-to-noise ratio (SNR). Therefore, the accuracy of SNR estimation algorithms 
directly affects the efficiency of ACM and it is a major topic of interest for broadband 
satellite systems based on DVB-S2 and DVB-RCS which employ ACM. 
Different SNR estimation algorithms for constant envelope signals in complex 
Additive White Gaussian Noise (AWGN) channel are proposed in literature [6-15]. 
Several data-aided (DA) and non-data-aided (NDA) estimators are compared in [13] 
for binary phase shift keying (BPSK) and 8-PSK signals in an AWGN channel to 
identify the “best” estimator in a digital receiver with the least cost. In order to assess 
their relevant performances, the mean square error (MSE) was used as performance 
metric and the absolute levels of performances were also established by comparing 
the simulated performances with the Cramer-Rao bound (CRB). Results show that 
when perfect knowledge of transmitted signal is available, i.e. DA estimation, the 
maximum likelihood (ML) estimator provides an efficient solution in the AWGN 
channel. However, NDA/DD estimators (also known as in-service estimators) are 
also of particular interest when training symbols are not available and/or a continuous 
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estimate of SNR is required. In [13], second- and fourth- order moments based 
estimator (called M2M4) and decision directed ML estimators were found to be 
efficient in-service estimators and the choice between these two depends on the 
number of received symbols used for estimation, the number of samples per symbol 
available, the type of modulation used and the SNR range of interest. 
Although various SNR estimation methods for the AWGN channel have been 
proposed in the literature, there is not much work done in this area from the system 
point of view (i.e. evaluating the estimators on a reference system) except in [16] and 
[17]. In [16] and [17], the performances of contemporary SNR estimation algorithms 
were quantified in terms of number of received symbols needed to obtain an estimate 
with a given error margin. Their suitability as channel quality indicators for a typical 
digital video broadcasting (DVB) type satellite system was analyzed by considering 
the various assumptions involved in the algorithms, the effect of noise due to 
interference and the fast fluctuations of the propagation channel during rainy 
conditions. It was concluded that the DA ML estimator is the best choice for the high 
speed forward link compliant with the DVB-S2 standard in a broadband Interactive 
Satellite System. This is because pilot symbols, periodically repeated within each 
frame in DVB-S2, enable DA estimation using the optimally efficient ML algorithm to 
estimate SNR with an error margin of 0.2 dB within few miliseconds. However, this 
level of accuracy cannot be achieved on the return link adhering to DVB-RCS 
standard due to absence of a repetitive pilot symbol structure and the use of a short 
preamble consisting of only 48 symbols for each burst transmission. The traffic in the 
return link mainly consists of requests from users handling interactive applications, 
which is by nature sporadic with low data rate. In the DVB-RCS scheme, data are 
transmitted in superframes made up of frames which are themselves made of traffic 
slots. In the worst case, each user may transmit within one traffic slot per 
superframe.  In the above scenario and due to slot to slot variation in interference 
level resulting from sporadic nature of data traffic on the return link, it is necessary to 
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perform SNR estimation within one traffic slot duration [16] employing all available 
symbols (preamble and data) for reliable channel estimation with an acceptable error 
margin. Therefore, decision-directed and non-data-aided estimators are of particular 
interest and the performance of DDML and M2M4 estimators presented in [13] can be 
considered as the benchmark in this scenario for both QPSK and 8-PSK 
modulations. 
In [9], Beaulieu et al. proposed four different SNR estimators for QPSK modulation 
and the estimator denoted as 2ˆ  was shown to exhibit the best performance among 
the four techniques. This estimator can be used only for QPSK-like signal whose 
baseband signal symbol constellation has four symbol points that form a square 
centred at the origin of the signal space. The estimator uses the difference between 
the in-phase and quadrature components of the received signal to estimate noise 
power and the second order moment of the signal was used to estimate the signal 
power. Another NDA estimator for constant envelope signals was proposed in [10] for 
M-PSK signals. The estimator takes Mth (M denotes the size of the constellation) 
power of the received signal to remove phase modulation and estimates the signal 
power using the ML estimation principle. The performance of this estimator degrades 
due to the noise penalty introduced by the Mth power process as the constellation 
order increases.  
We propose a NDA/DD SNR estimator which can be used for full scale ACM, 
employing QPSK and 8-PSK modulation schemes with different code rates, in future 
DVB-RCS systems providing interactive broadband services to fixed terminals. The 
authors have already published an NDA SNR estimation algorithm for BPSK and 
QPSK modulation schemes in the literature [18], which improves on the existing 
methods in terms of complexity and accuracy. Therefore, in this paper we propose an 
extension of this algorithm to 8-PSK in a decision-directed manner. Section 2 
presents the signal model and formulates the SNR estimation problem while section 
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3 reviews the SNR estimation algorithm proposed in [18] for BPSK and QPSK 
modulation schemes, followed by an extension of this algorithm to make it applicable 
to 8-PSK modulation. Simulation results are presented in section 4 to verify the 
accuracy of the proposed scheme in DVB-RCS compliant systems. Finally, the 
conclusion is provided in section 5. 
 
2 Signal Model and SNR Estimation 
 
Since we tend to address the issue of SNR estimation on the levels of slot in DVB-
RCS system providing broadband services to fixed terminals, the estimation duration 
is in the order of few milliseconds with negligible variation in scintillation level and 
rain fade [16]. Therefore, signal fading can be assumed to remain constant and the 
link can be modeled as an AWGN channel. Furthermore, a full scale ACM with QPSK 
and 8-PSK with different coding rates is envisaged in future DVB-RCS systems [19].  
Hence in this system, signal model and SNR estimation problem can be formulated 
as follows. 
Let 
kI
S and 
kQ
S  , k = 1, 2, . . . , L, be the in-phase and quadrature components of a 
symbol belonging to a phase shift keying (PSK) constellation transmitted over an 
AWGN channel. The signal components are assumed to be independent and 
identically distributed (i.i.d.) discrete random variables. Assuming one complex 
sample is taken for each of the L symbols transmitted and that carrier 
synchronisation exists, the kth received signal, kkk jYXZ   , can be described as: 
                                                                
kk IIk
nSX                                                                      (1) 
                                                                
kk QQk
nSY                                                          (2) 
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where kX  and kY  represent the in-phase and quadrature components of kZ  
respectively, while 
kI
n  and 
kQ
n  represent the in-phase and quadrature components 
of noise which are taken to be zero-mean i.i.d. Gaussian random variables, with 
variances 
222   QI , respectively. The SNR,  , of the received signal is given 
by: 
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We now review the two state-of-the-art DD and NDA estimators that are suitable for 
the system under consideration, i.e., DDML and M2M4 algorithms. DDML is a 
decision directed algorithm based on maximum likelihood estimation theory [20] and, 
as given in [13], is reproduced here for completeness: 
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where DDMLSˆ   and DDMLNˆ  are the respective estimates of signal and noise power and 
IkSˆ and QkSˆ  are the estimates of transmitted signal’s real and imaginary components. 
M2M4 algorithm [13] estimates signal and noise power based on second- and fourth- 
order moments of the received signal as given below: 
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 An estimate of M2 and M4 is used in (6) and (7), determined from the received 
signal’s samples as:  
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3 Proposed Estimator 
 
3.1 Estimator for BPSK and QPSK 
 
An NDA SNR estimator was proposed for BPSK and QPSK signals in [18] based on 
an observation that absolute values of the in-phase and quadrature components of 
the received signal have a close relationship with signal power, since these 
components have a constant amplitude in the transmit signal. Consequently, signal 
power estimate from the received signal samples was proposed as follows: 
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The SNR estimate is given as: 
        
SM
S
ˆˆ
ˆ
ˆ
2 
                (11) 
where 2Mˆ is an estimate of total received power determined from (8). 
 
3.2 Proposed Estimator for 8-PSK 
 
The observed property of constant amplitude of the in-phase and quadrature 
components is not valid for 8-PSK signals, which means that the estimator in (10) is 
not directly applicable. However, as shown in Fig. 1, it can be observed that the 8-
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PSK constellation consists of one QPSK constellation (marked with ) and two 
orthogonal BPSK constellations (marked with  and).  
For the transmitted symbols belonging to one of these subsets n, where n=1, 2, 3, we 
observe that the absolute values of the amplitudes of in-phase and quadrature 
components remain constant. Therefore, we can still use the estimator in (10) to 
independently estimate the average signal power in each subset, and then use a 
weighted average of the three estimates to determine the average signal power of 
the constellation. This proposed extension to 8-PSK is analysed accordingly in (12) – 
(27).  
 
The absolute values of the in-phase and quadrature components of the received 
signal as presented in (1) and (2) are given as follows: 
                           
kk IIk
WSX                                                           (12) 
                           
kk QQk
WSY                                                      (13) 
 
Assuming that kk SW   (which is usually valid at moderate/high SNR): 
 
             0 kIIk XWSX kk               (14) 
                                   0 kIIk XWSX kk               (15) 
              0 kQQk YWSY kk               (16) 
              0 kQQk YWSY kk               (17) 
 
For the signal belonging to a specific subset n from the 8-PSK constellation, we can 
replace subscript k by the subscripts n and j. It should be noted that j=1,2,…,Ln  for 
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for the nth subset and the total number of received samples is 


3
1n
n LL . Using (14) -
(17) and given that noise components are i.i.d zero-mean Gaussian random 
variables, for subset 1, we observe that the mean of absolute values of amplitude of 
the received signal samples are as follows: 
 
                         
jj IIj
WESEXE
,1,1,1
    
              aSE
jI

,1
                          (18) 
                      0
,1,1,1

jj QQj
WESEYE               (19) 
 
Similarly, for subsets 2 and 3, it is observed that: 
 
                     
jj IIj
WESEXE
,2,2,2
               
               
2,2
aSE
jI
                           (20) 
          
jj QQj
WESEYE
,2,2,2
    
         
2,2
aSE
jQ
                         (21) 
                               0
,3,3,3

jj IIj
WESEXE               (22) 
                          
jj QQj
WESEYE
,3,3,3
              
      aSE
jQ

,3
                (23) 
 
From (18) - (23), it can be seen that the mean of absolute values of in-phase and 
quadrature components of the received signal yields the amplitude of in-phase and 
quadrature components of the transmitted signal respectively, in the three subsets. 
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Therefore, in order to estimate signal power and signal-to-noise-ratio from the 
absolute values of the received signal components, the proposed approach is to 
partition the received signal’s samples into three subsets based on their phase 
values. Then the estimator in [18] is applied to each of these subsets to find the 
respective average power. Finally, an estimate of average received power is 
obtained as sum of the average power of three subsets according to the estimated 
probability of the respective subset. However, unlike BPSK and QPSK, the estimator 
is no longer purely NDA for 8-PSK. The proposed estimator is decision directed 
because the three subgroups in 8-PSK constellation are determined by hard symbol 
decisions in the presence of noise. Consequently, the accuracy of the proposed 
estimator depends on the accuracy of symbols decisions, which in turn depends on 
the SNR. The proposed algorithm to estimate signal power for 8-PSK is presented in 
Fig. 2 and can be summarized as follows: 
 Iteration: Lk ,,2,1   
1. Find the angle of the 
thk  received sample, i.e. find kk Z . 
2. Decide the 3n
 
subsets of kZ  based on k , i.e. 
nLjjnk
Z ,,2,1;,  .  
If, 
8
7
8
7
||
88





 kk , then n=1 
Else If, 
8
5
8
3
||
8
5
8
3 




 kk , then n=3 
Else, n=2 
3. Calculate the absolute value of in-phase and quadrature 
components of the received sample based on its subset, i.e.  
 3;,3;,   njnnjn ZrealX  and  1;,1;,   njnnjn ZimagY . 
 Find the average signal power of the received signal as: 
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where nL  is the number of samples in the n
th subset and nSˆ  is an estimate of 
average power of the nth subset.  nSˆ  is determined for the three subsets as follows:  
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 Finally, SNR can be estimated using (8), (11) and (24). 
4 Simulation Results 
 
Now we analyse the performance of the proposed algorithm to identify its suitability 
as a channel quality indicator in a DVB-RCS system. Our aim is to quantify the 
performance of the proposed algorithm when SNR estimation is performed in 
duration of one slot only. We also find the error margin  such that the estimation 
error is less than or equal to   for 99% of the trials. 
Assuming single MPEG Transport Stream (TS) packet (188 bytes) burst transmission 
for each assigned slot to a user and a preamble consisting of 48 symbols, we 
analyse the performance of the proposed estimator in a DVB-RCS system. First, we 
investigate the performance of the estimator for QPSK modulation. A total number of 
100,000 iterations were performed in complex AWGN channel for an SNR range 
starting from 4.9dB (the lowest operating threshold in DVB-RCS network for a target 
bit error rate of 10-5 [19]) to 19.9dB. 
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In order to assess the absolute performance of the estimator for QPSK modulation, 
the normalized mean square error (NMSE) [13] of the estimator is shown in Fig. 3 
along with the data aided Cramer-Rao bound (CRBDA) [13]. NMSE and CRBDA are 
evaluated as follows: 
      
2
1
ˆ1
ˆ 






 

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

               (28) 
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
2
1
1
L
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where tN is the total number of simulation trials, iˆ is the estimated SNR at i
 th  trial 
and  is the actual value of SNR. This figure also shows comparison with 
42MM estimator, DDML algorithm, the estimator 2ˆ  [9] (labelled as 2  in the results) 
and the NDA estimator in [10] (referred to as the Mth power ML estimator from now 
onwards). 
It can be seen from the figure that the Mth power ML estimator has the highest NMSE 
as compared to the other estimators. It can also be observed from this comparison 
that the proposed NDA estimator is biased at low SNR values, whereas, its accuracy 
increases with SNR and the NMSE approaches the CRB at approximately 9dB. On 
the other hand, the 42MM  estimator does not approach CRB even at high values of 
SNR although it is less biased than the proposed estimator below 6.5dB. The 
estimator 2  shows almost similar performance to the 42MM estimator for SNR 
higher than 8dB whereas for low SNR values, its performance is worse than the 
42MM  estimator. It is also observed that the accuracy of DDML estimator is similar 
to the proposed estimator.  
Now let us observe the accuracy of the proposed estimator for 8-PSK modulation in 
complex AWGN for an SNR range starting from 9.6dB (the lowest operating 
threshold for 8PSK for a target bit error rate of 10-5 , [19]) to 24.6dB. In this case, 
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without any knowledge of transmitted symbols, only decision directed version of the 
proposed algorithm is applicable and the results are shown in Fig. 4. Due to the poor 
performance of Mth power ML estimator, it is now not considered for comparison. The 
estimator 2  is only applicable to QPSK modulations; therefore, Fig. 4 represents the 
NMSE performance of the proposed estimator compared to 42MM  and DDML 
algorithms only. It can be observed from Fig. 4 that 42MM  has reduced bias than 
DDML and the proposed estimator below 12.5dB but the later two estimators 
approach CRB at approximately 14.6dB, whereas, 42MM does not attain this 
accuracy.   
It is observed from the simulation results that the proposed estimator performs better 
than the 42MM  estimator and shows significant improvement in accuracy especially 
at moderate/high SNR for both QPSK and 8-PSK schemes. The accuracy of the 
proposed estimator is found to be similar to that of DDML estimator. However, overall 
complexity of the proposed estimator is less than both estimators as can be seen 
from Table 1. This table shows the number of real additions and multiplications 
required to estimate signal power using the three estimators assuming equiprobable 
distribution of transmitted 8-PSK constellation. For 42MM  estimator, the number of 
computations required to calculate M2 is not taken into account, since, it is required to 
estimate SNR in all the three algorithms.  
For a single MPEG TS packet carrying 8-PSK modulated symbols (i.e. 501 symbols), 
the proposed estimator requires only 11 real multiplications (it is independent of the 
number of estimation symbols ‘L’) and 751 additions, whereas DDML requires 1001 
multiplications and 1004 additions and 42MM  requires 1507 multiplications and 501 
additions (both having a multiplication complexity which increases with L).  
Now that we have analyzed the performance of this estimator in DVB-RCS network 
and compared it with the state-of-the-art DD and NDA estimators, the proposed 
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estimator is shown to be a better choice than DDML estimator as both have the same 
performance in terms of accuracy but the proposed algorithm is less complex. In the 
low SNR region, the condition kk SW   is not satisfied which implies that (14) – (23) 
do not hold true and, therefore, the proposed estimator shows increased bias. 
Although the 42MM estimator is more complex and is less accurate, at 
moderate/high SNR, it has lower NMSE than the proposed estimator at low SNR 
values. Therefore, it is further proposed to use a hybrid algorithm that first estimates 
SNR according to the less complex proposed algorithm. Since the proposed 
estimator is accurate at high values of SNR, therefore if the estimated SNR is above 
a certain predetermined threshold, the estimated value is accepted as a reliable 
measure of the SNR. However, if the estimated value is below the threshold, then the 
SNR is estimated according to the 42MM estimator to obtain more accurate estimate 
of SNR. The threshold levels are selected as 6.5dB and 12.5dB for QPSK and 8-
PSK, respectively, from Fig. 3 and 4. The resulting NMSE that can be achieved using 
the hybrid estimator is represented in Fig. 5 and 6. It can be seen from these curves 
that in the transition region, where the estimator switches from proposed amplitude 
based algorithm to the 42MM estimator, there is higher variance than can be 
achieved by the more accurate 42MM algorithm for SNR below threshold level. This 
is due to the error margin associated with the proposed approach and, therefore, it is 
important to adjust the threshold levels to compensate for the variance in estimation.  
As shown in [19], the ModCod selections for ACM in DVB-RCS can vary in steps of 
0.2dB to 1dB. This implies a high level of required accuracy. Error margin is yet not 
specified for future DVB-RCS systems employing full scale ACM but the best 
accuracies that can be obtained using state-of-the-art techniques such as the 
proposed estimator will define possible threshold levels. Extensive computer 
simulations were performed to find the error margin attained by 42MM  and the 
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proposed estimator and the results have indicated that the 42MM estimator attains 
an error margin of 1dB whereas the proposed estimator achieves a better error 
margin of 0.5dB. These results were obtained assuming a worst case scenario that 
only one traffic slot is allotted to a user per superframe, and single MPEG TS packet 
is transmitted per slot. Accuracy and error margin will be further improved when more 
packets are available within a burst. When estimation is performed on the level of 
slots, 0.5dB margin is accounted for and the threshold levels for switching are set to 
7dB and 13dB for QPSK and 8-PSK, respectively, with the simulation results 
presented in Fig. 7 and 8. 
5 Conclusions 
 
We have proposed a reduced complexity and improved accuracy NDA/DD SNR 
estimator for use in future DVB-RCS systems employing ACM. The estimator makes 
use of only amplitude and phase values of the received signal in its 
estimation/decision process such as to achieve significant improvement in 
performance (i.e. lower complexity and greater accuracy) than the existing estimators 
for both QPSK and 8-PSK. In order to reduce the bias at low values of SNR, a hybrid 
approach is further proposed using the proposed method to estimate SNR and if the 
estimated SNR falls below a certain predetermined threshold, then 42MM  estimator 
is used. The proposed hybrid approach shows promising results for the operating 
SNR regions of ACM in DVB-RCS, as analysed in the literature, even in the worst 
case scenario of a single MPEG TS packet for each burst transmission. 
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Figure\Table captions: 
 
 
 
Fig. 1 Three subsets in 8-PSK constellation 
 
Fig. 2 Flow chart to estimate signal power for 8-PSK 
 
Fig. 3 NMSE of estimated SNR for QPSK 
 
Fig. 4 NMSE of estimated SNR for 8-PSK 
 
Fig. 5 NMSE of hybrid estimator for QPSK 
 
Fig. 6 NMSE of hybrid estimator for 8-PSK  
 
Fig. 7 NMSE of hybrid estimator with adjusted threshold for QPSK 
 
Fig. 8 NMSE of hybrid estimator with adjusted threshold for 8-PSK 
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