Abstract: This paper discusses a genetic implementation of the growing hyperspheres classifier (GHS) for highdimensional data classification. The main idea of the GHS classifier consists in data separation by n-dimensional hyperspheres properly spread over the training data. First, the idea of training data representation is described. Then a brief description of a previous first representation by neural networks is reminded. The main part of this paper is focused on a precise description of the classifier implementation by genetic algorithms. Features of the new approach are discussed and compared. Finally, a task classifying data from a gamma telescope is presented to show the capabilities of the classifier.
Introduction
In contrast to other classifiers using complex hypersurfaces for separation of classes, the presented classifier uses hyperspheres. This principle gives a rather simple, understandable and quantifiable insight into classification. A really important feature is that the hyperspheres can easily cut out patterns that are enclosed inside the patterns of different classes and far from the main groups of patterns.
Classification using Separation by means of Hyperspheres
The main idea of the suggested classifier is based on an extraction of learning patterns of the same class within a hypersphere. The centre of the sphere and its radius determine an area which contains learning patterns of the same class. All these informations including the separated class are stored in a node. A linked list of nodes represent the structure of the GHS classifier. A disjunction of such spheres demarcates the area of one class that contains all patterns of this class and separates the learning patterns from those of different classes. The number of coordinates of the centre is the same as the space dimension n. Therefore the classifier has n inputs. The radius is represented by only one real number and is independent on the space dimension.
For a classification in k classes, k groups of hyperspheres should be used. However, for k classes only k-1 groups of hyperspheres are sufficient. The last, say the k-th, class sometimes called "don't know " class is just the one that does not belong to any other class.
Once we find the hyperspheres in the optimisation process we can simply classify new unknown patterns in individual classes. We run through all stored nodes and find one whose hypersphere contains this pattern. An appropriate class assigned to this hypersphere is just the class to which the pattern belongs. (Note that there can be several nodes whose hyperspheres contain the pattern but all represent the same class).
The most difficult problem is to find a suitable algorithm that finds these hyperspheres on the basis of a set of learning patterns. First suggested algorithm was precisely described in [1] . We briefly remind the main idea in the next section. A new approach to finding a minimal number of hyperspheres representing the classes describes this paper and is based on genetic background, see section 4.
Neural Approach to Finding Hyperspheres
The learning algorithm of the GHS neural network, see [1] and [2] , works exactly this way. Let n be a space dimension, k a number of classes, k N N , , 1 K numbers of patterns in individual classes and
the total number of patterns in the training set. The learning process will go over all k (or k-1, see previous section) classes and the same learning subprocedure will run for each class. Learning will finish after processing all classes. Note that the order in which we process the individual classes influences the total number of hyperspheres needed for the proper classification. Without a loss of generality we will suppose that we process the classes from class 1 to k.
A subprocedure works this way. First we randomly choose a pattern from a set containing patterns belonging to the first class. This pattern will represent centre
of a hypersphere now. The radius r of the hypersphere is found this way. First, we find the nearest pattern from any different class
The distance between the hypersphere centre w r and the found pattern h r is the primary radius * r . Further we reduce the primary radius to represent a boundary between some classes approximately in a half of the free space occurring between the classes. This is done this way. Using the just constructed hypersphere we find a pattern
within the hypersphere that is nearest to the pattern h r . The final radius r is then recalculated according to formula
The number of patterns within the hypersphere with centre w r and radius r is counted and all these parameters are included in a new node.
It is probable that the hypersphere is not placed properly. Therefore a shift of the hypersphere to a new better position that would maximise the number of internal patterns is necessary. The shift is derived from hypersphere radius r. The new centre ( )
where d is a shift constant and
a unit directional vector whose coordinates are calculated by formula
At this moment we have a new centre * w r of the hypersphere but we need to recalculate its radius. The calculation of the new radius runs in the same way as mentioned above for the initial hypersphere. Also the number of internal patterns is updated. Now it is necessary to decide if the new shifted hypersphere is better than the original one. The quality of the hypersphere is measured by a number of internal patterns. If the new hypersphere has a greater number of patterns, we continue with its expansion. The more sophisticated algorithm of a hypersphere expansion is described in [1] .
Genetic Approach to Finding the Configuration of GHS
Genetic algorithms (GAs) are probabilistic search and optimisation techniques, which operate on a population of chromosomes, representing potential solutions of the given problem [3] . Each chromosome is assigned a fitness value expressing its quality reflecting the given objective function. In the main loop of GA, chromosomes are reproduced and recombined to generate a new population of chromosomes, i.e. new sample points from hopefully more promising parts of the search space. This is repeatedly performed until some given termination-condition is fulfilled. The best chromosome encountered so far is then considered as the found solution.
The implementation of the genetic algorithm used in this work for learning the classifier will be described in the following paragraphs.
Representation & Fitness Function
The output of the learning process is the optimal configuration of the classifier in terms of the number, positions and radii of used hyperspheres. So we chose quite simple and nature form of the chromosome for this problem as a string of real-valued vectors; each vector expressing centre coordinates of one used hypersphere. The hyperspheres must not cover points of any class but the separated class. For the given hypersphere centre the radius is determined according to the formula 1.
Chromosomes are of a variable length L up to the predefined upper bound L max . Classifiers with more hyperspheres than L max are not allowed. The purpose is to find the smallest possible set of hyperspheres that would provide a satisfactory classification of the training set samples.
In order to assess particular individuals (classifiers) in the population we used a compound fitness function that reflects following two requirements imposed upon the classifier: 1. Minimise the number of used hyperspheres. Thus the set of as few hyperspheres as necessary to fully separate the given class is looked for. 2. Maximise the performance of the classifier, i.e. maximise a number of the points of the separated class that are covered by the set of hyperspheres.
The fitness is calculated according to the formula
where N class is a number of all patterns of the separated class and N remain is a number of patterns of that class that are not covered by any out of L hyperspheres. The first part of the formula expresses the performance of the classifier and the second part expresses the robustness of the classifier in terms of the number of hyperspheres needed to get such a performance. In other words we are looking for the simplest classifier that would provide the best classification and that will the most generalise over the training data.
Initialization
The role of initialisation is to properly compose the population from which the evolution will start. It is clear that the content of this population affects further calculation and the quality of obtained results. So it is strongly recommended to use any background knowledge about the solved problem in order to generate the most appropriate initial population.
When generating a new chromosome (a new classifier) the primary goal is to cover as much of the patterns of the separated class as possible. It means that those hyperspheres that cover many patterns can be very useful. On the other it may not hold that every pattern falls into the region controlled by some of such large hyperspheres. So we can not focus only on the hyperspheres with a large number of patterns. Instead we should take into account also such hyperspheres that identify isolated patterns or small group of patterns of the separated class within the training set. This knowledge was incorporated into the initial strategy that we used.
Generally, each time a new hypersphere should be added to the classifier one of the uncovered patterns is chosen as its centre and the radius is calculated according to the formula 1. This is a simplest way to ensure that the new hypersphere will definitely reduce a number of uncovered patterns at least by 1. No other operation for optimising the hypersphere position and its radius is performed.
The initialisation strategy works in two steps: 1. First, go through the training set and find, at most L max /2, the hyperspheres that cover isolated patterns. It means take into account such hyperspheres that does not cover more than N isolated patterns. 2. Then until N remain >0 and L< L max go through the training set and use any of the uncovered patterns as a centre around which a new hypersphere is constructed. In this phase the hyperspheres are used regardless of the number of patterns they cover.
In this way the population is filled with promising hyperspheres that cover a big number of patterns as well as with the hyperspheres that cover small groups of patterns which are very likely to stay uncovered otherwise.
Crossover
The crossover operator used in this application is designed so that in the first phase it tries to use as many of the hyperspheres from the parental chromosomes as possible. It works in following steps: 1. Alternately choose among the first and second parent's classifier. 2. Find an arbitrary unused hypersphere of this classifier. 3. Apply either mutation1 or mutation2 (mutation operators are described in the next paragraph) on the centre of the hypersphere. Take the mutated centre's coordinates if any the following conditions is not true, otherwise take the original centre:
The mutation has shifted the centre so that any usable hypersphere can not be found for the new centre 1 . The hypersphere expanded from the new centre covers less patterns than the original hypersphere. 4. Add the centre's coordinates to the generated child chromosome (classifier) iff the corresponding hypersphere decreases N remain . 5. Mark the hypersphere as used no matter it was added to the new chromosome or not. 6. If (N remain >0) and still some unused hyperspheres left then go to the step1).
If after this phase the set of uncovered patterns is not empty (N remain >0) and the number of generated hyperspheres is still less than L max than the second phase is carried out in order to decrease N remain as much as possible. To achieve this a strategy similar to that implemented in the initialisation procedure is used.
Mutation
We used two mutation operators in our GA -blind and informed. Both operators have been used with the same probability 0.5. The mutation operates on the centre's coordinates. Blind mutation changes one of its coordinates by a value of up to ¼ of the radius. Informed mutation shifts the centre's coordinates in the direction away from the closest extraneous pattern. Again the rate of imposed changes is up to ¼ of the original hypersphere radius.
Merge
The last operator used to improve the search capabilities of the GA is operator merge. This operator can be applied only on a chromosome which is shorter than L max . The idea is to replace two hyperspheres that are very close each to other within the classifier by the hypersphere with the centre just in the middle between the two hyperspheres. It works as follows: 1. Choose an arbitrary hypersphere in the classifier. 2. Find the hypersphere that is closest to the first one.
3. Calculate coordinates of the new hypersphere so it lies in the middle between the two hyperspheres. 4. Iff a usable hypersphere can be constructed around the new centre than add the centre to the classifier.
This operator was applied only on the best chromosome in the population.
Experiments and Results
The GHS classifier was tested on the task of particle physics data classification obtained from CERN [4] . They describe a physical phenomena observed in a gamma telescope. The data is in fact a mix of patterns of events (phenomena) looked for (signal, class 0) and patterns from other different but similar events (background, class 1). The data has been split into the learning and testing sets, see Table 1 .
The task is to classify the data into two classes. The quality of classification is expressed by kinds of errors. First, the ratio of properly recognised patterns of class 0 to all patterns of class 0 is signal efficiency. Second, the ratio of patterns of class 1, which are considered as patterns of class 0 to the total number of patterns of class 1, is background error.
There are two groups of experiments separated by double line in Table 1 . The first group of experiments shows results when the signal was separated from the background and the second group shows results when the background was separated from the signal.
Conclusions
The use of a hypersphere as a separation surface is very natural because real data usually forms a non-angular data cluster in the pattern space. Moreover, the data with common features (and thus belonging to one class) is often concentrated near one another around a centre and form a nearly hypersphere's shape.
The results in the Table 1 show that in all performed experiments the genetic algorithm was better in finding the classifier configuration (measured by the number of used hyperspheres) as well as in the signal efficiency ratio obtained. On the other hand the background error was slightly worse with the GA than with the neural method. Both the aspects follow from that the GA better generalised over patterns of the training set.
