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Emissões de radiação e partículas com energia de até 100 MeV foram detectadas em solo e
relacionadas com nuvens de tempestade. Este fenômeno envolve um conjunto de partículas,
começando com elétrons acelerados que produzem fótons e; em combinação com estes fótons; re-
sultam em uma avalanche de cargas elétricas e promovem descargas como o relâmpago ao mesmo
tempo que produzem as emissões conhecidas como Terrestrial Gamma ray Flashes. Os fótons
desse fenômeno estão em uma janela de energia a qual os permite interagir com as partículas do
ar via Giant Dipole Resonance, o que resulta na emissão de nêutrons e prótons. Este trabalho pre-
tende analisar os Terrestrial Gamma ray Flashes tanto por sua produção hadrônica, i.e. nêutrons
e prótons, quanto pelo aceleramento de elétrons que os originam. Através de simulações Monte
Carlo, analiza-se os campos elétricos necessários para colocar um elétrons em estado de runaway.
Este estado significa que há maior ganho de energia pelo campo elétrico do que perda de energia
pelas colisões, sendo condição necessária para a origem do Terrestrial Gamma ray Flashes. Aqui,
verifica-se a possibilidade de runaway com campos elétricos mais baixos que anteriormente reg-
istrados. Por outro lado, simulações Monte Carlo, de feixes de fótons direcionados ao solo e com
energia entre 10-100 MeV foram implementadas para comparar a detecção de nêutrons no solo
com a literatura atual, assim como quantizar a produção dos nêutrons e prótons, estes últimos,
ainda não detectados. Os resultados mostram que há uma produção de prótons comparável a de
nêutrons, enquanto a detecção de nêutrons se concentra em 0,5 km de distância do eixo de sime-
tria da fonte e produzem uma assinatura em fótons de energia ≈ 1 MeV no solo por causa das
colisões com ar.
ABSTRACT
Particles and radiation emissions with energy up to 100 MeV were detected at ground and related
to thunderclouds. A variety of particles is produced during these emissions, starting with acceler-
ated electrons that emit photons and, together with the photons, are responsible for an avalanche
of accelerated charges that result on discharges such as the lightning and the phenomenon known
as Terrestrial Gamma ray Flashes. The energy of these photons cover the range of Giant Dipole
Resonance, an interaction which results in the emission of neutrons and protons. This work ana-
lyzes the Terrestrial Gamma ray Flashes both by its hadronic production (neutrons and protons)
and by the electron acceleration that originates them. Monte Carlo simulations are implemented
to investigate the probability of low electric fields driving electrons to runaway state. Such state
is characterized by a higher energy gain due to the electric field than energy loss by collisions. It
is verified a possibility of runaway state with electric fields lower than it was previously observed.
The investigation of the photonuclear reactions were through simulations with Monte Carlo tech-
niques of monodirected beams of photons with energy between 10 and 100 MeV to compare the
detection at ground level of the produced neutrons with the results on the literature, as well as the
neutron and proton production, although there is no record of proton detection yet. The results
shown a comparable production of protons and neutrons, a concentration of the detected neutrons
at a radius of 0.5 km from the simulation symmetry axis and a photon signature (with energy in
the order of 1 MeV) on ground that is produced by the neutrons movement toward the ground due
to collisions with the air.
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1 INTRODUCTION
Earth is an electromagnetic active and dynamic system. From the interaction with Sun,
through the atmospheric particles ionization and reception of energetic radiation; electric cur-
rents at high altitudes such as 100 km; winds and thunderstorms at low altitude (10 km); electro-
magnetic waves propagation between the ground and high atmosphere and electrical discharges
such as lightning, Transient Luminous Events (TLEs) and High Energy Atmospheric Phenomena
(HEAP). The later being the focus of this work.
The atmopshere can be divided according to the temperature behaviour with the altitude: up
to approximatelly 15 km the temperature decreases with altitude, this is the Troposphere; this
layers stops with the Tropopause where is an inflexion point on the temperature and it begins the
increases with the beginning of the Stratosphere, where the ozone layer is deposited, up until 50
km; at higher altitudes, there is the Mesophere with a decrease in temperature again up untill the
next inflexion point at approximatelly 85 km where the Themosphere is extending up to 600 km
with increasing temperature ending at the Exosphere, the final layer that limits the atmosphere
reaching 1000 km. Details on each layer can be explored further in the literature such as Kirchoff
(1991) and Rakov (2002).
There is an atmospheric layer with high free charge density compared with the whole atmo-
sphere – the Ionosphere. It behaves as a plasma with non uniform electric distribution. The
Ionosphere has its base at approximately 100 km but this altitude varies across the globe and also
varies from the day and night side of the Earth. The daily variation happens due the different solar
exposition that provokes ionization in this layer promoting the free electron density. As the day
side is continuously bombarded with radiation, its electron density is higher than the night side
one.
The ground can be considered as a conductor plate if compared with the atmospheric air.
Thus, a system can be modelled with the air as a resistor and the ground with the Ionosphere
a pair of conductors. As a first approximation, this is the Global Electric Circuit (GEC) which
involves factors as the wind, atmospheric composition, landscape and other that origins the whole
electrodinamic phenomenology in air (TURQUETTI, 2016).
In particular, the thunderclouds have a fundamental role in this dynamics. They are composed
by water, in its three physical states, and aerosols – microscopic dust particles. The thundercloud
particles collides due the wind dynamics and become charged promoting a reservoir of charges in
the troposphere and a variety of interactions between different layers of the atmosphere and also
between the atmosphere and the ground.
The thunderclouds, also known as cumulusnimbus, are the origin of the phenomenology stud-
ied in this work. However, they can not produce a sufficiently high electric field to promote the
lightning (COORAY, 2014). Cosmic rays, majorly from the Sun, hit the thundercloud particles
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and promote an avalanche of energetic electrons within the clouds that breaks the air dielectricity
and starts the whole lightning.
Lightnings can occur in many forms. They may be between the clouds (interclouds, IC)
and between the cloud and the ground (cloud-to-ground, CG); they can have both positive and
negative polarity that it is determined by the charge polarity that is transferred. Specifically, the
CG lightnings can also happen both downwards and upwards (COORAY, 2014).
The final stage of the lightning process is called the return stroke. After building the plasma
channel and connecting two different points in the atmosphere, a circuit is built in which charges
flow free (COORAY, 2014).
This plasma channel is opened by a series of accelerated charges avalanches forming a plasma
structure called leader that can independently grow in kilometer scale and moves through the
ionized path (KÖHN, 2014). The leader may also have positive and negative polarity that is
characterized by the net charge in its tip.
The positive and negative leader propagate differently due the difference between the mobility
of negative and positive charges (RAKOV, 2002). The positive leader ionizes the air continuously
because it attracts free electron from the air to the plasma channel promoting its growth. But the
negative leader repels the free electrons and can not grow through the positive ions due to their
large mass.
The negative leader intensely accelerates the free electrons, nearby its tip, that ionize the air
locally and produce a small isolated plasma structure called stem (CELESTIN et al., 2012) that
connects to the leader promoting a step-wise propagation.
The step-wise propagation of the negative leader is the source of an intense bremsstrahlung
radiation with a wide spectrum that may reach MeV energies (KÖHN et al., 2017). The literature
connects these emissions with a possible origin of the Terrestrial Gamma-ray Flashes (TGFs) that
are gamma radiation in the scale of milliseconds related with the thunderclouds (DWYER, 2013;
FISHMAN et al., 1994).
TGFs have a broad spectrum that includes the window of 10-30 MeV. In this energy window
the photons can interact with the air molecules through Giant Dipole Resonance that makes the
nuclei vibrate to the point of atomic fission and liberate neutrons and protons (BALDWIN, 1947).
There are several ground detections of neutrons related with thunderstorms and lightning (e.g.,
SHAH et al., 1985; SHYAM et al., 1999; MARTIN et al. 2010; STARODUBTEV et al. 2012;
GUREVICH et al., 2012; TSUICHYIA et al., 2012; CHILINGARIAN et al., 2012; KOZLOV
et al., 2013; TOROPOV et al., 2013), but there are none proton detections related with these
phenomena up to this date (KÖHN et al., 2017).
This work analyses the TGF phenomenon from two different perspectives: the acceleration of
electrons to the required energies and the chain hadronic production starting from the energetic
photons in the window of the GDR interaction. Both analyses are done by different Monte Carlo
simulations.
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This thesis is organized as the following: the chapter two characterizes the environment in
which these phenomena occur differentiating from the laboratory, the chapter three details the
Monte Carlo analysis process, the chapter four presents a comparison between different Monte
Carlo softwares used to this application. The chapter five is an statistical study on the acceleration
of electrons from thermal energies to the required energies and the chapter six shows the details
of the hadronic production.
3
2 ATMOSPHERICAL ELECTRIC DYNAMICS
2.1 ATMOSPHERIC PLASMA
Plasma is a state of matter compounded by a mixture of free electrons and ions, it can be
achieved by heating enough a gas so that the electrons are liberated from the neutral molecules.
It can be fully ionized, as the solar plasma, or partially ionized as in laboratories (PIEL, 2010).
The plasma mathematical treatment inherits characteristics of the neutral gas formalism. There
are many degrees of freedom in plasma state. But, the electromagnetic forces between the parti-
cles themselves and between particles and the external fields imply in a series of particularities.
The existence of free charges promotes a highly dynamic ambient. Impact ionization and
photoionization act as source of free charges while recombination may neutralize particles acting
as a sink mechanism for free charges (PIEL, 2010).























+ (v.∇)f + (a.∇)f = 0. (2.2)
for such, f is the distribution function which is relative to time (t), space (x) and velocity (v).
The total derivative consists of a partial derivative of the function f in time, a term with the
particles velocities and another term with the particles acceleration. The later includes external
forces. Here, differently from the neutral gas, the forces are the sum of any mechanical external
force and the Lorentz terms. The Equation 2.2, including electromagnetic acceleration, is the
Vlasov equation and represents a non-collisional plasma with zero variation on the number of
particles.
The equations of continuity, momentum and energy conservation can be derived from 2.2.
These equations are respectively the statistical moments of zero, first and second order (BITTEN-
COURT, 2004).
As in the neutral gas formalism, the statistical mechanics approach is important in plasma.
Results can be obtained based in variations of the Maxwell-Boltzmann distribution 2.3 which is
the equilibrium solution for the Boltzmann equation,








where Z is a normalization factor, T is the gas temperature, kB is the Boltzmann constant;
vi are the velocity components of the gas and m, the particles mass. The Maxwell-Boltzmann
distribution is often used to describe the free particles velocities (PIEL, 2010). Adaptations can
be made to charge particles.
Although the particles react collectively to the electromagnetic forces, a shielding process
occurs due to the thermical movement in plasma. The Debye mean free path, λD, measures
how distant the particles can be, on average, and still behave as neutral and free, i.e., without
a significant electromagnetic interaction between themselves. λD can be derived from the the









The subindex ’i’ is referred to ion while the subindex ’e’ refers to electrons; n is the particles
densities within the plasma. ε0 and e are respectively, the electric permissitivity of vacuum and
electron charge.
A collision term included at Equation 2.1 presents the necessity to specify its form which
varies with the problem context. The distribution 2.3 satisfy the Vlasov equation, thus it is an
usual tool to approximations on the collision term through the Krooks formalism (BITTEN-














In this approximation, the collision term is treated as a small variation from the equilibrium
function, fmax, resulting into the form 2.7. An arbitrary distribution function is given by this
small perturbation f(0) which decays with a characteristic time τ into the equilibrium function.
There are plasmas in diverse conditions along the atmosphere. The ionosphere, at 100 km
high, have a total density in the order of 10−10 g.cm−3(MSIS-E-901) and a Total Electronic Con-
tent (TEC) to the order of 1016 m−2 (National Oceanic and Atmospheric Administration, NOAA2)
which represents an unit of TEC called Total Electronic Content Unit (TECU). Those character-
istic density numbers allow the ionospheric plasma to be treated as non-collisional which differ




Electrical discharges, such as TLEs and lightning, are produced by collisional processes and
are highly dynamic with a small time scale (COORAY, 2014). Those characteristics impose
difficulties to the traditional MHD treatment to plasma channel physics.
The Krooks approach is not adequate to treat such phenomena due the number of variables
that they depend. Thus, more accurate techniques are necessary. The Monte Carlo process is then
adopted by several works to describe the initial moments of the discharge.
2.2 ELECTRICAL DISCHARGES
Lightning are electrical discharges that may occur in the low atmosphere when the electric
field produced by the charges within the thundercloud is high enough to break the dielectricity of
air, the so called electrical breakdown
Dubinova et al. (2015) showed that the electrical discharge may start with electric fields below
the breakdown threshold due to the time scale of electric field variations and the response time of
the ice particles that is not fast enough to resist the air breakdown.
The lightning initial stages are the construction of a ionized path to the electrical current flow
through the plasma channel. A structure called streamer begins the path ionization. It is a self
propagating discharge that ionize the air due to the intense electric field in its tip establishing a
conducting channel to the leader propagation (KÖHN, 2014).
IC discharges represent 90% of all lightning and may extend through several tens of kilometers
as shown by radio waves mapping. On the other hand, CG discharges have a estimated length of
5 km which is the average cloud to ground distance (RAKOV, 2002).
Within the number of CG discharges, 90% are negative and the remaining 10% are dominated
by positive discharges; both from the clouds to the ground. A small fraction occurs from the
ground to the clouds. The upward discharges require a high object as a TV tower (SABA et al.,
2016) that stimulates the creation of the conducting plasma channel from its tip to the cloud base
(RAKOV, 2002).
The lightning process has a time scale of milliseconds. IC discharges are observed to have
continuous and long current with peaks of some kA. Most of negative CG discharges present a
short signal of continuous current followed by several peaks due to a discharge multiplicity that
flows through the opened plasma channel. Meanwhile, the positive CG discharges usually present
a single intense peak of continuous current. The discharges from the ground to the clouds show a
long and intense continuous current with few peaks (COORAY, 2014).
The Optical Transient Detector (OTD) is a global satellite system launched in 1995 to record
the lightning global rate. The observations showed an average yearly rate of 44.5 flash per second.
The Figure 2.1 shows the flash density around the globe with a peak at the Congo Basin. 78%
of the recorded flashes occur between 30o south and 30o north in latitude with a ratio of 10:1
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between the discharges at continent and ocean (CHRISTIAN et al., 2003).
Figure 2.1: Yearly lightning rate around the globe.
FROM: Christian et al., 2003.
2.3 HIGH ENERGY EMISSIONS
In 1925, C.T.R. Wilson proposed that thunderstorms could emit a "measurable amount of
extremely penetrating radiation of β or γ type" (WILSON, 1925), about 60 years before such
radiation was observed from the atmosphere and from space (PARKS et al., 1981; FISHMAN et
al., 1994; WILLIAMS, 2010). This, and subsequent observations and modeling are now being
investigated withing the field of High Energy Atmospheric Physics (HEAP). A review is provided
by Dwyer et al. (2012).
Observationally different types of high energy emissions have been identified coming from
thunderclouds, naturally categorized by duration. Microsecond-long burst of photons, which were
first observed from space (FISHMAN et al., 1994; GREFENSTETTE et al., 2008; MARISALDI
et al., 2014; ROBERTS et al., 2018), are known as Terrestrial Gamma-ray Flashes (TGFs). TGFs
also produce bursts of electron and positrons (DWYER et al., 2008; BRIGGS et al., 2011; SAR-
RIA et al., 2016) that follow the geomagnetic field lines into space and show longer durations.
Two space missions specifically designed to study TGFs and related phenomena will provide new
observations in the near future : ASIM (Atmosphere-Space Interaction Monitor) (NEUBERT et
al., 2006), successfully launched in April 2018; and TARANIS (Tool for the Analysis of Radia-
tion from lightning and Sprites) (LEFEUVRE et al., 2009; SARRIA et al., 2017).
Seconds to minutes or even hours long X and gamma radiation have been observed on ground,
from balloons and aircraft, by(MCCARTHY AND PARKS, 1985; EACK et al., 1996; TORII
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et al., 2002; TSUCHIYA et al., 2007; ADACHI et al., 2008; CHILINGARIAN et al., 2010,
2011; KELLEY et al., 2015; DWYER et al., 2015; KOCHKIN et al., 2017, 2018), which are
called gamma-ray glows or thunderstorm ground enhancements. Some modeling attempts of
both gamma ray and electron observations are also presented in Chilingarian et al. (2012).
TGFs were predicted to create a neutron emission on the millisecond duration, with associated
isotope production (BABICH, 2006). Such emission was observed from the ground (BOWERS
et al., 2017; TERUAKI et al., 2017). A similar phenomenon was modeled at higher altitudes by
(RUTJES et al., 2017), that also proposed to call it "TGF afterglow".
Following the idea of Wilson (1925), high energy X and gamma radiation are created by
runaway electrons, which may further grow by the effect of Møller scattering in the form of
so called relativistic runaway electron avalanches (RREAs) (GUREVICH et al., 1992). For the
multiplication to occurre, a threshold electric field of Eth = 0.28 MV/m (at STP) is required
(BABICH et al., 2004A; DWYER, 2003).
The difference in duration between TGFs and gamma-ray glows can be explained by two pos-
sible scenarios to create runaway electrons, which is traditionally illustrated using the average
energy-loss or friction curve (see, e.g., figure 1 of Dwyer et al., 2012). In this curve, there is
a maximum at around ε ≈ 123 eV, illustrating the scenario that for electric fields higher than
a critical electric field, of Ec ≈ 26 MV/m at standard temperature and pressure (STP), ther-
mal electrons can be accelerated into runaway regime, described in the so-called Cold Runaway
theory (GUREVICH, 1961). The effective value of Ec may be significantly lower, as electrons
could overcome the friction barrier due to their intrinsic random interactions(LEHTINEN et al.,
1999; LI et al., 2009; LIU et al., 2016; CHANRION et al., 2016) Cold Runaway could happen
in the streamer phase (MOSS et al., 2006; LI et al., 2009; CHANRION AND NEUBERT, 2010)
or leader phase (CELESTIN AND PASKO, 2011; CELESTIN et al., 2012; CHANRION et al.,
2014; KÖHN et al., 2014, 2017; KÖHN AND EBERT, 2015) of a transient discharge, explaining
the high energy electron seeding that will evolve to RREAs and produce gamma-rays by brem-
strahlung emission from the accelerated electrons. The cold runaway mechanism may be further
investigated with laboratory experiments, in high voltage and pulsed plasma technology, and may
be linked to the not fully understood x-ray emissions that have been observed during nanosecond
pulsed discharges and the formation of long sparks, (RAHMAN et al., 2008; DWYER et al.,
2008; SHAO et al., 2011; KOCHKIN et al., 2016, and references therein), with different possible
production mechanism that were proposed and tested using analytical modeling (COORAY et
al., 2009) and computer simulations (IHADDADENE AND CELESTIN, 2015; LUQUE, 2017;
LEHTINEN AND ØSTGAARD, 2018). Alternatively, the relativistic feedback discharge model
is also proposed to explain TGF production using large scale and high potential electric fields
(DWYER, 2012), where the RREA initial seeding may be provided by cosmic-ray secondaries,
background radiation, or cold runaway (DWYER, 2008).
For fields significantly below the thermal runaway critical electric field Ec ≈ 26 MV/m but
above the RREA threshold electric field of Eth = 0.28 MV/m (at STP), runaway behaviour is
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still observed in detailed Monte Carlo studies (see Dwyer et al., 2012, and references therein). At
thundercloud altitudes, cosmic particles create energetic electrons that could runaway in patches
of the thundercloud where the electric field satisfies this criterion. RREAs are then formed if space
permits and could be sustained with feedback of photons and positrons creating new avalanches
(BABICH et al., 2005; DWYER, 2007, 2012). Gamma-ray glows could be explained by this
mechanism, as they are observed irrespectively of lightning or observed to be terminated by
lightning (MCCARTHY AND PARKS, 1985; CHILINGARIAN et al., 2015; KELLEY et al.,
2015; KOCHKIN et al., 2017). The fact that gamma-ray glows are not (necessarily) accompa-
nied by classical discharges, results in the conclusion that the electric fields causing them are
usually also below the conventional breakdown. The conventional (or classical) breakdown field,
of Ek ≈ 3.0 MV/m (at STP), is where low energy electrons (< 123 eV) exponentially grow in
number, as ionisation overcomes attachment.
2.4 GLOBAL ELECTRIC CIRCUIT
There are spatially local and global parts in GEC. While thunderstorms and lightnings are
local with lengths of some kilometers, there are radio waves emitted by lightning that surrounds
the globe through the conducting cavity between the ground and ionosphere; electric currents due
the charge movement in the ionosphere (so called ionospheric currents) that have a global length
scale.
The geometry formed by the ground and the ionosphere allows the system to be seen as a
spherical capacitor providing a characteristic time scale due the air resistance. Phenomena with a
faster time scale are considered in the regime of alternate current while events with a longer time
scale are considered in the continuous current regime (TURQUETTI et al., 2016).
The phenomena classification can be seen in the Figure 2.2. The vertical line indicates the
spherical capacitor characteristic time scale and processes to the left are considered in the alternate
current regime while to the right the continuous current regime.
A large energy window is covered in the CEG. Lightning emits from radio waves to gamma-
rays. The pairs electron-positron present in TGFs reach the ionosphere and are capable of follow-
ing the magnetic field lines and may be detected far away from the emission point. Thus, there
are energies from the sub-thermal regime (less than 0.025 eV) up to energies in which anti-matter
creation or nuclear fission are possible, reaching up to 100 MeV (TAVANI et al., 2011). The
cosmic rays present energies that reaches 1021 eV though the average cosmic ray energies have
1015 eV (KOTERA et al., 2011).
The Sun radiation is responsable for a large portion of the ionosphere free charge density. The
air density and composition vary significantly with the altitude promoting differences in the TEC
profile and creates different layers in the ionosphere (BRUM, 2005).
Those layers are marked by peaks in TEC (SHUNK, 2009). The ionosphere constitutes an
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Figure 2.2: Time scales, Source: Turquetti et al., 2016
anisotropic environment with non-homogeneous conductivity creating diverse electrical current
patterns through the globe that produce effects in the geomagnetic field (KIRCHOFF, 1991).
Different bands of the electromagnetic spectrum penetrate the ionosphere down to different
altitudes. The lowest layer, so called D, is characterized by the presence of negative ions and the
lowest TEC peak; the E layer located upper presents a high conductivity and the F layer (uppest
of all) is characterized by three sublayers (F1, F2, F3). F1 Being a transition layer between E
and F due to differences on the TEC; F2 shows the largest TEC peak with an ion dominance of
atomic oxygen and F3 which is a layer that appear at regions of low and medium latitudes due to
a radiation peak in those regions (BATISTA et al., 2003).
The electronic density profile presents an intense daily cycle since the sun acts as a source. At
the night side there is a large decay in the electronic density that vanishes the D and E ionospheric
layers and all the sublayers (F1, F2, F3) become a single F layer. An effect that also changes the
whole electrical current dynamics in the atmosphere.
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3 MONTE CARLO METHOD IN THE MOTION OF
PARTICLES
The Monte Carlo method is a technique to simulate a mathematical or physical experiment
based on statistics and sampling random numbers from probability functions. In this work, sev-
eral Monte Carlo programs have been used to simulate the motion and collisions of neutral and
charged particles in a given ambient. The randomness, in this background, comes from the inter-
actions that each particle is able to do with the environment. Each interactions has a probability
to occur related to the respective cross section. The sum of all cross sections is inversely propor-
tional to the particles mean free path which dictates how much space it is going to be travelled
between collisions (here, the code would be space-oriented), this distance can also be interpreted
as time between collisions if, instead of the mean free path, the collision frequency is used making
the code be time-oriented.
Results from Monte Carlo methods comes from a large statistical sample and require a consid-
erable experimental repetition or, in this case, a considerable number of primary particles. Since
it is based on probability, a variety of outcomes is possible and a small statistical sample may not
show rare events.
3.1 RANDOM NUMBERS
It is important to understand the concept of random variable to be able to make better use of
Monte Carlo methods as the core of these methods is this kind of variable. They may be discrete
or continuous, a random variable X will be discrete if it can assume values from a countable set
with certain probability and will be continuous if it can assume any value in an interval of real
numbers, a countless set, with certain probability (MAGALHÃES, 2004).The random variables
in the simulations are the pseudo-random numbers generated computationally in the sampling
process.
A function that determines for each of its variables a probability is the probability function,
these functions follow a set of axioms of always be positive or equal to zero, i.e., there is not a
negative probability and the sum of the probabilities of all possible results is equal to 1. Since
the probabilities are normalized and 1 basically represents a event that will happen for sure and
0 probability represents an event that will not happen, in the discrete case this sum is straight
forward but in the continuous case the sum is done by a normalized integral over all the real
numbers, i. e., from minus to plus infinity.
The cross sections play a central role as they will be the main term of the probability distri-
bution function to determine the collision occurrence and its parameters. Since the microscopical
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cross sections do not carry information about the medium density, which plays a significant role
in the collisions determination, it is required a function involving these both concepts in order to
do this evaluation.
3.1.1 Sampling random numbers process
In the codes used there is an intrinsic need to extract random numbers from distributions, this
can be used for example as a way to randomly decide the occurrence of a collision in a particle
code if the cross sections are used as part of the probability distributions in this case.
In order to draw random numbers within a determined distribution is commonly used the
rejection method. It is based on the comparison between a point of the distribution and a random
point on the plane, the distribution point determination has to be random so it is done by drawing
a random number within the distribution range in the abscissa axis which will correspond to a
ordinate value of the distribution forming a (x, y) pair.
Since the x point is randomly determined, there is a need to randomly determine a yr point to
be compared with the y value of the distribution, this is done by finding the maximum value of
the distribution to have a range of possible values for the distribution and yr is drawn from this
range. Finally the points (x, y) and (x, yr) are compared and if (x, yr) is below (x, y) the number
is accepted and count as a hit, there is no need to normalize the distribution but is required that
the distribution be positive at all points and with no anomalous point in the set range.
The Figure 3.1 illustrates the rejection method in both situations, in this case, the point 2 is
rejected and the point 1 is accepted as a hit as the point 1 is below to the point (x, y) and the
point to is above the point (x’, y’), both x and x’ coordinate are randomly drawn within the valid
range of the function and the coordinates yr and yr’ are randomly drawn between zero and the
maximum value of the function.
This method is very well spread because of its simplicity, as no integration is need and if the
distribution is given the method is immediate. The downside of this process is the low efficiency,
in a series of iterations only a small fraction count as a success in this method.
Through the rejection method, several parameters will be determined in this work. It will be
extensively used together with the cross sections and another probability distribution functions
to promote all the particle propagation through the simulation and it will coordinate the particles
interaction.
3.1.2 Cross sections
The particle code implies in several collisions, to simulate the neutron’s path through the
atmosphere it is necessary to have a comparative measure of how much the neutrons collide in
each energy. Scattering cross section (σ) of a system is defined by its ability on scatter particles
for a given flux (ψ) in Equation 3.1 (CELOTTA et al., 1986), as the flux is defined as the number
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Figure 3.1: Illustration of rejection sampling method. The sampled points are shown with color; the green point
indicates an acceptance while the blue point is rejected.






The cross section has dimension of area, thus N is the number of particles scattered per
second, since it represents the system it is called the total cross section which depends on the
size of the system. In the case of this work it is used cross section data of interactions between
neutrons, photons, electrons and atmospheric gases represented by nitrogen gas and oxygen gas.
This measure is available in data-bases such as the ENDF-7 library1, Lxcat2 and in the GEANT4
(CARLSON, 2010) and others (BERMAN, 1975) these data are used in the Monte Carlo approach
to evaluate the occurrence of a collision and its angular distribution.
It is important to have information about the scattering angular dependence, for this purpose




et al., 1986), following the idea of differential cross sections it is also important to see the cross
section energy dependence, which can be shown as Equation 3.3 the partial differential cross













It is clear the statistical nature of the cross sections and their differentials, hereNdΩ is Number
of particles scattered per second into solid angle dΩ and NdΩ,dE is Number of particles scattered
per sec with energy in [E,E+dE] into solid angle dΩ, they are used in the Monte Carlo method as
part of the probability distribution functions that will be sampled in order to allow or not a random
collision to happen. They are also used to determine in a random manner the characteristics of
the collision outcome such as scattering angle and final energy of the particles in the interaction.
3.2 MOTION ALGORITHM
Particles will always move accordingly the external forces. In our environment, the charged
particles will have influence of electromagnetic fields and collisions while the neutral ones scatter








F = qE + qv ×B + δ(ε). (3.5)
Where E and B are the electromagnetic field and δ is the generalized term for the random col-
lisions as a function of energy ε. The need for relativistic corrections will happen and a particle’s
kinetic energy meets the condition,
ε mr, (3.6)
in which mr is the rest energy.
Between collisions, at each computational step, the energies are updated according to the
external forces. A collision is determined randomly based on the mean free path or collision
frequency of each particle within the medium.

























Where λ and ν are, respectivelly, the mean free paths and the collision frequencies. The
system in Equations 3.7 and 3.8 is for a medium with a gases and b possible interactions where
nj is the partial density for each gas.
Once there is a collision occur, the type of interaction is decided by a similar fashion with
random numbers sampling based on the relative value of each cross section to the total cross
section.
The simulation step can be based on the mean free path or the collision frequency and then it
will be space-oriented (if based on the mean free path) or time-oriented (if based on the collision
frequency). Hence the simulation step length can be determined with a random variable between
0 and 1 as follows:
l = −ln(η)λT (3.9)
and
τ = −ln(η)/νT . (3.10)
Where l and t are the step length in space and time respectively and η is the sampled random
number.
Different Monte Carlo simulations can also define their step by a fixed value, generally smaller
than the time step or mean free path of interest in the problem, and produce a large amount of data
for each step; the so-called null collision method. The name null collision is given because, for
computational purposes, the particles are all colliding in a fixed step but in some of these collisions
there are no updates, necessarily. It is widely used to have more accuracy in the particles motion
relatively to the geometric boundaries.
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In this chapter, we benchmark the performance of the Monte Carlo codes Geant4, EGS5
and FLUKA developed in other fields of physics and of the custom-made codes GRRR and
MC-PEPTITA against each other within the parameter regime relevant for high energy atmo-
spheric physics. We focus on basic tests, namely on the evolution of monoenergetic and di-
rected beams of electrons,positrons and photons with kinetic energies between 100 keV and
40 MeV through homogeneous air in the absence of electric and magnetic fields, using a low
energy cutoff of 50 keV.We discuss important differences between the results of the different
codes and provide plausible explanations. We also test the computational performance of the
codes. Furthermore, we provide comparisons with active electric field for three codes used by the
community: Geant4, GRanada Relativistic Runaway simulator (GRRR)and Runaway Electron
Avalanche Model (REAM) – to simulate RREAs.
For the comparisons with active electric field, we first present our theoretical description of the
RREA process, which is based on and incremented over previous published works. This analysis
confirmed that the avalanche is mainly driven by electric fields and the ionisation and scattering
processes determining the minimum energy of electrons that can run away, which was found to be
above≈ 10 keV for any fields up to the classical breakdown field.To investigate this point further,
we then evaluated the probability to produce a RREA as a function of the initial electron energy
and of the magnitude of the electric field. We found that the stepping methodology in the particle
simulation has to be set up very carefully in Geant4. For example, a too-large step size can lead
to an avalanche probability reduced by a factor of 10 or to a 40 % overestimation of the average
electron energy. When properly set up, both Geant4 models show an overall good agreement
(within ≈ 10 %) with REAM and GRRR. Furthermore, the probability that particles below 10
keV accelerate and participate in the high-energy radiation is found to be negligible for electric
fields below the classical breakdown value. The added value of accurately tracking low-energy
particles (< 10 keV) is minor and mainly visible for fields above 2 MVm1 .
1This chapter is a version and combination of such publications: Evaluation of Monte Carlo tools for high energy atmospheric
physics, C. Rutjes, D. Sarria, A.B. Skeltved, A. Luque, G. Diniz, N. Ostgaard, U. Ebert, Geosci. Model Dev. 9, 3961 - 3974
(2016), doi:10.5194/gmd-9-3961-2016 and Evaluation of Monte Carlo tools for high-energy atmospheric physics II: relativistic
runaway electron avalanches, David Sarria, Casper Rutjes, Gabriel Diniz, Alejandro Luque, Kevin M. A. Ihaddadene, Joseph R.
Dwyer, Nikolai Ostgaard, Alexander B. Skeltved, Ivan S. Ferreira, Ute Ebert, Geosci. Model Dev. (GMD) 11, 4515-4535 (2018),
doi: https://doi.org/10.5194/gmd-11-4515-2018,
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In a second simulation set-up, we compared the physical characteristics of the avalanches
produced by the four models: avalanche (time and length) scales, convergence time to a self-
similar state and energy spectra of photons and electrons. The two Geant4 models and REAM
showed good agreement on all parameters we tested. GRRR was also found to be consistent with
the other codes, except for the electron energy spectra. That is probably because GRRR does
not include straggling for the radiative and ionisation energy losses; hence, implementing these
two processes is of primary importance to produce accurate RREA spectra. Including precise
modelling of the interactions of particles below 10 keV (e.g. by taking into account molecular
binding energy of secondary electrons for impact ionisation) also produced only small differences
in the recorded spectra.
4.1.1 The multiple scales in energy and length
There are two basic problems for simulating these high energy phenomena in our atmosphere,
related to the wide range of scales in energy and length. First, the models have to bridge energy
scales from tens of MeV down to thermal energies of tens of meV (300 K → 0.03 eV), i.e.,
over 9 orders of magnitude. At the upper edge of this energy range, models developed by the
high energy physics community (e.g., for CERN) exist where it should be noted that they were
originally developed for even higher particle energies, and for the interaction of energetic particles
with metals rather than with air – though radiation medicine now also develops models for the
penetration of energetic radiation into biological tissue (ANDREO,1991; SEMPAU et al., 2001;
CARRIER et al., 2004), which consists mostly of similarly light molecules as air, but in the liquid
rather than the gaseous state. In the low energy regime, models by the low temperature plasma
physics community should be used, with cross sections listed, e.g., on the community web page
(PANCHESHNYI et al., 2012).
Second, in particular for cold runaway models, there are two widely separated spatial scales:
the source region with high and time-dependent self-consistent electrodynamic fields where elec-
trons are accelerated, and the wide propagation distances from the source to detectors in space or
on the ground where electric fields can be neglected.
For the first comparison, without electric field, we focus on the second problem, namely the
beam propagation towards detectors where the final products are characterized by energy spectra
and arrival times, and the source properties must be reconstructed from this data, e.g., in the work
by Østgaard et al. (2008). Accurately modeling the transport from the source to the very remote
detector is, together with some knowledge of the source, thus very important to deduce production
altitude, beaming angle or light curves of TGFs and associated electron beams from space data
(DWYER AND SMITH, 2005; CARLSON et al., 2007; HAZELTON et al., 2009; DWYER et
al., 2008B; SARRIA et al., 2016).
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4.1.2 Theoretical understanding of RREAs
In the energy regime of a kilo-electronvolt (keV) to a hundred of mega-electronvolts (MeV),
the evolution of electrons is mostly driven by electron impact ionisation (LANDAU et al., 2013),
as this energy loss channel is much larger than the radiative (bremsstrahlung) energy loss. How-
ever, the bremsstrahlung process does impact the shape of the electron energy spectrum, that can
be understood by the straggling effect, that is discussed in the next section. When the electric
field is below the classical breakdown Ek ≈ 3.0 MV/m (at STP), the system can be simplified,
because the effect of the electrons below a certain energy can be neglected, in particular the pop-
ulation that would otherwise (if E > Ek) multiply exponentially and have an important effect
on the electric field. The part of the electron population that decelerates, and eventually attaches,
cannot contribute to the production of the high energy radiation. Let εmin2 be the minimum energy
for a secondary electron to have a chance to runaway, thus participate to the production of high
energy radiation. The subscript index i = 2 indicates a secondary electron. A precise value of
εmin2 will be evaluated in section 3 with the help of simulations, but, by looking at the friction
curve, one can guess it is located in the keV to tens of keV energy regime (DWYER et al.,2012).
As almost all energy loss of ionisation is going into producing secondary electrons of lower en-
ergy (ε2 . 200 eV), it is reasonable to approximate that channel as a continuous energy loss, or
friction.
In the case of electric fields above the RREA threshold (Eth = 0.28 MV/m at STP), the elec-
trons, when considered as a population, will undergo avalanche multiplication. Some individual
electrons do not survive (because there can be hard bremsstrahlung or ionisation collisions that
will remove enough energy to get below εmin2 ), but the ensemble grows exponentially as new elec-
trons keep being generated from the ionisation collisions on air molecules, including a fraction
with energy larger than εmin2 . The production of secondaries with energies much larger than the
ionisation threshold (a few kilo-electronvolts being a reasonable value), can be described using
the Møller cross section, which is the exact solution for a free-free electron-electron interaction
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where Z is the number of electrons in the molecule, the index i = 1 indicates the primary
electron, i = 2 the secondary, γi is the Lorentz factor, δi = γi − 1 = εi/(mec2) is the kinetic




is the classical electron radius. In the case δ2  γ1 − 1 and δ2  1, we observe that the term











with β1 = v1/c the velocity of the primary particle. Integrating equation (4.2) from δ2 to the









using again ε2  ε1. The remaining sensitivity of σprod in units of area to the primary particle
is given by the the factor β21 which converges strongly to 1 as the mean energy of the primary
electrons exceeds 1 MeV. In other words, as the mean energy of the electrons grows towards even
more relativistic energies, the production rate σprod becomes independent of the energy spectrum.
For illustrative purposes, we now consider the one dimensional deterministic case, which re-
sults in an analytical solution of the electron energy spectrum. We make the system deterministic
by assuming that the differential cross section is a delta-function at εmin2 (the minimum energy at
which a secondary electron can runaway) and use Λprod = 1Nσprod as the constant collision length,
with N the air number density. In other words, every length Λprod a secondary electron of energy
εmin2 is produced. The derivation below is close to what was presented by Celestin and Pasko
(2010), Dwyer et al. (2012), Skeltved et al. (2014) and references therein.
Consider a population of electrons in one dimension with space-coordinate z, a homogeneous
and constant electric field E above the RREA threshold and a friction force F (ε). The minimum
energy εmin2 at which an electron can runaway is given by the requirement F (ε
min
2 ) ≈ q E (where
q is the elementary charge), that is to say εmin2 = function(F,E) is constant. Assuming that
the mean energy of the ensemble is relativistic results in a constant production rate Λprod =







While in energy, the differential equation is given by the net force,
dε
dz
= qE − F (ε). (4.5)
















Λprod(qE − F (ε))
fe. (4.7)
For the largest part of the energy spectrum, specifically above 0.511 MeV and below 100 MeV,
F (ε) is not sensitive to ε (e.g. see Rutjes et al., 2016). Only at around ε ≈ 100 MeV electron
energy F (ε) starts increasing again because of the bremsstrahlung process. Thus, one may assume
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with the exponential shape parameter and approximated average energy ε̄(E) given by,
ε̄(E) = Λprod(qE − F ). (4.9)




(qE − F ), (4.10)
with β the velocity v/c of the RREA avalanche front. For the 1-d case there is no momentum-
loss or diffusion, so β ≈ 1. Note that Λprod depends on εmin2 (the minimum energy at which a
secondary electron can runaway), which depends on the electric field E as that determines the
minimum electron energy that can go into runaway. In this analysis, we illustrate with equations
4.8 and 4.9, that the full RREA characteristics, such as the mean energy ε̄ or the collision length
Λprod (directly related to the avalanche length scale λ discussed in section 4.12.1) are driven by
processes determining εmin2 .
In reality there are important differences compared to the one dimensional deterministic case
described previously, which we propose to discuss qualitatively for understanding the Monte
Carlo simulations evaluated in this study. During collisions, electrons deviate from the path par-
allel to E. Therefore in general, electrons experience a reduced net electric field as the cosine
function of the opening angle θ, which reduces the net force to qE cos(θ) − F and thereby the
mean energy ε̄ of equation 4.9. In reality the 3D scattering (with angle parameter θ) changes of
the path of the particle. Although the velocity remains still close to c (as the mean energy is still
larger than several MeV), the RREA front velocity parallel to the electric field (E) is reduced
again because of the opening angle as function of its cosine:
β‖ = β cos(θ), (4.11)
which also reduces the mean energy ε̄. Note that θ is not a constant and may change with each
collision. Equivalently the avalanche scale length Λprod in 3-D changes to≈ Λprod×cos(θ). How-
ever, most importantly, the momentum-loss of the lower energetic electrons results in a significant
increase of εmin2 , as it is much harder for electrons to runaway. The increase of ε
min
2 significantly
increases Λprod and thereby increases the characteristic mean energy ε̄. On the other hand, the
stochasticity creates an interval of possible energies εmin2 that can runaway with a certain proba-
bility and for thin targets a straggling effect (RUTJES et al., 2016). A recent article discussed the
influence of the angular scattering of electrons on the runaway threshold in air (CHANRION et
al., 2016).
The effects discussed above prevent a straight forward analytical derivation of the RREA char-
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acteristics in 3 dimensions, but what remains is the important notion that the physics is completely
driven by the intermediate energy electron production. "Intermediate" means they are far above
ionisation threshold ( 123 eV) but much below relativistic energies ( 1 MeV). The parametri-
sation of the electron energy spectrum, given by equation 4.9 turns out to be an accurate empirical
fit, as it was already shown in Celestin and Pasko (2010), Dwyer et al. (2012), Skeltved et al.
(2014) and references therein. Nevertheless in these works λmin(E), or equivalently the velocity
over collision frequency βc/νprod, is fitted by numerical Monte Carlo studies and the final direct
relation to εmin2 is not executed. Celestin et al. (2010) calculated that ν
prod(E) ∝ E, thus explains
why ε̄(E) must saturate to constant value. Celestin et al. (2010) argue that εmin2 (E) is given by
the deterministic friction curve F , for which they use the Bethe’s formula and an integration of a
more sophisticated electron impact ionisation cross section (RBEB) including molecular effects,
but that is only true in one dimension without stochastic fluctuations. Other attempts to simulate
RREA by solving the kinetic equation instead of using Monte-Carlo methods are presented in
Roussel et al. (1994), Gurevich et al. (1998), Babich et al. (2001) and references therein. An
analytical approach is provided by Cramer et al. (2014).
4.2 FIELD-FREE COMPARISON
To model particle beams in air far from the source, some researchers use general purpose
Monte Carlo (MC) codes developed by large collaborations like geant4 (used by CARLSON et
al. (2011) and by SKELTVED et al. (2014)) or FLUKA (used by DUBINOVA et al. (2015)).
On the other hand, to model, e.g., the radiation sources with their external or even self-consistent
time dependent electric fields, other researchers develop custom made codes in small groups or
as individuals, where the cross sections and numerical methods may come from already validated
theory (e.g. SARRIA et al.,2015), or include new physical insights (e.g. KOHN et al., 2014).
While they are necessary for the understanding of the full physical phenomena, custom made
codes are difficult to validate, especially if they are not made available by open access. Differ-
ences between one code and another may be explained by at least the following four factors:
• The choice of the included physics, as a compromise between correctness and feasibility.
• Cross sections, that can come from theory, measurements or both. In most cases the cross
section data has a certain uncertainty.
• Numerical and coded implementation, e.g. numerical integrations, interpolations, roundoff
errors and bugs.
• The performance, as faster codes can run more particles in the same time, which results in
more accurate statistics.
Even if it is possible in principle to determine the differences between the physical models and
between the numerical methods, it may be very complicated (if not impossible)
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• to estimate the uncertainties associated with a certain choice of physical models,
• to estimate the uncertainty propagation and accumulation of all input through the full mul-
tiscale models, and
• to review all source codes (if available) to find any mistakes and possible numerical prob-
lems.
Therefore, we here strive to provide a comparison standard for the particle codes, as simple
and as informative as possible, by only considering their physical outputs. We have chosen stan-
dard tests for the core parts of all codes: the evolution of monoenergetic and monodirectional
beams of photons, electrons and positrons through homogeneous air and without electric or mag-
netic fields. We elaborate our standard tests in the methodology section 4.5.
The targeted energy interval for high energy atmospheric physics in this study is from tens of
keV to tens of MeV, bounded above by the expected maximal energy in a TGF [REF]. The low
energy cut-off is chosen for two reasons:
1. The codes developed for accelerator or cosmic-ray applications use typical energies well
above 1 MeV, larger than the rest mass of electrons and positrons. For these energies rela-
tivistic approximations are accurate, ionization potentials are negligible, and electron impact
ionization is essentially a free-free elastic collision (i.e., similar to a collision of two free
electrons). These approximations limit the validity of the codes at lower energies.
2. The mean free path of particles decreases and the number of particles increases with de-
creasing energy. Simulating with or without a low energy cut-off can make a difference
of minutes to months of simulation time. Therefore a low energy cut-off is wanted for
computational reasons.
The different implementations of the low energy cut-off, as reviewed in Sect. 4.4 cause significant
differences in the results, see Sect. 4.6. These differences increase when electric fields are added,
see Sect. 4.7.
This comparison is organized as follows: Sects. 4.3 and 4.4 review the particle interactions
and the codes included in this study. Sect. 4.5 describes the methodology we used to compare
the codes. Sect. 4.6 contains a discussion of important differences between the results of the
tested codes, and in Sect. 4.7 the implications of adding electric fields are discussed. Finally we
conclude and give a list of recommendations for High Energy Atmospheric Physics simulations
in Sect. 4.7.
4.3 OVERVIEW OF INTERACTIONS AND APPROXIMATIONS
In High Energy Atmospheric Physics (HEAP) it is usually assumed that the density of the
considered high energy particles is too low to directly interact which each other, therefore they
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only interact with the background medium which here are the air molecules. In addition for some
‘self-consistent’ codes, like GRRR (see Sect. 4.4.1), charged particles can interact non-locally
due to the electric fields they produce. But for the present study these interactions are turned off,
resulting in a linear problem. This means that the number of particles at the end of the beam
is proportional to the particle number in the initial beam, and that different beams simply add
up according to the superposition principle. Below we summarize the interactions considered
for electrons, positrons and photons in HEAP. In these interactions the target molecule M and
its resulting state are explicitly given, but for the MC model of the high energy particles, these
molecules (or ions) act as a random background.
4.3.1 Electrons and positrons
Electrons and positrons above 50 keV (which is the low energy cut-off in our study) behave
almost identically; they scatter elastically on molecules M, they ionize them, and they create
bremsstrahlung on collisions with molecules:
e± + M→

e± + M, elastic (Rutherford),
e± + e− + M+, ionization,
e± + γ + M, bremsstrahlung,
(4.12)
with cross sections that only slightly dependent on the incoming particle type.
In addition, when positrons come to rest, they annihilate,
e+ + M→ 2γ + M+, annihilation, (4.13)
and produce two photons of 511 keV. The standard implementation is that, when a positron drops
below the low energy cut-off, it comes at rest immediately (in space and time). In reality the
positron will come to rest over some distance and time, forming positronium (e.g. an e−e+ par-
ticle), before annihilation. The positronium has a lifetime depending on the spins of the positron
and electron (KARSHENBOIM et al., 2004), forming a singlet or triplet state with lifetimes of
124 ps or 139 ns, respectively.
In the eV regime, the interactions are getting more complex, as molecular excitations and
dissociations need to be taken into account explicitly.
4.3.2 Friction (or stopping-power) for electrons and positrons
Usually, the energy transfer in an ionization collision of electrons and positrons with molecules
is of the order of 10 eV, hence it causes only a small energy loss for a particle with energy above
the keV range. By introducing a so-called low energy cut-off εcut , ‘high’ and ‘low’ energy parti-
cles and interactions can be decoupled. In this approximation, interactions producing secondary
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particles below the low energy cut-off are approximated with a friction, while interactions with
secondary particles above the cut-off are included explicitly.
Let ε1 be the energy of the primary particle and ε2 the energy of the secondary particle. The
cross section σk(ε1) (in units of area) gives the probability of the primary particle to undergo an
interaction labeled k. The differential cross section dσk(ε1, ε2)/dε2 (in units of area per energy)
gives the probability of a primary particle to produce a secondary particle within the infinitesimal
energy interval [ε2, ε2 + dε2] for the interaction k.
The secondary energy ε2 can take values between the minimum εmin (of the order of eV
and the primary is not sensitive for the precise value) and the maximum εmax (of the order ε1),
depending on the interaction. For ionization εmax = ε1/2 as the primary by convention is defined
to be the final particle with the highest energy. For bremsstrahlung we have εmax = ε1.
Now the energy range of the secondary particles is decomposed into two parts: the first part
from εmin to εcut is implemented as a friction, and the second part from εcut to εmax is implemented
by discrete collisions.
The friction Fk of interaction k is defined as









where N is the number density of molecular collisions targets M, and εloss the energy loss of the
primary which is of the order of ε2 plus the ionization energy. The total friction on the primary is





For electrons and positrons in the energy regime important for HEAP, the total friction is al-
most completely determined by the ionization part, as illustrated in Fig. 4.1. Especially if only
the friction below the low energy cut-off is considered (solid line), there the energy loss due to
bremsstrahlung is more than two orders smaller than the energy loss due to ionization.
We remark that the friction is also frequently called the stopping-power for historical reasons,
though it has the dimension of friction (energy/length) rather than of power (energy/time).
4.3.3 Straggling
In a simple implementation of the low energy cut-off, the primary particle suffers a uniform
(and deterministic) friction Ftot(εcut, ε1), as given in Eq. (4.15). This means that now only the
energy of the primary particle is altered, but not its direction. A greater concern is that the
accuracy of the assumed uniform energy loss is a matter of length scale. If the scale is much
smaller than ε1/F (εcut, ε1), only a few interactions have taken place. On such a small length
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Figure 4.1: Friction Fk(εcut, ε1) for electrons per interaction (Bremsstrahlung in red and ionization in blue), for two
different low energy cut-offs, εcut = 50 keV (solid line) and εcut = εmax (dashed line). The total friction is the sum
of the two contributions, which in the energy regime of HEAP the total is dominated by the ionization (please, note
the log-scale). The data are from Cullen et al. (1997) and Perkins et al. (1991) for an air density of 1.293× 10−3 g
cm−3 corresponding to 1 bar and 273 K as used in this study.
population would have a large spread. This effect is called straggling, and it was first studied by
Bethe and Heitler (1934).
One way to mimic the real energy distribution is by implementing a stochastic friction, as is
done in FLUKA and geant4L. Basically the energy loss of the primary particle is as if it would
be modeled by real low energy collisions below the cut-off, but without creating the secondary
particles and without altering the direction of the momentum. The different implementation of
the low energy cut-off (i.e., different implementations of the friction) is one of the significant
differences we see in the studied programs, as discussed in the results section 4.6.
4.3.4 Continuous Slowing Down Approximation
Using the friction equation (4.14) over the whole range of secondary particle energies, hence
with εcut = εmax, the expectation value of the maximal penetration depth of a primary particle
into a medium can be calculated in the so-called the Continuous Slowing Down Approximation
(CSDA). Integrating the friction over distance ` up to the point where the particle has lost all its
primary energy ε1, ∫ `(0)
`(ε1)






dε = ε1, (4.16)
defines one CSDA range through
CSDA(ε1) = `(ε1)− `(0). (4.17)
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One CSDA range is thus the maximal length that primaries can penetrate into a material. Due to
feedback from secondaries (e.g. electron -> photon -> electron) the complete avalanche can sur-
vive longer. As we describe in the methodology section 4.5, we choose half a CSDA range as the
optimal detector distance to compare the differences in outputs of the codes as comprehensively
as possible.
4.3.5 Photon interactions
The typical photon interactions are
γ + M→

γ + M, elastic (Rayleigh),
e− + M+, ionization (by absorption),
γ + e− + M+, ionization (by Compton),
e+ + e− + M, pair production.
(4.18)
Photons have no charge, and therefore they lose energy much less gradually than electrons and
positrons. In a typical inelastic interaction of a photon, the energy loss is significant.
4.3.6 Photon attenuation
The most important interaction for low energies (below 30 keV) is photo-absorption, and for
the highest energies (above 40 MeV) it is pair production; in both cases the photon completely
disappears. Inbetween, where Compton scattering is most important, the energy loss per inter-
action is still significant; the expectation value for the energy loss of the primary photon grows
from 5% (at 30 keV) to above 90% (at 1 MeV). The Continuous Slowing Down Approximation is
thus not appropriate for photons, as photons do not continously lose small amounts of energy, in
contrast to electrons and positrons, but they lose a substantial fraction of their energy after some
free path. Consecutively, for most energies (certainly above 1 MeV and below 30 keV) the photon
intensity I can be approximated by an exponential decay or attenuation,
I(`) = I(0) exp(−`/µ), (4.19)
where µ(ε) is the attenuation-coefficient depending on energy (and material).
In this work we need to estimate an appropriate detector distance (the exponential decay does
not appear explicitly in any model), and we use two e-folding lengths (i.e., the inverse of half
the attenuation-coefficient) as the optimal detector distance to compare the output differences, as
described further in the methodology section 4.5.
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Table 4.1: Summary of the performance (completion time). Method explained in Sect. 4.5.3. Nuser is the normaliza-
tion factor used to multiply simulation time (on the specific architecture).
Code GEANT4D GEANT4L MC-PEPTITA EGS5 FLUKA
GRRR
dt = 25 ps
GRRR
dt = 2.5 ps
CPU Q9650 3.0 GHz Xeon E-3 1271 3.6 GHz Xeon X7350 2.9 GHz
Nuser 1 1.95 0.85
Time (s) 206 241 21 040 829 213 2 564 29 283
4.4 OVERVIEW OF CODES
In Table 4.1 we have summarized the codes used in this benchmark. In this chapter we give
more detailed descriptions.
4.4.1 EGS5
EGS5 (Electron-Gamma Shower version 5, developed by Hirayama et al. (2005)) is a general
purpose software package for the Monte Carlo simulation of the coupled transport of electrons,
positrons and photons in an arbitrary geometry. It is the next version after EGS4 that was released
by Nelson et al. (1985) with a history that dates back to 1960’s. The user controls an EGS5
simulation by means of an input text file for settings and a written FORTRAN user code, to which
the rest of the FORTRAN source files are appended and compiled as one. In the user code several
subroutine calls create, establish and initiate the cascade. Two important subroutines HOWFAR
& AUSBGAB, which should be written inside the user-code are to specify the geometry and
the output of the results. EGS5 can simulate particles from a few keV up to several hundred
GeV, depending on the material. There is a limited option for including magnetic fields, and
no option to include electric fields. All interactions of equations (4.12), (4.13), and (4.18) are
implemented, in this work with a low energy cut-off of 50 keV. In the user manual of Hirayama
et al. (2005) a minimum low energy cut-off of 10 keV is advised, but we noticed that for the
bremsstrahlung cross sections relativistic limits are applied, which results in a too low production
of photons, see Sect. 4.6.3. Friction is implemented uniformly, without straggling effect (that
is to say without fluctuations in the energy loss). The input file and user code, used in this
work, can be found in the paper supplementary material (available at: https://www.geosci-model-
dev.net/9/3961/2016/). Please see the documentation of Hirayama et al. (2005) for a detailed
overview of the implemented physics.
FLUKA
FLUKA (developed by Ferrari et al. (2005), copyright to INFN and CERN 1989-2011), is a
general purpose tool for calculations of particle transport and interactions with matter. FLUKA is
able to simulate the interaction and propagation in matter of roughly 60 different particles, includ-
ing photons from 100 eV and electrons and positrons from 1 keV to thousands of TeV, neutrinos,
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muons of any energy, hadrons of energies up to 20 TeV (up to 10 PeV by linking FLUKA with the
DPMJET code) and all the corresponding antiparticles, and neutrons down to thermal energies.
FLUKA includes recent datasets, published by Bohlen et al. (2014). The program can han-
dle magnetic and electric fields, although not self-consistently (i.e., the charged particles do not
produce magnetic or electric fields). The program, written in FORTRAN, reads in so called user-
cards, in which the user defines the geometry, materials and detectors. The user card, used in this
work, can be found in the paper supplementary material (available at: https://www.geosci-model-
dev.net/9/3961/2016/). All interactions of equations (4.12), (4.13), and ()4.18) are implemented,
in this work with a low energy cut-off of 50 keV. Friction in FLUKA is modeled with universal
fluctuations, mimicking the straggling effect, meaning that the primary particle loses its energy
as if it would undergo random collisions. But the direction of its momentum is not changed
and no secondary particles are produced. Please see the documentation ‘FLUKA Manual’ at
<www.fluka.org> for a detailed overview of the implemented physics.
GEANT4
GEometry ANd Tracking 4 (geant4) is an open source toolkit to simulate the passage of par-
ticles through matter, developed by a wide international collaboration lead by the CERN. It is
coded in C++, following an object oriented philosophy. It can simulate the transport of almost all
known particles, and can include electric and magnetic fields. We use the version 10.2 released
in December 2015. In geant4, the user can choose between six main models for the treatment of
electrons, positrons and photons, with different performances and accuracies. One can also spec-
ify the implementation of the friction, to take into account energy losses below the low energy
cut-off. For this study we are using two geant4 configurations, that are detailed below. All geant4
codes are available in the paper supplementary material (available at: https://www.geosci-model-
dev.net/9/3961/2016/). References and details for these models are presented in the ‘geant4
Physics reference manual’ available at <http://geant4.web.cern.ch>.
geant4D
geant4D uses the default model, but in addition we deactivated the fluctuations of the con-
tinuous energy loss, i.e. the energy losses are applied uniformly, without straggling effect. This
choice is for benchmark purposes, to identify the effect of straggling.
geant4L
geant4L uses the Livermore model, which uses cross sections from the EPDL and EEDL
databases, provided by the Lawrence Livermore National Laboratory. The detailed implemen-
tation is provided in Cullen et al. (1997) and Perkins et al. (1991). The ‘Universal fluctuation
model’ is activated to include the straggling effect in the implementation of friction.
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The GRanada Relativistic Runaway (GRRR) code
Developed by A. Luque at the Astrophysics Institute of Andalusia (IAA-CSIC), the GRanada
Relativistic Runaway (GRRR) code was designed to investigate the self-consistent interaction be-
tween electrons in the limit of very intense Relativistic Runaway Electron Avalanches (RREA).
This investigation, presented in Luque et al. (2014), concluded that due to the interaction between
electrons in the avalanche RREAs saturate into a steady-state propagating Relativistic Runaway
Ionization Front (RRIF). As the GRRR code was implemented with that specific goal in mind,
its scope is narrower than the general purpose codes (EGS5, FLUKA, geant4) analyzed in this
paper. It only follows the evolution of high-energy electrons, and includes a limited set of inter-
actions between these electrons and the embedding medium. Electron ionization and Rutherford
scattering are modeled discretely, and in this work down the a low energy cut-off of 50 keV.
The friction for these interactions is uniform, without straggling effect. Bremsstrahlung colli-
sions with nuclei are modeled deterministically by friction, in other words: as continuous ra-
diative losses. The Supplemental Material of Luque et al. (2014) contains further details about
the physical model underlying the GRRR code. The full source code for GRRR is available at
<https://github.com/aluque/grrr>. However, presently the code is mostly undocumented so we
advise potential users to contact the author.
MC-PEPTITA
The Monte Carlo model for Photon, Electron and Positron Tracking In Terrestrial Atmosphere
(MC-PEPTITA) by Sarria et al. (2015) is a Fortran 90 code that simulates the propagations of
TGF and associated electron/positron beams within the Earth environment, from the production
altitude at 10 to 20 km to satellite altitude. To simulate the quasi-exponential atmospheric density
profile and the Earth’s magnetic field, it uses the NRLMSISE-00 and IGRF-11 models (CULLEN
et al. (1997) AND PERKINS et al. (1991)). It is optimized to run in this environment, whereas
some other codes (e.g., geant4) can only handle layers of constant density. Concerning the in-
teractions between particles and matter, it mainly uses the EPDL and EEDL cross section sets
(CULLEN et al. (1997) AND PERKINS et al. (1991)), except for inelastic scattering of elec-
trons and positrons where the GOS model is used. The interactions are simulated similarly to
PENELOPE (SALVAT et al., 2011), with equivalent numerical methods. MC-PEPTITA does
not include any continuous energy losses: the particles are followed discretely down to the low-
est possible energies allowed by the models used, with exception of bremsstrahlung where the
minimal energy is set to 100 eV.
4.5 FIELD FREE COMPARISON SET UP
We focus on the evolution of monoenergetic and directed beams of electrons, positrons and
photons with kinetic energies between 100 keV and 40 MeV through homogeneous air in the
29
absence of electric and magnetic fields, using with a low energy cut-off of 50 keV. Assuming
sufficiently low densities of high energy particles, arbitrary particle beams can be decomposed
into such monoenergetic and directed beams.
The electron, positron and photon beams propagate through air, consisting of 78.085% ni-
trogen, 20.95% oxygen and 0.965% argon. We use a constant and homogenous air density of
1.293 × 10−3 g cm−3 which is corresponds to 1 bar and 0 degree Celsius. For all programs we
choose a low energy cut-off of 50 keV, below which all particles are removed. For most pro-
grams, this low energy cut-off is also the threshold to treat collisions discretely or continuously,
with two exceptions: MC-PEPTITA handles all collisions explicitly, and GRRR uses continuous
radiative loss (bremsstrahlung). During the simulation electrons, positrons or photons above the
low energy cut-off can be created (except for GRRR, which only models electrons), and are then
followed as well until they also drop below the low energy cut-off. If considered in the program,
positrons dropping below the low energy cut-off can produce photons by annihilation above the
low energy cut-off.
We use flat detectors, perpendicular to the primary particle beam. On a detector, the type,
kinetic energy, position and arrival time of the arriving particles are recorded. After detection, the
particles are removed from the program, thus we do not measure backscattered particles that have
already been detected. Depending on the program, other secondary particles are created with a
very low probability (e.g. neutrons by photo-nuclear interactions), but we do not record them in
the output. First, we study the particle number of all particles as function of propagation distance
(attenuation). Second, for one specific distance, (depending on particle type and initial energy)
we proceed to a detailed analysis of energetic, spatial and temporal distribution. Complementarily
we also benchmark the performance (i.e., the simulation completion time) of the programs used
in this study.
4.5.1 The number of particles versus distance (attenuation)
We study the particle number of all particles as a function of beam propagation distance, up to
of one CSDA range for electrons and positrons and of four times the inverse of the attenuation co-
efficient (four e-folding lengths) for photons. This range is divided in several distances (roughly
20) or data points. For each distance (or data point), we perform a new simulation. Each simula-
tion with ten thousand particles in the initial beam, for beams of electrons, positrons and photons
with energies of 0.1, 0.4, 1, 10 and 40 MeV. The particle numbers are therefore derived under the
assumption that the detectors are impenetrable. This means that back scattering is excluded, and
that the particle number therefore is lower than in a passing avalanche in air only.
We added a ±1/√ni relative error expected from the Monte Carlo methods (ni being the
number of counts in the ith bin). In this way we performed roughly 1800 simulations, namely
circa 300 simulations per program: for 3 particle types, 5 initial energies and on average 20
distances per beam. GRRR only considers electrons while the energy loss due to production of
photons is implemented as a continuous energy loss. The relevant results are given and discussed
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in Sect. 4.6. In addition all data of this part are visualized and available in the paper supplementary
material (available at: https://www.geosci-model-dev.net/9/3961/2016/).
4.5.2 Spectral analysis
We performed detailed simulations with 1 million particles per beam for one specific distance
per beam. For electrons and positrons, the detection distance was chosen as half of the CSDA
range. This gives most information in one plot, since the primary particles are still alive, while
there is a significant number of secondary particles produced. For photons, the inverse of half the
attenuation coefficient (two e-folding lengths) is chosen as the distance for the detailed study. At
the detector we analyze the kinetic energy, the radial distance from the symmetry axis and the
time of arrival. The spectra are binned using the Freedman–Diaconis rule in the log-domain and
rescaled to numbers per primary. As also for the attenuation study, we added a ±1/√ni relative
error expected from the Monte Carlo methods (ni being the number of counts in the ith bin).
We performed roughly 90 different simulations (circa 15 simulations per program: 3 particles
and 5 initial energies). The relevant results are given and discussed in Sect. 4.6. In addition all
data of this part are visualized and available in the paper supplementary material (available at:
https://www.geosci-model-dev.net/9/3961/2016/).
4.5.3 Performance benchmark
As a complement, we also provide a test how much time codes need to complete the simu-
lations. We do not pretend to do an in-depth performance benchmark of the codes, but we think
this is an interesting piece of information for someone who is seeking for a code to be used in the
HEAP context. Since the programs are written in different languages (Fortran, C++ and Python)
and may be run on different machines with different architectures, we normalized the completion
time with respect to a reference computer configuration.
As a reference, we calculate the normalization factor, using the c++ code ‘pidec.cpp’, written
by Xavier Gourdon, and provided in the auxiliary material. It computes 8 digits of pi after a given
digit position called n. It should be compiled using the GNU g++ compiler with no options, in
particular no optimization options (eg ‘-O3’). The time taken to complete it with n = 1000000
(usually about 10-20 minutes). The code itself outputs it in the terminal, and it is equivalent to
the ‘user time’ given by the ‘time’ bash command.
The simulation starting with one million 1 MeV electrons is used as the test case because it
is feasible for all the evaluated codes, and as it takes a completion time that is neither too short,
nor too long. If the considered code is parallelized, it should run on one single thread, but any
compilation options can be used to make it as fast as possible. In any case, one should make
several runs and get an average time to minimize the estimation error. The normalized results are
discussed in Sect. 4.6. Further details of this benchmark can be found in the paper supplementary
material (available at: https://www.geosci-model-dev.net/9/3961/2016/).
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4.6 RESULTS
Most tests show similar outputs for the different codes, to within deviations of ±10%, see
the paper supplementary material (available at: https://www.geosci-model-dev.net/9/3961/2016/).
Here we focus on important differences among the results of the codes, and we provide several
plausible explanations.
4.6.1 Straggling
For electrons and positrons below 1 MeV, the data clearly show the effect of straggling, as
discussed in Sect. 4.3.2). For example in the 400 keV electrons beam shown in Fig. 4.2, EGS5,
geant4D and GRRR do not include straggling, therefore the maximal electron energy is too small
and the drop of the energy spectrum towards this maximal energy too steep. geant4L, MCPEP and
FLUKA show the correct spectrum, but for different reasons. MCPEP simulates without a low
energy cut-off (and thus without friction). geant4L and FLUKA use a stochastic implementation
of the friction called universal fluctuations. Basically the friction is not applied uniformly to all
particles of the same energy equally, but a distribution of energy losses in time mimics the random
nature of the collisions. Only the direction change is considered negligible.
The same effect is also seen for electron and positron beams with energy above 10 MeV, in
the scenario where bremsstrahlung is treated as continuous. GRRR shows an unphysical drop in
the electron spectrum at high energies, as illustrated in Fig. 4.3. The reason is that the energy
loss by bremsstrahlung is mostly above the low energy cut-off, see Fig. 4.1, meaning that the
energy loss of the electrons and positrons is mostly due to discrete ‘hard’ collisions and thus
ill-approximated by uniform averaged friction. Nevertheless we found that the total integrated
energy is similar. This approximation is also used by others in the community like Celestin et al.
(2012) and Chanrion et al. (2014).
4.6.2 Opening angle
High energy photons penetrate the medium much deeper than electrons and positrons, and
therefore small differences in opening angles after collisions are more important. In inelastic
collisions photons always lose a significant amount of energy, as discussed in Sect. 4.3.5, and
therefore they get a significant opening angle.
MCPEP simulates all collisions explicitly (others use a friction - which does dot change the
primary direction). The energy spectra agree between these codes, but Fig. 4.4 illustrates, that












































Figure 4.2: Products of a beam of 400 keV electrons after a propagation distance of 0.5 times their CSDA range
which is 1.9 m in air at 1 bar and 273 K. The electrons have now a maximal energy of 250 to 300 keV depending on
the code, and additional electrons and photons have been produced.
4.6.3 Bremsstrahlung
We saw that EGS5 uses an ultra-relativistic approximation in the treatment of bremsstrahlung
and thereby we question the validity at lower energies, as discussed in Sect. 4.4.1). For the pri-
mary electron, in the energy regime important for HEAP, bremsstrahlung is negligible compared
to ionization (see Fig. 4.1) and we thus do not see a difference there, but in the production of
photons there is a significant difference, as can be seen in Fig. 4.5.
4.6.4 Other differences
Other differences we have found are listed below.
• For the electron and positron beams we see in the energy spectrum of FLUKA below 70
keV a dip in the number of photons. Fig. 4.3 shows an example.
• For the electron beams ≤ 1 MeV (but not in the positrons or photon beams) we see a
difference in the longest arrival times (> 100 ns) for photons between the programs FLUKA
and EGS5 compared to geant4D and geant4L. GRRR does not model photons, and MCPEP
is completely different because of the opening angle, see Sect. 4.6.2.
• GRRR shows a slight higher count (less than 15% higher) than the other codes for the
number of electrons in the avalanche as function of distance. Fig. 4.5 shows an example. In
the energy spectrum we see that these electrons are in the low energy tail of the spectrum,
see for example Fig. 4.2.
• For the electron and positron beams we see a difference in the shortest arrival times (< 1 ns)














































Figure 4.3: The same as in Fig. 4.2, but now for 40 MeV electrons. The propagation distance of 0.5 times their CSDA
range is now 63.8 m. Now not only electrons and photons, but also positrons have been produced.
geant4D, geant4L and GRRR.
4.6.5 Performance
As said in the introduction the low energy cut-off is generally introduced to speed the simu-
lation up. We therefore see a clear difference of completion time between MCPEP (simulations
without low energy cut-off) and the rest, see Tab. 4.1. Also the choice to simulate all particles
synchronously, to include self-consistent electric fields, slows the simulations significantly down,
an example is GRRR.
The balance between performance and accuracy is important as for any Monte Carlo method
the more simulations you do the better is the statistics. In a fixed amount of time the faster codes
gain accuracy by simulating more particles.
4.7 THE EFFECT OF ELECTRIC FIELDS
In this study we have concentrated on the simplest case of particle beam evolution in air in
the absence of electric fields, applicable to the wide distance from the particle source to detec-
tors in space and on ground. However, as discussed in the introduction, the particles are initially
accelerated by electric fields in the thunderstorm, either by weaker fields in larger regions in the
Relativistic Feedback regime, or by strong and very localized self-consistent electric fields in the
Cold Runaway regime. We here give a short outlook on the range of validity of the presented
models in these cases. In general, it can be expected that electric fields will magnify all differ-
ences in choice and implementation of cross-sections to a certain extent, because particles not









































































Figure 4.4: Products of a beam of 10 MeV photons at a distance of 1/(0.5 µ) which corresponds to 756 m. Particle
number per primary as a function of the radial distance from the symmetry axis (above), and of arrival time (below).
reaccelerated and reappear in the ensemble.
To be specific, we recall the definition of the three characteristic electric fields and electron
energy regimes of the problem (giving field values for air at standard temperature and pressure
(STP)). For electrons with energies in the eV regime, the classical breakdown field is Ek ≈
32 kV/cm. For higher fields electron avalanches are formed, but their energies typically do not
exceed the range of several eV, as their friction increases with energy. The electron friction
increases up to an electron energy of approximately 200 eV where the critical electric field Ec ≈
260 kV/cm is required to balance friction — as long as the approximation of the electron ensemble
by classical friction is valid. For electron energies above 200 eV the friction decreases to a
minimum that is balanced by an electric field of Eb ≈ 2.8 kV/cm, called the break-even field, at
an electron energy of about 1 MeV.
Clearly two limitations to using a particle model with a low energy cut-off are immediately
visible. First, if the electric field is above the critical electric field of 260 kV/cm (E > Ec) in a
sufficiently large volume, the two populations of electrons with energies below and above 200 eV
are strongly coupled and essentially all electrons can be accelerated into the runaway regime, to
1 MeV and beyond. Second, if the electric field is below the critical field, but above the classical
breakdown field (Ek < E < Ec), the population of electrons in the eV regime (the so-called
thermal electrons) can grow strongly, and eventually ‘tunnel’ into the run-away regime; we will
come back to this effect below.
On the other hand, for electric field strengths below the break-even field (E < Eb), all elec-
trons, regardless of initial energy, will eventually stop as the friction force of air is stronger than
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Figure 4.5: Products of a beam of 40 MeV electrons, as detected by 12 detectors at 10 to 120 m distance. The
detectors are impenetrable to hinder backscattering; therefore a new simulation is run for every detector distance.
the accelerating force of the electric field.
Finally, when the electric field is above the break-even and below the classical breakdown
field (Eb < E < Ec), the use of the energy cut-off of 50 keV (or even lower) can have strong
implications: For an electron energy of 50 keV, friction and electric acceleration force balance
each other when the field is 7.8 kV/cm. So in classical approximation one would estimate that
at lower fields the inclusion of the cut-off is justified. However, this classical approximation
neglects the stochastics of the actual process. Due to the randomness of free paths and scattering
events, electrons actually can ‘tunnel’ into energy regimes that they could not reach in the classical
approximation, an effect similar to the straggling effect discussed earlier.
Skeltved et al. (2014) have observed this effect: For all fields between 4 and 25 kV/cm, they
found that energy spectrum and mean energy of runaway electrons depended on the low energy
cut-off, even when it was chosen between 250 eV and 1 keV. They also found – not surprisingly
– that the differences become most apparent when the electric field force approaches the friction
force corresponding to the low energy cut-off.
A related observation was made by Li et al. (2009) when they found electron runaway from
a negative streamer even though the maximal electric field at the leader tip was well below the
critical field Ec.
Future studies on how to choose the low energy cut-off for given fields are desirable to opti-
mize computations between efficiency and accuracy.
The goal of this work is to provide standard tests for comparing the core part of Monte Carlo
simulations tools available for HEAP. We focused on the propagation of electrons, positrons and
photons through air, in the absence of electric and magnetic fields. We compare the output at
half the CSDA range for electrons and positrons, and at two e-folding lengths (the inverse of
half the attenuation coefficient) for photons. We have run these tests for 0.1, 0.4, 1.0, 10 and 40
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MeV initial energies for the several codes (geant4, EGS5, FLUKA, GRRR, and MC-PEPTITA)
used by the co-authors. The outputs show equivalent results, but there are important differences
one can identify. Especially the different implementations of the friction are causing observable
effects. First we see that straggling is important in the energy regime of HEAP and should be
included in the simulations. Secondly the opening-angle of photon beams are very sensitive to
the low energy cut-off. Thirdly we noticed that EGS5 has an ultra-relativistic approximation for
bremsstrahlung which is not appropriate in the energy regime of HEAP. Last but not least there
is a big difference in completion time between programs, mainly depending on the low energy
cut-off and the synchronous implementation of the code. Adding electric fields will only increase
the these differences further. All results are published as supplementary material (available at:
https://www.geosci-model-dev.net/9/3961/2016/), and they can then be used by anyone in the
community to benchmark his or her custom made codes.
4.8 ELECTROMAGNETIC STUDY AND MODEL REDUCTIONS
Apart from analytical calculations, the physics behind TGFs, TGF afterglows and gamma-
ray glows are also studied with the help of experimental data, computer simulations, and often a
combination of both. Simulations necessarily involves model reduction and assumptions. As we
argued in the previously, in scenarios where the electric field is below the classical breakdown
field (Ek ≈ 3.0 MV/m at STP), electrons below a certain energy can be neglected, because they
will decelerate and eventually attach, thus not contributing to the production of the hard radiation.
In Monte Carlo simulations it is therefore common to apply a so-called "low energy cutoff" (or
threshold), noted εc, that is a threshold where particles with lower energy can be discarded (or
not produced), to improve code performance. It is different from εmin2 (the minimum energy at
which a secondary electron can runaway) as one is a simulation parameter and the other is a
physical value. Ideally, εc should be set as close as possible to εmin2 . A second simplification can
be made for the energetic enough particles that stay in the ensemble, by treating collisions that
would produce particles below the low energy cutoff as a friction. Both simplifications can be
implemented in different ways, leading to different efficiencies and accuracies.
As we indicated in section 4.1.2, the ionisation energy loss channel is much larger than the
radiative (bremsstrahlung) energy loss, by a few orders of magnitude. However, this is only
true for the average, and bremsstrahlung does have a significant effect on the electron spectrum
because of straggling (RUTJES et al., 2016). This straggling effect was first studied by Bethe
and Heitler (1934). If it is not taken into account in the implementation of the low energy cut-
off, the primary particle suffers a uniform (and deterministic) energy loss. This means that only
the energy of the primary particle is altered, but not its direction. The accuracy of the assumed
uniform energy loss is a matter of length scale : on a small length scale, the real energy loss
distribution (if all interactions are considered explicitly) among the population would have a large
spread. One way to obtain an accurate energy distribution is by implementing a stochastic friction
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mimicking the straggling effect.
We chose not to use larger electric fields because that would produce an exponential growth of
low energy electrons (< 123 eV) which would affect the electric field and therefore require a self-
consistent simulation, that Geant4 is not capable of. We aim to provide a comparison standard
for the particle codes able to simulate Relativistic Runaway Electron Avalanches, as simple and
informative as possible, by only considering their physical outputs.
In section 4.1.2, we illustrated that the full RREA characteristics, such as the mean energy
ε̄ or the collision length Λprod are driven by processes determining εmin2 (the minimum energy at
which a secondary electron can runaway). To prove this insight, and to benchmark codes capable
of computing RREA characteristics for further use, we calculated the probability for an electron
to accelerate into the runaway regime (see section 4.11), which is closely related to the quantity
εmin2 . From this probability study, it is directly clear that it is safe to choose the low energy cutoff
εc higher than previously expected by Skeltved et al. (2014) and Rutjes et al. (2016), given an
electric fieldE < Ek. In section 4.11, we will demonstrate that the probability for particles below
10 keV to accelerate and participate in the penetrating radiation is actually negligible. Thus, in
practice an energy threshold value of εc ≈ 10 keV can be used for any electric field below Ek.
However, in section 4.10, we will show that step-length restrictions are of major importance (e.g.
it can lead to an underestimation of a factor of 10 of the probability to produce a RREA, in some
cases). The results of the comparison of several parameters of the RREAs produced by the four
tested codes is then presented in section 4.12. We conclude in section 4.13.
The test set-ups of the two types of simulations (RREA probability, and RREA character-
istics) are described in the Supplementary Material (available at: https://www.geosci-model-
dev.net/11/4515/2018/), together with the data we generated, and supplementary figures com-
paring several characteristics of the showers.
4.9 ELECTROMAGNETIC COMPARISON: MODEL DESCRIPTIONS
The data we discuss in the next sections were produced by the general-purpose code Geant4
(with several set-ups) and two custom-made codes (GRRR and REAM) which we describe below.
4.9.1 Geant4
The electromagnetic models can simulate the propagation of photons, electrons and positrons
including all the relevant processes, and the effect of electric and magnetic fields. Geant4 uses
steps in distance, whereas REAM and GRRR use time step. In the context of this study, three
main different electromagnetic cross-section sets implementation are included : one based on
analytical of semi-analytical models (e.g. uses the Møller cross section for ionisation and Klein-
Nishina cross section for Compton scattering), one based on the Livermore data set (PERKINS
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et al., 1991), and one based on the Penelope models (SALVAT et al., 2011). Each of them can be
implemented with a large number of different electro-magnetic parameters (binning of the cross
section tables, energy thresholds, production cuts, maximum energies, multiple scattering factors,
accuracy of the electro-magnetic field stepper, among others), and some processes have multiple
models in addition to the main three, e.g. the Monash University model for Compton scattering
(BROWN et al., 2014). Skeltved et al. (2014) used two different physics list : LHEP and LBE.
The first one, based on parametrisation on measurement data and optimized for speed, was dep-
recated since the 10.0 version of the toolkit. The LBE physics list is based on the Livermore data,
but it is not considered as the most accurate electro-magnetic physics list in the Geant4 documen-
tation, which is given by the Option 4 physics list (O4). This last uses a mix of different models,
and in particular uses the Penelope model for the the impact ionisation of electrons. For this study,
we will use two GEANT4 physics list options : Option 4 (referred as simply O4 hereafter) that is
the most accurate one according to the documentation, and the Option 1 (referred as simply O1
hereafter) that is less accurate, but runs faster. In practice, O1 and O4 give very similar results for
simulations without electric field and energies above 50 keV, as produced in our previous code
comparison study (RUTJES et al., 2016).
By default, Geant4 is following all primary particles down to zero energy. A primary particle
is defined as a particle with more energy than a threshold energy εgc (that is different from εc
described before). By default, εgc is set to 990 eV and was not changed to obtain the results
presented in the next sections. The LBE Physics list used by Skeltved et al. (2014) uses a
threshold down to 250 eV (i.e. more accurate than using 990 eV, in principle) and this parameter
was thought to be responsible for a major change in the accuracy of the obtained RREA energy
spectra. In section 4.11, we will argue that the most important factor able to effect the spectra
obtained from Geant4 simulations is the accuracy of the stepping method for the tracking of the
electrons, and not the low energy threshold. Actually, we found that the stepping accuracy of the
simulation is indirectly improved by reducing εgc , that explains why Skeltved et al. (2014) could
make this interpretation.
4.9.2 GRRR
In the scope of this work, we want to point out three important features : 1. Electron ionisation
and scattering processes are simulated discretely, and the friction is uniform and without a way
to mimic the straggling effect. 2. Bremsstrahlung collisions are not explicit and are simulated as
continuous radiative losses, without straggling. 3. GRRR uses a constant time-step ∆t both for
the integration of the continuous interactions using a fourth-order Runge-Kutta scheme and for
determining the collision probability of each discrete process k as νk∆t, where νk is the collision
rate of process k. This expression assumes that νk∆t  1 and therefore that the probability of
a particle experiencing two collisions within ∆t is negligibly small. The collisions are sampled
at the beginning of each time step and therefore the rate νk is calculated using the energy at that
instant. In this work we used ∆t = 0.25 ps for the avalanche probabilities simulations, and
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∆t = 1 ps for the simulations used to characterise the RREA. For both cases, the time steps are
small enough to guarantee a very accurate integration.
4.9.3 REAM
The REAM (Runaway Electron Avalanche Model) is a three dimension Monte Carlo simu-
lation of Relativistic Runaway Electron Avalanche (also refereed as Runaway Breakdown), in-
cluding electric and magnetic fields (DWYER, 2003, 2007; CRAMER et al., 2016). This code
is inspired by earlier work by Lehtinen et al. (1999) and takes accurately into account all the
important interactions involving runaway electrons, including energy losses through ionisation,
atomic excitation and Møller scattering. A shielded-Coulomb potential is implemented in order
to fully model elastic scattering, and it also includes the production of X/gamma-rays from radia-
tion energy loss (bremsstrahlung) and the propagation of the photons, by including photoelectric
absorption, Compton scattering and electron/positron pair production. The positron propagation
is also simulated, including the generation of energetic seed electrons through Bhabha scattering.
The bremsstrahlung photon emissions from the newly produced electrons and positron are also
included.
In the scope of this study, it is important to point out that REAM limits the time step size of
the particles so that the energy change within one time step cannot be more than 10 %. The effect
of reducing this factor down to 1 % was tested and did not make any noticeable difference in
the resulting spectra. The comparative curves are presented in the paper supplementary material,
section 10 (available at: https://www.geosci-model-dev.net/11/4515/2018/).
4.10 STEPPING METHODOLOGY
4.10.1 General method
In Monte Carlo simulations, particles propagate in steps, collide and interact with surrounding
media by means of cross sections (and their derivatives). A step is defined by the displacement
of a particle between two collisions. As it is presented in sections 4.11 and 4.12, the stepping
methodology is responsible for most of the differences we observed between the codes we tested.
Simulations can be either space-oriented or time-oriented, if the stepping is done in space or in
time. By construction, space-oriented simulations are thus not synchronous in time. Usually, a
single particle is simulated until it goes below the low energy threshold (εc), chosen by the user.
But there are exceptions, like Geant4, that by default follows all primary particles down to zero
energy. The advantage of asynchronous simulations is the ability to easily include boundaries,
to have particles step as far as possible in the same material (minimizing the overhead due to
null collisions), and smaller memory usage since there is no need to store all the particles alive
at a given time (that may be a million or more). However, asynchronous simulations makes it
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impossible to incorporate particle to particle interactions, such as a space charge electric field, or
self-consistent electric fields.
During steps, charged particles can lose energy (and momentum) by collisions, and also
change in energy (and momentum) when an electric fields is present. To guarantee accuracy,
energies should be updated frequently enough. An accurate method would be to exponentially








in time-oriented perspective. With v the velocity, σt the total cross section and N the number
density of the medium. Then at each updated location (and energy), the type of collision must be
sampled from probability distributions. The probability of doing a collision of the given process
(pr) can be calculated with:








Where the index i refers to the beginning of the step, f to its end, ` is the step length variable
along the trajectory, and d` is an infinitesimal step length. For time oriented simulations, we have
equivalently :








Using these probabilities along a given step length or duration, there is a chance that no inter-
actions happens, but the energy of the particle is guaranteed to be updated correctly.
4.10.2 The case of Geant4
In the Geant4 documentation, the stepping method presented in the previous section is referred
as the "the integral approach to particle transport". This method is set up by default in Geant4
for impact ionisation and bremsstrahlung. However, the way it is implemented is not exactly
following what was described in the previous section. The description of the exact implementation
is out of the scope of this article, but is presented into details in Ivanchenko et al. (1991) and
Apostolakis et al. (2009). The method relies on determining the maximum of the cross section
over the step (σmax), using a parameter αR (called "dR over Range" in the Geant4 documentation),
that is also used to determine the step lengths. Another related parameter is the maximum range
parameter (ρmax), set to the default values of 1 millimeter and 0.1 millimeter for O1 and O4
respectively, and was never changed in the scope of this study. The exact definition of these
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parameters is given in Allison et al. (2016) and in the online Geant4 documentation (available
at <http://geant4.cern.ch/support/userdocuments.shtml>). The default value of αR is set to 0.80
for O1 and to 0.20 for O4. We found that both values are not low enough to be able to produce
accurate results for the RREA probability simulations presented in the next section. To make
Geant4 able to produce accurate RREA simulations using the multiple scattering algorithm, two
methods are possible.
The first method is to tweak the value of the αR parameter. Its value is set to 0.80 by default
for O1, and 0.20 by default for O4. We found that these default values are way too high to be
able to produce accurate RREA simulations, and values of αR < 5.0 × 10−3 should be used, as
presented in the next section.
The second method is to implement a step limiter process (or maximum acceptable step).
By default, this max step (δ`max) is set to one kilometer, and such a large value has no effect
in practice, since the mean free path of energetic electrons in STP air is orders of magnitude
smaller. Acceptable values of δ`max depend on the electric field, and we found that it should
be set to 1 millimeter or less to produce accurate RREA simulations, as presented in the next
section. However, using this method results in relatively long simulation time required to achieve
an acceptable accuracy, as the step is not adapted to the energy of the electrons.
4.11 PROBABILITY OF GENERATING RREA
As a first comparison test, we estimated the probability for an electron to accelerate into the
runaway regime and produce a RREA, given its initial energy ε and some electric field magnitude
E. Note that the momentum of the initial electrons is aligned along the opposite direction of
the electric field, so that it gets accelerated. That gives maximum RREA probabilities, as other
alignments reduce the chance to produce a shower (see, e.g., Lehtinen et al., (1999)). We defined
this probability as the fraction of initial (seed) electrons that created an avalanche of at least 20
electrons above 1 MeV. Once this state is reached, there is no doubt the RREA is triggered and can
go on forever if no limits are set. The number 20 is arbitrary, to be well above 1 but small enough
for computational reasons. For some initial conditions, we also tested requirements of 30 and 50
electrons above 1 MeV, that resulted in very similar probabilities. This study is somehow similar
to the works presented in Lehtinen et al. (1999), Li et al. (2009), Liu et al. (2016) and Chanrion
et al. (2016), but they all looked at the probability to have only one single runaway electron,
whereas we used the criterion of N = 20 electrons above 1 MeV, that is a stricter constraint.
The difference between the two criteria is mainly noticeable for low electric field (< 0.4 MV/m)
and high seed energies (> 700 keV). A figure illustrating how the probability can change with N
is presented in the paper supplementary material, section 5.3 (available at: https://www.geosci-
model-dev.net/11/4515/2018/).
As a test case, we calculated the probability to produce RREAs as a function of αR and
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δ`max (these parameters are presented in the previous section), for the configuration ε = 75 keV,
E = 0.80 MV/m. This case was chosen because it showed a particularly large sensitivity to the
stepping methodology, as discussed later. The results are presented in figure 4.6. Although this
configuration has a very low RREA probability for O1 and O4 by default (where αR respectively
equal to 0.80 and 0.20, and δ`max is one kilometer for both), the probability increases as αR
decreases and converges to a value between 10 and 12 % for both models when αR < 5.0× 10−3.
The same effect is observed when reducing δ`max. In this case, the user should not set δ`max
below the maximum range parameter, set to 1 millimeter for O1 and 0.1 millimeter for O4 by
default (and never changed in the scope of this article). When reducing the αR parameter to
arbitrarily small values, both Geant4 models converge to slightly different probabilities : 10.7 %
for O1 and 11.7 % for O4. We think this small difference is not due to the stepping method, as
reducing ρmax or αR further does not produce a significant difference. It is probability due to
other factors, in particular the difference in the physical models and cross section sets used. We
encourage other researchers to check if their simulations produce a RREA probability for this {ε,
E} setting that is consistent with our result.
As explained in section 4.1.2, the final electron spectrum is essentially driven by the minimum
energy εmin2 of electrons that can create a RREA. Here we can clearly see this probability is
strongly affected by the choice of the αR and δ`max simulation parameters, affecting the accuracy
of the stepping method, and that the values set by default for these parameters are not precise
enough to obtain correct RREA probabilities. In order to help future researchers, we provide
example Geant4 source codes where the αR and δ`max parameters can be changed and their effect
to be tested.
In figure 4.7.a, we compare the contour lines of the 10%, 50% and 90% probability of trig-
gering a RREA as function ε and E, for the four models : Geant4 O4 (αR = 1.0× 10−3), Geant4
O1 (αR = 1.0 × 10−3), GRRR and REAM. The full RREA probability results in the (ε,E) do-
main for each model are presented in the paper supplementary material, section 5 (available at:
https://www.geosci-model-dev.net/11/4515/2018/).
The most important difference between Geant4 and GRRR is present for energies > 200 keV
and E-fields < 0.5 MV/m. At 1 MeV, the level curves are significantly different between the
Geant4 models and GRRR: the 50% probability to trigger RREA for GRRR is approximately
located at the 10 % probability for O4, and the 90 % probability to for GRRR is located at the 50
% probability for O1. The reason is probably similar to a point we raised in our previous study
(RUTJES et al., 2016) : GRRR does not include a way to simulate the straggling effect for the
ionisation process. By looking at figure 2 of Rutjes et al. (2016), we can see that 200 keV is
roughly the energy from where the difference in the spectrum of GRRR, compared to codes that
simulate straggling, starts to become significant.
For low electron energy (< 40 keV) and high electric field (> 2 MV/m), GRRR and O4
present a good agreement, however O1 deviates significantly from O4. We investigated the effects
of the stepping parameters (αR, δ`max and ρmax) and it is clear that they were not involved in this
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case. We think the Møller differential cross section (with respect to the energy of the secondary
electron) used by O1 and extrapolated down to low energies leads to the production of secondary
electrons with average energies lower than the Penelope model (used by O4), that includes the
effects of the atomic electron shells, hence is probably more accurate. This hypothesis is con-
firmed by looking at the shape of the differential cross sections of impact ionisation, which plots
are presented in the paper supplementary material, section 11.4 (available at: https://www.geosci-
model-dev.net/11/4515/2018/).
The RREA probability data for REAM is also displayed in figure 4.7.a, as the red curves. The
three REAM level curves show a significantly higher noise than the Geant4 data, mainly because
the latter used 1000 electrons seeds whereas the former used only 100. The algorithms used to
calculate the levels curves were also found to impact the noise level. Nevertheless, the noise
level is low enough to be able to evaluate the consistency between the codes. REAM shows a
consistency with Geant4 (O1 and O4) within less than 12% in the full parameter range, and less
than 5 % in some part of it. The most apparent deviations between REAM and Geant4 O1/O4 can
be noticed for a seed electron energy range between 50 and 300 keV, for the 50 % and 90% level
curves, where there is a systematic, statistically significant difference in the probability for REAM
compared to Geant4 (REAM requiring about 10% larger electric field or primary electron energy
to reach the 90% or the 50% contour level). However, we do not expect such a small difference to
significantly affect the characteristics of the RREA showers, such as the multiplication factors or
the mean energies of the RREA electrons. To test this quantitatively, a detailed comparison of the
most important characteristics of the RREA showers obtained with the four models is presented
in the following section.
In Figure 4.7.b we show the 0 %, 10 %, 50 %, 90 % and 100 % probability contour lines
for the Geant4 O4 model where we could run a very large number of initial electrons ("seeds")
to obtain curves with a very low noise level. These are the most accurate probabilities we could
obtain. From this figure, it is clear that the RREA probability for an electron of less than≈ 10 keV
is null for any electric field below Ek ≈ 3.0 MV/m. Therefore 10 keV is a reasonable a lower
boundary of εmin2 (the minimum energy at which a secondary electron can runaway), and any
simulation with an electric field below Ek ≈ 3.0 MV/m could use an energy threshold (εc) of this
value while keeping accurate results. If electric fields with lower magnitude are used, it is also
reasonable to increase this energy threshold by following the 0% level curve showed in Figure
4.7.b.
4.12 CHARACTERISTISATION OF RREA SHOWERS
We compared the output of the four models over 12 different electric field magnitudes from
E = 0.60 MV/m to E = 3.0 MV/m. Two types of simulation were set : record in time, and
record in distance (or space). This last choice was made because the resulting spectra can change
significantly depending on the record method, as presented in figure 10 of Skeltved et al. (2014).
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Figure 4.6: Relativistic avalanches probabilities calculated from Geant4 simulations, for specific point {ε =
75 keV,E = 0.80 MV/m} (illustrated by a cross in figure 4.7) and for two stepping settings. (a): Avalanche
probability versus αR setting for Geant4 O4 and Geant4 O1. δ`max is set to the default value of 1 kilometer. (b):
Avalanche probability versus maximum step setting (δ`max) for Geant4 O4 and Geant4 O1. The parameter αR is set












REAM: 10%, 50% and 90%
Geant4 O4: 10%, 50% and 90%
Geant4 O1: 10%, 50% and 90%
GRRR: 10%, 50% and 90%
(a)
Figure 4.7: (a): Relativistic avalanche probability comparison between GRRR, REAM, O4 and O1. It shows three
contour lines at 10%, 50% and 90%, as function of seed (primary) energy ε and electric field magnitude E. These
contours are derived from the full probability scan, that are presented in the paper supplementary Material (section
5, available at: https://www.geosci-model-dev.net/11/4515/2018/). The cross at {ε = 75 keV,E = 0.80 MV/m}
highlights the point where we studied the effect of the simulation stepping parameters (for the O4 and O1) on the
probability, see figure 4.6. (b): Five contour lines indicating the 0%, 10%, 50%, 90% and 100% probabilities to
generate a relativistic electron avalanche (RREA) as function of ε and E, for the Geant4 O4 model for which we
could run a very large number of initial electrons (> 50, 000) to obtain curves with a very low noise level.
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All the curves presenting the simulation results are presented in the paper supplementary material
(available at: https://www.geosci-model-dev.net/11/4515/2018/), as well as the complete details
on how the simulation should be set up. In the following section, we discuss only the most
important differences we found between the four codes. We show the comparison of avalanche
scales in space and time in section 4.12.1 and in section 4.12.2 the evolution to self-similar state.
Finally, in section 4.12.3 we show the comparison of the self-similar energy spectra of electrons
and photons of the RREA.
4.12.1 Avalanche time and length scales
Figures 4.8 and 4.9 show the avalanche length and time scales as function of electric fields,
for the four models, together with their relative difference with respect to REAM. Note that we
could not compute any values for electric fields below 0.60 MV/m, as we only used 200 initial
electron seeds of 100 keV, which could not produced enough showers. The choice of 200 initial
electrons is purely due to computational limitations. The avalanches length and times of the
different models agree within ±10%. There is also a systematic shift of about 7 % between the
two Geant4 models for both time and length scales. The Geant4 O4 model is in principle more
accurate than the O1 model, since it includes more advanced models. For most of the electric
fields, O1 tends to be closer to REAM and O4 tends to be closer to GRRR. Following Coleman









where c1 is in V, c2 and c4 in V/m and and c3 in s ·V/m. The c2 and c4 parameters can be seen
as two estimates of the magnitude of the electric field of the minimum of ionisation for electrons
along the avalanche direction, and also of the electric field magnitude of the RREA threshold;
both values being close. However, we note that these fits neglect the sensitivity of the mean
energy and velocity to the electric field. These empirical fits are motivated from the relations
presented in equation 4.9 and 4.10, derived for the one dimensional case. First results of such fits
were presented in Babich et al. (2004) and Coleman et al. (2006); and they obtained consistent
results. Here we will compare our results against Coleman and Dwyer.
The best fit values of the two models to the simulation data are given in table 4.2. The c1
parameter is directly linked to the average energy of the RREA spectrum, though the definition
of this average energy can be ambiguous as energy spectra change significantly if recorded in
time or in space. The values given by all the code are located between 6.8 and 7.61 MV, and are
all consistent with each other within a 95 % confidence interval, with the exception of O4 that
slightly deviates from O1. Combining the four values gives :
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Table 4.2: Values of the parameters of the fits (with 95 % confidence intervals) for the simulations data for avalanche
scale in space and time, using the models described by equations 4.24 and 4.25. See figure 4.8 and 4.9 for the
corresponding curves.
Code
Avalanche length Avalanche time
c1 (MV) c2 (kV/m) c3 (ns MV/m) c4 (kV/m)
REAM 7.43± 0.18 290± 9.5 27.6± 0.91 293± 13
G4 O1 7.50± 0.10 276± 5.6 27.6± 0.44 290± 6.3
G4 O4 6.93± 0.13 285± 7.5 25.9± 0.28 288± 4.2
GRRR 7.25± 0.30 266± 18 26.2± 0.76 282± 12
c1 = 7.28± 0.10 MV (4.26)









is used to "combine" the four uncertainty ranges. The value c1 is consistent with the value of
7.3± 0.06 MV given in Coleman et al. (2006). And all the estimated values of the c2 and c4 are
consistent with each other within a 95 % confidence interval. Combining all the values of c2 and
c4 gives :
c2 = 279± 5.6 kV/m
c4 = 288± 4.8 kV/m
And both value are also consistent with each other, leading to the final value of c2,4 = 283.5±
3.69 kV/m. These values slightly deviates from the value of 276.5±2.24 obtained from Coleman
et al. (2006) if the values they obtained for the fits of λ and τ are combined. The work of Coleman
et al. (2006) used the REAM model too, in a version that should not have significantly changed
compared to the one used here. Thus, we think this difference is purely attributed to differences
in the methodology that was used to make these estimates from the output data of the code.
Concerning the c3 parameter, combining all the estimates gives c3 = 26.8± 0.32 ns MV/m, that
is slightly lower than the value of 27.3± 0.1 ns MV/m of Coleman et al. (2006), but none of the
values are consistent within the 95 % confidence interval. For this case, we also think the slight
difference can be attributed to differences in methodology. Furthermore, the ratio c1/c3 can also
be used to determine an average speed of the avalanche ≈ β‖c along the direction of the electric
field (that also corresponds to the z direction), and we can estimate β‖ ≈ 0.90, that is very close
to what was found in previous studies.
4.12.2 Evolution to self-similar state
The photon and electron energy spectra of a relativistic runaway electron avalanche (RREA)
is known to converge in time to a self-similar solution, where its shape is not evolving anymore,
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Figure 4.8: Top : Avalanche multiplication length as function of ambient electric field, for each of the codes included
in this study. Bottom : The relative difference of all other models with respect to REAM. Table 4.2 indicates the
values of the fit parameters.



















Figure 4.9: Top : Avalanche multiplication time as function of ambient electric field, for each of the codes included
in this study. Bottom : The relative difference of all other models with respect to REAM. Table 4.2 indicates the
values of the fit parameters.
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even if the number of particles continues growing exponentially. It may also be referred as the
"self-sustained state", or the "steady state" in the literature. At least 5 avalanche lengths (or
avalanche times) are required to be able to assert that this state is reached. We propose to estimate
this time by looking at the mean electron energy evolution as a function of time. Notice that,
as already mentioned in the beginning of Section 4.12, this mean energy recorded in time is
different from the one recorded in distance, used in the next section. We arbitrarily choose to
evaluate this mean by averaging all the energies of each individually recorded electron from 10
keV and above. This choice of a 10 keV energy threshold (instead of a higher value, like 511
keV or 1 MeV) does not affect significantly the final estimate of this time to self-similar state.
We started with a mono-energetic beam of 100 keV electrons, which is considered low enough
compared to the self-similar state mean energy of 6 to 9 MeV. To define the time to self-similar
state (Ts), we fitted the time evolution of the mean electron energy ε̄ with the model
ε̄(t) = b1 − b2 × exp(−t/b3), (4.27)
where b1 and b2 have dimension of energy, b3 dimension of time, and we define Ts = 5 b3, that
is five e-folding times, i.e. converged to 99.3%. The evolution of electron spectra to self-similar
state are illustrated for the Geant4 O4 model in the paper supplementary material (available at:
https://www.geosci-model-dev.net/11/4515/2018/). The values of Ts we estimated for the differ-
ent models are presented in figure 4.10, together with relative differences of the models with
respect to REAM. The relatively high uncertainty (within 95 % confidence intervals) that can be
seen on the estimate of Ts is due to a combination of the confidence interval from the exponential
fit, from the statistics of the number of seed electrons that could produce a RREA, and from the
statistics of the particle counts. For most case, 200 initial seed were used, but for REAM, only
16 seeds were simulated for E ≥ 2.2 MV/m, and for GRRR, only 20 seeds were simulated above
E ≥ 2.0 MV/m, because of computation time limitations.
In figure 4.10, Geant O1, O4, GRRR and REAM show consistent times to reach the self-
similar state, for all the E-fields. Notice that for them, T (= Ts/5) is close to the avalanche time
value τ given in the top panel of figure 4.9. For the low electric field of 0.60 MV/m, it seems to
take about 5 times more to reach self-similar state. For this field, there were only three electrons
seeds that could produce a RREA, giving a large uncertainty on the estimate of Ts, making it
impossible to conclude on an inconsistency. From 0.60 MV/m to 1.8 MV/m, where all data
from codes have good statistics, the times to self-similar state are consistent. From 2.0 MV/m to
2.4 MV/m, the two Geant4 models and REAM are consistent, but GRRR present lower times by
about -20% to -50 %, but it is impossible to conclude an inconsistency, given the large confidence
intervals. For E-field magnitudes of 2.6 MV/m to 2.8 MV/m, O1 and O4 present times to self-
similar state lower than REAM by about 50 %, that is significant given the uncertainty intervals,
whereas GRRR and REAM are consistent. We could not find a clear explanation for it.
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Figure 4.10: Top : time to self-similar state as function of ambient electric field, for each of the codes included in
this study. Bottom : relative difference with respect to REAM.
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Figure 4.11: Mean electron energies at self-similar state (for distance record), for different electric field magnitudes.
The data points are fitted with the model presented in section 4.12.3, equation 4.28. The values of the fitted parameters
are presented in Table 4.3. To highlight the importance of including step limitations, Geant4 O1 values are presented
for two different max step (δ`max) settings: one that is not acceptable (1 cm) and one that is acceptable (1 mm). The
parameter αR is set to its default value of 0.8 for O1 and 0.2 for O4.
4.12.3 RREA spectra
In this section, we discuss the most important differences in the particles spectra we could find
between the four models for the electric field between 0.60 MV/m and 3.0 MV/m.
Electrons
After the RREA electron spectra has reached self-similar state (that requires at least 5 avalanche
lengths or times), we recorded the energy spectrum in a plane at a given distance (that is differ-
ent for each electric field). Then we fitted it with an exponential spectrum model ∝ exp(−ε/ε̄)
(see also equation 4.8). Note that for an exponential distribution, the mean of the energy dis-
tribution is an estimator of its parameter ε̄, justifying the bar notation. We chose to evaluate
the mean energy ε̄ for record at distances because, contrary to time records, it produces spec-
tra that can be perfectly fit with an exponential distribution over the whole energy range (0 to
100 MeV). Therefore, in this case only the mean RREA electron energy is uniquely defined,
and does not depend on an arbitrarily chosen energy threshold, or fitting method. The mean en-
ergy ε̄ of the exponential spectrum is calculated for the several codes as a function of electric
field E, as presented in figure 4.11. For Geant4 O1 the whole simulations and analysis were
done twice, for maximum allowed step length settings of δ`max = 1 cm and δ`max = 1 mm, to
show that the first case generates totally incorrect spectra, that is consistent with having incorrect
RREA probabilities (presented in section 3). In addition, values of the mean energy ε̄ for O1 with
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Table 4.3: Mean energy variation with electric field. For evaluated codes we fitted by equation 4.28, with F =
0.28 MV/m. Figure 4.11 shows the corresponding curves.
CodeParameter a1 [106s−1] a2 a3 [106s−1]
Geant4 O1
(δlmax = 1 mm)
6.17± 2.15 1.14± 7.3× 10−2 −4.31± 2.0
Geant4 O4
(δlmax = 1 mm)
5.17± 1.8 1.23± 8.2× 10−2 −1.93± 1.5
Geant4 O1
(δlmax = 1 cm)
10.8± 3.4 0.782± 3.9× 10−2 −10.7± 3.6
REAM 3.98± 2.1 1.31± 0.20 −8.41× 10−2 ± 2.1
GRRR 4.24± 1.6 1.42± 0.11 −0.639± 1.16
αR = 1.0× 10−3 and δ`max = 1 cm are presented in the paper supplementary material (available
at: https://www.geosci-model-dev.net/11/4515/2018/).
The data of figure 4.11 was fit following the model,










motivated by the facts that εmin2 is roughly a power-law of E (see figure 4.7) and λ is a power-
law of εmin2 (see equation 4.3). It has three adjustable parameters a1, a2 and a3. We set F =
0.28 MeV/m, that is approximately the RREA threshold. The speed β (rate between velocity and
speed of light) is set constant, equal to 0.90, because the RREA velocity does not change of more
than 5 % over the range of electric fields we tested. This model is in general agreement with
the calculations of Celestin et al. (2012), where λ(E) presents an approximately linear relation
with the electric field. Table 4.3 gives the parameters’ best fits (with confidence intervals) for the
different models, and figure 4.11 shows the corresponding curves.
In figure 4.11, it is clear that the Geant4 O1 model with δ`max = 1 cm presents a significantly
higher ε̄(E) than the other codes, with values ranging from 9.5 MeV to 12.5 MeV. From the
previous RREA probability simulations (see section 4.11), we know that this δ`max parameter is
not low enough, and so the results of this model can be disqualified. However, when δ`max is
reduced to 1 mm, the results of both Geant4 model are close. There seems to be a consensus
between Geant4 (O1 and O4) and REAM, that gives a mean energy that is between 8 and 9
MeV and can vary up to 10 % depending on the electric field. For all electric field magnitudes,
GRRR shows a smaller average energy, from about 10 % less at 1 MV/m to about 20 % less
at 2.8 MV/m. The reason is certainly because GRRR only includes radiative energy looses as a
continuous friction. This is actually a similar difference to what has been observed and discussed
in Rutjes et al. (2016) concerning the high energy electron beams, and one can read the discussion
therein for more details.
Figure 4.12 compares the electron spectra recorded at z = 128 meters (the electric field has a
non-null component only in the z direction, so that electrons are accelerated towards positive z),
for an electric field magnitude E = 0.80 MV/m, for a RREA generated from 200 initial ("seed")
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electrons with ε = 100 keV. This record distance was chosen because it corresponds to about
8.5 avalanche lengths, giving a maximum multiplication factor of about 5000, for which there is
not doubt the RREA is fully developed and has reached self-similar state. This electric field of
E = 0.80 MV/m was chosen because it is were we could observe the most interesting differences
between the models, and it also happens to be the lowest for which we could build spectra with
enough statistics on all the models to be able to present a precise comparison. The choice of 200
initial electrons is purely due to computational limitations.
In Figure 4.12, the error bars on the bottom panel represent the uncertainty due to the Poisson
statistics inherent when counting particles. The four models are consistent within 10 % between
20 keV and 7 MeV. Below 20 keV, we think the discrepancy is not physical, and can be attributed
to the recording methods set up for the different codes, that are not perfect and have a more or
less important uncertainty range (that is not included in the display errors bars, only based on
Poisson statistics). Above 7 MeV, O1 remains consistent with REAM overall, but O4 and O1
deviate significantly : up to 50 % for O4 and up to 90 % for GRRR. For the last bin between
58 and 74 MeV, O4 and GRRR are inconsistent, that is explained by the fact that GRRR does
not include straggling for Bremsstrahlung (i.e. either explicit bremsstrahlung collision or some
stochastic fluctuations mimicking straggling). The deviations for the high energy part (>7 MeV)
in the electron spectrum are significant for this particular field (E = 0.80 MV/m), however this is
not true for all electric fields, where the codes are overall roughly consistent, as seen in the paper
supplementary material (available at: https://www.geosci-model-dev.net/11/4515/2018/). In prin-
ciple O4 should be more precise than O1 (ALLISON et al., 2006), as it includes more advanced
models, yet we cannot argue that O4 is more accurate than REAM. One way of deciding which
model is the most accurate might be to compare these results with experimental measurements.
but in the context of TGFs and Gamma-ray glows it is complicated to get a proper measurement
of electron spectra produced by RREA. However, photons have much longer attenuation lengths
than electron and can be more easily detected, e.g. from mountains, planes, balloons or satellites.
In the next section we present and discuss the corresponding photon spectra.
Photons
In figure 4.13, the photon spectra recorded at z = 128 m (the electric field has a non-null
component only in the z direction) for a magnitude E = 0.80 MV/m are given for Geant4 O1/O4
and REAM, together with the relative difference with respect to REAM. The reasons why these
z and E values were chosen is given in the previous section.
The error bars in the relative differences represent the uncertainty due to the inherent Poisson
statistics when evaluating particle counts. The Geant4 O1 and O4 models are consistent for the
full energy range, except a small discrepancy below 20 keV, that can be attributed to different
physical models, O4 being more accurate in principle. In this case, it cannot be attributed to
recording methods, since they are exactly the same for both Geant4 models. At 10 keV the




























Figure 4.12: Top : Electron (kinetic) energy spectra of Geant4 (O4 and O1), REAM and GRRR, forE = 0.80 MV/m,
recorded at z = 128 m. The RREA is generated from 200 seed electrons of ε = 100 keV. Bottom : relative difference
between REAM and the three other models. The error bars are calculated from the Poisson statistics.
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reduces and reaches 0 % at 100 keV. Above 100 keV, the three models show consistent spectra.
There may be some discrepancy above 30 MeV, but it is hard to conclude since the uncertainty
interval is relatively large.
As just presented, the main noticeable discrepancy between O1/O4 and REAM is present
below 100 keV. As far as we know, there is no reason to argue that Geant4 gives a better result
than REAM in this range, or vice-versa. One way to find out which model is the most accurate
could be to compare these results with real measurements. Are such measurement possible to
obtain? Any photon that an instrument could detect has to travel in a significant amount of air
before reaching detectors. The average path traveled in the atmosphere by a 100 keV photon in
12 km altitude air is 1540± 806 meters. It decreases for lower energies and is 671± 484 meters
at 50 keV, and 63.0 ± 61.5 meters at 20 keV. Note that these lengths have been evaluated from
precise Geant4 simulations, and are smaller than the attenuation lengths at the same energies,
because photons gradually loose energy due to stochastic collisions. These average traveled paths
are too small for the photons to have a reasonable chance to escape the atmosphere and to be
detected by a satellite. But we cannot exclude that they may reach an airborne detector located
inside or close to a thunderstorm. As a side note, we want to indicate that the vast majority (if not
all) of the photons observed from space with energies below a few hundred of kilo-electronvolts
(e.g., by the Fermi space telescope, see Mailyan et al. (2016)) had very likely more than 1 MeV
when they were emitted. They lost some part of their energy by collisions (with air molecules in
the atmosphere or/and with some part of the satellite) before being detected by the satellite. For
information, a figure presenting the probability of a photon to escape the atmosphere as function
of its primary energy for a typical TGF is presented in the paper supplementary material (available
at: https://www.geosci-model-dev.net/11/4515/2018/).
4.12.4 Other differences
In addition to what is presented so far in this article, the following points should also be
mentioned when comparing the results of the codes. The corresponding plots are available in the
supplementary material (available at: https://www.geosci-model-dev.net/11/4515/2018/).
• The mean parallel (to the E-field direction) velocity β‖ of the avalanche is shown in section
4.2 of the paper supplementary material (labeled "mean Z velocity", available at: https://www.geosci-
model-dev.net/11/4515/2018/). We observe that GRRR is giving β‖ faster than all the other
codes, and O4 is systematically slower than REAM and O1, though the differences are less
than 2 %. The variation of β‖ towards the electric field E is small, about 10 % for all codes.
For increasing E-fields, electrons are less scattered and more focused in the field direction,
hence slightly increasing β‖.
• The electron to (bremsstrahlung) photon ratio re/p was also calculated and compared for dif-
ferent distance record in the RREA shower, and the corresponding plots are presented in the


































Figure 4.13: Top : Photon energy spectra of Geant4 (O4 and O1) and REAM for E = 0.80 MV/m, recorded at
z = 128 m. Bottom : relative difference between Geant4 (O1 and O4) and REAM. The error bars are calculated
from the Poisson statistics.
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section 3. GRRR is excluded because it does not include photons. For any electric field, the
same discrepancy is observed. At the beginning of the shower (<4 avalanche lengths), re/p
appears to be about 20 % larger for REAM compared to O1 and O4, then the three models
are consistent at a given distance, and finally for more than about 4 avalanche lengths, the
tendency is inverted and REAM presents a re/p about 20 % smaller than Geant4. The mag-
nitude of this discrepancy is largely reduced for increasing electric fields. We did not fully
understand the reasons of these differences, and it may be due to the bremsstrahlung models
used are involved. More investigations are required.
• The positron spectra have relatively low statistics (in the order of few hundreds particles
recorded) and are all quite consistent within the relatively large uncertainties.
• In the photon spectra obtained from particle records at fixed times, REAM seems to show
significantly less (at least a factor of 10) photon counts than the two Geant4 models for
most of the electric fields magnitudes. For some fields, it even shows a lack of high energy
photons, with a sharp cut at about 30 MeV. It seems to point out to a problem in the record
method, explaining why we chose not to discuss these spectra in the main article. The
spectra produced by the Geant4 O1 and O4 models for this case are consistent with one
another for all the E-fields.
4.13 CONCLUSIONS
We have investigated the results of three Monte Carlo codes able to simulate Relativistic
Runaway Electron Avalanches (RREA), including the effects of electric fields up to the classical
breakdown field, which is Ek ≈ 3 MV/m at STP. The Monte-Carlo codes REAM, GRRR and
Geant4 (two models: O1 and O4) were compared. The main difference between the Geant4
O4 and O1 models is the inclusion of more precise cross sections for low energy interactions
(< 10 keV) for O4.
We first proposed a theoretical description of the RREA process, that is based and incremented
over previous published works. Our analysis confirmed that the relativistic avalanche is mainly
driven by electric fields and the ionisation and scattering processes determining εmin2 , the minimum
energy of electrons that can runaway. This is different from some of the previous works that
speculated that the low energy threshold (εc), when changed from 1 keV to 250 eV, was the most
important factor affecting the electron energy spectra (SKELTVED et al., 2014; RUTJES et al.,
2016).
Then, we estimated the probability to produce a RREA from a given electron energy (ε) and
a given electric field magnitude (E). We found that the stepping methodology is of major impor-
tance, and the stepping parameters are not set up satisfactorily in Geant4 by default. We pointed
out which settings should be adjusted and provided example codes to the community. When
properly set-up, the two Geant4 models showed a good overall agreement (within ≈ 10 %) with
58
REAM and GRRR. From the Geant4, GRRR and REAM simulations, we found that the proba-
bility for the particles below ≈ 10 keV to accelerate and participate in the penetrating radiation
is actually negligible for the full range of electric field we tested (E < 3 MV/m). It results that a
reasonable lower boundary of the low energy threshold (εc) can be set to≈ 10 keV for any electric
field below Ek ≈ 3 MV/m (at STP), making it possible to have relatively fast simulations. For
lower electric fields, it is possible to use larger εc, following a curve we provided (Figure 2.b).
The advantage of using more sophisticated cross sections able to accurately take into account
low energy particles could be probed by comparing directly the O1 and O4 models. They showed
minor differences that are mainly visible only for high E-fields (E > 2 MV/m), where low energy
particles have more chance to runaway.
In a second part, we produced RREA simulations from the four models, and compared the
physical characteristics of the produced showers. The two Geant4 models and REAM showed a
good agreement on all the parameters we tested. GRRR also showed an overall good agreement
with the other codes, except for the electron energy spectra. That is probably because GRRR
does not include straggling for the radiative and ionisation energy losses, hence implementing
these two processes is of primary importance to produce accurate RREA spectra. By comparing
O1 and O4, we also pointed out that including precise modelling of the interactions of particles
below ≈ 10 keV provided only small differences; the most important being a 5% change in
the avalanche multiplication times and lengths. We also pointed out a discrepancy from Geant4
(O1 and O4) compared REAM, that is a 10% to 100% relative difference in the low energy part
(< 100 keV) of the photon energy spectrum for an electric field of E = 0.80 MV/m. But we
argued that it is unlikely to have an impact on spectra detected from satellites.
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5 ELECTRONS ON LOW ENERGY REGIME
1
5.1 INTRODUCTION
There are two basically different types of high-energy electron sources in the atmosphere.
The first type of sources are cosmic particles or radioactive decay, where the primary particles
already have high energy. Cosmic particles impinge with high energy on to our atmosphere
and create showers of more elementary particles and then secondary collision products. If the
primary energy is as high as 1015to 1017eV, extensive air showers can create substantial densities
of secondary particles that can play a role in lightning inception (DUBINOVA et al.,2015). Air
showers can be enhanced by high electric fields in thunderstorms, creating relativistic runaway
electron avalanches (BABICH et al., 2005; DWYER, 2007; DWYER et al., 2008). Radioactive
decay of atmospheric components is another direct source of high-energy particles (ENOTO et
al., 2017). The second type of sources are low-energy electrons (with energies in the eV range)
that are accelerated in the fields of electric discharges like streamers or leaders into the so-called
runaway regime where they can keep accelerating when the acceleration in a local electric field is
larger than the energy losses due to collisions with air molecules. To reach this regime, they have
to pass through some intermediate energy regime where the dynamic friction due to collisions is
larger. The present chapter deals with this runaway process and the likelihood to pass through the
friction barrier at intermediate energies toward runaway.
5.1.1 The concept of the friction curve
Electron run-away was first proposed by Wilson (1924) who suggested that thunderstorms
could generate strong enough electric fields for electrons to continuously gain more energy than
they lose through collisions with air molecules. This concept was further elaborated and quanti-
fied by Gurevich et al. (1992) who argued that the minimum of dynamic friction is at about 1 MeV
electron energy in atmospheric air, and that an electric field above the threshold of 0.3 MV/m at
standard temperature and pressure would maintain electron run-away at these energies. As dis-
cussed by Dwyer (2004), this dynamic friction curve for electrons with energies between 10 eV
and 1 GeV can also be found in a report of the International Commission on Radiation Units and
Measurements [ICRU 1984]. This is because dynamic friction acting on a particle is a common
concept in high energy physics. E.g., a relativistic electron (with energy much above 1 MeV) on
its path through matter loses energy mostly by creating many low energy particles while it es-
1This chapter is published as: Cold electron run-away below the friction curve, Gabriel Diniz, Casper Rutjes, Ute Ebert, Ivan
S. Ferreira, J. Geophys. Res. - Atmospheres 124, 189-198 (2019), DOI: 10.1029/2018JD029178
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sentially keeps its original direction; so it effectively loses energy continuously and experiences
some friction force, known as a Continuous Slowing Down Approximation (CSDA), and it can be
clearly distinguished by its high energy from the many liberated electrons in the eV regime. As
discussed by Rutjes et al. (2016), this approximation is improved in some high energy codes by
including the generation of all secondary particles below an energy threshold εcut into an effective
friction force acting in the primary particle, while collisions where the primary particle loses more
energy are treated explicitly and stochastically. In nuclear physics where one is interested in the
thickness of some material needed to shield some particle radiation, the friction on the energetic
particle is also called the stopping power of the material it penetrates.


























Figure 5.1: The friction curve as function of electron energy in the range from 0.01 eV to 1 keV for artificial air
(which is a mixture of 80% nitrogen with 20% oxygen, blue curve) and for pure nitrogen (red curve), calculated
according to the definition of Moss et al. (2006), that is reproduced in equations (5.1) and (5.2). Both curves are
calculated with the processes listed in Table 5.1, and for a density defined by 273 K and 1 bar. The electric forces on
electrons in electric fields of 12 and 24 MV/m are indicated by horizontal dotted and dashed lines, respectively.
While the friction concept is well based in high energy physics, Moss et al. (2006) have
applied the concept to low energy electrons in the eV range as well, and, e.g., Colman et al.
(2010) and Chanrion et al. (2016) use the same concept. Moss et al. (2006) define the dynamic
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Ni σi,j(ε) δεi,j, (5.1)
where Ni is the partial density of each air component i (nitrogen, oxygen, Argon etc.), σi,j are
the cross sections for an electron collision with a molecule of type i and collision type j (see
Table 5.1), and δεi,j is the energy loss of the electron in the specific collision type. For an ionizing
collision, the energy loss is the function δεi,ion(ε) of the incident electron with energy ε is the
ionization energy εi,ion plus the kinetic energy of the liberated second electron. In this case the
average energy loss is calculated as












where we used the empirical fit of Opal et al. (1971) with the constants ε̄ = 13.0 eV for nitrogen
and 17.5 eV for oxygen, and where we averaged over the energy distribution between the two
outgoing electrons. Attachment cannot be taken into account in equation (1), as an attaching
electron does not lose energy, but rather completely disappears from the ensemble. Also the
second electron created in an impact ionization event cannot be incorporated into a friction force.
In this sense, the friction concept is a flux concept that characterizes the behavior of individual
particles, but does not take the dynamical change of the particle ensemble into account.
The friction curve as defined above is shown in Figure 5.1 as a function of electron energy.
Results for artificial air and for pure nitrogen at 273 K and 1 bar are shown. For the lowest
energies, there are only rotationally excited states that cause little friction. The peaks in the range
from 0.3 to 1 eV are due to the vibrational states of oxygen in air, and absent in pure nitrogen.
The electronic excitations above 1 eV create a local maximum of the friction at about 2.5 eV and
are quite similar in air and in nitrogen. Also the global maximum of the friction at about 200 eV
is quite similar for the two gases. Beyond 200 eV the friction decreases towards the run-away
regime.
5.1.2 Value and validity of the friction curve in different energy regimes
Moss et al. (2006) interpret their friction force by direct comparison with the electric force.
Thus the net force on an electron is approximated as the electric force minus the friction force.
This interpretation leads to the notion of equilibrium points, where the net force of field accel-
eration and friction vanishes. These equilibrium points can be dynamically stable or unstable.
When the friction increases with increasing electron energy, the electron will be driven back to
a stable equilibrium point, and one would therefore expect that this point characterizes the mean
electron energy in the given electric field. On the other hand, if the friction decreases for increas-
2Here we correct some notation error of the original paper of Moss et al. (2006) as one needs to sum over two indices, one for
the molecule species and one for the collision types.
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ing electron energy, the electron will move further away from the equilibrium point, and the point
is unstable.
While this interpretation is correct for high energy electrons as they slow down almost con-
tinuously along a rather straight path as discussed above, it gives only a qualitative insight for
electrons in the eV range and can lead to erroneous conclusions. This is the topic of the present
work. The major short-comings of the deterministic friction approach in the eV regime are the
following:
A. For a direct comparison between electric and friction forces, they need to be aligned which
is often not the case, as we examplify below. The friction acts along any electron path,
but electric acceleration acts only along the component of the path aligned with the electric
field.
B. In particular, there is no energy loss related to elastic scattering, but the elastic scattering
plays an important role in changing the propagation direction of the electrons and hence the
energy gain from the electric field. This effect is ignored in Equation (5.1).
C. The collisions are discrete and stochastic; therefore there is no continuous energy loss, but
rather there are discrete moments of time at which the electron loses a random amount of
energy and attains a new random propagation direction.
D. The deterministic friction approach cannot account for electron attachment to oxygen or
other electronegative gas components, or for electron multiplication by impact ionization.
In this sense, it is a flux quantity, characterizing the evolution of an ensemble with a fixed
number of electrons. We will see that attachment has an important effect in a flux ensemble
when comparing air with pure nitrogen. However, we will show that this effect is supressed
in a bulk ensemble where the electron number is changing continuously.
Points A and B are well explored by Chanrion et al. (2016) and Skeltved et al. (2014).
Point C makes it possible for electrons to enter the run-away regime in electric fields below
the maximum of the friction curve; since the energy gain is continuous and the energy loss is
stochastic, there is a chance for the electrons to gain enough energy between collisions to reach
an energy region where the friction decreases. This is possibility, was already observed by Li et
al. (2009). We call this effect "tunneling through the friction curve".
Point D is here analyzed further, since the friction equation (BAKHOV et al., 2000; CHAN-
RION et al., 2014, 2016; MOSS et al., 2006) cannot include electron attachment or liberation.
As said above, based on the similarity of the friction curves for pure nitrogen and for artificial air
shown in Figure 5.1, one would expect similar run-away probabilities in both gases, but in a flux
ensemble this is not seen.
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5.1.3 This work
We have analyzed the electron motion through air and pure nitrogen in a range of electric fields
with a focus on the stochasticity of the collisions. To do so, we use a Monte Carlo approach with
a previously developed code to study the equilibrium or steady state between electric and friction
forces in an electron ensemble, exposed to constant electric fields in the range from 1 kV/m to
35 MV/m. We have also simulated the random motion of electrons starting with an energy of
200 eV in electric fields of 16 to 34 MV/m, and their chance to run away.
5.2 METHODOLOGY
5.2.1 Software framework
We have simulated electrons in air or nitrogen with the Particle in Cell (PIC) Monte Carlo
code particle_core that is described in Teunissen et al. (2016) and available on github3. The code
follows the electron motion in a given electric field and their collisions with air molecules, where
collision time and type are determined by a Monte Carlo procedure; hence the gas molecules are
included as a random background of fixed density. The original code particle_core uses isotropic
scattering of the electrons after collisions which is appropriate for electron energies up to the
order of 20 eV, and the range of validity can be stretched by renormalizing the cross-sections; this
is typically done for the cross-sections on the lxcat.net database4.
However, in order to study electron run-away, we have extended the code to 1 keV. Therefore
we have modified the scattering model from an isotropic to an anisotropic algorithm as discussed
below, and we have renormalized the elastic momentum transfer cross section according to Li et
al. (2012). The cross sections for nitrogen are from Phelps and Pitchford (1985) and the oxygen
data are from the Phelps compilation available in the lxcat data bank. All collision types with
their energy losses are summarized in Table 5.1, they include attachment, elastic, excitation and
ionization collisions.
We use the empirical fit of Opal et al. (1971) for the distribution of the energy between the two
outgoing electrons after an ionization collision. The electron scattering angles after ionization are
calculated as by Boeuf and Marode (1982). On the other hand, the scattering angle distribution
of elastic and excitations collisions are the same and use the formula derived by Okhrimovskyy




Table 5.1: List of the electron-molecule interactions included in the simulations. Different excitation types of the
molecules are indicated as rot for rotations, v for vibrations, and all other symbols refer to electronic excitations,
SUM is the sum over all singlet states. All cross section data are retrieved from the lxcat databank and refer to
Phelps’ compilation of measurements.
Result Collision type Energy loss [eV] Result Collision type Energy loss [eV]
N2 Elastic 0 O2 Elastic 0
N2(rot) Excitation 0.02 O2(rot) Excitation 0.02
N2(v1res) Excitation 0.29 O2(v1) Excitation 0.19
N2(v1) Excitation 0.291 O2(v1res) Excitation 0.19
N2(v2) Excitation 0.59 O2(v2) Excitation 0.38
N2(v3) Excitation 0.88 O2(v2res) Excitation 0.38
N2(v4) Excitation 1.17 O2(v3) Excitation 0.57
N2(v5) Excitation 1.47 O2(v4) Excitation 0.75
N2(v6) Excitation 1.76 O2(a1) Excitation 0.977
N2(v7) Excitation 2.06 O2(b1) Excitation 1.627
N2(v8) Excitation 2.35 O2(4.5eV) Excitation 4.5
N2(A3,v0-4) Excitation 6.17 O2(6.0eV) Excitation 6
N2(A3,v5-9) Excitation 7 O2(8.4eV) Excitation 8.4
N2(B3) Excitation 7.35 O2(9.97eV) Excitation 9.97
N2(W3) Excitation 7.36 O+2 Ionization 12.06 (Threshold energy)
N2(A3,v10-) Excitation 7.8 O−2 3-body attach. -
N2(B’3) Excitation 8.16 O−+O Dissoc. attach. -
N2(a’1) Excitation 8.4 - - -
N2(a1) Excitation 8.55 - - -
N2(w1) Excitation 8.89 - - -
N2(C3) Excitation 11.03 - - -
N2(E3) Excitation 11.87 - - -
N2(a"1) Excitation 12.25 - - -
N2(SUM) Excitation 13 - - -
N+2 Ionization 15.6 (Threshold energy) - - -
5.2.2 Setup of simulations
We performed two types of simulations, one in the bulk and one in the flux perspective. The
distinction between these different statistical ensembles for reactive plasmas is described for in-
stance in (BLEVIN FLETCHER, 1984; LI et al., 2012; ROBSON, 1991). This distinction needs
to be made here as well as free electrons appear and disappear during the discharge evolution.
Bulk: We studied an ensemble of electrons under the influence of a range of constant electric
fields, i.e., we studied them in the bulk perspective (LI et al., 2012) like an experiment does;
the composition of the electron ensemble continuously changes as electrons are liberated
by impact ionization and disappear due to attachment. The electrons started with vanishing
energy, they accelerated initially, and then they converged in time to a stationary electron
energy distribution. This analysis focusses on the energy distribution of the whole ensemble
and allows to test the predictions of the deterministic friction curve concept.
Flux: Here we started with electrons with an initial energy of 200 eV aligned with the electric
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field and investigated how they evolved in different electric fields. Focussing on "single"
electrons, this analysis is done in the flux perspective (LI et al., 2012), as needed in particle
simulations. Differences between the electron behavior in air or pure nitrogen are high-
lighted by this setup, where we note significant differences in the probability of "tunneling"
through the friction curve due to large energy fluctuations (see Figure 5.2) in combination
with electron attachment to oxygen in air.
Both simulation types were performed without geometric boundary, in pure nitrogen or in a mix-
ture of 80% nitrogen and 20% oxygen (artificial air), at a temperature of 273 K and a pressure of
1 bar.
The difference between bulk and flux perspectives highlights a possible source of error, if
one does not pay attention on one’s statistical framework, since both perspectives are valid in
different contexts. The flux perspective is what happens with the individual particle while the
bulk perspective shows the collective behavior of the whole particle ensemble.
5.2.2.1 Bulk simulations
The bulk simulations were performed with 105 electrons with an initial energy of 0 eV in con-
stant electric fields. The electron number in the ensemble was kept constant by adding an electron
at random from the instantaneous electron ensemble after an attachment reaction and by remov-
ing a random electron from the ensemble after an ionization reaction; in this way the ensemble
averages stay the same, the ensemble develops on its intrinsic time scales, but the particle number
stays both numerically manageable and sufficiently large to allow good averaging. We covered
the range from 1 kV/m to 35 MV/m of electric fields in order to cover the whole domain of the
friction curve represented in Figure 5.1.
Our energy range is up to 1 keV, and electrons that reach 1 keV in this set up are removed
from the simulation and a random particle is added just like after an attachment reaction. Since
the energy of the added particle is randomly chosen from the instantaneous distribution, the distri-
bution does not change. However, in high electric fields the ensemble of electrons below 200 eV
is strongly coupled to the ensemble with higher energies, therefore our distibution shows artifacts
due to the removal of electrons above 1 keV. This can be seen in Figure 5.3 where the mean
electron energy stops to increase for electric fields above 10 MV/m.
We considered 200 different electric fields values equally spread on a logarithmic scale, and
we let the simulations run until the electron ensemble reached steady state. After 4 ns or less we
noticed no significant changes of the mean energy and its standard deviation for all electric field
values considered. And the standard deviation is always similar to the mean energy which reflects
the broad energy distributions shown in the next section.
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5.2.2.2 Flux simulations
The flux simulations start with 106 electrons with 200 eV energy. The electrons were launched
in the direction opposite to the field, so they gain maximal initial acceleration. We let the electrons
evolve for 100 ns in constant electric fields between 16 and 34 MV/m. When the electrons reach
1 keV or attach to oxygen, they are flagged and not followed further. When an ionization reaction
occurs, the electron with the higher energy is kept, while the other one is removed. In this manner,
we focus on those electrons most likely to run away, i.e., on those that might "tunnel" through the
friction barrier.
We compute the probability that an electron reaches 1 keV up to time t, by accumulating the
number of all electrons that reach 1 keV up to that time, divided by the total number of initial
electrons. In the same manner, we define the cumulative probability of attachment up to time t as
the ratio of the total number of attachments up to time t over the total number of initial electrons.
Figure 5.2 shows the particle energy fluctuations in the flux simulation. The energy varies
by almost 5 orders of magnitude due to high collision frequency and high electric field. The
two different colors in the figure represent two different particles, and we see that one particle
disappears after some time due to an attachment collision.
Figure 5.2: Statistical behaviour of the electron energies in air in the flux simulation: energy fluctuations of 2
electrons (red and blue) in a 26 MV/m electric field as a function of time; the left panel shows the time from 0 to
10 ps on linear scale, the right panel from 10 ps to 10 ns on logarithmic scale.
5.3 RESULTS AND DISCUSSION
5.3.1 Steady state electron energy distributions in different fields and the friction curve
5.3.1.1 The electron energy distributions
The electron energy distributions in steady state as a function of applied electric field are
displayed in Figure 5.3. To share the same field axis with all three panels, the field is plotted on
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the y-axis. It ranges from 1 kV/m to 35 MV/m which is well above the literature value for the
electron run-away threshold of approximately 26 MV/m.
The left panel shows the mean electron energy in artificial air or pure nitrogen as a function of
the electric field. The mean electron energy as a function of electric field is essentially the same
for pure nitrogen or air, except for mean electron energies between 0.3 and 2 eV which correspond
to electric fields between roughly 104 and 105 V/m (10 to 100 kV/m). There the mean electron
energy in air is lower than in pure nitrogen. This effect can be attributed to electron energy losses
due to the excitation of the vibrational states of oxygen, as also visible as the spikes around 1 eV
of energy in the friction curve in Figure 5.1. The mean energy saturates when the electric field
approaches 107 V/m. This is an artifact of the electron removal at 1 keV.
Figure 5.3: Results of the bulk simulation for the steady-state electron energy distributions in constant electric fields
ranging from 103 to 3.5 × 107 V/m (equivalent to 1 kV/m to 35 MV/m). Left panel: Mean electron energy as a
function of the electric field for artificial air (blue) and for pure nitrogen (red). (The electric field is plotted on the
y-axis and applies to all three panels.) Middle panel: Electron energy distribution in air in color coding as a function
of the electric field. Right panel: The same as in the middle panel, but for pure nitrogen. The color code indicates the
electron count per (logarithmic) energy bin, normalized by the total number of particles. The blue or red dashed lines
in the middle and the right panel are the mean electron energies that are shown on the left panel as well. The white
curves in the middle and the right panel are the respective friction curves from Figure 5.1 divided by the elementary
charge, hence they have dimension of electric field and can be identified with the equilibrium points of the net force
for each electric field, as discussed in the introduction.
The middle and right panels show the electron energy distribution in air or nitrogen in color
coding as a function of the electric field. The mean energy from the left panel is plotted as a
dashed line in the middle and the right panel for the respective gas. Furthermore, the friction
curves from Figure 5.1 are divided by the elementary charge and inserted as a white line in the
panels for air or pure nitrogen. We will come back to this curve in the next subsection.
For better visualization of the data in Figure 5.3, we display the electron energy distributions in
air for some selected electric fields between 180 kV/m and 4.27 MV/m in Figure 5.4. We note that
as the electric field increases, the electron energy distribution shifts from a clear maximum below
2 eV to energies above 4 eV. A local minimum of the energy distribution around 3 eV develops
in this case that reflects the local maximum of the collisional energy losses due to electronic
excitations. A similar observation has been made by Colman et al. (2010).
For electric fields above roughly 3 MV/m, the electron energy distribution is already non-
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zero up to electron energies of 1 keV. This means that electrons already have a non-vanishing
probability to run away in such a field.
























0.18 MV/m and 6.87 Td
0.34 MV/m and 12.91 Td
0.64 MV/m and 24.26 Td
1.21 MV/m and 45.59 Td
2.27 MV/m and 85.69 Td
4.27 MV/m and 161.04 Td
Figure 5.4: Selected electron energy distributions from Figure 5.3 for air. The legend displays the electric field in
two different units, in MV/m for reference to the present results, and in Td for comparison with Colman et al. (2010).
5.3.1.2 The relation to the friction curve
The friction curve from Figure 5.1 is inserted in the middle and the right panel of Figure 5.3
as a white line. If it were a systematic approximation, then for each electric field, the intersection
of the horizontal line of constant field with the friction curve would define an equilibrium point
at this field — as described in the introduction. So if friction curve and electric field would
fully characterize the electron energy in a deterministic manner, the electron energy distributions
should fully collapse onto the friction curves in Figure 5.3. But obviously that is not the case. And
we already have identified the four short-comings A to D of this approximation in the introduction.
A further analysis of the middle and right panels of Figure 5.3 shows the following: For fields
up to 104 V/m, the friction curve is far above a wide electron energy distribution. For electric
fields between 10 kV/m and 1 MV/m, the friction curve in practice seems to mark the upper limit
of the electron energy distribution, or the energy range where the distribution function decays
steeply.
For a large range of electric fields, there are several intersections with the friction curve, i.e.,
a number of equilibrium points. In a purely deterministic setting, one would expect electron
energies to be localized at the stable equilibrium points, but that is also not the case. The small
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dip of the energy distribution at about 3 eV for 4.27 MV/m is a small indication for such behavior.
When there are several stable equilibrium points of the electron energies in a deterministic
interpretation, there can be transitions between them. We call this a tunneling effect. (Of course,
this tunneling is due to stochastic fluctuations, and not to quantum mechanics.) We observe a
tunneling process in two different energy and field regimes: first at the electronic excitation peak
at about 2 eV, where the electron energy distributions start to tunnel through the friction curve for
electric fields of about 1 MV/m; secondly, at the ionization region above 10 eV for electric fields
near the classical breakdown value of 3 MV/m.
We finally remark that the electron energy distributions of air and pure nitrogen are quite
similar, despite their differences in electron attachment and vibrational excitations.
5.3.2 Electron run-away in electric fields below the run-away threshold
5.3.2.1 An analysis in the flux perspective of single electrons
We now analyze the probability that an electron reaches the run-away regime as a function of
the electric field when it starts out with an energy of 200 eV, and when it is optimally aligned with
the electric field. This energy is chosen because the friction at this energy is maximal, see Figure
5.1. The electrons then have a high collision frequency and large energy losses per collision. The
temporal evolution of the energy of two electrons starting with an energy of 200 eV in an electric
field of 26 MV/m is shown in Figure 5.2.
A basic difference between air and pure nitrogen is that electrons in air can attach to oxygen.
As they fluctuate through a large range of energies, electrons in air can reach energies where
attachment is important, and and then they will disappear, as is also illustrated in the right panel
of Figure 5.2. In nitrogen this can not happen, and the probability that a given electron will run
away is much larger.
This effect is quantified in Figure 5.5. The top panel shows the probability that an electron
in air starts with 200 eV and attaches to oxygen up to time t. We can distinguish two different
features: first, the probability of attachment reaches almost 100% after 0.1 µs in all electric fields
between 16 and 34 MV/m; second, the probability to attach diminishes with increasing electric
fields. This is because the mean electron energy gain between collisions increases, and hence it
is less likely that the electron will reach the low energies needed for attachment.
The bottom panel in Figure 5.5 shows the probability for an electron with initial 200 eV to
reach 1 keV up to time t while it moves through air (dotted curves) or pure nitrogen (dashed
curves). The colors of the lines indicate electric fields from 16 to 34 MV/m. Since nitrogen does
not have attachment reactions, there is no sink mechanism for the electrons in the simulation,
except that they are removed from the sample when they reach 1 keV, while electrons in air attach
massively. Therefore single electrons in pure nitrogen reach 1 keV after maximally 100 ns with a
probability of 50% in a field of 24 MV/m, while single electrons in air need more than 34 MV/m
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Figure 5.5: Results of the flux simulation for electrons starting with 200 eV in electric fields from 16 to 34 MV/m
where lines of different color refer to different fields. Top panel: probability P (t) that an electron in air attaches to
oxygen up to time t, as a function of time (for 10 ps to 100 ns). Bottom panel: probability P (t) that an electron in
air (dotted lines) or pure nitrogen (dashed lines) reaches 1 keV, again as a function of field (color coded) and time.
The numbers in the plots express the applied electric field in multiples of MV/m.
for a run-away probability above 50 %. In a field of 18 MV/m, single electrons in pure nitrogen
already reach 1 keV within 100 ns with a probability of about 10−4 while in air they would need
a field of 25 MV/m.
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5.3.2.2 The bulk perspective on the electron ensemble
From the above analysis one might conclude that electron run-away is largely suppressed in
an electronegative gas where electrons can attach. However, this is what happens in the flux
perspective that focussed on the energy evolution of single electrons.
The energy fluctuations shown in Figure 5.2 indicate that electrons with initial energies as
high as 200 eV play no very distinctive role in electron run-away, as they typically first explore a
large range of lower energies before possibly running away.
In fact, Figure 5.3 clearly indicates that the electron energy distribution stretches to 1 keV for
electric fields above 3 MV/m. This is the fact both for air and for pure nitrogen. The energy
distribution of the whole electron ensemble is established collectively by all collision processes
including electron loss due to attachment and electron gain due to impact ionization, and no major
difference between air or pure nitrogen can be seen.
5.4 CONCLUSION
We have performed two different types of Monte Carlo simulations, both in pure nitrogen and
in artificial air. In the bulk simulations, we have calculated the electron energy distributions of a
dynamically changing electron ensemble in a wide range of electric fields. We have found that
electrons can reach energies of 1 keV (which was the upper limit of the energies we explored)
already in a field of about 3 MV/m, which is the classical break-down field.
We also have compared our results with predictions from the friction curve as calculated by
Moss et al. (2006). In the introduction, we have already discussed that friction is a valid con-
cept at high (relativistic) energies, but that there are short-comings when applied below 1 keV:
in particular, the non-alignment of electron motion and electric field, due to the random electron
scattering directions after electron molecule collisions is not taken into account, also the energy
loss is not a continuous friction process,but happens in discrete stochastic events. And the dy-
namic change of the electron ensemble cannot be included either. For this reason, the friction
curve in the energy range below 1 keV does not characterize the mean electron energies in a
given electric field, but in practice it rather seems to act like the upper bound of a very broad
electron energy distribution. Where the friction curve would predict the coexistence of two sta-
ble electron energies, the stochastic electron ensemble "tunnels" through the curve and creates a
broad distribution. For the same reason, the maximum of the friction curve of 24 MeV/m is not a
strict threshold to run-away, but electrons can reach energies of 1 keV in fields as low as 3 MV/m.
In a second Monte Carlo simulation, we have calculated the probability that a single electron
starting with 200 eV reaches 1 keV or is being attached, in a range of electric fields. Here attach-
ment is a major factor, and one might conclude that electron run-away below fields of 24 MV/m
is suppressed by attachment in air, but not in pure nitrogen. However, this single electron (or
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flux) perspective does not represent the behavior of the whole reactive electron ensemble in the
ensemble (or bulk) perspective of the first Monte Carlo experiment, as discussed above. This first
experiment shows that the electron ensemble can "tunnel through the friction curve" for electric
fields well below the runaway threshold, in a similar manner in air and in pure nitrogen.
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6.1.1 Neutrons as a footprint of thunderstorms
The relation between neutron and thunderstorm research has started with the radiocarbon stud-
ies of tree rings by Libby and Lukens (1973), as reviewed recently by Rutjes and Ebert (2017).
Later Shah et al. (1985)proved a relative increase of neutron emissions over the cosmic back-
ground to be correlated with thunder-storms. The first attempts to explain neutron production by
lightning focused on fusion, and dominated the literature for some decades, but this mechanism
was disproven by Babich and Roussel-Dupré (2007). The fusion mechanism is not possible due
to a too low energy and density of deuterium in air. Even for electric fields of 20 to 30 times
the conventional breakdown field, the neutron yield from fusion remains small in comparison to
the original estimates of Libby and Lukens (1973). Babich and Roussel-Dupré (2007) and in
more detail Babich et al. (2010) proved that the correct explanation for the occurrence of neu-
trons in thunder-clouds is the photonuclear reaction of gamma rays in the energy range from 10
to 30 MeV with nitrogen or oxygen nuclei. This photonuclear reaction is due to the so-called
Giant Dipole Resonance (GDR) mechanism (BALDWIN KLAIBER, 1947; VARLAMOV et al.,
1999). Neutron observations are thus a diagnostic tool on ground for the occurrence of gamma
rays with energies between 10 and 30 MeV in a thundercloud, a gamma-ray detector can provide
a similar prove but the neutrons will then be a signature of gamma rays not present in the photon
spectrum due to photonuclear reactions.
6.1.2 Neutron production through TGFs and gamma-ray glows
The photonuclear reaction mechanism requires a source generating gamma rays with energies
above 10 MeV which is the approximate binding energy of neutrons in atmospheric nuclei. More
precisely, the binding energies are 10.55 MeV for nitrogen, 15.66 MeV for oxygen, and 9.87
MeV for argon (Dietrich Berman, 1988).There are two known types of high energy atmospheric
phenomena that can produce gamma rays above these thresholds, namely, Terrestrial Gamma-ray
1This chapter is a version and combination of such publications: TGF afterglows: a new radiation type from thunderstorms, C.
Rutjes, G. Diniz, I.S. Ferreira, U. Ebert, Geophys. Res. Lett. 44, 10702 - 10712 (2017), https://doi.org/10.1002/2017GL075552
and Modeling neutron emissions in High Energy Atmospheric Phenomena, Gabriel Diniz, Casper Rutjes, Ute Ebert, Ivan S. Fer-
reira, Eliah Fernanda T. Sao Sabbas, J. Geophys. Res. - Atmospheres 123, 12726 - 12737, https://doi.org/10.1029/2018JD028962
74
Flashes (TGFs) and gamma-ray glows.TGFs are microsecond-long bursts of photons that were
first observed from space (BRIGGS et al., 2010;FISHMAN et al., 1994); they can be accompa-
nied by bursts of electron positron pairs (BRIGGS et al., 2011; DWYER et al., 2008), and they
correlate with leader propagation. Glows, on the other hand, probably originate from relativistic
runaway electron avalanches (RREA) in the field of the thundercloud and last much longer, for
minutes; they have been observed on ground (where they are called terrestrial ground enhance-
ments by some authors), from balloons and aircraft (ADACHI et al., 2008; CHILINGARIAN et
al., 2010, 2011; EACK et al., 1996;MCCARTHY PARKS, 1985; TORII et al., 2002; TSUCHIYA
et al., 2007). Terrestrial ground enhancements have been found to be correlated with neutron de-
tection as well (CHILINGARIAN et al., 2017). The different properties of flashes and glows
have been related to different physical mechanisms as explained by Dwyer et al. (2012) and Rut-
jes et al. (2016, 2017). While lightning leaders produce TGFs, lightning is observed to terminate
gamma-ray glows (CHILINGARIAN et al., 2015; KELLEY et al., 2015; MCCARTHY PARKS,
1985; TSUCHIYA et al., 2013).
6.1.3 Neutron emissions from thunderstorms measured with different detectors
Three main types of neutron detectors have been used by different researchers (CHILIN-
GARIAN et al., 2012;GUREVICH et al., 2012; KOZLOV et al., 2013; MARTIN ALVES, 2010;
SHYAM KAUSHIK, 1999; STARODUBTSEV et al., 2012;TOROPOV et al., 2013; TSUCHIYA
et al., 2012): a thermal helium-based detector (3He detector), a boron counter detector (10B de-
tector), and the Neutron Monitor NM-64. A thermal detector is most efficient for particles with
energy of the order of 1 eV, a boron-based detector has a peak of efficiency at 2.45 MeV, while
a Neutron Mon-itor NM-64 is focused on higher energies and has a small efficiency below the
MeV energy range (reaching 10% for 3 MeV and 2% for 0.5 MeV). Hence, all three detector
types operate in very distinct and narrow energy windows, which makes it difficult to analyze the
whole spectrum.Recently, Bowers et al. (2017) measured a burst of neutrons after a lightning
strike onto a wind turbine. The neutron detection was followed by a glow of gamma-ray photons
which were presumably created by the neutrons themselves. Their detection system consists of
three scintillation detectors (SmPl and LgPl, wherePl stands for Plastic scintillator; and NaI(Tl))
and two additional electronics for noise control. The neutrons were detected through capture in
LgPl that then releases photons with a characteristic energy of 2.223 MeV.The photons appeared
on a millisecond time scale and with the characteristic energy signature of neutron capture, con-
sistent with the TGF afterglow predicted by Rutjes et al. (2017).Enoto et al. (2017) also have
measured the TGF afterglow during their measurements of neutrons and positron beams. They
have observed gamma rays with time scale and energy cutoff consistent with the neutron cap-ture
process along with theirdecay record. Their detectors were based on BGO and NaI scintillation
crystals and covered the energy range 0.2–48 MeV. Furthermore, they also found and identified
the radioactive decay products of the nuclei that had been created by the photonuclear reaction,
that is, isotopes such as 13N.
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6.1.4 Neutron propagation to ground
Neutrons interact with air through elastic and inelastic scattering and capture. The dominant
process is elastic scattering for most of the relevant energy range below 20 MeV, while capture
is the most rare process among the three (KÖHN et al., 2017). But scattering only cools the
neutrons down, while capture is the only loss process. Capture is the most efficient at low neutron
energies. Therefore, the secondary gamma rays formed when a neutron is captured in a nucleus
have energies of the order of a few MeV due to the energy released during capture. This is the
mechanism of the TGF afterglow predicted by Rutjes et al. (2017), and first measured by Bowers
et al. (2017) in a downward directed TGF.
6.1.5 Earlier simulations
Neutron emissions have been simulated by Babich et al. (2010), Carlson et al. (2010) and
Köhn and Ebert (2015). Babich et al. (2010) conclude that there are 4.3×10−3 neutrons produced
per photon, and that the neutron energy is in the range of 0 to 20 MeV both at production and at
sea level altitude. The neutrons diffuse to distances of the order of km from the source axis, when
reaching ground.
Carlson et al. (2010) assume an RREA spectrum to simulate an initial photon source and
calculate neutron production and detection at sea level. Their results are in general agreement
with Babich et al. (2010) concerning energy range and estimated production rate. Both papers
predict the neutron pulse to last from the order of µs to seconds and conclude that the neutrons
are produced along the photon trajectory through the atmosphere rather than from a point-like
source, in contrast to Martin et al. (2010).
Köhn and Ebert (2015) simulate a negative lightning leader at the moment of stepping, where
the lightning leader is simulated electrostatically as previously by Moss et al. (2006), Celestin
and Pasko (2011), Celestin et al. (2012), and Xu et al. (2012). The accelerated electrons are the
source of bremsstrahlung photons that produce neutrons. According to Köhn and Ebert (2015),
these neutrons have energies up to 20 MeV at source altitude.
Bowers et al. (2017) perform Monte Carlo simulations of TGFs with GEANT42 to understand
the neutron signature in the LgPl detector. A comparison between the measured 1-10 MeV photon
spectrum and the GEANT4 simulations shows general agreement in the characteristic energy
release on the capture reaction, hence confirming their observations. In their simulations they
use an initial photon spectrum produced by a RREA, as parameterized by Dwyer et al. (2012),
and they simulate neutron creation and propagation to ground. This ground signature is used as
an input to filter the particles that reach the detector. Hence they can infer the number of TGF
gamma-rays from the observed count rate in the detector on ground. They notice a longer signal
of low energy neutrons in their simulations that is due to neutron thermalization in the ground,




In this chapter, we explore both the neutron effects in the atmosphere and their footprint at sea
level. For such we performed three types of simulations:
• For ground detection: we split the relevant gamma-ray energies of 10 to 30 MeV into
four intervals of 5 MeV width, so we investigate the energy intervals [10 MeV, 15 MeV],
[15 MeV, 20 MeV], [20 MeV, 25 MeV], and [25 MeV, 30 MeV]separately. We assume that
each energy interval has a flat spectrum of primary gamma rays and that all rays are directed
in the same downward direction. This approach allows us to construct particle distributions
for arbitrary gamma-ray sources by superposition, without further hypotheses on the initial
energy spectrum. The source altitudes range from 300 m to 6 km. At higher source altitudes,
too few particles reach sea level. So in total we performed 36 different simulations, namely
for 9 different source altitudes and for 4 different energy ranges.
• For TGF afterglow effect: a simulation assuming that the TGF is at 8 km altitude and
directed downward. It starts with 108 photons with uniformly distributed energies between
10 and 30 MeV. Using the results of Gjesteland et al. (2015), andassuming that 1% of
the photons with energy above 1 MeV have an energy above 10 MeV, we should actually
consider 1016±1photons above 10 MeV rather than 108. But as the evolution outside the
TGF source is linear,we can take this into account by multiplying the result of the evolution
of 108 photons by a factor 108±1.
• For TGF afterglow enhanced statistics: the simulation starts directly with 108 neutrons
at an altitude of 10 km. As photons with energies between 10 and 30 MeV are converted
intoneutrons with a probability of about 4× 103according to our calculations and to Babich
et al. (2010), we haveto multiply our simulation results for particle numbers now with a
factor of4 × 105±1to simulate a TGF with 1016±1 primary photons in the required energy
range.
6.3 SETUP OF THE SIMULATIONS
We simulate photons and neutrons in air by Monte Carlo simulation with the software package
FLUKA (FERRARI et al., 2005), which has a complete physics list for air in our energy regime
(RUTJES et al., 2016). FLUKA and other Monte Carlo simulation codes (GEANT4, EGS5,
GRRR, MC-PEPTITA) were compared by Rutjes et al. (2016) where a standard input was used
to test the effects of the different approximations and methods of each program on the output.
The authors have noticed a general agreement between the programs, but differences due to the
straggling effect and due to the implementation of friction were observable. The straggling effect
is appropriately implemented in FLUKA. The photon interactions implemented in FLUKA are
(FERRARI et al., 2005): pair production, Compton scattering, photoelectric effect, Rayleigh
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scattering, photon polarization, photonuclear reactions (GDR, Quasideuteron interactions, Vector
Meson Dominance Model), and generation and transport of Cherenkov, scintillation and transition
radiation. Since there is no energy gain in our simulations, the energy of the particles will always
be below the initial energy, 10-30 MeV in this case.
Because at least 10 MeV are required to liberate neutrons in a photonuclear reaction from
nitrogen or oxygen nuclei, the neutrons in our simulation always have energies below 20 MeV.
In this energy range, FLUKA transports the neutrons with a multi-group algorithm using a cross-
section library of 260 groups (FERRARI et al., 2005). The angular probabilities are treated with
a Legendre polynomial expansion of the actual scattering distribution. Further details on FLUKA
physics can be found in the manual available at the official website http://www.fluka.org/fluka.php.
We use a low energy cutoff of 10 keV for photons and of 10−12 eV for neutrons which are the
recommended minimum thresholds in FLUKA.
For this work, a cylindrical domain from sea level up to 19 km altitude and with a radius of
12 km was adopted. The atmospheric density profile of dry air was simulated by 76 layers of
constant density with 250 m of height, consisting of 78.085 % N2, 20.950 % O2 and 0.965 %
Ar. The atmospheric density in these layers was linearly interpolated from the density of the
1976 U.S. standard atmosphere, defined by the United States Committee on Extension to the
Standard Atmosphere (COESA, 1976). The temperature,however, is constant and equal to 293 K
everywhere. Each horizontal slab interface acts as an infinitely thin virtual detector, which detects
any passing particle. The output that we record at these interfaces is as follows:the particle type
and its kinetic energy, its position in the interface plane, and the time of passing.
6.4 SIMULATED NEUTRON EFFECT IN THE ATMOSPHERE
Figure 6.1 shows the evolution as function of the logarithm of time. Photons are included
only if their energy exceeds 10 keV. The presented quantities are defined in section 2.1. Figure
6.1 (top), viewed from left to right,shows first the light cone of the developing TGF as non filled
red to yellow contours. Photons moving upward have been backscattered or they are secondary,
which implies that they have lost a significant amount of energy. Therefore, only the primary
photons (that move downward), will be energetic enough to produce neutrons; hence,the neutron
cloud appears only at lower altitudes in this configuration. The mean free path of the photonuclear
reaction scales with density as l = l0 n0n . For the integrated density (starting at 8 km downward),
the mean free path of the photonuclear cross section equals 5 km, consistent with Figure 6.1.
When the neutrons are just created, their typical energy is of the order of 13 MeV (the energy
of the maximum of the photonuclear cross section minus the neutron-binding energy in nitrogen
nuclei); then the neutrons diffuse isotropically and cool down (the neutron energy is given in Fig-
ure 6.1, bottom). While cooling down,the intermediate neutrons do create some photons by inelas-
tic scattering, visible in Figure 6.1 (top) at around 3 km, where the TGF envelope extends longer in
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Figure 6.1: Evolution of the TGF afterglow generated by the primary TGF as a function of the logarithm of time.
(top and middle) Contour figures of the photon and neutron density, on a logarithmic scale; contours represent half a
decade (i.e., a factor of 100.5 ). The contour lines (red, yellow to white) are photons above 10 keV, the filled contours
(blue to white) are neutrons. In Figure 6.1 (top) the density is horizontally integrated. Figure 6.1 (middle) gives
the density profile as a function of radius at 3 km altitude, the density is averaged over rings around the symmetry
axis. (bottom) Two quantities: on the left y axis in purple, the total particle number Ni(t) of photons (diamonds) and
neutrons (crosses), per initial photon Nγ(0) , with their approximations given by equations 6.2–6.4; on the right y
axis in blue, the average neutron energy is drawn as a solid line, together with the minimal and the maximal neutron
energy as dashed lines.
time than at other altitudes, but after 104s the secondary photons produced by inelastic scattering
have energies below 10 keV and are thus not shown. The time for neutron thermalization scales
as t = t0 n0n . We see in Figure 6.1 (bottom) that around 3 km altitude the inter-mediate neutrons
take 0.5 s to thermalize. Neutrons can (at any energy) be captured again, but the cross section for
neutron capture increases for decreasing energy as σcapture ∝ 1
√
Eneutron ∝ 1vneutron, according
to the so-called 1/v law (see chapter II of Blatt Weisskopf, 1979). Because of the 1/v law, the
rate kcapt of neutron capture and hence of photon production in the TGF afterglow is constant for
constant air density, as kcapt = vneutronσcapturenair ∝ nn0 . Actually, the most significant capture
pathway is not producing a high-energy photon, but of radiocarbon (i.e.,n+14N →14 C+p). The
cross section for this reaction is σcapt = 1.8 × 1028m2 (CHOI et al., 2007) at thermal velocities
(0.025 eV, 2200 m/s), yielding a neutron capture rate of 15.8 s1 n
n0
.The TGF afterglow time scale
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is thus (in seconds)




if one assumes an exponential air density profile with a scale height of 7 km. Figure 6.1 (bottom)
shows the total number of photons and neutrons. This number is the domain-integrated time-
averaged density. The evolution can be explained in a simple way, with three species and four
rates, where we for convenience neglect the altitude (i.e., air density) dependence of the reaction
rates (as all frequencies scale as f = f0 nn0 ). The first reaction is the absorption of high-energy
photons,
Nγ(t) ≈ Nγ(0)exp[−kph−absorpt] (6.2)
with the photon absorption rate kph−absorp = µc ≈ 2 × 105 s−1 at STP, (where µ is the photon
attenuation coefficient; for a discussion see Rutjes et al., 2016). The loss due to the production of
neutrons, that is, the photonuclear reaction kph−nuc = σph−nuccnair ≈ 8×102 s−1 can be neglected
in equation 6.2 as kph−absorp  kph−nuc. In Figure 6.1 one sees that the photon number Nγ(t)
(displayed as diamonds) first increases, as the TGF beam creates also secondary photons, which
are counted in the simulation, but equation 6.2 approximates only the number of high-energy
photons (with energies sayge 1 MeV), see further discussion by Rutjes et al. (2016).
The photonuclear cross section for nitrogen and for photons between 10 and 30 MeV ranges
from 1 mb to apeak value of 14 mb at photon energy of 23 MeV (Oblozinský, 2000). For the
approximation of kph−nuc above, we took the average photonuclear cross section of nitrogen
σph−nuc ≈ 2 mb. The number of neutrons per TGFphoton (between 10 MeV and 30 MeV)
can then be approximated as kph−nuc
kph−absorp
≈ 4 × 10−3 (consistent withthe result of 4.3 × 10−3 by
Babich et al., 2010). One may assume that all neutrons are generated, as this is limited by the
photon absorption time scale k−1ph−absorp ≈ 5µs, efore they start to disappear by capture,which
happens with a rate of kcapt ≈ 80(ms)−1 at 3 km altitude.
As already mentioned above kcapt does not depend on energy, but only on altitude. For the





This equation is consistent with our simulated neutron number, indicated with crosses in Fig-
ure 6.1 (bottom). For the gamma radiation of the TGF afterglow we need to use the number of
neutrons and the reaction rate from the most significant pathway producing high-energy photons,
that is,n +14 N →15 N + γ, which happens with a rate of kn−ph = 0.7s1 as the cross section
equals 7.98× 1030m2(CHOI et al., 2007) at thermal velocities(0.025 eV, 2200 m/s). Together this











≈ 1.3 × 10−8, consistent with our simulated photon numbers, indicated
with diamonds in Figure 6.1 (bottom).
6.4.1 Photon yield by neutron
The 108 neutrons of our simulation initially all have the most probable energy of 13 MeV, and
they are directed downward, but they rapidly transit to isotropic diffusion. Figure 6.2 presents
the evolution of neutrons and photons in a similar manner as Figure 6.1, but now focused on the
TGF afterglow after 1 ms. Apart from the better statistics of neutron to photon conversion, there
are major differences to the earlier simulation. As the air density nair is 2.2 times lower, the
neutrons cool down 2.2 times more slowly, and they spread 2.2 times more widely; hence, the
TGF afterglow is much more extended in space and duration. At the altitude of 10 km,it lasts for
more than 1 s, as the rate constant kcapt in equation (3) is now kcapt ≈ 5 s−1.
The statistics of Figure 6.2 are much better than those of Figure 6.1, but unfortunately the
simulated box was too small to keep all particles. Figure 6.2 (top) clearly indicates that many
particles leave the system at its upper border at 18 km altitude. Therefore, the normalization rates
of equations 6.1-6.4 do not apply in the same fashion, so we rescaled them to fit the data. The
decay rate of particles, however, with a rate constant of 5/s at 10 km altitude represents a good fit.
6.4.2 The predicted signal
One question is whether the predicted TGF afterglow will be measurable above the cosmic
background radiation. Figures 6.1 and 6.2 show that it will be hard to detect a TGF afterglow at
sea level, if the neutrons are created above 3 km. We have calculated the predicted detector signal
of the TGF afterglows for the simulation of Figure 6.1 at 3 km altitude and for the simulation of
Figure 6.2 at 10 km altitude. The detector is the one of Gurevich et al. (2011) with an area of 475
cm2, and we used a temporal bin size of 200 µs as in their published plots. We assume that it is
hit by 2 cm2s1 or 9 cm2s1 cosmic background photons with energy above our threshold of 10 keV
at 3 or 10 km altitude, based on Bazilevskaya et al. (2008). This Poisson-distributed background
is added to the signal in Figure 6.3.
6.4.3 Summary of predictions for TGF afterglow
We have predicted a new thunderstorm radiation mechanism, the TGF afterglow. It is formed
by the pho-tonuclear production of neutrons by the TGF, neutron propagation, and cooling and
the inverse reaction thatcreates gamma rays again. TGF afterglows are thus a signature of gamma
rays above 10 to 30 MeV. A TGFafterglow can be distinguished from TGFs or gamma ray glows
by the following criteria:
1. Duration: A TGF lasts not longer than 200 µs, or possibly 600 µs depending on the interpre-
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Figure 6.2: The same as in Figure 6.1, but now for the TGF afterglow that started from a neutron source at 10 km
directed downward. In this figure time is plotted only from 103 s onward, focusing on the TGF afterglow. Figure 6.2
(bottom) does not represent the total particle number as some escaped out of the system at the upper boundary at 18
km. The decay rates, that is, the fits of the purple dashed lines, are the same as in Figure 6.1, adapted to the lower air
density (at 10 km compared to 3 km).
tation of some observations as one or several flashes. A gamma ray glow lasts for seconds
or more. A TGF afterglow lasts for 60 to 600 ms depending on the atmospheric altitudes
crossed by the intermediate neutrons acting as their source, see equation 6.1.
2. Signal shape: Neutron and photon signal appear suddenly and decay in time, compared to
the photon and neutron signal in a gamma ray glow which first swells and then decays.
3. Correlation with fast field changes: TGF afterglows are created by TGFs which are triggered
by leader propagation and related to fast electric field changes. Gamma ray glows are seen
before a discharge and can be terminated by one.
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Figure 6.3: (a, b) Simulated counts of gamma radiation from the simulation presented in Figures 6.1 and 6.2. (c,
d) Taken from Gurevich et al. (2011), in which it is denoted there as event “6.” Figures 6.3a to 6.3c are gamma
ray counts per 200 µs interval on a detector of 475 cm2 , at 3, 10, and 3.8 km, respectively. Figure 6.3d gives the
measured fast electric field variation (20 µs sampling rate measured by the capacity sensor, see Gurevich et al., 2011
for more details).
4. Photon isotropy: The photons of a TGF afterglow are fairly isotropic, in contrast to the
beams produced either in a TGF or in a gamma ray glow by the beamed motion of electrons
and their beamed gamma ray emission by bremsstrahlung.
5. Energy range: The photon energy does not exceed the photon nuclear energy of 10 MeV for
nitrogen,compared to many tens of MeV in a gamma ray glow or TGF.
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6.4.4 Possible observations
As already mentioned in section 1, Gurevich et al. (2011) have reported gamma ray emissions
lasting for 0.1 to 0.6 s. Clearly, the duration is significantly longer than any TGF detected or
simulated, which should disappear within a millisecond, but the signals reported by Gurevich et
al. (2011) are many orders longer. They occurred during the full duration of an atmospheric
discharge at the Tien-Shan Cosmic Ray station at 3.3 to 3.9 km altitude, within the Tien-Shan
mountains that reach up to almost 7.5 km altitude. Gurevich et al. (2011) found that the temporal
distribution of gamma radiation intensity in a burst is quite nonuniform, with some time structures
on the scale of millisecond strongly correlated with an electric field change during the discharge.
Based on duration only, the measurements fall in the regime of TGF afterglows.
To illustrate how TGF afterglows would qualitatively appear in measurements, we added one
event from Gurevich et al. (2011) to Figures 6.3 c and 6.3 d. The measured gamma ray counts in
Figure 6.3 c appear suddenly at t = 0 ms, simultaneous with a fast field variation given in Figure
4d, after which it decays in time. This measured structure in Figure 4c, from 0 ms to 200 ms,
shows similarities to our simulated TGF afterglow at 3 km. But, the observations are probably
not produced by the specific TGF that we simulated (a TGF starting at 8 km and directed ver-
tically downward), there could be other scenarios (different altitude, orientation, opening angle,
and photon spectrum); in addition, also the number of photons per TGF varies by an order of
magnitude.
The measurements of Gurevich et al. (2011) show also structures that would not fit in the
description of a TGF afterglow. Namely, structures that first swell and then decay, centered around
one or multiple fast field variations. An example of such a structure is also seen in Figures 6.3 c
and 6.3 d, between 200 ms and 300 ms. We speculate that it fits in the description of a gamma
ray glow, but a transient one with a much shorter lifetime than typically measured. It could be the
result of field development by previous partial discharges, producing a transient patch of air with
an electric field above runaway breakdown, until the patch itself is discharged by a leader.
There may be more candidates of gamma ray observations from thunderstorms which are
actually TGF afterglows. We have summarized discriminators in section 2.5 to search for TGF
afterglows and we invite other researches to look for their signatures in their millisecond time
scale gamma ray measurements.
6.5 SIMULATED PHOTON AND NEUTRON DISTRIBUTIONS IN SPACE, TIME AND
ENERGY AT SEA LEVEL
We have analyzed the photon and neutron distributions in space, time and energy at sea level
as a function of the energy spectrum of the source photons and as a function of the source altitude
where we assumed that the photons were emitted within one instantaneous burst in the downward
direction. As said above, we divided the neutron relevant energy range from 10 to 30 MeV into
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Table 6.1: Number and lateral spreading of the neutrons at sea level as a function of the altitude of the photon
source. For each source altitude, 4×107 primary photons were used, with a uniform energy distribution between 10
and 30 MeV. The neutron spreading on ground is defined as the standard deviation from the beam axis. The fourth
column contains the neutron number per primary photon, with an error estimated as the root of the neutron number.
The last column is the average neutron flux density towards the ground calculated with a reference circular area with
1 km radius and a reference time of 0.5 s.
Source Lateral Neutron number Neutrons per Flux density per primary
altitude spreading on ground primary photon [cm−2s−1]
0.3 km 291 m 51777 (1.294± 0.006)× 10−3 0.824×10−13
1.0 km 396 m 24913 (6.23± 0.04)× 10−4 0.396×10−13
1.5 km 417 m 10666 (2.67± 0.03)× 10−4 0.169×10−13
2.0 km 427 m 4666 (1.17± 0.02)× 10−4 0.074×10−13
2.5 km 445 m 2018 (5.1± 0.1)× 10−5 0.321×10−14
3.0 km 408 m 917 (2.29± 0.07)× 10−5 1.459×10−15
4.0 km 413 m 227 (5.7± 0.4)× 10−6 0.361×10−15
5.0 km 373 m 81 (2.0± 0.2)× 10−6 1.289×10−16
6.0 km 347 m 13 (3± 1)× 10−7 2.069×10−17
4 intervals of 5 MeV width. We found that the spatial and temporal distributions of photons
and neutrons on ground hardly depend on the energy of the source photons. Only the neutron
production rate depends strongly on the photon energy. The results related to the total neutron
number that depend on the source spectrum, will be discussed in the next section. In the present
section we present the spectrum independent distributions, and we sum over the four energy
intervals; so effectively we here present results for 4 · 107 source photons uniformly distributed
over the energy interval of 10 to 30 MeV.
6.5.1 Neutron number and distribution at sea level as a function of source altitude
Table 6.1 shows the number of neutrons per primary photon at sea level and their spatial
spread over the ground as a function of photon source altitude; the spatial spread is measured as
the standard deviation from the beam axis. As expected, the neutron number strongly decreases
with increasing source altitude. On the other hand, the spatial spread over the ground is fairly
constant with radii ranging from 290 to 450 m. This can be understood based on the spatial
distribution of neutron generation and propagation discussed below.
6.5.2 Energy spectra of photons and neutrons at sea level
The energy spectra of photons and neutrons at sea level are presented in Figures 6.4 and 6.5 as
a function of energy for different source altitudes. The only dependence on the energy spectrum of
the source photons lies in the fact that, e.g., photons in the energy range from 10 to 15 MeV only
produce neutrons with energies below 5 MeV, and hence the spectrum of the produced neutrons
has this upper energy limit. However, our simulations show that this initial energy difference of
the neutrons rapidly disappears while they cool down through collisions with air molecules. For
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the neutrons, there are 50 logarithmic bins from 0.1 eV to 20 MeV, while for the photons there
are 100 logarithmic bins from 10 keV to 30 MeV, both equally spaced in logarithmic space.
The photon energy spectra recorded at sea level are shown in Figure 6.4. The source photon
spectrum is a uniform distribution between 10 and 30 MeV as indicated in the figure as primary
spectrum. This initial spectrum is still clearly visible on ground for source altitudes of 0.3 and
1 km, though attenuated, with a clear discontinuity toward the secondary photon spectrum at lower
energies. This discontinuity diminishes for higher source altitudes due to multiple interactions
where photons lose energy or disappear, and the discontinuity disappears above 4 km. There
is a second discontinuity visible in the spectra at 511 keV which is the positron annihilation
line. When photons with energies above 1.02 MeV are available, electron positron pairs can be
produced, and the annihilation of the positrons creates the 511 keV line. It can be noticed that
the shape of the photon spectrum for longer times and lower energies hardly changes. This is
because the distribution is continuously refreshed by higher energy particles losing energy, and
hence flowing into the lower energy regimes.
Figure 6.4: Photon energy spectra at the ground for different source altitudes. The gray shade indicates low statistics.
Figure 6.5 shows the energy spectra of the neutrons. There are two regimes visible: a spec-
trum with an index of approximately −0.8 for neutron energies up to 10 keV and an exponential
cutoff in the MeV energy regime. The latter depends on the spectrum of the source photons as this
determines the maximal neutron energy. However, the shapes of the neutron spectra on ground
hardly depend on the source altitude. This is due to their actual places of generation and to their
dynamics as we will explain further below. The neutron energy spectra below 10 keV become
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noisy (i.e., they become as low as 1 to 10 counts per bin) with increasing source altitude, indi-
cating that low energy neutrons do not reach the ground and rather thermalize in the air through
inelastic scattering or capture. The neutron spectra for source altitudes of 4 km, 5 km and 6 km
are very noisy and not shown. Due to the strong absorption for large source altitudes as also visi-
ble in Table 6.1, our simulations would have needed a much larger number of primaries ( 107)
to identify the neutron spectrum on ground beyond the statistical noise.
Figure 6.5: Neutron energy spectra at the ground for different source altitudes. The gray shade indicates low statistics.
The vertical line marks the energy range at 10 keV.
6.5.3 Distribution of arrival times of photons and neutrons at sea level
We also investigated the arrival times of photons and neutrons at sea level, i.e., the number
of particles arriving per primary per time as a function of time, again for different photon source
altitudes. As before, the distribution of arrival times does not depend on the source spectrum.
The distribution of photon arrival times at sea level is shown in panel (b) of Figure 6.6; for
all source altitudes this distribution exhibits two distinct pulses. The first pulse has a duration of
less than 0.1 ms, it starts at the time a photon needs to travel from the source to the ground in
a straight line. The photons arriving somewhat later have undergone some scattering along their
path. The second photon pulse lasts up to about 500 ms. It appears when photons create neutrons
by a photonuclear reaction, and these neutrons release photons at capture. This is the mechanism
that creates a TGF afterglow after a TGF, as predicted by Rutjes et al. (2017).
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Figure 6.6: Distribution of arrival times of (a) neutrons and (b) photons on ground per primary. The different source
altitudes are indicated by the legend. The vertical line marks the end of the primary photon pulse at 0.1 ms. The gray
shade indicates low statistics.
The distribution of neutron arrival times per primary photon is shown in panel (a) of Figure 6.6.
The first neutrons reach ground shortly after the first photons. They keep arriving up to times of
500 ms. But while the pulse of secondary photons forms, the neutron number decreases. The late
neutrons arrive with lower energies than the fast ones, as will be discussed in more detail later.
6.5.4 Interpretation of the simulations and the shape of the effective neutron source
A photon traveling from a source altitude of 300 m straight down will reach ground within
1 µs (with the speed of light of 3×108 m/s). On the other hand, if the most energetic neutron with
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a kinetic energy of 20 MeV would move straight to the ground without any interaction, it would
need 5 µs. But since the first neutrons arrive at ground level already after ≈ 1 µs as well, as
shown in Figure 6.6(a), they must have been created along the photon trajectories near the ground
and without many interactions with air particles.
Based on the relevant cross sections of photons and neutrons, the concept illustrated in Fig-
ure 6.7 can be developed for their distribution in space, time and energy: The photon source is
assumed as a point-like instantaneous beam directed downward — from which other sources can
be constructed by superposition. This photon beam broadens slightly, while losing energy; the at-
tenuation length is ∼ 1.5 km (RUTJES et al., 2017) until the photon energy drops below 10 MeV
and the photon cannot produce neutrons anymore. The neutrons are created everywhere along
the trajectories of the sufficiently energetic photons, therefore the effective neutron source has a
cone like structure of about kilometer length. The neutrons initially have energies in the MeV
range. They diffuse isotropically while losing energy through collisions. Their attenuation length
is ∼ 685 m (KÖHN et al., 2017). This concept is consistent with the simulated distribution of
photons and neutrons in space, time and energy.
Figure 6.7: Illustration of the effective neutron source geometry due to a point-like initial photon beam directed
downward. The beam of high energy (primary) photons (in red) diverges slightly. Within this beam, individual
photons move on straight lines and can create neutrons (in blue) by a photonuclear reaction. The created neutrons
diffuse isotropically while they cool down. Photon lines ending without a (blue) neutron, have mostly created electron
positron pairs; these pairs as well as lower energy photons are not drawn. The spatial dimension is of the order of a
kilometer.
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6.5.5 Second photon pulse and time dependent neutron spectra
All neutrons that do not reach ground will eventually be captured, accompanied with the
release of a high energy photon; this is the delayed photon signal visible in panel (b) of Figure 6.6.
To better identify the relation between spectra and temporal delay, the data of Figures 6.4-6.6 are
plotted in a different manner in Fig. 6.8: here the spectra of photons and neutrons arriving before
or after 0.1 ms are plotted separately.
The majority of the photons arrives within the first photon pulse (before 0.1 ms), while the
secondary pulse consists of a relatively small photon number with energy between 10 keV and
some MeV, this feature is shown in the upper panels of Figure 6.8. The ratio of the photon
number in the second pulse to the photon number in the first pulse is ∼ 10−5 for the different
source altitudes. This ratio as well as the high energies of the second photon pulse are compatible
with the hypothesis that the second photon pulse is created by the capture of neutrons that were
created by a photonuclear reaction from the primary photons, see Rutjes et al. (2017) for a further
discussion.
The spectra of the neutrons arriving before or after 0.1 ms are shown in the lower panels of
Figure 6.8. The early arriving neutrons have much higher energies which is consistent with the
concept that they were created by photons near the ground and have not collided much with air
molecules. The neutrons arriving after 0.1 ms have mostly energies below 1 MeV, since they were
created earlier when still many energetic photons were available, so they had more time to lose
energy through collisions while diffusing through the atmosphere. These numerous and relatively
cool "late" neutrons create the second photon pulse discussed above.
6.6 NEUTRON DETECTION ON GROUND AS A FUNCTION OF SPECTRUM AND
ALTITUDE OF THE PHOTON SOURCE
We now investigate how the neutron production depends on the spectrum of the photon source.
6.6.1 Construction of an arbitrary photon source spectrum
In our simulations, we have divided the photon energy range into 4 intervals within the energy
range relevant for neutrn production: 10-15, 15-20, 20-25, 25-30 MeV; these four intervals are
labeled as i = 1, 2, 3, 4 below. Figure 6.9 shows the total neutron count per primary as a function
of photon source altitude for the 4 energy intervals of primary photons. Photons within the energy
intervals from 20 to 25 MeV and from 25 to 30 MeV create about the same large number of
neutrons on ground, and they do this for every source altitude. This is related to the fact that the
photonuclear cross section of nitrogen has a maximum at 23 MeV (OBLOZINSKY, 2000). The
photon energy range of 10-15 MeV, on the other hand, has the lowest neutron production for all
source altitudes.
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Figure 6.8: Energy distributions of photons (top row) and neutrons (bottom row) as in figures 6.4 and 6.5, but now
differentiated between arriving before 0.1 ms (left column) or after 0.1 ms (right column).
The number of neutrons Ni(h) on ground per primary photon in one of the four energy inter-
vals i = 1, 2, 3, 4 can be approximated as a function of source altitude h as
Ni(h) = Ii e
−h/`i (6.5)
with the values of `i and Ii given in Table 6.2. The parameters were determined by interpolating
the neutron number for the source altitude h = 300 m and for the highest source altitude with
neutron counts for the respective energy interval i. (It should be noted that the exponential ansatz
of the equation implicitly assumes a constant air density, therefore it is limited to altitudes below
5 or 6 km. For larger altitudes the variation of air density needs to be taken into account.)
In Table 6.2, it can be noted, that `i is not a monotonous function of the gamma-ray energy,
and this has a physical reason. As the photonuclear cross section has a maximum at 23 MeV,
photons in the energy range of 20 to 25 MeV liberate neutrons closer to the photon source, i.e. at
a higher altitude. Therefore these neutrons have a lower probability to reach the ground, because
effectively they have to traverse a larger distance. Based on this argument, one would expect `i to
be largest for photons with 10-15 MeV, but then the neutrons have initial energies as low as 0-5
MeV and will not diffuse far before losing their energy.
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Figure 6.9: Neutron number on ground per primary photon as a function of source altitude. The lines refer to the
four different energy ranges of 10-15 MeV; 15-20 MeV; 20-25 MeV; 25-30 MeV, as indicated in the legend.
Table 6.2: Interpolated values for the parameters `i and Ii in equation (6.5) for the different energy ranges of the
source photons.
Label i Energy Range `i Ii per primary
1 10 - 15 MeV 565 m 1.0× 10−4
2 15 - 20 MeV 740 m 8.3× 10−4
3 20 - 25 MeV 667 m 4.1× 10−3
4 25 - 30 MeV 735 m 2.9× 10−3
The neutron number nγ per primary photon in the energy range of 10 - 30 MeV, for an arbi-












where ai is the number of photons in each energy interval i within the distribution f(E).
6.6.2 Results for different RREA spectra and source altitudes
The photon spectrum is frequently assumed to be a stationary RREA spectrum (DWYER et






with the exponential cutoff Eth. The number of photons with energy above the photonuclear
reaction threshold increases with Eth.
Figure 6.10 shows the neutron production as a function of this exponential cutoff for source
altitudes of 2.5, 5 and 6 km, calculated with equation (6.6). Two distinct features can be seen:
First, for Eth varying from 6 to 10 MeV, the neutron detection on ground varies only by a factor
of 1.5; this means that the neutron detection is fairly insensitive to this parameter for all source
altitudes. On the other hand, the dependence on source altitude is quite strong; this is why we
introduced the altitude dependent multiplication factors in the plot to display all curves. The
neutron number on ground per primary photon in the right energy range is therefore characteristic
for the source altitude.
Figure 6.10: Neutron number per primary at the ground, nγ , plotted as a function of the source photon spectrum for
different source altitudes. The source spectrum is parameterized by an RREA spectrum (6.7) with exponential cutoff
energy Eth. The curves for 5 and 6 km are multiplied by scaling factors of 30 or 100 in order to display all curves in
the same plot.
6.6.3 Arbitrary photon sources and detection altitudes
Of course, the neutron number at sea level can be calculated in the same way as above for any
other source spectrum and altitude.
If the detection is not at sea level, one has to consider that the results should be the same if
the particles had the same probability to collide with air particles; this means that they must have
crossed the same air density n integrated from start to end point.
Up to now, we have focussed on the products of a single instantaneous point-like photon beam




Carlson et al. (2010) and Babich et al. (2010) have simulated neutron production from specific
photon sources and altitudes. Carlson et al. (2010) used a measured TGF photon spectrum
parameterized as in equation (6.7), their results are summarized in Table 6.3 and can be directly
compared to Figure 6.10. In agreement with Carlson et al. (2010) and Babich et al. (2010), our
results show that the effective neutron source is extended along the photon beam.
Source altitude Carlson et al. (2010) Babich et al. (2010) present work
2.5 km 2.3× 10−4 n.a. 2.0× 10−4
5.0 km 6× 10−6 2.40× 10−6 8.1× 10−6
Table 6.3: Number of neutrons at sea level per primary by different authors.
Bowers et al. (2017) perform a similar analysis as we do. They simulate neutrons measured
on ground that are generated by an instantaneous release of an RREA spectrum of gamma-rays
moving downward, with Eth = 6.5 MeV. Source altitudes are 0.5, 1.0 and 1.5 km (for a Japanese
winter thunderstorm). But, since they focus in a given spectrum, their work does not provide the
possibility of generalization as the present work.
Toropov et al. (2013) have observed that lightning discharges and neutron bursts are well
correlated; they registered several discharges, and some were accompanied by neutron burst of
approximately 2 minutes duration. According to the present work, this suggests that there were
multiple gamma-ray emissions during a single lightning discharge to generate the neutron pulse
detected on ground as the neutron signal from an instantaneous gamma-ray pulse does not last
longer than a fraction of a second when it arrives from 3 km altitude or less; for larger altitudes
the signal would be very small, as we have calculated.
In our simulations, the vast majority of neutrons are concentrated in an area with less than 1 km
radius around the beam axis, as shown in Section 6.5.1; and they arrive within some hundreds of
milliseconds, as shown in Section 6.5.3. The average flux density can be calculated with these
parameters; it is shown in the last column of Table 6.1 to allow an estimate whether it can be
measured with a given detector.
Martin et al. (2010) measured a neutron area density of 20 cm−2, but their detector was
efficient only in the thermal part of the energy spectrum up to 1 eV; therefore they missed a great
part of the neutron spectrum. They estimated that the initial neutron number was 1012 − 1013
assuming that they came from a point-like source and spread isotropically within a sphere of
1-2 km to their thermal detector.
Other measurements such as the flux of 4 × 10−3 cm−2s−1 reported by Starodubtsev et al.
(2012) took into account only neutrons with energy above 10 MeV. As our results show (Fig-
ure 6.8), neutrons with energy above 10 MeV reach the detection plane within 0.1 ms, so the flux
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reported by Starodubtsev et al. (2012) may be a result of multiple emissions due the integration
time in their measurements.
Considering that the integrated atmospheric density between 0-6 km is similar to the value
between 6-400 km and taking into account that the number of neutron per primary at the ground
is of the order of 10−7 for a source altitude of 6 km, a larger number of primary photons in the
emission would be needed to generate detectable neutrons at the ground and at satellite altitudes.
And as the neutrons travel to satellite altitudes, the particles have a lot more space to diffuse than
during their motion to the ground, making neutron detection at satellite altitudes very difficult.
Recent TGF measurements (GJESTELAND et al., 2015) have shown events that were esti-
mated to have approximately 1017 − 1020 source photons with energy above 1 MeV. The mea-
surements were done in the 25 keV - 17 MeV energy range, but the maximum detected energy
was 11 MeV. Despite the large quantity of photons with energy above 1 MeV, the neutron bind-
ing energy in atmospheric nuclei is at least 10 MeV and the neutron production for 10-15 MeV
is small compared to the peak values, as discussed in Section 6.5.2. In order for such events to
produce ground detectable neutrons, the source energy must be higher than the detected energy.
The energy range must cover at least the peak energy range of photonuclear cross section, i.e.,
20-25 MeV. Since our results show that although the four energy intervals contribute with simi-
larly shaped spectra and pulses, the absolute number of neutrons is dominated by the energy range
20-30 MeV by at least one order of magnitude, as can be seen in Figure 6.9.
6.8 CONCLUSIONS AND OUTLOOK
We simulated neutron footprints in space and time from gamma-ray point sources with initial
photon energy between 10 MeV and 30 MeV; and we differentiated between four initial energy
intervals of 5 MeV width. Clearly we see that even if the photons start from a point, neutrons do
not originate from a point, but they are produced along the kilometer long paths of the high energy
(primary) photons, as illustrated in Figure 6.7. This fact limits simple inverse approximations on
the amount of photons needed to explain observed neutron fluxes. The fluxes provided here can
be used for better estimations.
We observed that the neutron spectra for the four different gamma-ray energy intervals do not
change significantly, but the number of neutrons produced depends on the gamma-ray energy. In
other words, as the number of neutrons produced is so sensitive to the gamma-ray energy, the
neutron yield depends on the initial gamma-ray spectrum. We calculated the number of neutrons
as function of the characteristic (mean) energy cutoff of a steady state RREA for several altitudes,
see Figure 6.10. This dependence can be used to calculate the original number of photons, e.g.
in a gamma-ray glow, when the characteristic (mean) energy cutoff, Eth in Equation (6.7), can be
approximated based for example on its sensitivity to electric field. Or in the other direction, know-
ing the total neutron to photon ratio results in the characteristic (mean) energy cutoff (assuming
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RREA) and by that in a diagnostic for the ambient electric field.
From the energetic and spatio-temporal characteristics of the neutron signal, we conclude
that the neutron source is spread in space by photon motion, as illustrated in Figure 6.7. There
are neutrons arriving at sea level at the same time as the photons, indicating that the neutrons
were produced at low altitudes so they could coincide with the pulse of primary photons, as
shown in Figure 6.8; and also there are neutrons arriving at sea level after the pulse of photons
from the source is gone, meaning that these neutrons were created at high altitudes or collided
enough with air particles that their travel time to the ground is much longer. These neutrons have
characteristically lower energies. In fact, the arrival times of gamma-rays and neutrons after a
gamma-ray burst (as presented in Figures 6.6 and 6.8) depend in a characteristic manner on the
source altitude, and allow its determination.
Since the photons can not have many interactions without leaving the energy range of photonu-
clear reaction, we estimate that most neutrons are created on a cone of kilometer length during
the photon motion downward; and the neutrons’ lateral spreading must be due to their collisions
with air molecules. These neutron collisions with air molecules occur on a longer time scale than
the time scale of the source particles and generate a second photon pulse constituting the TGF
afterglow (RUTJES et al., 2017).
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It has been discussed that lightning flashes emit high-energy electrons, positrons, photons and
neutrons with single energies of several tens of MeV.
In the first part of this chapter we study the absorption of neutron beams in the atmosphere.
We initiate neutron beams of initial energies of 350 keV, 10 MeV and 20 MeV at source altitudes
of 4 km and 16 km upwards and downwards and see that in all these cases neutrons reach ground
altitudes, and that the cross section areas extend to several km2. We estimate that for terrestrial
gamma-ray flashes approximately between 10 and 2000 neutrons per ms and m2 are possibly
detectable at ground, at 6 km or at 500 km altitude.
In the second part of the chapter we discuss a feedback model involving the generation and
motion of electrons, positrons, neutrons, protons and photons close to the vicinity of lightning
leaders. In contrast to other feedback models, we do not consider large-scale thundercloud fields,
but enhanced fields of lightning leaders. We launch different photon and electron beams upwards
at 4 km altitude. We present the spatial and energy distribution of leptons, hadrons and photons
after different times and see that leptons, hadrons and photons with energies of at least 40 MeV
are produced. Because of their high rest mass hadrons are measurable on a longer time scale than
leptons and photons. The feedback mechanism together with the field enhancement by lightning
leaders yields particle energies even above 40 MeV measurable at satellite altitudes.
In section 7.2 we introduce our three-dimensional, relativistic Monte Carlo feedback model
and put emphasis on the interaction of neutrons with air molecules. We will discuss the main
neutron dissipation processes. Moreover, we will introduce the concept of atmospheric depths
which gives a mean to estimate the absorption and energy loss of particle beams traveling at the
same air package, but through different altitudes.
Finally, in section 7.3.1 we present simulation results of neutron beams with different initial
energies originating at different altitudes and investigate the energy dissipation and how far they
reach in the atmosphere.
In sections 7.3.2 and 7.3.3 we consider more general cases and analyze photon and electron
beams of different energies. We explore the subsequent production and motion of electrons,
1This chapter is a version: C. Köhn, G. Diniz and M.N. Harakeh, Leptons, hadrons and photons and their feedback close to
lightning leaders J. Geophys. Res. Atmos., vol. 122, pp. 1365-1383, doi:10.1002/2016JD025445
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positrons, protons and neutrons and take into account the electromagnetic feedback of photons,
positrons and electrons. For these cases we then present the spatial and energy distributions after
different time steps.
Our conclusions are presented in section 7.4.
7.2 MODEL
7.2.1 Cross sections and the Monte Carlo particle code for leptons, photons and hadrons
We model the motion and production of leptons (electrons and positrons), neutrons and pho-
tons as well as the production of protons in air, i.e. in a mixture of N2 (78.12%), O2 (20.95%) and
Ar (0.93%), with a three-dimensional, relativistic Monte Carlo code where we explicitly model
the collision of electrons, positrons, photons and neutrons with air molecules.
For electrons we include elastic scattering off air nuclei (LXCat Database, 2014; JACOB,
1973; PHELPS and PITCHFORD, 1985; PHELPS, 1985; FIALA et al., 1994; VAHEDI and
SURENDRA, 1995), electron impact ionization (YONG-KIM and SANTOS, 2000), attachment
to molecular oxygen (LUQUE and GORDILLO-VÁZQUEZ, 2011; PANCHESHNYI et al., 2008;
LAWTON and PHELPS, 1978), molecular excitations (LXCat Database, 2014; LAWTON and
PHELPS, 1978), electron-electron Bremsstrahlung (KÖHN et al., 2014) and electron-nucleus
Bremsstrahlung (BETHE and HEITLER, 1934; KÖHN and EBERT, 2014). For positrons we in-
clude the same processes plus the annihilation of positrons at shell electrons of air molecules. This
is justified since positrons and electrons behave alike (AGOSTINELLI et al., 2003KOTHARI and
JOSHIPURA, 2011).
For photons we include photoionization (EPDL Database, 1997), Compton scattering (GREINER
and REINHARDT, 1995; PESKIN and SCHROEDER, 1995) off shell electrons, the production
of electron-positron pairs (KÖHN and EBERT, 2014) as well as the production of neutrons and
protons (FULLER, 1985). Through the removal of neutrons from 147 N or
16
8 O by photons, the ra-
dioisotopes 137 N or
15
8 O are produced. However, as we have shown in (KÖHN and EBERT,2015),
this process is not significant enough to produce radioisotopes in large amounts.
For neutrons we include elastic scattering, excitations of air nuclei and charge-exchange re-
actions, i.e. A(n,p)B, where A is the nucleus of an air atom (target nucleus) and B is the nucleus
formed by exchanging a proton by a neutron in the target nucleus. There we use different cross
sections for nitrogen, oxygen and argon (MENDOZA et al., 2012, 2014). The charge-exchange
process can eventually produce radioisotopes, e.g. as through 147 N(n,p)
14
6 C. However, this pro-
cess is a third-order process (after the production of photons and the subsequent production of
neutrons) and thus it is negligible.
By implementing all the reactions mentioned above, we have automatically taken into account





































































































































c) ∆ν/νSimulation, electrons d) ∆Λ/ΛSimulation, photons
Figure 7.1: a) The simulation results and NIST data of the average length ν until full energy loss of electrons for
different initial energies E0 at ground pressure. b) The simulation results and NIST data of the mean free path Λ of
photons in air as a function of the initial photon energy E0. c) The relative error (νNIST − νSimulation)/νSimulation as a
function of E0. d) The relative error (ΛNIST − ΛSimulation)/ΛSimulation as a function of E0.
cess and through positron annihilation at shell electrons, as well as of photons producing leptons
through Compton scattering, photoionization and pair production. The treatment of hadrons is not
relevant for the feedback itself, but we have included them to complete the microphysical part as
much as possible. However, once neutrons are liberated from air nuclei they can produce protons
through charge-exchange reactions and, as such, enhance the proton signal.
We note here that this is the same microphysics as in Dwyer (2003) where new RREAs are
initiated by electrons produced by photons or positrons. However, in our model we do not look
into RREAs in homogeneous fields. Hence our feedback terminology differs slightly from the
one used in Dwyer (2003) since we do not look into the feedback of photons and positrons on
RREAs, but rather into the feedback of one species on another species.
The Monte Carlo code consists of two alternating steps: Between two steps the position and
the velocity of the particles are updated according to the relativistic equations of motion in a given
electromagnetic field. Afterwards we draw random numbers to determine if a collision, and if so,
which collision takes place. For all species we use the same Monte Carlo algorithm as used by Li
et al. (2012) fed with the above-mentioned cross sections for different species. The probability of
a particle colliding with an air molecule is proportional to the air density which we control with
the barometric formula. Details of the implementation of the electromagnetic processes can be
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found in Köhn and Ebert (2014, 2015).
Parts of this Monte Carlo code were used to calculate the energy distributions of photons and
positrons in the vicinity of a negative stepped lightning leader (KÖHN and EBERT, 2015), and
the production of X-rays from meter long discharges (KOCHKIN et al., 2016). We already val-
idated our code up to energies of 1 MeV in (KOCHKIN et al., 2016) by comparing the NIST
data (BERGER et al., 1998) with our simulation results for the average distance ν for full en-
ergy loss of an electron with initial energy E0. The NIST data is the so-called CSDA range
which is “a very close approximation to the average path length traveled by a charged particle
as it slows down to rest, calculated in the continuous-slowing-down approximation. In this ap-
proximation, the rate of energy loss at every point along the track is assumed to be equal to
the total stopping power. Energy-loss fluctuations are neglected. The CSDA range is obtained
by integrating the reciprocal of the total stopping power with respect to energy.” NIST CSDA,
http://physics.nist.gov/PhysRefData/Star/Text/appendix.html) In the scope of this paper we ex-
tended this comparison up to 50 MeV, shown in Figure 7.1 a). Additionally, panel c) shows the
relative error (νNIST − νSimulation)/νSimulation indicating good agreement between the data and the
simulations with a relative error of . 0.2 except for a small deviation for very small and very
large energies. However, for intermediate energies where most of the electrons are in the energy
distribution, the agreement is much better. As mentioned above, for positrons we use the same
cross sections as for electrons in addition to the annihilation of positrons at shell electrons.
Fig. 7.1 b) compares the mean free path Λ of photons in air tabulated in the NIST database
(BERGER et al., 1998) and calculated with our Monte Carlo code; panel d) compares the relative
difference (ΛNIST − ΛSimulation)/ΛSimulation. There are the deviations between the NIST data and
our simulation results . 0.4 for photon energies below 1 MeV; for photon energies above 1 MeV,
however, the relative error tends to zero. This is particularly the energy range we are interested in
for the production of electron-positron pairs and of hadrons.
7.2.2 Neutron cross sections
In previous work, e.g. Dwyer et al. (2007) and Köhn and Ebert (2015), cross sections for
electrons, positrons and photons, have carefully been investigated and documented. Here we
revise cross sections for neutrons moving through the atmosphere.
Figure 7.2 a) shows the total cross sections of neutrons colliding with nitrogen molecules as a
function of the incident neutron energy. The capture of neutrons is the least significant process,
but its probability increases for decreasing energy; the main process for all relevant energies is
elastic scattering whereas the probability for inelastic scattering (here this involves all reaction
channels other than elastic scattering and capture, e.g. charge-exchange and transfer reactions)
is in-between the one for capture and elastic scattering. Figure 7.2 b) shows the cross section
for inelastic scattering and the cumulative cross section for elastic and inelastic scattering off air




































































1/Nint(16 km, 500 km)
1/Nint(0 km, 16 km)
1/Nint (16 km, 19 km)
a) b)
Figure 7.2: a) The total cross section for elastic and inelastic scattering off nitrogen molecules as well as for the
capture of neutrons on nitrogen molecules as a function of the energy Ekin,n,i of the incident neutron. b) The
cumulative cross section of elastic and inelastic scattering in air as well as the inverse column density 1/Nint, (black






is the air density integrated along the straight path `. n is the density of air molecules given
through n(z) = n0 · exp(−z/8.33 km) where n0 ≈ 2.6 · 1025 m−3 is the air density at standard
temperature and pressure. We have made a similar analysis for photons in Köhn and Ebert (2015).
If 1/Nint(r1, r2) < σ for a process with cross section σ , a collision of a neutron with an air
molecule is very likely. Figure 7.2 b) shows that for neutron energies above 2 MeV inelastic
scattering is very probable for the motion of neutrons between 16 km and 500 km or between
16 km and 0 km; neutrons traveling between 16 km and 19 km scatter rather elastically than
inelastically.
For elastic scattering the direction of the scattered neutron is determined by using the differ-
ential cross section dσ/dΩ, dΩ = 2π sin Θ dΘ, (MENDOZA et al., 2012, 2014) where Θ is the
scattering angle. Once Θ is known, we can use the conservation of energy and momentum to
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Figure 7.3: The ratio Ekin,n,f/Ekin,n,i of the neutron energy in the final state Ekin,n,f and in the initial state Ekin,i
after elastic scattering as a function of the scattering angle Θ. Different lines show different initial energies and
nucleon numbers η (η = 32 for O2, η = 28 for N2 and η = 2 for H2).
with
α := 4E2kin,n,i sin
2 Θ + 4(η + 1)2m2nc
4 + 8Ekin,n,i(η + 1)mnc
2
− 8Ekin,n,imnc2 cos2 Θ (7.3)
β := −8E2kin,n,i(η − 1)mnc2 − 8Ekin,n,i(η2 − 1)m2nc4
− 8E2kin,n,imnc2 cos2 Θ− 16Ekin,n,im2nc4 cos2 Θ (7.4)
γ := 4E2kin,n,i(η − 1)2m2nc4. (7.5)
where Ekin,n,i is the kinetic energy of the neutron in the initial state, mn ≈ 1.67 · 10−27 kg is
the neutron mass, c ≈ 3 · 108 m/s is the speed of light and η is the nucleon number of the air
molecule. Figure 7.3 shows the ratio Ekin,n,f/Ekin,n,i as a function of the scattering angle for
different initial energies and different nucleon numbers η. It shows that the energy loss increases
with increasing scattering angle. Since the nucleon number of air molecules (η = 28 for N2 and
η = 32 for O2) is larger than the rest mass of a neutron the energy loss of neutrons is at most 8%
for initial neutron energies between 350 keV and 20 MeV. Thus, neutrons will hardly lose any
energy through elastic scattering off air nuclei. For energies above 10 MeV (MENDOZA et al.,
2012, 2014) forward scattering is dominant and thus there is no significant energy loss through
elastic scattering. For comparison, we also show Ekin,n,f/Ekin,n,i for hydrogen. Since the mass
of molecular hydrogen is close to the one of a neutron, the energy transfer from a neutron to a
recoiling hydrogen molecule is significant, even for small scattering angles, and the neutron loses
much more energy than through the collision with air molecules.
For energies above 10 MeV, the cross section of inelastic scattering approaches the cross
section of elastic scattering. Inelastic scattering of neutrons can either be the excitation of air
molecules, their nuclei or the production of charged nucleons through the (n,p) charge-exchange
reaction. Figure 7.4 shows the average energy loss ∆E (solid line) for excitations as a function
of the incident neutron energy. It shows that the energy loss grows linearly with the energy of the
incident neutron. Additionally the dotted line shows the fraction of the energy loss to the incident

































Figure 7.4: The energy loss ∆E of neutrons after exciting air molecules (solid line) and the ratio of the energy loss
to the incident neutron energy Ekin,n,i (dotted line) as a function of the incident neutron energy.
scattering, is lost through excitations.
The propagation of neutrons through the atmosphere is an interplay of inelastic and elastic
scatterings. After neutrons have lost energy through inelastic scattering, the cross section for
elastic scattering increases and the average scattering angle becomes larger. Thus the number
of elastic scatterings per time unit increases and subsequently the energy loss through elastic
scattering becomes more and more significant.
Section 7.3 not only presents the attenuation of neutrons in air, but will also show that the
implementation of the above-mentioned cross sections and algorithms yields attenuation lengths
comparable to those mentioned in literature. For further validation we compare with data provided
by Nakamura and Kosako (1981). They calculate the total neutron flux r · Φ(r) of an almost
monoenergetic upwards directed neutron beam at distance r from the source for different initial
energy groups where the flux Φ = Nn/(4πr2) is defined as the number of neutrons Nn passing
through a sphere with radius r. Fig. 7.5 shows the comparison of the flux of a neutron beam
for different distances calculated with our simulation tool with the results presented in Fig. 8 of
Nakamura and Kosako (1981). In Nakamura and Kosako (1981), they do not use distinct initial
energies, but rather energy groups. We compare a 1.5 MeV beam with a beam in energy group
14 (1 - 2.02 MeV) and a 150 keV beam with energy group 16 (67.4 - 247 keV). We observe the
same exponential decrease and a good agreement between our results and the ones by Nakamura
and Kosako (1981). We see some deviations between our simulations and those of Nakamura and
Kosako (1981) which might be related to the fact that they use energy groups rather than distinct
initial energies.
7.2.3 Altitude and atmospheric depth
In addition to the different types of collisions it is essential for the understanding of the behav-
ior of a particle beam to know how many air molecules a particle of that beam has encountered
during its path through the atmosphere. Thus, the behavior depends not only on the initial altitude,








































E0 = 1 - 2.02 MeV [Nakamura, 1981]
E0 = 1.5 MeV, Simulation
E0 = 67.4 - 247 keV [Nakamura, 1981]
E0 = 150 keV, Simulation
Figure 7.5: The simulation results and the data by Nakamura and Kosako (1981) for the flux r · Φ(r) of neutron
beams of different energies E0 as a function of distance r.





−186.56 + 1222.66 · e− h9.9 km , 0 ≤ h/ km < 4
−94.92 + 1144.91 · e− h8.8 km , 4 ≤ h/ km < 10
0.61 + 1305.59 · e− h6.4 km , 10 ≤ h/ km < 40
540.18 · e− h7.7 km , 40 ≤ h/ km < 100
0.01− h
104 km , 100 ≤ h/ km < 112.8.
(7.6)
instead of using the altitude h. Two beams with different initial altitudes Hi,1/2, but with the same
initial direction, traveling towards altitudes H1 and H2, respectively, behave similar if they have
passed through the same amount of air ∆X = X(H1)−X(Hi,1) = X(H2)−X(Hi,2). We note
here that the concept of using the atmospheric depth allows to study the similarity of the behaviour
of particle beams at different altitudes, but that it does not capture the lateral dimensions.
7.3 RESULTS
We have simulated the motion of different initial monoenergetic particle beams of different
species with different initial energies E0 from different altitudes H0, i.e. air package ∆X = 0,
in the atmosphere and calculated the temporal evolution of the spatial and energy distributions of
all relevant particles. We have chosen the sign of ∆X such that ∆X < 0 refers to altitudes in the
initial direction of the particle beam.
The following three subsections establish the feedback model in a piecewise manner. In sec-
tion 7.3.1 we look into neutrons, in section 7.3.2 we look into photons which eventually produce
neutrons and in section 7.3.3 we look into beams of electrons which can produce photons subse-
quently liberating neutrons from air nulcei.
The duration of the simulations of neutron beams was approximately two to three weeks on
an “Intel(R) Xeon(R) CPU E3-1270 v3 @ 3.50GHz”; the simulations of the particle beams in
the vicinity of lightning leaders took approximately six months on an “Intel(R) Xeon(R) CPU
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E5-2650L v2 @ 2.60 GHz”.
7.3.1 The motion of monoenergetic neutron beams through the atmosphere
We simulated the motion of monoenergetic neutron beams originating at different altitudes
upwards and downwards; all beams are initiated with 600 neutrons. We note here that we only
regard some particular cases to cover the investigation of neutron beams in the keV and MeV
range which is the energy range of neutrons as being produced by TGFs (KÖHN and EBERT,
2015). Hence, we get a broad insight into the properties of neutron beams in the atmosphere.
Figure 7.6 shows the spatial distribution of neutrons after 1 ms for initial energies of 350 keV
(panel a), 10 MeV (panels b,c,d) and 20 MeV (panel e) for beams from 4 (panels a,b,e) and 16
km (panels c,d) altitude, upwards (panels a,d) and downwards (panels b,c,e). Figure 7.7 shows
the energy distribution after 0.25 ms, 0.5 ms, 0.75 ms and 1 ms for the same cases. Neutrons
with energies of 350 keV are rather scattered isotropically and travel less than 10 km in air; in the
upwards directed beam (Fig. 7.7a) some of the neutrons are backscattered and reach the ground.
The color of the points as well as Fig. 7.7 a) show that there is a maximum in the energy
distribution at 100 keV and also that there are still neutrons with 350 keV, thus keeping all their
initial energy. As Figure 7.3 shows, inelastic scattering is not dominant for energies below 500
keV, and the only energy loss is through elastic scattering. Due to the randomness of neutrons
scattering at air molecules, some neutrons will collide more frequently and lose more energy
whereas a few of them will not collide too often and thus keep their energy.
Figures 7.6 and 7.7 b) and e) show that beams of 10 MeV and 20 MeV emitted from 4 km
downwards behave similarly. After 1 ms neutrons populate altitudes from 0 km up to 8 km;
because of the high probability of inelastic scattering for energies of 10 MeV and 20 MeV the
neutrons lose a significant ratio of their initial energy and, hence, after 1 ms most neutrons have
energies below 80 keV. The situation changes if the neutron beam was emitted at 16 km altitude
(panels c and d). For both upwards and downwards emitted beams there are only a few neutrons
reaching the ground. There is a cloud of neutrons close to the source altitude and also neutrons
moving upwards. Panels c) and d) of Fig. 7.7 show that for the downwards emitted beam most
neutrons have energies below 1 MeV whereas for the upwards emitted beam there is a signifi-
cant number of neutrons with energies of approximately 10 MeV. While moving upwards, these
neutrons have not undergone a considerable number of collisions in the early stage of the beam
evolution and once the neutrons have passed a certain altitude, the air density has thinned out,
thus collisions become less probable. For the downwards emitted beam neutrons, they have first
to backscatter, before they can move upwards; since neutrons lose most of their energy when they
are backscattered, the neutron energies are smaller than the ones for the upwards emitted beam.
Figure 7.8 shows the neutron number N normalized to the initial neutron number N0 passing
through altitude z. Panel a) shows an overview of all simulated cases. It shows that the neutron
































































































































































e) E0 = 20 MeV, H0 = 4 km, down (169)
Figure 7.6: The spatial distributions of neutrons after 1 ms for different initial energies E0 and altitudes H0. The
color code on the right shows the kinetic energy. Note that the spatial scales are different for different panels. The



































































































































e) E0 = 20 MeV, H0 = 4 km, down
Figure 7.7: The energy distribution dnn/dEkin,n, i.e. the number of neutrons per energy bin, after different time
steps for different initial energies E0 and altitudes H0. All simulations were initiated with 600 neutrons.
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and for all simulations there is a small probability of detecting neutrons on the ground according
to Shah et al. (1985), Shyam and Kaushik (1999), Bratolyubova-Tsulukidze (2004), Tsuchiya and
other (2012), and Kozlov et al. (2013). It also shows that for the same initial energy and altitude
showers behave alike no matter whether they move upwards or downwards as long as they pass
through the same air package ∆X . Note here that Eq. (7.6) is only valid for altitudes below 112.8
km; hence, the green line representing an upwards emitted beam of 10 MeV neutrons starting at
an altitude of 16 km, is interrupted abruptly. ∆X = 0 means no air layer at all and denotes the
initial altitude of the neutron beam. Since we measure the flux of neutrons relative to ∆X = 0,
N/N0 drops down to 0 at ∆X = 0.
The attenuation length λatt [g/cm2] is defined as the atmospheric depth where the neutron
number has dropped to 1/e of the initial neutron number (in the initial direction). For 10 MeV
neutrons, it is λatt ≈ 74 g/cm2; for 20 MeV neutrons it is λatt ≈ 84 g/cm2 which is in agreement
with the values presented by Shibata (1994) and Koi et al. (1999).
Panels b) - f) show details for all simulated cases. In each panel for different initial energies,
different lines show the neutron number as a function of altitude/atmospheric depth for above
different energiesEkin,n; in these panelsEkin,n ≥ 0 means that all neutrons are taken into account,
hence, showing the same line as in panel a). Panels b) - f) explicitly show that most neutrons move
in their initial direction. Comparing panel a) with the others shows that for a 350 keV beam more
neutrons move in the opposite direction than for beams of 10 MeV or above. Panel d) and e) show
that for a 10 MeV beam emitted at 16 km altitude upwards or downwards, hardly any neutrons
reach the ground, but move up to several tens of km. The different lines in panels b) - f) show that,
regardless of the initial energy, there is a vanishing flux of high energy neutrons and that neutrons
reach the ground after having lost a significant fraction of their initial energy. Because of the
small neutron scattering cross section for high neutron energies, neutrons with higher energies
travel further before losing their energy than low-energy neutrons which leads to the staircase
structure in panels b) - f). The staircase structure is due to discretized output of our Monte Carlo
simulation every 10 µs. As such, especially for high neutron energies, we cannot plot the decrease
of the neutron number accurately enough and sudden false stairs occur.
Figure 7.9 shows the normalized cross section area 〈A〉(H) = 1/N(H) ·
N∑
i=1
(x2i (H) + y
2
i (H))
as a function of H or atmospheric layer ∆X . N(H) is the total neutron number at altitude H
and xi(H) as well as yi(H) are the coordinates of the i-th neutron at altitude H parallel to the
xy-plane. As in Fig. 7.8 panel a) shows an overview over all simulated cases whereas panels b) -
f) show details for each simulation. Panel a) shows that for all beams from 4 km downwards and
upwards the neutron beam covers an area of approximately 1 km2 at H ≈ 0. At the ground the
10 MeV beam from 16 km downwards covers an area of approximately 10 km2 whereas the 10
MeV beam from 16 km upwards covers an area of approximately 50 km2 because on their way
downwards these neutrons scatter more than those initiated at 4 km altitude.
Figures 7.6 and 7.9 also show that for all simulated cases the neutron beams are much more
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e) 10 MeV/16km/up f) 20 MeV/4 km/down
Figure 7.8: a) The normalized neutron number N/N0 for the same cases as in Figs. 7.6 and 7.7 as a function of
atmospheric layer ∆X . Here ∆X = 0 refers to the initial altitude and ∆X 6= 0 denotes the air package in g/cm2
which a neutron passes where a negative sign of ∆X denotes the altitudes in the initial direction of the neutron beam.
Panels b) - f) show N/N0 for the different cases in a) distinguishing for different threshold energies Ekin,n passing
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as a function of atmospheric
layer ∆X and equivalently of the altitude H . xi and yi are the positions of the i-th neutron (out of N ) parallel to
the xy plane. The solid line at ∆X = 0 indicates the source altitude of the neutron beam. Panel a) shows all
simulated cases whereas panels b) - f) show 〈A〉 for different threshold energies Ekin,n for different initial altitudes
and different initial energies.
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Initial condition H [km] Nn/(∆t ·A) [1/(m2 ms)] Nn,TGF /∆t [1/ms]
350 keV/4 km/up 0 < 10−9 < 1667
350 keV/4 km/up 6 5 · 10−9 8333
350 keV/4 km/up 500 < 10−9 < 1667
10 MeV/4 km/down 0 5 · 10−9 8333
10 MeV/4 km/down 6 5 · 10−10 833
10 MeV/4 km/down 500 < 10−10 < 167
10 MeV/16 km/down 0 < 10−13 < 0.17
10 MeV/16 km/down 6 3 · 10−10 500
10 MeV/16 km/down 500 < 2 · 10−13 < 0.33
10 MeV/16 km/up 0 < 10−11 < 17
10 MeV/16 km/up 6 10−10 167
10 MeV/16 km/up 500 < 2 · 10−11 < 33
20 MeV/4 km/down 0 10−9 1667
20 MeV/4 km/down 6 10−10 167
20 MeV/4 km/down 500 < 10−11 < 17
Table 7.1: The fluence Nn/(∆t · A) of neutrons at different altitudes for different initial conditions calculated from
the simulations as in Fig. 7.6 (600 initial neutrons) and the flux Nn,TGF /∆t for a typical TGF event (1015 neutrons
at source altitude) for different initial conditions.
d) and Fig. 7.9 e). Close to the source location of the beam, neutrons scatter at air molecules and,
hence, their direction changes; once the neutrons reach a region with a much smaller air density,
they do not scatter any more and continue moving in the direction they obtained at lower altitudes.
Neutrons moving downwards are confined because they keep on scattering at air molecules.
For all considered cases, Table 7.1 displays the fluence Ψ = Nn/(∆t · A) of neutrons at
different altitudes, where Nn is the number of neutrons passing through the cross-section area A
within the time interval ∆t; a small fluence is equivalent to a small neutron number or a large
cross section area. Table 7.1 shows the fluence at ground (0 km), at typical balloon experiment
altitudes (6 km) and at typical satellite altitudes (500 km); for those cases where our simulations
stopped before neutrons reach the considered altitude or where all of the test neutrons are absorbed
beforehand, we present upper bounds of the fluence. For almost all cases, the fluence lies between
10−11 and 10−9 per square meter and millisecond. The only outliers appear for the 10 MeV
neutron beam initiated at 16 km altitude downwards; in that case the flux at ground and at satellite
altitude is below approximately 10−13 m−2 ms−1.
The total number of neutrons detectable at altitude H per time interval related to a TGF event
can be estimated through Ψ ·Nn,TGF/600 ·Adet whereNn,TGF is the number of neutrons produced
during one TGF flash, 600 the initial number of neutrons in our simulations and Adet the size of
the detector. Here, we choose Nn,TGF = 1015 (BABICH et al., 2007); for the detector size we
choose approximately 1 m2 for ground detectors (CHILINGARIAN et al., 2010), for balloon
experiments (MARSHALL et al., 1995) and for detectors in satellites (MEEGAN et al., 2009).
Table 7.1 shows that for most relevant cases the number of neutrons passing through a detector per
millisecond lies between 10 and 2000 with some outliers for a 350 keV beam initiated upwards
(8333/ms) and for a 10 MeV beam initiated downwards at 16 km (0.17/ms).
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Figure 7.10: Electric field strength (color coded) in the vicinity of the tip for a leader of 1 km length in an ambient
field of -0.5 kV/cm. Cylindrical coordinates (% =
√
x2 + y2, z) are used, and the upper leader tip lies at the origin of
the coordinate system. The black level lines indicate fixed values of the electric field strength from 5 to 1000 kV/cm
as indicated.
7.3.2 The motion of photons through the atmosphere and the subsequent production
and motion of leptons and hadrons
This section is devoted to investigate the dissipation of already existing photons in the vicinity
of an ideally conducting lightning leader. The full ab-initio calculation initiated with low-energy
electrons will follow in the next section.
We initiate an upwards directed beam of 500 000 photons with energy distributions
nγ(Eγ) ∼ e−Eγ/3 MeV (7.7)
as calculated in the vicinity of a lightning leader in previous work (KÖHN and EBERT, 2014)
including electron-electron Bremsstrahlung; all initial photon energies are above 10 MeV since
the production of electron and positron pairs as well as the production of neutrons and protons
do not contribute significantly to the interaction of photons with air molecules below 10 MeV.
As mentioned in section 7.2.1, we also include Compton scattering and photoionization of shell
electrons.
We investigate three different cases: no ambient field at standard temperature and pressure
(STP), a uniform, constant electric field of -100 kV/cm at STP and the field of a negative stepped
lightning leader (KÖHN and EBERT, 2015) of 1 km length and 1 cm curvature radius whose tip
is at 4 km altitude, in an ambient field of -0.5 kV/cm, as used by Xu et al. (2012); Köhn and Ebert
(2015). Fig. 7.10 shows the electric field in the vicinity of the lightning leader as calculated by
Köhn and Ebert (2015). There is a large field enhancement close to the leader tip which is enough
to accelerate charged leptons into the run-away regime in the vicinity of the leader tip.
While propagating through the atmosphere, photons produce neutrons and protons as well as
positrons and electrons producing new Bremsstrahlung photons. For the lightning leader con-
figuration Figure 7.11 shows the detailed position and energy for all different species separately.
We note here that we have not implemented collision processes for protons yet and, as such, on
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their path through the atmosphere they are only affected by electric fields. In future work we will
elaborate their correct motion, too.
There is a distinct beam of photons upwards. While moving upwards, they produce leptons
and hadrons. In the presence of any electric field the motion of high-energy electrons is directed
against the electric field lines whereas positrons and protons move along the electric field. Since
hadrons are emitted isotropically, they move through the atmosphere in such an isotropic manner
where the motion of protons is superposed by the electric field. Figure 7.11 demonstrates very
well the higher mass of neutrons and protons relative to those of leptons and photons. Because of
that distinction, hadrons move much more slowly through the atmosphere than leptons with the
same energy. Depending on the electric field, there is the build-up of different layers of species.
Dwyer (2003) already calculated this separation for electrons and positrons. Fig. 7.11 shows that
in the presence of an electric field there is an additional separation due to the different charges of
electrons on the one side and positrons as well as protons on the other side. Since in Fig. 7.11
the electric field is not uniform, negatively charged electrons are not only accelerated upwards,
but also sidewards. Likewise positively charged protons and positrons are accelerated not only
downwards, but also sidewards. Hence, charged particles are not beamed along the z axis.
Figure 7.12 shows the energy distribution of photons, leptons and hadrons after 1 µs (panels a
and b) and after 0.5 ms (panels c and d) for energies above 5 MeV in the case of no electric field
(panels a and c) and of the electric leader (panels b and d). Panels a) and b) show that in both
cases after 1 µs there are leptons and hadrons with energies of up to approximately 30 MeV. Note
that the fraction of photons converted to leptons and hadrons is small (EPDL Database, 1997;
KÖHN and EBERT, 2014A; FULLER, 1985) and thus there are many fluctuations in the lepton
and hadron numbers. Especially, for all simulated cases, there is a hole in the energy distribution
of neutrons at approximately 11 MeV which we have already observed in previous work (KÖHN
and EBERT, 2015); this hole is an artifact of the resonances to be found in the cross sections
for neutron production (see Fig. 7a) in Köhn and Ebert, 2015).Panels c) and d) show that most
photons have dissipated after 0.5 ms and that the number of leptons and hadrons has grown. In
both cases there are even some rare events where we find hadrons with energies of up to 40 MeV.
In the presence of an electric leader field, some few electrons have gained energies of up to 50
MeV. These electron energies are consistent with energies in recently observed electron beams
(DWYER et al., 2008); in addition Fig. 7.12 shows that a typical photon beam as the initial state
of a TGF can produce neutrons of up to several tens of MeV.
7.3.3 The motion of electrons in the electric field of a negative stepped lightning leader
We also simulated the motion of a monoenergetic electron beam with initial energy of 0.1
eV upwards from 4 km altitude in the field of a leader of 1 km length and of 1 cm curvature
at the tip, thus in the same leader field as in section 7.3.2. As we have seen in previous work
(KÖHN and EBERT, 2015) and in Fig. 7.10 the enhancement of the electric field through the
leader is large enough to overcome the friction of air and accelerate electrons into the run-away
113
a) e− (≈ 3 · 105) b) ≈ γ (3 · 105)
c) e+ (≈ 1 · 105) d) n (≈ 103)
e) p+ (≈ 400)
Figure 7.11: The spatial distribution of a) electrons, b) photons, c) positrons, d) neutrons and e) protons after ap-
proximately 1 µs projected onto the xz plane (for all y) in the electric field of a leader of 1 km length and of 1 cm
curvature radius in an ambient field of -0.5 kV/cm (as indicated by the black line). The color code shows the (kinetic)








































































































































c) t = 0.5 ms, no field d) t = 0.5 ms, electric leader field
Figure 7.12: The energy distribution of electrons, photons, positrons, neutrons and protons after 1 µs (panels a and
b) and 0.5 ms (panels c and d). Panels a) and c) are obtained in the absence of any field and panels b) and d) in the

































































a) t = 28 ns b) t = 0.5 ms
Figure 7.13: The energy distribution of electrons, photons, positrons, neutrons and protons after a) 28 ns and b) 0.5
ms in the same field as in Figure 7.11.
regime. As in Köhn and Ebert (2015) and in Xu et al. (2012), we use a simplified model where
we do not take space charges into account. After they have gained enough energy, they produce
photons through Bremsstrahlung which subsequently produce other species. Figure 7.13 shows
the energy distributions after 28 ns and 0.5 ms. It shows that after 28 ns there are already electrons
and photons with energies of up to 9 MeV and 16 MeV, respectively. After 0.5 ms electrons have
reached energies of up to 50 MeV and there are even positrons with energies of up to 50 MeV. We
note here that, as in section 7.3.2, the positron spectrum has a maximum at approximately 5-10
MeV as has been calculated in (Köhn and Ebert, 2015) and been measured by Fermi. Figure 7.13
also shows that there are single hadrons with energies of tens of MeV.
After 0.5 ms leptons, photons and hadrons have reached altitudes of up to 150 km and reached
energies up to 50 MeV. Because of the thinning of the air density as a function of altitude, most
of these leptons will continue moving upwards, following the geomagnetic field, and can be
measured by satellites. Energies of particles in electron and positron beams as well as in TGFs are
measured to reach to at least 40 MeV (BRIGGS et al., 2010; MARISALDI et al., 2010; TAVANI
et al., 2011) as is also in Fig. 7.13 b). Since in our model leptons can gain energies of above 40
MeV and since there is a small, but not-vanishing probability that these high-energy electrons,
might produce Bremsstrahlung photons, even at higher altitudes, this sheds light on the fact that
photons with energies above 40 MeV, possibly even of up to 100 MeV might reach satellite
altitudes (M. MARISALDI, personal communication, 2015); this effect is not observable if we
trace electrons only in the beginning, i.e. some meters in the vicinity of the leader tip although
the leader field is still present several kilometers ahead of the leader tip, and not at the later stage
of the simulation, or if we do not model the production of electrons by Bremsstrahlung photons
at higher altitudes. We observe that these energies can be reached by initiating an electron beam
at 4 km altitude. Additionally, as we have seen in section 7.3.1, there is also a small probability
that neutrons which are produced by upwards moving photons can be detected not only at satellite
altitudes, but also by ground-based instruments.
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7.4 CONCLUSIONS AND OUTLOOK
In the course of this paper we investigated the motion of different beams of particles through
the atmosphere.
The investigation of different neutron beams has shown that there is a small number of neu-
trons with energies of up to 20 MeV initiated upwards and downwards reaching the ground and
also that upwards initiated neutron beams with energies above 10 MeV can be detected by satel-
lites. However, we have seen that the cross-section areas of these beams are in the order of 0.1
- 100 km2 which makes them harder to detect, especially for large cross-section areas. For an
average terrestrial gamma-ray flash, producing 1015 neutrons, approximately 10 to 2000 neutrons
per millisecond, depending on their initial energy and initial altitude, are detectable at ground, at
6 km or 500 km altitude. By analyzing cross-section data we have seen that most of the energy
loss originates from inelastic channels whereas elastic collisions do not contribute significantly to
the energy loss.
From the investigation of different initial photon and electron beams in different electric field
configurations we conclude that in all relevant cases there is the production of leptons (electrons,
positrons), photons and hadrons (protons and neutrons) with energies of up to several tens of
MeV. Especially, in the case of a lightning leader of 1 km length, we have observed that electron
or photon beams already initiated at 4 km altitude, can produce these energies. However, we
have seen that in electric fields high-energy electrons and photons move much faster ahead than
protons, neutrons and positrons. Positrons and protons are dragged into the opposite direction of
the electrons because of their positive charge; even in the absence of any electric field, protons
and neutrons move much more slowly than leptons because of their heavier rest mass. Hence we
expect hadrons to be measured on a much longer time scale than leptons and photons.
In future work also cross sections for protons should be implemented into our Monte Carlo
code to trace them through the atmosphere correctly. Additionally, the effect of space charges
should be included in future work to study their effect on the low-energy part of the particle
spectrum. Furthermore, our Monte Carlo code can be used to study how a particle signal at
the ground or at satellite altitude changes if parameters like the initial particle energy, the relevant
altitude or the electric field as well as the geometry of the leader are altered. This could potentially
involve electron beams close to lightning leaders or monoenergetic neutron beams.
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8 FINAL REMARKS
The HEAP conjunct was discovery on the early nineties. The recent studies still does not fully
analyses those phenomena of such recent research field. This work display different aspects of
HEAP, which have distincts length and energy scales that may difficult the connection between
the emissions phases. Here, we investigate from the low energy and micrometers length to high
energy and kilometer scale. This joint analysis allows to see the current knowledge in perspective.
The progress in the present work will guide further simulations and experimental research.
The analyzed phenomena produce a variety of particles, nevertheless there is still a number
of possible reactions that can add branches in the particle production – such as the neutrinos
produced by beta decay and the proton production (as well as its chain reactions) – which are
reserved for future works.
This work as a whole is based on Monte Carlo methods, therefore we start with a compar-
ison of several general purposes codes on Chapter 4. Here we investigate different aspects of
such codes to determine the limitations and assets of each one using uniformed tests. Providing
recommendations and determining the best context for each program.
In Chapter 5, we have investigated low energy electrons moving through the air with several
electric fields – the very beggining of an electrical discharge.
The results show that electrons can reach higher energies for electric fields below breakdown
threshold than once thought because of its stochastic behaviour. This effect is highly composition
dependent, i.e., different gases may provide different effects. Here, we provide background for
the study of electric discharges in other atmospheres; in the future, it is planned to use similar
technique to study atmospheres all over the solar system and beyond.
Different energy regimes provides new phenomena and Chapter 6 shows a complete study
on photons and neutrons in the MeV energy range. This chapter provides two sets of number
references to further research: reassuring the amount of neutron expected at the ground from the
TGF phenomenon and we have predicted the, further confirmed, afterglow effect. The former
result should guide experimental research by establishing reasonable possible numbers for detec-
tion and the later provides a important connection between the TGF and long-lasting gamma-ray
emissions by thunderclouds which is still not well understood by the community.
Lastly, the branches of particle production are investigated in Chapter 7 and we exploit all
possible electrons, photons and neutron reactions with the neutrals. In this work there is no ground
detection but rather the very beginning of the TGF process during the step-wise lightning leader
motion. The proton production in this work is still unexplored by the community because of its
low production numbers, in comparison with other natural phenomena, which would difficult the
experimental confirmation and because lack of many cross section data which would facilitate
the simulations in the future. Nevertheless, we connect the production numbers directly with the
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lightning leader hypothesis providing clarity for further investigation.
We have performed Monte Carlo simulations in different energy regimes throughout the elec-
tric discharge context. The large particle number involved in the problem and the numerous
possible reactions makes this method attractive but it depends on the computer power available.
Nevertheless, the necessity for computer power may be lowered according to the simulations
setup, the Chapter 3 provides a large comparison between general purposes codes. Such compar-
isons have the intention to explicit the limitations and differences of each code and help future
research to match the code with the problem necessity. We provide here a series of recommenda-
tions for, firstly, the neutral problem and lastly the electromagnetic issue.
RECOMMENDATIONS
• Check where possible custom made codes to well established general purpose codes.
• Make your custom made code available to other researchers.
• For electrons and positrons below 1 MeV straggling should be included.
• For electrons and positrons above 10 MeV radiative loss should not be implemented with
uniform friction.
• Photon production (due to bremsstrahlung) by electrons and positrons is under-estimated by
EGS5.
From the experience of this study, we give the following general recommendations concerning
RREA simulations :
• Codes should be checked / tested / benchmarked using standard test set-ups. In the papers
supplementary material, we provide a precise description of such tests.
• Custom-made codes should be make available to other researchers, or at least the results
they give for standard tests.
• In order to make it possible to compare results from different studies, the methodology used
to derive a given quantity should be rigorously chosen, and presented clearly somewhere.
• Extending the recommendations of Rutjes et al. (2016), we concluded that to get an accu-
rate RREA electron spectra above 10 MeV, radiative loss (bremsstrahlung) should not be
implemented with uniform friction only: straggling should be included. Straggling should
also be included for ionisation energy loses below the energy threshold.
Concerning the usage of Geant4 for simulating RREA :
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• Default settings are not able to simulate RREA accurately. To get accurate RREA results,
one of the following tweaks is possible :
– Changing the αR ("dR over Range") parameter of the electron/positron ionisation pro-
cess to 5.0 × 10−3 or less. This solution gives the best ratio between accuracy and
computation time. Leave the "final range" parameter to one millimeter (default value)
or less.
– Setting up a step limitation process (or a maximum acceptable step) to one millimeters
or less. This will significantly increase the required computation time.
– Using the single (Coulomb) scattering model instead of multiple scattering (the two
previous tweaks relying on the multiple scattering algorithm). This will substantially
increase the necessary computation time. This is because multiple scatterings algo-
rithms were invented to make the simulation run faster by permitting to use substan-
tially larger (usually >10 times) step lengths compared to a pure single scattering strat-
egy, while keeping a similar accuracy.
• In section 3.7, of the papers supplementary material, we provide a link to Geant4 example
source codes implementing these three methods.
• Compared to using the default Møller/Bhabha scattering models for ionisation, the usage
of more accurate cross sections, e.g. taking into account the electrons’ molecular binding
energies (like done for the Livermore or Penelope models), only leads to minor differences.
These recommendations can guide further simulations using Monte Carlo simulations. Re-
searches can also work by making their own program which is the case for Chapter 5 as well as
the REAM and GRRR programs on Chapter 4.
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