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Abstract: In this paper, a novel distributed model predictive control (MPC) scheme with asymmetric
adaptive terminal sets is developed for the regulation of large-scale systems with a distributed structure.
Similar to typical MPC schemes, a structured Lyapunov matrix and a distributed terminal controller,
respecting the distributed structure of the system, are computed offline. However, in this scheme, a
distributed positively invariant terminal set is computed online and updated at each time instant taking
into consideration the current state of the system. In particular, we consider ellipsoidal terminal sets
as they are easy to compute for large-scale systems. The size and the center of these terminal sets,
together with the predicted state and input trajectories, are considered as decision variables in the online
phase. Determining the terminal set center online is found to be useful specifically in the presence of
asymmetric constraints. Finally, a relaxation of the resulting online optimal control problem is provided.
The efficacy of the proposed scheme is illustrated in simulation by comparing it to a recent distributed
MPC scheme with adaptive terminal sets.
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1. INTRODUCTION
Thanks to its flexibility, versatility and strong theoretical prop-
erties (Kouvaritakis and Cannon, 2016), Model Predictive Con-
trol (MPC) has been used over the past years in many practical
applications such as robotics (Klancˇar and Sˇkrjanc, 2007), en-
ergy management (Prodan and Zio, 2014; Scherer et al., 2014;
Zeng and Wang, 2015), and systems biology (Hovorka et al.,
2004) to name a few. Besides, many MPC variants have been
developed including, but not limited to, robustMPC (Bemporad
and Morari, 1999), stochastic MPC (Mesbah, 2016) and eco-
nomic MPC (Ellis et al., 2014).
MPC is typically designed in a centralized fashion with one
optimization problem solved for the whole controlled plant.
For large-scale distributed systems such as power systems and
water networks, centralized MPC may lead to communication
and computational complications (Christofides et al., 2013).
To overcome these difficulties, distributed MPC techniques
have been developed to decompose the large-scale system into
several smaller subsystems and design a local controller for
each.
Due to the increasing interest in MPC in different applications,
various efforts have been devoted to ensure the closed loop
stability of plants controlled using MPC (Mayne et al., 2000).
A well-known method for ensuring asymptotic stability and
recursive feasibility is the addition of a terminal cost and/or a
terminal constraint. This method has been extensively used for
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centralized MPC, see, for example, Keerthi and Gilbert (1988);
Rawlings and Muske (1993); Sznaier and Damborg (1987). It
has also been extended to distributedMPC, by using a quadratic
terminal cost and an ellipsoidal terminal set (Conte et al., 2012,
2016).
In most cases, the terminal set is computed without taking the
system’s current state into account, possibly resulting in small
regions of attraction. Recently, a novel distributedMPC scheme
with adaptive terminal sets was proposed in Darivianakis et al.
(2019). In this scheme, an ellipsoidal terminal set is determined
and updated online based on the current state of the system,
yielding a larger domain of attraction.
In this work, a novel distributed MPC with ellipsoidal asym-
metric adaptive terminal sets is developed for regulating con-
strained large-scale linear time-invariant systems. One advan-
tage of this approach over the one introduced in Darivianakis
et al. (2019) is that the terminal set is not centered at the origin.
Instead, the center of the terminal set, together with its size, are
assumed to be decision variables to be determined online. The
online computation of the terminal set center results generally
in enlarging the feasible region. The terminal set invariance
and constraint satisfaction are guaranteed through the addition
of extra constraints formulated as linear matrix inequalities
(LMIs) in the online optimization problem. A relaxation of the
derived LMIs is performed by directly using the linear state and
input constraints instead of the quadratic ones in Darivianakis
et al. (2019). This relaxation is found to be very useful in the
case of asymmetric state and input constraints. The effective-
ness of this approach is evaluated by means of a simulation
example.
In Section II, the distributed MPC problem is formulated. In
Section III, the offline phase in which the terminal cost and
terminal controller are computed is presented for the sake of
completeness. Moreover, the online phase of the distributed
MPC scheme with asymmetric adaptive terminal sets, which is
the main contribution of this work, is presented. In Section IV,
a numerical simulation illustrates the efficacy of this scheme.
Finally, concluding remarks are mentioned in Section V.
Notation: Let R, R+ and N+ be the sets of real numbers, non-
negative real numbers and non-negative natural numbers, re-
spectively. Denote the transpose of a vector v by v⊤ and its norm
by ||v||. Let ||v||P =
√
v⊤Pv be the weighted norm of the vector
v using the matrix P. The matrix P = diag(P1, ...,PM) denotes
a diagonal matrix with the submatrices Pi, i ∈ {1, ...,M}, along
its diagonal. Let X ×Y denote the cartesian product of the two
sets X and Y .
2. PROBLEM FORMULATION
We consider a large-scale dynamical system which admit a
separable structure and thus, can be decompsed into M sub-
systems. For each subsystem i ∈ {1, ...,M}, a set of neighbors
is defined comprising subsystem i itself as well as all other
subsystems coupled with subsystem i through the dynamics or
the constraints. Each subsystem i is described as a discrete-time
linear time-invariant system given by
xi(t+ 1) = ANixNi(t)+Biui(t), (1)
where t is the time index, xi ∈ Rni , ui ∈ Rmi and xNi ∈ RnNi are
the state vector of subsystem i, the input vector of subsystem
i and the state vector of the neighbors of subsystem i respec-
tively. The system matrices ANi ∈ Rni×nNi and Bi ∈ Rni×mi are
assumed to be known. The state and input constraint sets of
each subsystem are given by
xNi(t) ∈ XNi = {xNi ∈RnNi :GNixNi ≤ gNi},
ui(t) ∈ Ui = {ui ∈ Rmi : Hiui ≤ hi}, (2)
where the constraints matrices GNi ∈ Rqi×nNi , Hi ∈ Rri×mi and
vectors gNi ∈ Rqi , hi ∈ Rri are assumed to be known. We as-
sume that the inputs of the different subsystems are coupled
neither through the dynamics, nor through the constraints; in-
deed this assumption can be imposed without loss of generality,
because inputs can always be decoupled by introducing new
auxiliary variables (Darivianakis et al., 2019).
Assumption 2.1. The sets XNi and Ui are convex sets with the
origin in their interior.
Our main aim is to regulate the system to the origin. We there-
fore impose a quadratic cost function in the states and the in-
puts. To maintain the distributed structure of the optimal control
problem, the local cost function of subsystem i is assumed to
be a function of the states of the neighbors of subsystem i and
the inputs of subsystem i. Let T ∈ N+ be the prediction hori-
zon and define xNi(T ) = [xNi(0)⊤, ..,xNi(t)⊤, ..,xNi(T )⊤]⊤
and ui(T ) = [ui(0)⊤, ..,ui(t)⊤, ..,ui(T )⊤]⊤. Therefore, the local
cost function of subsystem i is designed to be
Ji
(
xNi(T ),ui(T )
)
=
T−1
∑
t=0
[
xNi(t)
⊤QNixNi(t)+ ui(t)
⊤Riui(t)
]
+ xi(T )
⊤Pixi(T ),
(3)
where QNi ∈ RnNi×nNi and Ri ∈ Rmi×mi are the local cost
function matrices and Pi ∈ Rni×ni is the local terminal cost
matrix. The matrices QNi , Ri and Pi are assumed to be known.
Denoting the global state and input vectors of the whole system
as x = [x⊤1 , ...,x
⊤
M]
⊤ ∈ Rn and u = [u⊤1 , ...,u⊤M]⊤ ∈ Rm respec-
tively, the mappings Ui ∈ {0,1}ni×n, WNi ∈ {0,1}nNi×n and
Vi ∈ {0,1}mi×m can be defined to relate the local variables of
subsystem i to the global variables as follows
xi =Uix,
xNi =WNix,
ui =Viu.
(4)
To ensure the asymptotic stability of the closed-loop system and
the recursive feasibility of the proposed distributed MPC, the
final state xi(T ) of each subsystem i is constrained to lie in an
ellipsoidal terminal set as follows
xi(T ) ∈ X f ,i = {xi ∈ Rni : (xi− ci)Pi(xi− ci)≤ αi}, (5)
where αi ∈ R represents the size of the terminal set and ci ∈
R
ni represents the center of the terminal set. This ellipsoidal
terminal set is required to be invariant under the terminal
controller u f ,i = KNixi. Thus, assuming that X f ,i(KNi) is the
set of ellipsoidal terminal sets which are invariant under the
terminal controller KNi , we impose the constraint
X f ,i ∈X f ,i(KNi). (6)
We assume that the terminal controller KNi and the matrix Pi
have been designed off-line and we seek ci and αi online such
that X f ,i satisfies (6).
In conclusion, the global cooperative online optimal control
problem is formulated as
min
M
∑
i=1
Ji(xNi(T ),ui(T ))
s.t.


xi(t+ 1) = ANixNi +Biui,
xNi(t) ∈ XNi ,
ui(t) ∈ Ui,

 ∀t ∈ {0, ...,T}∀i ∈ {1, ...,M}
xNi(0) = xNi,0,
xi(T ) ∈ X f ,i,
X f ,i ∈Xi, f (KNi),

 ∀i ∈ {1, ...,M}
(7)
where xNi,0 ∈ Rni is the current state of the neighbors of
subsystem i. The decision variables of this optimal control
problem are the predicted state trajectory xi(t) for all i ∈
{1, ...,M} and t ∈ {1, ...,T}, the predicted input trajectory ui(t)
for all i ∈ {1, ...,M} and t ∈ {1, ...,T}, the terminal set size
αi for all i ∈ {1, ...,M} and the terminal set center ci for
all i ∈ {1, ...,M}. On the other side, the systems matrices
ANi , Bi, the constraint matrices GNi , Hi, the constraint vectors
gNi, hi, the cost function matrices QNi , Ri, the terminal cost
matrix Pi and the terminal controller KNi are all known for all
i ∈ {1, ...,M}. The last constraint in (7) is ensured by means of
convex optimization tools in the next section.
3. DISTRIBUTED MPC SCHEME
In the aboveMPC formulation, the terminal cost matrix and the
terminal controller need to be computed appropriately offline
to ensure asymptotic stability and recursive feasibility. To com-
pute these terminal ingredients, we follow the method in Conte
et al. (2012, 2016). This method is briefly outlined in Section
3.1 for completeness.
We then modify the online optimal control problem (7) by
replacing the last constraint with a set of other constraints on
the terminal set size and center to ensure positive invariance.
Finally, the modified optimal control problem is then relaxed
to enlarge the region of attraction of the proposed distributed
MPC scheme.
3.1 Offline Phase
We recall how the terminal cost matrices Pi and the terminal
controllers KNi for all subsystems i ∈ {1, ...,M} can be de-
termined by solving a semidefinite program. This program is
mainly based on the idea of defining the terminal cost matrices
Pi such that P = diag(P1, ..,Pi, ..,PM) ∈ Rn×n is a Lyapunov
matrix of (1) under the terminal controller u f ,i. With this choice,
the terminal controller is stabilizing and the terminal costs
upper bounds the infinite horizon cost (Conte et al. (2012,
2016)). Consider the matrices ΓNi ∈ RnNi×nNi , Si ∈ Rni×ni
and S = diag(S1, ..,Si, ..,SM) ∈ Rn×n. Define E = P−1, ENi =
WNiP
−1W⊤Ni , Ei =UNiPU
⊤
Ni , YNi = KNiENi , HNi = ENiΓNiENi
and SNi =WNiS
−1W⊤Ni . The semi-definite program is formu-
lated as follows,
max
M
∑
i=1
trace(Ei)
s.t.


Ei ≥ 0, ∀i ∈ {1, ...,M},
(9) holds, ∀i ∈ {1, ...,M},
HNi ≤ SNi , ∀i ∈ {1, ...,M},
∑
j∈Ni
UiW
⊤
N jSN jWN jU
⊤
i ≤ 0, ∀i ∈ {1, ...,M}.
(8)
where the desision variables are E , S, YNi and HNi for all i ∈{1, ...,M} and the LMI (9) is given overleaf in single column.
The terminal cost matrices and the terminal controllers can then
be computed as Pi = E
−1
i and KNi = YNiE
−1
Ni .
3.2 Online Phase Modification
Recall that the final state xi(T ) has to satify the constraint
(xi(T )− ci)⊤Pi(xi(T )− ci)≤ αi. (10)
By means of the Schur complement (Boyd et al. (1994)), an
equivalent form to constraint (10) can be reformulated as[
P−1i α
1/2
i xi(T )− ci
(xi(T )− ci)⊤ α1/2i
]
≥ 0. (11)
For the closed-loop system to be asymptotically stable, the local
terminal sets X f ,i, i ∈ {1, ...,M} have to be positively invariant
(Darivianakis et al., 2019). The following proposition shows the
conditions to ensure the positive invariance of the terminal sets.
Proposition 1. (Darivianakis et al. (2019)). Define the sets
XNi, f = × j∈NiX j, f . Each local terminal set X f ,i is positively
invariant if for each i ∈ {1, ...,M} and for all xNi ∈ XNi, f ,
(ANi +BiKNi)xNi ∈ X f ,i, (12a)
xNi ∈ XNi, (12b)
KNixNi ∈ Ui. (12c)
Consequently, the global terminal set X f = ×i∈{1,...,M}X f ,i is
positively invariant.
Condition (12a) ensures that the terminal set X f ,i is invariant.
Whereas, conditions (12b) and (12c) show that all the state and
input constraints are satisfied inside the terminal set respec-
tively. In the sequel, LMIs are derived for each of the conditions
in Proposition 1. Embedding these LMIs in the online optimal
control problem (7) guarantees the positive invariance of the
terminal set. The derived LMIs depend on the following quanti-
ties: α = diag(α1In1 , ..,αiIni , ..,αMInM), c= [c
⊤
1 , ..,c
⊤
i , ..,c
⊤
M]
⊤,
αNi =WNiαW
⊤
Ni and cNi =WNic.
Condition (12a) can be represented using an LMI as shown
in the following proposition; the inequalities (16,17,18,19) to
which we refer in this proposition are found overleaf in single
columns.
Proposition 2. For each subsystem i ∈ {1, ...,M}, the terminal
set invariance condition
[(ANi+BiKNi)xNi− ci]⊤Pi[(ANi +BiKNi)xNi− ci]≤ αi,
∀ j ∈Ni, x j ∋ (x j− c j)⊤Pj(x j− c j)≤ α j,
(13)
holds if there exist λi j ≥ 0 such that (19) holds.
Proof. Define an auxiliary vector si ∈Rni for each subsystem’s
state vector xi as follows,
xi = ci+α
1/2
i si. (14)
By concatenation, the following relation also holds
xNi = cNi +α
1/2
Ni sNi . (15)
By substituting these auxiliary vectors in (13), the invariance
condition is written as
s⊤Ni(ANiα
1/2
Ni +BiKNiα
1/2
Ni )
⊤Pi(ANiα
1/2
Ni +BiKNiα
1/2
Ni )sNi
+[(ANi +BiKNi)cNi− ci]⊤Pi(ANiα1/2Ni +BiKNiα
1/2
Ni )sNi
+[(ANi +BiKNi)cNi− ci]⊤Pi[(ANi +BiKNi)cNi− ci]≤ αi,
∀ j ∈Ni, s j ∋ s⊤j Pjs j ≤ 1.
Using the mapping equations in (4) and multiplying the above
equation by α
−1/2
i gives the condition (16). By applying the S-
procedure (Boyd et al., 1994) to (16), the invariance condition
for each subsystem i ∈ {1, ...,M} holds if there exist λi j ≥
0, j ∈Ni such that (17) holds. Equation (17) can be rearranged
as shown in (18). Applying Schur’s complement (Boyd et al.,
1994) to (18) leads to the linear matrix inequality (19).
Condition (12b) can be represented as an LMI as shown in the
following proposition.
Proposition 3. Denote the kth row of the matrix GNi by G
k
Ni
and the kth element of the vector gNi by g
k
Ni. For each subsys-
tem i ∈ {1, ...,M}, the state constraint k ∈ {1,2, ...,qi}
GkNixNi ≤ gkNi, ∀ j ∈Ni, x j ∋ (x j− c j)⊤Pj(x j− c j)≤ α j,
(20)
holds if there exist τki j ≥ 0 such that

gkNi G
k
Niα
1/2
Ni G
k
NicNi
α
1/2
Ni G
k⊤
Ni ∑
j∈Ni
τki jPi j 0
c⊤NiG
k⊤
Ni 0 g
k
Ni− ∑
j∈Ni
τki j

≥ 0. (21)
Proof. Consider the auxiliary vectors si and the concatenated
auxiliary vectors sNi defined in (14), (15). Substituting these
auxiliary vectors in (20), the state constraints become


WiU
⊤
i EiUiW
⊤
i +HNi ENiA
⊤
Ni +Y
⊤
NiB
⊤
i ENiQ
⊤
Ni Y
⊤
NiR
1/2
i
ANiENi +BiYNi Ei 0 0
Q
1/2
Ni ENi 0 I 0
R
1/2
i YNi 0 0 I

≥ 0. (9)
s⊤Ni(ANiα
1/2
Ni +BiKNiα
1/2
Ni )
⊤Piα
−1/2
i (ANiα
1/2
Ni +BiKNiα
1/2
Ni )sNi
+(ANi +BiKNi)cNi− ci]⊤Piα−1/2i (ANiα1/2Ni +BiKNiα
1/2
Ni )sNi
+[(ANi +BiKNi)cNi− ci]⊤Piα−1/2i [(ANi +BiKNi)cNi− ci]≤ α1/2i , ∀ j ∈Ni, sNi ∋ s⊤NiPi jsNi ≤ 1.
(16)
www
∑
j∈Ni
λi j
[
Pi j 0
0 −1
]
−
[
(ANiα
1/2
Ni +BiKNiα
1/2
Ni )
⊤Piα
−1/2
i (ANiα
1/2
Ni +BiKNiα
1/2
Ni )
(ANi +BiKNi)cNi− ci]⊤Piα−1/2i (ANiα1/2Ni +BiKNiα
1/2
Ni )
(ANiα
1/2
Ni +BiKNiα
1/2
Ni )
⊤Piα
−1/2
i (ANi +BiKNi)cNi− ci]
[(ANi +BiKNi)cNi− ci]⊤Piα−1/2i [(ANi +BiKNi)cNi− ci]−α1/2i
]
≥ 0
(17)
www


∑
j∈Ni
λi jPi j 0
0 α
1/2
i − ∑
j∈Ni
λi j

−
[
(ANiα
1/2
Ni +BiKNiα
1/2
Ni )
⊤
(ANi +BiKNi)cNi− ci]⊤
]
Piα
−1/2
i
[
(ANiα
1/2
Ni +BiKNiα
1/2
Ni ) [(ANi +BiKNi)cNi− ci]
]
≥ 0
(18)www


P−1i α
1/2
i (ANiα
1/2
Ni +BiKNiα
1/2
Ni ) [(ANi +BiKNi)cNi− ci]
(ANiα
1/2
Ni +BiKNiα
1/2
Ni )
⊤ ∑
j∈Ni
λi jPi j 0
(ANi +BiKNi)cNi− ci]⊤ 0 α1/2i − ∑
j∈Ni
λi j

≥ 0 (19)
GkNi(cNi +α
1/2
Ni sNi)≤ g
k
Ni , ∀ j ∈Ni, s j ∋ s⊤j Pjs j ≤ 1.
A more conservative approximation of the above implication
can be obtained by squaring the above inequality following
Darivianakis et al. (2019). Using the mapping equations in (4),
the resulting implication is given by
(cNi +α
1/2
Ni sNi)
⊤Gk
⊤
Nig
k−1
Ni G
k
Ni(cNi +α
1/2
Ni sNi)≤ g
k
Ni
∀ j ∈Ni, sNi ∋ s⊤NiPi jsNi ≤ 1.
By applying the S-procedure (Boyd et al., 1994) to the
above implication, the state constraints of each subsystem i ∈
{1, ...,M} are satisfied inside the terminal set if there exists
τki j ≥ 0 such that the following LMI holds.
∑
j∈Ni
τki j
[
Pi j 0
0 −1
]
−
[
α
1/2
Ni G
l⊤
Nig
l−1
Ni G
l
Niα
1/2
Ni α
1/2
Ni G
l⊤
Nig
l−1
Ni G
l
NicNi
c⊤NiG
l⊤
Nig
l−1
Ni G
l
Niα
1/2
Ni c
⊤
NiG
l⊤
Nig
l−1
Ni G
l
NicNi− glNi
]
≥ 0.
This LMI can be rearranged and expressed as

 ∑j∈Ni
τki jPi j 0
0 glNi− ∑
j∈Ni
τi j

−
[
α
1/2
Ni G
l⊤
Ni
c⊤NiG
l⊤
Ni
]
gl
−1
Ni
[
GlNiα
1/2
Ni G
l
NicNi
]
≥ 0.
By applying Schur’s complement (Boyd et al., 1994) to the
above inequality, the LMI in (21) is reached.
Condition (12c) can be represented using an LMI as shown in
the following proposition.
Proposition 4. Denote the lth row of the matrix HNi by H
l
Ni
and the lth element of the vector hNi by h
l
Ni . For each subsys-
tem i ∈ {1, ...,M} whose neighbors are subsystems j ∈Ni, the
input constraint l ∈ {1,2, ...,ri}
H lNiKNixNi ≤ hlNi , ∀ j ∈Ni, x j ∈ (x j−c j)⊤Pj(x j−c j)≤ α j,
holds if there exist ρ li j ≥ 0 such that


hlNi H
l
NiKNiα
1/2
Ni H
l
NiKNicNi
α
1/2
Ni K
⊤
NiH
l⊤
Ni ∑
j∈Ni
ρki jPi j 0
c⊤NiK
⊤
NiH
l⊤
Ni 0 h
l
Ni− ∑
j∈Ni
ρki j

≥ 0. (22)
Proof. The proof of this proposition follows the proof of
Proposition 3 by replacing τki j , g
k
Ni and G
k
Ni with ρ
l
i j, h
l
Ni and
H lNiKNi respectively.
The LMIs derived in Darivianakis et al. (2019) are the same
as the LMIs (19,21,22) evaluated at ci = 0 ∀i ∈ {1,2, ...,M}.
Therefore, Propositions 2, 3 and 4 are generalizations of those
found in Darivianakis et al. (2019). Notice that the center ci
and the size αi of each local terminal set are considered as
decision variables in this setting without affecting the convexity
of the problem. However, it is not possible to achieve convex
conditions, and thus a convex optimization problem, when
considering the terminal control gainKNi as a decision variable.
This fact is due to the existence of the terms KNiα
1/2
Ni and
KNicNi which would result in a nonconvex problem if the gain
KNi is assumed to be a decision variable.
In conclusion, the online optimal control problem of this dis-
tributed MPC with aymmetric adaptive terminal sets is given
by
min
M
∑
i=1
Ji(xNi(T ),ui(T ))
s.t.


xi(0) = xi,0 ∀i ∈ {1,2, ...,M},
(1), (2) ∀t ∈ {0,1, ...,T}, ∀i ∈ {1,2, ...,M},
(11), (19) ∀i ∈ {1,2, ...,M},
(21) ∀k ∈ {1,2, ...,qi}, ∀i ∈ {1,2, ...,M},
(22) ∀l ∈ {1,2, ...,ri}, ∀i ∈ {1,2, ...,M}.
(23)
The following theorem shows that this MPC scheme is recur-
sively feasible and the closed-loop system is asymptotically
stable whenever the optimization problem is initially feasible.
Theorem 5. The distributed MPC problem with asymmetric
adaptive terminal sets is recursively feasible and the closed-
loop system under this MPC controller is asymptotically stable.
Proof. The proof of this theorem follows the proof of Theorem
3 in Darivianakis et al. (2019).
3.3 Online Phase Relaxation
The LMIs corresponding to the state and input constraints are
derived in Propositions 3 and 4 by transforming the linear
constraints to quadratic ones as in Darivianakis et al. (2019).
Using the linear constraints without transforming them into
quadratic ones is less conservative. In this section, alternative
LMIs are derived in Propositions 6 and 7 based on the linear
constraints. It is found that using the linear constraints, a convex
online optimal control problem can still be reached.
Condition (12b) can be represented as an LMI (25), as shown
in the following proposition.
Proposition 6. Denote the kth row of the matrix GNi by G
k
Ni
and the kth element of the vector gNi by g
k
Ni . For each subsys-
tem i ∈ {1, ...,M}, the state constraint k ∈ {1,2, ...,qi}
GkNixNi ≤ gkNi, ∀ j ∈Ni, x j ∋ (x j− c j)⊤Pj(x j− c j)≤ α j,
(24)
holds if there exist σ ki j ≥ 0 such that

∑
j∈Ni
σ ki jPi j
1
2
α
1/2
Ni G
k⊤
Ni
1
2
GkNiα
1/2
Ni g
k
Ni−GkNicNi− ∑
j∈Ni
σ ki j

≥ 0. (25)
Proof. Consider the auxiliary vectors si and the concatenated
auxiliary vectors sNi defined in (14,15). Substituting these
auxiliary vectors in (20), the state constraints become
GkNi(cNi +α
1/2
Ni sNi)≤ g
k
Ni, ∀ j ∈Ni, s j ∋ s⊤j Pjs j ≤ 1.
Using the mapping equations in (4), the above implication can
be expressed as
GkNiα
1/2
Ni sNi +G
k
NicNi ≤ hlNi , ∀ j ∈Ni, s⊤NiPi jsNi ≤ 1.
Applying the S-procedure Boyd et al. (1994) to the above
implication yields
∑
j∈Ni
σ ki j
[
Pi j 0
0 −1
]
−

 0
1
2
α
1/2
Ni G
k⊤
Ni
1
2
GkNiα
1/2
Ni G
k
NicNi− gkNi

≥ 0.
Rearranging the above LMI results in (25).
Condition (12c) can be represented as an LMI (26), as shown
in the following proposition.
Proposition 7. Denote the lth row of the matrix HNi by H
l
Ni
and the lth element of the vector hNi by h
l
Ni . For each subsys-
tem i ∈ {1, ...,M}, the input constraint l ∈ {1,2, ...,ri}
H lNiKNixNi ≤ hlNi, ∀ j ∈Ni, x j ∋ (x j− c j)⊤Pj(x j− c j)≤ α j ,
holds if there exist β li j ≥ 0 such that

∑
j∈Ni
β li jPi j
1
2
α
1/2
Ni K
⊤
NiH
l⊤
Ni
1
2
H lNiKNiα
1/2
Ni h
l
Ni−H lNiKNicNi− ∑
j∈Ni
β li j

≥ 0. (26)
Proof. The proof of this proposition follows the proof of
Proposition 6 by replacing σ ki j, g
k
Ni and G
k
Ni with β
l
i j, h
l
Ni and
H lNiKNi respectively.
When the LMIs are derived based on the quadratic state and
input constraints in Section 3.2, the variables ci lie in the off-
diagonal terms. When the LMIs are relaxed by using the linear
state and input constraints in this section, the variables ci appear
in the diagonal terms. In both cases, the values of the variables
ci are constrained to increase/decrease in some directions. In
the former case, the values of the variables ci are constrained
to move along the direction perpendicular to the hyperplane
defining the state/input constraint. In the latter case, the values
of the variables ci are constrained to move in the direction
perpendicular and pointing towards the hyperplane defining the
state/input constraint. Thus, by intuition, the relaxed optimal
control problem may indeed have a larger feasible region.
Notice that the invariance LMI (19) remains the same with
the variables ci appearing in the off-diagonal terms since the
invariance condition (13) is quadratic by definition. It is worth
mentioning that the feasible regions of the proposed scheme
and its relaxed version are difficult to compare formally due to
the conservativeness introduced by the S procedure. Intuition
and simulation results suggest, however, that the feasible region
of the relaxed formulation may indeed be larger.
In conclusion, the online optimal control problem of this dis-
trubted MPC with relaxed aymmetric adaptive terminal sets is
given by
min
M
∑
i=1
Ji(xNi(T ),ui(T ))
s.t.


xNi(0) = xNi,0 ∀i ∈ {1,2, ...,M}
(1), (2), (11), (19) ∀i ∈ {1,2, ...,M}
(25) ∀k ∈ {1,2, ...,qi}, ∀i ∈ {1,2, ...,M}
(26) ∀l ∈ {1,2, ...,ri}, ∀i ∈ {1,2, ...,M}
, (27)
The following theorem shows that this MPC scheme is recur-
sively feasible and the closed loop system is asymptotically
stable whenever the optimization problem is initially feasible.
Theorem 8. The distributed MPC problem with relaxed asym-
metric adaptive terminal sets is recursively feasible and the
closed-loop system under this MPC controller is asymptotically
stable.
Proof. The proof of this theorem follows the proof of Proposi-
tion 2 in Darivianakis et al. (2019).
3.4 Distributed Implementation
Although the global cooperative online optimal control prob-
lem (27) is expressed centrally, it is still possible to be solved
in a distributed fashion using a distributed optimization tech-
nique such as the alternating direction method of multipliers
(ADMM) (check Boyd et al. (2011) for more details). In this
case, the local controller of subsystem i sets initial values for
xi, αi and ci which are communicated to its neighbors. The
local controller then solves a local optimization problem whose
optimal solution is (x∗Ni(T ),u∗i (T ),α∗Ni ,c∗Ni) taking into consid-
eration the initial values sent by its neighbors. The controller
then communicates (x∗Ni(T ),α∗Ni ,c∗Ni) with its neighbors. Fi-
nally, the initial values of xi, αi and ci are updated based on the
communicated optimal solution and sent back to the neighbors.
This procedure is repeated until a consensus is reached on the
communicated variables. The same procedure holds for the
optimal control problem (23) as well.
4. SIMULATION RESULTS
In this section, the effectiveness of the proposed distributed
MPC with asymmetric adaptive terminal set (23) (denoted as
D-ASYM) and its relaxed version (27) (denoted as D-RLXD)
is illustrated by means of a simulation example. These two
schemes are compared to the distributed MPC with adaptive
terminal set (denoted as D-ADAP) developed in Darivianakis
et al. (2019) to emphasize their efficacy.
We consider the unstable discrete-time linear time-invariant
system [
x+1
x+2
]
=
[
2 0.5
0.5 2
][
x1
x2
]
+
[
1 0
0 1
][
u1
u2
]
.
The state and input constraints of this system are represented as
−5≤ xi ≤ 5, i ∈ {1,2}
−0.25≤ ui ≤ 1, i ∈ {1,2}
This system can be decomposed into two subsystems, each
of which is coupled with the other through the dynamics.
The system and constraint matrices in (1), (2) can be derived
accordingly. The cost function matrices are selected to be
QN1 = QN2 = 0.5I2 and R1 = R2 = 0.1. The terminal cost and
controller can then be computed according to (8).
Figure 1 shows the predicted state trajectory (refered to as OT)
and the terminal set (refered to as TS) of the three distributed
MPC schemes for three different initial conditions when the op-
timization problem is solved once. The online optimal control
problem is initially feasible for all the schemes when the initial
condition is x0 = [−0.1 − 0.4]⊤ and the state trajectories of
all the schemes are the same. However, the terminal set of D-
RLXD is clearly not centered at the origin and is found to be
larger than the terminal sets of the other two schemes. This is
because the terminal set is not constrained to be centered at
the origin as in D-ADAP and the LMIs derived for D-RLXD
are relaxed compared to those for D-ASYM. Notice that the D-
ADAP terminal set is partially hidden behind that of D-ASYM
in Figure 4. Although the terminal set of D-ASYM is almost
centered at the origin, this is not necessarily the case as shown
when the initial condition is x0 = [−0.8 − 0.1]⊤. In this case,
D-ADAP is not initially feasible due to the constraint that the
center of its terminal set should be the origin. On the other hand,
D-ASYM is initially feasible with the center of its terminal set
not located at the origin. Similarly, D-RLXD is also initially
feasible and its terminal set is larger than that of D-ASYM.
Finally, for the initial condition x0 = [−0.6 − 0.6]⊤, D-RLXD
is the only initially-feasible scheme showing that its domain
of attraction comprises some parts in the state space that are
not included in the domain of attraction of D-ASYM. It is
worth mentioning that the terminal set of one scheme is not
the same for all the initial conditions and is going to change in
the next time steps because the terminal set is determined and
updated online. Notice also that the terminal set is described by
a rectangle and not an ellipsoid because it is the product of two
ellipsoidal sets in one dimension.
Table 1 shows the value of the cost function for the different
schemes and initial conditions. When the initial condition is
x0 = [−0.1 −0.4]⊤, the cost of all schemes is the same because
the state and input trajectories are the same independently of
the scheme applied. In the case of x0 = [−0.8 −0.1]⊤, the cost
of D-ASYM is higher than that of D-RLXD because D-ASYM
results in a relatively small terminal set leading to a suboptimal
solution. Finally, for x0 = [−0.6 − 0.6]⊤, the cost of D-RLXD
is 1.8185.
Figure 2 shows the state and input trajectories for D-ASYM
(with the initial condition x0 = [−0.8 − 0.1]⊤) and D-RLXD
(with the initial condition x0 = [−0.6 − 0.6]⊤, when the other
two schemes are already infeasible) when the optimization
problem is solved recursively. Figure 2 emphasizes the fact
that the two schemes D-ASYM and D-RLXD are recursively
feasible and their closed loop system is asymptotically stable.
5. CONCLUSION
In this paper, a novel distributedMPC scheme is developedwith
asymmetric adaptive ellipsoidal terminal sets. In this scheme,
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Fig. 1. Predicted optimal state trajectories (OT) and terminal sets (TS) of three distributed MPC schemes; D-ADAP (Blue), D-
ASYM (Green) and D-RLXD (Yellow), for three different initial conditions and a prediction horizon of T = 2 when solving
the optimization problem once
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Fig. 2. State and input trajectories of D-ASYM (with x0 = [−0.8;−0.1]) and D-RLXD (with x0 = [−0.6;−0.6]) when solving the
optimization problem recursively
Table 1. Value of cost function for different
schemes and initial conditions
Initial Conditions x0 =
[−0.1
−0.4
]
x0 =
[−0.8
−0.1
]
x0 =
[−0.6
−0.6
]
D-ADAP 0.2528 - -
D-ASYM 0.2528 1.5167 -
D-RLXD 0.2528 1.4192 1.8185
the size and the center of the terminal set is determined and
updated online at each time instant taking into account the
current state of the system. The positive invariance of the
terminal set is ensured by imposing additional constraints in
the MPC optimal control problem on the size and the center
of the terminal set. A relaxed version of this MPC scheme is
developed by modifying the previously-added constraints. The
proposed scheme and its relaxed version are compared to a
recently-developed distributed MPC scheme and are found to
be feasible even when this recently-developed scheme is not.
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