In this paper, we present a structurally flat triangular form which is based on the extended chained form. We provide necessary and sufficient conditions for an affine input system with two inputs to be static feedback equivalent to the proposed triangular form, and thus a sufficient condition for an affine input system to be flat.
INTRODUCTION
The concept of flatness was introduced in control theory by Fliess, Lévine, Martin and Rouchon, see e. g. Fliess et al. (1992 Fliess et al. ( , 1995 , and has attracted a lot of interest in the control systems theory community. The flatness property allows an elegant systematic solution of feed-forward and feedback problems, see e. g. Fliess et al. (1995) . Roughly speaking, a nonlinear control systeṁ x = f (x, u) with dim(x) = n states and dim(u) = m inputs is flat, if there exist m differentially independent functions y j = ϕ j (x, u, u 1 , . . . , u q ), u k denoting the k-th time derivative of u, such that x and u can be parameterized by y and its time derivatives. In contrast to the static feedback linearization problem, which is completely solved, see Jakubczyk and Respondek (1980) , Nijmeijer and van der Schaft (1990) , there are many open problems concerning flatness. Recent research in the field of flatness can be found in e. g. Schöberl et al. (2010) , Schlacher and Schöberl (2013) , Li et al. (2013) , Schöberl and Schlacher (2014) , Nicolau and Respondek (2014) , Kolar et al. (2015) , Nicolau and Respondek (2017) .
Structurally flat triangular forms are of special interest in the problem of finding flat outputs for nonlinear control systems. Systems that are static feedback linearizable can be transformed to Brunovsky normal form, see Jakubczyk and Respondek (1980) . Normal forms for systems that become static feedback linearizable after a one-fold prolongation of a suitably chosen control can be found in Nicolau and Respondek (2019) (a complete solution of the flatness problem of this class of systems can be found in Nicolau and Respondek (2017) ). In Bououden et al. (2011) , a structurally flat triangular form for a class of 0-flat systems is proposed. A structurally flat implicit triangular form for 1-flat systems is presented in Schöberl and Schlacher (2014) . The flatness problem for two-input driftless systems has been solved in Martin and Rouchon ⋆ The first author and the second author have been supported by the Austrian Science Fund (FWF) under grant number P 32151 and P 29964. (1994) . There, it is shown that a driftless system is flat, if and only if it is static feedback equivalent to the so called chained form (also referred to as Goursat normal form). In Li et al. (2013) an extension of the chained form to a triangular form, referred to as extended chained form, is considered. In Silveira et al. (2014) geometric necessary and sufficient conditions for a two input AI-system to be static feedback equivalent to this extended chained form are derived. Conditions for the case with m ≥ 2 inputs are provided in Nicolau (2014) .
In this paper, we confine ourselves to AI-systems with two inputs. We present a triangular form based on the extended chained form and derive necessary and sufficient conditions for an AI-system to be static feedback equivalent to this triangular form. This provides a sufficient condition for an AI-system to be flat. The proposed triangular form contains the extended chained form as a special case.
NOTATION
Let X be an n-dimensional smooth manifold, equipped with local coordinates x i , i = 1, . . . , n. Its tangent bundle and cotangent bundle are denoted by (T (X ), τ X , X ) and (T * (X ), τ * X , X ). For these bundles we have the induced local coordinates (x i ,ẋ i ) and (x i ,ẋ i ) with respect to the bases {∂ x i } and {dx i }, respectively. We make use of the Einstein summation convention. By dω we denote the exterior derivative of a p-form ω. The k-fold Lie derivative of a function ϕ along a vector field v is denoted by L k v ϕ. Let v, w be two vector fields. We denote their Lie bracket by [v, w] . Let furthermore D 1 , D 2 be two distributions. By [v, D 1 ] we denote the distribution spanned by the Lie bracket of v with all basis vector fields of D 1 , and by [D 1 , D 2 ] the distribution spanned by the Lie brackets of all possible pairs of basis vector fields of D 1 and D 2 . The i-th derived flag of a distribution D is denoted by D (i) and defined by D (0) = D and D (i+1) = D (i) + [D (i) , D (i) ] for i ≥ 0. The i-th Lie flag of a distribution D is denoted by D (i) and defined by D (0) = D and D (i+1) = D (i) +[D, D (i) ] for i ≥ 0. The involutive closure of D is denoted by D, it is the smallest involutive distribution containing D and can be determined via the derived flag. We write C(D) for the Cauchy characteristic distribution of D. It is spanned by all vector fields v belonging to D which satisfy [v, D] ⊂ D and is always involutive. Cauchy characteristics allow us to find a basis for a distribution which is independent of certain coordinates. Since C(D) is involutive, it can be straightened out such that C(D) = span{∂ x 1 , . . . , ∂ x c }, with c = dim(C(D)). From [C(D), D] ⊂ D, it follows that in these coordinates, there exists a basis for D which is independent of the coordinates (x 1 , . . . , x c ). An m-input AI-systemẋ
is characterized by the drift vector field a = a i (x)∂ x i and the input vector fields b j = b i j (x)∂ x i , j = 1, . . . , m, i = 1, . . . , n on the state manifold X . Throughout, we assume that these vector fields and all functions we deal with are smooth. Given two AI-systems, we call them static feedback equivalent, if they are equivalent via a diffeomorphismx = Φ(x) on the state space and an invertible feedback transformationū j = g j (x) + m j k (x)u k .
KNOWN RESULTS
A system is static feedback linearizable, if it is static feedback equivalent to a linear controllable system, in particular to the Brunovsky normal form. The static feedback linearization problem has been solved in Jakubczyk and Respondek (1980) and Hunt and Su (1981) . An minput AI-system is static feedback linearizable if and only if the distributions D i+1 = D i + [a, D i ], i ≥ 0, D 0 = span{b 1 , . . . , b m } are involutive and D n−1 = T (X ).
The flatness problem for two-input driftless systems of the formẋ
has been solved in Martin and Rouchon (1994) . There, it is shown that (1) is flat, if and only if it is static feedback equivalent to the chained forṁ
The input vector fields of a system in chained form are
The geometric necessary and sufficient conditions for (1) to be static feedback equivalent to the chained form are dim(D (i) ) = dim(D (i) ) = 2 + i, i = 0, . . . , n − 2 with D = span{b 1 , b 2 }, see also Murray (1994) , Tilbury and Sastry (1994) . A system in chained form is obviously flat with the top variables (x 1 , x 2 ) forming a flat output. For a comprehensive analysis of the flatness of systems static feedback equivalent to chained form, a characterization of all their x-flat outputs and their singularities, we refer to Li and Respondek (2012) .
In Li et al. (2013) an extension of the chained form to the triangular form (referred to as extended chained form)ẋ
(3)
is considered, and in Nicolau (2014) and Silveira et al. (2014) geometric necessary and sufficient conditions for an AI-systemẋ = a(x) + b 1 (x)u 1 + b 2 (x)u 2 to be static feedback equivalent to (3) are provided. Those read as dim(D (i) ) = dim(D (i) ) = 2 + i, i = 0, . . . , n − 2 with D = span{b 1 , b 2 }, i. e. that for a(x) = 0, the system is static feedback equivalent to chained form (2) and
which assures that the drift is compatible with the chained form. Thus, every flat output of the driftless system obtained by setting a(x) = 0, is a flat output of (3). For a comprehensive analysis of the flatness of systems static feedback equivalent to extended chained form, a characterization of their flat outputs and their singularities, we refer to Nicolau (2014) .
Transformations to the (extended) chained form can be found in the literature. However, for our purposes, a different procedure for successively transforming a system into the (extended) chained form is beneficial (will be used in the proof of the main theorem) which is described in Appendix A.
FLAT TRIANGULAR FORM BASED ON THE EXTENDED CHAINED FORM
In the following, we consider the structurally flat triangular forṁ x 1,1 3 = x 1,2 3ẋ 1
(5) The triangular form consists of three subsystems. The subscripts 1, 2 and 3 of the states indicate to which subsystem they belong, and the superscript indicates their location within the corresponding subsystem. We assume n 1 is even, i. e. subsystem 1 consists of two integrator chains of equal length. The top variables x 1 1 , x 2 1 of these two integrator chains act as inputs for subsystem 2. Subsystem 2 is essentially in extended chained form and the top variables x 1 2 , x 2 2 of this subsystem act as inputs for subsystem 3. Subsystem 3 again consists of two integrator chains of arbitrary lengths n 1 3 and n 2 3 . Thus, subsystem 3 consists of n 3 = n 1 3 + n 2 3 states. In conclusion, subsystem 1 and 2 form an endogenous dynamic feedback for subsystem 3. Subsystem 1 in turn is an endogenous dynamic feedback for subsystem 2.
As a motivating example, we consider the model of an induction motoṙ
see also Chiasson (1998) , Nicolau and Respondek (2013) , Schöberl (2014) . This system is not static feedback linearizable, but it is flat with (θ, ρ) forming a possible flat output. In contrast to a reduced order model discussed in Silveira et al. (2014) , the system (6) is not static feedback equivalent to the extended chained form. However, it is static feedback equivalent to the triangular form (5) with n 1 = 2, n 2 = 3 and n 3 = 1. Remark 1. Note that the system (6) becomes static feedback linearizable after a one-fold prolongation of a suitably chosen control. Thus, it is also static feedback equivalent to the normal forms presented in Nicolau and Respondek (2019) . However, with the triangular form (5), we are not a priori limited to systems which can be made static feedback linearizable by an endogenous dynamic feedback of a certain restricted order.
CHARACTERIZATION OF THE TRIANGULAR FORM
The following theorem provides necessary and sufficient conditions for an AI-system to be static feedback equivalent to the triangular form (5) and thus provides a sufficient condition for an AI-system to be flat. We omit discussing singularities coming along with flat outputs of (5) and assume all distributions to have locally constant dimension. Theorem 2. The AI-systeṁ
is static feedback equivalent to the triangular form (5) if and only if the following conditions are satisfied:
All these conditions are easily verifiable and require differentiation and algebraic operations only. A detailed proof of this theorem is provided in Section 5.3. In the following, we outline the meaning of the individual conditions. Item (a) characterizes the static feedback linearizable subsystem 1. Item (b) is, roughly speaking, a consequence of the equal length of the integrator chains of subsystem 1. Item (c) reflects the fact that subsystem 2 is in (extended) chained form. The meaning of condition (8) of item (d) is twofold. It assures the compatibility of the drift of subsystem 2 with its chained form, and, together with condition (9), assures that subsystem 2 forms an endogenous dynamic feedback for subsystem 3, i. e. that the inputs of subsystem 3 form a flat output of subsystem 2. The items (e) and (f) characterize the static feedback linearizable subsystem 3.
Determining flat outputs
Depending on the length of the integrator chains in subsystem 3, flat outputs are determined differently. In particular, we have to distinguish between the cases that 1) both integrator chains have at least length one, i. e. n 1 3 , n 2 3 ≥ 1, 2) both integrator chains have length zero, i. e. n 3 = 0, 3) one of the integrator chains has length zero, the other length n 3 ≥ 1. Given a system which meets the conditions of Theorem 2, we can easily test which case applies, without actually transforming the system into the form (5). If we have dim(∆ 3,1 ) = dim(∆ k+1 ) + 2, both chains have at least length one. If dim(∆ 3,1 ) = dim(∆ k+1 ) (or equivalently ∆ k+1 = T (X )), both have length zero, if dim(∆ 3,1 ) = dim(∆ k+1 ) + 1, one chain has length zero. In the following, we discuss the three cases in more detail.
Case 1:
If n 1 3 , n 2 3 ≥ 1, i. e. both integrator chains of subsystem 3 have at least length one, flat outputs of (5) can be determined from the sequence of involutive distributions of Theorem 2 item (e) in the same way as linearizing outputs are determined from the sequence of involutive distributions used in the test for static feedback linearizability (see e. g. Jakubczyk and Respondek (1980), Nijmeijer and van der Schaft (1990) ).
Case 2:
If both chains have length zero (subsystem 3 is nonexistent), the problem of finding flat outputs of (5) is in fact the same as finding flat outputs of a system that is static feedback equivalent to the chained form. This problem is addressed in Li and Respondek (2012) . According to Li and Respondek (2012) Theorem 2.3, a pair of functions (ϕ 1 , ϕ 2 ) forms a flat output of a driftless system (1) which is static feedback equivalent to the chained form, if and only if dϕ 1 ∧ dϕ 2 = 0 and (span{dϕ 1 , dϕ 2 }) ⊥ ⊂ D (n−2) (and a regularity condition), where D = span{b 1 , b 2 } with the vector fields b 1 , b 2 of (1). A substantially simplified system of PDEs to be solved in order to obtain flat outputs of driftless systems is provided in Li and Respondek (2012) Theorem 2.10. Analogously, for a system which is static feedback equivalent to the triangular form (5) with n 3 = 0, we have to find a pair of functions (ϕ 1 , ϕ 2 ) which satisfies dϕ 1 ∧ dϕ 2 = 0 and
of Theorem 2 item (c). Equivalently, we have to find a 1-form ω such that (∆ (l−1) k+1 ) ⊥ + span{ω} is integrable. A pair of functions whose differentials span this codistribution forms a possible flat output.
Case 3: This case is similar to case 2. Here, subsystem 3 determines one component ϕ 1 of a flat output. This function is obtained by integrating (∆ 3,s−1 ) ⊥ , i. e. by finding a function ϕ 1 such that span{dϕ 1 } = (∆ 3,s−1 ) ⊥ , with ∆ 3,s−1 of Theorem 2 item (e). In order to obtain a second component ϕ 2 , we have to find a 1-form ω, such that the codistribution (∆ (l−1) k+1 ) ⊥ + span{dϕ 1 , . . . , dL n3 a ϕ 1 , ω} is integrable. A pair of functions (ϕ 1 , ϕ 2 ), with ϕ 2 such that dϕ 2 together with dϕ 1 , . . . , dL n3 a ϕ 1 spans the above codistribution, forms a possible flat output.
Remarks and limitations
Several special cases concerning the dimensions of the individual subsystems of (5) can occur. As we have seen in the preceding section, depending on the dimension of subsystem 1, flat outputs are determined differently. If subsystem 1 and subsystem 3 are nonexistent, the triangular form (5) reduces to the extended chained form. If subsystem 2 is absent, it reduces to Brunovsky normal form. A system in chained form (2) can be rendered static feedback linearizable by a (n − 2)-fold prolongation of the control u 1 . The same applies to a system in extended chained form. Analogously, a system in the triangular form (5) becomes static feedback linearizable by a (n 2 − 2)fold prolongation of the control u 1 . Therefore, the case n 2 = 3 (l = 1 in item (c)) is covered by Nicolau and Respondek (2013) . The case n 2 = 4 (l = 2 in item (c)) is covered by Nicolau and Respondek (2016) if additionally ∆ k+1 = T (X ) holds. An obvious restriction of the triangular form (5) is that the integrator chains of subsystem 1 are supposed to have equal length. Even though the case where the lengths differ by at most one seems to be tractable, we do not discuss it in the present contribution.
Proof of Theorem 2
Necessity. We have to show that a system of the form (5) fulfills the conditions of Theorem 2.
Item (a) and (b):
Calculating the distributions involved in the test for static feedback linearizability for (5), we obtain the following sequence of involutive distributions
Those correspond to the distributions ∆ i , i = 1, . . . , k of item (a), with k = n 1 /2. Since the system is not static feedback linearizable, continuing the sequence one step further, we obtain the non involutive distribution
and b c 2 = ∂ x n 2 2 denoting the "input" vector fields belonging to the "inputs" x 1 1 and x 2 1 , respectively. These are independent of the coordinates x 1 . We therefore have C(D 2 ) = D 1,n1/2 , which shows the necessity of item (b).
Item (c):
The derived flags of the non involutive distribution D 2 are given by
1 and b c 2 are independent of the coordinates x 1 , the derived flags are solely determined by b c 1 and b c 2 , which are in chained form. Thus, the derived flags satisfy dim(D (i) 2 ) = n 1 + 2 + i, i = 0, . . . , n 2 − 2, which shows the necessity of item (c), with l = n 2 − 2.
Item (d):
This item consists of two conditions taking into account the drift of the system. The condition (8) corresponds to the compatibility condition (4) of the extended chained form (3). The condition (9) is crucial for the coupling of subsystem 3 with subsystem 2. A system of the form (5) meets these two conditions. To show that, note that the Cauchy characteristic distributions of the derived flags D
for i = 1, . . . , n 2 −3. Since the drift of subsystem 2 depends on the states x 2 in a triangular manner, it satisfies
corresponds to the "input" vector field associated with the "input" x 1 1 of subsystem 2.
Item (e) and (f ): Subsystem 3 is again static feedback linearizable. The involutive distributions characterizing subsystem 3 (assume n 1 3 ≤ n 2 3 ) are given by
, which shows the necessity of item (e) and (f).
Sufficiency.
We have to show that an AI-system which meets the conditions of Theorem 2 can be transformed into the triangular form (5). Due to space limitations, we only give a sketch of the proof, which consists of several steps. The steps are demonstrated on Example 1 in Appendix B.
The distributions of item (a) and (e) together with the Cauchy characteristics of the distributions of item (c) form the sequence of nested involutive distributions
Remark 3. Because of item (b) and (c), the distribution ∆ k+1 meets the conditions of Lemma 4 in Appendix A.
Thus, the Cauchy characteristics of the derived flags of ∆ k+1 form the sequence of nested involutive distributions
The transformation of (7) into the form (5) is done in the following steps.
Step 1: Straighten out all the distribtutions (10) simultaneously. In such coordinates, the system (7) takes the formẋ
i. e. the system is already decomposed into three subsystems. The dimensions of the individual subsystems are n 1 = dim(x 1 ) = 2k, n 2 = dim(x 2 ) = l + 2 and n 3 = dim(x 3 ) = n − 2k − l − 2, where n = dim(x) denotes the total number of states of the system. Subsystem 1 and subsystem 3 are already in a triangular form, known from static feedback linearizable systems (see e. g. Nijmeijer and van der Schaft (1990) ). It can be shown that the condition (8) of item (d) implies thatf 3 is independent of (x n2 2 , . . . , x 4 2 ) and thus is actually of the forṁ x 3 =f 3 (x 3 ,x 3 2 ,x 2 2 ,x 1 2 ) . Furthermore, it can be shown that item (b) implies that subsystem 2 always allows an AI representation, i. e. after a suitable "input" transformation, it takes the forṁ
Step 2: Transform subsystem 3 into Brunovsky normal form by successively introducing new coordinates from top to bottom. In such coordinates, the complete system readṡ
withx 1 1 andx 2 1 denoting the top variables of subsystem 1. The functions ϕ j (x 3 ,x 3 2 ,x 2 2 ,x 1 2 ) of subsystem 3 determine the desired top variables for subsystem 2. These functions are independent. More precisely, they even satisfy dx 3 ∧ dϕ 2 ∧ dϕ 1 = 0. For the system to be static feedback equivalent to the triangular form (5), the top variables of subsystem 2 have to form a flat output of subsystem 2 1 . It can be shown that item (d) implies that the functions ϕ j (x 3 ,x 3 2 ,x 2 2 ,x 1 2 ) satisfy (span{dx 3 , dϕ 2 , dϕ 1 }) ⊥ ⊂ ∆ (l−1) k+1 , which in turn implies that they form a flat output com-patible with the (extended) chained form 2 . The transformation of subsystem 2 to (extended) chained form is done by the subsequent steps.
Step 3: Introduce the functions ϕ 1 , ϕ 2 as new top variables of subsystem 2, i. e.x j 2 = ϕ j , j = 1, 2 (this completes the transformation of subsystem 3 to the Brunovsky normal form).
Step 4:
Normalize the first equation of subsystem 2 such thatẋ 1 2 =x 1 1 . This normalization ensures that the second "input"x 2 1 of subsystem 2 only occurs in the last equation of subsystem 2.
Step 5:
Successively introduce the components of the "input" vector field belonging to the "input"x 1 1 of subsystem 2 as new coordinates. This is possible since the components of this "input" vector field depend on the states of subsystem 2 in a triangular manner and are functionally independent (see Appendix A for more details). The additional dependence of the components on the coordinatesx 3 only results in additional compatible drift terms.
Step 6:
Normalize the last equation of subsystem 2 such thatẋ n2 2 =x 2 1 . This completes the transformation of subsystem 2 to extended chained forṁ
x 1 =ã 1 (x 3 ,x 2 ,x 1 ) +b 1 (x 3 ,x 2 ,x 1 )u 1 +b 2 (x 3 ,x 2 ,x 1 )u 2 , withx 1 1 andx 2 1 denoting the top variables of subsystem 1. From evaluating the condition (8) in these coordinates, one can deduce that ∂xj 2f i = 0 , i = 2, . . . , n 2 − 2 , j = i + 2, . . . , n 2 , which shows that the drift termsf i depend on the states of subsystem 2 in a triangular manner and are thus compatible with its chained form, see also Nicolau (2014) .
Step 7: Transform subsystem 1 into Brunovsky normal form by successively introducing new coordinates from top to bottom. Complete the transformation of subsystem 1 to Brunovsky normal form by applying a suitable static feedback.
CONCLUSION
We have presented a structurally flat triangular form together with necessary and sufficient conditions for a two input AI-system to be static feedback equivalent to the proposed triangular form. This provides a sufficient condition for an AI-system to be flat. Future research of functions (ϕ 1 , ϕ 2 ), which meets the conditions from above (and thus forms a flat output of the considered system). We can transform the system into chained form such that these functions occur as top variables by the following successive procedure. First, straighten out the Cauchy characteristics
of the derived flags of D = span{b 1 , b 2 }, such that C(D (i) ) = span{∂ x n , . . . , ∂ x n+1−i }, i = 1, . . . , n − 3. Then introduce the components of the flat output as new coordinates, i. e.x j = ϕ j , j = 1, 2. Next, apply a static feedback to normalize the first equation, i. e.ẋ 1 =ū 1 . After that, we have a representation of the forṁ
. , x n )ū 1 +b n 2 (x 1 ,x 2 , x 3 , . . . , x n )ū 2 . Next, we successively introduce the components of the input vector field corresponding to the inputū 1 as new coordinates from top to bottom, i. e.x 3 =b 2 1 (x 1 ,x 2 , x 3 ) and so on, until in the last step, we complete the transformation to chained form by applying a static feedback to normalize the last equation.
The procedure is based on the fact that the components of the input vector fieldb 1 belonging to the new inputū 1 depend on the states in a triangular manner. In the following, we show why this is indeed the case. Because of Lemma 4, we have D (i) = span{b 1 } + C(D (i+1) ) = span{b 1 , ∂ x n , . . . , ∂ x n−i }, i = 0, . . . , n − 4, i. e. the derived flags D (i) are composed of the onedimensional distribution spanned by the vector field b 1 and the Cauchy characteristic distributions of their next derived flags. To show this, note thatb 1 has a component in the ∂x1-direction. Thus, it cannot belong to any of the Cauchy characteristics C(D (i+1) ) = span{∂ x n , . . . , ∂ x n+1−i }, i = 0, . . . , n − 4. However, because ofb 1 ∈ D, it belongs to all the derived flags D (i) . Furthermore, because of Lemma 4, we have dim(C(D (i+1) )) = dim(D i ) − 1 and thus span{b 1 } completes C(D (i+1) ) to D (i) . Also, we have (span{dϕ 1 , dϕ 2 }) ⊥ ⊂ D (n−3) , or span{b 1 } + (span{dϕ 1 , dϕ 2 }) ⊥ = D (n−3) . From these considerations, it can be deduced that [∂ x n+1−i ,b 1 ] ∈ span{∂ x n , . . . , ∂ x n−i }, i = 0, . . . , n − 3, which shows that the components ofb 1 depend on the coordinates in a triangular manner.
The transformation of subsystem 2 to extended chained form in the sufficiency part of the proof of Theorem 2 is based on this successive procedure. By the same argumentation as above, it can be shown that after straightening out (10) the components of the corresponding "input" vector field of subsystem 2 depend on the states in a triangular manner.
outputs as top variables. Here, we essentially replicate the sufficiency part of their proof, though argue differently in some places.
Appendix B. EXAMPLES
Example 1. The following example should ease understanding the sufficiency part of the proof of Theorem 2. We demonstrate all the transformation steps done in the proof on this example. Consider the systeṁ x 1 = x 10ẋ6 = x 9 x 10 (x 4 + x 9 )
The input vector fields are given by b 1 = ∂ x 9 − ∂ x 4 and b 2 = ∂ x 5 + ∂ x 10 , the drift is given by
The drift satisfies the compatibility condition (8), which we do not present in detail here. Also the condition (9) of item (d) is met. For the distributions of item (e), we obtain ∆ 3,1 = ∆ 2 + [a, ∆ 2 ] = span{∂ x 1 , . . . , ∂ x 7 , ∂ x 9 , ∂ x 10 } and ∆ 3,2 = ∆ 3,1 + [a, ∆ 3,2 ] = T (X ). They are obviously involutive and item (f) is met with s = 2. Therefore, according to Theorem 2, the system is static feedback equivalent to the triangular form (5) and thus flat. Since dim(∆ 3,1 ) = dim(∆ 2 ) + 2, none of the integrator chains of subsystem 3 of the corresponding triangular form (5) has length zero. In this example, they have length one and two, respectively. Thus, in this example, according to Section 5.1, flat outputs compatible with the triangular form (5) are all pairs of functions (ϕ 1 , ϕ 2 ) which satisfy span{dϕ 1 } = (∆ 3,1 ) ⊥ and span{dϕ 1 , dL a ϕ 1 , dϕ 2 } = (∆ 2 ) ⊥ . Since (∆ 3,1 ) ⊥ = span{dx 8 }, (∆ 2 ) ⊥ = span{dx 8 , dx 5 − dx 10 , dx 1 + dx 7 } and L a x 8 = x 5 + x 8 − x 10 , the components ϕ j of a flat output are arbitrary functions ϕ 1 (x 8 ), ϕ 2 (x 8 , x 5 − x 10 , x 1 + x 7 ), such that dϕ 1 ∧dL a ϕ 1 ∧ϕ 2 = 0. In the following, we transform (B.1) to the triangular form (5) by the transformation steps of the sufficiency part of the proof of Theorem 2.
Step 1: We straighten out the distributions
corresponding to the sequence (10) with the coordinate transformation
In these coordinates, (B.1) takes the forṁ
In the proof, it is claimed that after straightening out the distributions (10), the system is already decomposed into three parts and that subsystem 1 and 3 are in a triangular form. Indeed, subsystem 3 consists of the states (x 1 ,x 2 ,x 3 ). Subsystem 2 consists of the states (x 4 , . . . ,x 8 ) and subsystem 1 of (x 9 ,x 10 ). The inputs of subsystem 3, which are certain states of subsystem 2, only occur in the last two equations of subsystem 3.
Step 2: To transform subsystem 3 into Brunovsky normal form, we first introducex 2 =x 1 −x 2 (to be consistent with the notation in the proof, we also setx 1 =x 1 and x 3 =x 3 ) and obtaiṅ
which is of the form (12).
Step 3: Next, we normalize the inputs of the integrator chains of subsystem 3, i. e. we introducex 4 =x 2 −x 4 +x 5 , x 5 =x 4 . This completes the transformation of subsystem 3 to Brunovsky normal forṁ
Step 4: The first step of the transformation of subsystem 2 to extended chained form is to normalize the first equation of subsystem 2. Thus, we introducex 9 =x 9x10 (x 6 − 1) +x 4 and obtaiṅ
x 4 =x 9ẋ9 = g 9 (x 4 ,x 6 ,x 7 ,x 9 ,x 10 , u)
x 5 =x 4 −x 9 1−x 6ẋ 10 = u 2 .
Step 5: Next, we successively introduce the components of the "input" vector field belonging to the "input"x 9 of subsystem 2 as new coordinates. We start withx 6 = 1 x 6 −1 . After two more such steps, the system readsẋ 1 =x 2ẋ6 =x 7x9 −x 4x7
x 2 =x 4ẋ7 =x 8x9 −x 4x8 + (x 6 ) 3 (x 1 −x 2 )
x 3 =x 5ẋ8 = g 8 (x 1 ,x 2 ,x 4 ,x 6 , . . . ,x 10 )
x 5 =x 6x9 −x 4x6ẋ10 = u 2 .
Step 6: By introducingx 10 = g 8 , the transformation of subsystem 2 to extended chained form is complete anḋ
x 3 =x 5ẋ8 =x 10
x 4 =x 9ẋ9 = g 9 (x 1 ,x 2 ,x 4 ,x 6 , . . . ,x 10 , u)
x 5 =x 6x9 −x 4x6ẋ10 = g 10 (x 1 ,x 2 ,x 4 ,x 6 , . . . ,x 10 , u) .
Step 7: The last step is to transform subsystem 1 to Brunovsky normal form. This is accomplished by applying the static feedbackū 1 = g 9 ,ū 2 = g 10 . Remark 5. Note that since in this example we have a subsystem 2 with dimension n 2 = 5 (l = 3 in item (c)). Thus, three prolongations are needed to linearize the system and neither Nicolau and Respondek (2013) nor Nicolau and Respondek (2016) applies.
Example 2. Consider again our motivating example, the model of an induction motor (6). The input vector fields are given by b 1 = ∂ I d and b 2 = ∂ Iq , the drift is given by
In the following, we apply Theorem 2 to show that this system is indeed static feedback equivalent to the triangular form (5). The first distribution ∆ 1 = span{b 1 , b 2 } is involutive. Since the second distribution ∆ 2 = ∆ 1 + [a, ∆ 1 ] = span{∂ I d , ∂ Iq , ∂ ψ d , (ψ d ) 2 µ∂ ω + ηM ∂ ρ } is not involutive, we have k = 1. Because of C(∆ 2 ) = ∆ 1 , item (b) is satisfied. In this example, the first derived flag ∆ (1) 2 = span{∂ I d , ∂ Iq , ∂ ρ , ∂ ψ d , ∂ ω } of ∆ 2 is already its involutive closure, i. e. ∆
(1) 2 = ∆ 2 and l = 1. Since l = 1, condition (8) of item (d) does not occur. Condition (9) is met and since dim(∆ 2 ) = 5 and we only have 6 states, in this example, (9) already implies item (e) and (f). Therefore, according to Theorem 2, the system is static feedback equivalent to the triangular form (5). Since dim(∆ 3,1 ) = dim(∆ 2 ) + 1, one of the integrator chains of subsystem 3 of the corresponding triangular form (5) has length zero (the other one has length one). Thus, in this example, according to Section 5.1, flat outputs compatible with the triangular form (5) are all pairs of functions (ϕ 1 , ϕ 2 ) which satisfy span{dϕ 1 } = (∆ 2 ) ⊥ and (span{dϕ 1 , dL a ϕ 1 , dϕ 2 }) ⊥ ⊂ ∆ 2 . We have (∆ 2 ) ⊥ = span{dθ} and (∆ 2 ) ⊥ = span{dθ, ηM dω − (ψ d ) 2 µdρ}. Hence, we have to find a 1-form α independent of dL a θ = dω such that span{dθ, ηM dω − (ψ d ) 2 µdρ, α} is integrable, which is the case for α = dρ. Accordingly, y = (θ, ρ) is a possible flat output of (6).
