Abstract-In this work we prove new impossibility results for perhaps the simplest non-linear estimation problem, that of Group Testing (GT), via the Madiman-Tetali inequalities. Group Testing concerns itself with identifying d defective items from a set of n items via t disjunctive measurements. We consider the linear sparsity regime, i.e. d = δn for any constant δ > 0, a hitherto little-explored (though natural) regime. In a standard information-theoretic setting, where the tests are required to be non-adaptive and a small probability of reconstruction error is allowed, our lower bounds on t are the first that improve over the classical counting lower bound, t/n ≥ H(δ), where H(·) is the binary entropy function. As corollaries of our result, we show that (i) for δ 0.347, individual testing is essentially optimal, i.e., t ≥ n(1 − o(1)); and (ii) there is an adaptivity gap, since for δ ∈ (0.3471, 0.3819) known adaptive GT algorithms require fewer than n tests to reconstruct D, whereas our bounds imply that the best nonadaptive algorithm must essentially be individual testing of each element. Perhaps most importantly, our work provides a framework for combining combinatorial and information-theoretic methods for deriving lower bounds for a variety of non-linear estimation problems.
I. INTRODUCTION
Estimation/inverse problems are the livelihood of engineering -given a system with a known input-output relationship, an observed output, and statistics on the input, the goal is to infer the input. While much is known about linear estimation problems and their fundamental limits [14] , [18] , understandably characterizing the fundamental limits of non-linear estimation problems are considerably more challenging.
Arguably one of the "simplest" non-linear estimation problems is that of Group Testing (GT). It is assumed that hidden among a set of n items is a special set D of d defective items. 1 The classical problem as posed by Dorfman [7] , requires one to exactly estimate D via disjunctive measurements ("group tests") on "pools" of items. That is, the output of each test is positive if the pool contains at least one item from D, and negative otherwise. Besides its intrinsic appeal as a fundamental estimation problem, group-testing and its generalizations have diverse applications, such as bioinformatics, wireless communications, and pattern finding. In particular: 1) (Non)-Adaptivity: The testing algorithm can be adaptive (tests may be designed depending on previous test outcomes) (AGT) or non-adaptive (tests must be designed non-adaptively, allowing for parallel testing/standardized hardware) (NAGT). 2) Reconstruction error: The reconstruction algorithm might need to be zero-error (always output the correct answer), or vanishing error (the probability of error goes to zero asymptotically in n), or an probability of error ( -error) may be allowed. 2 3) Statistics of D: Different works consider different statistical models for D. In Combinatorial Group Testing (CGT), it is assumed that any set of d items may be defective, whereas in Probabilistic Group Testing (PGT), items are assumed to be i.i.d. defective with probability d/n. 4) Sparsity regime: Finally, it turns out that the specific sparsity regime matters -the regime where d scales sub linearly in n has seen much work, whereas the linear sparsity regime (d = δn for some constant δ) is relatively little explored.
In this work we focus on non-adaptive group-testing witherror in the linear sparsity regime -indeed, this is perhaps the most "natural" version of the problem, especially when viewed through an information-theoretic lens (e.g., the most investigated/used versions of channel codes are: non-adaptive since the encoder does not get to see the decoder's input; allow for reconstruction error; and typically have constant rate and hence are in the linear regime). Nonetheless, to put our results in context we first briefly reprise the literature for other flavors of the problem in table I. Note that, with a slight abuse of notation, we denote by H(X) the entropy of the random variable/vector X, as well as the binary entropy function H(x) = −x log x − (1 − x) log(1 − x). This should be clear from the argument of the function.
In particular, let us briefly discuss the existing results oferror nonadaptive group testing problem, the focus of this paper. It is quite straightforward to come up with a converse result based on counting/Fano's inequality (for example, see [4] ) that says t ≥ (1 − ) log n d . In [20] , it has been
▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ . The lower bound of theorem 1 corresponds to the horizontal part of the magenta curve, and the result implied by theorem 2 corresponds to the remainder of the magenta curve (the "Quantization bound"). Both of these are superseded by the more sophisticated (and harder to prove) lower bound in theorem 5, plotted via the red curve. The shaded region (above the blue curve and below the red curve) denotes where there is an "adaptivity gap" -the lower bound for (vanishing-error) NAGT exceeds the rate achievable by (zero-error) AGT [21] .
shown that this bound is also tight for small , as long as
by showing randomized achievability schemes. Probabilistic existence of achievability schemes in this regime has also been derived, including for more general settings, in [24] (see Theorem 5.5 therein). If we are allowed to sacrifice a constant factor in the number of tests, then we can have explicit deterministic construction of such achievability schemes [16] . It is to be noted that, there is a surprising lack of study in the regime where the number of defectives varies linearly with the number of elements, i.e., d = δn. The counting converse bound simply boils down to t ≥ nH(δ). This implies that individual testing of items is optimal when δ > 0.5. There is no other nontrivial converse bound that exists for the linear regime. In this paper we aim to close this gap. On the other hand, a recent work by Wadayama [22] , provides an achievability scheme in this regime based on sparse-graph codes (and density-evolution analysis). For certain values of δ (for example δ = 1 − 1 2 1/6 ), this achievability scheme is in direct contradiction with our impossibility result in theorem 5 and we believe (after correspondence with the authors) that the achievability scheme presented there is incorrect.
A. Our Contributions and Techniques
The canonical method (called the information-theoretic bound, or the counting bound) for proving impossibility results for group-testing problems via information-theoretic methods is quite robust to model perturbations: it works for adaptive and non-adaptive algorithms, zero-error and vanishing error reconstruction error criteria, PGT and CGT, and sublinear and linear regimes. This method (see the Appendix in [4] for an example) generally proceeds as follows:
(i) Entropy bound on input: One first bounds the entropy H(X [n] ) of the n-length binary vector X [n] describing the status of the n items (this means, the entry corresponding to an element in X [n] is 1 if and only if the element is defective): this quantity equals log( n d ) in the CGT case, and nH(d/n) in the PGT case 3 ; then (ii) Information (in)equalities/Fano's inequality: One uses standard information equalities, the data-processing inequality, the chain-rule, and Fano's inequality to argue that any group-testing scheme must satisfy the inequality 
) such a straightforward approach results in an essentially tight lower bound on the number of tests required. The key contribution of our work is to provide a tightening of the method above for the regimes where it is not known to be tight.
While we believe our generalization technique is also fairly robust to various perturbations of the group-testing model, we focus in this work on the problem of -error non-adaptive PGT in the linear sparsity regime. Possibly our key insight is that for this problem variant is that step (iii) of the counting bound may be quite loose.
Specifically, we present three novel converse bounds in theorems 1, 2 and 5 for the general non-adaptive PGT problem in the linear regime. The result in theorem 1 follows from the observation that, for δ ≥ 1 for most of the region δ ∈ (0, 1) because each test must contain an integer number of objects.
Our main result (tighter than either theorem 1 or theorem 2, but also significantly more challenging to prove) in theorem 5 exploits the observation that the tests in the Non Adaptive Group Testing (NAGT) problem must have elements in common. For the linear regime, this observation leads to significant mutual information between the tests. We exploit this mutual information to tighten the upper bound on the joint entropy H(Y [t] ) in step (iii) above. Figure 1 
*1 Adaptive algorithms with reconstruction error have not really been considered much in the literature. Most proposed algorithms naturally result in zero-error, and the only known converses that are tighter than the counting bound intrinsically rely on the zero-error nature of the problem. *2 This bound holds even for -error. *3 It is known [21] ) in step (iii), we must look for information inequalities that upper bound the joint entropies of correlated random variables. In this paper we the information inequalities due to Madiman and Tetali [15] that seem well-suited to analyzing the combinatorial structures naturally arising in NAGT.
We use a two-step procedure to bound the joint entropy. In the first step, we assume that all the rows of the matrix M has same weight (i.e., all tests contain the same number of elements,). The results then extends to general group testing matrices by considering them as a union of tests of (differing) constant weights. The final result is summarized in theorem 5.
We should note here that after the submission of this paper a simpler, elegant technique appeared in [2] to show that individual testing is necessary for the vanishing-error PGT model in the linear sparsity regime. Their results completely resolve the issue for the PGT vanishing error case. Neverthless, we believe that our results are significant. Primarily because we present a novel technique and are more generally applicable to various GT flavors and even the non-vanshing probability of error cases. Indeed, from the results in [2] , it is not clear how we can apply their method to the CGT case, whereas our results would also apply to that situation.
In the rest of the paper, we first describe our converse results section II, followed by a comparison with earlier bounds section III and future directions of this project. Consider the PGT problem with n objects with decoding error at most . Denote the indicator random variable which corresponds to object i ∈ [n] being defective by X i . Then X i are i.i.d. Bernoulli(δ). Let X S denote the indicator rv corresponding to the objects S ⊆ [n]. With a slight abuse of notation, we use X i to refer to the random variable and the object i interchangeably. Let M ∈ {0, 1} t×n denote the fixed GT matrix with t tests where (i, j)th element is 1 if and only if the ith test includes the jth element. Denote the random variable corresponding to the outcome of the test in row l by
II. IMPOSSIBILITY FOR NONADAPTIVE GROUP TESTING
denote the tests containing object i.
A. Simple Converse Bounds
The canonical counting bound for the Group Testing problem gives the following upper bound on the number of tests,
This method uses the independence bound to get an upper bound on the joint entropy of the tests, eq. (2), and then uses Fano's inequality, eq. (3), to get a a lower bound on t.
We tighten eq. (1) by improving the bound in eq. (2) for the non-adaptive PGT problem in the linear regime. We do this by exploiting the fact for NAGT there would be a significant fraction of tests that have elements in common. Intuitively, we would want to maximize the entropy of the individual tests
This implies that all tests contain a constant (with respect to n) number of objects. When any set S ⊆ [t] of such tests Y S have an object in common, we can bound their joint entropy away from |S|. We exploit this fact to bound the joint entropy H(Y [t] ) away from t. But first, we exploit the nature of the group tests to improve eq. (1). Theorem 1. For the PGT problem, we need at least n(1 − /H(δ)) tests to identify the defective set with error probability for δ ≥ δ where δ Proof. Using the entropy chain rule, for δ ≥ δ , we have,
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Inequality 5b is obvious for
. Hence, eq. (5b) follows here as well. Now, using eq. (3) and eq. (5b) we get, t ≥ n(1 − /H(δ)) Thus, for δ ≥ δ we cannot do any better than individual testing. In the rest of the section, we focus on the GT bound for δ ≤ δ . Even in this regime, we can use the fact that eq. (4) is not an integer for all values of δ to improve eq. (1) without much effort.
Therefore, the result in theorem 2 improves over the classical counting bound.
B. Upper Bound via Madiman Tetali inequality
To improve eq. (2) further for all values of δ ≤ δ , we use the Madiman Tetali inequalities in [15] to exploit the correlation between tests,
where C are a class of subsets of [t] that cover [t], and {α(S)} S∈C denote a fractional vertex cover of the hypergraph
Using the independence bound for H(Y S ) in eq. (6),
where S∈C α(S)|S| ≥ t. Therefore, to improve eq. (2) we have to utilize the fact that Y S have joint entropy less than |S|. Heeding this intuition, first for a fixed set S ⊆ [t], we derive a non-trivial upper bound on H(Y S ), for tests Y S such that all of them have at least one object X ∈ {X i } i∈ [n] in common ie X ∈ ∩ l∈S R l .
Consider a set S ⊆ [t] such that there exists an object X ∈ {X i } i∈ [n] that is common in all the tests Y S . Also assume that, |R l | = k, ∀l ∈ S. In this case, we upper bound the joint entropy of the tests Y S in theorem 3. Note that, eq. (6) reduces to Shearer's Lemma [17] when the hypergraph C is regular, as in theorem 3. Theorem 3. Consider S ⊆ [t], such that |R l | = k, ∀l ∈ S and all tests Y S have at least one object in common. Then,
where
Next, we use this bound to derive a closed-form expression for the joint entropy H(Y [t] ) in eq. (6) for a constant row weight k NAGT matrix M . To apply theorem 3 to eq. (6), we use a natural class of subsets C of size n corresponding to the support of the columns of M . This choice of hypergraph C, leads to a tractable upper bound in theorem 4. Theorem 4. Consider the non-adaptive PGT problem with decoding error at most . Assume that X i , i ∈ [n] are iid Bernoulli(δ). Then, for a constant row weight k group testing matrix, we have asymptotically in n,
where g δ,k (T )
It is easy to see that without the constant term
always improves upon the naive upper bound H(Y [t] ) ≤ t, in step (iii) in section I-A. But due to the constant term, the bound would only improve over the independence bound for T (= t/n) larger than some constant. We observe from the plots in fig. 1 for the generalized version of theorem 4 that this is indeeed the case for T :
Finally, we generalize theorem 4 to derive a closed form expression for arbitrary row weight matrices. The generalization can be understood once we observe that the results in theorem 4 apply to any subset of tests containing the same number of objects. Thus, we partition the rows of M to obtain submatrices M k , each with constant row weight k, and apply the results in theorem 4 to each M k . Finally we use concavity properties of the function g δ,k (.) and eq. (3) to obtain a bound for the general case. Theorem 5. Consider the non-adaptive PGT problem with decoding error at most . Assume that X i , i ∈ [n] are iid Bernoulli(δ). Then, we have asymptotically in n,
The rigorous proofs for theorems 3 to 5 can be found in [1] . The bound in theorem 5 intersects with t/n = 1 at δ ≈ 0.3471. Thus, individual testing is necessary for δ ≥ 0.3471 for vanishing error NAGT.
Remark: Although we have stated the results in this paper for the PGT problem, we believe that with some effort and appropriate approximations, our techniques should also apply to CGT.
III. DISCUSSION AND COMPARISON
In this section we compare the results in theorem 5 with other achievability and impossibility results in the literature. First, to show an adaptivity gap, we consider a simple adaptive algorithm for the GT problem presented in [10] and analyze the expected number of tests required. The algorithm can be found in [1] . The expected number of tests performed is
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The graph in fig. 1 plots the lower bound in theorem 5, the expected number of tests in eq. (11), the quantization bound in theorem 2, and the entropy counting bound, eq. (1) for vanishing error i.e. = o(1). The solid circle markers in the plot represent the bound in eq. (10) for δ such that log(1/2) log(1−δ) ∈ N. From fig. 1 , there exists a non-vanishing gap between the lower bound in theorem 5 and the counting bound. The quantization bound in theorem 2 also improves over the counting bound for a significant region of δ. As claimed earlier, we can also see an adaptivity gap in fig. 1 represented by the shaded region.
Even when the results in theorem 5 are plotted for = o(1), we can see from eq. (10) and fig. 1 that there would exist a non-vanishing gap between eq. (10) and the counting bound for small values of as well. For > δ, it would be possible to ignore certain objects altogether during tests, and hence a smaller number of tests could be possible.
The number of objects in each test in the GT matrix is constrained to be an integer. This gives a discrete nature to the bound in eq. (10). This is evident from the piecewise nature of plot for the lower bound in eq. (10).
IV. FUTURE WORK / IMPLICATIONS
In this work we use the weak form of the Madiman-Tetali inequalities in [15] to upper bound the joint entropy of the test Y [t] . Since the weak form of the inequalities ignores the gains the conditional form of the entropy function provides, we suspect that there is a lot more to be gained by exploiting the strong form of the inequalities. Motivated by the results in this work, we conjecture that for any constant δ > 0, n−o(n) non-adaptive tests are necessary to ensure vanishing error.
Finally we believe that our technique of lower bounding the number of tests via the Madiman-Tetali inequalities may have wide applicability in similar sparse recovery problems and other variants of group testing, such as threshold group testing [5] , the pooled-data problem [23] , and potentially even long-standing open problems pertaining to threshold secretsharing schemes [3] .
