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Abstract 
A matrix A is said to possess a displacement structure if the rank of V(A) := AU - VA 
is smalled compared with the order of A. In the note the problem is raised to which 
extend well-known theory and algorithms for matrices with a displacement structure can 
be generalized to matrices A for which the rank of V”(A) is small for m > 1. 0 1998 
Elsevier Science Inc. All rights reserved. 
K~JwM&: Displacement structure; Interpolation problem: Toeplitz matrix, Vandermonde matrix: 
Cauchy matrix 
1. Introduction 
Matrices that arise in applications often exhibit a particular structure. This 
structure may be a symmetry, sparseness or something else. In this note we 
shall use the attribute “structured” in a more specific sense. By a class ofstruc- 
tured matrices we shall mean the range of a map @’ --f Cnx” where 1 = O(n) and 
Cnxn denotes the set of all n x n matrices with entries from @. 2 Loosely speak- 
ing, a structured matrix shall be one that depends only on O(n) parameters 
instead of the n* parameters of a general unstructured matrix. 
’ E-mail: georg@mcs.sci.kuniv.edu.kw. 
’ Here @ can be any set. In the sequel we restrict ourselves to the case when @ is the field of 
complex numbers, 
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Important examples of classes of structured matrices are Toeplitz [u;-~], 
Hankel [s~+~], Vandermonde [c/-l], or Cauchy matrices [(c, - d,))‘] and their 
generalizations, as well as banded and semi-separable matrices. 
It is natural to ask whether the structure of a matrix can be exploited in 
some way to solve standard problems of linear algebra more economically such 
as matrix inversion, solving linear systems, finding various matrix factoriza- 
tions, and direct and inverse eigenvalue problems. In this note we restrict our- 
selves mainly to matrix inversion, solving linear systems, and factorization 
problems. We shall ask the following questions: 
I. Are there formulas representing the inverse of an n x n structured matrix in- 
volving only O(n) parameters? 
2. Are there algorithms to solve linear systems with a structured coefficient ma- 
trix with O(n2) or less operations? 
For many classes of structured matrices, affirmative answers to these two 
questions are well known. For example, Lagrange’s formula for polynomial in- 
terpolation provides a formula for the inverse of a Vandermonde matrix [L<-‘]; 
involving only O(n) parameters, and Newton’s interpolation algorithm, which 
is called the Bjork-Pereyra algorithm in numerical linear algebra (see [5]), pro- 
vides an O(M~) algorithm for solving a linear system with Vandermonde coef- 
ficient matrix. For Cauchy matrices [(cl - d,))‘]; inversion formulas can be 
found in [21] and many later sources, but this result was essentially obtained 
by Cauchy in 1841. Newton-type algorithms for rational interpolation can 
be reformulated as algorithms for the corresponding linear systems (see [2,4] 
and the references therein). For Toeplitz matrices [ai-,] the Gohberg-Semencul 
formula provides an expression for the inverse and the Levinson-Trench and 
Schur-Bareiss algorithms are fast solvers for Toeplitz systems. For all these 
formulas and algorithms many modifications and generalizations have been 
discussed (see [22,12,17] and the references therein). 
It is remarkable that all of the matrices just mentioned are solutions of certain 
Sylvester (Lyapunov) type matrix equations with low rank right-hand side, i.e., 
they possess a displacement structure. It has turned out that all of these formulas 
and algorithms for special structured matrices can be obtained in a unified way 
from this observation. The concept of displacement structure was first intro- 
duced by Kailath et al. in [14] when they studied matrices A for which 
A - ZAZT has a rank which is small compared with the order of the matrix. Here 
2 denotes the matrix of the forward shift operator. This class generalizes the 
class of Toeplitz matrices. Soon after this it was recognized that the shift oper- 
ator can be replaced by other matrices. In [6] it was suggested for the first time to 
study matrices A for which V(A) := AU - VA has small rank. This transforma- 
tion V will be called a UV-displacement operator and the rank of V(A) shall 
denote the UV-displacement rank of A. Finally a matrix is said to possess a 
UV-displacement structure if its UV-displacement rank is small. Note that more 
general displacement operators A --) qAUl - V’AU2 have been studied (see [17]). 
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For many classes of structured matrices that are important in applications, 
convenient matrices ci and V can be found so that these classes become sets of 
matrices with Uv-displacement structure. As already mentioned, this works for 
matrices close to Toeplitz, Hankel, Vandermonde, and Cauchy (see [ 12.171). 
but it works also for Toeplitz-plus-Hankel matrices, matrices appearing in con- 
nection with orthogonal polynomials (see [16]), matrices related to algebras of 
Hessenberg matrices (see [3]), and some combinations of different structurca 
such as Cauchy-Vandermonde matrices (see [I l] and the references therein) 
and Liiwner-Vandermonde matrices (see [20]). 
It is trivial to note that the C/V-rank of a non-singular A equals the C’C;-rank 
0i-A ‘, i.e., the latter is small if the former is small. Using this simple Tact. in- 
version formulas for matrices with a displacement structure can be constructed. 
This can also be used to design solvers for the corresponding linear systems (see 
[12]). More efTective is to realize the fact that the displacement structure is in- 
variant under Schur complementation. as was lirst observed in [19] (see also 
[ 171 and the references therein). 
There are close relations between matrices with a displacement structure and 
vector and matrix rational interpolation problems. For Vandermonde matrice 
this has already been mentioned, but this holds in principle for all matrices with 
a displacement structure. This can be very useful. In [l] structured matrices 
have been used for solving interpolation problems, whereas in [8,1 I] and othct 
papers this interpolation interpretation was used for matrix inversion. 
After the recent successes of the theory of displacement structure, the ques- 
tions arises: What can be done beyond displacement structure? This question 
has to be specified in order to obtain our “challenge problems”. There arc se\- 
era1 important classes of structured matrices for which the questions I and 7 
have been left unanswered. And in most of these cases an answer is not in sight. 
Hence we restrict ourselves in this note to matrices with a ll;&r ortiu tlisplrw- 
nwt~t .strwtur-r and to the related class of w-stwctcrr.ed nutrices, because ~5 c 
think that at least for some of these cases answers can be found. 
2. Higher order displacement structure 
Let c’ and v be given fixed matrices. Assume that C(A) = AC;‘ - IQ has 1‘1111 
rank but the rank of O*(A) or, more generally, that of Y”‘(A) is small compared 
with the order of the matrix. Then A is said to possess a UV-rii.spl~r~c~nlcr1t .sttw- 
ture of or&r m. 
Matrices with higher order displacement structure occur in applications. For 
example, the power series method for solving linear ordinary differential equa- 
tions leads to matrices with a higher order displacement structure with 
I!= 1/= Z. the forward shift. This also applies to some discretization methods 
for such ODES. 
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Another example derived from interpolation is to find a proper rational 
function f(z) with prescribed poles d, (‘j = 1, . . , a) such that f’(ci) = yi for 
given nodes ci and given values p (i = 1, . . , n), where the prime denotes dif- 
ferentiation. The space of trial functions is spanned by the functions 
(z - d,)-’ and the matrix representation of the problem in this basis is, up to 
unimportant factors, given by 
(1) 
These matrices possess a second order displacement structure since rank 
V2(A) = 1 for U = diag(c;); and V = diag(d,)l. 
We can now formulate our problem. 
Challenge Problem. Let A be a matrix with higher order displacement structure. 
Is there an answer to questions 1 and 2 raised in the Introduction, at least for 
special cases? 
The main difficulty with this problem is that a higher order displacement 
structure is not invariant under inversion, nor under Schur complementation. 
For example, the matrix diag( 1,2, . . , n) has second order displacement struc- 
ture for U = V = Z, but its inverse does not. 
Example (1) shows that also for higher order displacement structures there 
are connections to interpolation problems. Observations of this kind could be 
useful for the investigations. 
In Section 3 we discuss a modification of the above challenge problem which 
may be more suitable for investigation. 
3. o-structured matrices 
Let 0 = [w.~~]~ i be a given matrix. The matrix A = [ajj] is said to be w-struc- 
tured if 
ar-.+(l?rr = 0 
s=o t=o 
for all i 3 p, J 3 q (see [13]). Hankel, Toeplitz and Toeplitz-plus-Hankel 
matrices have a o-structure for cu equal to, 
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respectively. Note that in all cases the rank of (0 equals 2. This is also the case 
for block Toeplitz, block Hankel and block Toeplitz-plus-Hankel matrices. 
Matrices with w-structure occur, for example, as moment matrices of alge- 
braic curves given by o(;l, i) = 0 (see [7]). Here to(i,. p) denotes the generating 
function of (11. Recall that the generating function of a matrix [c/k] is the poly- 
nomial C c,kj,‘#. For example, the generating function of the tr)‘s given by 
Eq. (1) are J. - p. 1 - i-p and (jb - p)(l - ,?p). respectively. Matrices with 
to-structure also occur in connection with the root localization problem for 
polynomials with respect to the corresponding curve. For equipotential, har- 
monic and lemniscate-type curves the rank of the corresponding (11 equals 2. 
For non-circular ellipses this rank is 3. 
In [7] it is shown that in case rank w = 2, the inverse of an to-structured 
matrix is, under some mild assumptions, an tu-Bezoutian which is a matrix B 
for which the generating function B(i. p) satisfies 
for some polynomials gk(i) and I&(P). 
Note that it is easily checked that in the case rank (11 = 2, c+structured 
matrices A have a displacement structure for certain triangular Toeplitz matri- 
ces U and V. This means that fast inversion and factorization algorithms can be 
designed for such matrices. One can obtain fast algorithms also by translating 
the recursion formulas for orthogonal polynomials on some algebraic curves of 
lemniscate type, derived in [ 181 and related papers, into matrix language. We 
mention that Lev-Ari has obtained some results in this direction in 1987 in 
his unpublished thesis. 
Modified Challenge Problem. What is the structure of inverses of an 
tn-structured matrix if rank (II > 2. How can these inverses be constructed? 
The example A = diag( 1: 2? . . ? n), which is c+structured for tu(j,. ~1) = 
(A- ll)‘. can again be taken to show that the inverse of an co-structured matrix 
may be very different from a Bezoutian. 
In Section 4 we discuss the case of ~ti(j~. ~1) = (j. - p)‘. We shall see that the 
inverse may be nicely structured in some special situations. 
4. Derived Hankel and Toeplitz matrices 
co-structured matrices with o(j., p) = (j, - p)’ are called dericed Hurzkrl 
matrices and those with w(& p) = (1 -- 2~)’ are derived Toeplitz matrices. 
To some extent, derived Toeplitz matrices can be considered as discrete an- 
alogues of linear first order differential operators. The asymptotics of their 
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determinants and traces (even for more general analogues of pseudo-differen- 
tial operators) are well investigated (see [ 15,231 and the references therein). 
Infinite derived Hankel matrices with a finite rank have occurred in [9] in 
connection with the description of the group inverse of the Sylvester transfor- 
mation S(X) = AX - XB. The name “derived Hankel” was chosen since these 
matrices are generated by rational functions in a similar manner as infinite fi- 
nite-rank Hankel matrices. But they additionally involve a derivative. This 
class has been studied in [lo]. It has turned out that many results for Hankel 
matrices can be generalized to derived Hankel matrices, such as Kronecker’s 
theorem or the factorization into Vandermonde matrices, which transfers well 
to finite matrices. 
The Vandermonde factorization could be a tool to describe the inverse of cer- 
tain derived Hankel matrices. In fact, a derived Hankel matrix H admits a rep- 
resentation H = lR14WT where W is a confluent Vandermonde matrix and M is 
a block diagonal matrix with 2 x 2 blocks. In some cases the matrix W can be 
chosen as square and nonsingular. Since the inverse of a Vandermonde matrix is 
highly structured, HP’ will also possess a nice structure in this case. 
As it is shown in [lo], the structure of the inverse of a triangular derived 
Toeplitz matrix can be described explicitly. Let us explain: An upper triangular 
derived Toeplitz matrix A can be represented in the form A = r,D + T2, where 
T, , T2 are upper triangular Toeplitz and D = diag(O, 1, . ! n - 1). Assume that 
T is invertible. After multiplying by a triangular Toeplitz matrix this reduces to 
a matrix of the form A = D + T where T is upper triangular Toeplitz. A system 
of linear equations Ax = y can be interpreted as a system of ordinary linear dif- 
ferential equations. Translating its solution formula back into matrix language, 
one can obtain a formula for A-’ involving only Toeplitz and diagonal 
matrices. 
This special case shows that an answer to our inverse structure question of 
o-structured matrices may be possible for special cases, but the answer might 
be beyond the scope of linear algebra and far from simple. Note that the meth- 
od for triangular derived Toeplitz matrices does not transfer to derived circul- 
ants. In particular, it is not clear to us what the structure of the inverse of a 
matrix C + D for a circulant C and a diagonal D should or could be. Such ma- 
trices appear in many applications. 
Finally let us mention that the recent history of structured matrices seems to 
tell us that if the structure of the inverse is known, then fast solution algorithms 
for the corresponding systems can also be designed. 
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