We study an integrable system that is reducible to free fermions by a Jordan-Wigner transformation which is subjected to a Fibonacci driving protocol based on two non-commuting Hamiltonians. In the high frequency limit ω → ∞, we show that the system reaches a non-equilibrium steady state, up to some small fluctuations which can be quantified. For each momentum k, the trajectory of the stroboscopically observed state lies between two concentric circles on the Bloch sphere; the circles represent the boundaries of the small fluctuations. The residual energy is found to oscillate in a quasiperiodic way between two values which correspond to the two Hamiltonians that define the Fibonacci protocol. These results can be understood in terms of an effective Hamiltonian which simulates the dynamics of the system in the high frequency limit.
We study an integrable system that is reducible to free fermions by a Jordan-Wigner transformation which is subjected to a Fibonacci driving protocol based on two non-commuting Hamiltonians. In the high frequency limit ω → ∞, we show that the system reaches a non-equilibrium steady state, up to some small fluctuations which can be quantified. For each momentum k, the trajectory of the stroboscopically observed state lies between two concentric circles on the Bloch sphere; the circles represent the boundaries of the small fluctuations. The residual energy is found to oscillate in a quasiperiodic way between two values which correspond to the two Hamiltonians that define the Fibonacci protocol. These results can be understood in terms of an effective Hamiltonian which simulates the dynamics of the system in the high frequency limit.
The recent discovery of efficient experimental techniques and tools in atomic, molecular, optical and condensed matter systems have enabled one to create, manipulate and investigate strongly-interacting quantum many-body systems in order to verify and extend the concepts of many-body quantum statistical mechanics. Experimental progress in representing isolated or closed many-body quantum systems in gases of cold neural atoms [1] [2] [3] [4] [5] has generated a lot of interest in studying the statistical mechanics of many-body quantum systems without the need for coupling such systems to reservoirs. In principle, the measuring apparatus and even the environment (reservoirs) can be included in the description of a closed many-body quantum system which can then be studied theoretically as a whole.
Recently it has been realized that whether the unitary time evolution of a closed many-body quantum system in the thermodynamic limit of large system size leads to a Gibbs ensemble after an asymptotically long time depends on the nature of the system and the initial state under consideration. To address this question, we first consider a subsystem that contains only a small fraction of the degrees of freedom of the entire system. The thermal equilibration of a closed many-body quantum system then requires the rest of the system to the subsystem to act as a bath which couples to the subsystem. Such a system is then said to thermalize when the long-time equilibrium properties of the subsystem is correctly represented by considering a canonical (or grand canonical) ensemble for the whole system. In such a scenario, the system respects the eigenstate thermalization hypothesis [6] [7] [8] which implies that the expectation values of all local in space operators are identical to those obtained from the ensemble constructed via the entropy maximization principle along with all the appropriate conserved quantities. The usual quantum statistical mechanics thus holds and can successfully be applied to understand the long-time steady states of the subsystem. However, many-body localized systems [9, 10] are examples where a quantum many-body system does not thermalize under unitary dynamics and retains the memory of the initial state. Integrable closed many-body quantum systems form another example where the eigenstate thermalization hypothesis is violated although the entropy maximization principle still remains valid and an appropriate consideration of the extensive number of conservation laws (which exist due to integrability) usually then leads to a description of the system in terms of a generalized Gibbs ensemble [11] [12] [13] [14] . We reiterate, that the generalized Gibbs ensemble holds only for local observables comprised of a relatively small number of degrees of freedom.
The main interests in the study of quantum statistical physics is therefore not only to see how a system equilibrates under the unitary evolution generated by its own Hamiltonian, but also to investigate the nature and relaxation of a system driven out of equilibrium by time-dependent Hamiltonians towards a non-equilibrium steady state (NESS). Of course, there are many possible unitary protocols by which a closed many-body quantum system may be driven out of equilibrium. Due to the tremendous experimental progress [15] [16] [17] [18] [19] [20] in producing and manipulating well-isolated quantum systems such as ultracold quantum gases where one or more parameters of the system can be periodically varied in time, a plethora of works has been carried out on periodically driven closed quantum systems . Eliminating the continuous time translational invariance of a closed quantum system via a time periodic Hamiltonian generates far richer possibilities for stabilizing a NESS with purely unitary dynamics. Such NESSs may even possess properties which are impossible in thermal equilibrium, such as spontaneous time-translational symmetry breaking in many-body localized systems to form a Floquet time crystal [54, 55] and the generation of Floquet Majoranas and other exotic and novel topological phases of matter [22] [23] [24] [25] . For Floquet systems which are integrable by a Jordan-Wigner transformation (from spin-1/2's to spinless fermions), the local observables eventually exhibit a steady state behavior which is described by a periodic Gibbs ensemble which is constructed via the entropy maximization principle by taking into account all the stroboscopically conserved quantities [14] . On the other hand, non-integrable systems in the absence of disorder generally suffer from a heat death due to the absence of such conserved quantities and are eventually described by an infinite temperature ensemble (ITE) [46] .
In recent works, continually driven protocols that are not periodic functions of time have been considered [47] [48] [49] [50] 56] . For Jordan-Wigner integrable systems, it has been shown that any typical realization of random noise causes eventual heating to an ITE for all local observables. (We note in passing that the unbounded energy growth of a kicked rotor in a noisy environment was studied several decades ago [57, 58] ; the situation has been experimentally realized very recently [59] .) However, noise that is self-similar in time can lead to an emergent steady state which is described by a geometric generalized Gibbs ensemble but only after an astronomically large time scale [47] . On the other hand, subjecting a disordered interacting spin chain to a quasiperiodic time-dependent drive (corresponding to a stroboscopic Fibonacci sequence of two distinct Hamiltonians) typically leads to a long-lived glassy regime characterized by a logarithmically slow growth of entanglement and decay of correlations, but eventually it suffers a heat death by thermalizing to an ITE [50] . Motivated by the above considerations, we ask whether it is possible to obtain a new kind of NESS for a quantum many-body system which does not heat up to an ITE and for which the properties of its local observables can be eventually be described by a periodic ensemble of some kind.
In this paper, we study an intermediate case between periodic and random driving of a Jordan-Wigner integrable quantum many-body system. Our system, although integrable, will be taken to be driven according to a quasiperiodic time-dependence which follows the famous Fibonacci sequence. This quasiperiodic driving sequence usually possesses a sharply discontinuous frequency spectrum that belongs to a set of measure zero. We therefore ask whether a driving protocol possessing such a dense spectrum will cause heating to an ITE or saturation to a steady state involving local operators. We will show that the system indeed reaches a NESS at least in the high frequency limit; we further illustrate to what extent the generator of the quasiperiodic evolution can be reduced to an effective Hamiltonian whose spectrum in turn quantifies both the asymptotic value and the nature of the approach towards the NESS.
The Model and the Periodic Steady State.-We consider the paradigmatic one-dimensional transverse field Ising model as an example of a Jordan-Wigner integrable system [60] [61] [62] [63] . This is described by the Hamiltonian
where h is the time-dependent transverse field, and τ i n {i = x, y, z} are the Pauli spin matrices at the n th site. By a Jordan-Wigner mapping, the Hamiltonian gets decoupled into two-level systems for pairs of Fourier modes with momenta ±k (where k lies in the range [0, π]), such that H(t) = k H k (t) with
where the σ's are again Pauli matrices. Here we have applied antiperiodic boundary conditions for even
We first consider a perfectly periodic driving with H k (t + τ ) = H k (t), where the time period is τ = 2T , with a square pulse driving protocol of the form 
and is generated by two piecewise continuous Hamiltonians H A k and H B k . For a perfectly periodic drive of a system reducible to decoupled two-level systems, the above Eq. (4) can be calculated analytically. However we now note that in the high-frequency limit (i.e., small τ ), Eq. (4) can be approximated, using the Baker- (5) where we have retained terms only up to leading order in τ . This approximation will turn out to be useful when we discuss the case of quasiperiodic driving and compare it with the perfectly periodic situation. Such a truncation scheme which is similar to the Magnus expansion is generally valid in the high-frequency limit of Jordan-Wigner integrable systems.
Generally, for systems which are reducible to free fermions, an extensive number of quantities that are stroboscopically conserved exist in the periodically driven case [14, 31] . These prevent the system from approaching the ITE locally and instead lead to a periodic Gibbs ensemble description of the local properties at asymptotic times, where the long-time behavior of the local properties synchronizes with the drive. To see whether a periodically steady behavior exists for our system, we will now evaluate one such local quantity which is the residual energy density (RE) of the system. The RE is given by the difference between the average energy density of the time evolved state determined by the expectation value of the instantaneous Hamiltonian and the energy density of the initial state of the system. This serves as a direct measure of the amount of energy absorbed per unit volume by the system at that instant [31] . The residual energy is defined as
is the time evolved state starting from the initial state |ψ k (0) , and H k (0) and H k (t) are the initial and instantaneous Hamiltonians of the system respectively.
For the periodically driven case in Eq. (3) with
In the limit N → ∞, the rapidly oscillating off-diagonal terms in Eq. (6) will vanish upon integration over all k modes leading to a steady state expression for ε res (N ) [31] . This can be seen from its steady state value at large N shown by the cyan curve in Fig. 1 . The orange curve in Fig. 1 shows the results for a Fibonacci sequence of driving which is discussed below.
NESS due to the Fibonacci quasiperiodic protocol.-In this work, we will study the effect of a quasiperiodic driving protocol corresponding to a stroboscopic Fibonacci sequence of two distinct square wave pulses A and B (with Hamiltonians H A and H B respectively in Eq. (3)), beginning as ABAABABAABAAB · · · ; we choose the first pulse to be A. We generate the Fibonacci sequence using the recursion relation
for n ≥ 3 with two initial unitary matrices V 1 = U A and V 2 = U B U A , where U A and U B are evolution operators defined over a stroboscopic time T for two different integrable Hamiltonians H A and H B respectively, such that Numerical results for the expectation value
]/L versus the number of stroboscopic intervals N . The cyan curve denotes the RE for perfectly periodic driving with the protocol given in Eq. (3). The orange curve represents the same expectation value when |ψ k (N ) is generated by the stroboscopic Fibonacci sequence. The plus signs indicate the approximate analytical results for the Fibonacci case using the unitary evolution in Eq. (11), and they show an excellent fit to the numerical results. We have chosen the system size L = 500, frequency ω = 500 and the transverse field values hA = 1 and hB = 10 in Eq. (3).
We will measure the local observables after N stroboscopic intervals, t = N T . The unitary operators for the first few values of N are given by
, (10) and so on. We emphasize that the last two approximations in Eqs. (9) and (10) involve the multiplication of non-commutative matrices A and B and the application of the BCH formula retaining only leading order terms in 1/ω. The underlying assumption here is that the frequency ω = 2π/T is much greater than the bandwidths of the two static Hamiltonians H Here
where G = √ 5 + 1 /2 is the Golden ratio, and x denotes the largest integer ≤ x. We note that the function γ(m) has a value equal to 1 or 2 for any positive integer value of m. This enables us to construct an effective Hamiltonian H F ib k (N ) which serves as the generator of U k (N ) as exhibited in Eq. (11),
where the coefficients a i are given by
and ∆h = h B − h A is the amplitude difference of the two pulses. This effective Hamiltonian H Before evaluating a local observable, it is essential to study the dynamics of the time evolved state |ψ k (N ) versus N on the Bloch sphere for each k mode. The evolved state is numerically generated by the Fibonacci evolution operator U k (N ) by acting on each initial state |ψ k (0) to yield
We show the trajectory of θ k (N ) and φ k (N ) for a particular k mode on the Bloch sphere as it evolves with increasing N in Fig. 2 . We note that in contrast to the trajectory in the case of a perfectly periodic situation represented by the red circle, the trajectory of the evolved states in the stroboscopic Fibonacci protocol fluctuates but always lies in the area bounded by two nearby and concentric circles sitting on the Bloch sphere. This behavior can be understood by noting that although β(N )/N reaches a steady state value equal to 1 − 1/G 0.382 as N → ∞, δ(N )/N continues to fluctuate even for very large N ; see is found to lie between 1 − 1/G and −1/G −0.618. Given the trajectory of the Fibonacci time evolved state on the Bloch sphere, we are now ready to study whether this Jordan-Wigner integrable system driven by a Fibonacci protocol attains a steady state asymptotically. We now calculate the RE of the system, in close analogy with that of a perfectly periodic situation; this is given by the expectation value of the time-independent Hamiltonian H k (N ) = H A k summed over all momenta modes. For the case of Fibonacci driving, we find that the Hamiltonian is N dependent and is given by
Since
Using the high frequency approximation (11), the state after N stroboscopic intervals can be written as
Using the basis of eigenstates of H F ib k (N ), we can evaluate the RE in the thermodynamic limit L → ∞,
where c 
In the limit N → ∞, the off-diagonal terms containing H +− k (N ) and its complex conjugate in Eq. (23) oscillate rapidly and vanish upon integrating over all k modes due to the Riemann-Lebesgue lemma. We then get the steady state expression for the RE,
where
Interestingly, from Eq. (25), we observe that in the asymptotic limit, the RE = lim N →∞ ε fectly periodic case, this value has support on two different steady state branches corresponding to H A and H B (see Fig. 4(a) ). Thus, the steady state value, when viewed stroboscopically, oscillates quasiperiodically following the Fibonacci sequence between the two steady state REs. Thus, viewing the dynamics following only the A's gives a different steady state compared to following the B's of the Fibonacci sequence. This is clearly illustrated in Fig. 4(b) . In summary, the system reaches a steady state as the fluctuating δ(N )/N terms in the RE vanish upon integration over the k modes in a thermodynamically large system. Hence the steady state value of the RE only depends on β(N )/N which, after some initial transients, settles to a value close to 1 − 1/G and becomes independent of time.
Discussions and Conclusions.-In this paper, we have studied the behavior of a local observable, the RE, for a transverse Ising chain as a paradigmatic example of a Jordan-Wigner integrable model driven using a Fibonacci driving protocol. For periodic driving, the evolution of each momentum mode on the Bloch sphere observed for a sufficiently long duration lies on a circle. In contrast, for the case of Fibonacci driving, we find in the high frequency limit that the evolving points lie within a small area bounded by two concentric circles on the surface of the sphere; we have provided an explanation for this in terms of some small but persistent fluctuations in the evolution operator. Interestingly, we find that such a thermodynamically large many-body system viewed stroboscopically under the Fibonacci protocol, reaches a novel Fibonacci NESS and does not heat up to an ITE in the asymptotic limit N → ∞. Rather, when viewed after stroboscopic intervals N , the RE oscillates between two steady state values of REs of the two Hamiltonians H A and H B which generate the protocol. These oscillations are quasiperiodic and exactly follow the Fibonacci sequence. Whenever the sequence hits A or B, the total steady RE of the system follows the steady state RE calculated using H A or H B . Thus, if the residual energy of the system is measured not after every stroboscopic interval, but either along the A's in the Fibonacci sequence or along the B's, it would appear that the steady state value of the RE is equal to the steady residual energy measured with respect to either H A or H B , respectively. It is worth noting that the system actually has two accessible steady states between which the ones associated with H B release energy and have a negative RE (see Fig. 4 ) compared to the initial state. This negative value of the RE occurs due to a greater population of those energy levels of H B which have lower energy than that of the initial ground state. This negative value can be tuned by varying the frequency ω and the field h B with respect to h A . In comparison, the RE in the perfectly periodic situation is always semi-positive. In summary, in spite of the quasiperiodic nature of the driving, it is remarkable to note that the local properties of the system in the long-time limit manage to synchronize with the quasiperiodic drive and can eventually be described by a new non-equilibrium statistical ensemble.
We establish these findings by analytically deriving an effective Hamiltonian H F ib k (N ) for each k mode, which can nearly exactly simulate the dynamics of the system in the high frequency limit (as shown by the comparison between numerical and analytical results in Fig. 1) . The effective Hamiltonian depends on N unlike the perfectly periodic Floquet scenario. Therefore, its timedependent spectrum can effectively provide a microscopic explanation of the nature of evolution towards the steady state as N → ∞, while eventually capturing the timeindependent steady state value.
As long as the driving sequence is of Fibonacci type, the fact that the system eventually reaches a steady state is not restricted to the square pulse nature of the driving protocol implemented within each stroboscopic period. However, the actual steady state value of the RE may depend on the strength of the driving involved. The analytic evaluation of the RE assumes complete (or approximate) knowledge about the two kinds of binary noncommuting unitary evolution operators over a complete stroboscopic period. It also assumes that the generators of the two binary unitary time evolution operators are themselves Jordan-Wigner integrable and are devoid of local disorder. Thus, the same results are also expected to hold for higher dimensional systems as well. We note that the completely binary aperiodic situation comprising of a δ-function kicking protocol has already been experimentally realized for a single rotor [59] . Therefore, similar experimental studies for our quasiperiodically driven situation for a many-body quantum system seems possible, at least in cold atom systems. Given a rare possibility of an analytical approach to exploring such a temporally quasiperiodic situation and given the wide implications of our results, we believe that our work will provide a new avenue to a plethora of similar studies exploring more properties of such an exotic NESS.
Supplemental Material for "Fibonacci steady states in a driven integrable quantum system"
In this supplemental material, we provide a detailed calculation of the stroboscopic evolution operator U (N ) in the case of stroboscopic Fibonacci sequence of driving of two type of pulses A and B with Hamiltonians H A and H B , respectively. (All the discussion here will refer to a particular k mode, and we will not show the label k explicitly). Reading from left (earliest time) to right (latest time), the Fibonacci sequence is given by
The stroboscopic time evolution operators after the first few stroboscopic intervals N are given by
and so on. In Eqs. (S3) to (S7), we have used the Baker-Campbell-Hausdorff formula and considered only terms to leading order in the stroboscopic time period T (i.e., up to T 2 to keep only the first order commutator of A and B) for high values of ω = 2π/T . (This is similar to the Magnus expansion for periodic driving). 
To determine the evolution operator U (N ) for arbitrary N , let us first focus on the case where the total number of stroboscopic intervals N is equal to a Fibonacci number F n , i.e., at the Fibonacci steps as shown in Table I . In the Fibonacci sequence with N = F n , the number of A's and B's present are given by F n−1 and F n−2 , respectively. This is expected from the definition of the Fibonacci numbers
with the first few Fibonacci numbers being given by F 0 = 0, F 1 = 1, F 2 = 1, F 3 = 2, and F 4 = 3. Let G = ( √ 5 + 1)/2 1.618 denote the Golden ratio; we will repeatedly use the identity G 2 = G + 1 below. We can show from Eq. (S8) and the values of F 0 and F 1 that
For large n, we have F n G n / √ 5 and therefore F n /F n−1 G. For large values of N = F n , the number of A's and B's present in the expression for U (N ) are therefore given by for positive integer values of m. If we take 1 to correspond to A and 0 to correspond to B, the above sequence is exactly same as the sequence given in Eq. (S1) and is represented by the function
Clearly, for a particular stroboscopic instant N , if the function γ(N ) is 1 (2) , it implies that a B-pulse (A-pulse) is present. Hence, the total number of B pulses in the sequence up to N stroboscopic intervals is given by
and the total number of A pulses in the sequence is given by Table II . Now, we can calculate the number of commutators [A, B] present in the evolution operators U (N ); this is given by 
Using Eqs. (S14), (S15) and (S17), the evolution operator U (N ) for an arbitrary value of N in the high frequency approximation is thus found to be
We will now present more explicit expressions for α(N ), β(N ) and δ(N ) as functions of N ; this will enable us to precisely find the spread in the values of δ(N )/N . We consider the expression
which we get after N stroboscopic intervals. Given two matrices U (N ) and U (M ), we find that
will have coefficients α(P ), β(P ), δ(P ) given by
where we have used the Baker-Campbell-Hausdorff (BCH) formula up to first order in the commutators. The first few U (N )'s are given in Eqs. (S2) -(S7). This tells us that
and so on. We now consider the case where N = F n+1 is a Fibonacci number. Let us define
We then have the recursion relation
for n ≥ 3. Using Eq. (S21), we find the recursion relations,
The first two equations in Eqs. (S25) along with the values of α(1), α(2), β(1), β(2) imply that 
where we have used Eq. (S9) to derive the second equation from the first in Eq. (S27). The third equation in Eqs. (S25) then takes the form
To solve this equation, we define
Eq. (S28) then implies the recursion relation
Using the fact that δ (F 2 ) = −1 and δ (F 3 ) = 0, we find from Eq. (S30) that
which implies that
This implies that
in the limit that N = F n+1 → ∞.
We will now study what happens if N is close to but not equal to F n+1 . In particular, let us consider what happens if N = F n+1 + j, where 1 ≤ j F n+1 . We can then show that the corresponding unitary operator can be written as
where the r integers m j satisfy
Further, Eq. (S24) implies that we can assume that no two successive integers, m j and m j+1 , are consecutive integers; otherwise, if m j+1 = m j + 1, we could use Eq. (S24) to re-write V mj V mj +1 as V mj +2 . Hence we will assume that
for all j = 1, 2, · · · , r − 1. For the operator in Eq. (S34), we see that
Eq. (S35) implies that the sum in Eq. (S37) is much smaller than F n+1 ; to leading order, therefore, we still have
We can now make repeated use of Eq. (S21) to compute δ(N ). Since we are interested in calculating δ(N )/N in the limit N → ∞, we only need to keep terms of the form α(M )β(N ) − β(M )α(N ), where M can take the values F m1+1 , F m2+1 , · · · , F mr+1 but N = F n+1 is held fixed. All the other terms, where M = F mj +1 and N = F m k +1 , give contributions which are much smaller than F n+1 . We then obtain
Next, we have
to leading order. Dividing this by N G n+1 / √ 5 gives
The maximum and minimum values of the expression in Eq. (S40) can be found as follows. Noting that odd (even) values of m j make positive (negative) contributions, we see that the maximum value of δ(N )/N arises for the case m 1 = 1, m 2 = 3, m 3 = 5, · · · . (Note that this satisfies the constraint in Eq. (S36)). We then get
(In taking the sum to go up to j = ∞ in the first line of Eq. (S41), we have assumed that n is very large so that m r n remains consistent even with a large value of m r ). The minimum value of δ(N )/N arises for the case m 1 = 2, m 2 = 4, m 3 = 6, · · · , which gives
Note that the values given in Eqs. (S41) and (S42) differ by 1. Figure S2 shows a plot of δ(N )/N versus N from 1 to 10 6 . We see that δ(N )/N lies between the values 1 − 1/G and −1/G which are shown by horizontal red lines. The fact that a large region between these two numbers seems to be filled up suggests that a very large number of values of δ(N )/N can indeed be written in the form given in Eq. (S40).
To summarize, we have shown that a large number of drives, N , of the order of F n+1 G n+1 / √ 5, the unitary operator is given by 
where γ in the last equation fluctuates between the values −1/G and 1 − 1/G. We now consider the case where A and B are equal to i times some linear combinations of the three Pauli matrices. We can then write Eq. (S43) in the form
where the angle θ N and the unit vectorê N vary with N ; we can think of U (N ) as performing a spin rotation by an angle 2θ N around the axisê N . We now assume that [A, B] is much smaller than A and B; this is true if the stroboscopic time period T is small since A and B are proportional to T implying that [A, B] is proportional to T 2 . We then see from Eq. (S43) thatê N · σ is almost fixed and is proportional to i(GA + B) (multiplied by a normalization factor 
which corresponds to a point on the Bloch sphere with coordinates z N = cos(θ(N )/2), x N = sin(θ(N )/2) cos(φ(N )), and y N = sin(θ(N )/2) sin(φ(N )) which define a unit vectorr N . Given the form of U (N ) in Eq. (S44), whereê N is almost fixed while θ N covers the range [0, 2π] as N varies, we now see that the points given byr N move on a circle which rotates around the directionê N , and the angle betweenê N andr N is almost fixed and is given by cos −1 (ê N ·r 0 ). This explains Fig. 3 in the main text where we see that all the points almost lie on a circle. More precisely, the points lie between two nearby and concentric circles which are defined by the maximum and minimum values of δ(N )/N ; the separation between the two circles is of the order of [A, B] ∝ T 2 .
