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И СТАТИСТИЧЕСКИЕ ВЫВОДЫ О ЕЕ ПАРАМЕТРАХ
Предложена новая малопараметрическая модель дискретных временных рядов – однородная векторная цепь Мар-
кова s-го порядка с частичными связями, для которой условное распределение вероятностей определяется лишь не-
которыми компонентами предыдущих векторов-состояний. Установлены вероятностные свойства модели: критерий 
эргодичности, условия, при которых стационарное распределение вероятностей является равномерным. Построены со-
стоятельные статистические оценки параметров модели.
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VECTOR MARKOV CHAIN WITH PARTIAL CONNECTIONS  
AND STATISTICAL INFERENCES ON ITS PARAMETERS
A new mathematical model of discrete time series is proposed. It is called homogenous vector Markov chain of the order 
s with partial connections. The conditional probability distribution for this model is determined only by a few components of 
previous vector states. Probabilistic properties of the model are given: ergodicity conditions and conditions under which the 
stationary probability distribution is uniform. Consistent statistical estimators for model parameters are constructed.
Keywords: vector Markov chain with partial connections, ergodicity conditions, statistical estimation of parameters.
Введение. Цепь Маркова – широко используемая на практике математическая модель дис-
кретных временных рядов, которая применяется в экономике [1], генетике [2], социологии [3]. 
Еще одной важной областью приложения этой модели является защита информации [4]. Не-
отъем лемыми элементами систем защиты информации являются криптографические генерато-
ры – программные, аппаратные или программно-аппаратные устройства, предназначенные для 
получения случайных или псевдослучайных последовательностей [5]. Для псевдослучайной по-
следовательности каждый ее элемент является функцией предыдущих элементов, поэтому в вы-
ходных последовательностях криптографических генераторов присутствуют зависимости, как 
правило, большой глубины. Для описания таких зависимостей адекватной моделью является 
цепь Маркова порядка s >> 1 [6]. К сожалению, непосредственно использовать цепь Маркова по-
рядка s зачастую затруднительно, поскольку число параметров этой модели увеличивается экс-
поненциально с ростом s. В связи с этим в практических приложениях необходимы так называе-
мые малопараметрические (parsimonious) марковские модели, число параметров которых зависит от 
s полиномиально [7]. К таким моделям относится разработанная в Белорусском государственном 
университете цепь Маркова порядка s с r частичными связями [8], для которой условное распре-
деление вероятностей зависит не от всех s предыдущих состояний, а только от r < s избранных. 
Целью данного сообщения является обобщение этой модели для векторной цепи Маркова с m ≥ 2 
компонентами и ее вероятностно-статистический анализ. Такая ситуация часто возникает в при-
ложениях, связанных с анализом динамики многомерных стохастических данных.
Математическая модель. Примем обозначения:  – множество натуральных чисел; A = {0, 1, 
..., N – 1} – множество мощности |A| = N ≥ 2; m ∈  – число, которое будем называть размерностью 
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цепи Маркова, J
i
 = ( j
i1
,..., j
im
) ∈ Am, i = 1, 2, ..., – m-мерный целочисленный вектор; baJ  = (Ja, ..., Jb), 
, ,a b∈  a ≤ b, – упорядоченный набор из b – a + 1 m-мерных векторов; { 1( , , ) mt t tmx x x A= ∈  : t ∈ } – 
заданная на вероятностном пространстве (Ω, F, P) однородная векторная цепь Маркова порядка s 
с пространством состояний Am, начальным распределением вероятностей
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Такую цепь Маркова будем обозначать ВЦМ(s) – векторная цепь Маркова порядка s. 
Число независимых параметров матрицы P с учетом условия нормировки равно
 D
s
 = Nms(Nm – 1).
В табл. 1 для различных порядков s при m = 8 указано число параметров двоичной ВЦМ(s).
Т а б л и ц а 1. Число параметров двоичной ВЦМ(s)
T a b l e 1. The number of parameters for the binary VMC(s)
s 1 2 4 8 16
D
s
65280 16711680 ≈1,095 · 1012 ≈4,704 · 1021 ≈8,677 · 1040
Число параметров ВЦМ(s) возрастает экспоненциально, и непосредственное применение этой 
модели на практике возможно лишь при небольших значениях мощности N, размерности m и по-
рядка цепи Маркова s. В связи с этим, развивая [8], построим модификацию этой модели, для 
которой условное распределение вероятностей определяется лишь некоторыми «значимыми» ком-
понентами предыдущих векторов-состояний. Обозначим:
 1 1 2 2 *{( , ), ( , ), , ( , )} {( , ) :1 ,1 }r r rM k l k l k l M k l k s l m= ⊆ = ≤ ≤ ≤ ≤  – 
шаблон-множество, представляющее собой упорядоченный в лексикографическом порядке на-
бор 1 ≤ r ≤ sm различных значений пар индексов, причем k
1
 = 1; M
r
 – множество всевозможных 
таких шаблонов; 1 1–1 1, 1,( , ..., )  ( , ..., ),r r rM t t s t k l t k lS J J j j+ + − + −=  t = 1, 2,..., – функция-селектор, ко-
торая в соответствии с шаблон-множеством M
r
 «вырезает» r компонент из множества ms компо-
нент ,{ :     –1,  1   }: : ;r
ms r
u l Mj t u t s l m S A A≤ ≤ + ≤ ≤ →  1 1( ,..., ),  ( )r ri i IQ q +=  – некоторая стохастическая 
r mN N× -матрица, 1, , ,ri i A∈  1 .mrI A+ ∈
О п р е д е л е н и е. Если вероятности одношаговых переходов (2) допускают следующее мало-
параметрическое представление:
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( ,..., ), ( ,..., ), 1 1,
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m
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то ВЦМ(s) назовем векторной цепью Маркова с r частичными связями и шаблоном связей M
r
; обо-
значать такую модель будем ВЦМ(s, r).
Из приведенного определения следует, что условное распределение вероятностей состоя-
ния x
t
 временного ряда в момент времени t зависит не от всех ms компонент s прошлых состоя-
ний, а только от r избранных компонент, которые определяются шаблон-множеством M
r
. Если 
r = sm, то M
r
 = M*, и в этом случае приходим к полносвязной векторной цепи Маркова s-го поряд-
ка: ВЦМ(s, sm) ≡ ВЦМ(s). Если m = 1, то ВЦМ(s, r) превращается в ранее разработанную модель 
ЦМ(s, r) [8].
Таким образом, ВЦМ(s, r) размерности m определяется следующими параметрами: s ≥ 1 – по-
рядок цепи Маркова; r ∈ {1, ..., sm} – число связей; M
r
 ∈ M
r
 – шаблон связей; Q – стохастическая 
r mN N× -матрица. Число независимых параметров для ВЦМ(s, r) равно
 d = Nr(Nm – 1) + 2r – 1.
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В табл. 2 для различных значений порядка s и числа связей r при m = 8 указано число параме-
тров двоичной ВЦМ(s, r).
Т а б л и ц а 2. Число параметров двоичной ВЦМ(s, r)
T a b l e 2. The numbers of parameters for the binary VMC(s, r)
(s, r) (1, 2) (2, 4) (4, 6) (8, 8) (16, 10) (32, 16)
d 1023 4087 16331 65295 261139 16711711
Из сравнения табл. 1 и 2 виден существенный выигрыш в числе параметров модели ВЦМ(s, r) 
по сравнению с полносвязной моделью ВЦМ(s).
Т е о р е м а 1. Однородная векторная цепь Маркова с частичными связями ВЦМ(s, r) является 
эргодической тогда и только тогда, когда найдется такое c ∈ , что выполняется неравенство
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Д о к а з а т е л ь с т в о. Для доказательства рассмотрим эквивалентную x
t
 цепь Маркова перво-
го порядка с расширенным пространством состояний:
 ,1 , 1,1 1, 1,1 1,( , , , , , , , , , ) ,
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t t t m t t m t s t s mx x x x x x x A+ + + − + −= ∈   
матрица вероятностей одношаговых переходов которой имеет вид
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где I{C} – индикаторная функция события C, а 
1 ,
s
sI J
p  определяется (3). Тогда эргодичность x
t
 эк-
вивалентна эргодичности .tx  Согласно критерию эргодичности, для цепи Маркова первого поряд-
ка [9] tx  является эргодической тогда и только тогда, когда найдется такое c ∈ , что выполняется 
неравенство:
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c s
cJ
+
+  для цепи Маркова tx  за c шагов. В работе [10] по-
лучено следующее представление для этой вероятности:
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откуда, используя равенство (3), получаем требуемый в теореме результат (4). □
С л е д с т в и е 1. Если все элементы матрицы Q положительны, то ВЦМ(s, r) эргодична.
Пусть выполнен критерий эргодичности, сформулированный в теореме 1. Тогда, согласно 
[6; 9], существует стационарное распределение вероятностей, которое будем обозначать 
1
( ),sJπ  
1 ;
s msJ A∈  его маргинальные распределения обозначим
 1 1 1( , , ) P{ ( , , ) ( , , )},
r
r
M
s r M t t s ri i S x x i i+ −π = =  
 1 11 1 1 1 1 1 ( , , ),1 ( , , , ) P{ ( , , ) ( , , ), } ( , , ) .
r r
r r r
M M
r r M t t s r t s r s r i i Is i i I S x x i i x I i i q ++ + − + ++π = = = = π    
Стационарное распределение вероятностей является решением системы линейных алгебраи-
ческих уравнений
 
1 1 1 1
1
1
1
1, , ,
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s s s s
s ms
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s ms
s ms
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J A
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p I A
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∑
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Установим условия, при которых стационарное распределение вероятностей ВЦМ(s, r) явля-
ется равномерным:
 1
1, .s
ms s ms
J
N J A−π = ∈
Т е о р е м а 2. Если для матрицы Q эргодической ВЦМ(s, r) выполняется условие
 
1 1
1
( , , ), 2 11, , , ,M s sr
m
m
S I I I s
I A
q I I A+ +
∈
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
  (6)
то стационарное распределение вероятностей этой модели является равномерным.
Д о к а з а т е л ь с т в о. Как и в теореме 1, для доказательства будем использовать эквивалент-
ную x
t
 цепь Маркова первого порядка tx  c матрицей вероятностей одношаговых переходов (5). 
Известно [11], что стационарное распределение вероятностей цепи Маркова первого порядка яв-
ляется равномерным тогда и только тогда, когда ее матрица вероятностей одношаговых переходов 
бистохастическая:
 
1 1
1
1, 1, .s s
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p J A
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Преобразуем (7) с учетом (3) и (5):
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что соответствует (6). □
Статистическое оценивание параметров. Для статистического оценивания параметров 
ВЦМ(s, r) построим вначале функцию правдоподобия. Введем обозначения: 
X (n) = (x
1
,..., x
n
) ∈ Amn – наблюдаемая реализация длины n векторной цепи Маркова ВЦМ(s, r);
 1
1 1 1 1 11
1
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r
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∑
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  
частотные статистики ВЦМ(s, r), вычисленные по реализации X(n).
Л е м м а. Если известны порядок цепи Маркова s, число связей r и шаблон-множество M
r
, то 
функция правдоподобия для ВЦМ(s, r), построенная по реализации X (n), имеет вид
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1
(0)( )
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−
=
= π ∏

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Д о к а з а т е л ь с т в о. Соотношение (8) следует из представления для n-мерного распределе-
ния вероятностей, которое получаем, используя обобщенную формулу умножения вероятностей, 
марковское свойство и определение ВЦМ(s, r):
 
1 11
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 □
С л е д с т в и е 2. Логарифмическая функция правдоподобия для ВЦМ(s, r) имеет вид
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Построим теперь оценку  
1 1( , , ),
( )
r ri i I
Q q
+
=

 максимального правдоподобия (ОМП) матри-
цы Q.
Т е о р е м а 3. Если известны порядок цепи Маркова s, число связей r и шаблон-множество M
r
, 
то ОМП вероятностей одношаговых переходов 1 1( , , ),r ri i Iq +  имеют вид
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Д о к а з а т е л ь с т в о. Для нахождения ОМП требуется решить задачу на условный экстремум:
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Эта задача распадается на N r подзадач отыскания условного максимума для каждого набора 
(i
1
, ..., i
r
):
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Решив полученные задачи (11) методом множителей Лагранжа, приходим к оценкам (10). □
Т е о р е м а 4. Если ВЦМ(s, r) является стационарной, то при n → ∞ оценки (10) являются 
состоятельными в смысле сходимости по вероятности:
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Д о к а з а т е л ь с т в о. Для стационарной цепи Маркова порядка s при n → ∞ справедлива 
сходимость нормированных частот состояний к стационарному распределению [10]:
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Поскольку частоты 1 11 ( , , , ),
rM
r rs i i I ++ν   1( , , ),r
M
s ri iν   входящие в ОМП (10), – суммы частот 
(s + 1)-грамм, то также справедлива аналогичная сходимость при n → ∞:
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откуда с учетом теоремы о функциональном преобразовании сходящихся по вероятности слу-
чайных последовательностей [13] получаем требуемый в теореме результат. □
Строить статистическую оценку шаблон-множества, как и матрицы Q, при известных значе-
ниях s, r будем с помощью метода максимального правдоподобия. Обозначим: 1M ( )r rM+ −  – мно-
жество шаблонов, которые получаются за счет расширения шаблона M
r–1
 на одну компоненту, ко-
торая выбирается из множества M* \ Mr–1, r = 2, 3,...;
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1 11
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++
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ν
= − ν
ν
∑
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


 –
построенная по подстановочному принципу оценка условной энтропии Шеннона для будущего 
вектора x
t+1
 при условии состояния шаблона i
1
,...,i
r
.
Т е о р е м а 5. Если известны порядок цепи Маркова s и число связей r, то ОМП шаблон-мно-
жества M
r
 имеет вид
 
 arg min ( ).
r r
r r
M
M H M
∈
=
M
Д о к а з а т е л ь с т в о. Требуемое утверждение следует из представления логарифмической 
функции правдоподобия (9). □
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Построение оценки  rM  путем полного перебора всех возможных значений шаблон-множества 
требует O(nmNr+m(sm)r–1) операций, и использование полного перебора поэтому возможно только 
при малом числе связей r. Для уменьшения вычислительной сложности предлагается алгоритм 
пошагового увеличения шаблона, который заключается в последовательном построении оценок:
 
  
1, , , ,r r rM M M− − + 
где 1 .r r−≤ ≤  Начальный шаблон  rM −  строится с помощью алгоритма полного перебора; началь-
ное значение числа связей r− определяется исходя из имеющихся вычислительных ресурсов. 
Пошаговое наращивание шаблона для 1, , ,r r r−′ = +   осуществляется по правилу
 
 
1M ( )
arg min ( ).
r rr
r r
M M
M H M
+
′ ′−′
′ ′
∈
=
Вычислительная сложность этого алгоритма имеет меньший порядок 1 1( ( ) ).r rO nmN sm −+ −
Использование метода максимального правдоподобия для оценивания порядка цепи Маркова s 
и числа связей r приводит к проблеме, известной как over-fitting – чрезмерной «подгонке» модели 
под наблюдаемые данные [14]. Поэтому для построения оценок s и r предлагается использовать 
байесовский информационный критерий BIC [15], позволяющий преодолевать указанный недо-
статок. Оценки ( , )s r   определяются при решении задачи на минимум:
 2 , 1
( , ) arg min ( , ),
s s r r
s r BIC s r
+ +′ ′≤ ≤ ≤ ≤
′ ′= 
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где s+ ≥ 1, 1 ≤ r+ ≤ ms+ – максимально допустимые значения параметров s и r соответственно, за-
даваемые априорно.
Численные результаты. Проиллюстрируем свойства построенных статистических оценок 
с помощью компьютерного моделирования. В экспериментах использовалась двоичная вектор-
ная цепь Маркова с частичными связями с параметрами: m = 4, s = 4, r = 6, M
6
 ={(1, 1), (2, 2), (2, 4), 
(3, 1), (3, 2), (4, 3)}, элементы матрицы Q размерности 26 × 24 генерировались как случайные вели-
чины с равномерным распределением вероятностей на отрезке [0, 1] (с учетом условия норми-
ровки). Моделировались независимые реализации ВЦМ(s, r), состоящие из n двоичных m-век-
торов, 5 5 5{10 , 2 10 , ,100 10 }.n∈ ⋅ ⋅  По (10) строились статистические оценки вероятностей одно-
шаговых переходов, затем вычислялась среднеквадратическая ошибка оценивания всех 1024 
элементов матрицы Q:
 

1 6 1 641 6
2
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, , {0,1} {0,1}
( ) .n i i I i i I
i i I
q q
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График зависимости ∆
n
 от длины наблю-
даемой последовательности n представлен на 
рисунке, иллюстрирующем состоятельность 
статистических оценок (10).
Заключение. В сообщении получены сле-
дующие основные результаты. Разработана но-
вая малопараметрическая модель дискретных 
временных рядов – векторная цепь Маркова 
порядка s с частичными связями, для которой 
условное распределение вероятностей опреде-
ляется лишь некоторыми компонентами пре-
дыдущих векторов-состояний. Доказан крите-
рий эргодичности данной модели. Определены 
Иллюстрация состоятельности оценок (10)
Illustration of the consistency of estimators (10)
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условия, при которых стационарное распределение векторной цепи Маркова с частичными свя-
зями является равномерным. Построены состоятельные статистические оценки матрицы вероят-
ностей переходов, шаблона связей, порядка цепи Маркова и числа связей.
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