This work discusses some ongoing efforts towards the simulation of supersonic transverse jet interactions using LES. The code numerics feature a higher-order scheme with a "resurrected" limiting approach by the Jameson's dissipation scheme for dealing with shocks and other discontinuities. The methodology involves generating a "realistic" turbulent boundary layer using the "recycling-rescaling" approach that leads up to the transverse jet. A series of numerical experiments with increasing complexity are preformed to validate this methodology before attempting the transverse jet. The main goal of the effort is to be able to understand the complex physics involved and eventually be able to predict pressure fluctuation levels in such flows.
INTRODUCTION
The ability to predict the dynamic fluctuating pressure loads associated with transverse jet aerodynamic interactions requires the use of large eddy simulation (LES) methodology. Such methodology has proven effective in analyzing laboratory free shear flows with large scale structures where interest is confined to asymptotic behavior. Predicting the spatial development of shear layers and straight-back jets from known, timeaveraged mean and turbulent initial conditions is not yet well established. The prediction of supersonic flat plate boundary layers and simple interactions (e.g. compression corner) is becoming reasonably well established (refer to [7, 11, 13, 15] for a list of experiments and simulations) but achieving the correct spatial growth characteristics requires great care. In particular, correct specification of turbulent inflow boundary conditions is essential to the correct spatial evolution of the boundary layer. Various methods have been attempted to address this issue, ranging from simple ones like adding random white noise to the flow field, to expensive ones like conducting complete parallel temporal simulations to obtain the unsteady flow field. The method proposed by Lund et al. [2] has been successfully extended to compressible boundary layers and compression ramp flowfields [6, 7, 11, 13] . Though not readily applicable to flows with separation, or pressure gradients, this method is well suited for simulation of zero pressure gradient boundary layers over flat plates and is relatively inexpensive. This method has been made operational in on-going work at CRAFT Tech.
For the transverse jet interaction problem, one can use this method to generate the inflow conditions for the flow upstream of the separation bubble. This will provide the unsteady boundary layer into which the recirculation bubble will advance. The interaction of the boundary layer turbulence with the recirculation will have significant effects on the pressure fluctuations in the recirculation region. Also, a significant effect is expected to be seen on the nature of the separation shock and the shear layer behind it as a result of their interactions with the boundary layer turbulence. Before venturing into the lateral jet simulation that encompasses a multitude of complexities ranging from shocks, expansions, separation, recirculation and reattachment etc., a gradual progression of numerical studies have to be performed with increasing complexity in order to first validate the capability to simulate such flows. In this series of experiments, first comes the generation of a "bonafide" turbulent boundary layer, then the compression ramp studies that involve shock/boundary layer interactions and any incipient separation and finally the transverse jet flow that encompasses all the above mentioned complex flow phenomena.
In order to perform unsteady turbulent flow calculations of high-speed flows, the flow solver used must have minimal dissipation so that unsteady motions that need to be resolved are not damped out. This requires the use of higher-order spatial schemes. However when dealing with high-speed compressible flows with shocks and other discontinuities, the use of higher-order schemes leads to instabilities that need to be controlled for a stable calculation. Hence, "limiters" are used that reduce the order of accuracy of the scheme at these points based on a gradient criteria. However, this lowering of the order of the scheme may damp out events where large gradients are present as in a boundary layer. But it is well known that, turbulence is maximum within the boundary layer and any damping due to lowering of the order of the scheme in this region will be detrimental to the calculation. Another, important consideration is whether a 2D solution is sufficient or a full 3D simulation is needed. Although turbulence is inherently threedimensional, 2D simulations are significantly cheaper to perform and we would "if possible," like to use them for simple studies. However, for most cases we need to perform 3D simulations.
In simple subsonic mixing layers (with low convective Mach numbers), the inherent instability mechanism as well as the "large-scale" flow structure is mostly two-dimensional in nature. Hence, 2D LES of such flows have been performed with very good success but they have failed for supersonic mixing layers.
In the case of wall-bounded flows, especially those in the supersonic regime, the inherent instability mechanisms are three-dimensional. Further, the flow structures are inhibited by the presence of the wall and are very small. They lack any significant 2D coherence and are thus highly three-dimensional. Resolving such flow structures will require higher-order, non-dissipative schemes. 3D simulations are hence the "rule rather then the exception" in these cases and almost all require the use of higher-order schemes. 
AIAA

NUMERICS FOR LES STUDIES
For LES applications, the CRAFT CFD code is implemented with an upwind-biased, Roe-fluxextrapolation procedure that has been extended to fifth order [4, 5] for the inviscid and fourth order central differencing for the viscous terms. Temporally, the code includes both a fourth order Runga-Kutta scheme and a second-order three-factor Approximate Factorization (AF) implicit scheme. For the studies described, the AF scheme was used and applied with sub-iterations to remove the splitting error. For subgrid modeling, the code includes a compressible version of the algebraic Smagorinsky model as well as a one equation model of Menon [31] . The one equation model solves a transport equation for subgrid turbulent kinetic energy, k sgs . The subgrid-scale stresses are then modeled using an eddy viscosity approach based on k sgs . For high speed applications where shock waves are present, the higher order numerical scheme requires modification for stability, i.e, some type of "limiting" is necessary. Shock capturing options for higher order schemes range from standard limiting approaches to WENO schemes (e.g., Ref. [32] ).
An alternative approach was used in this study. In order to stabilize the code in the vicinity of strong gradients, such as shock waves, a modification of the classic Jameson, et al. [10] 2-4 dissipation scheme was used. The Jameson's scheme is well validated and used widely with central difference codes to damp out oscillations at shocks. In the original scheme, a fourth order dissipation term was employed to stabilize the central difference scheme in smooth, high cell Reynolds number regions of the flow. In the vicinity of shocks, a pressure based switch was used to deactivate the fourth order dissipation and turn on a second order dissipation term. In the present context, the fourth order dissipation term is not required and is discarded. The second order dissipation term is retained to provide sufficient stability for the fifth order code in the vicinity of shock waves. The original Jameson second order dissipation term, including the calibration constant, was used with only the following modification -The pressure based switch was modified to also include temperature to prevent instabilities along slip lines. Also, both the pressure and temperature switches were threshold to allow the dissipation to be tuned for shock waves, to ensure no dissipation is added elsewhere. The following form of the second order dissipation switch, ν, was used,
where,
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Tests of the scheme were carried out for vortex convection, a shock-vortex interaction, wave propagation, a supersonic flat plate boundary layer, and an 8˚ compression ramp in order to determine the threshold values for ν p,0 and ν T,0 . These tests demonstrated the second order dissipation to be isolated around shock waves and to have no impact on the development of unsteady flow features elsewhere. Thus, damping is introduced only locally and where it is required, and hence, it is very much like a "limiter" in the code. The rest of the flow domain, sees the O(5) scheme and is not dissipative. Thus, important flow structures that are present are not unnecessarily damped out.
This new "limiting" scheme is best demonstrated by showing some results for a shock-vortex interaction problem. With the limiter switch of Eqn. (1), dissipation is only introduced at the shock and none at the vortex or other regions of the flow, which is critical to ensure the preservation of the vortex. Figure 1 (a) . shows the contours of vorticity for this problem while Figure 1 (b). shows "pressure-switch" contours, which clearly exhibit that dissipation is added only at the shock and not at the vortex. Fig. 1 (a) . Vorticity contours for shock-vortex interaction test case.
Fig. 1 (b).
Pressure-switch contours for shock-vortex interaction test case.
RANS/LES INTERFACING AND TURBULENT BOUNDARY LAYER GENERATION
The need for a bona fide 3D LES turbulent boundary layer simulation is a must and a precursor to the simulation of any wall-bounded flow. A backward-facing step, a lateral jet, a compression ramp -all flows of interest to aerospace applications, require a correct description of the approach boundary layer in order to determine the exact position of the reattachment point (backward-facing step), the extent of the recirculation bubble/the extent of jet penetration (lateral jet) and the location/strength of the shock and any separation depending on the ramp angle (compression ramp) respectively. Similarly, a good prediction of the potential core length of a jet, requires a correct definition of the momentum in the incoming boundary layers.
A poor or incorrect description of the momentum and boundary layer thickness of the boundary layer will yield answers different from what is expected. A weak boundary layer (less momentum in the boundary layer) will yield a larger recirculation bubble while a stronger one than what needs to be prescribed will yield a smaller bubble for the lateral jet.
However, prescribing physical inflow conditions is a very difficult task since for LES calculations the spatial and temporal coherency must be adequately represented. Starting an LES simulation from the leading edge is too costly and we seek to interface with a specified RANS profile upstream of the interaction region. Many interfacing techniques have been examined by various researchers (Refer to Lund et al. [2] ). It has been widely accepted that what works in one case may not work for another. After a great deal of experimenting and tests, the technique of Recycling-rescaling has been chosen to be the technique for generating/simulating a turbulent boundary layer. This technique offers the best possible flexibility in the prescription of the boundary layer and its properties. Other methods work but there is a degree of arbitrariness associated with obtaining a given boundary layer with a prescribed thickness and properties, which is very critical to obtain reliable results downstream.
The recycling-rescaling approach is a means of estimating the instantaneous (not rms) velocity at the inlet plane, based on the solution downstream. In particular, the velocity field is extracted from a plane near (slightly upstream) the domain exit using the well known scaling laws in turbulent boundary layer, to rescale it and then reintroduce it as a boundary condition at the inlet. A conventional convective outflow boundary condition is applied at the outlet. In effect, this procedure results in a straightforward spatially evolving simulation that generates its own inflow data. Details of the rescaling procedure are given in [6] .
Lund et al. [2] were the first to formulate this procedure for an incompressible boundary layer but later Urbin et al. [6] extended it for the compressible case and successfully performed an LES of a Mach 3 turbulent boundary layer. The success of this procedure for supersonic flows is very encouraging since tendency of the turbulence to die down is quite high, unlike in subsonic flows. This procedure has been chosen as the primary recipe for generating inflow boundary layer data for the cases described below. Urbin et al. [6, 7] and Yan et al. [11, 13] have used similar setups to simulate the flow near a compression corner.
FLAT PLATE BOUNDARY LAYER STUDY
In this section we report the Mach 2.88 adiabatic flat plate boundary layer study similar to the one reported by Urbin and Knight * [6] as a validation for the code and the rescaling/recycling methodology.
The specific conditions for this study were as follows:
The inlet boundary layer was prescribed with a thickness, Reynolds shear stress <ρ> <u'v'>/τ w , where τ w = µ w ∂U/∂y| w is the shear stress at the wall, u τ 2 = τ w /ρ w is the friction velocity at the wall, ρ w , µ w are the density and viscosity at the wall respectively. <•> represents averaging in time and along the homogeneous spanwise direction. These results are in good agreement with those of Urbin and Knight [6] . Fig. 4.3 shows the instantaneous contours of U,V,W and T at an instant of time in the flow field. One can discern four streaks in the spanwise direction with an average streak spacing of around 195 wall units while the streamwise streak spacing is around 500 wall units. These numbers are typical for such a boundary layer. Fig. 4.1(a) . Mean flow velocity, U vd + .
Fig. 4.1(b). Mean Wake distribution, (U-U∞)
+ . 
COMPRESSION WEDGE STUDIES
The success at generating and simulating a "valid" and "realistic" turbulent boundary layer has led us to explore more complicated flows like that of a compression wedge that encompasses the next level of complexity involving shock/turbulent boundary layer interaction and extending further to any separation induced turbulence. For small ramp angles (ex. 8 deg.), the interactions are limited to shock/boundary layer type, but, at higher ramp angles (ex. 24 deg.), separation and unsteady shock wave induced turbulent interactions can be expected. A number of experimental and numerical studies have been performed for these two representative ramp angles (Refer to [7] and [15] for an exhaustive list).
The first simulation is that of an 8 deg wedge described in Urbin et al. [7] while the second is that of the 24 deg. wedge described in Yan et al. [11, 13] . The upstream boundary layer is that of the previously studied Mach 2.88 flow that leads up to the ramps. The domain is (L x , L y , L z ) = (28.8, 3.4, 1.925) δ in in size and uses 300x65x56 points in the streamwise, wall-normal and spanwise directions respectively. About 12 δ in of the domain in the streamwise direction is used for the rescaling/recycling the boundary layer that leads into the ramp downstream. This is sufficiently far enough that any separation at the ramp does not effect the recycling station. Figure 5 .1 shows the wall pressure distribution (P w /P ∞ ) Vs (x/δ in ) for the 8 deg. ramp with some comparison from experimental data and the simulation of Urbin et al. [7] . As can be seen from the figure the mean slope and pressure jump across the shock is well predicted and is also in good agreement with the inviscid theory [26] . [19, 22] , albeit at a moderately higher Reynolds number, Re δ = 63,560. One can see the expected c f behavior to be higher in the equilibrium boundary layer upstream of the ramp; an artifact of the lower Reynolds number when compared with the experiment. The comparison however, is not in good agreement with the simulation of Yan et al. [11, 13] , although the Reynolds numbers for the two simulations are the same. Even the mean wall pressure (P w /P ∞ ) distribution ( [7] was seen, but for the 24 deg. case, we see that the agreement is not good. The Reynolds number, Mach number and the boundary layer generation being the same for all cases, the only difference is that for the 24 deg. ramp case, Yan et al. [11, 13] had to use "limiting". As will be discussed in detail later, it can be conjectured that the disparity in the results could be because of this reason. The existence of a mild shock in the 8 deg. ramp does not require the code to use any dissipation (limiting) to maintain stability. However, for the 24 deg case, where the shock is stronger and the flow also separates, the need for some limiting to keep instabilities in check had to be used. The CRAFT code uses the Jameson's dissipation of O(2) based on a local pressure gradient switch instead of limiters. As described in the section detailing code numerics, a threshold value on this switch is set that adds damping only where the pressure switch exceeds the threshold value. Figure 5 .6 shows the instantaneous contours of this switch in the mid spanwise plane for the 24 deg ramp. One can see that dissipation is added only locally and at very few locations in the flow (mostly along the shock). Figure 5 .7 shows rms of wall pressure fluctuations in the boundary layer and downstream of the shock on the ramp. For the 8 deg. ramp, it is found that the rms of wall pressure fluctuations increases from 5% in the baseline boundary layer to 10-15% downstream of the ramp with respect to freestream pressure, P ∞ . However, when scaled with the local mean value of the pressure at the wall, the jump is between 5-10%. For the above ramp angle, no separation is seen and hence this increase in pressure fluctuations is reasonable. However, for the 24 deg. ramp where separation occurs, a very significant increase in pressure fluctuations can be seen. Based on P ∞ , the jump is about 30% in the separation region upstream of the ramp, and between 45-55% downstream of the ramp. When scaled with the local mean value of the pressure at the wall, the jump is about 15-20%. With respect to upstream boundary layer levels, the rms of wall pressure fluctuations increase by 50-100% for the 8 deg. Figure 5 .2, the points where c f crosses zero are chosen to be the points of separation and reattachment (S,R) and the distance between them is the separation length. Based on the suggestion of Zheltovodov and Schuelein [17, 18, 21] , the non-dimensional separation length obtained is approximately ~ 17 that is in good agreement with the simulation of Adams [24, 25] . 
TRANSVERSE JET STUDY
A transverse/lateral jet simulation is a highly complex flow that involves the interaction of a turbulent boundary layer with a jet. There are shocks, expansions, separation and reattachment phenomena that need to be resolved. Further, a fully developed turbulent boundary layer with the same boundary layer thickness and momentum thickness as the experiment need be simulated in order to get the same separation/recirculation bubble. A stronger boundary layer will reduce the recirculation bubble while a weaker one will increase it.
Performing a parallel boundary layer simulation that feeds into the lateral jet simulation is very expensive. Hence, a time-series from an already available boundary layer simulation with the desired boundary layer thickness, Reynolds number etc. will be fed upstream to the lateral jet simulation at a convenient location where it is not influenced by the jet. This has already been tested on the boundary and compression corner simulations and the turbulence is seen to wash in very well into the domain.
The As seen from , that show the instantaneous contours of temperature at four instants in time, the jet can be seen to be highly unsteady. If the higher-order scheme is not used, no such unsteadiness is seen. Further, the use of Jameson's scheme with a threshold on the pressure switch, is needed to lower the order of the scheme at discontinuities and stabilize the code. Figure 6 .1e shows the contours of the switch in the Jameson's scheme with the threshold value on both temperature and pressure. It can be seen that this causes dissipation to be added only at discontinuities and assures that the high order of scheme is maintained elsewhere to capture unsteady/turbulent structures. The Jameson's dissipation applied everywhere without a threshold will damp out some of these unsteady motions.
AIAA The incoming flow to the lateral jet is a turbulent boundary layer at Mach 3.5. A Mach 2.88 turbulent boundary layer database of a comparable Reynolds number to that of the lateral jet experiment has already been performed and available. A time series from a section of this simulation was fed as inflow to the lateral jet simulation. If the grid used to resolve the boundary layer were used for the lateral jet too, no large scale motions as shown in the Figure 6 .1 above were seen. Hence, a series of 2D simulations with varying grid resolutions were first performed to determine the minimal grid that will resolve the above motions so that moving to 3D will be the least expensive. After a series of these 2D simulations the final grid chosen for the 3D calculation is 400 X 250 X 56, which amounts to about 5.5 million grid points. However, this simulation laminarized due to the higher Reynolds number chosen. This has been a problem with the inflow generation technique that we have been unable to generate a turbulent boundary layer at a different Reynolds number. Hence, for the lateral jet study, we have decided to perform a different experiment with a Mach 2.88 boundary layer at the same Reynolds number as the boundary layer study. The jet to the freestream pressure ratio is 20 (also lower than the experiment) while T jet =1000K and M jet =1. This change has been done to first validate the code and its capability to simulate such flows. At present, the simulation has advanced to the point where jet penetration has reached a steady state but the recirculation bubble is still growing. Eventually, the Reynolds number scaling problem with the boundary layer generation will also be resolved and the experiment parameters matched to the closest extent as permitted by computational resources. 1(a,b,c,d,) : Temperature contours at four instants in time.
(e) 6.1(e). Pressure-switch in Jameson's scheme with a threshold at one instant in time. Fig. 6.1 . 2D Lateral jet simulation.
CURRENT ISSUES AND FUTURE DIRECTIONS
Spille-Kohoff et al. [9] have pointed out that the use of the recycling-rescaling approach, although very promising, leads to the presence of spurious peaks at the cycling frequency and its higher-harmonics in the power spectrum of the instantaneous signal of flow properties. This they point could lead to unsteady spurious phenomena. They propose a method which is a slight variant of the recycling-rescaling approach along with random inflow generation but with a PI controller at a few downstream locations that through the use of body forces accelerates the adjustment to an equilibrium boundary layer with the precise integral properties desired without any of the quasi-periodicity at low frequencies in the recycling-rescaling approach. Figure 7 .1 for the boundary layer described in earlier section shows the power spectrum of turbulent kinetic energy. One can see a quasiperiodicity at low frequencies similar to that observed by Spille-Kohoff et al. [9] . The recycling frequency is f0 (=U ∞ /X R ) where X R is the recycling length and f1, f2, and f3 are its higher harmonics. A schematic of the SpilleKohoff approach is shown below in Figure 7 .2 and would be incorporated in future efforts. 8.0
