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Abstract
Discovering the potential of organic-inorganic metal halide perovskites
(MHP) as a harvesting material in solar cells has strongly affected the research
direction in solar energy. The fascinating optical and electronic properties
offered by MHP combined with tremendous effort from scientists around the
world have improved the efficiency to about 25% in a decade.
In the first part of the dissertation, we studied the lamination process as a
new fabrication method for producing self-encapsulated perovskite solar cells
based on laminating half stacks,as opposed to the conventional layer-by-layer
method. Our work focused on optimizing the lamination process of complex
triple cations perovskite FAMACs [Cs0.05 (M A0.17 F A0.83 )0.95 P b(I0.83 Br0.17 )3 ]
under moderate temperature and pressure, which was accomplished for the
first time. After successfully optimizing a reproducible recipe for laminating
perovskite active layer, we investigated the effect of lamination on the optical
and electronic properties of FAMACs. The promising results confirmed the
positive effect of lamination on FAMACs, and paved the path to investigate
new solution- based selective materials that were unattainable in the standard
process due to solvent incompatibility and thermal budgeting.
In the second part of this dissertation, we developed a new Atomic Layer
Deposition (ALD) process to produce SnO2 thin film ( ALD - SnO2) as elecii

tron transport layer, which can be scaled up for industrial production. We
investigated and optimized experimentally the effect of layer thickness, the
seeding layer thickness, and the thermal annealing on the device performance
and achieved efficiency of 16.23%.
In the last part of the dissertation, we investigated the possibility of finding lead-free material by using Density Functional Theory.We Validated this
computational study by finding energetically stable crystal structure of methylammonium lead iodide (MAPbI3 ) at different temperatures, followed by the
computational studies of the crystal structure of lead-free, double perovskite
Cs2 BiAgX3 .
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Chapter 1
Introduction
1.1

Motivation of this work: climate change
and green solutions

Over hundreds of thousands of years, the Earth climate has passed through
several ice ages and warm periods in a nature cycle. This has happened due
to a slight variation in the Earth orbit that change the amount of solar energy
obtained by our planet. As far as we can go back through history, the CO2 concentration in the atmosphere has never passed 300 ppm (particle per million)
(Figure1.1) [1].
However, this is not the scenario for the 20th century and beyond. Since
the middle of 19th century, the globe has experienced unprecedented industrial revolution accompanied by modern civilization and population expansion.
According to united nation population funds (UNPFA), the population has
increased in the last 100 years from 1.6 million to 7.6 million by 2019 with an
1

annual average increase of 1.1% between 2010-2019 [8]. Simultaneously, the
greenhouse gas emission has surged exponentially in the same manner. [2].

Figure 1.1: The history of CO2 production where the x axis represents years
starting from 1950 = 0 and y axis represents CO2 atmospheric level (ppm)
(Courtesy NASA/JPL-Caltech) [1].

For the first time over more than 650,000 years, the CO2 concentration in
the atmosphere surpasses 410 ppm by 2019 (Figure 1.3) [1]. This remarkably
constant increase in the greenhouse emissions including mainly CO2 is correlated to the growth in world population, the combustion of fossil fuel, and the
advance in industrialization.
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Figure 1.2: The resent elevated CO2 emission from 2006 to 2019 (Courtesy
NASA/JPL-Caltech) [1].
Based on NASA 2017 carbon dioxide concentration report, around 60%
of fossil-fuel emissions remain in the air. The sources of fossil emissions can
be assigned to coal (40%), oil (35%), and gas (20%) produced mainly by
advanced and developed countries (Figure1.4) [1]. The emissions of global
fossil have elevated decadally from of 3.1 GtC/yr in average during the 1960s
to 9.4 GtC/yr in average during 20082017 which is about 1.5%/yr for the last
decade [9]. However, the emissions’ rate has jumped to 2.7% by 2018 due to
vigorous global economic growth which means speeding up the climate change
by 170 times [4].
Since the Earth’s climate is condensed with CO2 gas, which is a greenhouse gas that absorbs heat and gradually releases it, the average Earth’s
surface temperature has elevated above the desired level (figure 1.5) [10]. Obviously, there are severe consequences of this escalation that can evoke nature
calamities as floods, heat waves, and strong storms due to ice cover regression,
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Figure 1.3: a) Global emission, b) Emission by fuel type, c) Emission by
industrial countries d) by capita emission (tone of carbon per person per year)
[Reproduced with a permission from Earth System Science Data, 2018 Global
Carbon Budget 2018, based on data from CDIAC, UNFCCC, BP, and USGS]
[2].
sea level rise, and ocean warming. In fact, the world has exposed to many
adversities in the last 60 years that are linked to climate change and can be
named as man-made disasters.
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Figure 1.4: The global average land-sea temperature anomaly from 1961 to
2017 [Reproduced with a permission from Our World in Data 2018] [3].
In order to take control over these phenomena, a global agreement called
Paris Agreement COP21 was signed by 172 countries in 2016 to adopt several acts toward limiting the global warming and reducing the climate change
for a sustainable future. In reality, if the world continues feeding the growth
energy demand with fossil-fuel energy, the 900 ppm of concentrated CO2 will
be attained by the end of this century [11]. Considering the earth has wormed
1◦ C above pre-industrial time, the goal of this agreement is to gather the
nations’ efforts to combat the climate change and maintain the temperature
increase well below 2◦ C or even close to 1.5◦ C. Although the variation between
those two temperatures looks trivial, the environmental impact is immense as
stated by Figure 1.6 [12].
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Figure 1.5: The prospective effects of climate change based on1.5 C rise in
temperature vs. 2 ◦C [4].
Essentially, the issue of conventional fuels (i.e. coal, oil and natural gas)
beside the carbon footprint is that they are depleted and at some point in
the future the world will encounter a bottleneck issue if it does not switch
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to abundant, clean energy resources. In the endeavors to take responsibilities
of low-carbon future, the UNs support renewable energy investment alongside
energy efficiency improvements as a trajectory for fossil-free energy. Besides
the sustainability of renewable resources like wind and solar energy, they do
not require thermal conversion using fuel to produce electricity leading to
reduction in CO2 /kilowatt hour. Correspondingly, they inherently harmonize
with the climate pact goals by 2050 (figure 1.7) [4].

Figure 1.6: The current and prospective annual emission of CO2 if all UNs
follow the suggested acts to reduce the carbon emission [4].
Transition to renewable energy has been applied by advanced and developed countries around the world to retrieve the ecological balance. According to renewables 2018 global statues report by Renewable Energy Network
(REN21), the evolution of renewable energy has over topped all expectations
in term of global investment, enabled technologies, energy production and
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falling cost [5]. The total energy consumption by renewable energy hits 18.2%
by 2016 which expected to triple by 2035 (figure 1.8). One of the important
categories under modern renewable energy is solar energy that provides less
1.7% of total consumption.

Figure 1.7: Estimated share of total energy consumption based on traditional
and renewable resources in 2016, [Reproduced with permission from REN21,
2018, Renewables 2018 Global Status Report, Paris, REN21 Secretariat] [5].
The Sun is considered the most abundant, clean source of energy sustainably available on the Earth. The amount of solar energy strikes the Earth
hourly is 4.3 ×1020 J which is more than what the whole world consumes in a
year (4.1 ×1020 J). In the language of number, the current power usage annually is 13 terawatts (TW) that is expected to surge due to population growth
to 30 TW by 2050 and 45 TW by 2100. Irrefutably, the current fossil supply
cannot withstand this massive demand; however, the annual power produced
by sunlight exceeds 120 TW (almost 10-fold the current demand) [13]. The
intuitive questions at this point is why we have not shifted completely to the
solar energy based on these numbers? Why less than 1.7% of demand energy
is produced by solar power?
8

In fact, there are several obstacles that need to be overcome in order to
embrace photovoltaics. First, the cost per watt need to reach parity in order to
compete with conventional resources. Grid parity happens when the renewable
energy can generate power in the same performance with equal or lower cost
than conventional methods. The first generation of solar cells is based on
silicon which is not only costly to be produced, but also not carbon-neutral.
Another factor has to be accounted for is the Sun radiation at proposed areas.
For the sake of effective light harvesting, the position of photovoltaics needs
to be determined wisely based on enormous amount of annual sun radiation.

Figure 1.8: The reduction in LCOE ($/MWh) from 2009- 2018 [6].

Undoubtedly, the initial investments of solar energy production are considerably high, and this shoves the research direction to other materials and
structures rather than silicon photovoltaics. The scientists around the world
9

have honed their efforts to invent and develop new technologies which rely on
abundant constituents and produce low amount of CO2 so they can combine
high efficiency and low cost. Currently, the levelized cost of electricity (LCOE)
generated by solar energy has significantly dropped from $395/ MWh at 2009
to $43/MWh at (figure 1.9) [6, 14].
One of the most intriguing technologies in photovoltaic field is thin films
perovskite solar cells. This material has achieved an efficiency of 25.2% as
single junction and 28% as tandem solar cell in almost a decade [15, 16]. Genuinely, this material has integrated unprecedented optoelectronic properties
alongside simple, cost-effective way of fabrication. It can be made by mixing
abundant compounds to form solution-based solar cells that can be deposited
on various scales form lab-size cells up to industrial-size modules. It would be
a dream comes true if this material is flawless; however, there are two main
issues that need to be addressed in order to deploy this technology widely:
stability and toxicity.
This class of material is based on mixing organic and inorganic compounds; thus, it is inherently unstable in the ambient conditions, and has to
be protected by external layers or encapsulation system. Adding more layers
or encapsulation will add up to the fabrication cost which is unfavorable for
parity achievement and CO2 production; besides, it may affect the cell’s efficiency. Therefore, enhancing the cell’s stability and lowering the toxicity at
competitive cost will have an exceptional impact on the PV market. Eventually, the solar energy production may lead the energy sector in the near
future.
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Figure 1.9: The annual and accumulative increase in the global capacity of
energy production from solar energy (in GWatts) [Reproduced with permission
from REN21, 2018, Renewables 2018 Global Status Report, Paris, REN21
Secretariat] [5].
From another personal point of view, my country’s location Kingdom of
Saudi Arabia-KSA is classified as one of the most attractive areas for solar
farms due to high annual solar irradiation (w/m2) (figure 1.10). Additionally,
our Saudi Vision 2030 plans to develop an industrial country that depends less
on oil and more on renewable energy [17]. We experience advocacy effort to
support solar energy projects which inspires me to invest my time and effort in
this emerging topic for my dissertation research. The future of solar energy in
my country appears to be bright and magnificent.
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Figure 1.10: The annual global radiation (based on horizontal irradiance
(kWh/m2) [Reproduced with a permission from the Global Solar Atlas 2.0”
prepared by Solargis for The World Bank] [7].

1.2

Structure and objectives of the thesis

The exponential increase in perovskite solar cells efficiency makes this
material one of the most promising material in the field of PV. However, it
still suffers from moderate to severe degradation under ambient conditions
which hinders advancing to the market. The research direction now focuses
on improving the cells stability so it can compete in the global market with
existed silicon and other thin films photovoltaics that has life time around 25
years.
The active layer of perovskite solar cells is sensitive to moister, heat, and
oxygen which means we need to protect the active layer. We can achieve
that by internal work on developing the perovskite material itself to be more
12

robust and resilient. Likewise, we can increase the stability by shielding the
cell using an encapsulating system or by developing new materials that can
not only work as hole and electron selective layers (HTL and ETL), but also
help protecting the perovskite active layer from external conditions.
This thesis focuses on two projects which aim to increase the stability and
scalability to shove to the market with competitive price. The first project is
studying the effect of lamination on the properties of perovskite active layer
on the way toward a new, self-encapsulated fabrication method. The other
project is developing a new recipe to make scalable electron extracting layer
(ETL) based on Atomic Layer Deposition (ALD) technique using SnO2 and
enhance high power conversion efficiency.
The thesis is structured as follows, in Chapter 1, we discuss the motivation
and contribution of this work to help solving the climate change issue related
to the surge pollution.
In chapter 2, we present perovskite solar cells through a broad perspective. The introduction will start by covering fundamental concepts of
semiconductors that form the building block of solar cells. After that, the
photoelectric effect that happens when light interacts with matter will be
discussed in detail since the working principles of solar cells are built on
this phenomenon. Accordingly, several processes that occur in photovoltaics
like photon-absorption/charge-generation, charge separation/extraction, and
charge recombination pathways will be explained. After solidifying the ground
basic of solar cells, the discussion will be narrowed down to focus on perovskite
solar cells and present all important aspects of this new material, the operation
mechanism, and the current developments.
13

In chapter 3, the first project of lamination method is described starting by the motivation of this work and the expected impact on the production of perovskite solar cells at competitive price. The material used in this
project, the fabrication method, the tested parameters, and the optimized
recipe are detailed. The optimized samples then are characterized using Xray diffraction (XRD), UV-Vis spectroscopy, Time Resolve photoluminescence
(TRPL), and Time Resolved Microwave conductivity (TRMC), and Atomic
Force Microscopy (AFM)to exam the effect of lamination under moderate temperature and mild pressure. The chapter will end with conclusion of this
project accompanied with prospective applications and future work.
In Chapter 4, we illustrate the second project which focuses on inventing
a new recipe for making SnO2 thin film as electron transport layer (ETL)
using Atomic Layer Deposition technique (ALD). It demonstrates in detail all
the fabrication steps to make perovskite solar cells based on commercial SnO2
nanoparticles (NPs) in comparison with our SnO2 ALD recipe. Additionally,
the modification of all effective parameters along with their performance based
on the measurements of I-V curve are displayed. Finally, a comparison of our
results with similar publications is presented along with the expected future
work.
Chapter 5 is considered the current continues project that address the
toxicity issue of Pb- based perovskite solar cells. In this project, the computational work based on Density Functional Theory (DFT) is performed on
methylammonium triiodide (MAPbI3 ) in three different thermal regions to
study the phase transition of crystal structure. In the beginning, a brief discretion of the basic concepts of density functional theory with some useful
14

software are presented. From there, an attempt to study the crystal structure
of Pb-free Cs2 BiAgX3 has been made based on the successful computations
performed on MAPbI3 . Due to lack of essential information about the crystal
structure and atomic positions of Cs2 BiAgX3 at low temperature, this work
is considered to be continued once we have these data available. Finally, a
general concluding chapter summarizes the outcome of this dissertation and
how it contributes to the scientific community of perovskite solar cells. Additionally, the prospective further work that can be established on the presented
work here is mentioned.
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Chapter 2
Fundamentals and background
In this chapter, an overview of the fundamental aspects and essential
knowledge of solar cells materials and physics are expounded. It begins with
the sunlight properties and semiconductors physics and concludes with indispensable details of the unique properties and current development of perovskite
solar cells. The key points presented in this chapter are substantial for understanding the results of this dissertation. For deeper knowledge, these are some
valuable textbooks that reader may refer to [18–28]

2.1

Solar energy and solar radiation

The Sun is considered the greatest producer of clean energy on the Earth.
As mentioned before, the amount of energy the Earth receives in an hour is
theoretically enough to feed the worlds need of energy for a year [14, 29]. The
point here is how this energy can be extracted and stored. In fact, people can
benefit from this energy in two ways known to be direct and indirect. The
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first one happens when using a photovoltaic system to immediately absorb
light and generate current. The latter one is basically collecting the thermal
energy received from the sun and use it to generate electricity.
Photovoltaic stands for absorbing light (photo) to generate electricity
(voltaic), which means the energy initially comes from sunlight in the form
of radiation (photons) [30]. For the sake of a profound understanding of this
chapter, it is fundamental to render the reader familiar with photons as the
key element of sunlight to understand how photovoltaics work.

2.1.1

The Sun and solar physics

It is acknowledged that sun produces a massive amount of energy in the
shape of light and heat which keeps our planet alive. Before explaining the
essence of sunlight, it is important to reveal the source of sun energy. In
fact, as many stars in our galaxy, sun is one of the biggest stars that generates
energy through nuclear fusion reaction where hydrogen is converted to helium.
This process emits huge amount of energy in form of light (radiation) and heat
(figure 2.1) [31].

Figure 2.1: A cross-section of the sun represents the fusion reaction center at
the core and the produced radiation and heat at the outer shells.

17

To have a sense of how massive this energy is, consider the following
numbers. The sun radius is 696,000 km and its mass weights approximately 2×
1030 kg where hydrogen represents 91.2 % of the total mass and the rest (8.8%)
is helium and other generated particles. Approximately, the sun generates
every second 5 t (tons) of mass equivalent energy by converting 630 t of H to
625 t of He. Based on Einstein equation E = mc2 , the expected energy will
be 4 × 1020 MJ/Sec. The nuclear reaction inside the sun is shown in equation
2.1 where energy represents both heat and light (radiation) [21].

4(1 H) → 4He + energy + 2neutrinos

(2.1.1)

Ideally, If a body has a temperature above 0 K, it will emit radiation.
Since the thermonuclear fusion leaves the sun surface temperature around 5760
◦

C , the characteristic of generated solar radiation is close to the black body

radiation at 6000 ◦ C (figure 2.2). The blackbody is a theoretical model represents an ideal body that absorbs all the fallen radiation and emits radiation
based on its temperature [32, 33].

Figure 2.2: The black body spectral curves in respect to its temperature [32].
18

The solar radiations are emitted as electromagnetic waves that comprise a
wide spectrum from very short wavelengths to very long wavelengths but what
pass through Earths atmosphere is a portion of this spectrum mostly covering the bands of infrared (IR), visible, and ultraviolet (UV) range [21, 23].
The characteristics of solar radiation have been studied thoroughly during
the recent centuries to build up a model that explains the light behavior in
observed phenomena. These efforts conclude that photons (light basic constituent) behave as particles and waves at the same time in a model called
wave-particle duality [23, 25].

2.1.2

Wave-particle duality

The photon wave-particles duality means that it simultaneously exhibits
both the wave and particle behavior. Initially, the wave behavior of light
was proposed at early 1800s by Thomas Young and several scientists who
conducted light interference experiments that evidenced the wave nature of
light [34]. A decade later, Plank assumed that light is consisted of stream
of indistinguishable energy particles in his proposed mathematical model to
explain the emitted radiation from heated elements. Meanwhile, Einstein
observations while studying the photoelectric effect led to asserted light as
batches of particles called photons that possess quantized energy based on
their wavelength. The Planck - Einstein work regarding the particle behavior
of light awarded them respectively the Nobel prize in 1918 and 1921 [35, 36].
Nowadays, the discrepant duality nature of light is quite explainable
through quantum mechanics, where photons are regarded as particles when
interacting with matter in term of absorption and emission; and illustrated as
19

waves through light propagation and interference. Additionally, the energywavelength relationship is inversely proportional where shorter wavelengths
(UV) have higher energy than longer wavelengths (IR).
Indeed, the duality behavior now is hold for all particles beyond photons
[30]. When particles as electrons got struck by photons, they absorb the photon
energy and jump to higher energy levels. Consequently, when these electrons
return to their relaxation level, they emit photons with energy equivalent to
the differences between those energy levels and this is the essential concept of
photovoltaics.

2.1.3

Photon energy and photon flux

The energy E and wavelength λ of a photon are two physical characteristics that can determine the photon state. Similarly, the solar radiant has
several aspects that should be mentioned to evaluate the chosen area of a solar
farm. Specifically, these aspects are spectral content, radiant power density,
the angle of solar radiation and the annual radiation energy, and we will cover
some of these aspects briefly [30].

2.1.3.1

Spectral content

As mentioned before, photons have quantized amount of energy that
linked to their wavelength. The equation that describe this relationship is:

E=

hc
1240
=
λ
λ

(2.1.2)

where h refers to Planck’s constant (4.136 × 10−15 eV.s), c is the speed of
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light (m/s), E is measured in eV, and λ in nm. Obviously, the E-λ relation is
inversely proportional which means photons with shorter wavelength acquire
higher energy. Therefore, the content of incident light on a solar cell is crucial
to estimate the amount of energy that can be converted to electricity [30, 32].
2.1.3.2

Radiant power density:

The photon flux Φ (sec−1 .m−2 ) measures the number of photons that hit
a unit area per second as following:

Φ=

numberof photons
sec.m2

(2.1.3)

Based on the photoelectric effect, ideally every absorbed photon should
generate an electron. Thus, it is paramount to deem the photon flux and
photon energy of all incident wavelengths to estimate the energy striking a
solar cell and the current produced by this energy [23, 30].
Radiant power density H (W/m2) is the product of photon energy and
photon flux integrated over the wavelength band:
∞

Z
H=

Φ(λ).E(λ)dλ

(2.1.4)

Φ(λ).(hc/λ)dλ

(2.1.5)

0

Z
H=

∞

0

Finally, the spectral irradiance F (Wm−2 m−1 ) is a characteristic of any
light source including sun, and it depends on the spectral content of wavelengths, their energies, and the number of photons produced by each source
(figure 2.4) [30].
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Figure 2.3: The spectral irradiance of several light sources (left) vs. sun (right)
[30].
F = Φ.E/∆.λ

(2.1.6)

2.1.3.3 The Earths atmospheric effect:
Even though the Earth’s atmosphere receives an approximately constant
amount of s olar radiation, the Earth s urface does not obtain the s ame amount
due to s everal f actors. For i nstance, humidity, clouds, atmospheric gases, l atitude, and day l ength are all i nfluential f actors that alter the received s olar
radiation [ 23,30]. Accordingly, part of the s unlight may be absorbed, s cat-tered,
or reflected based on these causes which l ower the power density of solar
radiation and of course the generated current by s olar cells. Therefore,
considering all these effects i s crucial to decide where to i nstall the s olar panels
or s olar f arms.
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As stated before, the solar radiation passes through a filled atmosphere
with dust particles and molecules which leads to considerable solar power
attenuation. Parameterizing the length of sunlight path is mandatory to define
the power of solar radiation that reaches the terrestrial. Wherefore, the air
mass (AM) is expressed as the path of sunlight with respect to a normal path
where the sunbeam is directly normal to the earth:

AM =

1
cos θ

(2.1.7)

Where θ (zenith angle) is the angle between the sunlight and a normal line
with respect to the earth (figure 2.5) [30].

Figure 2.4: The air mass measurement for an actual sunlight path with respect
to a normal path .
In order to make a fair comparison in term of solar cells efficiency around
the world, we need to standardize both solar power density and solar spectrum
when reporting the efficiency of a solar cell. The standard solar radiation spectrum f or s olar modules i s AM1.5G ( where θ ≈48◦) that i ncludes both direct
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and diffuse rays, and the radiation power density is set to be 1kW/m2 . Other
standards like AM0 and AM1.5D are available for different applications (figure 2.6). Certainly, to report a solar cell efficiency made wherever around the
world, you should follow these standards for test validation and certification.

Figure 2.5: a comparison of spectral irradiance for different solar spectra
standards, AM0 for space applications, AM1.5D for solar concentrators, and
AM1.5G for solar cells [30].

2.2

Semiconductor physics and properties

In 1954, the first Photovoltaic cell (PV) was designed in Bell laboratories
using silicon semiconductor that revealed 6% conversion efficiency when the
cell was exposed to light [21]. To understand the process of photoelectric
effect, we need to move forward and present the material that can harvest
sunlight and generate current known as semiconductors. A key description of
semiconducting material related to its conductivity, where it is not as good as
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metal, neither as poor as insulator. In actuality, it is in a status between those
two states and relies on external energy sources (i.e. heat, light, or voltage)
to advance its conductivity.
There are mattering facets pertinent to the physics of this material that
must be mentioned to consolidate a decent understanding of this work. In the
coming sections, the basic physics and properties of semiconductor materials
and photovoltaics are presented. Fundamental aspects that differentiate the
properties of the semiconductors will be exhibited adequately including the
band gap (Eg), the density of states DOS, the intrinsic free carriers, and
the generation and recombination rates of free carriers at various conditions.
Thereafter, a comprehensive section regarding perovskite material and physics
is reviewed.

2.2.1

Semiconductors Materials

It is undisputed that semiconductor materials play a vital role in modern
technology. The electronic, thermal and optical properties of this material
coupled with low-cost fabrication allow it to serve in various applications. The
crystal structure of semiconductors is pertinent to their properties; therefore,
we will start by atomic level up to solid-state structure in a hierarchical fashion.

2.2.1.1

Crystal Structure

Primarily, atoms form the cornerstone of any existing system. Bringing these atoms to contact will reveal the inherent properties of that system.
There is a vast library of semiconducting materials that can be made of elements as Si and Ge, compounds as GaAr and CdTe, and alloys like CIGS and
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perovskite [25]. The atom is composed of nuclei at the center surrounded by
a cloud of electrons distributed in atomic orbitals obeying the Pauly exclusion
principle. These atoms tend to fill their outer shells with electrons whenever
it is possible; thus, when they are brought to contact at a shorter distance,
they start bonding. In semiconductor material, the atomic bonding is formed
by sharing electrons between atoms which known as covalent bonding, and
the atomic orbitals will merge to form molecular orbitals filled with shared
electrons (figure 2.6 and figure 2.7) [22].

Figure 2.6: Electrons sharing between atoms to form covalent bonds in semiconductors.
The highest occupied molecular orbital denoted as HOMO and the lower
unoccupied molecular orbital is labeled LUMO. As we approach the condensed matter phase, these discrete molecular orbitals become continuum to
form bands of allowed electronic states. The fully occupied bands are defined as
valence band VB, and the unoccupied bands are classified as conduction band
CB. The separation between those two bands defines the material type relative
to its conductivity. In metals, CB and VB overlap, and electrons move freely;
whereas a large energy gap separate them in insulators producing a barrier
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Figure 2.7: This figure display the transition from free atoms to bonded
atoms: Atomic orbitals (here 1s) will form molecular orbitals by splitting into
two energy levels labeled as bonding (lower energy) and antibonding (higher
energy) states and filled with available electrons.
against electrons movement. In semiconductors, a small energy gap is formed
between CB and VB called a band gap which electrons can overcome with
external aid (figure 2.7). Additionally, the conductivity-temperature relationship differentiates metal materials from semiconductor materials. For metals,
increasing the temperature does not increase the free electrons nor the conductivity; however, it reduces the conductivity do to electrons scattering. In
contrary, the conductivity of semiconductors increases with raised temperature do to increase in the available free electrons. In general, the behavior
of semiconductors can be explained by the theories quantum mechanics and
thermodynamics [37].
To describe a crystal structure of a material, we need to define the atomic
positions and the number of atoms occupied these positions. The positions’
pattern is called crystal lattice and known as an arrangement of periodic points
in 3D space, and the basis are the atoms that occupied these points which can
be one or more. Additionally, there is another space that describes fundamental properties of a system known as a reciprocal space or k-space. It is
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reciprocal to the real space and generated through Fourier transformation.
The smallest building block of a crystal structure that has one lattice point
is named a primitive cell or Wigner-Seitz cell and defined by vectors a1 and
a2 . This primitive cell is expressed as the first Brillouin zone in reciprocal or
momentum space which is defined by k1 and k2 vectors. The Brillouin zone
is used to define the energy bands of electrons in a system. Since the crystal
structure can be generated by repeating Brillouin zone in 3D, the extracted
information from first Brillouin zone is symmetrically repeated in 3D as well.

Figure 2.8: A diagram represents the metal, semiconductor, and insulator
energy bands and bandgap.
In a solid material, the crystallinity order is falling into three categories
known as single crystalline, polycrystalline, and amorphous. The single crystalline is distinguished by a high order of atom arrangement in 3D, whereas
the polycrystalline has short-range order inside grains but lacks long-range
order. The amorphous material is basically the material that does not have
recognizable arrangement in any direction (Figure 2.9). The performance of
semiconductors varies s ignificantly based on the degree of atomic order with
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a preferred direction toward monocrystalline materials. However, fabrication
cost and mechanism alongside the applications of the semiconductors define
what type of solid we should choose. It is a considerable achievement to produce high crystalline material coupled with low cost which has been achieved
in perovskite solar cells [28]. In general, the crystal lattice of semiconductors
can take the form of diamond, zincblendes, hexagonal closed packed (hcp),
and perovskite structure [22, 24, 25].

Figure 2.9: The three types of crystallinity in solid materials: a) monocrystalline (left), b) polycrystalline (middle), and c) amorphous (right).

2.2.1.2

Energy Bands and Energy Gap

Based on the atomic theory and quantum mechanics, electrons are distributed around an isolated atom in atomic orbitals which basically define the
probability of spatially finding electrons around that atom. The mathematical
description of this distribution is a Schrdinger wavefunction Ψ. As these atoms
brought together in a solid, they produce a periodic potential and this wave
function becomes Bloch wave where k is the wave (momentum) vector, r is the
position and U is the periodic potential:

29

Ψ(r) = eik.r u(r)

(2.2.1)

By solving this equation, we can determine the energy band structure of a
given material where the solution forms the energy-momentum relationship
E(k) of electrons [25]. The values of k vector vary from 0 to π/a defined in
the Brillouin zone where a is the constant of crystal lattice, and we can have
different constants (a, b, c) if the crystal structure is not cubic. Based on the
symmetry feature of Brillouin zone, the eigenvalues of E(k)=E(-k), and we
only need the values from 0 to π/a to define the band structure presented in
Figure 2.10.
The band gap can be defined at absolute zero(K=0) when all electrons of
a system are in their lowest energy. The energy gap between the highest filled
band with electrons and the next unfilled band at k=0 defines the band gap
where there is no allowed energy states. The forbidden energy gap exists when
there is no solution for Schrdinger equation at k=±π/a. Each semiconductor
has a distinct bandgap determines the minimum energy required to promote an
electron from VB to CB. When there is available energy equal or higher than
Eg (i.e. thermal or optical energy), the electron elevates to CB leaving a vacant
state associated with a positive charge in VB named a hole. The generated
electron-hole pair is termed quasiparticle linked together by a binding energy
that significantly affects the electrical properties of a system [22].
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Figure 2.10: The E(k) diagram in the first Brillouin zone for one direction
defined by lattice constant a and the corresponding energy bands diagram. VB
represents the filled bands with electrons and CB defines the empty bands.
Fermi level (EF ) defines the occupation probability of electron states in CB
and VB at thermal equilibrium. It is the energy level where the probability of
electronic state being occupied is 50%. In pure (intrinsic) semiconductors at
thermal equilibrium, the generated electrons and holes are equal, thus Fermi
level is in the middle of the bandgap EF ≈ E g /2. Since the semiconductors
conductivity depends on the available electrons in the conduction bands that
can move under an applied voltage, we need to estimate the probability of
electron occupation at a given energy level. Fermi function, which is a statistical distribution follows Fermi-Dirac distribution of fermions, defines the
probability of electron occupation in energy level E at temperature T:

31

1

f (E, T ) =
exp

E−E
( K TF
B

)

(2.2.2)
+1

EF defines Fermi level or Fermi energy where f(EF )=0.5, kB T is thermal
energy, and KB is Boltzmann constant= 1.381 × 10−23 J.k−1 . Fermi function f(E) ≈ 1 at E << Eg, indicating that the probability of the available
states to be occupied by electrons is close to 100%. Contrarily, f(E) ≈ 0 at E
>> Eg reflecting that the available states are almost unoccupied [21].
Even though fermi function f(E) is an important concept toward finding
the carrier density of a semiconductor, it is not enough. In fact, we need to
define all the available states that electrons can occupy based on their energy
and spin direction known as density of states (DOS). Then, the number of
electrons at each energy level is calculated by the multiplication of the available
states DOS with the occupation probability of these states by electrons f(E).
The next section will discuss this concept in detailed.

2.2.2

Carrier concentration and conductivity

Semiconductors are also classified as intrinsic or extrinsic based on carrier
density and doping state. The intrinsic semiconductors are known as i-type
or pure semiconductors where the characteristic charge density is ample for
electric conductivity, and the number of excited holes and electrons are equal
at thermal equilibrium. On the other hand, the extrinsic semiconductors are
doped materials with external species to increase the carrier concentration
(holes and electrons) by the doped atoms. We can make a material either
n-type or p-type based on the dopant choice i.e. electron donors or acceptors.
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It is convenient first to define the carrier concentration for intrinsic material and extrinsic or doped material. However, there are two parameters have
to be mentioned before dealing with carrier concentration. The first parameter
is the density of states DOS which defines all the available states at a certain
energy level per unit volume that electrons can fill obeying Pauly exclusion
principle:

g(k)d3 k =

2 3
dk
(2π)3

(2.2.3)

Additionally, for electrons occupying states closed to VB maximum or
CB minimum, they are moving as free electrons under applied voltage but in a
periodic potential. Therefore, the constant charge mass becomes the variable
effective mass in mass dimension:
1 ∂2 E(k)
1
=
m∗
h ∂k 2

(2.2.4)

where m∗ is the charge effective mass and ~ is the reduced Planck constant [18].
Also, the E-k relationship closed to VB and CB takes the approximation
as:

E(k) =

~2 k 2
2m∗

(2.2.5)

Combining the three equations 2.2.3,2.2.4, and 2.2.5 will give the final formulas
for the density of states in the conduction band gC (E) and valence bands gV
(E) as:
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gC (E) =

gV (E) =

m∗n

p

m∗p

q

2m∗n (E − EC )
π 2 ~3
2m∗p (EV − E)
π 2 ~3

(2.2.6)

(2.2.7)

Where m∗n and m∗p are the effective masses of electrons and holes in the CB and
VB, respectively [22]. Based on the density of state g(E) and fermi func-tion
F(E) equations, we can obtain the electrons and holes density equations for
intrinsic material:
Z

∞

EC

Z

EC

gV (E)[1 − f (E)]dE = NV exp(−

p=

E C − EF
)
kB T

(2.2.8)

EF − EV
)
kB T

(2.2.9)

gC (E)f (E)dE = NC exp(−

n=

−∞

where NC and NV are respectively the effect density of states for electrons and
holes, and defined as:
2πm∗n kB T 3/2
)
NC = 2(
h2

(2.2.10)

2πm∗p kB T 3/2
)
h2

(2.2.11)

NV = 2(

Obviously, the carrier densities vary exponentially with respect to fermi energy
level and temperature (Figure 2.11). Also, the product of charge density np
is constant at a certain temperature T [22].
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Figure 2.11: a) a diagram represents the energy levels of valence VB (EV )
and conduction band CB (EC ) for intrinsic semiconductor corresponding to
fermi level (EF ), b)Density of State g(E), c) Fermi-Dirac distribution function
f(E) for holes and electrons, and d) carrier concentrations n and p at thermal
equilibrium. For the energy levels below Ev , the production of fermi function
and DOS produces the hole density in VB; and for energy levels above Ec, the
production generates the electron density in CB.

As mentioned before, the intrinsic semiconductors have an equal number
of charge carriers (n = p) at the thermal equilibrium. Based on the equations
2.2.8 and 2.2.9, the constant production of np can be expressed as:
n2i = np = NC NV exp(−

Eg
)
kB T

(2.2.12)

and fermi level is expressed in the intrinsic semiconductors as:
1
1
Nc
EF = (Ec + Ev ) − kB T ln(
)
2
2
NV
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(2.2.13)

For an intrinsic material, Fermi level is position at the middle of the
bandgap. In order to modify EF level and the conductivity of a material, the
doping approach is applied.
The conductivity of semiconductor is directly proportional to the concentration of free carriers as following:

σ = nqµ

(2.2.14)

where n is the free carrier density, q the carrier elementary charge, and µ is the
carrier mobility. In an intrinsic semiconductor where ne = nh , the conductivity
will be:

σ = ni q(µe + µh )

(2.2.15)

and ni stands for the intrinsic carrier concentration.
Besides the bandgap and Fermi level, there are other significant parameters that must be addressed for any semiconductor material to define the
electronic structure interfaces with other materials(figute 2.12). These parameters are affected by several conditions like the purity level of a material (pure
or doped), the preparation conditions, and the morphology and crystallinity
of a material [38].
Starting with energy vacuum level (Evac ), this parameter defines the
energy level of electron where it can escape the material to the vacuum level
within a few nanometers. The energy difference between the VBM and Evac
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defines the minimum energy required to remove an electron from the system
known as ionization energy (IE). This process will result in a free electron and
a positive ion. The reverse process is defined when placing an electron from
the vacuum level to the lowest unoccupied state in CBM to form a negative
ion. The energy required to position a free electron from the vacuum level into
the CBM is known as electron affinity(EA).

Figure 2.12: The electron energy diagram in an intrinsic semiconductor.CBM
and VBM refer to conduction band minimum and valance band maximum
defining the bandgap of a semiconductor, IE refers to the ionization energy,
WF refers to work function, and EA refers to electron affinity.
Additionally, work function (WF) known as the required energy to remove
an electron from Fermi level to the vacuum level is another critical parameter
that is affected by the positions of FE and Evac . Therefore, changes in the carrier concentration, density of states, and the working temperature will have
a direct impact on WF and consequently on the material interfaces. Experimentally, this quantity can be defined directly via photoemission spectroscopy
and indirectly via Kelvin prop microscopy.
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The material conductivity and the above parameters can be significantly
modified by intentionally introduce impurities (dopants) to the material (either
atoms or molecules) in a process called doping. The next section will discuss
this concept and its outcomes.

2.2.3

Doping concept and P-N, P-I-N Junctions

Fundamentally, the concept of doping indicates the addition of a trace
amount of impurities to a system for altering its electronic and optical properties into the desired ones. Based on the type of impurities with respect to
the doped system, the resulted material can be either n-type referring to the
excess of delocalized electrons or p-type referring to the excess of delocalized
holes provided by the dopants (2.13).
As mentioned before, the material conductivity can be improved by increasing the density of mobile, delocalized carriers (NA for holes and ND for electrons) offered by the dopants. The conductivity then will become:

σ = (nµe + pµh )q

(2.2.16)

n = n i + ND

(2.2.17)

p = pi + NA

(2.2.18)

where:
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Figure 2.13: The band diagram, Fermi level , density of state, and carrier
density of n-type and p-type semiconductors.

The fermi level will downshift for p-type material:
NA
ni

(2.2.19)

kB T NV
ln
2
NA

(2.2.20)

ND
ni

(2.2.21)

kB T
NC
ln
2
ND

(2.2.22)

Ef,p = Ei − kB T ln
Ef,p = EV +
and upshift for n-type material:

Ef,n = Ei + kB T ln
Ef,n = EC −
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Also, since the work function is associated with the position of fermi
level, it will also be modified. The required energy is reduced for n-type
material which facilitates electron extraction, while for p-type material the
energy increases to block the electron penetration [39].
The ability to engineeringly modify the electronic properties of a semiconductors has paved the way toward a huge revolution in the industry of
electronic devices including solar cells where the fabrication of semiconductor
junction devices i.e. (P-N) and (P-I-N) play a major rule.
When n-doped and p-doped materials are brought into contact, they will
form a junction which is the prototypical structure of a solar cell. The junction
can be made of the same material i.e. silicon solar cell and named (homojunction), or formed by different materials i.e. GaAs and called (heterojunction).
The devices can be made out of one junction or multijunction i.e. tandem
solar cells.
The interesting physics of this junction starts when connecting two or
more materials having different fermi levels (FEp and FEn and work functions
(Φn and Φp ). In the case of P-N junction, the work function of p-doped material
Φp is larger than the work function of n-doped material Φn (Φp > Φn ). Upon
contact, the opposite charges on both sides diffuse toward the interface and
recombine leaving a bleached region known as a depleted region that has a
width of W. The width of depleted region depends on the doping concentration
of acceptors (NA) and donors (ND ) (figure 2.14).
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Figure 2.14: An illustration explaining the carrier diffusion in a) P-N junc-tion.
b) the charge distribution at P and N regions. c) charge density at the forbidden
region and d) the built-in electric field. e) the energy diagram of P-N junction
representing an aligned fermi level with band bending at the depletion region.
As the free charges diffuse across the junction, they leave immobile ions on
both sides (acceptor ions at n region and donor ions at p region). As a result, a
built-in electric field Ebi duo to charge distribution emerges resulting in a drift
motion of the minority carriers in an opposite direction to the diffusion motion
of majority carriers. At equilibrium, the electric field reaches a maximum which
prevents charge motions across the junction, and the fermi levels of both
materials align to a constant value leading to a band bending in the depleted
region [39].
On the other hand, the principle of P-I-N junction is very similar to the PN junction although P-I-N geometry has a paramount importance for thin film
solar cells. The addition of an intrinsic material sandwiched between two
oppositely doped materials allows the extension of built-in potential(Vbi) over
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the width of intrinsic material and increases the applied electric field Ebi over
the photogenerated carriers. Under this electric field, the generated excitons
are dissociated and drifted through the junction to extract the photogenerated
current (figure 2.15) [40].

Figure 2.15: A) The PIN junction geometry, b) the carried density, c) the
charge distribution at the interfaces, the built-in electric field over the width
of intrinsic layer, and e) the band diagram showing the built-in potential under
a reverse bias.

2.3

Operating principles of solar cells

One of the clean, direct methods to generate electricity is the direct conversion of sun light to current through a photoactive semiconductor material
that interacts with light. In 1905, Albert Einstein published a paper that
described the quantum-nature of light energy as quanta called photons and
explained the light-matter interaction in a phenomenon called photoelectric
effect where light is absorbed by a photoactive material and generates holeelectron pairs [41]. These charges then get separated and extracted to external
electric circuit to generate electricity. The devices are called solar cells or photovoltaics.
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2.3.1

Light-matter interaction

A photoactive material (light absorber ) is the essential component in a
photovoltaic device where the light is being absorbed. As mentioned before,
the semiconductor material has a band gap that characterizes its optical and
electronic properties. Therefore, the wavelengths of light spectrum that fall
below the bandgap (λ > λ0 ) are not absorbed by the semiconductor but either
transmitted or reflected by the material. The wavelength cutoff is defined in
this equation:

Eg (eV ) =

1240
λ0 (nm)

(2.3.1)

so for a semiconductor with a bandgap = 1.55 eV, the cutoff wavelength is 800
nm.
When a light absorber is exposed to light, the photons with Eph ≥ Eg
are absorbed and promote photoexcited electrons from the occupied states
in the valance band (VB) to unoccupied states in the conduction band (CB)
leaving behind holes in the valence band in a process called photelectric effect.
Additionally, if the photon energy (Eph ) is larger than the band gap and the
excited electron retains extra energy, it experiences a thermalized relaxation
within the conduction band (intraband transition) to the available lower energy
state. Eventually, these excited carriers can recombine within microseconds
unless they are effectively extracted before the recombination occurs (figure
2.16).The initial state of excited carriers after light absorption is named exciton
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Figure 2.16: A diagram illustrating the photocurrent effect. First, when the
material absorbs a photon (hν > Eg ), the electron is promoted to CB leaving
a hole behind in the VB. The thermalization process occurs in femtoseconds
shifting the excited electrons to the available lowest energy state. The recombination then takes place within microseconds which is the time-window to
extract the generated photocurrent.
where the excited electron in the CB is paired via Coulombic attraction to a
created hole in the VB (figure 2.17). The bound electron-hole pair possesses
a binding energy that determines the stability of this quasiparticle. The exciton dissociation to free carriers depends strongly on the dielectric constant of
the semiconductors and the charge effective mass. In the case of inorganic
semiconductor, the dielectric constant is high enough so the thermal energy
could be sufficient to overcome the weak exciton binding energy (∼ 0.01eV)
and dissociate the bound carries in contrary to organic semiconductors that
show a low dielectric constant coupled with strong binding energy (∼ 0.1eV1eV) [19, 42–44].
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Figure 2.17: Schematic of the exciton represented in the crystal structure (left)
and energy diagram (right).

Upon light exposure, the absorbed photons generate photoexcited carri-ers
which alters their localized density and directly affects the initial fermi level. By
the time the material amounts to thermal equilibrium, the eventual population
of promoted carriers will form quasi-fermi levels (figure 2.18) for holes (EF,p)
and electrons (EF,n) located above VB and below CB, respectively.

Figure 2.18: The quasi-fermi levels of electrons and holes population in P-I-N
junction after light exposure and the difference between them determines the
open circuit voltage VOC of the photovoltaic device.
There is a trade-off between the density of photogenerated current and the
potential energy related to the Voc. For narrow bandgap semiconduc-tors, a
large sector of the light spectrum is absorbed; hence, higher density of
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generated carries is obtained. However, the energy differences between quasifermi levels would be relatively small which lower the expected photovoltage.
On the other hand, in the wide bandgap semiconductors, the discarded light
spectrum below the bandgap is considerably large which indicates a reduction
in the promoted carriers yet larger Voc. Therefore, the research trend currently focuses on tandem solar cells where both materials are implemented in
a multijunction device.
Another influential parameter that defines the density of photogenerated
carriers is the absorption coefficient (α) which measures the amount of photons
from a particular wavelength being absorbed by a material per cm. In a material with low absorption coefficient, increasing the absorber thickness should
compensate the poor absorption; however, the diffusion length of generated
carriers should be considered to avoid recombination before extraction. In
contrast, a material with a high absorption coefficient needs a thinner layer to
generate a sufficient amount of carriers which is desirable from the industrial
perspective in term of the production cost.

2.3.2

Carrier extraction and recombination

After generating photoexcited excitons, it is time now to separate and
extract bound charges to attain current. In order to overcome the exciton
binding energy that hold the electron-hole pair together, the system needs an
energy greater than binding energy, i.e. thermal energy, to decouple the pair.
Upon attaining free carriers, it becomes crucial to extract them before recombination. The Junction design (either P-N or P-I-N) has two different mechanisms that can drive the free carriers (holes and electrons) toward opposite
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directions, known as drift and diffusion motions. As the material is optically
excited to generate carriers, their population densities vary significantly and
become gradient across the junction which boosts the diffusion motion toward
the lower density area seeking the equilibrium (Jdif f ). On the other hand,
the built-in electric field at the interfaces forces the minority carriers to penetrate through in opposite directions (holes in the direction of electric field and
electrons in the opposite direction) forming the drift motion (Jdrif t ) (figure
2.19).

Figure 2.19: The carrier motion inside P-I-N junction where a) represents the
drift current under the built-in electric field contributing in exciton dissociation
and b) represents the diffusion motion to the selective layers under the effect
of charge density gradient.
In the case of P-I-N junction, the intrinsic semiconductor I is the action
layer where the light is absorbed generating carriers. The N and P layers are
selective materials that facilitate extracting one type of charge and block the
other (N allows electrons and P allows holes). Accordingly, the net value of
generated photocurrent is the addition of the drift and diffusion currents of
both charge types:
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Jtot = Jdif f + Jdrif

 

= Jn,dif f + Jp,dif f + Jn,drif + Jp,drif
 dn


dp 
= q Dn
+ Dp
+ Ebi nµn + pµp
dx
dx

(2.3.2)
(2.3.3)
(2.3.4)

where q is the elementary charge, Ebi is the built-in current, Jdif f and Jdrif t
are diffusion and drift current, µn is the electron mobility and µp is the hole
mobility, Dn and Dp are the electron and hole diffusion coefficient, and n and
p are the photocarrier density of electrons and holes respectively.
The excited electrons will eventually relax and give up their excess energy
as phonons (thermal energy) or photon (optical energy) if they are not promptly
extracted. In order to fabricate a highly efficient photovoltaic device, the carrier recombination pathways, where electrons recombine with holes and release
energy, have to be controlled especially for the non-radiative recombination.
Although the photocarrier lifetime is in microseconds which is sufficient for
charges extraction, the detrimental recombination can occur at shorter time
in any position inside the junction and affect the device performance. The
recombination mechanisms that can hinder the device efficiency are: band-toband recombination (radiative), trap-assisted recombination (non-radiative),
and Auger recombination (non-radiative).

2.3.2.1

Radiative recombination

The most dominant recombination pathway in direct bandgap semiconductors is radiative band-to-band recombination where an excited electron in
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CB recombines with a hole in the VB and emits photon with energy equal
to the excitation energy in a process known as photoluminescence. The spontaneous emission of this recombination has been exploited to form radiative
semiconductor devices i.e. light emitting diodes (LED)(figure 2.20).

Figure 2.20: Schematic illustrating the radiative band-to-band recombination.

2.3.2.2

Non-radiative recombination

As illustrated before, the two types of non-radiative recombination pathways that can impact the device performance are: trap-assisted recombination
known as Shockley-Read-Hall (SRH) and Auger recombination. The first one
happens when a charge (electron or hole) is trapped by a defect-introduced
energy level within the bandgap. Based on the location of trap state, it may
immobilize the charge until an opposite charge moves to the same energy level
and non-radiatively recombines [45] (figure 2.21).
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Figure 2.21: Schematic illustrating the non-radiative trap assisted recombination.
The defects can be originated in a crystalline material through several
channels i.e. fabrication-related defects arise from poor crystallization, grain
boundaries, film surface, and interfaces. These defect states are delocalized
over the entire bandgap forming shallow (close to the band edges) and deep
states. The effect of shallow traps is less severe on the device performance
since the trapped charge can be thermally re-emitted to the closer band edge
(CB for electrons and VB for holes). Thus, the recombination is less likely
in the shallow defects. However, in the case of deep states, recombination
becomes more likely since the thermal energy is insufficient to free the trapped
charges which directly affects the photocurrent density. Therefore, the deep
defect states are known as recombination centers that deteriorate the device
performance.
The third type is Auger recombination which is similar to band-to-band
recombination, yet the excess energy is transferred from the relaxed electron to
an adjacent electron in the CB. Thence, the new excited electron is thermally
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relaxed back to the edge of conduction band. This type of recombination is
more frequent in material with high carrier density. This relies on the intensity
and fluence of photoinjection.

Figure 2.22: Schematic illustrating the non-radiative Auger recombination.
The definition of these recombinations lead to another decisive intrinsic
property that can quantify the recombination process and the quality of a fabricated solar cell known as carrier lifetime τ . It basically measures the average
time that an excited carrier maintains its excited state before it annihilates in
a recombination. The relationship between the carrier lifetime and the recombination rate is reversible so the good solar cells should have longer carrier
lifetime accompanied with lower trap density and radiative rate. This implies
most of generated photocarriers are extracted as current which boosts the
device efficiency [46, 47]. The carrier lifetime can be measured experimentally
through the photoluminescence decay measurements which will be discussed
later.
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The recombination mechanism can be denominated based on the number
of involved charges in the process. For instance, SRH recombination involves
a trapped charge in the recombination,thus it can be monomolecular recombination. In a similar manner, band-to-band recombination is called bimolecular
recombination since it involves a free electron in the conduction band and a free
hole in the valence band. Auger recombination is trimolecular recombination
which requires a contribution of three charges. the equations that describe the
relationship are:
dn
= G(n) − R(n)
dt

(2.3.5)

where G represents the photocarrier generation rate, and R represent the
recombination rate.
R = Rrad + RSRH + RAuger

(2.3.6)

Rrad represents band-to-band recombination rate, RSRH is the trap-assisted
recombination rate, and RAuger refers to the auger recombination rate.

Rrad = Br (np − n2i )

(2.3.7)

where n and p are the density of free charges, Br is the radiative recombination
coefficient.

RAuger,e = Ce n2 p

(2.3.8)

RAuger,h = Ch p2 n

(2.3.9)

where Ch and Ce are Auger recombination constant for holes and electrons, p
and n are density of charges in a system.
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RSRH,h = σh νh nh NT,e

(2.3.10)

RSRH,e = σe νe ne NT,h

(2.3.11)

where σe and σh are the capture cross section for electrons and holes, νe and
νh are the thermal velocity of electrons and holes, and NT,e and NT,h are the
trap density that trap electrons and holes
In the case of low photoinjection (low fluence), the most dominant recombinations are trap-assisted and radiative recombination, whereas Auger recombination can be neglected [48]. Therefore, the average carrier lifetime in solar
cells extracted from PL decay measurement can be expressed as:

τP L =

1
Rrad + RSRH

(2.3.12)

and the PL intensity is proportional to the radiative recombination rate:

IP L ∝ Rrad

(2.3.13)

Carrier lifetime can define another important property for solar cells,
which is the carrier diffusion length (L). It refers to the distance that a carrier
can pass inside a material before it is annihilated. Measuring this property
is crucial to determine the proper film thickness where the carriers can be
extracted efficiently.
√
L=
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Dτ

(2.3.14)

where D defines the diffusion coefficient:

D=

K T 
B
µ
q

(2.3.15)

and µ is the charge mobility, KB is Boltzmann constant and T is the system
temperature.

2.3.3

Shockley-Queisser (SQ) limit

In 1961, Shockley and Queisser worked on calculating the maximum theoretical efficiency (called detailed balance limit) that can be obtained from an
ideal P-N junction solar cell. They considered the aforementioned mechanisms
of carrier generation, transport and recombination (only radiative recombination); besides, they account for black-body radiation loss and absorption loss
(figure 2.23) [49, 50].
Their work established the upper efficiency limit for a single junction to be
33.7% for a solar cell with Eg = 1.34 eV under AM1.5 condition. A reduction
in collected photogenerated charges combined with an increase in the open
circuit voltage VOC is reported for Eg > 1.34 eV, whereas an increase in the
photogenerated charges accompanied with reduction in VOC is observed for Eg
< 1.34 eV (figure 2.24) [51]. There are various reported methods to overcome
the SQ limit that have shown promising results i.e. tandem solar cells, hot
carrier solar cells, and photon upconversion [52–55].
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Figure 2.23: A) The AM1.5 spectrum experiences absorption loss in the Earth’s
atmosphere. Another loss mechanisms are presented: absorption loss for
photons with hν < Eg denoted for (Si bandgap - dashed line) , thermal loss due
to thermalization of photon absorption with hν > Eg , and voltage loss due to
non-radiative recombination that affects the separation of quasi-Fermi levels
(onset), B) SQ detailed-balance limit (the black line) as a function of the
bandgap in the region between 0.5 - 2 eV. The gray lines represented 75%and
50% of the theoretical SQ limit achieved by various solar cell technolo-gies
assigned corresponding to their bandgaps (based on 2016 data) [From A.
Polman et al., Science 352, aad4424 (2016). Reprinted with permission from
AAAS][50].
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Figure 2.24: Solar cell parameters: open circuit voltage voc, short circuit current JSC , and fill factor FF as a function of band gap represented according to
SQ limit (based on 2016 data) [From A. Polman et al., Science 352, aad4424
(2016). Reprinted with permission from AAAS] [50].
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2.3.4

Solar cell characterization

When a solar cell is radiated by sun light, it generates photoexcited carriers (J) and photovoltage (V) that delineates the produced electrical power
according to this relation:
P = J.V

(2.3.16)

and to describe the performance of a solar cell, the current density - voltage (JV) curve is used (figure 2.26). There are several key parameters educed from
this curve which determine the power conversion efficiency of a cell (PCE%).
To elicit this relationship, the solar cell is illuminated under an applied voltage
to extract the produced photocurrent.

Figure 2.25: The equivalent circuit with a single diode model of solar cell
under illumination.
To discern the electrical performance of a solar cell, the single diode equivalent circuit model is presented in figure 2.25 where Rs and Rsh represent the
series and shunt resistance, respectively. In the absence of light , the solar cell
performs under bias voltage as a large diode generating Jdark current linked to
recombination pathways in the device (bias-dependence recombination) [56].
Therefore, measuring Jdark is a considerable indication of the recombination
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in the device:
h
 qV 
i
Jdark (V ) = J0 exp
−1
nkB T

(2.3.17)

where V is the external applied voltage, J0 is the saturation current, n is the
diode ideality factor (usually 1 but can deviate to 2), kB is Boltzmann’s constant, and q is the elementary charge.

Figure 2.26: The typical J-V curve characterizing the performance of a solar
cell. The red curve defines the solar cell performance under illumination and the
green curve defines the performance in the dark. The principle parameters are
defined.
Under illumination, the solar cell can operate in two mode, short circuit
mode that defines the short-circuit current JSC (where V = 0) and open circuit
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mode that determines the open-circuit voltage VOC (where J = 0). Those two
parameters are the maximum photocurrent and photovoltage that device can
produce. Hence, upon applying an external bias voltage on illuminated solar
cell, the net value of generated current can be expressed as:

J(V ) = JSC − Jdark
h
 qV 
i
−1
= JSC − J0 exp
nkB T

(2.3.18)
(2.3.19)

and the open circuit voltage is expressed as:

VOC =

nkB T
JSC
ln (
− 1)
q
J0

(2.3.20)

both parameters are intensity-dependent; thus, dictating standard conditions
for solar cell characteristic comparison is mandatory. These standard conditions are 25◦ C for operating temperature, 1000 W.m−2 for incident power
intensity, and AM1.5 for light spectrum.
Do to the effect of parasitic resistance (Rs and Rsh ) on the device performance, the maximum values of J and V are below the JSC and VOC respectively,
which defines new parameters: VM P P , JM P P , and maximum power point PM P P
(figure 2.26) expressed as:

PM P P = VM P P .JM P P

(2.3.21)

where the maximum power point is considered as the operating point for a
solar cell.

59

Extracting these parameters for a solar cell advances the characterization to another parameter called fill factor (FF) which describes the actual
generated power in comparison to the ideal power of a solar cell:

FF =

VM P P .JM P P
PM P P
=
Pideal
VOC .JSC

(2.3.22)

which is defined by the brown rectangle in figure 2.26.
Finally, the solar cell efficiency η is calculated from the maximum power in
respect to the intensity of incident light:

η=

VOC .JSC .F F
PM P P
=
Plight
Plight

(2.3.23)

As mentioned before, the parasitic resistances (Rs and Rsh ) have a paramount
influence on the performance of a solar cell and its J-V curve. The series resistance Rs , which emerges from adding all the contact resistances that carriers
encounter while moving inside the device, reduces the sharpness of J-V curve
and directly affects the MPP and reduces FF (figure 2.27).

Shunt resistance Rsh , on the other hand, refers to the resistance to shunting and forming short circuit through pinholes and selective contacts. This
resistance directly affects FF by reducing the collected photocurrent and generated voltage. Accordingly, the ideal performance would be acquired when
Rs ∼ 0 and Rsh ∼ ∞ (figure 2.27).
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Figure 2.27: The effect of parasitic resistances on the shape of J-V curve where a
low shunt resistance Rsh (blue) leads to a reduction in the collected charges,
whereas an increase in series resistance Rs (green) leads to a reduction in the
curve steepness and decreases the maximum power point MPP.
The final diode equation for J-V curve including the parasitic resistance
will be:

"

J(V ) = JSC

#
 q(V + J.AR )

V + J.ARS
S
− J0 exp
−1 −
nkB T
RSh

(2.3.24)

where A is the device area and J is the current density, thus J.A = I (current
intensity).
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2.4

Perovskite solar cells

Recently, perovskite solar cells have dominated the researchers’ interest
around the world and achieved unpresented strike efficiency improvement. The
next section is dedicated to explore the perovskite merits, fabrication methods,
and the current developments.

2.4.1

Crystal structure

Figure 2.28: The crystal structure of ABX3 perovskite where A is a monovalent cation centered in a cuboctahedral AX12 (right) and surrounded by 8
BX6 octahedral (left) [Reprinted with permission from H. Kim et al., J. Phys.
Chem. C 2014, 118, 11, 5615-5625. Copyright (2014) American Chemical
Society][58].
The first perovskite material (CaT iO3 ) was discovered in 1839 in the
Ural Mountains of Russia and named after the mineralogist Lev Perovski [57].
This material has a unique crystal structure following the stoichiometry of
ABX3 where A is a large monovalent cation centered in a cuboctahedral and
surrounded by inorganic 8 BX6 octahedral (figure 2.28), where B is a smaller
divalent metal cation, and X is a monovalent anion (halogen in solar cells)
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[58]. Thus, any material that has the perovskite crystal structure is named a
perovskite material.
Perovskite solar cell is considered as the new promising generation of thin
film solar cell that utilizes perovskites as the absorber layer. The generic
compound of perovskite consists of (organic, inorganic) or a mix in A site,
(Lead Pb, Tin Sn, Germanium Ge) or a blend in B site, and halide (Iodide I,
Bromide Br, Chloride Cl ) or a combination in X site. The effect of replacing
or mixing these constituents will be addressed later.
In order to form a stable perovskite structure, two rules that govern the
chosen candidates of cations and anions, known as Goldschmidt’s tolerance
factor(t) and octahedral factor(µ), have to be considered. These rules calculate
the maximum and minimum limits of constituent’s ionic radii in A, B, and X
sites (RA , RB , RX ) to form a stable 3D perovskite crystal.
RA + RX
t= √
2(RB + RX )

µ=

RB
RX

(2.4.1)

(2.4.2)

For halide perovskites, to form a stable cubical structure, the tolerance
factor should fall in a range of 0.85 < t < 1.11 with a preferable value toward
the higher limit (t ∼ 1). Also, it is essential for octahedral factor to be above
(µ > 0.442) in order to form stable BX6 octahedral resulting in perovskite
structure (figure 2.29) [59, 60].
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Figure 2.29: A 2D mapping of frequently employed perovskite halide compounds with respect to their tolerance and octahedral factors. [Reproduced
from reference [59] under CC BY NC ND License].
Although the library of applicable perovskite compounds for PV application expands swiftly [59, 61], the well investigated ones contain inorganic A
cations i.e. Cs+ and Rb+ , and/or organic molecules i.e. methylammonium
(CH3 NH3 / MA+ ) and formamidinium (CH(NH2 )2 ) [62–64]. Additionally, the
theoretical calculations presume any divalent metal
can serve in B site, yet
+
the convenient optoelectronic properties are found when using Pb+ , Sn+ and
Ge+ [65, 66]. The most outstanding optoelectronic and optical properties of
perovskites are revealed when using I− , Br− , and Cl− in halide X site [67].
Based on the constituent in this composition, the formal name for perovskite
solar cell has been hybrid organic-inorganic perovskite HOIP.
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2.4.2

Fundamental properties and issues

2.4.2.1

The tunability of bandgap and crystal structure

There are several spectacular properties of perovskites arising from versatile chemicals constitute these materials. The compositional engineering of
perovskites allows facile tunability of the optical and optoelectronic properties
over the entire visible range by ion substitution in A, B ,and X positions (figure 2.30) [68]. For instance, the band gap of perovskites can be tuned from
1.2 eV (FA0.75 Cs0.25 Sn0.5 Pb0.5 I3 ) to 2.3 eV (CsPbBr3 ).

Figure 2.30: The power conversion efficiency (PCE%) as a function of absorption onset for various metal halide perovskite compositions with respect to SQ
limit. [Reproduced with a permission from E. L. Unger et al., J. Mater. Chem.
A, 2017,5, 11401-11409. Copyright (2017) Royal Society of Chemistry][68].
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In principle, the bandgap of lead halide perovskite APbX3 is larger than
the tin halide perovskite ASnX3 , while mixed Pb1−x Snx is even lower than both
of them individually in a phenomenon called bandgap bowing [69]. Additionally, as the iodide I is replaced by bromide Br or chloride Cl, the band gap
enlarges [70]. Concurrently, the absorption band edge can be shifted to produce wide range of optoelectronic devices.
Along with bandgap tuning, the crystal structure can be also modulated by changing the size of A ion.

In order to form a 3D perovskite,

the ionic radii of A site should not exceed 260 pm [71, 72]. Increasing the
cation size from a small inorganic Cs+ (198 pm) to a larger organic molecule
MA+ (217pm) not only reduces the band gap from 1.73 - 1.6 eV but also
mutates the crystal structure from orthorhombic to tetragonal at room temperature [73]. Moreover, going from a small organic molecule MA+ to a larger
one i.e FA+ (253 pm) results in further reduction of the band gap to ∼1.5
eV and shifts toward stable cubical structure at room temperature [62–64].
However, replacing the inorganic cations with smaller than Cs+ i.e. Rb+ will
hinder the perovskite structure formability, while integrating larger organic
molecules (i.e. NMA+ - naphthylmethylammonium) can reduce the system
dimensionality toward (0 D) (figure 2.31) with strong enhancement of quantum confinement phenomenon [72, 74].
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Figure 2.31: Altering the dimensionality of ABX3 crystal from 3D TO 0D
by changing the size of the organic molecule in A site. [Reproduced with a
permission from C. Zhou et al., ,Mater.Sci.Eng.R 2019, 137, 3865. Copyright
(2018) Elsevier] [72].
Not only the type of A cation can modify the crystal structure of halide
perovskite, but also the operation temperature has a similar effect. For instance,
MAPbX3 experiences phase transition by going from Room temperature ∼
300 K to ∼ 160 K know as temperature-dependent phase transition (figure
2.32) [75]. This happens due to the molecular motion of organic ions which
include two kinds of orientation disordered: the molecular orientation around
C-N axis, and the orientation of C-N axis in relation to the crystal axis. At low
temperature, the organic molecule is semi-restricted due to the limited thermal energy; however, as the temperature increases, the molecule gains more
freedom to move in other directions (higher degree of freedom) which affects
the final crystal s tructure [ 75].
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Figure 2.32: Different crystal structures for MAPbX3 occur due to the various
possible orientations of organic molecule CH3NH3 as a function of available
thermal energy where arrows represent the orientation of C-N+axis.[Reproduced
with a permission from N. Onoda-Yamamuro et al., J. Phys. Chem. Solids1990,
51, 1383-1395. Copyright (1990) Elsevier] [75].
It is worth mentioning that the change in the crystal structure as the temperature decreases is accompanied by volume enlargement i.e. cubic structure
at ∼ 327 k (253.5×106 pm3 ) to tetragonal structure at ∼ 162 k (992.6×106
pm3 ) in MAPbI3 [46]. Furthermore, as the size of organic cation increases,
the void of cuboctahedron is further occupied; thus, additional constrains are
applied on the thermodynamic motion of the organic molecule influencing the
carrier life time and Rashba effect negatively [76]. Undoubtedly, the organic
molecule has a distinguished impact on the optical and optoelectronic properties of perovskites as presented in the next section.
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2.4.2.2

The optical and optoelectronic properties

Among the astonishing tailorable properties of perovskites is the high
absorption coefficient in the visible range of light spectrum (∼ 104 cm−1 )
accompanied with a sharp band onset (indicating a direct bandgap) that can
be shifted via compositional engineering [77,78]. As previously mentioned, the
optical absorption onset can be modified through partial or full replacement
of perovskite’s ions. In a study conducted by McMeekin et al., the optical
band gap has shifted over 350 nm through compositional engineering where


they increase the Br portion from x= 0 to x=1 in FAPb(I(1−x) Brx )3 , and


FA0.83 Cs0.17 Pb (I(1−x) Brx )3 [79]. This establishes a feasible method to produce LED covering the visible spectrum [80]. Additionally, the formability
of bandgap tuning allows for progressing in all perovskite tandem cell with
efficiency as high as 25.5% [54, 81].
Beside the high optical absorption, perovskite have exhibited remarkable
carrier transport properties under illumination. An impressive combination of
high carrier mobility, long carrier lifetime, long diffusion length, and extreme
defect tolerance considering solution-based fabrication of these cells have been
confirmed [82–86].
The high diffusion length accompanied by high absorption coefficient permit the sub-micron perovskite absorber layer to fully operate at high efficiency. This achievement is of importance for cost-efficient commercialization.
Although the reported diffusion length of perovskites has varied widely from
1µm to 3 mm, due to implementing different experimental methods [83, 86], a
recent study presented by Nam Jeon et al. reported a value of 2.6 µm under
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Figure 2.33: The tunable absorption curves of engineered compositions
FAPb(I(1−x) Brx )3 , and FA0.83 Cs0.17 Pb(I(1−x) Brx )3 .[From D. McMeekin et
al.,Science 351, 151155 (2016). Reprinted with permission from AAAS] [79].
contactless measurement of single crystal perovskite [87]. The same study also
have reported a carrier mobility of 2.7 cm2 .V−1 .s−1 . In addition, the balanced
diffusion length of perovskites’ generated carriers indicates ambipolar characteristics with high diffusion coefficients of electrons and holes [88]. With this
in mind, the diffusion length strongly depends on the cell structure (planer or
scaffold) and the growth conditions [46].
The perovskite resistivity, which impacts the electronic properties of photogenerated charges is highly dependent on the organic cation A, the order
of crystallinity, and the perovskite dimension. A smaller cation reveals higher
resistivity variation upon thermal heating and cooling in comparison to a larger
cation (figure 2.34). Additionally, a single crystal perovskite may display a
lower resistivity by ∼ 4 order of magnitude than the pellets perovskite of the
same material [84]. Furthermore, the 2D perovskites exhibit higher resistivity
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than 3D perovskites inversely proportional to the number of inorganic layers
n separated by large organic cations [85].

Figure 2.34: The temperature - dependent resistivity of a) CH3NH3SnI3 showing higher resistivity variation upon heating and cooling compared to b)
HC(NH2)2SnI3. [Adapted with permission from C. C. Stoumpos et al.Inorg.
Chem. 2013, 52, 9019-9038. Copyright (2013) American Chemical Society][84].

One of the pivotal properties of perovskites is the giant dielectric constant (GDC) which is enhanced under illumination and determines the binding
energy Eb of photogenerated excitons [89]. It is known that when a semiconductor is illuminated, the photogenerated carriers are produced in form of excitons (h-e pairs) which are bounded through electrostatic Coulomb attraction
force. Based on the strength of bending energy, these excitons may dissociate
at room temperature producing free carriers that can be extracted through
the selective layers forming electricity.
In perovskites, the dielectric constant is high due to the significant contribution of the organic molecules resulting in low binding energy, in range of
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10 - 16 meV [90]. Thereby, under low photoinjection (when excitation density
61015 cm−3 ), the generated excitons dissociate spontaneously at room temperature to form free carriers [91]. Consequently, these free carriers interact
with the soft crystal of perovskite causing local distortion driven by the electrostatic Coulomb interaction force between these carriers and the ions known
as polarons.
A polaron is a quasiparticle generated when a free carrier (electron or hole)
is placed in a solid crystal [92]. The surrounding ions adjust their positions
slightly to balance the electrostatic interaction with the free carrier forming
a cloud of distorted crystal around this carrier and can be distinguished as a
small or large polaron based on the size of distorted cloud [93].
In perovskite,the created polarons are large and have momentous effect
on the carrier lifetime and mobility [94]. Zheng and coworker highlighted the
effect of large polaron formation on the carrier mobility of MAPbI3 considering
the effect of organic motion and dynamic vibration of PbI3 [95]. The final
result confirmed the positive effect of polaron on carrier protection against
defects and recombination which explains the high defect-tolerance and long
carrier lifetime of these materials. On the other hand, the polarization effect
of polarons further centralize the electrons and slow down their mobility by
roughly a factor of two [95].
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Figure 2.35: A theoretical prediction of the polaron formation in MAPbI3.
A) the neutral and b) distorted (polaron -1) clusters. c) a comparison of
neutral (red) and distorted (blue) structure of the inorganic frame PbI3 where
a noticeable bending accompanied with elongation are predicted [Reproduced
from reference [94] under CC BY NC ND License].
To conclude the properties’ discussion, we should mention the defect
nature in perovskites as an appreciable characteristic of semiconductors. In
an ideal crystal structure, every atom occupies a localized point in a lattice;
however, the ideal semiconductor cannot be fabricated in reality [96]. Indeed,
there are various defects that unavoidably exist in a crystal structure while
fabrication like point defects (1D) i.e. vacancies, antisite, or interstitials, and
planar defects (2D/3D) i.e. grain bounders and surface/interfaces which may
trap or s catter the photocarriers and adversely affect the device performance
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(figure 2.36). They are also associated with hysteresis behavior, non-radiative
recombination, and ion-migration effects in perovskites [97–100]. Contrarily,
another type of favorable defects is purposefully introduced through doping
to enhance the material properties and performance i.e. doping with C60 to
promote the perovskite conductivity [101].

Figure 2.36: An ideal crystal structure and various types of defects in a semiconductor. [Reproduced with a permission from C. Ran et al. Chem. Soc.
Rev., 2018,47, 4581-4610. Copyright (2018) Royal Society of Chemistry] [96].
To manage and remedy the effect of defects on the device performance,
it is essential to understand the science of these defects and the formation
conditions. Regarding point defects, their presence in a system rely deeply on
the formation energy where deep or shallow trap states can be formed. The
locations of these defects are identified by energy levels within energy bands
(CB, VB, and Bandgap).
In the scenario of shallow defects, they require low formation energy and
located close to CBM and VBM [102]. Hence, the trapped charges in these
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defects can be detrapped thermally at room temperature which reflect a negligible effect on the device performance. On the other hand, the deep defects
that are located in the middle third of the bandgap require high formation
energy; thus, they function as charge recombination centers, and the trapped
charges are likely to non-radiatively recombine which gravely affect the device
performance [102].
The required energy to initiate these defects depend heavily on the fabrication conditions i.e. precursor concentration, additives, solvents, precursor
ratio, and thermal annealing [96]. Therefore, the effect of these defects can
be constringed through the chosen conditions of fabrication. For instance, the
weak van der Waals interaction between H and I in FAPbI3 leads to formation
of deep trap states that can hinder the device performance [103]; however,
these defects can be avoided by growing the film in I-rich environment as
explained experimentally through the presented work by Ran et al [104].
In general, the majority of computational work (using density functional
theory DFT) to study the defects’ formation and impact on the device performance conclude that the defects’ nature in perovskite do not tend to form
deep-level states which explain the defect-tolerance merit of these materials [105, 106].

2.4.2.3

Stability and toxicity concerns

Despite the phenomenal properties of perovskite materials, there are some
limitations that have impeded the perovskite progress to the commercialization stage. In order for a photovoltaic device to be certified for the consumer
market, it has to successfully pass the standard stability tests (International
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Electrotechnical Commission - IEC ) to verify the device functionality, stability, and durability [107].
To permit the competition of perovskite photovoltaics in the market
against the existed, reliable technologies, the reported degradation mechanisms (thermal, chemical and structural degradation) under ambient conditions have to be overcome and the toxicity issue, regarding the lead usage, has
to be addressed [108]. The structural-thermal instability may occur in two
scenarios, phase transition and composite degradation.
Regarding the formal instability mechanism, several experimental and
theoretical studies have reported the perovskite phase transition at critical
temperature points i.e. MAPbI3 undergoes two phase transition as the external temperature increases [109, 110]. The first phase transition occurs around
160 K where the crystal structure alters from orthorhombic to tetragonal. As
the temperature continues elevating, the second phase transition takes place
around 320 K to become cubic. Unquestionably, as the crystal structure transforms, the optical and optoelectronic properties related to the bandgap also
are modified which emphasizes a thermal stability issue (figure 2.37) [111,112].
Consequently, the device may fail the thermal stability test that requires the
structure to survive 200 thermal cycles between -30◦ C and +85 ◦ C [107].
Regarding the composite degradation mechanism, since this type of hybrid
perovskite comprises organic molecules, the exposure to high temperature in
the service field may promote the evaporation of these molecules (due to their
low melting point) giving rise to non-perovskite (photo-inactive) lead-halide
structure [110]. This degradation mechanism is harshly expedited at the presence of humidity which demonstrates a chemical instability toward water or
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any polar solvent, in general. The organic nature of these molecules tends to
form stronger bonds with water molecules rather than with PbI2 cages which
rapidly degrade the perovskite at ambient conditions [113, 114].

Figure 2.37: The mobility and diffusion length of photogenerated carriers in
MAPbI3 as a function of temperature where the crystal structure undergoes
thermally - induced phase transition. [Reproduced from reference [111] under
CCA License].
Although a low level of humidity exposure can be beneficial for the crystal
growth and the performance of perovskite solar cell [115], the continued exposure to higher relative humidity level (subjected to the ambient conditions)
can impact the device performance adversely. As long as the organic molecules
remain in the perovskite structure, the hydration and dehydration mechanisms
(H2 O intercalation into/ extraction from the perovskite) can reversibly occur
following the next chemical equation:
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H2 O

−−
CH3 NH3 PbI3 (s) )
−*
− CH3 NH3 I (aq) + PbI2 (s)

(2.4.3)

Upon further exposure to humidity:
H O

2
CH3 NH3 I (aq) −
)−
−*
− CH3 NH2 (aq) + HI (aq)

(2.4.4)

This disintegration of MAPbI3 can reach an equilibrium resulting in co-existence
of CH3 NH3 I, CH3 NH2 , and HI in the film. However, the perovskite hygroscopicity and vulnerability to other degradation factors i.e. heat, oxygen, UV
radiation, and a bias may weaken the hydrogen bonds advancing to further
perovskite decomposition (figure 2.38) [116]:

O

2
4 HI (aq) −−→
2 I2 (s) + 2 H2 O (l)

UV

2 HI (aq) −−→ H2 (g) + I2 (s)

(2.4.5)

(2.4.6)

Undoubtedly, the perovskite stability poses a big challenge lingering the
progress toward the market production for such a superior material. Therefore, a substantial effort has been dedicated to understanding the underlying
degradation mechanisms in order for them to be treated. Two methods have
shown an appreciable improvement in perovskite stability: the compositional
engineering through ion substitution, and the addition of encapsulation systems that physically protect the photovoltaics [117, 118].
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Figure 2.38: The decomposition of MAPbI3 as a result of losing the organic
molecules MA+ from the structure leaving only the inorganic PbI2 [Reproduced
with a permission from Z. Fan et al., Joule, 1, 3, 2017, 423-424. Copyright
(2017) Elsevier] [116].

2.4.3

Device architectures and fabrication

The experimental exploration of perovskite properties have lead the evolution of device architecture reaching the current stage. In 2009, Kojima et
al. reported the first use of perovskite material (MAPbI3 and MAPbBr3 ) as
a sensitizer in dye-sensitized solar cell (DSSC) [119]. At that point, the conductivity of perovskites was not discovered, and they were used solely for light
absorption. The issue with this version of solar cell was the utilization of liquid
electrolyte that rapidly dissolved the perovskite layer.
In 2012, the liquid electrolyte were replaced with spiro-OMeTAD [2,2’,7,7’tetrakis-(N, N-di-p-methoxyphenilamine)9,9’-spirobifluorene] as a solid-state
hole-transport material (ss-DSSC) that did not dissolve perovskites [120, 121].
The first improvement to 9.7% was achieved by Kim et al. through the use
of TiO2 as (n-type) electron-transport material with spiro-OMeTAD [120].
However, the latter work done by Lee et al. where they replaced TiO2 with
Al2O3 not only improved the conversion efficiency to 10.9%, but also revealed
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the perovskite electron-conductivity [121]. Subsequently, the hole-conductivity
was also confirmed through Etgar et al. work when they eliminated the holetransport material HTM and achieved efficiency of 5.5% [122].
Revealing the optical and electronic properties of perovskites have led to
structural-evolution from scaffold mesoporous structure to planer heterojunction structure with surpassing results [123,124]. Therefore, the current applied
architectures of perovskite solar cells are regular n-i-p structure where the holetransport material HTM is deposited on top of perovskite, and inverted p-i-n
junction where the electron-transport material ETM is deposited on top of
perovskite thin film (figure 2.39) [125–127].
The surpassing properties achieved by planer architecture accompanied
by the bandgap tunability of perovskites, have paved the way for developing
si-perovskite and all-perovskite tandem solar cell [128, 129].

Figure 2.39: The architecture of perovskite solar cells in both planer and
mesoporous structures where a), b) are n-i-p and c), d) are p-i-n stacking
[125].
Diverse deposition methods have been implemented to achieve full-coverage,
high quality, and large-scale perovskite solar cells including solution and evapo80

ration deposition. Although the vapor deposition technique produces high coverage thin films, the feasibility of wet chemical deposition has driven the solvent
engineering to improve the produced thin films. The solution-based deposition
can be done in one step (anti-solvent quenching) or two steps (sequential deposition) using various techniques like spin coating [130], spray coating [131] ,
Doctor blade coating [132], and slot-die coating [133] (figure 2.40) [134]. In the
presented work here, we used one step spin coating technique in combination
with anti-solvent quenching using CB.

Figure 2.40: Large-area deposition techniques to fabricate perovskite solar cells
a) spin-coating technique (anti-solvent quenching), b) spray-coating technique
(sequential deposition), c) Doctor blade coating technique, d) Slot-die coating
technique [Reproduced from reference [134] under CC BY NC ND License].

81

2.4.4

Why FAMACs?

Regarding the aforementioned solutions for perovskite stability, the compositional engineering via addition and/or substitution of chemical constituents
have cured this issue to some extent. In this context, the initial effort to
enhance MAPbI3 stability was through cation substitution of (MA+ ) with
larger organic molecule (FA+ ) [62]. Although FAPbI3 shows promising optoelectronic and structural properties, it is not stable in the presence of moister
or at low temperature (< 60 ◦ C) where a phase transition to yellow nonperovskite phase (δ-FAPbI3 ) occurs [62, 84, 135].
As a consequence, the partial replacement approach has employed where
a stable, black version of FAPbI3 is achieved through partial substitution of
FA+ with small concentration of MA+ that was reported by Pellet et al. [136].
However, the yellow phase was not fully eliminated until the addition of MABr
to FAMAPbI3 where the chemical modification enhanced the structural stability through internal stress [77].
Despite the Superior performance of FAMAPb(I(1−x) Brx )3 , this composition tends to form halide segregation regions under a bias voltage or light [137].
One of the powerful methods to mitigate this behavior is the insertion of inorganic cations i.e. caesium (Cs) and rubidium (Rb) in A-site cation, which not
only exceedingly enhance the structure stability, but also the device performance [117,118,138]. In a recent work reported by Dang et al., they found the
addition of inorganic cations dictate the crystallinity where a direct formation
of perovskite structure is induced before thermal annealing, which enhances
the device performance and reduce the phase segregation. Due to the enhanced
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stability and performance of mixed-cation mixed -halide, we decided to apply
FAMACs to the laminated structure.

2.4.5

Commercializing perovskite solar cells

From possessing unpresented properties and superior performance to the
handy, cost-effective fabrication of rigid and flexible devices, perovskites solar
cells (PSC) have enticed world-wide researchers and investors to push this
technology to the consumer market. In near a decade, the technology has shot
from the laboratory size, to the industrial production for vast range of applications. This new technology has unraveled the bright horizon of green energy
production, since it can be fabricated from low cost, abundant materials at
relatively low temperature, fitting many applications from wearable clothes to
zero-energy buildings. To appreciate the prospective potential of this material,
it is imperative to address the current and prospective entity of PSC.
Currently, the efficiency of perovskite solar cells has exceeded 25.2% for
single junction and 28% for tandem solar cells, which establish a vigorous
competition with long-existing technologies i.e. silicon, CiGe, and CdTe PVs
[15]. What advances perovskite solar cell over the other technologies is the
production cost that is expected to be ∼ 50% lower than conventional SiPVs [139]. According to the PV performance golden triangle, PSCs have to
surpass the durability competition with a comparable period (∼ 25 year) in
order to dominant the consumer market (figure 2.41) [108]. Additionally, the
stability and reliability tests for perovskites have to be standardized in order
to obtain comparable results [140].
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Figure 2.41: A) the golden tingle of solar cell performance is symbolized by the
three key aspects: cost, lifetime, and efficiency. B) a comparison between
perovskite and silicon solar cells considering the aforementioned aspects (published 2017). [Reproduced from reference [108] under CCA License].
Under the appealing features of perovskite solar cells, several companies,
i.e oxford PV (U.K.), Frontier Energy Solution (South Korea), and Saule
Technologies (Poland) have been constructing and about to launch their pilot
production lines for commercial purposes [141]. By 2019, Oxford PV has raised
about $100 million to fund commercializing perovskite-to-silicon tandem solar
cells where they achieved a PCE of 28%, for a 1 cm2 tandem cell certified by
Fraunhofer ISE, and claimed to be one-fifth more powerful than top-of-the-line
commercial solar panels [141].
Furthermore, Saule Technologies has already produced two commercialscale products. The first one is a module installed in Henn na hotel - Japan,
which contains 72 perovskite solar cells sandwiched between two transparent
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materials and produces 15W illuminating the hotel billboard. The other product is a perovskite solar panel installed on Skanska building as the first tested
product from their joint project with Saule Technologies toward zero-energy
building. It is a large perovskite panel (1.3 m × 0.9 m) contains 52 photovoltaic modules made by ink jet printing and planned to be officially launched
by 2021 [142].
Once the scalability, durability, and reliability issues are addressed, this
new technology could be a game-changing not only for developed countries
but also for developing countries where the production cost crucially matters.
Tremendous momentum and efforts are dedicated to reach sooner the reliable
perovskite solar cells in the commercialization state [143].

Figure 2.42: A plot summarizing the efficiency of perovskite devices and modules as a function of their size where they are clustered according to the fabrication method (left) [Reproduced with a permission from F. Huang et al.,
Energy Environ. Sci., 2019,12, 518-549. Copyright (2019) Royal Society of
Chemistry][143], and a perovskite module produced by ink jet at Saule Technologies for industrial production (right) [142].
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2.5

Device characterization techniques

In the presented work, several characterization tools have been used to
gauge the changes that happen in the perovskite film and perovskite solar cell
throughout the experiments. In this section, we briefly mention the working
principles of these tools and their functions in our work.

2.5.1

UV-Vis Spectroscopy

This instrument is used to calculate the absorption spectrum of a perovskite thin film covering extended ultraviolet-visible range (200 nm- 1100
nm) [144]. It can either measure the absorption directly, or measure the
transmission and reflection, using the integrating sphere, where the absorption eventually is calculated as:

Absorption% = 100 − (transmission + Ref lection)

(2.5.1)

where the latter method is used for high accuracy.
The principle of this instrument is illustrated in figure 2.43. To cover the
UV-Vis spectrum range, two sources of light are usually used: a deuterium
lamp to cover the ultraviolet range ∼ 190 - 350 nm, and a tungsten filament
lamp that covers the visible to near infrared IR range ∼ 350 - 1100 nm.
In the beginning, a light source illuminates the sample through a monochromator to generate monochromatic beam. The beam then is split equally to
pass through the sample and a calibrated reference. Then, the measured sample absorbs photons which causes intensity attenuation. The attenuated light
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intensity I is detected by a photodetector and compared to the one from the
calibrated reference Io to calculate the absorbed spectrum. The result is plotted as (intensity vs. wavelength)[144].

Figure 2.43: A schematic illustrating the working principle of UV-Vis spectroscopy [144].

This instrument can reveal the bandgap of a semiconductor where electrons start to absorb the photons that have equal or higher energy than the
bandgap (Eph > Eg ) according to this equation:

E=

hc
λ

(2.5.2)

where E is the photon energy, h is Planck’s constant, c the speed of light and
λ is the photon wavelength.
That means the absorption onset defines the optical bandgap for a semiconductor. It also provides useful information regarding the type of bandgap
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(direct-indirect) and the DOS for sub-bandgap states (defects) based on the
onset steepness.
In our work, we used the integrating sphere presented in figure 2.44 to
acquire higher accuracy by collecting all the transmitted and reflected light
from a sample [145].

Figure 2.44: A schematic illustrating the working principle of the integrating
sphere used in UV-Vis spectroscopy [145].

2.5.2

AFM

AFM s tands f or Atomic Force M icroscopy which i s a s canning prop
microscopy that exploits t he electrostatic i nteraction between t he s ample’s
surface and t he instrument t ip t o collect t opographical i nformation of t he
surface. As i llustrated i n figure 2.45, t he t ip i s placed on t he end of a
cantilever that can deflect based on t he s urface-tip i nteraction. A l aser
beam i s directed t o t he end of t he cantilever t o r ecord all t he deflections and
map t he s urface t opography.
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Figure 2.45: A) a schematic illustrating the working principle of AFM, b) the
operation modes of AFM: contact and non-contact (Tapping) mode [146].
There are two operation modes:contact mode and tapping (non-contact)
mode. In the contact mode, it can operate under a constant force or constant
distance. The distance/force between the surface and the tip is monitored
and regulated by measuring the local height/force of the sample. The tip is
dragged over the sample’s surface in the contact mode, whereas it taps the
surface oscillating in its maximum frequency in the contact mode. In this
work, AFM is used in tapping mode to measure the sample thickness and
surface roughness [146].

2.5.3

TRPL

Time-resolved photoluminescence spectroscopy (TRPL) is a contactless
characterization method that can reveal the quality of a measured film (or
device) through a quantitative analysis of the charges transport and recombination. I t c an define the dominant recombination m
echanism ( radiative,
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SRH/non-radiative, and Auger) based on several variations i.e. the injection
intensity, sample temperature, and sample dimension [147, 148].

Figure 2.46: A) a schematic illustrating the working principle of TRPL [149].
The actual measurement starts by single wavelength laser pulse to excite
the measured sample, and a fast photo-detector (i.e. streak camera, photodiode, or photomultiplier tube (PMT) is used to count the subsequent generated
photons from the excited carriers recombination as a function of time (decay
time) figure 2.46. Based on the sample treatment, the surface, grain boundaries, and bulk recombination can be characterized [147].
A material with a high PL intensity and /or long decay time (long carrier life time) is considered as a high quality material with low non-radiative
recombination centers. This technique is suitable for direct band gap material
where the generated photons are enough for quantified analysis [147, 149].
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2.5.4

TRMC

The time resolved microwave conductivity (TRMC) is a characterization
method that measures the average carrier mobility and life time in both the
bulk and at the interfaces. These values are extracted from the transient
change in microwave reflectivity as a function of time due to photogenerated
carriers by a laser pulse excitation of a sample [150, 151].
In this technique, the measured sample (a photoactive thin film semiconductor deposited on quartz substrate) is excited by a laser pules at a spe-cific
wavelength, which generate free excess carriers (electrons-holes) and lead to
change in the microwave propagation through the sample. The induced
microwave effective conductivity due to photoexcitation (where the real part is
correlated to the electronic change and the imaginary part is linked to the
dipole-momentum change) are extracted from the change in the microwave
power reflected by the sample. Obviously, the sample conductance is corre-lated
to the microwave power alteration where the main parameters (carrier life time,
mobility, and diffusion length) can be deduced from [152]. The change in the
microwave power (4P(t)/P) is linked to the change in the sample conductivity
(4σ(t)) as:

X
4P (t)
= −K 4 σ(t) = Ae
4ni (t)µi
P
i

(2.5.3)

where 4ni represents the excess photogenerated carriers at time t, µi is the
carrier mobility, K is a sensitivity factor that depends on the microwave frequency and sample conductivity but time-independent [152, 153]. Figure 2.47
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illustrates the experimental setup and the measurement principle of TRMC
[154, 155].

Figure 2.47: A) a schematic illustrating the working principle of TRMC [154,
155].

2.5.5

XRD

X-ray Diffraction (XRD) is a characterization technique providing crystallographic information of a sample. Information regarding the crystal phases,
crystal lattice, atomic positions, lattice spacing and crystal size (for polycrystalline material) are carried out from the diffraction pattern [156].
During the XRD measurement, the sample is radiated by monochromatic
X-rays at a range of angles (5◦ -45◦ in our work) where they interact with the
crystal structure and get scattered. Consequently, the constructively interfered
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diffraction is collected through a photodetector to form a diffraction pattern
lauded with the crystallographic information. This constructive interference
is governed by the Bragg’s law:

2d sin θ = nλ

(2.5.4)

where d is interpalnar spacing of the crystal, λ is the x-ray wavelength =1.54 Å,
n is an integer for the diffraction order, and 2θ is the angle between incident
and diffracted rays. By using the Bragg’s peaks positions, the d spacing,
Miller indices (hkl), and crystal sizes are calculated, thus the crystal structure
is revealed (figure 2.48) [157].

Figure 2.48: A) a schematic illustrating the Bragg’s Law [157].

The XRD measurement is used in our work to gauge the change in crystal structure of Perovskite film after lamination and to compare the crystal
structure of SnO2 films prepared by atomic layer deposition and spin coating.
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2.6

Nanoscale science and technology

Since in our study we utilized SnO2 nanoparticles and treated perovskite
from a nanoscale level, it is beneficial to briefly introduce the concept of
nanaoscale science and technology. In order to properly illustrate the aforesaid
concept, we have to define the nano and nanoscal words. Therefore, nano is a
Greek word used to refer to a billionth of a unit (10−9 ) i.e. nanosecond (ns)
is 10−9 sec, and nanometer (nm) is 10−9 m . In addition, nanoscale means
working in a sub-micron level where one or more dimensions of a material are
below 100 nm (1-100 nm) [158].
In fact, nanoscale science focuses on understanding the behavior of nanoscaleconfined matters i.e. (nanoparticels NPs, nanowires NWs) and their physical
interactions. It has been shown that the confined matters can exhibit fundamentally different electrical, mechanical, thermal, and chemical properties
from the bulk version which rely heavily on the size and shape of nanostructures [158, 159]. Consequently, nanoscale technology (or nanotechnology)
can be defined as atomically precise engineering technology where the material design, shape, manipulation, and manufacturing are controlled over the
nanoscale to produce novel products [159].
The laws of classical physics describe our daily life; however, the laws of
quantum mechanics govern the nano-world. Thus, it is pivotal to comprehend
quantum interactions at the nanoscale; to be able to see, manipulate, and
connect nanoscale structures. This also include developing new measurement
and fabrication tools to gain access to the material at the nano-level [159].
By focusing on NPs as an example, they are basically a collective of atoms
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linked together with an average radius between 1 and 100 nm (figure 2.49).
Additionally, NPs possess properties that are more pronounced and effective
than their bulk version which is ascribed to the quantum confinement effect
and enhanced surface-to-volume ratio [158].
The field of nanoscale science and technology is interdisciplinary, where
the current and potential applications are found such as reacting systems and
catalysts, electronics, energy and energy storage, drug-delivery and agriculture sectors. Not only applying the nanotechnology concepts decrease the
matter consumption with advanced performance, but also it opens access to
green solutions that support sustainability [158]. Carbon nanotubes (CNTs),
for example, have driven many chemical, physical and engineering applications due to their astonishing features i.e.chemically-stable, very light yet very
strong, with high thermal and electrical conductivity in one direction (along
the tube axis) [160]. Therefore, many applications have utilized carbon nanotubes like solar cells to enhance electron conductivity, alloy composites for air
craft to enhance the strength and flexibility, and in water purification systems
to advance the contaminant adsorption [159].

Figure 2.49: A schematic illustrating the size of nanoparticles in term of nm
and number of involved atoms. [Reproduced with a permission from M. Nasrollahzadeh et al., Interface Science and Technology, Volume 28, 2019, 1-27.
Copyright (2019) Elsevier] [158].
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The nanoscale material can be fabricated in two ways: top-down and
bottom-up. In the former method, we can utilize semiconductor integrated
circuits to explain the method where nanolithography (either optical or electronic) is used to etch and patter nanostructures on a semiconductor substrate.
On the other hand, the latter method is based on building the nanostructure
up from the atomic level utilizing specific fabrication tools, i.e. atomic vapor
deposition, that produces a precise structure with high packing density [159].
Finally, the National Nanotechnology Initiative (NNI) was initiated firstly
since nanoscale science and technology are expected to have a vast potential economic impact. The existed applications of nanotechnology have proven
their efficiency and capability to revolutionize our future and the development
will be continued [160].
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Chapter 3
Investigating the effect of
lamination on FAMACs
In this chapter, an optimized recipe has been developed to laminate
[Cs0.05 (M A0.17 F A0.83 )0.95 P b(I0.83 Br0.17 )3 ] (FAMACs).

The lamination is a

new architectural method to fabricate self-encapsulated, metal-free perovskite
solar cells. The advanced structure allows for investigation of new HTL and
ETL materials that have not been developed before in a solution-based form.
The lamination improves the structural, optical, electronic, and optoelectronic
properties of FAMACs, which is considered as an additional advantage to the
new architecture.
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3.1

Background and motivation

Hybrid organic-inorganic lead halide perovskites HOIP (APbX3 ) are a
special class of perovskites that have the ability to absorb light and transport
generated current. This class of material has been extensively studied during
the last decade due to their unprecedented, promising properties serving the
field of photovoltaics and optoelectronic applications [15, 161].
Low-cost fabrication accompanied with high absorption coefficient in the
visible spectrum region, long carrier lifetime, and long diffusion length have
inspired the PV community to explore this material extensively. The aim is to
provide the market with the sustainable source of energy and a new competitor
to silicon solar cells at a considerably reduced carbon footprint and cost, as
this material is solution-processed and fabricated at low temperature. While
silicon solar cells are manufactured at 1400 ◦ C, the perovskite solar cells can
be produced at 100 ◦ C [162].
The laboratory-scale efficiency of single junction perovskite solar cells
has jumped from 3.85% in 2009 to 25.2% in 2019 [15, 163]. Additionally,
the reported efficiency for a silicon / perovskite tandem cell is 28% while
perovskite/ perovskite tandem cell achieves 25% efficiency with carrier lifetime
exceeding 1µs [164].
The scientists have scrutinized different methods to explore the potentials
of perovskite family including compositional engineering, various deposition
techniques, and external applied factors, i.e. pressure. Their ambition targets
developing robust materials with desirable, near-ideal properties [131, 165].
The chemical engineering incorporates replacing organic cations with larger
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ones, e.g. FA (CH(NH2)2) instead of MA (CH3NH3), additional to mixing multications and multi-halides to tune the optical and electronic properties and
stabilize the compounds under ambient conditions [131,166]. Likewise, the
investigation comprises various organic solvents and anti-solvents to find the
optimum recipes that can produce uniform, pinhole-free thin films [167–170].
Even though developing a durable perovskite material is crucial to achieving these goals, it is part of the whole story. Developing suitable charge-selective
materials (hole transport material HTM, and electron transport mate-rial
ETM) as the active layer, is pivotal, and an enormous effort has been given to
achieving that goal [171–173]. The perovskite / selective layer interface is the
main pathway for solar cell degradation due to the change in crystallinity,
which enhances susceptibility to defect formation and ion migration [171].
These defects form nonradiative recombination centers that impact the performance of solar cells and prevent reaching the theoretical efficiency limit.
Ameliorating these interfaces by developing new materials and/or applying
surface passivation will notably boost the cell’s performance and stability [172].
Surface passivation is not a new concept and it has been applied in silicon
manufacturing to control the nonradiative pathways at the emitter/electrode
interface which drastically reduce the production cost [174]. Applying the same
concept to perovskites using thin layer of metal oxide i.e. Al2O3 will
significantly enhance the cell’s performance but is not applicable on all the
interfaces (p-type and n-type) of current stacking structure of perovskite solar
cell due to the solvent incompatibility of perovskite. Also, the energy level
alignment at the interfaces with perovskite is important for the increase of

99

the power efficiency and extracted current, which can be achieved via band
engineering and doping [175, 176].
As we mentioned before, one of the perovskite advantages is the abil-ity to
form high crystalline thin films from the solution at low temperature.
Therefore, developing new selective materials should also follow the same rule
of low temperature, solution-based fabrication to maintain the low cost, and
rival existing technologies in the market. However, the current architecture of
perovskite solar cells (wither p-i-n or n-i-p) is produced layer-by-layer which
means each layer is subjected to the constraints of the previous layer. For
solvent-based production of the n-i-p structure, for example, the p-type layer
should be made of an organic material that is dissolved in non-polar (organic)
solvent and does not require thermal annealing. Although organic materi-als
have remarkably enhanced the performance of perovskite solar cells, they are
usually costly and introduce ambient-stability issues due to their inherent
moisture and thermal sensitivity [168, 177, 178].
On the other hand, inorganic materials have higher moisture resistance
and can be engineered via doping to alter their electronic and optical properties. However, they are usually dissolved in polar solvent, mostly water,
and may require high annealing temperature like TiO2 . Thus, they cannot be
deposited on top of perovskite as perovskite will degrade immediately. Using
other deposition methods like high vacuum deposition (i.e. thermal or chemical vapor deposition) is applicable but the production cost will be impacted.
The procedure that allows f abricating the two s elective l ayers i ndividually
under different conditions before depositing perovskite on top of them i s the
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way to liberally develop these materials, and this is the advantage of the new
approach presented in this chapter. We will introduce a new method to fabricate perovskite solar cells by making separately two half stacks incorporating
ETM and HTM in each half stack and laminate them together at the perovskite / perovskite interface. The fabrication has been successfully applied
to MAPbI3 using SnO2 as ETL and NiO2 as HTL with the cell achieving power
efficiency of 10% at the first trial without optimizing the contact of conductive
oxides to reduce the series resistance [179].
Since the initial work was employed on a simple, instable perovskite
(MAPbI3 ), the goal here is to validate the lamination procedure on a complex, stable, multi-cation perovskite as FAMACs [179, 180].
The grain size of MAPbI3 is smaller than the grain size of FAMACs
which augments the films roughness and introduces a new challenge to achieve
a successful lamination. Therefore, we describe here all the tested parameters that produce an optimized, reproducible recipe for FAMACs lamination.
After that, we investigate the effect of lamination on FAMACs properties
using atomic force microscopy (AFM), UV-VIS spectroscopy, X-ray diffractometer (XRD), time-resolved photoluminescence spectroscopy (TRPL), and
time-resolved microwave conductivity(TRMC). It is important to determine
whether we should apply this complicated yet desirable material for the future
work of lamination architecture or the process deteriorates its performance.
This process offers several advantages beside expanding the development
of selective materials. First, it is generated by laminating the transparent
conductive substrates, which means it has metal- free electrode and this will
reduce the optical loss and enlarge the application range. Second, since this
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perovskite is Pb- based material, it has to be encapsulated to prevent leaking
the toxic materials. However, this architecture presents a self-encapsulation
system; hence we can curtail the industrial cost by eliminating the encapsulation step which is mandatory for the competitive systems. Third, by changing
the perovskite type in each half stack, we can produce gradient bandgap that
can absorb wider range of solar spectrum. Additionally, it opens the door for
phase space applications where some materials, e.g. CsPbI3 may lose their
photo-active phase at room temperature and by lamination the photo-active
phase is preserved [181]. Finally, this method is applicable to rigid and flex-ible
substrates which means it can be scalable for mass production through Roll-toRoll fabrication [182].
With the aim of commercializing perovskite solar cells, it is imperative to
prove their stability against ambient condition sensitivity [172,173]. Therefore,
it is important to select a thermally stable composition, which presents less
heterogeneity and less sensitivity to the ambient and processing conditions.
Along with optimization, this should enhance devices reproducibility, which
is critical from industrial point of view. Herein, we applied the lamination
method on a triple-cation perovskite [Cs0.05(M A0.17F A0.83)0.95P b(I0.83Br0.17)3]
(FAMACs for simplicity) since it is the most reported robust material made
by cation engineering during the fabrication [180].
As mentioned in the previous chapter, the lead-based perovskite structure has the chemical formula of APbX3 where A is the cation and X is the
halide. Our selected compound incorporates triple monovalent cations in A
site (formamidinium (FA+) CH3(NH2)+2 , methyl-ammonium (MA+) CH3NH3+
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and ( Cs+) and double halide ( bromide Br− and I odide I −) i n the Xs ite. The
fabrication section will cover this material in detail.
In the lamination process, we stack two pre-fabricated perovskite half
stacks at the perovskite/perovskite interfaces under constant thermal annealing and constant hydrostatic pressure. More details about fabrication and
optimization will be given in the methodology section. Even though studying
perovskite properties under pressure has been addressed before, the combination of thermal and pressure effect on perovskite properties is a new study that
results in a promising improvement in the context of the new architec-ture [165,
179, 183–196]. In the previous studies, a large-scale pressure has been applied on
single crystal and polycrystalline perovskites to investigate structure-property
relationship. Their general conclusions on various per-ovskite systems confirm
enhancement of the structural, optical and electronic properties under pressure
below 1 GPa. Contrarily, when pressure exceeds this level, the previously
enhanced properties have displayed reverse behavior i.e. a transition to
amorphization and an increase in the band gap with a reduction in the
photoluminescent peak [183–196]. Although these transformations are
reversible among decompression, some systems exhibit enhancement retainability in the same fashion that we observed in our study [184,186,190,194]. In
this manner, the gained insight assists the chemical engineering of perovskites.
The previous studies gauge the transformations while compressing, but our
measurements are conducted after depressurization which strongly affirms the
retained enhancement in the system. We observe a slight red-shift in the band
gap accompanied with sharpening in the absorption tail, reduction in
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Urbach energy, and prolongation of carrier lifetime. The next sections present
the optimized recipe and discuss the obtained results.

3.2

Methodology

For each laminated sample, we prepare two half stacks FAMACs perovskites. The pre-lamination, lamination, and post-lamination steps are discussed in this section. Thereafter, the optimized recipe along with important
preparation conditions will be reiterated at the end of the section.

3.2.1

Substrate preparation

In this experiment, we used Fluorine-doped Tin Oxide coated glass with
sheet resistance 15 ohm/Sq (FTO TEC 15) as our rigid substrate. It serves
here as the transparent conductive oxide at the front and back contact replacing the metal electrode in the traditional stacking. We preferred FTO over
ITO (Indium-doped Tin oxide) due to its high thermal and chemical stability [197]. These sheets were ordered from Hartford Glass Co. with a size of
5”× 5” and then cut down to 1”× 1” using a diamond scribe.
For the purpose of obtaining a successful lamination, we have to clean and
prepare our substrates thoroughly before depositing the perovskite layer. The
existence of dust and organic contaminants on a substrate will severely affect
the lamination process and may introduce degradation spots in the laminated
sample. The cleaning procedure usually takes about 80 min and should be
sequentially implemented. When finished, the perovskite should immediately
be coated to prevent deteriorating the cleaned substrates.
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After cutting down the substrates, cleaning procedure started by gently
brushing the metal oxide surface with an ultrasonic brush and a drop of diluted
Liquenox detergent in deionized water (1:20 v/v) for 5 min at 45◦ angle at one
direction to prevent scratching the surface, then washing with DI water and
drying with N2 gas. This step is important if the FTO sheets have been stored
and exposed to dust for a while. After that, they were sonicated in a 3% warm
bath of chemical soap (3 ml Soap:3000 ml DI) for 10 min. The chemical residual has to be removed by placing the samples under running DI water for 10
min then dried with N2 gas. The substrates then were sonicated with acetone,
isopropanol alcohol and DI water for 15 min each and dried with N2 between
them. The final step was treating the surface with UV-ozone placing the FTO
surface facing up for 15 min. This step is important because it removes the
foreign contaminants from the surface without affecting the surface traits and
increase the surface energy to facilitate perovskite deposition. The prelaminated treatment is finished by this step, and the substrates should be used
within 30 min after UV-cleaning.

3.2.2

FAMACs fabrication

Fundamentally, FAMACs have been selected due to its reported stability
under ambient conditions and their desirable complexity with 3 cations in A
site and 2 anions in the halide site [180, 198, 199]. The improvements reported
by lamination of MAPI3 are in good agreement with our results on FAMACs,
which validates the method for other types of perovskites in different applications such as gradient band gap [179]. In order to preserve consistency over
the entire experiment, we followed the ball mill method reported by Dou et
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al. who modified the reported recipe by Saliba et al. [199]. Briefly, the idea
of this recipe relies on mixing all the salts in their solid state form and ball
milling them to form a black perovskite mixture. After that, the mixture
should be stored in inert environment (N2 ) in a glove box and used over the
entire experiment to insure consistency of weighted salts in all samples.
The salts used in this recipe are MAI, FAI, MABr (obtained from Dyesol),
PbI2 (99.9985%), PbBr2 (99.999%), and CsI (obtained from Alfa Aesar). The
solvent used in this recipe are dimethylformamide (DMF), dimethyl sulfoxide
(DMSO), and chlorobenzene (CB) (obtained from Sigma-Aldrich) and saved
in N2 glovebox as received. The recipe was prepared according to Saliba et al.:
FAI (1 M), MABr (0.2 M), PbI2 (1.1 M), PbBr2 (0.2 M) and CsI (0.05 M);
however, instead of dissolving the salts every time we fabricated FAMACs in
DMF/DMASO, we mixed the salts as explained by Dou et al. and stored it
for several uses.
The recipe for all the fabrications of this experiment included FAI (3.748
g), MABr (0.488 g), PbI2 (11.050 g), PbBr2 (1.599 g) and CsI (0.359 g). They
were mixed in a plastic bottle with steel balls with the diameter of 3 mm
filling 1/3 of the bottle. The bottle was then placed in a ball-mill roller for
18 hours, with ca. 150 rpm. Next, the resulted black perovskite mix was
transferred to another clean bottle and stored in a dark N2 glovebox. All the
work was conducted inside the nitrogen filled glovebox (H2 O < 0.1 ppm, O2
< 0.1 ppm) to avoid salts exposure to ambient conditions which may degrade
the precursor. The solvent mix DMF: DMSO (3.3:1 v/v) were also mixed in a
glass vial and stored in the N2 glove box which also supports the fabrication
consistency. For each 100 mg of ball-milled precursor salts, 130 µL of mixed
106

solvent was added and blended with vortex continually for 5 min. The solution
was let to dissolve for 30 min and mixed again for another 5 min. This solution
should be used within 30 min for the best results [199].

Figure 3.1: a) The ball mill technique and b) The vortex used for blending the
perovskite solution.
To prepare 10 samples (half stacks) of FAMACs, we mixed 350 mg of
precursor salts with 455 µL of mixed solvent and each substrate was coated
with µL of perovskite solution and spin-coated in 2 consecutive steps. The first
step intended to flatten the solution on the substrate thus it was 1000 rpm for
10 sec with acceleration 500 rpm/ sec. The second step started immediately
after the first step at 6000 rpm for 20 sec at 2000rpm/sec to remove the excess
solvent and initialize perovskite crystallization. About 7 sec before ending the
second step, 150 µL of CB was continuously dripped on the substrate to accelerate dissolution-crystallization process [200, 201]. The film color transformed
from yellow to medium brown upon adding CB followed by shiny black color
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while annealing. The actual recipe anneals the film for 1 h on a hotplate at
100 ◦ C; however, the annealing time of our optimized recipe is 30 min. The
whole fabrication was performed inside the N2 glovebox and the optimized
recipe will be discussed in the next section.

Figure 3.2: a) The five salts used in the FAMACs recipe. b) The spin-coated
process starts by solution deposition then quenched with antisolvent CB and
annealed on a hot plate at 100C.

3.2.3

Lamination procedure

For the purpose of optimizing the lamination recipe, we have tested and
optimized 5 different parameters: the sample type and thickness, the annealing
time on a hotplate, the applied pressure, the annealing temperature of the hot
press, and the hot pressing time. For each lamination, two FTO/FAMACs
half-stacks have been utilized to produce one laminated sample by placing
them on a hot press at the perovskite/perovskite interface as explained in
figure 3.3. The recipe has been optimized by modulating the tested parameters
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until we reached a successful, reproducible laminated sample. After that, we
gauged the effect of lamination on FAMACs.

Figure 3.3: Illustration of the lamination process a) utilizing two fabricated
FTO-coated glass/ FAMACs half stacks and b) lamination at perovskite/perovskite interfaces.
3.2.3.1

The sample type and thickness

When we started the project, the target was developing an applicable
recipe for scalable roll-to-roll (R 2 R) fabrication. Therefore, we started the
work on microscope glasses with a thickness of 0.13 mm to mimic the thickness and the flexibility of willow glass. Willow glass is a desirable substrate for
flexible applications of solar cells due to its high flexibility, density, and transparency. However, we encountered some fabrication issues that compelled us
to find other alternatives. For instance, when we used spin-coating to deposit
FAMACs on a microscope glass, the vacuum holder in the spin-coater chuck
curved the substrate at the center and alter the crystal structure of FAMACs
(figure 3.4 a). Even though we have tried several techniques to mitigate the
vacuum effect, the undesirable distortion was always manifested. Also, laminating flexible s ubstrates required an additional l amination s tep to extract
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the trapped air through vacuum lamination before laminating with bench-top
hot press. It would not be an issue if the vacuum laminating machine was
dedicated only to perovskite materials, but it was a shared machine and the
perovskite contamination may interfere with other applications.

Figure 3.4: The various substrates examined in the experiment (top) and the
correlated results (bottom). a) 0.13 mm willow glass-like microscope slide and
an image of the central distortion in FAMACs film before lamination, b) 1.2 mm
rigid microscope glass with a visible yellow-degradation at a laminated sample,
c)2.2 mm FTO-coated glass with a successful laminated sample, and d) 3.2 mm
FTO-coated glass with a wavy-like degradation in a laminated sample.
Since our goal here is studying the applicability of lamination method on
FAMACs, we preferred replacing the substrate type and continuing with spincoating technique. Once we validate the positive effect of lamination on
FAMACs, we can apply other deposition methods i.e. slot coating technique

110

on flexible substrates for scalable production. Therefore, we examined several
rigid substrates including microscope glass in a thickness of 1.2 mm and FTOcoated glass in thickness of 2.2 and 3.2mm. As demonstrated in figure 3.4,
the only successful lamination occurred while using 2.2 mm FTO substrate,
whereas the other candidates displayed severe degradation in the laminated
samples. As a result, the optimum substrate for our work is 2.2 mm FTOcoated glass where successful laminated samples have been frequently achieved
after optimizing the whole recipe.

3.2.3.2

The hotplate parameter

In our lamination experiment, we annealed the sample twice. The first
annealing was conducted on a hotplate to fabricate the perovskite thin film
(figure 3.5 a), and the other annealing was implemented while compressing
the two half stacks to achieve lamination (figure 3.6 b). Since we varied the
annealing time in both steps, we need to distinguish them as Phase 1 regarding
the hotplate and Phase 2 regarding the hot press. In the actual recipe of
FAMACs, they annealed the sample on a hotplate for 60 min at 100◦ C to
evaporate the solvent residual and achieve the optimized crystal structure
[180]. However, we intentionally reduced the annealing time in Phase 1 to
allow for further crystallization progress in Phase 2. Thereby, the examined
values for this parameter were 0, 10, 15, 20, and 30 min.
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Figure 3.5: The two-step annealing process. a) the annealing with hotplate
(Phase1), and b) the annealing with hot press (Phase2).

Under each variable, we prepared 10 laminated samples to determine the
preferable value. Since the aim here is to optimize the recipe for reproducible
production, the lamination reproducibility verses Phase 1annealing time has
been examined. The results in table 1 demonstrate the high reproducibility
occurred at 30 min which is the optimum value for Phase 1 annealing in our
recipe.

annealing time (min)

0

10

15

20

30

successive lamination

0

2 partially

3 partially

5 partially

9 fully

sample image

Table 3.1: The examined values of Phase 1 annealing time versus the number
of successive lamination (out of 10) under each variable with a sample image
of each lamination.
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3.2.3.3

The hot press parameters

After fabricating the FAMACs half stacks, the lamination process started
by modulating the hot press parameters to evaluate their effects on the lamination level to optimize the recipe (figure 3.6). Accordingly, we varied the
pressure level from 300 psi to 400 psi, the compressing temperature from 150
◦

C to 185 ◦ C, and the compressing time from 20 min to 45 min.

Figure 3.6: a) Carver hot press, b) a laminated sample under a compression,
c) the two thermal controllers related to each platen.
The lamination procedure started by sandwiching the two FAMACs half
stacks at their interfaces between two PTFE release liners and two PTFE
meshes. A small deformable silicone membrane was also added on top of the
lamination stack as illustrated in figure 3.7 to uniformly distribute the applied
pressure.
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Figure 3.7: The lamination structure of the two half stacks before undergoing
compression
The initial parameters were taken from the previous work implemented on
MAPI3 where they compressed the samples for 20 min under 300 psi and 150 ◦C
[179]. Based on our AFM measurements, the surface roughness and grain size of
FAMACs was higher than that of MAPI3. Predictably, these values would not
be enough to generate any lamination on FAMACs, but we inspected them to
establish the variables baseline. By increasing the anneal-ing temperature,
time, and applied pressure throughout phase 2, we started to attain partial
lamination (see images in table 3.1). The first full laminated sample were
procured (figure 3.8 a) after compressing the sample for 30 min under 350 psi
and 180◦C. Consequently, several successive attempts to lam-inate two (2.2 mm
FTO/FAMACs) under the same parameters have yielded the same desired
result. Since there was no evidence of additional progres-sion or initial
degradation upon compressing the samples for 45 min under 185 C and 400 psi,
the optimum recipe for FAMACs lamination is stated as hot-pressing the
sample f or 30 min under 350 psi and 180◦C.
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Figure 3.8: The lamination results under different parameters. a) success-ful
lamination under stable pressure and temperature, b) defective lamination
under instable pressure c) defective lamination under unequal thermal annealing.
Despite the imperative of determining these parameters, there are some
conditions that need to be monitored throughout the process due to their profound effect on the final result. These conditions have been discovered while
optimizing the parameters. Firstly, the applied pressure has to be constant
throughout the experiment especially at the first 10 min when the two interfaces start to build bonding between molecules. If the pressure varies at this
point, these bonds can be destroyed, and the organic molecules may escape
under a lower pressure (figure 3.8 b). For instance, the elasticity of silicon pad
may cause a slight reduction in the hydrostatic pressure; thus, it has to be
monitored to maintain the initial level. Additionally, the annealing temperature in both platens of the hot press has be equivalent. If one of them is set
to a higher temperature than the other one, the perovskite film will thermally
evaporate from the hotter substrate to the cooler one (figure 3.8 c). Finally,
once the 30 min is completed, the pressure has to be reduced slowly, and the
sample should be placed on a surface for 2 min before detaching the silicone
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membrane and the release liners to insure permanent lamination. In summation, we must assure constant pressure and equal temperature to prevent
hindering the lamination.
After attaining a successful laminated sample, the effect of lamination on
FAMACs has been gauged. The next section will discuss the results acquired
from UV-vis spectroscopy, atomic force microscopy (AFM), time resolved photoluminescence spectroscopy (TRPL), time resolved microwave conductivity
(TRMC), and x-ray crystallography (XRD) to inspect the effect of lamination on FAMACs properties. The results display a beneficial improvement
in the structural, optical and electronic properties of FAMACs, which is in a
good agreement with the previous studies that focused only on applying higher
pressure on perovskites in the Giga range [183–196].

3.2.4

Characterization tools

After attaining a reproducible laminated stack, several characterization
tools have been employed to investigate the lamination effect on FAMACs.
All the measurements have been conducted on a prelaminated half stack
(FTO/FAMACs) coded with red, a laminated stack (FTO/FAMACs/FAMACs/FTO) coded with purple, and a delaminated half stack (FTO/FAMACs)
coded with green. The delaminated sample has been utilized as a metric reference to quantitatively investigate the permanent effect of lamination on the
properties of perovskite thin films.
We started by measuring UV-visible absorption spectra using an integrating sphere in Shimadzu UV-3600 UV-Vis-NIR spectrophotometer. The
absorption and absorbance curves have been calculated from the transmis116

sion and reflection data attained assuming Absorption = 1- (Transmission
+ Reflection). The absorption of FTO-coated glass was measured and subtracted out of the absorption and absorbance curves for the laminated sample.
Next, the carrier life time was extracted from time-resolved photoluminescence
spectroscopy (TRPL) measurements using the time-correlated single photon
counting technique. The samples were excited with 530 nm green fiber-guided
laser operating with average power of 80 µW and frequency of 10 MHz. A
600 nm long pass filter and a neutral density filter with optical density (OD)
1.3 have been utilized to eliminate the scattering of light source and reduce
the transmitted light evenly. All the measurements have been conducting
while the film side of samples is facing the excitation light to produce similar
attenuation and scattering effect even though these perturbations are intensity
independent and should not influence carrier lifetime.
The transient photoconductivity measurements were performed using timeresolved microwave conductivity (TRMC) technique. FAMACs thin films were
deposited on (2.5 cm × 1 cm × 1 mm) precleaned, UV-ozone-treated quartz
substrates in the same cleaning and deposition method applied to FTO- coated
glass substrates. The samples were photoexcited with a 640 nm (5-ns pulse
width) through the quartz side using an optical parametric oscillator (continuum Panther) pumped by the 355 nm harmonic of a Qswitched Nd:YAG
laser (Continuum Powerlite). The excitation intensity dependence has been
accounted for by taking all the measurements at the same absorbed photon
flux which was about 3×109 cm−2.
The c rystal s tructure of prepared perovskite films was obtained using X-ray
diffractometer ( D - Max 2200 , Rigaku ) with Cu Kα r adiation ( wavelength
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= 1.54 Å), excited at 40 kV and 30 mA. The detector scanning speed of the
reflected intensity was 6 sec per a step of 0.05 in the angle 2θ. The atomic
force microscopy (AFM) measurements were acquired to gather morphological
information of FAMACs thin films in ambient condition using an Asylum
Research MFP-3D AFM operating in tapping mode. A BS-Tap300GD tip
with a typical tip radius <10 nm and cantilever stiffness of 40 N/m was used
to attain a 3 µm × 3µm image with resolution of 256 points per line. The
image was leveled and flatten through Gwyddion image analysis software [202].

3.3

Results and discussion

After preparing several successful laminated samples using the aforementioned recipe, we started to gauge the pressure-thermal dual effect on our
laminated samples. The profound effect of thermal annealing at elevated
temperature on the film crystallinity and grain growth of MAPbI3 has been
reported before [203, 204]. Additionally, applying external pressure has been
published as a powerful tool to tune the properties of various perovskite compounds likewise the internal chemical stress induced by compositional engineering [183–196]. Therefore, it is expected to procure a desirable improvement in
the perovskite thin films upon combining those two factors.
Since the optoelectronic properties of the perovskite materials are intriguing, we started the characterization with the absorption measurements of
FTO/FAMACs half stack and FTO/FAMACs/FTO laminated sample using
UV-Vis spectroscopy with an integrating sphere for higher accuracy. The
transmission and reflection data were acquired by placing the film side against
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the monochromatic light for the prelaminated sample to account for light path
variation between samples since the absorption of FTO was subtracted from
the laminated stack, and the absorption curves were calculated using the following formula:

Absorption% = 100 − (transmission% + ref lection%)

Absorbance = log 10 (100/absorption%)

(3.3.1)

(3.3.2)

The effect of lamination can be observed through the absorption spectra
(figure 3.9) and absorbance spectra (figure 3.10). In order to perform a reliable
comparability, the absorption of FTO-coated glass has been measured and
subtracted from the laminated sample. In addition, the linearly normalized
absorbance curves were compared at the band edge to account for thickness
variation of perovskite layers without affecting the shape of band tail. As
shown in 3.10 b, the spectra of both films were normalized at 710 and 810 nm
by conducting a baseline subtraction at 820 nm, where there is no physical
absorption, then normalizing the curves at 710 nm away from the band edge
using scalar multiplication.
The absorption curves of laminated sample (figure 3.9) display a slight
reduction at the absorption onset coupled with a sharper band tail. Since the
absorption onset is associated with the material bandgap defined by the conduction band minimum CBM and valence band maximum VBM, the reduction
indicates a change in the electronic structure at the band edges. Further119

more, the steeper appearance of absorbance band tail (figure 3.10) of laminated sample can be interpreted as a reduction in the sub-bandgap population
represented by defect density [78, 205].

Figure 3.9: The absorption spectra of prelaminated half stack(red) and laminated stack (purple) where the bandgap reduction is coupled with sharper
onset.
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Figure 3.10: The actual absorbance spectra of laminated sample and half stack
and (inst figure) the linearly normalized absorbance curves at the absorbance
edge indicating the enhancement offered by perovskite lamination.
Although the lamination ameliorative effect on light absorption is proven
by the formerly mentioned data, it is important to verify the absorption uniformity across the laminated area to insure these enhancements are genuine.
Consequently, we performed the absorption measurement on 4 points of a laminated sample and superimposed the data on one graph. The data acquired
from the 4 points were highly overlapped with < 1% varation appeared close to
800 nm (figure 3.11). Nonetheless, the variation below 800 nm does not affect
the accuracy of our measurements where the perovskite does not absorb light
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and the artificial absorption is induced by the samples roughness [91]. Accordingly, the positive effect of lamination on perovskite absorption is actual and
highly uniform across the laminated area.

Figure 3.11: Superposition of the absorption uniformity measurements taken
for a laminated stack at the indicated 4 points and the zoomed inset presents
the absorption variation below the absorption limit.
To quantify the apparent reduction of the bandgap, a Tauc plot is performed to extract the bandgap of our samples (figure 3.12 ). Tauc plot is a
known method for determining the optical band gap of a semiconductor by
plotting this equation for a direct bandgap material:

1

(αhν) r = A(hν − Eg)
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(3.3.3)

Where r =

1
2

for direct band gap denoting the transition nature in the material,

α is the absorption coefficient calculated from the absorbance data, hν denotes
the energy of light and Eg is the optical band gap extracted from intersecting
a linear fitting of the near-edge region of the curve with x-axis [206].

Figure 3.12: A Tauc plot calculated from the absorbance data (presented in
figure 3.11) indicates a red-shift of the bandgap of laminated sample from 1.622
to 1.616 eV.
As shown in figure 3.12, the extrapolated values of optical bandgap from
the linear fitting manifest the reduction of perovskite bandgap induced by
lamination. These outcomes foretell a presumable advancement of the laminated perovskite devices upon optimizing the laser-patterned electrodes [179].
123

Gang Liu and coworkers [186] have reported a striking bandgap reduction of
FAPbI3 upon compression accompanied by partial retainability of bandgap
narrowing after decompression. This work is in a good agreement with our
findings although we operate in fairly lower pressure level.
Since the absorption band tail of the laminated stack appeared steeper
than the prelaminated half stack, it was paramount to inspect the of localized
states extended in the bandgap that defines the material crystallinity level.
Consequently, the energy width defining the population of sub-bandgap states
named Urbach energy was carried out by extracting the curve’s slop of Urbach
empirical rule:

ln α =

hν
EU


+ ln αo

(3.3.4)

where EU defines the band tail energy (Urbach energy), α defines the absorption coefficient, hν denotes the energy of light, and αo is a constant [207].

As illustrated in figure 3.13, the Urbach energy curtailed from 30.63
to 26.17 meV which explains the sharper appearance of absorption curve
after lamination. This behavior is believed to be associated with crystallinity
improvement and trap state passivation. In fact, lamination has shown a
desirable effect on the optical properties of FAMACs that seems relative to
their structural and electronic properties. Therefore, further characterization
is required to link these improvements to their root cause.
To correlate the changes in optical spectra with the structural changes of
FAMACs after lamination, further investigation using XRD were performed
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Figure 3.13: Urbach energy extracted from the liner relationship of Urbach rule
where laminated stack shows a reduced value explaining the steeper absorbance
onset.
on prelaminated and delaminated half stacks. The baseline was subtracted,
and the spectrum was normalized to the most dominant peak (100 peak) (figure 3.14). The XRD pattern of delaminated sample appears similar to the
prelaminated sample with more intense and sharper peaks assigned to the
positions 14.02◦ (001), 19.94◦ (011), 24.49◦ (111), 28.35◦ (002), 31.79◦ (012),
34.94◦ (112), 40.57◦ (022), and 43.14◦ (122) [208].
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Figure 3.14: Normalized one dimensional XRD pattern of prelaminated (red)
and delaminated (green) half stacks.
Consistent with the enhancement observed in the absorption spectra, the
main trends in XRD data emphasize the positive effect of lamination on
material crystallinity. First, the full width at half-maximum (FWHM) values
of FAMACs peaks have decreased as shown in the table 3.2. This can be
attributed to the increased thermal energy resulting in grain enlargement and
higher crystallinity [88].
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Peak

FWHM

FWHM

Prelaminated

Delaminated

2Θ(◦ )

(001)

14.014

0.22498

0.21249

(011)

19.94

0.17824

0.17139

(111)

24.48

0.19524

0.18595

(002)

28.34

0.19245

0.18993

(012)

31.78

0.19422

0.19071

(112)

34.93

0.19032

0.18779

(022)

40.56

0.22314

0.20563

(122)

43.13

0.2419

0.21869

Table 3.2: The FWHM of the prelaminated and delaminated samples. The
reduction in the values of delaminated samples indicates a higher crystallinity
order.

Secondly, based on the calculated peak area i ntegration and peak area
ratio corresponding to most intense peak ( 001 ) using Gaussian fitting, the
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system exhibits a similar behavior reported for doped FAMA with 5% Cs
(figure 3.15) [208]. The laminated sample exhibits larger domains in the direction perpendicular to (111), (002), (012), (112), and (122), whereas directions perpendicular to (011) and (022) show reduction in domain size (table
3.4) in good agreement with the reported preferred crystalline orientation for
MAPbI3 [209]. This may indicate a potential efficiency enhancement made
possible by the lamination.

Figure 3.15: XRD patterns of FAMA and FAMACs display similar orientation
tendency presented in the prelaminated and delaminated samples [Adopted
from reference [208] under CCA License].
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Peak area integration
Crystal plane
Prelaminated

delaminated

(001)

24.67

28.24

(011)

7.15

5.27

(111)

7.47

9.05

(002)

12.36

16.72

(012)

12.14

17.01

(112)

4.68

5.84

(022)

12.85

9.77

(122)

6.99

8.08

Table 3.3: The peak area integration of prelaminated and delaminated halfstacks.
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Peak ratio corresponding to (001)
Crystal plane
Prelaminated

delaminated

(011)

0.28

0.18

(111)

0.30

0.32

(002)

0.51

0.59

(012)

0.49

0.60

(112)

0.19

0.21

(022)

0.52

0.34

(122)

0.28

0.29

Table 3.4: The peak ratio of prelaminated and delaminated halfstacks corresponding to the dominant peak (001). The peaks ratio indicates larger
domain size in the direction perpendicular to (111),(002), (012), (112), and
(122), whereas directions perpendicular to (011) and (022) undergo decrease
in size.
Furthermore, all the Bragg reflections have shown a slight increase in the
diffraction angle 2Θ (table 3.4) similar to the behavior of FAMAC reported in
ref [208] (table 3.5).
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Peak Plane

Half stack(◦ )

Delaminated (◦ )

(001)

14.0193

14.0260

(011)

19.9357

19.9366

(111)

24.4814

24.4902

(002)

28.3463

28.3513

(012)

31.7866

31.7920

(112)

34.9275

34.9387

(022)

40.5661

40.5677

(122)

43.1345

43.1443

Table 3.5: The peak position of FAMACs planes extracted from XRD pattern
of prelaminated and delaminated samples indicate a slight reduction in the
crystal size induced by compression.
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sample

(001)

(011)

(002)

(012)

(022)

FAMA

14.0225

19.91853

28.29177

31.74234

40.50693

FAMACs

14.03697

19.95315

28.3321

31.78842

40.5668

Table 3.6: The peaks position of FAMA and doped FAMA with 5%Cs
(FAMACs) display similar increase in 2Θ values revealed by our delaminated
sample adopted with permission from reference [208].
This indicates a reduction in the lattice parameter ascribed to the residual
strain induced by sample compression according to Bragg law (figure 3.16):

2d sinΘ = nλ

(3.3.5)

where d is the lattice spacing, Θ is the diffracted angle, and λ is the wavelength
of X-ray. This reduction has a direct effect on the electronic structure and
bandgap reduction which will be discussed later in this chapter [210].

Figure 3.16: Bragg law of diffraction implies the observed change in diffraction
angle when the measured sample experiences internal strain due to compression [210].
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Finally, the PbI2 (001)/ FAMACs(001) ratio appears invariant which support the efficiency of the system encapsulation against thermal decomposition under elevated temperature. In short, the crystal structure along with
absorption spectra indicate the favorable morphological changes provided by
lamination.
Next, in order to investigate the effect of optical and structural changes on
the functionality of laminated perovskite, TRPL measurement was conducted
on prelaminated glass/FAMACs half stack, laminated glass/FAMACs/glass
stack, and delaminated glass/FAMACs half stack. The samples were excited
at constant fluence with the laser at 530 nm wavelength, which is in the middle
of the absorption band, as the carrier lifetime is influenced by the photoexcitation intensity [211]. To mediate the intensity variation, all the samples have
been excited through their glass face to mimic similar perturbations induced by
light scattering and attenuation through glass, although these perturbations
are intensity-independent and should not affect our measurement [179, 212].
However, since the samples exhibit different absorption behavior under lamination, the density of photo-generated carriers will consequently be affected.
Thus, a special post-measurement analysis has been applied.
While carrier lifetime at shorter scale is heavily perturbed by complex
effects related to the density of free charge carriers, longer lifetime rang where
carrier recombination facilitated by trap states is less sensitive to free-carrierdensity [211]. As presented in the figure 3.17, the log PL decay is extremely
linear after a few nanoseconds. Even though both fast and slow decay lifetimes
have improved upon lamination, we reported the carrier lifetime at the longer
scale considering the aforementioned complexity.
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Figure 3.17: Time-resolved photoluminescence measurement and carrier life
time of prelaminated (red), laminated (purple), and delaminated (green)
stacks.
To track the alteration in carrier lifetime based on lamination process,
the data under 20 ns where excluded from the fitted curves, hence the carrier
lifetimes at the trap mediated recombination region were calculated. Consequently, the comparison of single exponential fit, and double exponential fit
were applied to the same data leading to a minimal residual (figure 3.18). The
results reveal an increase in the carrier lifetime from ca. 85 ns, determined
for the prelaminated sample, to ca. 123 ns in the laminated stack. Interestingly, the carrier life time in the delaminated sample is 10 ns higher than in
the prelaminated sample, consistent with the modifications observed in the
previous measurements.
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Figure 3.18: a) the single-exponential fit of TRPL in the trap mediated recombination domain, b) a comparison of single-fit and double-fit of PL decay of
delaminated sample.
To affirm the improvement of optoelectronic properties attained by TRPL,
we carried out time-resolved microwave conductivity measurement (TRMC).
FAMACs perovskites were deposited and laminated on quartz substrates following the previously mentioned recipe. Similar to TRPL, prelaminated half
stack, laminated stack, and delaminated half stack were photoexcited through
the quartz side using 640 nm (5-ns pulse width) laser with absorption photon
flux 3×109 cm−2 ( 1 sun) to account for excitation intensity dependence, and
the transient change in photoconductance (δG) were gauged. The samples
were excited at a wavelength closer to the absorption edge to avoid producing
high density of photogenerated carriers. Even at low fluences, excitation with
shorter wavelength deeper into the absorption band will lead to high-order
recombination processes [213].
According to figure 3.19, the carrier lifetime and carrier mobility acquired
by TRMC exhibit a similar tendency as reported by TRPL. Both carrier
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mobility and carrier lifetime are higher in the laminated sample while the
delaminated sample exhibits enhanced retainability (table 3.6). This improvement can be ascribed to the surface trap-passivation at the interfaces achieved
through ionic motion during lamination. Further discussion of this aspect will
be presented shortly.

Figure 3.19: photoconductivity transients by TRMC fitted to bi-exponential
function.
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sample

Lifetime [ns]

Mobility [cm2 /V S]

Prelaminated half stack

221

80.5

Laminated stack

643

124.9

Delaminated half stack

320

101.8

Table 3.7: average carrier result of carrier lifetime and mobility.
In an attempt to correlate the morphological changes with the previously
measured crystal structure, we performed Atomic Force Microscopy (AFM)
scans of prelaminated and delaminated half stacks. The prelaminated sample
appeared uniform and dense with surface roughness ca. 15.10 nm. However,
the surface morphology in the delaminated sample was destroyed due to the
applied mechanical stress to delaminate the sample. Therefore, this type of
characterization is not recommended for lamination method.

Figure 3.20: AFM images for prelaminated half stack (left) and delaminated
half stack (right).

These improvements further confirm the benefits of lamination on the
structural, electronic and optical properties of FAMACs. To gain insight of
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how lamination tuned the optical bandgap and prolonged the carrier lifetime
of FAMACs, we have to shed light on the individual modification mechanism
of pressure and thermal annealing corresponding to the observed changes.
Although each factor has been suggested in previous studies [183–196, 204] as
a potential tool for perovskite tailoring, combining both of them is essential
to achieve a laminated structure serving as a new architecture.
Applying hydrostatic pressure to samples with several different compositions has been reported, including MAPbI3 , MAPbBr3 , FAPbI3 , and CsPbI3 ,
with the aim of revealing the extent of pressure-induced modifications of these
compounds [183–196, 204]. A large compressive stress, up to 50 GPa, has
been applied on perovskite materials and the changes in the properties were
probed. Among the distinctive outcomes is the band gap tunability, which
undergoes two phases based on the applied pressure. The first stage occurs up
to 1 GPa, where the material exhibits reduction in the bandgap. Beyond that,
the material starts to dramatically change its crystal structure and reaches
the amorphization, eventually leading to larger band gap and metal-like conductivity [185, 187, 195]. It is worth mentioning that all these materials were
characterized upon compressing, and the majority exhibits high elasticity upon
decompression except for FAPbI3 . These findings are in a good agreement with
our results, although our data were extracted after decompression, which validates the retainability behavior of FAMACs and confirms our results (figure
3.21).
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Figure 3.21: The reported band gap tailoring of perovskite materials: a)
CsPbI3 (left)[Reprinted with permission from reference [191]. Copyright
(2018) American Chemical Society], b) MAPbI3 density of state (middle),
and c) MAPbI3 Bandgap modeling (right). [Reproduced with a permission
from reference [214]].
The VBM and CBM are composed of I (p orbitals) and Pb (S and P
orbitals) as presented in figure 3.21 b. At a low-pressure compression, the
bandgap reduction is attributed to the Pb-I-Pb bond contraction without tilting (bond angle is unchanged at 180◦ ) as shown in the figure 3.22. Accordingly,
the Pb-I-Pb orbitals overlap and enlarge VBM leading to a reduction in the
bandgap. Moreover, the shallow defects reported in perovskite compounds will
be shallower or even included in the VBM elucidating the reduction in Urbach
tail width and enhancement in carrier lifetime observed by TRPL and TRMC
(figures 3.17, 3.19 ) [191,209]. The slight increase in the Bragg reflection angle
in the XRD diffraction pattern i s consistent with this assumption.
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Figure 3.22: An illustration for Pb-I-Pb contraction upon lamination leading
to VBM enhancement accompanied with shallower defect level.

Figure 3.23: The carrier lifetime prolongation upon compression reported for
single crystalline and polycrystalline MAPbI3. [Reproduced with a permission
from reference [214]].
On the other hand, annealing the samples while compressing is imperative for recrystallizing the interfaces of half stacks and thereby passivating the
surface traps which play a decisive role in nonradiative recombination. Despite
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the fact that annealing is desired for achieving larger grains and higher crystallinity leading to reduction in defect density, perovskites are vulnerable to
thermal degradation as presented in the degradation pathway (figure 3.24).
Upon extended thermal annealing, the thermal degradation of organic constituents in perovskites compels a thermal budget [214]. In contrast, since
our method composed a self-encapsulation system, we could decouple the
thermally-enhanced crystallinity from perovskite thermal decomposition [179].
The inherent lamination structure prevents losing the evaporated organic contents leading ions to diffuse through the interphases until reaching the equilibrium (figure 3.24). This ionic diffusion is facilitated by the excess thermal
energy leading to surface defects passivation.

Figure 3.24: An illustration of the lamination crystallinity under thermal
annealing where the ions migrate through the interfaces and passivate the
surface defects.
The improved crystallinity, carrier lifetime, and mobility along with the
reduction in the Urbach tail energy confirm the substantial effect of lamination
on trap density reduction, which is expected to enhance laminated device
efficiency upon optimization (figure 3.25).
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Figure 3.25: An illustration of surface rebonding and defect passivation mediated by lamination and ion diffusion.

3.4

Conclusion and future work

In this chapter, we have demonstrated a new architecture for perovskite
solar cells that presumably becomes a game-changer upon optimization. A
lamination recipe has been developed successfully for FAMACs, the most
reported stable material under variable ambient conditions. Subsequently,
several characterizations have been carried out to probe the effect of lamination on FAMACs properties. The conjugation of band gap reduction and
carrier lifetime increase is important for laminated perovskites. Additionally,
these improvements remain in the system after releasing the pressure, which
could be a foundation for a new group of flexible, scalable, and metal free
photovoltaics applicable for roll-to-roll production.
The future work will focus on higher efficiency by optimizing the pattern
of front and back electrodes. Additionally, since this structure facilitates fabricating ETL and HTL thin films prior the perovskite, a whole new approach has
been opened to develop solution-based and low-temperature selective materi142

als that have not been possible before due to the solvent incompatibility of
perovskites. Consequently, this may not only reduce the industrial cost, but
also enhance the interfacial contact and band alignment with developed compositions. Finally, this structure paves the way for creating band gradient
and phase spacing fabrication in a simple yet effective way that has not been
introduced before.
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Chapter 4
Developing ALD SnO2:
scalable, high efficiency
perovskite solar cells
In this chapter, a developed process for fabricating SnO2 thin film using
atomic layer deposition method (ALD) has been optimized. ALD method
allows for atomically precise fabrication with substantial control over the film
thickness and density. The optimum perovskite solar cell has reached an efficiency of %16.23 with Voc = 1.123V. Details regarding tested parameters and
their effects on the final devices are discussed.
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4.1

Background and motivation

Organic-inorganic halide perovskite solar cells have shown a great promising as a new generation of high efficiency thin film solar cells with efficiency
exceeding 25% for single junction and about 28% for silicon/perovskite tandem solar cells [15]. However, the major obstacles that could hinder the
bright future of perovskite solar cells are stability and scalability matters. It is
known that perovskite solar cells have great optical and optoelectronic properties, which have been discussed in the previous chapters, one of them is the
solution-based processability. In spite of undisputed efficiency of these material, it needs a massive work to scale-up this technology to meet the industrial
level requirements without affecting the appealing features of these materials.
Although the solution-base fabrication of perovskite layer and blocking layers
is a distinguished feature, it also increases the difficulty for uniform, large scale
production of perovskite solar cells. Thus, another routs have been developed
for perovskite absorber layer and selective layers to enhance both the stability
and scalability including atomic layer deposition (ALD) [215].
There is no doubt that developing a stable, efficient perovskite material is
crucial to overcome the above-mentioned obstacles; however, the charge selective layers (also called blocking layers) are at the same level of importance to
achieve robust devices [216]. Electron transport material (ETM), is also named
hole blocking layer, which permits injection and transport of photogeneratedelectrons but bans the transport of photogenerated-holes. Contrary, the hole
transport material (HTM/electron blocking layer) is functioning in an opposite
way where photogenerated-holes are allowed but photogenerated-electrons are
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blocked. It is critically important to prevent the recombination of photogenerated charges upon formation in the absorber layer by sweeping them in an
inverse directions toward the transport layers under an external bias voltage.
Not only the optical and electronic properties of selective materials are
significant for a reliable PV performance, but also the quality of their interfaces
with perovskite layer and electrodes is substantial. Scientists have employed
various selective materials, passivation techniques, and device configurations
(including nanostructures) to enhance the device performance. For instance,
several studies have reported TiO2 , SnO2 , ZnO, and WO2 as electron selective
materials and various inorganic and organic compounds i.e. NiOx , CuSCN,
CuOx , MoS2 , (poly[3-hexylthiophene]) P3HT, and (2,2’,7,7’- Tetrakis [N,Ndi(4-methoxyphenyl)amino] -9,9’-spirobifluorene) Spiro-OMeTAD as hole transport materials [215–227].
Clearly, optimizing and passivating the selective layers are essential to
enhance the charge separation, injection, and extraction, besides increasing
the open circuit voltage Voc (figure 4.1). In order to optimize a selective
material, the optical properties like transparency and electronic properties
like band alignment, carrier injection rate at the interfaces, carrier mobility
and trap density have to be addressed thoroughly. Several loss mechanisms
that may hamper the device performance can be remedied via various methods
i.e. band alignment of contact layers, interface passivation, doping, embedding
nanocomposites, and buffering layers [219,224,228]. These procedures are vital
to boost the generated current and reduced the nonradiative recombination
which eventually lead to high efficiency [216].
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Figure 4.1: An illustration of operating principle and band diagram of a perovskite solar cell.
Since this chapter is dedicated to develop a recipe for an ETM, we will
discuss several crucial factors that have to be considered to achieve a effective
performance. In the first place, the energy level alignment of the contact layers
since mismatching is a cruel factor that contributes to the hysteresis behavior,
a popular issue reported in perovskites, leading to a reduction in Jsc, Voc,
and FF [219]. In fact, customizing the energy level of ETL to better matching that of the perovskite layer can smooth electron injection and transport,
which obviously heightens short circuit current Jsc and fill factor FF. Meanwhile, the open circuit voltage Voc is directly affected by the band alignment
since it is determined by the energy difference of ETL and HTL fermi levels.
Thus, a tailored energy bands will enhance the energy difference resulting in
Voc enlargement [216].
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The morphology of ETL is equally important to the band alignment in
term of charge extraction where a reduction in the surface traps, that function
as recombination centers, by lowering the surface roughness and smoothing
the morphology can enhance the collected current Jsc [229]. Additionally,
a uniform distribution with high coverage by selective layers is also another
morphology aspect that can improve the device stability and reduce the series
resistance [230]. Introducing additional extremely thin buffering layer or facial
layer with finer band alignment can significantly facilitate charge extraction
and influence the device performance [224].
Finally, a higher electron mobility of selective material is beneficial by
many aspects such as expediting the charge extraction which reduces the
recombination rate and mitigate the charge accumulation which is believed
to be a reason for the hysteresis behavior [231].
In the early development of perovskite solar cell, scientists have employed
TiO2 in a scaffold structure as ETL [119,232]. The results have been promising
until the discovery of ambipolar behavior of perovskite, where the tendency
to simplify the device architecture from mesoporous to planer brought out
some issues with planer TiO2 . First, the TiO2 best conductivity with high
mobility happens when combining the planer with scaffold nanosparticles as
a mesoporous layer but it requires high sintered temperature to achieve the
desired crystal structure (nataseand or rutile/ ∼ 500◦ C). As a result, this
material is not applicable as ETL for flexible perovskite solar cells. Also,
the band alignment of TiO2 with perovskites is below the desired level where
charge can be accumulated leading to the reported hysteresis behavior of perovskites [227,231]. Moreover, TiO suffers from photo-catalytic effect upon illu148

mination which notoriously impacts the perovskite stability [233, 234]. Therefore, the need for other ETL materials have drawn a wide research attention
and many candidates are examined and modified aiming to achieve the theoretical efficiency with high stability including SnO2 , Wox , and ZnO where the
champion so far is SnO2 [227].
Several studies have reported high efficiency accompanied with high stability, and low hysteresis behavior of perovskite solar cells upon incorporating
SnO2 as ETM [219–224,228]. In fact, there are many advantages of SnO2 over
its candidates that lead to this extensive applications. In particular, it possesses high electron mobility (bulk mobility: 240 cm2 /(V.s)) at low fabrication
temperature (as low as 70 ◦ C) that speeds up electron extraction. Besides, an
ideal ohmic contact with perovskite can be formed due to its wider band gap
(3.64.1 eV) with convenient band alignment of SnO2 /perovskite CBM and
a deeper VBM level than other candidates. This alignment efficiently facilitates electron extraction while blocking hole extraction which reduces the
recombination rate. Moreover, it has high optical transparency for maximum
photoabsorption in the perovskite layer [216,220, 227]. Thus, low temperature
processed SnO2 with premium optical and electrical properties have been considered as a supreme alternative ETL material for boosting PSCs performance.
Grätzel et al. incorporated solution-processed SnO2 in a planar structure PSCs and reached efficiency close to 21% [225]. Although the solution
based SnO2 nanoparticles in form of planer structure has achieved a promising
efficiency, the need to a uniform scalability for large-scale production has motivated researchers to find alternative methods of fabrication [235, 236]. One of
the favorable methods is atomic layer deposition ALD where the film is built
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up layer by layer from the atomic level with atomically precise control over
the layer thickness and density [226]. It produce a superb nano-thin, uniform
and pinhole-free films in large sizes constructed of a monolayer or multilayers.
Correa Baena and coworkers have engineered the band alignment of perovskite
solar cell by replacing TiO2 ETL with 15 nm ozone-oxidized ALD-SnO2 that
enhances the stabilized efficiency to 18% and retards the hysteresis behavior [219].
A comparison study conducted during 2005 to compare the film morphology of SnO2 deposited from the same precursor (SnI4 and O2 ) using different methods: chemical vapor deposition (CVD) and atomic layer deposition
(ALD). The final result showed that a higher quality and higher crystallinity
close to a single crystal structure with less surface roughness attained by ALDSnO2 [215]. Therefore, for a smoother film with high crystallinity produced at
low temperature, ALD is the recommended choice. There are several factors
that can affect the file ALD film including the deposition temperature, the
nucleation layer, the thickness of nucleation layer, the precursor and oxidation
agent, the oxidation time, and wither the surface is passivated or not. Most
of these parameters have been tested in our work.
The goal of our work is to develop an Atomic Layer Deposition (ALD)
process that produce a high efficiency device consisting of glass / ITO / ALDSnO2 / FAMACs / Spiro-OMeTAD / metal contact(MoOx /Al) where the
ALD-SnO2 performance should exceed or at least meet with the performance
of nanoparticle-based NP-SnO2 thin film reported before [225]. We examined
several parameters, starting from the nucleation (seeding) material and nucleation layer thickness, followed by varying the ETL thickness with respect to
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the nucleation thickness. Also, we tested the effect of thermal annealing during fabrication at 150 ◦ C, 100 ◦ C and 90 ◦ C besides the effect of increasing
the oxidation time for the nucleation layer. As described in figure 4.2, We
used a depleted layer of SnO2 as the seeding layer (SnOx , where 1.5 < x < 2)
and varied its thickness with respect to the whole thickness of ALD-SnO2 thin
film.

4.2

Methodology

This section explains in details the fabrication process of a perovskite solar
cells from the substrate preparation to the metallization of the back contact.
In order to preserve a consistent comparison of NP-SnO2 and ALD-SnO2 based
PSCs out of each fabrication, we were making two batches of devices using the
same materials for the other layers except the ETL layer.

Figure 4.2: An illustration of the difference between the two batches fabricated
from the same material to achieve a reliable comparison.
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4.2.1

Substrate preparation

For this project, we used an indium tin oxide coated glass (ITO) patterned
in six ITO fingers as the transparent front contact of our cells. The cleaning
process started by sonicating the substrate in acetone, isopropanol(IPA), and
methanol for 15 min each in a consequence. The substrates are then cleaned
with DI water thoroughly and dried with N2 for a minutes. After that, the substrates’ surface was cleaned with UV/ozone for 20 min to remove the residual
organics and contaminants besides enhancing the surface energy for solution
deposition. The substrates are ready to be used within 30 min of the last
cleaning step.

4.2.2

Electron transport layer ETL

The whole modifications of this project have been conducted in this section; thus, the preparation of NP-SnO2 will be described in a separate section
from the ALD-SnO2 for elucidation purposes.
4.2.2.1

NP-SnO2 preparation

In the beginning, the whole fabrication process was conducted in air. A
concentrated tin(IV) oxide, 15% in H2 O colloidal dispersion (nanoparticles)
was purchased from Alfa Aesar and used to fabricate NP-SnO2 thin films of
our devices following a procedure reported by Jiang et al. [235]. To prepare
our thin film, the concentrated NP-SnO2 solution is diluted in DI water to
2.67% (1:4 v/v) and sonicated for 5 min in cold water. Then, the mixture
was promptly deposited (without filtration) on the ITO substrate using a spin
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coater and following this recipe: 3000 rpm /30 sec/ 1.5 sec ramp rate. The
substrate was straightaway transferred to a hot plate for 30 min annealing at
150 ◦ C and retreated again with UV ozone for 20 min to be ready for perovskite
film deposition.

Figure 4.3: Schematic illustrating the fabrication process of NP-SnO2 .

4.2.2.2

ALD-SnO2 preparation

As mentioned before, a thin film prepared by atomic layer deposition ALD
is synthesized layer by layer in self-limited chemical oxidation that requires at
least two precursors and a carrier-purging inert gas as explained in figure 4.4.
In this project, the same ITO substrates are used for making ALD-SnO2
thin films. Also, Tetrakis (dimethylamino) tin (TDMASn) is used as tin precursor source, and hydrogen peroxide H2 O2 in two concentration (3 wt.% in
water for depleted layer, and 50 wt.% for the stoichiometric layer) are used
as the chemical oxidizer source. ALD-SnO2 film was fabricated via alternative substrate-exposure to TDMASn and oxidizers where argon was used to
carry the molecules during exposure and purge the residual. This process is
repeated until reaching the desired thickness where each cycle can grow around
∼ 1Å [226].
When the substrate is inserted inside the vacuum deposition chamber, it
is preheated for 30 min at the chosen temperature for the process (we worked
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Figure 4.4: An illustration of the sequential deposition to form ALD thin film
where the reactant represents the Sn source and counter-reactant represents
the oxidizer source in our project.
with 150◦ C -100 ◦ C - 80◦ C). The whole deposition process may take up to 2
hours for thickness around 25 nm. The substrate preheating step is essential
to remove contaminants of the surface and establish the seeding layer where
the thermal energy can boost the chemical reactions.
The formation of a nucleation layer that facilitates the atomic growth
on a substrate is prepared using the 3% H2 O2 as the oxidizer for TDMASn.
Since this layer is oxygen-deficient, it is named through out the project as
a depleted layer SnOx . The oxygen deficiency has a dramatic effect on the
optical and electronic properties of SnOx where the film looks darker which
means it absorbs light in the visible region and its band gap is smaller than
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the transparent, stoichiometric version SnO2 . Therefore, a deep attention is
paid to the thickness of seeding layer incorporated in ALD-SnO2 film, and
various films where examined that comprised seeding layer as 50% to 1% of
the actual film thickness(figure 4.5). Finally, MVSystem was the company who
supplied us with these samples according to our parameters seeking a patent
for a commercialized ALD-SnO2 product.

Figure 4.5: An explanation of the two step fabrication of ALD-SnO2 thin film
for our perovskite solar cell.

4.2.3

Planar perovskite layer

The light absorber perovskite used in this project is FAMACs with the
same recipe explained in chapter 3. In order to preserve consistency over
the entire experiment, we followed the ball mill method reported by Dou et
al. who modified the reported recipe by Saliba et al. [199]. Briefly, the idea
of this recipe relies on mixing all the salts in their solid state form and ball
milling them to form a black perovskite mixture. After that, the mixture
should be stored in inert environment (N2 ) in a glove box and used over the
entire experiment to insure consistency of weighted salts in all samples.
The salts used in this recipe are MAI, FAI, MABr (obtained from Dyesol),
PbI2 (99.9985%), PbBr2 (99.999%), and CsI (obtained from Alfa Aesar). The
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solvent used in this recipe are dimethylformamide (DMF), dimethyl sulfoxide
(DMSO), and chlorobenzene (CB) (obtained from Sigma-Aldrich) and saved
in N2 glovebox as received. The recipe was prepared according to Saliba et al.:
FAI (1 M), MABr (0.2 M), PbI2 (1.1 M), PbBr2 (0.2 M) and CsI (0.05 M);
however, instead of dissolving the salts every time we fabricated FAMACs in
DMF/DMASO, we mixed the salts as explained by Dou et al. and stored it
for several uses.
The recipe for all the fabrications of this experiment included FAI (3.748
g), MABr (0.488 g), PbI2 (11.050 g), PbBr2 (1.599 g) and CsI (0.359 g). They
were mixed in a plastic bottle with steel balls with the diameter of 3 mm
filling 1/3 of the bottle. The bottle was then placed in a ball-mill roller for
18 hours, with ca. 150 rpm. Next, the resulted black perovskite mix was
transferred to another clean bottle and stored in a dark N2 glovebox. All the
work was conducted inside the nitrogen filled glovebox (H2 O < 0.1 ppm, O2
< 0.1 ppm) to avoid salts exposure to ambient conditions which may degrade
the precursor. The solvent mix DMF: DMSO (3.3:1 v/v) were also mixed in a
glass vial and stored in the N2 glove box which also supports the fabrication
consistency. For each 100 mg of ball-milled precursor salts, 130 µL of mixed
solvent was added and blended with vortex continually for 5 min. The solution
was let to dissolve for 30 min and mixed again for another 5 min. This solution
should be used within 30 min for the best results [199].
To prepare 10 samples (half stacks) of FAMACs, we mixed 350 mg of
precursor salts with 455 µL of mixed solvent and each substrate was coated
with µL of perovskite solution and spin-coated in 2 consecutive steps. The first
step intended to flatten the solution on the substrate thus it was 1000 rpm for
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10 sec with acceleration 500 rpm/ sec. The second step started immediately
after the first step at 6000 rpm for 20 sec at 2000rpm/sec to remove the excess
solvent and initialize perovskite crystallization. About 7 sec before ending the
second step, 150 µL of CB was continuously dripped on the substrate to accelerate dissolution-crystallization process [200, 201]. The film color transformed
from yellow to medium brown upon adding CB followed by shiny black color
while annealing. The actual recipe anneals the film for 1 h on a hotplate at
100 ◦ C; however, the annealing time of our optimized recipe is 30 min. The
whole fabrication was performed inside the N2 glovebox and the optimized
recipe will be discussed in the next section.

4.2.4

Hole transport layer HTL

For the hole transport layer HTL, an organic material (Spiro-MeOTAD)
have been used. It was purchased from Lumtec (>99.5%) and dissolved in
chlorobenzene from Sigma-Aldrich and doped with 4-tert-butylpyridine and
bis(trifluoromethanesulfonyl)imide lithium salt (Li-TFSI)for high conductivity. The actual recipe contains of 72mg of Spiro-MeOTAD disolved in 1 ml
of CB and doped with 0.028 ml of 4-tert-butylpyridine and 0.017 mL of a
bis(trifluoromethanesulfonyl)imide lithium salt (Li-TFSI) made of a stock solution. To prepare this stock solution, 520 mg of (Li-TFSI) was dissolved in 1
ml of acetonitrile and stored in a glove box under inert gas (N2 ) [199]. Then
it was deposited using the reported process by Saliba et al. where 40 µL was
deposited by dynamic spin casting (4000 r.p.m. for 20 s) [237]. The final
film was then left to oxidize in a desiccator over night before the final step of
depositing metal electrode.
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4.2.5

Top metal electrode

For the back contact electrode, two types materials (metal, metal oxides)
have been deposited (15 nm of MoO2 and 150 nm of Al). The use of MoO2 is
to enhance the band alignment between HTL and metal electrode (Al), and
to protect perovskite and HTL from Al penetration and reaction which can
affect the device performance.

4.2.6

Solar cell characterization

J-V curve measurements were conducting inside N2 filled glove box with
100 mA.cm−2 AM1.5G illumination. The calibration of solar simulator was
with an encapsulated Si cell with KG 2 filter and the devices were concealed
with a metal aperture in size 0.059 cm2 during the J-V scans, for both forward
(-0.5 V to 1.3 V) and reverse (1.3 V to -0.5V) scans, which were done at 100
mV.s−1 without prior voltage bias or light soaking.

4.3

Results and discussion

In this project, various fabrication parameters have been optimized in
consequence. First, the initial try for seeding layer was Al2 O3 described in
many previous ALD processes [215]. However, the final product was not uniform with obvious peaks in range of 20 nm high. Thus, another seeding layer
was examined and named the depleted layer due to the low level of oxidation
(with 3% H2O2).
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Figure 4.6: The AFM image of ALD SnO2 on ITO substrate displays the film
morphology and roughness.
The preliminary measurement of the produced thin film using atomic force
microscopy AFM showed a conformal coverage with high density, less pinholes,
and less roughness where RMS is 1.69 nm (figure 4.6). Thus, we fixed the first
parameter which is the nucleation material.
The XRD measurement of NP-SnO2 and ALD-SnO2 films reflects a similar pattern with sharper peaks presented in the ALD film (figure 4.7). This was
expected due to the fabrication nature of ALD films starting from the atomic
level with high crystallinity. The diffraction pattern of NP-SnO2 exhibits a
splitting peaks which may refer to the impurities and dopants in the commercial NP solution which will be discussed later.
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Figure 4.7: The XRD pattern for ALD SnO2 and NP SnO2 on ITO substrates.
Next, we worked on the effect of the ETL thickness on the device performance including the effect of seeding layer thickness. Therefore, we tested the
ETL thickness in a range from 10 nm to 50 nm including 15 and 25 nm. In
addition, for a specific ETL thickness, we varied the seeding layer thickness
i.e. for 25 nm ETL, we varied the seeding layer as 0.3 nm, 0.5 nm, 1 nm, 2.5
nm, and 12.5 nm. All these variation have been conducted at a fixed temperature 150 ◦ C. We noticed that in general the devices performance was below
the expected specially in the value of Voc which is supposed to be around 1 V
(figure 4.8 and table 4.1).
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Figure 4.8: Current density-voltage characteristics of ALD-based devices where
the parameters of champion device are 100 ◦C, 0.5/25nm refers to the thickness
of depleted layer/ the actual thickness of ETL.

Device

PCE%

Voc (v)

Jsc (mA.cm−2 )

FF

1/10 nm (150 ◦ C)

4.2%

0.753

10.2

0.55

1/15 nm (150 ◦ C)

4.6%

0.64

15.8

0.45

2.5/25 nm (150 ◦ C)

6.63%

0.69

18.8

0.51

2.5/50 nm (150 ◦ C)

7%

0.748

19

0.5

12.5/50 nm (150 ◦ C)

5.8%

0.661

18.24

0.48

1/25 nm (150 ◦ C)

9%

0.79

19.11

0.6

12.5/25 nm (150 ◦ C)

4.3%

0.524

17.7

0.46

0.5/25 nm (100 ◦ C)

16.23%

1.127

20.7

0.70

Table 4.1: The best device performance for each set of parameters fabricated at
150◦C and 100◦C covering various thicknesses.
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We also noticed a negative impact of seeding layer thickness on the device
performance where the increased thickness led to a reduction on both the
extracted charges and the open circuit voltage. This was expected since the
electronic properties of the seeding layer is different than the stoichiometric
layer as mentioned in the previous section (figure 4.9).

Figure 4.9: The effect of seeding layer thickness on the device performance.
Even though the presence of oxygen vacancies enhances the free carrier
concentration, but it affects the fermi level which is the main reason for the
reduction in the Voc. Also, enlarging the thickness of the seeding layer would
make it difficult for the charges to tunnel through it resulting in charges pile
up and recombination at the interface between these two layers. Therefor, a
thin seeding layer is recommended here (figure 4.10).
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Figure 4.10: An illustration enplaning the effect of the seeding layer thickness
and electronic properties on the J-V characteristic.
Next, for the thickness of the ETL layer, we found that reducing the
thickness bellow 20 nm lead to a reduction in the extracted current beside
the reduction in Voc induced by seeding thickness (figure 4.8). This can be
attributed to insufficient thickness for effecient charge extraction which may
enhance the surface recombination which directly affects Jsc. On the other
hand, enlarging the ETL thickness have improved the extracted current where
the optimum performance was found around 25 nm. Therefore, we recommended that ALD-SnO2 thickness to be between 20-25 nm specially since the
NP SnO2 is operating with good efficiency around 18 nm.
But as stated before, the desired performance was not achieved at 150
◦

C. Thus, we fixed the seeding/ETL thickness at 0.5/25 nm and changed the

oxidation level of both layers (by increasing the oxidation time during ALD
synthesis) and the substrate temperature to be 100◦ C. This vastly enhanced
the ALD-based device performance to reach 16.23% with Voc > 1.1 V exceeding the NP-based device performance of the same batch which was 16.06% as
presented i n figure 4.11.
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Figure 4.11: A comparison of J-V characteristic of ALD-based vs. NP-based
champion devices where the performance of ALD-based device surpassed the
NP-based device.
This superior improvement occurs after the temperature/ oxidation modification during film growth. This can be ascribed to the positive effect of oxidation on the band alignment of seeding layer and stochiometric layer where
the Fn level has increased with oxidation level leading to larger Voc (figure
4.9) as reported in table 4.1 [238]. Additionally, several papers have reported
the tendency of SnO2 films to crystalline better at lower temperature with
sufficiently high electron concentration to perform superbly in PSCs devices,
where the fabrication at higher temperatures resulted in agglomeration of the
crystal particles [216]. By lowering the fabrication temperature, SnO2 films
tend to have lower electron concentration accompanied with higher electron
mobility which is desired for hole blocking [239]. Thus, by fixing the oxidation time/ temperature and further reducing the seeding layer thickness, we
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kept having good device performance with average efficiency ∼ 15.5% and
voc > 1V. As a result, we can confidently report the optimum parameters for
our devices where we found the depleted layer, for the first time, can work
perfectly as a seeding layer with thickness around 0.5 nm or lower, and the
actual ETL layer around 25 nm fabricated at 100 ◦ C. This process can produce
larger devices for commercial production with competitive efficiency to other
reported processes [226, 238, 239].
Finally, regarding the hysteresis behavior, the NP-based devices showed
very low hysteresis behavior while the ALD-based devices exhibited considerable hysteresis behavior as shown in figure 4.12.

Figure 4.12: A comparison of hysteresis behavior between ALD-based vs.
Alpha-NP-based devices.
This can be explained from a recent study by Bu et al. who proofed the
effect of potassium K that is used on the commercial Np-SnO2 produced by
Alfa-Aesar where they used KOH as a stabilizer which surprisingly boosted the
device performance and greatly reduced the hysteresis behavior [228]. They
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found that, not only K have passivated the surface traps but also has supported
the nucleation of perovskite films deposited on top of NP-SnO2. This also has
been proof by our XRD measurement where the diffraction pattern of NPSnO2 displayed split peaks referring to the impurities’ existence. Thus, the
ALD-doped films may yield an even higher performance. The future work out
of this project is studying computationally and experimentally the effect of
doping on the device performance i.e. Nb-doped ALD-SnO2 .

4.4

Conclusion and future work

In this project, we have investigated and optimized a new process to
fabricate ALD-SnO2 thin films for scalable PSCs applications. The optimum
recipe was found to be 0.5nm depleted layer SnOx (3% H2O2) out of 25 nm
SnO2 fabricated at 100 ◦ C. We successfully used an ultra-thin oxygen-depleted
SnOx seeding layer to initiate the growth of a high-quality SnO2 layer. In
addition to the impact of the nucleation growth, the effect of oxidation level has
been validated to improve the device performance along with low fabrication
temperature. The future work will focus on developing an optimum recipe for
doped ALD films computationally and experimentally.
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Chapter 5
Investigating the crystal
structure of Cs2BiAgX6: First
principle calculation DFT
In this chapter, we attempted to study the thermal stability of Leadfree double perovskite solar cells Cs2 BiAgX6 through First-Principles Density
Functional Theory (DFT). The goal of this project is to study the changes in
electronic and optical properties of CsBiAgX6 due to thermally-induced phase
transition that is common in perovskites at different onset temperatures.
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5.1
5.1.1

Background and motivation
Lead toxicity and alternative solutions

Over the last decade, metal halide perovskite solar cells have made a striking progress in term of effeciency reaching 25% for single junction and 28%
for tandem structure [15]. Considering this efficiency along with improved
stability, PSCs should be ready to emerge in the consumer market. However,
there is an environmental concern regarding the use of lead in commercial
products for its known toxicity [240, 241]. Finding environmentally friendly
materials is particularly advisable; consequently, there have been tremendous
effort to find other Pb-free candidates with similar superior properties achieved
by lead halide solar cells i.e.substitute Pb with germanium Ge or tin Sn partially or fully, and replace divalent metal with two monovalent/trivalent metals
(A2 M+ M3+ X6 ) like Cs2 BiAgX6 [242–248].
Many scientists have investigated the double perovskite Cs2 BiAgX6 theoretically and experimentally to find their similarities with the record holder
perovskite APbX3 [242–246, 249]. Although the double perovskite Cs2 BiAgX6
exhibits indirect bandgap in opposition to lead halide perovskites, there are
great similarities in term of bandgap values and optical properties [246]. For
instance, Cs2 BiAgBr6 has a bandgap of 2.19 eV which is slightly smaller than
its analog MAPbBr3 2.26 eV, and the bandgap of Cs2 BiAgCl6 is 2.77 eV that
is also slightly smaller than MAPbCl3 3 eV. Contrary, a surpass performance
in term of carrier lifetime have been detected in Cs2 BiAgX6 with a value
exceeding 600 nm in comparison to MAPbI3 [83, 245].
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Some theoretical studies have concluded with a bandgap tailorability of
double perovskites from 0.5 eV to 2.7 eV [245, 248]. Filib et al. and McClure
et al. have reported two rout to fabricate Cs2 BiAgX6 through both solution
processing and solid-state reaction yielding a very high ordered crystalline
material in cubical structure at room temperature with very low probability
of Ag-Bi antiphase [243, 246]. They also reported the bandgap values and
crystal structure of Cs2 BiAgX6 where X= Cl and Br with crystallographic
information that we utilized in our study (figure 5.1).
Not only they acquire similar desirable properties, but also, they reflect
high stability against moister and oxygen penetration that are ascribed to
the intrinsic high decomposition enthalpy of these materials [250]. Wu et al.
have fabricated solution-based, low pressure-assisted Cs2 BiAgBr6 device with
efficiency ∼ 1.78% constructed under ambient conditions [251].

Figure 5.1: The crystal structure of Cs2BiAgX6 double-perovskite where X can
be Cl− or Br−. yellow balls:, pink octahedra: Bi, green octahedra: Ag, green
balls: Cl or Br. The structure is generated using VESTA software.
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These motivated findings have inspired us to study theoretically through
DFT the thermal stability of Cs2 BiAgX6 double perovskites. As mentioned in
chapter 2 of this thesis, perovskites in general exhibit thermally-induced phase
transition where the crystal structure, and accordingly the optical and electronic properties, may alter based on the environmental temperature [251]. It
has been reported that Cs2 BiAgX6 displays equitably large octahedral dynamic
motions like tilting or rotating at room temperature which is seen as a good
sign for phase-transition possibility at lower temperatures [246].
The goal of this study was to identify the transition regions and study the
electronic and optical properties at each region. We planned to perform band
structure calculation to identify some properties such as the minimum energy,
optimized structure, the bandgap and DOS, and the electronic configuration
of the system. For this reason, we utilized the reported data by McClure et
al. regarding the crystallographic information to initiate our calculations for
room temperature structure.

5.1.2

First principle calculations

In the world of quantum mechanics, describing a system can be obtained
by solving its Schrödinger equation for the energy eigenfunctions ψ and eigenvalues [252]:
Ĥ|ψi = E|ψi

(5.1.1)

where Ĥ is the Hamiltonian operator comprised of the kinetic energy T̂ and
potential energy V̂ , and E is the total energy of the system. Solving Schrödinger
equation for small systems like hydrogen atom can be attained analytically
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where the exact wavefunction is obtained then the allowed energy states are
determined. However, for larger (N-body) systems where many-body interaction starts to take place and an additional operator (interaction energy Û ) is
added to Hamiltonian operator , an exact solution would be difficult to reach.
Instead, some approximations can simplify the process and render a closer
solution with significantly less time and effort [253].

Ĥ = T̂ + V̂ + Û

(5.1.2)

Among these approximations is density functional theory DFT where the
solution is obtained based on the system electron density instead of the particles’ wave functions. This approximation turns the dimension of a Schrödinger
equation from 3N to 3 based on the electron density around atoms in 3dimension coordinates, which allows researchers to investigate, from a quantum level prospective, larger and complex systems. Not only the allowed
energy levels are calculated, but a variety of other properties including electronic, structural, and magnetic properties that can cover defects and materials
of various scales.

5.1.3

Density Functional theory

DFT stands for Density Functional Theory which uses the electrons density to describe the properties of a system (structural, electronic, optical, vibrational, and magnetic properties). It is a computational method comprised of a
quantum mechanical modeling from an atomistic level to solve approximately
Schrödinger equation which can be applied in physics, chemistry and materials
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science to study many-body systems i.e. (atoms, molecules, and the condensed
phases). It studies not only the already existed materials, but also designs new
materials and predicts their properties which can save huge experimental time
by picking the right material with the desirable properties [254].
As above-stated fact, solving Schrödinger equation for a system with N
electrons is difficult due to the complexity of involving many-body interactions
that expand the calculated terms dramatically. Therefore, the need for some
approximations that facilitate solving this equation becomes pivotal. The first
approximation is Born-Oppenheimer approximation that assumes the nucleus
as stationary elements since the electron relaxation time is much faster which
separate the wavefunctions of ions from that of electrons and allows for solving
the system equation through solving only electron equations in fixed external
nucleus potential Vext:

Ψ = Ψnuclie (R1 , R2 , ..., RN )ψelectron (r1 , r2 , ..., rn )

(5.1.3)

where R is the nuclei coordinate, and r is the electron coordinate. This will
turn the Schrödinger equation to becomes:

h

i
1
− ∇2 + V̂ext (Ri , ri ) + V̂e−e (ri ) ψ(ri ) = Eψ(ri )
2

(5.1.4)

where Vext represents the external fixed nucleus potential, and Ve−e refers to
electron-electron Coulomb interaction. It is obvious from the Ve−e term that
even this approximation could not simplify the numerical solution for larger
systems. As a consequence, further approximations have been proposed [255].
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Instead of calculating the e-e interaction for each pair in the system,
another approximation known as Hartree assumes this interaction can be calculated effectively for an electron with an average electron density around
that electron which means we treat electrons individually with respect to the
average electron density of a system:

ψelectron (r1 , r2 , ..., rn ) = φ(r1 )....φ(rn )

(5.1.5)

where φ represent the atomic orbital wavefunction, and the Schrödinger equation becomes:

h

i
1 2
− ∇ + V̂ext (Ri , r) + V̂H (r) φn (r) = En φn (r)
2

(5.1.6)

where VH represents Hartree potential.

Although this approximation simplifies the calculation, but it overcomes
the Pauli exclusion principle. Thus, another modified Hartree-Fock approximation has considered this principle through a slater determinant which compiles another term of electron exchange correlation to the Schrödinger equation, which simplifies a (many-electron) problem to a (many one-electron )
problem. These approximations have founded the quantum chemistry until
1999 when Walter Kohn and Johan Pople got awarded with Nobel Prize for
establishing DFT [255]. The core revolution of this approximation is describing
the system through the electron density n(r) instead of wave function Ψ [254].
DFT approximation is based on two principles called Hohenberg-Kohn
theorem stating that the ground state energy is a unique functional of electron
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density, and the electron density that minimizes the energy of the overall
functional is the ground state electron density E0 = E[ n0 (r)] (figure ??), and
the effective Hamiltonian will be:
h

i
1
− ∇2 + V̂ext (Ri , r) + V̂H (r) + V̂XC (r) φn (r) = En φn (r)
2

(5.1.7)

where VXC refers to the exchange energy and correlation energy between electrons.

Figure 5.2: Schematic explaining the relationship between the electron density
and ground state energy.
This approximation assumes the electrons are not interacting and they only
feel the effective potential mentioned above [256,257]. Indeed, this progress in
term of approximations have advanced the computational calculation in both
efficiency and speed, which paved the way for theoretical scientists to expand
their studies and investigate materials from atomic level or first prin-ciples. The
majority of electronic structure calculations at the ground-state energy is
carried out by the Hohenberg-KohnSham DFT method and have been
incorporated in various codes including GAUSSIAN and Plain waves (PW)
approaches [254, 258].
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We can simplify the Hohenberg-Kohn theorem functional as a solution of
set of energy functionals for each electron as:

E(φi ) = Eknown (φi ) + EXC (φi )

(5.1.8)

where the known term includes the electron kinetic energies, the electronelectron coulomb interaction, the electron-nuclei coulomb interaction, and
nuclei-nuclie coulomb interaction. The other term is the exchange-correlation
functional that comprises all the quantum mechanical effects, i.e. spin orbital
coupling, not involved in the ”known” term. This term is usually the source
of errors in the computational calculation that if not determine well can lead
to overestimated or underestimated values.
One of the popular ways to define the EXC functional is named local
density approximation (LDA), where the electron gas is assumed to be uniform, which can define approximately the exchangecorrelation functional at
certain distance. This functional can help achieving a solution with reasonable accuracy. If the accuracy is a priority over the calculation time and
cost, higher functional approximation can be employed like general gradient
approximation (GGA), which combines approximating the local density and
local gradient with respect to electron density [259]. Under the GGA, there
are many written functionals that implemented the physical information differently such as PerdewBurkeErnzerhof functional (PBE) and PerdewWang
functional (PW91) [254].
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5.2

Methodology

In this project we used two open-source computational software CP2K
and Quantum ESPRESSO that used different coding approaches to run DFT
calculations.

5.2.1

CP2K

CP2K is a software that deals with quantum chemistry and solid state
physics. It can perform atomistic simulations of materials in either a periodic
crystalline shape or liquid. It runs DFT computation based on Gaussian-plane
wave mixed approach (GPW) and Gaussian-augmented plane wave mixed
approach (GAPW). Also, there are several EXC functionals that are provided
with CP2K package such as LDA, GGA, and DFTB. Besides DFT computation, it can run molecular dynamic simulation and Monte Carlo simulation,
and it is written in Fortran 2008 and available for free under GPL license [260].

5.2.2

Quantum Espresso

Quantum ESPRESSO (QE) stands for Quantum Open - Source Package
for Research in Electronic Structure, Simulation, and Optimization. It is an
open-source codes to calculate electronic structures and model materials from
the nanoscale. It uses plane wave approach accompanied with pseudopotentials for EXC functionals to perform DFT computations, and contains several
packages that can be plagued-in to execute advance tasks [261].
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In our computation, we used self-consistent field approach SCF in both
GPW method (CP2K) and plane wave-pseudopotental method (QE). In CP2K,
we used (DZVP-MOLOPT-SR-GTH) optimized from molecular calculations
as the basis set, and Goedecker-Teter-Hutter (GTH-PADE) pseudopotentials
as LDA EXC functional. Additionally, for QE calculation, we used ultrasoft
pseudopotentials (UPF) as the basis set and used GGA (PBE) as EXC functional.

5.3

Result and discussion

We started our computation on MAPbI3 since the crystal structures and
atomic positions for phase-transition at lower temperatures have been extracted
experimentally [262]. We did this step in order to validate our codes to be
executed on double perovskite materials. The written codes are provided in
appendix B. In our computation, we run total minimum energy calculations at
different temperatures since the used data has been confirmed experimentally.
In fact, MAPbI3 has a cubic phase above 330 K, and transfers to tetragonal phase bellow 330 K, and the last transformation occurs below 160 K to
become orthorhombic. This indicates the total minimum energy when calculating above 330 K should occur in the cubic structure since it is the stable
structure experimentally; however, when calculating at any temperature below
330 K, the total minimum energy should be found in the tetragonal structure
and so on. Eventually, our computation showed a good agreement with the
reported experiment. For MAPbI3 , the crystallographic data used in the calculation are based on experimental work [262] (tables 5.1, 5.2, 5.3).
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Atom

X

Y

Z

Pb

0

0

0

I

0

0.0435

0.5

C

0.578

0.578

0.5

N

0.413

0.413

0.5

Table 5.1: The crystallographic parameters of cubic structure of AMPbI3 where
a = 6.391 (Å) and space group is Pmm- 330 K [262].

Atom

X

Y

Z

Pb

0

0

0

I(1)

0.2039

0.2961

0

I(2)

0

0

0.25

C

0.555

-0.055

0.264

N

0.459

0.041

0.202

Table 5.2: The crystallographic parameters of tetragonal structure of AMPbI3
where a=8.800 (Å), c=12.685 (Å) and space group I4/mcm - 220 K [262].
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Atom

X

Y

Z

Pb

0.5

0

0

I(1)

0.48572

0.25

-0.05291

I(2)

0.19020

0.01719

0.18615

C

0.913

0.25

0.061

N

0.932

0.75

0.029

Table 5.3: The crystallographic parameters of orthorhombic structure of
AMPbI3 where a=8.8362 (Å), b=12.5804 (Å), c=8.5551 (Å) and space group is
Pnma - 100 K[262].

Although the DFT computation ran smoothly on MAPbI3, the lack of
experimental measurement of Cs2 BiAgX6 double perovskite at lower temperatures has added another challenge to our work. The only experimental measurements done on Cs2 BiAgCl6 and Cs2 BiAgBr6 were at room temperature
and the reported crystal structure is cubic (tables 5.4 and 5.5).

Atom

X

Y

Z

Ag

0

0

0

Bi

0.5

0.5

0.5

Cs

0.25

0.25

0.25

Cl

0.2513

0

0

Table 5.4: The crystallographic parameters of cubic structure of Cs2BiAgCl6
where a=10.7774 (Å) and space group is Fm-3m - 300 K [246].
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Atom

X

Y

Z

Ag

0

0

0

Bi

0.5

0.5

0.5

Cs

0.25

0.25

0.25

Br

0.2504

0

0

Table 5.5: The crystallographic parameters of cubic structure of Cs2BiAgBr6
where a=11.2711 (Å) and space group is Fm-3m - 300 K [246].
In an attempt to overcome this issue, we used a software called (SPuDS Structure Prediction Diagnostic Software) designed to predict the crystal
structure of perovskite materials to predict the crystal parameters of Cs2 BiAgCl6
at low temperatures [263]. In SPuDS software, several information must be
inserted in order to calculate the crystallographic parameters at certain temperature (figure 5.3).
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Figure 5.3: SPuDS GUI interface to insert the essential information about the
perovskite in order to obtain crystal parameters [263].

After adding the required information (i.e.

perovskite stoichiometry,

space group, chemical constituents, the oxidation numbers, and the temperature), the software calculates the atomic positions and crystal parameters.
The obtained data for Cs2 BiAgCl6 double perovskite are presented in table
5.6 and 5.7.
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Atom

X

Y

Z

Ag

0.5

0.5

0

Cs

0

0.5

0.25

Bi

0

0

0

Cl(1)

0

0

0.2489

Cl(2)

0.1949

0.3029

0

Table 5.6: The crystallographic parameters of tetragonal structure of
Cs2BiAgCl6 where a=7.5779 (Å), c=10.9641, and space group is I4/mcm -175 K
[246].

Atom

X

Y

Z

Ag

0.5

0

0

Bi

0

0.5

0

Cs

0.4915

0.5272

0.25

Cl(1)

0.2795

0.2809

0.0307

Cl(2)

0.2181

0.7786

0.0307

Cl(3)

0.5614

-0.0073

0.2512

Table 5.7: The crystallographic parameters of orthorhombic structure of
Cs2BiAgCl6 where a=7.5821 (Å),b=7.6954 (Å), c=10.8008 (Å), and space
group is Pnma - 160 K.
To validate these data, we executed the DFT codes at room temperature
where the experimental measurements proved the crystal phase is cubic. Since
the stable structure is cubic, we must computationally obtain the minimum
energy when we used the cubic parameters; however, both parameters obtained
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from SPuDS revealed lower energy than cubic structure at room temperature
which indicate the lack of accuracy of obtained data. Thus, the computational
work could not be advanced.
Although we ran these calculations early 2016, Until the time of this work
(and to the best of our knowledge), there is no reported experimental work
studying these double perovskites at lower temperature. This work will be
advanced once we obtain the required data. Further information about the
codes are supplied in appendix B.

5.4

Conclusion and future work

In this chapter, we endeavored to use DFT to study the electronic and
structure properties of lead-free double perovskites Cs2 BiAgX6 at lower temperature in order to address the material thermal stability. The generated
DFT codes have been validated on MAPbI3 where the experimental data was
reported. However, due to insufficient experimental data of the Cs2 BiAgCl6
crystallographic parameters at lower temperature, the advancement of these
calculations were held to be continued once this information is available.
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Chapter 6
Conclusion and Outlook
In this work, we have investigated new methods to improve the production
of perovskite solar cells aiming for large scalability with high efficiency.
In the first project (chapter 3), we developed a reproducible recipe to
laminate a complex, yet stable perovskite material (FAMACs) and studied
the effect of lamination on the optical, structural, and electronic properties
of FAMACs. We also demonstrated a new architecture, for fabricating perovskite solar cells that presumably becomes a game-changer upon optimization since it involves self-encapsulation mechanism. The results have proven a
desirable improvement including reduction in the bandgap accompanied with
sharpening in the absorption edge referring to higher absorption and higher
crystallinity. Additionally, the carrier lifetime has considerably improved with
lamination which is prospected to enhance the density of extracted charges
supports reaching the optimized performance of laminated perovskite solar
cells. The excited part of our work is represented in the remained improvement of FAMACs properties after releasing the pressure, which could be a
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foundation for a new group of flexible, scalable, and metal free photovoltaics
applicable for roll-to-roll production.
This work has open the door for a new research area to investigate new
selective materials (for both electrons and holes) that could not be accessed
before due to the thermal budget of perovskite and solvent compatibility in the
conventional layer-by-layer fabrication. The future work should cover fabricating full devices with lamination method using FAMACs as the light harvesting
material. We will focus on optimizing the pattern of front and back electrodes
to reduce the series resistance and increase the efficiency. This may not only
reduce the commercial production cost, but also enhance the interfacial contacts and band alignment with developed compositions. Also, inorganic metal
oxide materials can be tested and optimized (with doping or passivation) to
improve the performance of laminated devices. Finally, this structure paves
the way for creating band gradient and phase spacing fabrication in a simple
yet effective way that has not been introduced before.
In the second project (chapter 4), we have investigated and optimized a
new process to fabricate ALD-SnO2 thin films for scalable PSCs applications
that can be utilized for both rigid and flexible substrates. We successfully
employed a new seeding layer consists of an ultra-thin oxygen-depleted SnOx
layer to initiate the growth of a high-quality SnO2 layer. The resulted film is
very smooth (RMS 2nm) with high coverage and density. The optimum recipe
was found to be 0.5nm depleted layer SnOx (3% H2O2) out of 25 nm SnO2
fabricated at 100 ◦ C. In addition to the impact of the nucleation growth of
depleted layer, the effect of oxidation level has been validated to improve the
device performance along with low fabrication temperature. The future work
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will focus on developing an optimum recipe for doped ALD films numerically
and experimentally.
In the last project (chapter 5), we attempted to use DFT to address
the thermal stability and the escorted changes in the electronic and structure
properties of lead-free double perovskites Cs2 BiAgX6 at lower temperature.
We have validated the generated DFT codes on MAPbI3 where the experimental data was reported. However, the lack of practical data regarding
the crystal parameters of the Cs2 BiAgCl6 at lower temperature have limited
the advancement in this work, yet it will be continued once these data are
announced.

186

Bibliography
[1] NASA, “Carbon dioxide concentration — nasa global climate change,”
2017. [Online; accessed 17-May-2019].
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Appendix B
DFT Codes
B.1

CP2K

The crystal lattice parameters are in Angstroms Å.

B.2

QE

The crystal lattice parameters are in Bohr = 0.529177 Å. We used BURAI
1.3 software developed by Satomichi Nishihara as GUI for QE.
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