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Abstract-We consider the problem of estimating an unknown parameter m in case one observes 
in an interval (rectangle) stationary and nonstationary Ornstein-Uhlenbeck processes (sheets), which 
are shifted by m times a known deterministic function on the interval (rectangle). It turns out that 
the maximum likelihood estimator (MLE) has a normal distribution and, for instance, in case of 
the sheet this MLE is a weighted linear combination of the values at the vertices, integrals on the 
edges, and the integral on the whole rectangle of the weighted observed process. We do not use 
partial stochastic differential equations; we apply direct discrete time approach instead. To make 
the transition from the discrete time to the continuous time, a tool is developed, which might be of 
independent interest. @ 2003 Elsevier Science Ltd. All rights reserved. 
Keywords-wiener sheet, Ornstein-Uhlenbeck sheet, Maximum likelihood estimation, Radon- 
Nikodym derivative. 
1. INTRODUCTION 
The stationary Omstein-Uhlenbeck process {X(s) : s E JR} is the stationary solution of the 
stochastic differential equation 
dX(s) = -ox(s) ds + udW(s), (1.1) 
where a > 0, g > 0, and {W(s) : s E R} is a standard Wiener process. It is a zero mean Gaussian 
process with 
_ - u2 
EX(si)X(sz) = -e- ~ISl-SZl 
2o 
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We remark that the process {X(s) : s 2 0} can also be represented as 
X(s) = epas (X(0) + o~‘eD’“dW(u)) , 
where X(0) is a zero mean normal random variable with E-?‘(O) = 02/(2cr), independent of 
{W(s) : s 2 O}. c onsider the process Y(s) :=X(s) + m, s E R. Let [Si, Sz] c (_-cQ,w~. 
Denote by P, and Pz the measures generated on C([Si, Sz] + R) by the processes Y and X, 
respectively. Then, Pp and P, are equivalent and the Radon-Nikodym derivative has the form 
a6 Y(s)ds)}. 
Hence, the maximum likelihood estimator (MLE) f o m based on the observation of {Y(s) : s E 
[Si, Sz]} is given by 
&= 
Y(Si) + Y(S2) + LY 1: Y(s) ds 
2+a(S2 - S1) ’ 
and it has a normal distribution with mean m and variance 02ap1(2 + a(Sz - Sr))-’ (see [2-41; 
it follows also from Theorem 2). 
The process {X(s) : s 1 0) given by 
dX(s) = +X(s) ds + c dW(s), X(0) = 0, 
where Q E R, u > 0, can be considered as the Ornstein-Uhlenbeck process with initial condition 
X(0) = 0. It can be represented as 
X(s) 
Let Y(s) :=X(s) + m, s > 0, and let 
= o/seR(u-“) dW(u). 
0 
[&,S21 c (0,~). c onsider the measures Py and Px . . 
generated on C( [Si, Sz] + W) by the processes Y and X, respectively. Then, it can be shown 
that Py and Px are equivalent and in case Q # 0 the Radon-Nikodym derivative has the form 
z(Y) = exp (coth(c&) + 1+ a(S2 - Si)) 
+F coth(c&)Y(Si) + Y(S2) + ah;Y(s)ds)}. 
Hence, the MLE of m based on the observation of {Y(s) : s E [Sr, $1) is 
7jz= 
coth(c&)Y(Sr) + Y(Sz) + a J;; Y(s) ds 
coth(cuSi) + 1 + c+Sz - Si) ’ 
and it has a normal distribution with mean m and variance a20-‘(coth(oSi) + 1 +cu(Sz - Si))-‘. 
(It follows from Theorem 3.) In case Q = 0, the Radon-Nikodym derivative equals 
g(Y) =exp{-&+s} 
Hence the MLE of m based on the observation of {Y(s) : s E [Sl, $1) is ti = Y(Si), and it has 
a normal distribution with mean m and variance cr2S1. (It follows from Theorem 1.) 
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M. Arato [4] studied also the complex-valued stationary Ornstein-Uhlenbeck process, that 
is, the stationary solution of equation (l.l), where now Q: E aZ with Rea: > 0, u > 0, and 
{W(s) : s E W} is a complex-valued.standard Wiener process. Consider again the process 
Y(s) :=X(s) +m, s E R, where m E Cc is the unknown parameter. The complex-valued processes 
{Y(s) : s E IR} and {X(s) : s 10) can be considered as processes with values in Iw2, as well. Let 
[Si, Sz] c (-co, 00). Let Pp and Pz be the measures generated on C([Si, Sz] + Iw2) by these 
processes, respectively. Then, P, and PA are equivalent and the Radon-Nikodym derivative has 
the form 
-$ (2Reo + ]o]2(S~ - Si)) 
+s Rea (g(4) + F(S2)) +iIm@(m--P(s,)) +]o]2/[iiy(,lds)} 
The MLE of m based on the observation of {Y(s) : s E [Si, Sz]} is given by 
jj21 
Recw (?(Sr) + Y(&)) +iImcr(m-m) +i~u1~JzY(s)ds 
2Rea + lo12(Sz - Sr) f 
and it has a normal distribution with mean m (see [4]). The complex-valued Ornstein-Uhlenbeck 
process with zero start can be handled similarly. 
The stationary Ornstein-Uhlenbeck sheet {X(s,t) : s,t E W} is a zero mean Gaussian process 
with 
fJ2 
EX(si, ti)X(sz, ts) = -e- +z-~ll-Sl~n-~ll 
4op 
> 
where LY > 0, p > 0, u > 0. Consider the process Y(s, t) := X(s, t) + m, s, t E IF& N.M. Arato [5] 
proved with the help of partial stochastic differential equations that in case cy = /3 = 1 the MLE 
of m based on the observation of {Y(s,t) : s,t E [O,T]} is given by 
&= 
Y(O,O) + Y(0, T) + Y(T, 0) + Y(T, T) + Jac Y + JG Y 
(2 + T)2 
I 
where G :=[O, T12 and aG denotes the boundary of G. (It follows also from Theorem 2.) 
The random field s t X(s,t) = 0 JJ ea(21-s)+P(,-t)dW(u,v), s,t L 0, 0 0
where LY E Iw, p E Iw, 0 > 0, and { W(s, t) : s, t > 0) is a standard Wiener sheet, can be considered 
as the Ornstein-Uhlenbeck sheet with zero initial condition on the axes. We can consider the 
shifted random field Y(s, t) := X(s, t) + m, s, t 2 0. 
The purpose of the present paper is to derive the MLE of m based on the observation of 
{X(s) + mh(s) : s E [SI, S2]}, {X(s) + mh(s) : s E [SI, SZ]}, {X(s, t) + mh(s, t) : s E [SI, SLZ], 
t E [Tl, T2]} or {X(s, t) + mh(s, t) : s E [Sl, S2], t E [Tl,T2]}. It turns out that the MLE is in 
each case a weighted linear combination of the values at the vertices, integrals on the edges, and 
the integral on the whole rectangular of the weighted observed process. We do not use partial 
stochastic differential equations as in [5]; we apply direct discrete time approach instead. To 
make the transition from the discrete time to the continuous time, we will develop a tool (see 
Proposition l), which might be of independent interest. Using appropriate representations of the 
above Ornstein-Uhlenbeck processes and sheets with the help of the Wiener process or the Wiener 
sheet, respectively, we derive the results by determining the NILE of m based on observation of 
the shifted Wiener process or the shifted Wiener sheet. The proofs are given in the Appendix. We 
remark that the results could also have been derived from the general Feldman-Hajek theorem 
(see, for example, [6]), but our direct approach seems to be essentially simpler. 
2. ORNSTEIN-UHLENBECK PROCESSES 
The stationary Ornstein-Uhlenbeck process {x(s) : s t II?.} can also be represented as 
j(s) z _.fi eeas W (ezas) , 
6 
s E IR. (2.1) 
where {W(s) : s 2 0} is a standard Wiener process. Hence, the MLE ti of m based on {x(s) + 
mh(s) : s E [&,Sz]} can be obtained by determining the MLE of m based on {W(ezas) + 
maa-leash(s) : s E [S1,S2]} or 
i 
w(u) +m= h log 2ms2 
g ( > 2Q : u E [e2aS1 ,e I}, 
Let [al, a~] c (0, oo). Consider the process Z(u) := W(u) +mg(u), u E [al, u2] with some function 
g : [al, Q] + R. Denote by Pz and Pw the measures generated on C([ul, uz] + Iw) by the 
processes Z and W, respectively. It is known that an absolutely continuous function is almost 
everywhere differentiable. 
THEOREM 1. If g is absolutely continuous and g’ E L2([ al, us]), then the measures Pz and Pw 
are equivalent and the Radon-Nikodym derivative of Pz with respect to PW equals 
g(Z)=exp{-i(Am2-2Cm)}, 
where 
A = 92bl) + 
J 
a2 
al W41” dv < = da1P(m) + a2 
a1 a1 s 
g’(u) dZ(U) 
a1 
The maximum likelihood estimator of the shift parameter m based on the observations {Z(u) : 
u E [ul,u2]} has the form I% = </A and it has a normal distribution with mean m and variance 
1/A. 
REMARK 1. Using the independence of the increments of the Wiener process, the statement of 
Theorem 1 can be derived from the results of paragraph 7.5.1 of [7]. However, this method cannot 
be applied to prove Theorems 2 and 3. 
REMARK 2. Consider a partition al 5 ui”) < ui”’ < < u(MM’ < ~2. The MLE of m based 
on the discrete sample {Z(~L!~“) : i = 1,. , M} is AM = Cn/l/Ap,~, where 
We shall see in the proof of Theorem 1 that CM converges to rF, in quadratic mean as M + cc 
and max2si<M(Ui”) - ?~!r”,‘) + 0. 
In case g(u) = 1,~ E [al, aa], the MLE of m based on the observations {Z(u{“‘) : i = 1,. , M} 
is simply fiN = Z(ui”) ). The NILE of m based on the observation of {Z(u) : u E [u~,cQ]} is 
fi = Z(Q). 
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REMARK 3. The random variable C can also be expressed with the help of the integral with 
respect to the Wiener process, namely 
c = Am + g(al)w(al) + 
a1 s 
a2 g’(u) dW(u). 
a1 
Now, let [Si, SZ] c (- cm, co) and consider the process Y(s) :=X(s) +mh(s) with some function 
h : [Sl, Sa] + W. Applying Theorem 1 for the function 
g(u) = * h l”gu - - 
u ( > 2o (2.2) 
we obtain the following result. Denote by Pp and Px the measures generated on C( [Si, SCJ] -+ R) 
by the processes Y and X, respectively. 
THEOREM 2. If h is absolutely continuous and h’ E L2([Sl, &I), then the measures P, and P_q 
are equivalent and the Radon-Nikodym derivative of Pg with respect to Pg equals 
g(Y) =exp{-s(Am2-2Cm)}, 
where 
A = h2(S,) + h’(Sz) + Is; (nh2(s) + c--l [h’(s)12) ds, 
C = 2h(S#(&) + Lr (h(s) + Cy-‘h’(s)) (d?-(s) + au(s) ds) 
The maximum likelihood estimator of the shift parameter m based on the observations {Y(s) : 
s E [Si, Sz]} has the form fi = [/A and it has a normal distribution with mean m and variance 
CT~/(CIA). 
If, in addition, h is twice continuously differentiable, then C can be written in the form 
C = h(&)p(&) + h(S,)F(S,) + a- l (WS2)E(S2) - h’(Sl)~(Sd) 
+ J s; (ah(s) - c?h”(s)) Y(s) ds 
Particularly, if h(s) = 1, s E [Si, S’s], then we obtain the result mentioned in the introduction. 
Next, we consider the zero start Ornstein-Uhlenbeck process {X(s) : s > O}. Let [Si, Sz] c 
(0, oo) and consider the process Y(s) :=X(s) + mh(s) with some function h : [Sr, Sz] -+ R. In 
case CK = 0 we have simply X(s) = crW(s), s 2 0, and hence we can apply Theorem 1 for 
the function g(u) = cT_‘h( u in order to determine the MLE of m based on the observations ) 
{Y(s) : s E [Sl, Szl>. 
In case o # 0 the zero start Ornstein-Uhlenbeck process {X(s) : s > 0) can be characterized 
as a zero mean Gaussian process with 
EX(s1)X(s2) = 2 (e-+I-SZ~ _ e-+1+J2)) 
Hence, it can be also represented as 
l - evas W (e2as - 1) , A ifo>O, X(s) = - e--a’ W (1 - e2as) , & if cy < 0. (2.3) 
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Let [SI, S2.1 c (0, m) and consider the process Y(s) :=X(s) + mh(s) with some function h : 
[Sl, Sz] ---$ W. Applying Theorem 1 for the function 
g(u) = 1 ifcu>O, (2.4) ifff<O, 
on the interval [e2aS1 - l,e2aSz - l] or [l - e2aS1, 1 - e201sz], respectively, we obtain the following 
result. Denote by Py and PX the measures generated on C([Sl, S2] --f R) by the processes Y 
and X, respectively. 
THEOREM 3. Ifa # 0, and h is absolutely continuous and h’ E L2( [SI, S2]), then the measures Py 
and Px are equivalent and the Radon-Nikodym derivative of Py with respect to Px equals 
z(Y) = exp { -5 (Am2 - 2(m)}, 
where 
A = coth(aSl)h2(S1) + h2(S2) + Is; (olh2(s) + (Y-’ [h’(s)]“) ds, 
C = (1 + coth(c&))h(S,)Y(S,) + 
J 
;; (h(s) + &h’(s)) (dY(s) + aY(s) ds) 
1 
The maximum likelihood estimator of the shift parameter m based on the observations {Y(s) : 
s E [Sl, S2]} has the form & = C/A and it has a normal distribution with mean m and variance 
o~/(cIA). 
If, in addition, h is twice continuously differentiable then < can be written in the form 
C = coth(aSl)h(&)Y(&) + h(&)Y(&) + c?(h’(&)Y(&) - h’(S1)Y(S1)) 
+ 
J 
s:’ (ah(s) - &h”(s)) Y(s) ds. 
Particularly, if h(s) = 1, s E [Sl, S2], then we obtain the result mentioned in the introduction. 
3. ORNSTEIN-UHLENBECK SHEETS 
First, we study the MLE of the shift parameter of the standard Wiener sheet {W(s,t) : 
s,t L 0). Let [a1,a21, [h,b21 c (0,~). C onsider the process Z(s, t) := W(s, t) + mg(s, t) with 
some function g : [al, 4 x [bl, b2] + Et. Denote by Pz and Pw the measures generated on 
C([a1,a21 x [bl,b21 -+ W) by the sheets Z and W, respectively. 
THEOREM 4. If g is absolutely continuous and & a2 g E L2([al, CQ] x [IQ, by]), then the mea- 
sures Pz and Pw are equivalent and the Radon-Nikodym derivative of PZ with respect to PW 
equals 
where 
*(Z)=exp{-i(Am2-2Cm)}, 
dPw 
A = g2(a1, bl) + az [%g(u, b1)12 bz a2 
albl J bl 
du+ 
.I 
[a2g(u1’ ‘)I” dv + 
al ss 
bz [a, a2 g(u, v)]” du dv, 
a1 bl al bl 
c= 
g(a1, h)Z(a, h) + 
albl s 
az ~lg(~~ h) 
h 
Z(du, h) + 
a1 J bz a29(al> VI Z(al, dv) h a1 a2 bz + JJ 31 a2 g(u, v) Z(du, dv). al bl 
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The maximum likelihood estimator of the shift parameter m based on the observations {Z(s, t) : 
s E [al, az], t E [bl, bz]} has the form rlz = C/A and it has a normal distribution with mean m 
and variance l/A. 
REMARK 4. If function g has the form g(s, t) = Jh”, s,“, 6’(~, V) du dv, where 0 E L”([al, uq] x 
[bl, bzl) and (s, t) E 1 al, az] x [bl, bz], then the statement of Theorem 4 can be derived from 
Theorem 6.1 of [8]. 
The stationary Ornstein-Uhlenbeck sheet {%(s, t) : s, t E W} can also be represented as 
T(s, t) = I7 e2as, ,2D) 
2&P 
c-as-Pt w ( , s,t E ll-8. (3.1) 
Let [&,SZ], [Z,T21 C (- OO,CCI) and consider the sheet ?(s, t) :=x(s, t) + mh(s,t) with some 
function h : [Sl, S2] x [Tl, Tz] --+ R. Applying Theorem 4 for the function 
(3.2) 
we obtain the following result. Denote by P, and P, the measures generated on C([Sl, 5’21 x 
[Tl, Tz] ---t LR) by the sheets ? and x, respectively. 
THEOREM 5. If h is absolutely continuous and dl& h E L2([&, 5’21 x [Tl, Tz]), then the mea- 
sures Pp and Px are equivalent and the Radon-Nikodym derivative of P, with respect to P,? 
equals 
$(p)=exp{-f$(Am”-2(m)}, 
where 
A = h2(Sl,Tl) + h2(Sl,Tz) + h2(S2,Tl) + h2(Sz,T2) 
+ J -:“ (cu(h2(G'd + d i)) +a-1([&h(s,Z)]2 + [W 'r,)]")) ds 
+ J r:" (P(h2G‘W) + h2(W)) +P-l(P&(WN2 + PN&,t)12)) dt Sz Tz + JJ( a,L?h2(s, t) + (Y-‘p [&h(s, t)12 + c@ [&h(s, t)12 + cc s I TI ‘/3-l [a, 8, h(s,t)]“j dsdt. 
C = 4h(Sd!-l)~(&,Tl) + 2 J,y (h(s, Tl) + a-%h(s, Tl)) (p(ds,Z) + &s,Z) ds) 
t2 J” (h(W) +P-‘M(W)) (?(Sl,dt) +@(Sl,t)dt) 
T1 " + JJ Tz (h(s, t) + cv-’ &h(s, t) + P-‘&h(s, t) + C&I-~ 6’182 h(s, t,) SI TI 
x (Y(ds,dt) + CY?(S, dt) ds + @(ds, t) dt + aP?(s, t) ds dt) 
The maximum likelihood estimator of the shift parameter m based on the observations {?(s, t) : 
s E [S1, S2], t E [Tl, Tz]} has the form 51 = C/A and it has a normal distribution with mean m 
and variance a2/(c@A). 
If in addition, h is twice continuously differentiable with respect to both of its coordinates, 
then { can be written in the form 
< = [(l -cu-l& ) (1 - B-l&) WS1,W] WLT1) 
+ [(l - cy-l 8,) (1 + P-l&) h(S1, W] % > Tz) 
+ [(1+ cr-ld, ) (1 -BP%) h(Sz,Z,] ~(Sz,‘Z) 
+ [(l + Q-l 8,) (1 + P-‘&) h(Sz,%,] ~(Sz,‘li) 
+ 
s 
s; [(a - &a;) (1 - p-‘6’2) h(s,Tl)] Y(s,Tl)ds 
+ 
s 
:‘; [(a - c&,2) (1 + p-‘8,) h(s,Tz)] Y(s,Tz)ds 
+ 
J’ 
T:j [(l -a-‘&) (p - p-‘6’;) h(Sl,t)] Y(Sl,t)dt 
J TZ + Tl ‘( 1 + cu-‘dl) (0 - /?-‘8,“) h(Sz,t)] Y(S2, t) dt 
+ JJ .f' TTz [(a -a-‘al”) (p - P-'6'z") h(s,t)] Y(s,t)dsdt 1 
Particularly, if h(s, t) = 1, s E [Sl, Sal, t e [Tl,Tz], then 
A = (2 + a($ - S1))(2 + P(Z - Tl)), 
r=~(sl,T~)+Y(S1,Tz)+Y(S2,T~)+Y(Sz,Tz)+a L; (p(s, Tl) + p(s, Tz)) ds TZ +P J( Tl ?(Sl,t) + p(Sz,t)) dt + CUP 
sz T2 JJ Y(s, t) ds dt. 5.1 Tl 
Especially, if cy = ,0 = 1 then we obtain the result mentioned in the introduction. 
Next, we consider the zero start Ornstein-Uhlenbeck sheet {X(s, t) : s, t 2 O}. If Q # 0 and 
,8 # 0 then it can be characterized as a zero mean Gaussian process with 
EX(sl,tl)X(sa,tz) = $ (e-~I’l-szI _ e-~(s’fJ~)) (e-.ciltlt21 _ e-B(tl+tz)) 
Hence, for example, in case (_y > 0 and p > 0 it can be also represented as 
X(&t) = c7 _ e-as--Pt j/f7 
w3 ( 
e2as _ 1, ,wt _ 1) ) s,t > 0. (3.3) 
Let [Sl,Sz], [T1,T2] C (0, ) 00 and consider the process Y(s, t) := X(s, t) + mh(s, t) with some 
function h : [Sl, Sz] x [Tl, Tz] + Iw. Applying Theorem 4 for the function 
9(%U) = 
2&3(u + l)(?J + 1) h log(u. + 1) log(v + 1) 
ff ( 2a ’ 2p > 
(3.4) 
we obtain the following result. Denote by Py and PX the measures generated on C( [Sl, &] x 
[Tl, Tz] --$ a) by the processes Y and X, respectively. 
THEOREM 6. If a: # 0 and p # 0, and h is absolutely continuous and 8, & h E L2([S,, 5’21 x 
[Tl, Tz]), then the measures Py and PX are equivalent and the Radon-Nikodym derivative of Py 
with respect to PX equals 
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where 
A = coth(cu&) coth(PTx)h2(&, Tl) + coth(cySl)h2(S1, Tz) + coth(PT+2(S2, Tl) + h2(Sz, T2) 
+ 
.I 
s; (a (h”(s, TI) + h2b-, T2)) + a-’ ([WG, ‘WI2 + [&h(s, T2)12)) ds 
+ 
s 
T; (P (h”(&,v) -I- f492,t)) +P-’ ([~2W1,~)12 + [~2W’2r412)) dt 
” Tz + 
JJ( SI 7’1 
cQh2(s, t) + (r-‘p [&h(s, t)12 + ap-’ [&h(s, t)12 + a-‘P-’ [a, 8, h(s, t)]“) ds dt, 
C = (1 + coth(crSl))(l + coth(PT~))h(S1,T~)Y(Sl,Tl) 
+ (1 + coth(,!?Tl)) L; (h(s, TI) + cu-%h(s, TI)) (Y(ds, Tl) + cuY(s, Tl) ds) 
+ (1 + coth(crS1)) 
J 
T; (WW) +P-1a2W%t)) P-(&,dt) +W(&,t)dt) 
ST2 T2 + 
JJ 
(h(s, t) + a-ld&(s,t) + p-l&h(s, t) + &r’dl a, h(s, t)) 
x (:(ds:dt) +crY(s,dt)ds+flY(ds,t)dt +@Y(s,t)dsdt) 
The maximum likelihood estimator of the shift parameter m based on the observations {Y(t) : 
s E [Sl, 5’21, t E [Tl, T2]} has the form riz = c/A and it has a normal distribution with mean m 
and variance a2/(a$A). 
If, in addition, h is twice continuously differentiable then < can be written in the form 
< = [(coth(cu&) - a-Id1 ) (coth(PTl) - P-‘82) W,Tl)] Y(Sl,Tl) 
+ [(coth(&) - cy-’ a,) (1 +P-‘8,) f4W!‘2)] Y(&,T2) 
+ [(l +a- ‘81) (coth(PTl) -P-92) W23,] Y(5’2,571) 
+ [(l + cu-ldl ) (I+ P-92) h(S2J2)] Y(S2,572) 
+ 
J 
Sf’ [(a -c&f) (coth(PTl) -P-332) h(s,Tl)] Y(s,Tl) ds 
+ 
J 
S; [(a - d6’;) (1 + P32) h(s,Tz)] Y(s,T2) ds 
+ 
J 
T; [(coth(a&) -cu-‘81) (P-@-‘a;) h(W)] Y(Sl,t)dt 
J 
T2 
+ 
T, [( 
1+ a-%) (P - P-‘a,“) h(S2, t,] Y(S2, t) dt 
+ 
JJ 
S:’ ,” [(a - ~‘8;) (/? - P-‘3;) h(s, t)] Y(s, t) dsdt. 
Particularly, if h(s, t) = 1, s E [&, $4, t E [Tl,Tz], then 
A = (coth(&) + 1 + 4~92 - Sl))(coth(/3TI) + 1 + /!?(Tz - Tl)), 
C = CON&) coth(PTdY(&,Tl) + coth(6)Y(S1,T2) + coth(PTl)Y(Sz, Tl) + Y(S2, Tl) 
+a 
J 
” 
s1 
(coth(PTdY(s,Tl) + Y(siT2)) ds + P JT* (coth(a&)Y(S1, t) + Y(s2, t)) dt 
Tl 
& Tz 
+& 
ss 
Y(s, t) ds dt. 
+% TI 
APPENDIX 
In order to determine Radon-Nikodym derivatives, we have developed the following general 
method based on Section 2.3.2 in [4]. 
Let I? be an arbitrary index set and let X (I Iw“ be a function space. Let X be a g-algebra of 
subsets of X such that the cylinder sets 
generate X. For example, if I? is a separable metric space and X = C(r) is the space of real- 
valued continuous functions on IY with the uniform metric, then the o-algebra X = a(C(r)) of 
Bore1 sets is generated by the cylinder sets (A.l); see, e.g., [9, Section 1.31. Another example in 
case r = [0, l] is the Skorokhod space X = D[O, l] with the a-algebra X = f3(D[O, 11) of Bore1 
sets; see, e.g., [9, Theorem 14.51. 
For a stochastic process {Er : y E r} with trajectories in X on a probability space (R, A, P), 
the induced mapping < : R + X is measurable since the inverse images of the cylinder sets (A.1) 
are in A, because the mappings w H (E,,(w), : &, (w)) f rom R into Iw” are Bore1 measurable. 
Let Pe dertote the probability measure, generated by the process 6 on (X,X). For a finite set 
r’ = {n, , Tk} c I?, we denote by PF’ the probability measure, generated by the random 
variable [(I?‘) :=(&, , t&J on (lKk, I3(l@)). 
PROPOSITION 1. Let (6, : y E F.} and {qy : y E I’} be stochastic processes with trajectories 
in X. Suppose that there exists a measurable function f : X + R such that Ef(<) = 1 and 
that for any finite set I?0 c I?, there exists a sequence of finite subsets lYn, n = 1,2,. with 
JYO c rn c I’, rz = 1,2,. , and with 
asn-+co. 
Then, P, is absolutely continuous with respect to PC and (dP,)/(dPe) = f. 
PROOF. We have to prove that for any H E X, 
P,(H) = H f(x) Pddz). J (A.4 
The left-hand side is equal to P(q E H) and the right-hand side can be written in the form 
J E_‘(H) f(E(~)l P(dw) = EV(E)~H(E)I 
Both sides of (A.2) are probability measures on (X,X), and the g-algebra X is generated by 
the algebra consisting of the cylinder sets (A.l), and hence it is sufficient to show (A.2) for the 
cylinder sets (A.l); i.e., we have to show that for all finite subsets I?0 = (71,. ,~k} c r and for 
all B E B(l@), 
woo) E B) = Elf(E)lB(Wo))l 
By the assumption, we may choose a sequence of finite subsets rn I 
n = 1,2, , and with 
* 
dPp ([(r,)) + f(c), P-a.s. 
By Fatou’s lemma, 
(A.3) 
n = 1,2,. with r. c rn c r, 
lim inf E 
7L’or, 2 E [fwdwo))i 1 
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Clearly, Fe c F, implies that the expectations on the left-hand side are equal to P(q(To) E B), 
and thus we obtain 
P(rl(F0) E B) 1 E [f(01B(8Fo))]. 
Applying this inequality for !-I \ B instead of B and using Et(<) = 1, we have 
P(77(Fo) E B) = I - P(q(Fo) E 0 \ B) i I - E [f(E)In,B(t(ro))] 
= E [f(E) (I - ln\~ @(IO)))] = E [f(md6(rO))l , 
and we can conclude (A.3). 
For the proof of Theorems 1 and 4 we need the following lemmas. 
I 
LEMMA 1. Let g : [aI, UZ] -+ R be an absolutely continuous function such that g’ E L’([ai, us]). 
Let al = ui”) < ui;“) < . . < ugMM = ~2, M E W, be a sequence of partitions of the interval 
[ui, 4 such that limM,, msxs<i<M Aui -- CM) = 0, where AU,(~) ‘- (M) .-(ui - u!y:). For u E [ul, u2] 
and M E N, Jet 
where Ag(uj”)) := g(ui”‘) - g(u!_“). Then, 
gM + d, in L2([ui,u2]), as M -+ co, 
and 
lim ~ (a’ (u1M’))2 
M+CC 
2=2 
Am = 
t 
~,’ lg’(u)I” du, 
PROOF. Obviously, 
and 
M Ag d”) 
( ) 
s 
CM) 
(g’>gM) = c 
i=2 Au(‘) 
U, M (A, (uj”‘))’ 
(M) g’(u) du = c 
z u*- 1 i=2 Au? 2 
Hence, 119’ - 9Ml12 = (g/,9’) - Q’,gM) + (gM,gM) = ]]g’]12 - ]]gM]]2. Consequently, the two 
statements in the theorem are equivalent, and ]]gM/12 5 ]]g’]]2. Moreover, 
$_“mgM(U) = g’(u), for almost every u E [al, us], 
since if u E [ui_“,‘, ui”)) such that 3g’(u), then 
lgM(u) - g’(u)/ = 
Ag 6”‘) _ g1(u) 
Au!M) z 
Hence, by Fatou’s lemma, 
g(u) - 9 (ur?) _ g,(u) --f o 
‘ZL - u!M) > 
ZLSM+CO 
2-l 
]]g’(12 = /‘*(g’(u))2 du 5 1&1-$ /” 
a1 a1 
(gM(u))2 du = l$n-i;f 11g~]12. 
Thus, we can conclude limM,, ]]gM]]2 = ]]g’]]2. 
In a similar way, one can prove the following lemma. 
m 
LEMMA 2. Let g : [al, u2] x [bl, b2] + I% be an absolutely continuous function such that 81 & g c 
L2([u1,a2] x [bl,bz]). Let (~1 = ui”) < urr) < ..’ < uhl (AJ) = LL~! M E W, and bl = viN) < viN) < 
< .ur’ = 62, N E N, be sequences of partitions of the intervals [ul, a21 and [b,, ba] such that 
IimM,, maXZ<i<M Aui (M) = 0 and lim 
and M, N E lV;& 
N+~ rnaxzlj<N AvjN) = 0. For u E [a~, a~], u E [bl, b2]: 
gM,N --+ a, 82 9, in L2([al, a21 x [bl, b21>, a.~ i’bf, N --t 03, 
and 
PROOF OF THEOREM 1. We will apply Proposition 1. First, we note that the statement in 
Remark 3 may be proved by It6’s formula, and from this formula it is easy to show that </A has 
a normal distribution with mean m and variance l/A, and that 
-i(Am2-2qm) =I, 
where 
77 = g(al)W(al) + 
a1 s a* g’(u) dW(u). a1 
Hence, it is sufficient to prove that for any sequence of partitions al = ui”) < ua”) < ..’ < 
(M) = 
UM a2, M E N, such that limM_+, rnaxz<,<M Aui”) = 0 we have 
f!!$!(~(uj~)),...,~(ur))) ~exp{-~(A~2-2vn)}~ as M --+ M, (A4 
W 
where, as before, PL”“’ and Pfy”’ denote the probability measures generated by the random 
variables (Z(zliMM)), . . , Z(ur’)) and (W(U~~‘), , W(zl!$? 
of the vector (W(ui”‘), , W(urnM’)) has the form 
)), respectively. The joint density 
f(ZI,...rzM)=cexp X:: 
M (Axi)’ 
m+c--- i=2 Aut”) ' Ul z 
where Axi :=Ic~ - xi-l, and c is a norming constant. 
(Z(Ui”) ), , Z(u$f’)) is 
Consequently, the joint density of 
f(Zl,...,zM) =ceXp 
(~1 - mg (ui”‘>>’ + 5 (AZ, - mAg (u:“‘))’ 
(M) 
% i=2 Au!M) 2 
where Azi := zi - zi-1. Hence, 
$ (w (ui”‘) 
W 
,...,11i(~r’)) =e~p{-~(nL’A~-2mn~~)}, 
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where 
77M = 9 (u!“‘) W (ui”‘) + F Ag (uj”‘) AW (ui”)) 
(Ml AZICM) 
, 
Ul a=2 1 
and AW(ui”)) := W(ui”) ) - W(ui_“,‘). Applying Lemma 1 we obtain limM_Dc)AM = A and 
gM ---) 9’ in L2([~1,a2]) as M + cm, which also implies r/M + 7 in L2 as M ---f co, and hence we 
conclude in fact L2-convergence in (A.4). I 
PROOF OF THEOREM 2. Using the representation (2.1) and applying Theorem 1 for the func- 
tion g in (2.2) on the interval [aI, CQ] = [e2aS1, ezaS2] we obtain that the statement in Theorem 2 
holds with 
A = 2h2 (e) +zf [; (&h(s))12(1u> 
c=2h($)+(~)+2~;[;(&h(~))]d(&~(~)) 
We have 
,=,,2(Sl)+--&/“~u-1 [ah(g) +h’(z)]2du 
.i’ 
sz 
zz 2h7Sr) + o-l (ah(s) + h’(s))2 ds 
Sl 
= h2(Sl) + h2(S,) + 6’ (cxh2(s) + ct-’ [h’(s)]2) ds, 
and 
< = 2h(S@(&) + .C’~-‘12[h(~)+a-‘h’(~)]d(~~(~)) 
= 2h(Sl)Y(Sl) + f (h(s) + &h’(s)) (d?(s) + o?(s) ds) 
The last statement in the theorem can be proved by partial integration, 
l; /OS) dj$) z [h’(s)Y(S)] ;==I: - 6’ h”(s)Y(s) ds7 
from which we obtain the formula for C given in the theorem. I 
PROOF OF THEOREM 3. We give the proof in case cr > 0. Now, we use the representation (2.3) 
and apply Theorem 1 for the function g in (2.4) on the interval [al, es] = [e2aS1 - l,e2aSz - 11. 
We obtain the statement in Theorem 3 with 
A= 
c= 
2chz (log(;Q+l)) +21:‘? [& (mh 
2~‘~~1h(10g(~~+1))y(10g(aZh’1)) 
+2l; [f-(&-Ih(log(;a+l)))]d(& 
( logc;a+ “))I 2 du, 
lu (log(;,+ 1))) 
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We have 
A=2 
.i’ 
yu+l)-l 
a1 
[Qh(‘og(;a+l)) +hp(;;lyk 
= 2 J S2(ch(~) + h' s )2 ds Sl 
= coth(crSi)h2(Si) + h2(S2) + Js; (ai12(s) + a-l [qq’) ds, 
and 
[=2 e2:;“1 1 f4&)Y(Sl) 
+ J .F(u+ 1)-1/2 [h(log';a+l)) +~-lh'(log'~~l')]d(~Y(log(~~l))) 
= (1 + coth(aSi))h(Si)Y(&) + J I' (h(s) + a-%'(s)) (dY(s) + oY(s)ds  ,
and the last statement in Theorem 3 can be proved by partial integration. I 
PROOF OF THEOREM 4. Similar to the proof of Theorem 1. By Ito’s formula it is easy to show 
that </A has a normal distribution with mean m and variance l/A, and that 
2qm) = 1, 
where 
77 = S(Q, WW(a1, h) + J a2 'lg;' ") W(dU, bi) + J lx! a2g(al, u) alh W(al, dv) a1 bl a1 az h+ JJ 4 82 du, ~1 W(du, du) a~ h 
Taking arbitrary sequences of partitions ai = ZL~~) < z&M) < < UF) = a2, M E N, and 
61 = uiN) < vaN) < < vLNNN = b2, iV E N, such that IimM.+w maxz<isM Aui”) = 0 and 
hN+rn max2sjsN Aw, (N) = 0, we will prove that for M, N + M we have 
dp(M>N) 
dP6$>“) u!~),v!~); l<i<M, l<j<N z 3 
, (A.5) 
where P($“‘N) and Pg,“‘N) denote the probability measures generated by the random variables 
(Z(U~~),U~~)); 1 5 i 5 M, 1 5 j < N) and (W(U~“),V~~)); 1 5 i 5 M, 1 5 j < N), 
respectively. The joint density of (W(u, ‘“‘,,,lN’):lIiIM,lij<N)hastheform 
X9,1 M (AGJ)~ 
’ 1 
Ul 
(M)@‘) (N)A,(M) 
i=2 % z 
N (A2xljj2 
+ c (WA:(N) ’ 
3=2 Ul 3 
Omstein-Uhlenbeck Processes 577 
where AIX~,~ I= xZ,~ - xi_l,j, Azx~,~ 1~ xi j - xi j-1, and c is a norming constant. Consequently, 
the joint density of (Z(U~~‘,V~~)) : 1 _< i 5 M, 1 < j < N) is 
f(zi,j; 1 5 i 5 M, 1 < j 5 N) = cexp 
i c -a ( Zl,J - mg “i”), vi”‘)) 2 ( $O?JN) 
~4 (ArZi,r - mAlg (u~~),v!~)))~ 
+c 
N (A2zl.j - mA2g (~{“‘,~~“‘))” 
(NJ A??) 211 z 
+c 
2=2 j=2 u$“&,jN) 
M N 
+cc 
( 
AlA2.qj - mAlA2g u, 
( 
W),JW 2 
3 
>> 
i=2 j=2 Au!M)&+N) z 3 
Hence, 
dp(MJ”) 
dp&,N) 
W 
l 15 i < M, 1 I j I N) = exp -f (m2AM,N - 2mnM,N)}, 
VM,N = 
g ($): $I) W (ui”),vjN)) M A,g ui”), vjN)) A, W (uj”‘, wiNI) 
( 
(M)@‘) +c 
N A2g 
+c 
( 
u:MJ, fV) a2w (u+$) 
viN)Au!M) 
~1 
j=2 ui”)AZi(lN) 
Applying Lemmas 1 and 2 we obtain limM,+,m AM,N = A and gfif,N --f dr 8s g in L2([al! a2] x 
[bl, bz]) as M, N -+ co, which also implies ~M,N + n in L2 as M, N --+ co, and hence we conclude 
in fact L2-convergence in (A.5). I 
PROOF OF THEOREM 5. Using the representation (3.1) and applying Theorem 4 for the func- 
tion g in (3.2) on the rectangular [al, CQ] x [bl, bz] = [e2aS1, e2aS2] x [e20T1, e20G] we obtain that 
the statement in Theorem 5 holds with 
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After some sophisticated algebra, similar to earlier calculations we have 
A = h2(SA) + h2(&,T2) + h2(Sz,Tl) + h2(Sz,T2) 
+ 
J 
” (a (h2(s, Tl) + h2(s, Tz)) + a-l ([&h(s, WI2 + [%h(s, G)12)) ds 
Sl 
+ J ,:' (P(h2GW) + h2(W,) + P-1([&h(%~)12 + [&h(W )) dt Sz Tz + JJ( c@h2(s, t) + cr-‘/3 [&h(s,t)]2 + ap-’ [&h(s, t)12 + a- SI TI lp-l [a, 8, h(s, t)12) dsdt. 
Moreover, 
< = 4&91,z)qS1,~1) + 2 J,; (1 + CC%) h(s, Tl) (p(ds, Tl) + cr?(s, Tl) ds) 
f2 L; (1+F1~2)Wlr4 (P(sl,dt)+BP(Sl,t)dt) Sz Tz + JJ (1 + cr-%) (1 + P-%2) h(s, t) 
x (;(d:, dt) + &(s, dt) ds + Pp(ds, t) dt + a@%$, t) dsdt) . 
The last statement can be proved by partial integration. I 
PROOF OF THEOREM 6. We give the proof in case (Y > 0, ,D > 0. Now, we use representation (3.3) 
and apply Theorem 4 for the function g in (3.4) on the rectangular 
[al, CQ] x [bl, b2] = [e2aS1 - 1, e2aS2 - l] x [e2pT1 - 1, e2pTz - l] 
We obtain 
log(u + 1) log@ + 1) 
xd(MY( 2a ’ 2p )> 
+4%_$1:; (&+log(;;l);log(;;l))) 
xd(_Y( 
log(a1 + 1) log(w + 1) 
2a ’ 2p )> 
+41;1:& (&u+l)(v+l)h(log(;a+l),log(;;l))) 
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xd ,/(u+l)(v+l)Y 
( ( 
log~~~+l~;log~~~+l~)), and 
A = &a1 + l)(bl + qh2 l%(Ul + 1) log@1 + 1) 
albl 2Ly ’ 2p > 
From here we can get formulae given in the theorem. I 
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