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Ancho de Banda – Bandwidth: Cantidad de datos que puede ser enviada o 
recibida durante un cierto tiempo a través de un determinado circuito de 
comunicación. Técnicamente, es la diferencia en hertzios (Hz) entre la frecuencia 
más alta y más baja de un canal de transmisión 
CCNP: Certificación en Routing y Switching, expedida por la compañía CISCO. 
DHCP: Siglas del inglés "Dynamic Host Configuration Protocol." Protocolo Dinámico 
de configuración del Host. Un servidor de red usa este protocolo para asignar de 
forma dinámica las direcciones IP a las diferentes computadoras de la red. 
Dirección IP: Dirección de protocolo de Internet, la forma estándar de identificar un 
equipo que está conectado a Internet, de forma similar a como un número de 
teléfono identifica un aparato de teléfono en una red telefónica.  
EIGRP: Protocolo de enrutamiento de puerta de enlace interior mejorado, el cual 
usa como parámetro la distancia y calidad del canal. 
EtherChannel: Arreglo Lógico para la agrupación de varios enlaces físicos de forma 
que se suman sus velocidades obteniendo un enlace troncal de alta velocidad. 
INTERFAZ: Es la conexión entre dos ordenadores o máquinas de cualquier tipo 
dando una comunicación entre distintos niveles. 
IPV4: El Protocolo de Internet versión 4, en inglés: Internet Protocol version 4 (IPv4), 
es la cuarta versión del Internet Protocol (IP). Es uno de los protocolos centrales de 
los métodos estándares de interconexión de redes basados en Internet, y fue la 
primera versión implementada para la producción de ARPANET, en 1983.  
IPV6: IPv6 es la versión 6 del Protocolo de Internet (IP por sus siglas en inglés, 
Internet Protocol), es el encargado de dirigir y encaminar los paquetes en la red, fue 
diseñado en los años 70 con el objetivo de interconectar redes. 
OSPF: Camino más cortó abierto; protocolo de enrutamiento que proporciona la ruta 
más corta. 
VLAN: Red Virtual de Área Local; arreglo lógico que distingue un conjunto de 









El presente proyecto pretende demostrar el manejo de los módulos CCNP ROUTE, 
donde se relacionan los principios básicos de la red y los protocolos de enrutamiento 
IP versión 4 (IPv4) e IP versión 6 (IPv6), el Protocolo de enrutamiento de gateway 
interior mejorado (EIGRP), el protocolo Primer camino más corto (OSPF) y el 
protocolo de puesta de enlace de frontera (BGP). El módulo CCNP SWITCH que 
permite apropiar la implementación, monitoreo y administración de la conmutación 
en una arquitectura de red empresarial, la implementación de VLANs en redes 
corporativas, y la configuración y optimización para una alta disponibilidad y 
redundancia en los switches de capa 2 y capa 3.  
Aplicando los conocimientos para dar solución a dos problemas o escenarios: 
Escenario 1: Una empresa de confecciones posee tres sucursales distribuidas en 
las ciudades de Bogotá, Medellín y Bucaramanga, en donde el estudiante será el 
administrador de la red, el cual deberá configurar e interconectar entre sí cada uno 
de los dispositivos que forman parte del escenario, acorde con los lineamientos 
establecidos para el direccionamiento IP, protocolos de enrutamiento y demás 
aspectos que forman parte de la topología de red. 
Escenario 2: Una empresa de comunicaciones presenta una estructura Core 
acorde a la topología de red, en donde el estudiante será el administrador de la 
red, el cual deberá configurar e interconectar entre sí cada uno de los dispositivos 
que forman parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, etherchannels, VLAN’s y demás aspectos que forman parte 















This project aims to demonstrate the management of the CCNP ROUTE modules, 
where the basic principles of the network and the routing protocols IP version 4 
(IPv4) and IP version 6 (IPv6) are related, the Enhanced Internal Gateway Routing 
Protocol (EIGRP), the Shortest First Path Protocol (OSPF) and the Border Link 
Putting Protocol (BGP).  
The CCNP SWITCH module that allows the appropriate implementation, monitoring 
and management of switching in an enterprise network architecture, the 
implementation of VLANs in corporate networks, and the configuration and 
optimization for high availability and redundancy in layer 2 and layer switches 3. 
 
Applying knowledge to solve two problems or scenarios: 
 
Scenario 1: A clothing company has three branches distributed in the cities of 
Bogotá, Medellín and Bucaramanga, where the student will be the network 
administrator, who must configure and interconnect each of the devices that are part 
of the scenario. , in accordance with the guidelines established for IP addressing, 
routing protocols and other aspects that are part of the network topology. 
 
Scenario 2: A communications company presents a Core structure according to the 
network topology, where the student will be the network administrator, who must 
configure and interconnect each of the devices that are part of the scenario, 
according to the guidelines established for IP addressing, etherchannels, VLANs 








El Diplomado Cisco CCNP (Cisco Certified Networking Proffesional / Profesional en 
Redes certificado por Cisco) permite desarrollar la capacidad de planificar, 
implementar, verificar y solucionar problemas de redes empresariales locales y de 
área amplia y trabajar en colaboración con especialistas en soluciones avanzadas 
de seguridad, voz, redes inalámbricas y video. 
El módulo CCNP ROUTE permite apropiar las temáticas relacionadas con los 
principios básicos de la red y los protocolos de enrutamiento IP versión 4 (IPv4) e 
IP versión 6 (IPv6), el Protocolo de enrutamiento de gateway interior mejorado 
(EIGRP), el protocolo Primer camino más corto (OSPF) y el protocolo de puesta de 
enlace de frontera (BGP). Se explora la conectividad empresarial hacia Internet y 
se analiza la administración de las actualizaciones de enrutamiento y las rutas que 
toma el tráfico en la red. También se examinan las mejores prácticas de seguridad 
informática para los enrutadores Cisco. 
El módulo CCNP SWITCH, permite apropiar las temáticas relacionadas con la 
implementación, monitoreo y administración de la conmutación en una arquitectura 
de red empresarial, la implementación de VLANs en redes corporativas, y la 
configuración y optimización para una alta disponibilidad y redundancia en los 
switches de capa 2 y capa 3. También se describirán e implementarán las 
características de seguridad en redes LAN y WAN. 
Con el desarrollo de este proyecto se emplean herramientas de simulación y 
laboratorios de acceso remoto con el fin de establecer y dar solución a dos 
escenarios, los cuales exigen un amplio manejo y conocimiento en CCNP ROUTE 













Desarrollo del trabajo 
 
1. Escenario 1 
 
Escenario 1: Una empresa de confecciones posee tres sucursales 
distribuidas en las ciudades de Bogotá, Medellín y Bucaramanga, en 
donde el estudiante será el administrador de la red, el cual deberá 
configurar e interconectar entre sí cada uno de los dispositivos que 
forman parte del escenario, acorde con los lineamientos establecidos 
para el direccionamiento IP, protocolos de enrutamiento y demás 












Ilustración 2. Escenario 1 Pack Tracer. (creado por: Autoría propia). 
 
 
Parte 1: Configuración del escenario propuesto 
 
1. Configurar las interfaces con las direcciones IPv4 e IPv6 que se 
muestran en la topología de red. 
2. Ajustar el ancho de banda a 128 kbps sobre cada uno de los enlaces 
seriales ubicados en R1, R2, y R3 y ajustar la velocidad de reloj de 




Router> Enable                                         Ingresar modo privilegio 
Router# conf t                                            Configuración del terminal 
Router(config)#hostname Bogotá              definir nombre 
Bogotá(config)#ipv6 unicast-routing        habilitar Router para rutas e 
Bogotá(config)#interface fa0/0                    Configurar interface 





Bogotá(config-if)#ipv6 address 2001:db8:acad:110::1/64 
Bogotá(config-if)#no shut                          cerrar operación 
Bogotá(config-if)#interface s0/0/0               configuración interfaz serial  
Bogotá(config-if)#ip address 192.168.9.1 255.255.255.252 
Bogotá(config-if)#ipv6 address 2001:db8:acad:90::1/64 
Bogotá(config-if)#clock rate 120000         Sincronizar la configuración en serie 
Bogotá(config-if)#bandwidth 128               configurar ancho de banda 
Bogotá(config-if)#exit                                 salir de la operación 
 
Nota: Aplicar los mismos pasos que sean requeridos para lo configuración de R2 
y R3, a continuación, adjunto pantallazos con la verificación y aplicación de la 
operación para R1, R2 y R3. 
 
 
Ilustración 3. Configurar interfaces y ancho de banda ROUTER 1.  






Ilustración 4. Configurar interfaces y ancho de banda ROUTER 2.  
(Creado por: Autoría propia) 
 
 
Ilustración 5. Configurar interfaces y ancho de banda ROUTER 3. 





3. En R2 y R3 configurar las familias de direcciones OSPFv3 para IPv4 e 
IPv6. Utilice el identificador de enrutamiento 2.2.2.2 en R2 y 3.3.3.3 en 




Bucaramanga> Enable                                Ingresamos modo privilegio 
Bucaramanga # conf t                                Configuración del terminal 
Bucaramanga (config)#router ospf 1                      definir autenticación  
Bucaramanga (config-router) ipv4 router ospf 1 
Bucaramanga (config- rtr)#router-id  2.2.2.2     identifico router 
Bucaramanga(config-if)#exit                                 salgo de la operación 
Bucaramanga (config)#router ospf 1                   definir autenticación  
Bucaramanga (config-router) ipv6 router ospf 1 
Bucaramanga (config- rtr)#router-id  2.2.2.2     identificar router 
Bucaramanga(config-if)#exit                               salir de la operación 
 
Nota: Aplicar los mismos pasos que sean requeridos para lo configuración de R2 
y R3, a continuación, se adjunta pantallazos con la verificación y aplicación de la 







Ilustración 6.  Configuración de las direcciones OSPFv3 para IPv4 e IPv6 en R2. 
(Creado por: Autoría propia) 
 
 
Ilustración 7.  Configuración de las direcciones OSPFv3 para IPv4 e IPv6 en R3. 





4. En R2, configurar la interfaz F0/0 en el área 1 de OSPF y la conexión 
serial entre R2 y R3 en OSPF área 0. 
 
 
Ilustración 8.   interfaz F0/0 en el área 1 de OSPF en R2. 
(Creado por: Autoría propia) 
 
5. En R3, configurar la interfaz F0/0 y la conexión serial entre R2 y R3 en 




Medellín> Enable                                         Ingresar modo privilegio 
Medellín # conf t                                           Configurar terminal 
Medellín(config)#interface fa0/0                   Configurar interfaz 
Medellín(config-if)#ip address 192.168.3.1 255.255.255    Direccionar 






Ilustración 9. interfaz F0/0 y conexión serial entre R2 y R3. 








Bucaramanga> Enable                                   Ingresar modo privilegio 
Bucaramanga # conf t                                      Configurar terminal 
Bucaramanga (config)#ipv6 router ospf 1            Configurar area 
Bucaramanga (config-rtr) área 1 stub no-summary   Enrutar el area 







Ilustración 10. Configurar área 1 como un área totalmente Stubby. 
(Creado por: Autoría propia) 
 
7. Propagar rutas por defecto de IPv4 y IPv6 en R3 al interior del dominio 
OSPFv3. Nota: Es importante tener en cuenta que una ruta por defecto 
es diferente a la definición de rutas estáticas. 
Respuesta: 
Router 3: 
Medellín> Enable                                             Ingresar modo privilegio 
Medellín # conf t                                               Configurar terminal 
Medellín(config)#router ospf 1                          Configurar ruta 
Medellín(config-router)#ipv6 unicast                 Definir ruta  
Medellín(config)#ip ospf 1 area o                      Definir área 
Medellín(config)#default-information originate always     Definir información  






Ilustración 11. Propagar rutas por defecto de IPv4 y IPv6 en R3. 
(Creado por: Autoría propia) 
 
8. Realizar la configuración del protocolo EIGRP para IPv4 como IPv6. 
Configurar la interfaz F0/0 de R1 y la conexión entre R1 y R2 para 
EIGRP con el sistema autónomo 101. Asegúrese de que el resumen 
automático está desactivado. 
Respuesta: 
Router 1: 
Bogotá> Enable                                         Ingresar modo privilegio 
Bogotá# conf t                                            Configurar terminal 
Bogotá(config)#interface serial0/0/0          Configurar interfaz 
Bogotá(config-if)#bandwidth 128               Definir ancho de banda 
Bogotá(config-if)#ip address 192.168.9.1 255.255.255.252 
Bogotá(config-if)#ipv6 address 2001:db8:acad:90::1/64 
Bogotá(config-if)#ipv6 eigrp 101                puerta de enlace 
Bogotá(config-if)#clock rate 64000          Sincronizar configuración serie 
Bogotá(config-if)#exit                                 salir de la operación 





Bogotá(config-if)#no ip address                 No definir ip 
Bogotá(config-if)#no shutdown                  cerrar operación 
Bogotá(config)#interface vlan1                  definir dominios 
Bogotá(config-if)#no ip address                 No definir ip 
Bogotá(config-if)#exit                                 salir de la operación 
Bogotá(config)#router eigrp 101                Definir ruta 
Bogotá(config-router)#Network 192.168.9.0 
Bogotá(config-router)#Network 192.168.110.0 
Bogotá(config-if)#exit                                 salir de la operación 
 




Ilustración 12. Configuración EIGRP para IPv4 como IPv6 en R1. 







Ilustración 13. Configuración EIGRP para IPv4 como IPv6 en R2. 
(Creado por: Autoría propia) 
 
 





Bogotá> Enable                                         ingresar modo privilegio 
Bogotá# conf t                                            configuración del terminal 
Bogotá(config-if)#ipv6 router eigrp 101      puerta de enlace 
Bogotá(config-rtr)#pasive-interface fa0/0    definir interfaz pasiva 
Bogotá(config-if)#exit                                 salir de la operación 







Ilustración 14. Configuración interfaces pasivas para EIGRP en R1. 
(Creado por: Autoría propia) 
 
10. En R2, configurar la redistribución mutua entre OSPF y EIGRP para 




Bucaramanga> Enable                                  ingresar modo privilegio 
Bucaramanga # conf t                                   configurar terminal 
Bucaramanga (config)#router ospf 1                  definir zona 
Bucaramanga (config-router) #redistribute eigrp 101 subnets 
Bucaramanga(config-if)#exit                                 salir de operación 
Bucaramanga (config)#router eigrp 101               definir protocolo 







Ilustración 15. Configuración redistribución mutua entre OSPF y EIGRP en R2. 
(Creado por: Autoría propia) 
  
11. En R2, de hacer publicidad de la ruta 192.168.3.0/24 a R1 mediante 
una lista de distribución y ACL. 
Respuesta: 
 
Ilustración 16. Publicidad de la ruta 192.168.3.0/24 a R1 en R2. 





Parte 2: Verificar conectividad de red y control de la trayectoria. 
a. Registrar las tablas de enrutamiento en cada uno de los routers, 
acorde con los parámetros de configuración establecidos en el 
escenario propuesto. 




Bogotá> show ip route                                 verificar comunicación  
Bogotá> show ipv6 route                              verificar comunicación 
 
Router 2: 
Bucaramanga> show ip route                       verificar comunicación  
Bucaramanga> show ipv6 route                   verificar comunicación 
 
Router 3: 
Bogotá> show ip route                                 verificar comunicación  
Bogotá> show ipv6 route                              verificar comunicación 
 
 
Ilustración 17. Enrutamiento y verificación de comunicación en R1. 






Ilustración 18. Enrutamiento y verificación de comunicación en R2. 
(Creado por: Autoría propia) 
 
 
Ilustración 19. Enrutamiento y verificación de comunicación en R3. 





c. Verificar que las rutas filtradas no están presentes en las tablas de 
enrutamiento de los routers correctas. 
Nota: Puede ser que Una o más direcciones no serán accesibles desde todos los 
routers después de la configuración final debido a la utilización de listas de 




Ilustración 20. Verificación de rutas en R2. 
(Creado por: Autoría propia) 
 
 
Ilustración 21. Verificación de rutas en R3. 






Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que 
forman parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, etherchannels, VLANs y demás aspectos que forman 




















Ilustración 33. Escenario 2. (creado por: Autoría propia). 
 
 
Parte 1: Configurar la red de acuerdo con las especificaciones. 
 
a. Apagar todas las interfaces en cada switch. 
Respuesta:  
 
Switch>enable                                Ingresar modo privilegio                                 
Switch#conf t                                  Configuración terminal 
Switch(config)#interface range fastEthernet 0/1-24 Rango de interfaces 
Switch(config-if-range)#shutdown       Apagar terminal 
 







Ilustración 24. Apagar interfaz en ALS1. 
(Creado por: Autoría propia) 
 
 
Ilustración 25. Apagar interfaz en ALS2. 









Ilustración 26. Interfaz off. 
(Creado por: Autoría propia) 
 
b. Asignar un nombre a cada switch acorde al escenario establecido. 
Respuesta: 
 
Switch(config-if-range)#exit                     Salir 
Switch(config)#hostname ALS2             Definir nombre 
ALS2(config)#exit                                   Salir 
ALS2# 
 
Aplicar el mismo proceso para ALS1, ALS2, DLS1 Y DLS2. 
 
 
Ilustración 27. Asignación nombre switch2. 





c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama. 
 
1. La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando 







DLS1(config)#interface port-channel 12 
DLS1(config-if)#no switchport 
DLS1(config-if)#ip address 10.12.12.1 255.255.255.252 
DLS1(config-if)#exit 





Realizar el mismo proceso para DLS2, asignando los valores correspondientes para cada 
caso. 
 
Ilustración 28. Conexión EtherChannel capa-3 utilizando LACP, para DLS1. 







Ilustración 29. Conexión EtherChannel capa-3 utilizando LACP, para DLS2. 
(Creado por: Autoría propia) 
 






Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#interface range fa0/7-8 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk  












ALS1(config-if-range)#switchport mode trunk  




Aplicar los pasos anteriores para DLS2 Y ALS2. 
 
 
Ilustración 30. Port-channels en las interfaces Fa0/7 y Fa0/8 en DLS1. 
(Creado por: Autoría propia) 
 
 
Ilustración 31. Port-channels en las interfaces Fa0/7 y Fa0/8 en ALS1. 






Ilustración 32. Port-channels en las interfaces Fa0/7 y Fa0/8 en DLS2. 
(Creado por: Autoría propia) 
 
 
Ilustración 33. Port-channels en las interfaces Fa0/7 y Fa0/8 en ALS2. 










DLS1(config)#interface range fa0/9-10 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk  






Enter configuration commands, one per line. End with CNTL/Z. 
ALS2(config)#interface range fa0/9-10 
ALS2(config-if-range)#switchport mode trunk 





DLS2(config)#interface range fa0/9-10 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk 







Enter configuration commands, one per line. End with CNTL/Z. 
ALS1(config)#interface range fa0/9-10 
ALS1(config-if-range)#switchport mode trunk  











Ilustración 34. Port-channels interfaces F0/9 y fa0/10 utilizando PAgP para DLS1. 
(Creado por: Autoría propia) 
 
 
Ilustración 35. Port-channels interfaces F0/9 y fa0/10 utilizando PAgP para ALS2. 







Ilustración 36. Port-channels interfaces F0/9 y fa0/10 utilizando PAgP para DLS2. 
(Creado por: Autoría propia) 
 
 
Ilustración 37. Port-channels interfaces F0/9 y fa0/10 utilizando PAgP para ALS1. 












Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#interface po1 
DLS1(config-if)#switchport trunk native vlan 800 
DLS1(config-if)#exit 
DLS1(config)#interface po4 






Enter configuration commands, one per line. End with CNTL/Z. 
DLS2(config)#interface po2 
DLS2(config-if)#switchport trunk native vlan 800 
DLS2(config-if)#exit 
DLS2(config)#interface po3 




ALS1(config-if)#switchport trunk native vlan 800 
ALS1(config-if)#exit 
ALS1(config)#interface po3 




ALS2(config)#interface Po2 ALS2 
ALS2 (config-if)#switchport trunk native vlan 800 ALS2 
ALS2 (config-if)#interface Po4 ALS2 








Ilustración 38. Asignación VLAN 800 como la VLAN nativa en DLS1. 
(Creado por: Autoría propia) 
 
 
Ilustración 39. Asignación VLAN 800 como la VLAN nativa en DLS2. 








Ilustración 40. Asignación VLAN 800 como la VLAN nativa en ALS1. 
(Creado por: Autoría propia) 
 
 
Ilustración 41. Asignación VLAN 800 como la VLAN nativa en ALS2. 







d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3. 
 






DLS1(config)#vtp domain UNAD 
DLS1(config)#vtp pass cisco123 
Setting device VLAN database password to cisco123 





Enter configuration commands, one per line. End with CNTL/Z. 
ALS1(config)#vtp domain UNAD 
Domain name already set to UNAD. 
ALS1(config)#vtp pass cisco123 
Setting device VLAN database password to cisco123 





ALS2(config)#vtp domain UNAD 
ALS2(config)#vtp pass cisco123 









Ilustración 42. Dominio UNAD con la contraseña cisco123 en DLS1. 
(Creado por: Autoría propia) 
 
 
Ilustración 43. Dominio UNAD con la contraseña cisco123 en ALS1. 







Ilustración 44. Dominio UNAD con la contraseña cisco123 en ALS2. 
(Creado por: Autoría propia) 
 
 




Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#vtp mode server 







Ilustración 45. DLS1 como servidor principal para las VLAN. 
(Creado por: Autoría propia) 
 
 





Enter configuration commands, one per line. End with CNTL/Z. 
















Ilustración 46. ALS1 como como cliente VTP. 
(Creado por: Autoría propia) 
 
 
Ilustración 47. ALS2 como como cliente VTP. 













Nombre de VLAN 
800 NATIVA 434 ESTACIONAMIENTO 
12 EJECUTIVOS 123 MANTENIMIENTO 
234 HUESPEDES 1010 VOZ 
1111 VIDEONET 3456 ADMINISTRACIÓN 




























Ilustración 48. Configuración servidor principal DLS1. 
(Creado por: Autoría propia) 
 
 




En Pack Tracer no permite suspender la Vlan 434, pero si permite eliminarla. Por 










g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP 





Enter configuration commands, one per line. End with CNTL/Z. 




Ilustración 49. DLS2 en modo VTP transparente. 











Ilustración 50. DLS2 con las mismas VLAN que en DLS1. 
(Creado por: Autoría propia) 
 
 




En Pack Tracer no permite suspender la Vlan 434, pero si permite eliminarla. Por 










i. En DLS2, crear VLAN 567 con el nombre de CONTABILIDAD. La 
VLAN de CONTABILIDAD no podrá estar disponible en cualquier 





DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit 
DLS2(config)#interface port-channel 3 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit 
DLS2(config)#vlan 567 




Ilustración 51. DLS2 crear VLAN 567 con el nombre de CONTABILIDAD. 








j. Configurar DLS1 como Spanning tree root para las VLAN 1, 
12,434, 800, 1010, 1111 y 3456 y como raíz secundaria para las 






Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#spanning-tree vlan 1,12,434,,800,1010,1111,345 





Enter configuration commands, one per line. End with CNTL/Z. 






Ilustración 52. DLS1 como Spanning tree root para las VLAN 1. 










Ilustración 53. DLS1 como raíz secundaria VLAN 123 y 234. 
(Creado por: Autoría propia) 
 
 
k. Configurar DLS2 como Spanning tree root para las VLAN 123 
y 234 y como una raíz secundaria para las VLAN 12, 434, 800, 






Enter configuration commands, one per line. End with CNTL/Z. 
DLS2(config)#spanning-tree vlan 123,234 root primary 
DLS2(config)#spanning-tree vlan 1,12,434,800,101,111,345 root secondary 
DLS2(config)#exit 
DLS2# 







Ilustración 54. DLS2 como Spanning tree root. 























l. Configurar todos los puertos como troncales de tal forma que 
solamente las VLAN que se han creado se les permitirá circular 




Ilustración 55. DLS2 Configuración puertos como troncales. 







Ilustración 56. DLS1 Configuración puertos como troncales. 







Ilustración 57. ALS1 Configuración puertos como troncales. 







Ilustración 58. ALS2 Configuración puertos como troncales. 








m. Configurar las siguientes interfaces como puertos de acceso, 
asignados a las VLAN de la siguiente manera: 
 
Interfaz DLS1 DLS2 ALS1 ALS2 
fa0/6 3456 12, 1010 123, 1010 234 
Fa0/15 1111 1111 1111 1111 
Fa0/16-18  567   




DLS2(config)#interface fastethernet 0/6 
DLS2(config-if)#switchport mode access 





ALS2(config)#interface fastethernet 0/6 
ALS2(config-if)#switchport mode access 
ALS2(config-if)#switchport access vlan 123 





DLS1(config)#interface fastethernet 0/6 
DLS1(config-if)#switchport mode access 
DLS1(config-if)#switchport access vlan 345 
% Access VLAN does not exist. Creating vlan 345 





ALS1(config)#interface fastethernet 0/6 
ALS1(config-if)#switchport mode access 







Ilustración 59. DLS2 interfaces como puertos de acceso, VLAN. 
(Creado por: Autoría propia) 
 
Ilustración 60. ALS2 interfaces como puertos de acceso, VLAN. 






Ilustración 61. DLS1 interfaces como puertos de acceso, VLAN. 
(Creado por: Autoría propia) 
 
Ilustración 62. ALS1 interfaces como puertos de acceso, VLAN. 





Parte 2: Conectividad de red de prueba y las opciones configuradas. 
 
 
a. Verificar la existencia de las VLAN correctas en todos los 
switches y la asignación de puertos troncales y de acceso. 
 
 
Ilustración 63. existencia de las VLAN en DLS1. 







Ilustración 64. existencia de las VLAN en DLS2. 







Ilustración 65. existencia de las VLAN en ALS1. 







Ilustración 66. existencia de las VLAN en ALS2. 













b. Verificar que el EtherChannel entre DLS1 y ALS1 está 
configurado correctamente. 
Respuesta: 
Verificamos mediante el comando: 
show etherchannel summary 
 
 
Ilustración 67. Verificar que el EtherChannel ALS1. 
(Creado por: Autoría propia) 
 
Ilustración 68. Verificar que el EtherChannel ALS1. 





c.  Verificar la configuración de Spanning tree entre DLS1 o DLS2 
para cada VLAN. 
Respuesta: 
 




Ilustración 69. configuración de Spanning tree DLS1. 








Ilustración 70. configuración de Spanning tree DLS2. 







Ilustración 71. configuración de Spanning tree ALS1. 
(Creado por: Autoría propia) 
 
 
Ilustración 72. configuración de Spanning tree ALS2. 







• Para el desarrollo y configuración de redes se hace muy necesaria la 
verificación de aspectos importantes que influyen en el comportamiento 
de la red, y que resultan determinantes para el desempeño de la red, se 
destacan la influencia de configuración de Gateways, para la 
comunicación exitosa de la red, así mismo la configuración de los switch, 
y el cuidado que se debe tener al momento de asignar las direcciones IP’s 
dentro de la red para poder garantizar la mínima comunicación dentro de 
una red y hacia redes externas, se resalta entonces la importancia no solo 
de una conexión física sino también la correcta y sincronizada 
configuración lógica. 
• Es muy importante el ajuste de las direcciones IP de los Host, también el 
uso del comandos como el show ip interface brief, para la revisión de la 
configuración de las interfaces en dispositivos como los switch, la 
configuración de la interfaz Vlan del switch mediante la secuencia de 
comandos, Configure Terminal/ interface vlan1 / ip address [Dirección IP]/ 
así mismo, el comando ip default Gateway [Dirección IP] para la 
configuración del Gateway en el switch y corregir así las falencias que 
tuviese la red para lograr la conexión y obtener el rendimiento de la 
misma, que se traduce en una experiencia muy provechosa para la 
evaluación de estos casos eventuales en la vida real. 
• Dentro de la comunicación entre redes es muy importante la configuración 
de red proporcionada a través de una dirección IP, la correspondiente 
mascara de subred y el Gateway o puerta de enlace predeterminada, esta 
ultima la más importante para la comunicación entre redes. Estos tres 
parámetros son fundamentales a la hora de determinar causas de fallas 
en la red, para lo cual se debe seguir una metodología de detección, que 
permita encontrar y corregir el problema, así se recomienda, revisar la 
documentación de la red y la aplicación de pruebas de conexión para ir 
descartando dispositivos y bloques de la red, al detectar el problema se 
determinara la solución pertinente, se aplicara la misma para luego hacer 
la correspondiente verificación y finalmente se documentara la solución, 
esto para que la experiencia sirva para solución de eventuales fallas 
futuras. 
• El uso de simuladores de red para el desarrollo de las actividades 





permite al estudiante aplicar los conceptos teóricos adquiridos durante su 
formación. Con Packet Tracer, por ejemplo, es posible la configuración de 
dispositivos de interconexión de redes Cisco de manera simulada lo que 
puede proporcionarle seguridad y práctica cuando lo realice en equipos 
reales, brinda un entorno de práctica donde se pueden agregar y/o 
eliminar cuantos dispositivos se requiera, tanto alámbricos como 
inalámbricos, puede probar diferentes tipos de medios de transmisión 
dentro de una misma red, observar el comportamiento de los paquetes 
origen y destino dentro de la red, además de realizar pruebas de 
conectividad en la red. 
• El protocolo EIGRP es utilizado en redes TCP/IP y de Interconexión de 
Sistemas Abierto (OSI) como un protocolo de enrutamiento del tipo vector 
distancia avanzado, de propiedad de Cisco, donde sus características se 
basan en algoritmos vector distancia y de estado de enlace. EIGRP es 
una versión mejorada de IGRP. La tecnología de vector distancia que se 
usa en IGRP también se emplea en EIGRP. Además, la información de la 
distancia subyacente no presenta cambios. Las propiedades de 
convergencia y la eficacia de operación de este protocolo han mejorado 
significativamente. Esto permite una arquitectura mejorada y, a la vez, 
retiene la inversión existente en IGRP. 
 
• Cuando se divide un área OSPF grande en áreas más pequeñas, esto 
se denomina “OSPFmultiárea “. OSPF multiárea es útil en 
implementaciones de red más grandes,  ya  qu ereduce la 
sobrecarga de procesamiento y de memoria. El algoritmo SPF se basa en 
el costo acumulado para llegar a un destino. Este algoritmo crea un árbol 
SPF posicionando cada router en la raíz del árbol ycalculando la ruta más 
corta hacia cada nodo. Luego, el árbol SPF se usa paracalcular las 
mejores rutas. OSPF coloca las mejores rutas en la base de datos 
dereenvío, que se usa para crear la tabla de routing. 
 
• Para configurar RIPng en routers, se habilita en una interfaz y no en el 
modo de configuración del router, se debe ingresar a la interfaz en donde 
se desea publicar RIPng y enseguida escribimos el comando ipv6 
ripdomain-name enable.  El domain-name puede ser un número o una 
palabra, esto para identificar un proceso. Este identificador puede ser el 
mismo o diferente en toda la red RIP, sin embargo, es necesario que en 





importante decir que este comando se debe de habilitar en todas las 
interfaces que se deseen publicar, aunque no estén conectadas con 
ninguna otra, esto para que puedan ser publicadas. 
• La implementación de VLAN en una red permite la optimización del tráfico 
de red, al separar a los usuarios en grupos con lo cual se puede tener una 
mejor administración. Al configurar una VLAN en un switch es importante 
tener en cuenta que éstas comparten el ancho de banda, por ello se 
requieren medidas de seguridad adicionales como la asignación de un 
número de VLAN nativo único a los puertos de enlace troncal, limitar las 
VLAN a transportar sobre los enlaces troncales, desactivar el protocolo 
de enlace troncal VTP, de lo contrario deben configurarse su dominio de 
gestión, contraseña y eliminación. Así mismo, deben utilizarse VLAN 
estáticas y desactivar los puertos de conmutador que no se utilicen o 
asignarles un número de VLAN en desuso.   
• El protocolo GLBP o protocolo de equilibrio de carga de puerta de enlace, 
se configura para proteger el tráfico de datos de un router o circuito que 
ha fallado, así mismo permite compartir la carga de paquetes entre un 
grupo de routers redundantes. Este protocolo permite una copia de 
seguridad automática del router para hosts IP configurados con una única 
puerta de enlace dentro de una red LAN. Permite seleccionar entre estos 
logaritmos de load-balancing: Round Robin, donde cada petición ARP 
para la MAC virtual configurada será contado con la siguiente MAC 
disponible; Weighted, configurado para indicar el porcentaje de clientes 
que usarán la MAC virtual y el Host Dependent donde cada cliente que 
envía una ARP request, siempre reicbe la misma MAC virtual en el 
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