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1. Introduction
In this paper we study the one dimensional version of Hughes’ model [16] for pedestrian flows
∂tρ− ∂x
[
ρ v(ρ)
∂xϕ
|∂xϕ|
]
= 0 , |∂xϕ| = c(ρ) , (1)
in the spatial domain Ω = ]−1, 1[, together with homogeneous Dirichlet boundary conditions
ρ(t,−1) = ρ(t, 1) = 0 , ϕ(t,−1) = ϕ(t, 1) = 0 , t > 0 (2a)
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and initial datum
ρ(0, x) = ρ¯(x) , x ∈ ]−1, 1[ . (2b)
Here x ∈ Ω is the space variable, t ≥ 0 is the time, ρ = ρ(t, x) ∈ [0, 1] is the (normalized) crowd
density, while
v(ρ) = 1− ρ , c(ρ) = 1/v(ρ)
are respectively the mean (normalized) velocity and the running cost. We denote
f(ρ) = ρ v(ρ) = ρ (1− ρ) .
The initial datum ρ¯ is assumed to be in L∞(Ω;R) with ‖ρ¯‖∞ < 1. This assumption, together with
the maximum principle proved in [13], will ensure that the cost (which is singular for ρ = 1) computed
along any solution of (1), (2) is well defined.
As already observed in [2, 13], the system (1) can be rewritten as
∂tρ+ ∂xF (t, x, ρ) = 0 , (3a)
F (t, x, ρ) = sgn (x− ξ(t)) f(ρ) ,∫ ξ(t)
−1
c (ρ(t, x)) dx =
∫ 1
ξ(t)
c (ρ(t, x)) dx . (3b)
Indeed, in order to have a unique viscosity solution to the Dirichlet problem for ϕ, the derivative ∂xϕ
can change its sign just once from positive to negative. It is therefore defined the so called turning
curve x = ξ(t), where ϕ(t, ·) reaches its maximum point. After integration of the second equation in
(1), the relation (3b) states the continuity of ϕ(t, ·) at x = ξ(t), and defines it implicitly. Notice that
the flux F is possibly discontinuous along x = ξ(t).
Definition 1. [13] A map (t, x) 7→ ρ(t, x) is an entropy weak solution of the initial-boundary value
problem (2), (3) if is in C0
(
[0,+∞[;L1(Ω; [0, 1[)) and for any κ ∈ [0, 1] and any test function ψ ∈
C
∞
c
(
R
2; [0,+∞[) it satisfies
∫ +∞
0
∫ 1
−1
[|ρ− κ| ∂tψ + F(t, x, ρ, κ) ∂xψ] dxdt +
∫ 1
−1
|ρ¯(x)− κ|ψ(0, x) dx (4a)
+
∫ +∞
0
[f (ρ(t,−1+))− f(κ)]ψ(t,−1) dt +
∫ +∞
0
[f (ρ(t, 1−))− f(κ)]ψ(t, 1) dt (4b)
+2
∫ +∞
0
f(κ)ψ (t, ξ(t)) dt ≥ 0 (4c)
where
F(t, x, ρ, κ) = sgn(ρ− κ) [F (t, x, ρ)− F (t, x, κ)] .
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The first line (4a) originates from the Kružkov definition of entropy weak solution in the case of a
Cauchy problem, [17]. Line (4b) comes from the boundary condition introduced by Bardos et al. in [6],
see also [4, 8, 9, 18]. The latter line (4c) accounts for the discontinuity of the flux along the turning
curve, see [1, 3, 5, 14, 20].
Observe that the strong traces of the solution at the boundary points exist due to the genuine
non-linearity of the flux ([19, 21]) and must satisfy
f (ρ(t,−1+)) ≥ f(κ) for all κ ∈ [0, ρ(t,−1+)],
f (ρ(t, 1−)) ≥ f(κ) for all κ ∈ [0, ρ(t, 1−)].
This in particular implies that
ρ(t,−1+) ≤ 1/2 and ρ(t, 1−) ≤ 1/2 . (5)
In the perspective of studying the well-posedness for problem (1), (2) a first result was proved
in [12], where the eikonal equation in (1) is replaced by an elliptic approximation with small fixed
parameter.
In the present article, motivated by the availability of a local Riemann solver for (1) provided
in [2], we follow the wave-front tracking approach [10, 7]: we construct a sequence of piecewise constant
approximate solutions to the Cauchy problem for (3) by solving locally the Riemann problems arising
at each jump discontinuity, and prove their convergence by providing the uniform boundedness of their
total variation.
Differently from the classical case of scalar conservation laws, we have to face two major problems
when applying the wave-front tracking method to (1): either when two wave-fronts interact or a wave-
front interacts with the turning curve, it may occur that several new fronts arise at the turning curve;
also, the total variation of the solution may generically increase.
In this paper we give sufficient conditions on the initial datum that prevent these situations from
occurring, therefore leading to the existence of a sequence of approximate solutions with uniformly
bounded total variation. Even in this somewhat simplified situation, the wave-front tracking approach
is very useful when studying the variation in time of the turning curve ξ(t), implicitly defined by (3b).
A convenient choice of the speed of approximate rarefactions is used, see (10c).
For numerical purposes, the wave-front tracking algorithm for (1) was analyzed in [15].
As a first existence result, we give the following theorem for the “symmetric” case. Let us denote
by S the space of functions ρ ∈ L∞ (Ω; [0, 1[) with ‖ρ‖∞ < 1 that are even, namely ρ(x) = ρ(−x) for
a.e. x ∈ Ω.
Theorem 2. For any initial datum ρ¯ in S there exists a unique entropy weak solution ρ of (2), (3)
such that ρ(t, ·) ∈ S for all t > 0.
Proof. If ρ is an entropy weak solution of (2), (3) and ρ(t, ·) ∈ S for all t > 0, then necessarily ξ ≡ 0.
Indeed, by (3b) we have that for any t > 0∫ 1
ξ(t)
c (ρ(t, x)) dx =
∫ ξ(t)
−1
c (ρ(t, x)) dx =
∫ 1
−ξ(t)
c (ρ(t,−x)) dx =
∫ 1
−ξ(t)
c (ρ(t, x)) dx
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and therefore ξ(t) = 0 because by definition c(ρ) ≥ 1. As a consequence of the Rankine-Hugoniot
condition along the turning curve, we have that f (ρ(t, 0+)) + f (ρ(t, 0−)) = 0, namely ρ(t, 0±) = 0.
Thus, for any fixed initial datum ρ¯ in S the unique candidate in S to be the entropy weak solution
of (2), (3) is the function ρ : [0,+∞[×Ω→ [0, ‖ρ¯‖∞] defined for x ∈ [0, 1] as the entropy weak solution
to the initial-boundary value problem
∂tρ+ ∂xf(ρ) = 0 t > 0 , x ∈ ]0, 1[ ,
ρ(t, 0) = ρ(t, 1) = 0 t > 0 ,
ρ(0, x) = ρ¯(x) x ∈ ]0, 1[ ,
namely, for any κ ∈ [0, 1] and any test function ψ ∈ C∞c (R × [0, 1]; [0,+∞[)∫ +∞
0
∫ 1
0
{|ρ− κ| ∂tψ + sgn(ρ− κ) [f(ρ)− f(κ)] ∂xψ} dxdt
+
∫ 1
0
|ρ¯(x)− κ|ψ(0, x) dx +
∫ +∞
0
[f (ρ(t, 1−))− f(κ)] ψ(t, 1) dt
−
∫ +∞
0
[f (ρ(t, 0+))− f(κ)] ψ(t, 0) dt ≥ 0 .
From the maximum principle one has that ‖ρ(t, ·)‖∞ ≤ ‖ρ¯‖∞ < 1 for any t > 0. By standard
generalized characteristic analysis, we have that ρ ≡ 0 in a region that contains {(t, x) : t > 0 , x ∈
Ω , |x| < v(‖ρ¯‖∞) t}. It is therefore immediate to prove that ρ is an entropy weak solution of (2), (3)
in the sense of Definition 1. 
In the next theorem we treat a different case. Let [x]+ = max{x, 0}, x ∈ R.
Theorem 3. If the initial datum ρ¯ ∈ BV(Ω; [0, 1[) satisfies
3‖ρ¯‖∞ +TV (c (ρ¯)) + [c (ρ¯(−1+))− c(1/2)]+ + [c (ρ¯(1−))− c(1/2)]+ < 2 , (6)
then there exists an entropy weak solution of (2), (3) defined globally in time.
The proof is based on the wave-front tracking algorithm. We use the results achieved in [2, 13], where
the solutions of the Riemann–type problems associated to (2), (3) are constructed and studied. We
underline that (6) implies that ρ¯(±1∓) < (7−√13)/6 ∼ 0.565741.
The paper is organized as follows. In Section 2 we describe the wave-front tracking algorithm
used to construct the approximate solutions to (2), (3). In Section 3, provided that (6) holds on the
initial data, we prove that the approximate solutions exist globally and finally prove Theorem 3. Some
technical lemmas are deferred to the last section.
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2. The approximate solution
For any fixed integer n ≥ 1, consider the approximation parameter ε = 2−n > 0 and the ε-grid
Gε = {i ε : i = 0, . . . , ε−1}. Consider the piecewise linear function f ε that interpolates linearly the
points (ρi, f(ρi)), ρi ∈ Gε. Therefore f ε coincides with f on Gε, is increasing on [0, 1/2] and decreasing
on [1/2, 1].
Let ρ¯ε ∈ BV(Ω;Gε) be piecewise constant and define ξ¯ε as the unique solution of the equation∫ ξ¯ε
−1
c (ρ¯ε(x)) dx =
∫ 1
ξ¯ε
c (ρ¯ε(x)) dx . (7)
We call shock waves (respectively, rarefaction waves) the decreasing discontinuities on the left of the
turning curve and the increasing discontinuities on the right of the turning curve (respectively, the
increasing discontinuities on the left of the turning curve and the decreasing discontinuities on the right
of the turning curve) of the solution to (2), (3) with ρ¯ε instead of ρ¯, f ε instead of f and constructed
with the classical Riemann solver Rc. Introduce the simplified Riemann solver Rs, that replaces any
rarefaction wave given by Rc with a rarefaction front (we shall state more precise assumptions below,
see (10c)). Apply then Rs to solve each Riemann problem associated to the boundary {−1, 1} and to
the jumps of discontinuity of ρ¯ε away from x = ξ¯ε. Denote by ρεL, respectively ρ
ε
R, the juxtaposition
of the piecewise constant functions obtained by solving with Rs the Riemann problems on the left of
x = ξ¯ε, respectively on the right of x = ξ¯ε.
Observe that ρεL and ρ
ε
R are well defined for sufficiently small times. By applying Theorem 6 given
below, we can construct a piecewise constant function ρεξ such that if ρ
ε is the juxtaposition of ρεL, ρ
ε
ξ
and ρεR, then the corresponding turning curve x
ε
0 ≡ ξε defined by∫ ξε(t)
−1
c (ρε(t, x)) dx =
∫ 1
ξε(t)
c (ρε(t, x)) dx (8)
satisfies the Rankine-Hugoniot condition (10a) below.
In Theorem 6 we will describe how to construct the local solution ρεξ both for t = 0 and for any
positive interaction time. Before doing this, we need some notation.
Let t > 0 be a time at which no interactions occur. Denote by xεi (t), i = −h−1, . . . ,−1, 1, . . . , k+1,
with −1 = xε−h−1 < xεi (t) < xεi+1(t) < xεk+1 = 1, the discontinuity lines of ρε away from xε0 ≡ ξε, which
we call fronts. Then the approximate solution reads as
ρε(t, x) =
k∑
i=−h−1
ρεi+1/2 χ[xεi (t), x
ε
i+1(t)[
(x)
where xε0(t) = ξ
ε(t) is the turning curve and
ρεi−1/2 6= ρεi+1/2 if i 6= 0 , ρε−1/2 = ρε1/2 if and only if ρε±1/2 = 0 , (9a)
ρε−h−1/2 ≤ 1/2 , ρεk+1/2 ≤ 1/2 . (9b)
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The ε-approximate solution ρε is prolonged beyond any interaction time (namely, when one front
reaches the boundary, or two (or more) fronts approach, or one front reaches the turning curve) by
applying Rs where the interaction takes place away from x = ξε and by applying then Theorem 6.
Observe that, as a result of any interaction, new fronts may originate from the turning curve. However,
the resulting ε-approximate solution ρε keeps the structure described above. Therefore, after each
interaction time, we can use the same notation introduced before by rearranging the indices and by
considering h and k as piecewise constant functions of time. Finally, the turning curve is prolonged by
applying (8) as long as ρε is well defined.
In the sequel we refer to upward jumps on the left of x = ξε and to downward jumps on the right
of x = ξε as rarefaction fronts, while the remaining jumps away from x = ξε are called shock fronts.
The size of the jumps is defined by
σi(t) = sgn(i)
[
ρεi−1/2 − ρεi+1/2
]
.
By construction ρε satisfies the Rankine-Hugoniot jump conditions along the turning curve and the
shock fronts, respectively[
ρε1/2 − ρε−1/2
]
ξ˙ε = f
(
ρε1/2
)
+ f
(
ρε−1/2
)
, (10a)
x˙εi = sgn (i)
f
(
ρεi+1/2
)
− f
(
ρεi−1/2
)
ρεi+1/2 − ρεi−1/2
if i 6= 0 and σi < 0 . (10b)
On the other hand, we impose that any rarefaction front xεi travels with speed
x˙εi = sgn (i)
q
(
ρεi+1/2
)
− q
(
ρεi−1/2
)
c
(
ρεi+1/2
)
− c
(
ρεi−1/2
) if i 6= 0 and σi > 0 , (10c)
where q is the entropy flux associated to c. Indeed, since the cost function c is convex in [0, 1[, we
can consider it as an entropy for (3) with entropy flux q on x > ξε(t) (respectively, −q on x < ξε(t))
defined by
q(ρ) = −c(ρ) + 2 log c(ρ) . (11)
The function q satisfies q′ = c′f ′, q(0) = −1 and (1− 2ρ) q′(ρ) > 0 for ρ 6= 1/2.
The above choice for the speed of propagation of the rarefaction fronts allows us to simplify the
terms appearing in the representation for ξ˙ε, see next formula (12). Indeed, since entropy conditions
hold with an equality along any classical rarefaction, the corresponding terms on the right hand side
of (12) reduce to the difference of the entropy fluxes.
In the next proposition we obtain a necessary condition on ξ˙ε which is obtained by the derivation
of equation (8).
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Proposition 4 (A condition on ξ˙ε). If ρε satisfies (9), then[
c
(
ρε−1/2
)
+ c
(
ρε1/2
)]
ξ˙ε =
∑
i6=0
sgn(i)
[
c
(
ρεi−1/2
)
− c
(
ρεi+1/2
)]
x˙εi . (12)
Proof. To simplify the notation, we omit the dependence on ε and write c (ρεi ) = ci. By (9) we have
∫ ξ(t)
−1
c (ρ(t, x)) dx =
h+1∑
i=1
[x1−i(t)− x−i(t)] c1/2−i ,
∫ 1
ξ(t)
c (ρ(t, x)) dx =
k+1∑
i=1
[xi(t)− xi−1(t)] ci−1/2 ,
and by rearranging the indexes we have
∫ ξ(t)
−1
c (ρ(t, x)) dx = c−h−1/2 + c−1/2 ξ(t) +
h∑
i=1
[
c−i−1/2 − c1/2−i
]
x−i(t) ,
∫ 1
ξ(t)
c (ρ(t, x)) dx = ck+1/2 − c1/2 ξ(t) +
k∑
i=1
[
ci−1/2 − ci+1/2
]
xi(t) .
By taking the derivative with respect to t we obtain
d
dt
[∫ ξ(t)
−1
c (ρ(t, x)) dx
]
= c−1/2 ξ˙(t) +
h∑
i=1
[
c−i−1/2 − c1/2−i
]
x˙−i(t) , (13a)
d
dt
[∫ 1
ξ(t)
c (ρ(t, x)) dx
]
= −c1/2 ξ˙(t) +
k∑
i=1
[
ci−1/2 − ci+1/2
]
x˙i(t) . (13b)
By (8) the above quantities are equal and therefore we deduce (12). 
In the following definition we specify the properties of the ε-approximate solution.
Definition 5. The piecewise constant function (t, x) 7→ ρε(t, x) as in (9) is an ε–admissible approxi-
mate solution of (3) if it consists of a finite number of fronts traveling according to (10), satisfies (12)
and supi σi ≤ ε.
Let us underline that the above definition does not require that ρε takes values in Gε. This is motivated
by the possible appearance of states along the turning curve that do not belong to Gε. We defer to the
end of this Section for further comments.
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For convenience we introduce the following notation,
Ψ [ρε] =
∑
i6=0
Φi [ρ
ε] , Φi [ρ
ε] =


[
c
(
ρε−1/2
)
+ c
(
ρε1/2
)]
ξ˙ε if i = 0 ,
sgn(i)
[
c
(
ρεi−1/2
)
− c
(
ρεi+1/2
)]
x˙εi if i 6= 0 ,
(14)
so that (12) rewrites as
Φ0 [ρ
ε] = Ψ [ρε] .
For later use, for any α, β ∈ [0, 1[ with α 6= β, introduce the quantities
λξ (α, β) =
f (β) + f (α)
β − α , Φξ (α, β) = [c (α) + c (β)]λξ (α, β) , (15a)
λs (α, β) =
f (β)− f (α)
β − α , Φs (α, β) = [c (α)− c (β)]λs (α, β) , (15b)
λr (α, β) =
q (β)− q (α)
c (β)− c (α) , Φr (α, β) = q (α)− q (β) . (15c)
Clearly, if xεi is a shock front, respectively a rarefaction front, then Φi [ρ
ε] = Φs
(
ρεi−1/2, ρ
ε
i+1/2
)
,
respectively Φi [ρ
ε] = Φr
(
ρεi−1/2, ρ
ε
i+1/2
)
. Moreover, if ρε−1/2 6= ρε1/2, then Φ0 [ρε] = Φξ
(
ρε−1/2, ρ
ε
1/2
)
,
otherwise ρε±1/2 = 0, Φξ
(
ρε−1/2, ρ
ε
1/2
)
is not well defined and Φ0 [ρ
ε] = 2ξ˙ε = Ψ [ρε].
Some of the introduced quantities have a clear geometric interpretation in the (ρ, f)-plane. Indeed
λξ(α, β) represents the slope of the segment between (α,−f(α)) and (β, f(β)), λs(α, β) is the slope
of the segment between (α, f(α)) and (β, f(β)), v(α) is the slope of the segment between (0, 0) and
(α, f(α)), see Figure 1, left.
Also, λr(α, β) coincides with the slope of ρ 7→ f(ρ) at (η, f(η)) for some η between α and β. This
fact can be easily proved by the mean value theorem applied to the function q˜(c) = −c + 2 log c (see
the definition of q, (11)), and using the identity −1 + 2/c(ρ) = f ′(ρ).
As a consequence, see Figure 1, center and right,
λs(α, γ) < λs(0, γ) = v(γ) = λξ(0, γ) < λξ(β, γ) for all α, β < γ, (16)
λξ(α, β) > λs(β, γ) for all α < β < γ. (17)
By using the definition of Φξ and with simple calculations, one can show that Φξ(α, β) ≥ v(α) + v(β)
for all α < β, with the equality that holds if and only if α = 0. Further properties of the just introduced
functions are collected in Section 4.
For any interaction time t = tI or for t = 0, introduce also the quantity
Ψ∗ [ρ
ε] (tI+) =
∑
i6=0
xε
i
(tI ) 6=x
ε
0
(tI )
Φi [ρ
ε] (tI+) , (18)
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λr(α, β)±f
ρα β
v(α)
λs(α, β)
λξ(α, β)
η
±f
ρα β γ
±f
ρα γβ
Figure 1: Left: Geometrical interpretation of the quantities introduced in (15). Center and right: Geometrical interpre-
tation of the estimates, respectively, (16) and (17).
where the sum counts the fronts of ρε(tI+) that do not start from the turning curve at time t = tI ,
namely, the fronts of ρεL and ρ
ε
R.
The next theorem, which upgrades [2, Theorem 1], shows how to construct ρεξ once we have ρ
ε
L
and ρεR. In particular the structure of ρ
ε
ξ depends on the three parameters ρ−1/2(tI) = ρ
ε
L (tI , ξ
ε(tI)),
ρ1/2(tI) = ρ
ε
R (tI , ξ
ε(tI)) and Ψ∗ [ρ
ε] (tI+). For simplicity we omit the dependence on ε.
Theorem 6. There exists ρξ such that ρ, the juxtaposition of ρL, ρξ and ρR, is an ε–admissible
approximate solution of (3) in the sense of Definition 5. In particular we can distinguish the following
cases.
1. ρξ consists of rarefaction fronts on the right of the turning curve if and only if
0 ≤ ρ1/2(tI) < ρ−1/2(tI) and Ψ∗ [ρ] (tI+) < Φξ
(
ρ−1/2(tI), ρ1/2(tI)
)
. (19)
In this case the rarefaction fronts of ρξ are
xξi (t) = ξ(tI) + λr
(
ρξi−1/2, ρ
ξ
i+1/2
)
[t− tI ] , i = 1, . . . ,m− 1 ,
xξm(t) = ξ(tI) + λr
(
ρξm−1/2, ρ1/2(tI)
)
[t− tI ] ,
where ρξ1/2 ∈
]
ρ1/2(tI), ρ−1/2(tI)
[
is the unique ρ–solution of
Φξ
(
ρ−1/2(tI), ρ
)
− q (ρ) = Ψ∗ [ρ] (tI+)− q
(
ρ1/2(tI)
)
,
and
]
ρ1/2(tI), ρ
ξ
1/2
[
∩ G =
{
ρξ3/2, . . . , ρ
ξ
m−1/2
}
with ρξi−1/2 > ρ
ξ
i+1/2. Observe that ρm+1/2(tI+) =
ρ1/2(tI) < ρm−1/2(tI+) = ρ
ξ
m−1/2 < . . . < ρ1/2(tI+) = ρ
ξ
1/2 < ρ−1/2(tI+) = ρ−1/2(tI).
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2. ρξ consists of a shock front on the right of the turning curve if and only if either
0 = ρ−1/2(tI) < ρ1/2(tI) and Ψ∗ [ρ] (tI+) < v
(
ρ−1/2(tI)
)
+ v
(
ρ1/2(tI)
)
, (20)
or
0 < ρ−1/2(tI) < ρ1/2(tI) and Ψ∗ [ρ] (tI+) ≤ −v
(
ρ−1/2(tI)
)
− v
(
ρ1/2(tI)
)
, (21)
or
0 < ρ1/2(tI) < ρ−1/2(tI) and
Φξ
(
ρ−1/2(tI), ρ1/2(tI)
)
< Ψ∗ [ρ] (tI+) ≤ −v
(
ρ−1/2(tI)
)
− v
(
ρ1/2(tI)
)
. (22)
In the case (20) the shock front of ρξ is
xξ1(t) = ξ(tI) + v
(
ρ1/2(tI)
)
[t− tI ] ,
and ρ±1/2(tI+) = 0 < ρ3/2(tI+) = ρ1/2(tI). In the cases (21), (22) the shock front of ρξ is
xξ1(t) = ξ(tI) + λs
(
ρξ1/2, ρ1/2(tI)
)
[t− tI ] ,
where ρξ1/2 ∈
[
0,min
{
ρ−1/2(tI), ρ1/2(tI)
}[
is the unique ρ–solution of
Ψ∗ [ρ] (tI+) = Φξ
(
ρ−1/2(tI), ρ
)
− Φs
(
ρ, ρ1/2(tI)
)
,
and ρ1/2(tI+) = ρ
ξ
1/2 < min
{
ρ−1/2(tI+) = ρ−1/2(tI), ρ3/2(tI+) = ρ1/2(tI)
}
with ρ1/2(tI+) = 0
if and only if Ψ∗ [ρ] (tI+) = −v
(
ρ−1/2(tI)
)
− v
(
ρ1/2(tI)
)
.
3. ρξ consists of two shock fronts, one on each side of the turning curve, if and only if
ρ±1/2(tI) 6= 0 and |Ψ∗ [ρ] (tI+)| < v
(
ρ−1/2(tI)
)
+ v
(
ρ1/2(tI)
)
. (23)
In this case the shock fronts of ρξ are
xξ−1(t) = ξ(tI)− v
(
ρ−1/2(tI)
)
[t− tI ] ,
xξ1(t) = ξ(tI) + v
(
ρ1/2(tI)
)
[t− tI ] ,
ρ±1/2(tI+) = 0 and ρ±3/2(tI+) = ρ±1/2(tI).
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4. ρξ consists of a shock front on the left of the turning curve if and only if either
0 = ρ1/2(tI) < ρ−1/2(tI) and Ψ∗ [ρ] (tI+) > −v
(
ρ−1/2(tI)
)
− v
(
ρ1/2(tI)
)
, (24)
or
0 < ρ1/2(tI) < ρ−1/2(tI) and Ψ∗ [ρ] (tI+) ≥ v
(
ρ−1/2(tI)
)
+ v
(
ρ1/2(tI)
)
, (25)
or
0 < ρ−1/2(tI) < ρ1/2(tI) and
v
(
ρ−1/2(tI)
)
+ v
(
ρ1/2(tI)
)
≤ Ψ∗ [ρ] (tI+) < Φξ
(
ρ−1/2(tI), ρ1/2(tI)
)
. (26)
In the case (24) the shock front of ρξ is
xξ−1(t) = ξ(tI)− v
(
ρ−1/2(tI)
)
[t− tI ] ,
and ρ±1/2(tI+) = 0 < ρ−3/2(tI+) = ρ−1/2(tI). In the cases (25), (26) the shock front of ρξ is
xξ−1(t) = ξ(tI)− λs
(
ρ−1/2(tI), ρ
ξ
1/2
)
[t− tI ] ,
where ρξ1/2 ∈
[
0,min
{
ρ−1/2(tI), ρ1/2(tI)
}[
is the unique ρ–solution of
Ψ∗ [ρ] (tI+) = Φξ
(
ρ, ρ1/2(tI)
)
−Φs
(
ρ−1/2(tI), ρ
)
,
and ρ−1/2(tI+) = ρ
ξ
1/2 < min
{
ρ−3/2(tI+) = ρ−1/2(tI), ρ1/2(tI+) = ρ1/2(tI)
}
with ρ−1/2(tI+) =
0 if and only if Ψ∗ [ρ] (tI+) = v
(
ρ−1/2(tI)
)
+ v
(
ρ1/2(tI)
)
.
5. ρξ consists of rarefaction fronts on the left of the turning curve if and only if
0 ≤ ρ−1/2(tI) < ρ1/2(tI) and Ψ∗ [ρ] (tI+) > Φξ
(
ρ−1/2(tI), ρ1/2(tI)
)
. (27)
In this case the rarefaction fronts of ρξ are
xξ−i(t) = ξ(tI)− λr
(
ρξ−i−1/2, ρ
ξ
−i+1/2
)
[t− tI ] , i = 1, . . . ,m− 1 ,
xξ−m(t) = ξ(tI)− λr
(
ρ−1/2(tI), ρ
ξ
−m+1/2
)
[t− tI ] ,
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where ρξ−1/2 ∈
]
ρ−1/2(tI), ρ1/2(tI)
[
is the unique ρ–solution of
Φξ
(
ρ, ρ1/2(tI)
)
+ q (ρ) = Ψ∗ [ρ] (tI+) + q
(
ρ−1/2(tI)
)
,
and
]
ρ−1/2(tI), ρ
ξ
−1/2
[
∩ G =
{
ρξ−3/2, . . . , ρ
ξ
−m+1/2
}
with ρξi−1/2 > ρ
ξ
i+1/2.
Observe that ρ−m−1/2(tI+) = ρ−1/2(tI) < ρ−m+1/2(tI+) = ρ
ξ
−m+1/2 < . . . < ρ−1/2(tI+) =
ρξ−1/2 < ρ1/2(tI+) = ρ1/2(tI).
6. ρξ consists of the turning curve alone if and only if
ρ±1/2(tI) = 0 , (28)
or
ρ−1/2(tI) 6= ρ1/2(tI) and Ψ∗ [ρ] (tI+) = Φξ
(
ρ−1/2(tI), ρ1/2(tI)
)
. (29)
The 6 cases above cover all possible values of ρ±1/2(tI), Ψ∗ [ρ] (tI+) and are mutually exclusive.
Proof. For notational convenience, we write ρ±1/2 = ρ±1/2(tI) and denote g (ρi) = gi, g(ρ
ξ
i ) = g
ξ
i for
any function g : [0, 1]→ R.
(1,“⇒”) If ρξ consists of rarefaction fronts xξi , i = 1, . . . ,m, between the states ρξ1/2, . . ., ρξm−1/2, ρ1/2,
on the right of the turning curve, then
ρ1/2 < ρ
ξ
m−1/2 < . . . < ρ
ξ
1/2 and ξ˙(tI+) < x˙
ξ
1(tI+) < . . . < x˙
ξ
m(tI+) ,
where x˙ξi (tI+) = λr
(
ρξi−1/2, ρ
ξ
i+1/2
)
, i = 1, . . . ,m − 1, x˙ξm(tI+) = λr
(
ρξm−1/2, ρ1/2
)
. In particular
ρξ1/2 6= 0 and therefore, by (10a), we have ρξ1/2 6= ρ−1/2 and ξ˙(tI+) = λξ
(
ρ−1/2, ρ
ξ
1/2
)
. Moreover, we
have ρξ1/2(tI) < ρ−1/2 because, by Lemma 8 and (16), for all ρ < ρ
ξ
1/2
x˙ξ1(tI+) = λr
(
ρξ1/2, ρ
ξ
3/2
)
< vξ1/2 < λξ
(
ρ, ρξ1/2
)
.
As a consequence, the first condition in (19) holds. We then observe that Φ0 [ρ] (tI+) = Φξ
(
ρ−1/2, ρ
ξ
1/2
)
and
Ψ [ρ] (tI+) = Ψ∗ [ρ] (tI+) +
m−1∑
i=1
Φr
(
ρξi−1/2, ρ
ξ
i+1/2
)
+Φr
(
ρξm−1/2, ρ1/2
)
= Ψ∗ [ρ] (tI+) + q
ξ
1/2 − q1/2 .
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By (12) we have that
Φξ
(
ρ−1/2, ρ
ξ
1/2
)
= Ψ∗ [ρ] (tI+) + q
ξ
1/2 − q1/2
and therefore by Lemma 10
Ψ∗ [ρ] (tI+) = Φξ
(
ρ−1/2, ρ
ξ
1/2
)
− qξ1/2 + q1/2 < Φξ
(
ρ−1/2, ρ1/2
)
.
Thus also the second condition in (19) is satisfied.
(2,“⇒”) If ρξ consists of a shock front xξ1 on the right of the turning curve between the states ρξ1/2 and
ρ1/2, then
ρ1/2 > ρ
ξ
1/2 , ξ˙(tI+) < x˙
ξ
1(tI+) = λs
(
ρξ1/2, ρ1/2
)
and
Φ0 [ρ] (tI+) =
[
c−1/2 + c
ξ
1/2
]
ξ˙(tI+) , Ψ [ρ] (tI+) = Ψ∗ [ρ] (tI+) + Φs
(
ρξ1/2, ρ1/2
)
.
By (12) we have
Ψ∗ [ρ] (tI+) =
[
c−1/2 + c
ξ
1/2
]
ξ˙(tI+)− Φs
(
ρξ1/2, ρ1/2
)
.
By (17) it must be ρ−1/2 ≥ ρξ1/2. In order to proceed with the proof, we have to distinguish the
following cases:
• If ρ−1/2 = ρξ1/2, then by (10a) we have ρ−1/2 = ρ
ξ
1/2 = 0. As a consequence
ξ˙(tI+) < λs
(
ρξ1/2, ρ1/2
)
= v1/2, Φs
(
ρξ1/2, ρ1/2
)
= v1/2 − 1
and
Ψ∗ [ρ] (tI+) < 2v1/2 −
[
v1/2 − 1
]
= v−1/2 + v1/2 .
• If ρ−1/2 6= ρξ1/2, then ξ˙(tI+) = λξ
(
ρ−1/2, ρ
ξ
1/2
)
and therefore Ψ∗ [ρ] (tI+) = ψ
(
ρξ1/2
)
, where
ψ
(
ρξ1/2
)
=−
2ρξ1/2
ρ−1/2 − ρξ1/2
[
v−1/2c
ξ
1/2 + 1
]
− [v−1/2 + v1/2] cξ1/2 − [c−1/2 + c1/2] ρξ1/2 .
Clearly the map ρ 7→ ψ(ρ) is decreasing and
ψ(0) = −v−1/2 − v1/2, lim
ρ↑ρ−1/2
ψ(ρ) = −∞ , lim
ρ↑ρ1/2
ψ(ρ) = Φξ
(
ρ−1/2(tI), ρ1/2(tI)
)
.
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Recalling that ρξ1/2 < min
{
ρ−1/2, ρ1/2
}
, we deduce (21) and (22).
(3,“⇒”) If ρξ consists of a shock front xξ−1 on the left of the turning curve between the states ρ−1/2 and
ρξ−1/2, and a shock front x
ξ
1 on the right of the turning curve between the states ρ
ξ
1/2 and ρ1/2, then
ρξ−1/2 < ρ−1/2 , ρ
ξ
1/2 < ρ1/2 ,
x˙ξ−1(tI+) = −λs
(
ρ−1/2, ρ
ξ
−1/2
)
< ξ˙(tI+) < x˙
ξ
1(tI+) = λs
(
ρξ1/2, ρ1/2
)
.
By (17) we have λξ
(
ρ, ρξ1/2
)
> λs
(
ρξ1/2, ρ1/2
)
for all ρ < ρξ1/2, and therefore ρ
ξ
1/2 ≤ ρξ−1/2. Analogously,
we have −λs
(
ρ−1/2, ρ
ξ
−1/2
)
> λξ
(
ρξ−1/2, ρ
)
for all ρ < ρξ−1/2, and therefore ρ
ξ
1/2 ≥ ρξ−1/2. In conclusion
we proved that ρξ1/2 = ρ
ξ
−1/2 and this, by (10a), implies that ρ
ξ
±1/2 = 0. Hence
Φ0 [ρ] (tI+) = 2ξ˙(tI+) ,
Ψ [ρ] (tI+) = Ψ∗ [ρ] (tI+) + Φs
(
ρ−1/2, 0
)
+Φs
(
0, ρ1/2
)
= Ψ∗ [ρ] (tI+)− v−1/2 + v1/2
and by (12) we have
Ψ∗ [ρ] (tI+) = 2ξ˙(tI+) + v−1/2 − v1/2 .
Thus (23) holds true because −v−1/2 < ξ˙(tI+) < v1/2.
(4,“⇒”) & (5,“⇒”) In accordance to the symmetry of the problem, the proofs are analogous to that for
the cases (2) and (1), respectively.
(6,“⇒”) If ρξ is given by the turning curve only, then (28) and (29) follow from (10a) and (12).
(“⇐”) The converse is obvious by the above construction of the solutions. Indeed, for any given ρ−1/2,
ρ1/2, Ψ∗ [ρ] (tI+), only one of the conditions (19)-(29) is satisfied because Φξ (α, β) > v (α) + v (β) for
any 0 < α < β and Φξ (0, β) = 1 + v (β). Furthermore, ρ
ξ never consists of rarefaction fronts on both
sides of the turning curve. Indeed, as already proved, the presence of rarefaction fronts on the left of
the turning curve implies that ξ˙(tI+) > 0, as well as the presence of rarefaction fronts on the right
of the turning curve implies that ξ˙(tI+) < 0. Moreover, ρ
ξ never consists of rarefaction fronts on one
side of the turning curve and a shock front on the other side. Indeed, for instance, the presence of
rarefaction fronts on the left of the turning curve implies that ρ−1/2 > 0 and ξ˙(tI+) > 0, while the
presence of a shock front on the right of the turning curve with ξ˙(tI+) > 0 implies that ρ±1/2 = 0 and
this gives a contradiction.
The proof of Theorem 6 is then complete. 
Before the end of the section, we show how to apply the above theorem to construct an ε–admissible
approximate solution ρε. Let tI ≥ 0, ρε(tI , x) be piecewise constant and ξε(tI) uniquely defined by (8)
for t = tI .
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- Step 1. Construct ρεL and ρ
ε
R, as described at the beginning of this Section. For any t > tI ,
with t− tI sufficiently small, ρεL and ρεR have the following form
ρεL(t, x) =
−2∑
i=−h−1
ρεi+1/2 χ[xεi (t), x
ε
i+1(t)[
(x) + ρε−1/2 χ[xε−1(t), 1[
(x) ,
ρεR(t, x) = ρ
ε
1/2 χ[−1, xε1(t)[(x) +
k∑
i=1
ρεi+1/2 χ[xεi (t), x
ε
i+1(t)[
(x) .
- Step 2. Compute the quantity Ψ∗ [ρ
ε] (tI+) defined by (18), which writes
Ψ∗ [ρ
ε] (tI+) =
∑
i6=0
sgn(i)
[
c
(
ρεi−1/2
)
− c
(
ρεi+1/2
)]
x˙εi (tI+) .
- Step 3. Check which one of the conditions given in Theorem 6 is satisfied and construct the
corresponding ρεξ.
If for instance condition (19) is satisfied, then there exists a unique ρξ1/2 ∈
]
ρε1/2, ρ
ε
−1/2
[
solution to
Φξ
(
ρε−1/2, ρ
ξ
1/2
)
− q
(
ρξ1/2
)
= Ψ∗ [ρ
ε] (tI+)− q
(
ρε1/2
)
.
Observe that in general ρξ1/2 does not belong to the ε-grid Gε. However, even in this case, if
]
ρε1/2, ρ
ξ
1/2
[
∩
ρε
−h−1/2
xε
−h
ρε
−h+1/2
. . . ρε
−3/2
xε
−1
ρε
−1/2
ρ
ξ
1/2
ρ
ξ
3/2
ρε
1/2
xε1
ρε
3/2 . . . ρ
ε
k−1/2
xεk
ρε
k+1/2
ξε x
ξ
1
xξm−1 1
Figure 2: How to prolong an ε–admissible solution of (3) beyond t = tI in the case described in Theorem 6, case 1.
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Gε =
{
ρξ3/2, . . . , ρ
ξ
m−1/2
}
with ρξi−1/2 > ρ
ξ
i+1/2, then for any t > tI sufficiently small (see Figure 2)
ρε(t, x) =
−2∑
i=−h−1
ρεi+1/2 χ[xεi (t), x
ε
i+1(t)[
(x) + ρε−1/2 χ[xε−1(t), ξ
ε(t)[
(x)
+ ρξ1/2 χ[ξε(t), xξ1(t)[
(x) +
m−1∑
i=1
ρξi+1/2 χ[xξi (t), x
ξ
i+1(t)[
(x)
+ ρε1/2 χ[xξm(t), xε1(t)[
(x) +
k∑
i=1
ρεi+1/2 χ[xεi (t), x
ε
i+1(t)[
(x) ,
with
ξε(t) = ξε(tI) + λξ
(
ρε−1/2, ρ
ξ
1/2
)
(t− tI) ,
xξi (t) = ξ
ε(tI) + λr
(
ρξi−1/2, ρ
ξ
i+1/2
)
(t− tI) , i = 1, . . . ,m− 1,
xξm(t) = ξ
ε(tI) + λr
(
ρξm−1/2, ρ
ε
1/2
)
(t− tI) ,
is an ε–admissible approximate solution of (3) in the sense of Definition 5.
3. Proof of Theorem 3
Let ρ¯ ∈ BV(Ω; [0, 1[) satisfy (6). Let n be an integer ≥ 1 and set ε = 1/2n. We can introduce a
piecewise constant function ρ¯ε ∈ BV(Ω;Gε) such that
|c (ρ¯ε(±1∓)) − c (ρ¯(±1∓))| ≤ ε , TV (c (ρ¯ε)) ≤ TV (c (ρ¯)) + ε{sup c′} , (30a)
‖ρ¯ε‖∞ ≤ ‖ρ¯‖∞ , limε→0+ ‖ρ¯− ρ¯
ε‖1 = 0 . (30b)
As seen in Theorem 6, in general new fronts may start from the turning curve, so that ρε may well
take values outside the grid Gε. However, as we will see in the next theorem, condition (6) ensures
that the ε-approximate solution takes values always in Gε. Here we will denote ρ¯∞ = ‖ρ¯‖∞.
Theorem 7. For ε = 1/2n > 0 sufficiently small, if the initial datum satisfies the condition (6), then
there exists an ε–admissible approximate solution of (2), (3) in the sense of Definition 5 with values
in Gε and defined globally in time.
Proof. Consider ξ¯ε given by (7), ρεL(t, ·) and ρεR(t, ·) as in Section 2.
Recalling the definition of the speeds (10b) and (10c), we notice that |x˙εi | ≤ 1 for i 6= 0. Then,
recalling the definition of the Φi in (14), we find that
|Φi [ρε] (t)| ≤
∣∣∣c(ρεi−1/2)− c(ρεi+1/2)∣∣∣ , i 6= 0 .
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Since v(ρ) = 1− ρ, by (30a) and the assumption (6), we estimate the quantity Ψ∗ in (18) as follows:
|Ψ∗ [ρε] (0+)| ≤ TV (c (ρεL(0+))) + TV (c (ρεR(0+)))
≤ TV (c (ρ¯)) + [c (ρ¯(−1+)) − c(1/2)]+ + [c (ρ¯(1−)) − c(1/2)]+ +C1ε
< 2− 3ρ¯∞ ≤ 2v(ρ¯∞)
≤ v
(
ρ¯ε−1/2
)
+ v
(
ρ¯ε1/2
)
with C1 = 2 + {sup c′} and ε small enough. Above, the terms [c(ρ¯(±1∓) − c(1/2)]+ account for the
possible rarefactions arising at the boundaries at time t = 0.
Thanks to the above bound on Ψ∗, by Theorem 6 we deduce that only cases (20), (23), (24) and (28)
can hold true. In all of these cases we have ρε±1/2(0+) = 0.
Thus, for t > 0 sufficiently small we have ρε ≡ 0 in a region which is bounded by the fronts xε±1.
Necessarily these fronts are shocks, and their speeds are given by x˙ε±1 (t) = ±v
(
ρε±3/2 (t)
)
.
Because of the maximum principle one has ‖ρε(t)‖∞ ≤ ‖ρ¯ε‖∞ ≤ ρ¯∞ < 1, therefore |x˙ε±1| ≥ v(ρ¯∞) >
0: the region with ρε ≡ 0 contains a non-empty cone.
At each interaction we apply the algorithm and Theorem 6 to extend ρε in time as described in
Section 2. We want to prove that the condition (28) always holds true by showing that no front can
reach the turning curve.
Assume that, for some t˜ > 0, one has ρε (t, ξε(t)±) = 0 for all t ∈ ]0, t˜[. Now we consider ξ˙ε(t˜−),
given by
2ξ˙ε
(
t˜−) = ∑
i6=0
Φi[ρ
ε](t˜−) ,
and write the sum
∑
i6=0 as
∑
i=±1+
∑
|i|≥2. Recalling that c(ρ) · v(ρ) = 1, we can write
Φ−1 [ρ
ε]
(
t˜−)+Φ1 [ρε] (t˜−) = [c(ρε−3/2 (t˜−))− 1] v (ρε−3/2 (t˜−))
+
[
1− c
(
ρε3/2
(
t˜−))] v (ρε3/2 (t˜−)) = ρε−3/2 − ρε3/2 .
Thus ∣∣Φ−1 [ρε] (t˜−)+Φ1 [ρε] (t˜−)∣∣ ≤ ρ¯∞ . (31)
Moreover we find that, for the same constant C1 as above,∑
|i|≥2
∣∣Φi [ρε] (t˜−)∣∣ ≤ ∑
|i|≥2
∣∣∣c(ρεi+ 1
2
)
− c
(
ρε
i− 1
2
)∣∣∣
≤ TV (c(ρ¯)) + [c (ρ¯(−1+)) − c(1/2)]+ + [c (ρ¯(1−)) − c(1/2)]+ + C1ε . (32)
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Indeed, recall that the indexes are possibly rearranged at each interaction; the above sum decreases in
all possible interactions, that is: when a front leaves the domain Ω; when two or more fronts interact,
with all indexes different from ±1; when the interaction involves a ±1 front, in which case the resulting
front will inherit the ±1 index.
By virtue of (31), (32) and (6), for ε small enough we have that
2
∣∣∣ξ˙ε (t˜−)∣∣∣ ≤ ρ¯∞ +TV (c (ρ¯)) + [c (ρ¯(−1+))− c(1/2)]+ + [c (ρ¯(1−)) − c(1/2)]+ + C1ε
< 2 [1− ρ¯∞] ≤ 2
∣∣x˙ε±1 (t˜−)∣∣
and therefore the turning curve does not reach xε±1 at time t = t˜. As a consequence, no new front
starts from the turning curve and we can apply the standard theory of wave-front tracking to prolong
ρε after any interaction and to ensure its global existence. 
Finally we prove that, up to a subsequence, as ε goes to zero ρε converges to a solution of (2), (3).
By construction, see the proof of Theorem 7, we immediately have that for all t > 0
‖ρε(t)‖∞ ≤ ‖ρ¯ε‖∞ ≤ ρ¯∞ ,
and
TV (ρε(t)) ≤ TV (ρε(0+)) (33)
≤ TV(ρ¯ε) + [ρ¯ε(−1+)− 1/2]+ + [ρ¯ε(1−)− 1/2]+ + 2ρ¯∞
≤ TV (c(ρ¯)) + [c(ρ¯(−1+))− c(1/2)]+ + [c(ρ¯(1−))− c(1/2)]+ + C1ε+ 2ρ¯∞ < L
for ε small enough, where L = 2− ρ¯∞; here we used that c′ ≥ 1 and assumption (6). Finally observe
that ∫ 1
−1
|ρε(t, x)− ρε(s, x)| dx ≤ L |t− s| .
Indeed, if no interaction occurs for times between t and s, then∫ 1
−1
|ρε(t, x)− ρε(s, x)| dx ≤
∑
i6=0
∣∣∣(t− s) x˙εi (t)(ρεi−1/2 − ρεi+1/2)∣∣∣
≤ |t− s|TV (ρε(t)) ≤ L |t− s| .
The case when one or more interactions take place for times between t and s is similar, because by (10)
the map t 7→ ρε(t) is L1-continuous across interaction times.
Thus, by applying Helly’s Theorem in the form [7, Theorem 2.4], there exists a function ρ ∈
L
1
loc
([0,+∞[× Ω; [0, 1]) and a subsequence, still denoted ρε, such that
ρε → ρ in L1loc([0,+∞[×Ω;R) as ε ↓ 0 , TV (ρ(t)) ≤ L ,
‖ρ(t)− ρ(s)‖1 ≤ L |t− s| for all t, s ≥ 0 , ‖ρ(t)‖∞ ≤ ‖ρ¯‖∞ .
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Regarding ξε, we observe that the associated sequence is bounded and uniformly equicontinuous,
because of the uniform Lipschitz constant. Therefore, by Ascoli-Arzelà theorem, we can extract a
subsequence uniformly converging to some ξ ∈W 1,1([0, T ]; Ω), for any T > 0, with the same Lipschitz
constant (1− ρ¯∞). In particular, ξ evolves in a cone where ρ is zero, and it is straightforward to show
that (3b) holds.
We want to prove that ρ is an entropy weak solution of the initial-boundary value problem (2), (3)
in the sense of Definition 1. For any fixed κ ∈ [0, 1] and ψ ∈ C∞c (R2; [0,+∞[), we have to prove that
lim inf
ε→0
[ ∫ +∞
0
∫ 1
−1
{|ρε − κ| ∂tψ + F(t, x, ρε, κ) ∂xψ} dxdt
+
∫ 1
−1
|ρ¯ε(x)− κ|ψ(0, x) dx +
∫ +∞
0
{f (ρε(t,−1+))− f(κ)}ψ(t,−1) dt
+
∫ +∞
0
{f (ρε(t, 1−)) − f(κ)}ψ(t, 1) dt + 2
∫ +∞
0
f(κ)ψ (t, ξ(t)) dt
]
≥ 0 . (34)
Fix ψ ∈ C∞c (R2; [0,+∞[) and choose T > 0 such that ψ(t, x) = 0 whenever t ≥ T . For any ε > 0, we
can divide the strip [0, T ] × [−1, 1] into finitely many regions Γi, delimited by the wave fronts, where
ρε takes a constant value denoted by ρ˜i. The indexes are chosen so that
Γ0 =
{
(t, x) ∈ [0, T ]× [−1, 1] : xε−1(t) ≤ x ≤ xε1(t)
}
.
Observe that ρ˜0 = 0. Divide Γ0 in Γ
±
0 = {(t, x) ∈ Γ0 : ± [x− ξ(t)] ≥ 0}. Then
I =
∫ +∞
0
∫ 1
−1
[|ρε − κ| ∂tψ + F(t, x, ρε, κ) ∂xψ] dxdt
=
∑
i<0
∫ ∫
Γi
{
|ρ˜i − κ| ∂tψ − sgn (ρ˜i − κ) [f (ρ˜i)− f(κ)] ∂xψ
}
dxdt
+
∫ ∫
Γ−0
[κ∂tψ − f(κ) ∂xψ] dxdt+
∫ ∫
Γ+0
[κ∂tψ + f(κ) ∂xψ] dxdt
+
∑
i>0
∫ ∫
Γi
{
|ρ˜i − κ| ∂tψ + sgn (ρ˜i − κ) [f (ρ˜i)− f(κ)] ∂xψ
}
dxdt .
We apply the divergence theorem on each Γi. The contributions to I coming from the boundaries of
Γi can be listed as follows:
• I0 = −
∫ 1
−1 |ρ¯ε(x)− κ|ψ (0, x) dx along t = 0;
• I±1 =
∫ T
0 sgn (ρ
ε(t,±1∓)− κ) [f (ρε(t,±1∓)) − f(κ)]ψ (t,±1) dt along x = ±1;
• Iξ = −2f(κ)
∫ T
0 ψ (t, ξ(t)) dt along ξ;
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• Ii =
∫ t′′i
t′i
Θεi (t;κ) ψ (t, x
ε
i ) dt along x
ε
i , for some t
′
i < t
′′
i , where
Θεi (t;κ) = sgn(i) sgn
(
ρεi−1/2 − κ
) [
f
(
ρεi−1/2
)
− f(κ)
]
+
[∣∣∣ρεi+1/2 − κ∣∣∣− ∣∣∣ρεi−1/2 − κ∣∣∣] x˙εi − sgn(i) sgn (ρεi+1/2 − κ) [f (ρεi+1/2)− f(κ)] .
Therefore we obtain that I = I0 + I−1 + I1 + Iξ +
∑
i Ii and that the expression within the square
brackets in (34) is equal to
∫ T
0
[1 + sgn (ρε(t,−1+)− κ)] [f (ρε(t,−1+))− f(κ)]ψ (t,−1) dt
+
∫ T
0
[1 + sgn (ρε(t, 1−) − κ)] [f (ρε(t, 1−)) − f(κ)]ψ (t, 1) dt
+
∑
i
∫ t′′i
t′i
Θεi (t;κ) ψ (t, x
ε
i ) dt .
Recalling that ρε(t,±1∓) ≤ 1/2, we easily obtain that
∫ T
0
[1 + sgn (ρε(t,±1∓)− κ)] [f (ρε(t,±1∓))− f(κ)]ψ (t,±1) dt ≥ 0 .
If xεi is a shock front, the term Θ
ε
i has the correct sign ≥ 0, since the shock speed is the exact one.
Hence, to complete the proof, it is sufficient to prove that for the rarefactions one has
|Θεi (t;κ)| ≤ ε
∣∣∣ρεi+1/2 − ρεi−1/2∣∣∣ . (35)
Indeed, if xεi is a rarefaction front, then
sgn(i)Θεi (t;κ) =
[∣∣∣ρεi+1/2 − κ∣∣∣− ∣∣∣ρεi−1/2 − κ∣∣∣]λr (ρεi−1/2, ρεi+1/2)
+ sgn
(
ρεi−1/2 − κ
) [
f
(
ρεi−1/2
)
− f(κ)
]
− sgn
(
ρεi+1/2 − κ
) [
f
(
ρεi+1/2
)
− f(κ)
]
.
If κ < min
{
ρεi−1/2, ρ
ε
i+1/2
}
or κ > max
{
ρεi−1/2, ρ
ε
i+1/2
}
, then by Lemma 9
|Θεi (t;κ)| =
∣∣∣ρεi+1/2 − ρεi−1/2∣∣∣ ∣∣∣λr (ρεi−1/2, ρεi+1/2)− λs (ρεi−1/2, ρεi+1/2)∣∣∣
≤
[
ρεi+1/2 − ρεi−1/2
]2
≤ ε
∣∣∣ρεi+1/2 − ρεi−1/2∣∣∣ .
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If κ = αρεi−1/2 + (1− α) ρεi+1/2 for an α ∈ [0, 1], then again by Lemma 9
|Θεi (t;κ)| =
=
∣∣∣[2κ− ρεi+1/2 − ρεi−1/2]λr (ρεi−1/2, ρεi+1/2)+ f (ρεi+1/2)+ f (ρεi−1/2)− 2f(κ)∣∣∣
=
[
ρεi−1/2 − ρεi+1/2
]2 ∣∣∣∣∣∣(2α− 1)
λr
(
ρεi−1/2, ρ
ε
i+1/2
)
− λs
(
ρεi−1/2, ρ
ε
i+1/2
)
ρεi−1/2 − ρεi+1/2
+ 2α (α− 1)
∣∣∣∣∣∣
≤
[
ρεi−1/2 − ρεi+1/2
]2
[|2α− 1|+ 2α (1− α)] ≤
[
ρεi−1/2 − ρεi+1/2
]2
≤ ε
∣∣∣ρεi+1/2 − ρεi−1/2∣∣∣ .
In conclusion we proved (35). As a consequence, thanks to (33), we get∣∣∣∣∣∣∣∣
∑
i
xε
i
raref.
∫ t′′i
t′i
Θεi (t;κ) ψ (t, x
ε
i ) dt
∣∣∣∣∣∣∣∣
≤ ε ‖ψ‖
C0
∑
i
∫ t′′i
t′i
∣∣∣ρεi+1/2 − ρεi−1/2∣∣∣ dt
≤ ε ‖ψ‖
C0
T sup
]0,T [
TV (ρε(t))
≤ ε ‖ψ‖
C0
LT
and therefore (34) holds true.
4. Technical section
In this section we estimate the quantities introduced in (15).
Lemma 8 (Estimate for λr). For any α, β ∈ [0, 1] with β < α we have
λr (α, β) < v (α) .
Proof. Observe that for all x ≥ 1
log(x) ≤ x
2 − 1
2x
.
Indeed the above estimate holds for x = 1 and ddx
[
x2−1
2x − log(x)
]
= (x−1)
2
2x2 ≥ 0. Therefore
λr
(
1− 1
x
, 1− 1
y
)
< λr
(
1− 1
x
, 0
)
=
2 log(x)
x− 1 − 1 ≤
1
x
= v
(
1− 1
x
)
.
Then, it is sufficient to take x = c(α) and y = c(β) to complete the proof. 
21
Lemma 9 (Estimate for |λr − λs|). For any α, β ∈ [0, 1[ with α 6= β we have
|λr (α, β) − λs (α, β)| ≤ |α− β| .
Proof. Introduce the function C ∈ C0([0,+∞[ ;R) defined by
C(x) =


−1 if x = 0,
x+1
x−1 − 2x(x−1)2 log x if x ∈ ]0,+∞[ \ {1},
0 if x = 1.
Since x 7→ C(x) is strictly increasing and limx→+∞C(x) = 1, we have that ‖C‖C0([0,+∞[;R) = 1.
Moreover for any x, y ≥ 1 with x 6= y we have
C
(y
x
)
=
[
λr
(
1− 1
x
, 1− 1
y
)
− λs
(
1− 1
x
, 1− 1
y
)][
1
y
− 1
x
]−1
.
Thus, it is sufficient to take x = c(α) and y = c(β) to complete the proof. 
Lemma 10 (Estimates for Φξ). For any α ∈ [0, 1] we have
(1) β 7→ Φξ (α, β)− q (β) is decreasing in [0, α[;
(2) β 7→ Φξ (β, α) + q (β) is increasing in [0, α[.
Proof. We first observe that
Φξ
(
1− 1
x
, 1− 1
y
)
− q
(
1− 1
y
)
= [x+ y]
[
1
y
− 1
x
+
x+ y − 2
y − x
]
+ y − 2 log y .
and that the derivative with respect to y of the above function is
(x, y) 7→ −
(
x2 − y2 + 2xy) (x2 − y2 + 2xy(y − 1))
x(x− y)2y2
and is negative for all x > y ≥ 1. Then, it is sufficient to take x = c(α) and y = c(β) to complete the
proof of (1). The proof of (2) follows from the previous one by observing that Φξ is anti-symmetric. 
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