Abstract-In this paper, we propose a hierarchical color correction algorithm for enhancing the color of digital images obtained from low-quality digital image capture devices such as cell phone cameras. The proposed method is based on a multilayer hierarchical stochastic framework whose parameters are learned in an offline training procedure using the well-known expectation maximization (EM) algorithm. This hierarchical framework functions by first making soft assignments of images into defect classes and then processing the images in each defect class with an optimized algorithm. The hierarchical color correction is performed in three stages. In the first stage, global color attributes of the low-quality input image are used in a Gaussian mixture model (GMM) framework to perform a soft classification of the image into predefined global image classes. In the second stage, the input image is processed with a nonlinear color correction algorithm that is designed for each of the global classes. This color correction algorithm, which we refer to as resolution synthesis color correction (RSCC), applies a spatially varying color correction determined by the local color attributes of the input image. In the third stage, the outputs of the RSCC predictors are combined using the global classification weights to yield the color corrected output image. We compare the performance of the proposed method to other commercial color correction algorithms on cell phone camera images obtained from different sources. Both subjective and objective measures of quality indicate that the new color correction algorithm improves quality over the existing methods.
observed colors in a cell phone camera image are often substantially off from colors in the original scene. Consequently, cell phone camera photos find limited use for archiving printing and sharing.
Most color artifacts in cell phone camera images ensue from poor imaging hardware, including camera optics and image sensors and subsequent low-cost color processing of the captured data. Typical distortions in cell phone camera photos include poor contrast; incorrect exposure; color fringing and Moiré; color imbalance or global color cast, characterized by a single color dominant in the entire image; and color infidelity, characterized by local shifts in hue that may affect different portions of the captured image differently. The stated artifacts also affect the performance of consumer DSCs to some extent, but are a regular feature in cell phone camera photos.
A variety of different techniques have been proposed in the literature for dynamic range compression, exposure correction, and contrast enhancement in the luminance channel. Some of the proposed techniques include contrast stretching [15] , [25] , autolevels [30] , histogram equalization [14] , [15] , [22] , homomorphic filtering [29] , and content-dependent exposure correction [5] .
The unwanted global color casts in an image, arising due to changes in illuminant conditions, can potentially be corrected using color constancy processing [10] [11] [12] , [28] . Color constancy algorithms work by first estimating the unknown scene illuminant from an image of the scene. The illuminant estimate is then used to transform the image colors to those relative to a standard illuminant. The technique proposed in [12] makes use of a trained neural network to recover a 2-D estimate of the chromaticity of the ambient illumination given the chromaticity histogram of the test image. Color by correlation [10] works by precomputing a "correlation matrix," where the columns of the matrix characterize the possible distribution of image chromaticities under a set of proposed illuminants. Each column of the correlation matrix is then correlated with the chromaticity histogram of the test image to estimate a measure of the likelihood that a specific training illuminant was the scene illuminant. The method proposed in [11] is a fairly recent contribution to the color correction work, and has been demonstrated to perform better than color by correlation and neural network methods. The method makes use of support vector machine-based regression for estimating the illuminant chromaticity from the chromaticity histogram of the test image.
Based on Land's human vision model for lightness and color perception [20] , there is also an abundance of Retinex-based image enhancement algorithms [16] , [17] , [23] , including the popular algorithm known as multiscale retinex with color restoration (MSRCR) [17] . MSRCR is a nonlinear color correction algorithm whose goal is to improve the overall image quality by providing simultaneous color constancy and contrast enhancement in the luminance channel.
In this paper, we propose a new training-based methodology for color enhancement of low-quality cell phone camera images. The novelty of the proposed scheme is that it achieves color enhancement by recovering the minimum mean squared error (MMSE) estimate of a high-quality "reference image" given the low-quality cell phone camera picture. In our experiments, we use a set of reference images taken with a high-quality digital single-lens refex (SLR) camera and adjusted with Adobe Photoshop. However, different reference images could be used in different applications. In fact, we believe that an important strength of our method is the flexibility to select reference images that reflect the subjective quality attributes that are desired for a specific application.
The proposed algorithm is a nonlinear color transformation that can be used to achieve multiple color enhancement objectives; the precise functionality of the algorithm depends on how the training cell phone camera and reference images are selected, and how the algorithm parameters are optimized. Specifically, for discussion in this paper, we will be concerned with correcting the color balance and color infidelity issues, commonly observed in specific brands of cell phone camera images. The color defects we are trying to fix can arise either due to changes in illuminant, or due to poor imaging hardware and image processing in the cell phone camera.
The proposed algorithm is based on a multilayer hierarchical stochastic framework. The multilayer framework of the algorithm draws inspiration from color by correlation [10] and resolution synthesis (RS) [2] , [3] . Similar to the concept in [10] , a training procedure is used to learn the parameters for the probability distribution of colors from a set of cell phone camera images displaying a particular type of global color distortion. Next, global color attributes of the test image are used to compute the likelihood that the observed colors in the image are due to each of the global color distortions learned during training. Based on the computed likelihoods, an optimal color transformation is determined for correcting the image. Unlike in [10] , the color transformation is nonlinear and spatially variant. Using a scheme similar to RS [2] , [3] , the color transformation at a pixel location is determined by the color of neighboring pixels in the local window. We use pairs of low-quality images obtained from a multitude of cell phone camera sources and spatially registered reference images, captured using a high-quality digital still camera, to train our algorithm. The resulting pairs of images accurately represent the real-world nonidealities typically found in real mobile camera pictures. We also introduce the use of a generalized Gaussian mixture model (GGMM) [33] for estimating the color corrected output pixel values, and demonstrate that a GGMM can provide better color estimation than a Gaussian mixture model (GMM).
The remainder of this paper is organized as follows. In Section II, we introduce the multilayer hierarchical framework of the proposed color correction scheme. Section III presents a detailed description of the color correction algorithm. In Section IV, we discuss efficient color correction which provides a way to reduce computation and expedite the prediction process. Section V contains the experimental results while the concluding remarks are presented in Section VI.
II. MULTILAYER HIERARCHICAL FRAMEWORK
FOR COLOR CORRECTION The proposed color correction scheme uses a two-layer hierarchical classifier in order to identify the color distortion at a given pixel location in the input image. Fig. 1 shows how global image classification and local color classification are arranged in a hierarchical framework.
The idea of using global color attributes for determining an optimal color correction for an image has been proposed in the literature. For instance, many machine learning-based color constancy algorithms [10] [11] [12] make use of the global color histogram of an image to estimate the scene illuminant, based on which an optimal linear color transformation is selected for fixing the color artifacts. The proposed global classification algorithm is fundamentally different from color-constancy processing algorithms in that, instead of estimating the scene illuminant, it classifies the image into different groups, where each group characterizes images showing a similar defect behavior. The color defect could arise either due to variation in the scene illumination, or due to sensor metamerism and/or incorrect color processing of the captured data in the low-cost cell phone camera imaging pipeline.
To identify suitable defect classes for our application, we constructed a database comprising pairs of cell phone camera pictures, captured using multiple cell phone sources, and their corresponding ideal representations, herein referred to as the reference images. Details of how the reference images were obtained will be discussed in the following sections. By visually inspecting the cell phone and reference image pairs in our database, we observed that three distinct defect behaviors were most dominant in cell phone camera photos: the cell phone images appeared either too reddish, too bluish, or too greensih/yellowish compared to their corresponding reference images. Moreover, we noticed that images showing a specific defect behavior could be corrected using similar color correction algorithms. Consequently, we came up with the following categories for global image defect classes. 1) Global class 1 representing cell phone images with predominantly reddish color cast. 2) Global class 2 representing cell phone images with predominantly greenish/yellowish color cast. 3) Global class 3 representing cell phone images with no dominant color cast. 4) Global class 4 representing cell phone images with predominantly bluish color cast. Example cell phone camera and reference image pairs for the four global classes are shwon in Fig. 2 . Thus, for discussion in this paper, we use . The global defect classification algorithm could be based on any one of the many machine learning-based color constacny algorithms discussed in the literature [10] [11] [12] . However, we observed that a classification scheme based on a stochastic Gaussian mixture model (GMM) for the image data worked reasonably well for our application. After the image has been classified into different global defect classes by the global classification algorithm, images from each defect class are processed using a nonlinear color correction algorithm which we call resolution synthesis color correction (RSCC). This algorithm is similar to the resolution synthesis predictor discussed in [2] , [3] , and [27] , but is adapted for color correction rather than resolution enhancement. The RSCC algorithm extracts the color feature vector from a neighborhood around the current pixel and performs its soft classification into a number of local color subclasses. An affine color transform associated with each subclass is next applied to the current pixel, and then the outputs of the RSCC color transforms are combined to compute the final color corrected image.
While the global classification is based on the traditional Gaussian mixture image model (GMM), we use the heavy-tailed generalized Gaussian mixture image model (GGMM) [33] for local color classification. The heavier tails of the GGMM model result in smoother transitions between colors, thereby minimizing false contouring in the processed image. Fig. 3 shows a flow diagram of the hierarchical color correction algorithm where indexes the row and column of the image, and the value 0, 1, or 2 specifies the red, blue, or green channel of the image, respectively. In all cases, the image is assumed to be represented in the sRGB color space [1] with values in the range 0 to 255. After global classification, the image is processed with each of the RSCC algorithms. Each RSCC predictor is a statistical procedure that applies color correction in order to remove the color defects associated with its global class. Specifically, the goal of RSCC prediction is to recover the MMSE estimate of the high-quality reference image given the low-quality camera cell phone picture. We denote the output of the th RSCC algorithm by . The final image is formed by computing a weighted sum of the outputs of the individual RSCC algorithms:
III. HIERARCHICAL COLOR CORRECTION ALGORITHM
.
A. Global Classification Algorithm
To determine the global classification coefficients , the color correction algorithm computes a color feature vector at each pixel in the image. The color feature vectors are modeled as independent and identically distributed random vectors distributed with an -class mixture distribution, where is the number of global defect classes used in our color correction framework. We assume that the distribution parameters of the individual mixture model components are denoted by , where . The probability density function of can be written as (1) where is a random variable denoting the global class of the pixel, denotes the a priori class probability that the global class of the pixel is , and denotes the conditional distribution of color feature vector.
The log of the probability of the entire data sequence is then given as (2) where and are the height and width of the input image, respectively. We assume that the estimates of the class distribution parameters are already known. The maximum likelihood (ML) estimates of the a priori class probabilities can be obtained by maximizing the log likelihood function in (2) iteratively using the expectation maximization (EM) [7] , [9] , [32] algorithm.
In our global classificaion algorithm, we run just one iteration of the EM algorithm to obtain the first order estimates of the a priori class probabilities, , assuming the initial estimate of the a priori class distribution is uniform,
. The global classification coefficients are then determined as the first order estimates of the a priori class probabilities, i.e., . Specifically, using the E-step in the EM algorithm, we first compute the posterior class probability for each pixel in the image as We also model each probability density as a Gaussian mixture. So, the combined distribution of (1) becomes a mixture of Gaussian mixtures. The parameters of the Gaussian mixture for defect class are given by the parameter vector where , and , respectively, denote the probability, the mean, and the covariance matrix for each component in the GMM, and denotes the number of components in the mixture. The GMM distribution parameter vector is estimated separately for each class in an offline training procedure using the clustering algorithm in [6] . The training procedure for estimating the parameter vectors is illustrated in Fig. 4 .
B. Resolution Synthesis-Based Color Correction (RSCC)
RSCC is a training-based nonlinear color predictor that performs color correction based on the local color in the input image. Fig. 5 shows the structure of an RSCC predictor which is similar to that of the RS predictor developed by Atkins et al. [2] , [3] . The prediction parameters comprise the classification parameters,
, and color transform parameters, , where . The notation is used to emphasize that the RSCC classification parameters are different from the global classification parameters discussed in Section III-A. The color transform parameters comprise and that represent the affine transform parameters used for each subclass component.
The RSCC prediction parameters are computed in an offline training process discussed in the Appendix. For each of the RSCC predictors, the training procedure is run independently using a separate set of training data. In each set, the training data comprises pairs of low-quality cell phone camera images, showing perceptually similar color distortions, and their corresponding high-quality reference images. The training for the RSCC prediction parameters requires very accurate registration of the camera phone and reference images. This means that for each pixel in the cell phone image, the corresponding pixel location in the reference image should be known precisely. The image registration is achieved using the sub-pixel registration algorithm developed by Han [13] . Fig. 6 summarizes the process of generating training data for RSCC parameter optimization.
The reference images are captured using Nikon D-100, which is a high-quality digital SLR camera. It is common for professional photographers to further enhance images, even when the images have been collected with high-quality SLR cameras [21] . In fact, the perceived quality of an image can usually be enhanced by some post processing. For adjusting the colors of our Nikon D-100 images, we typically used "Auto Color" and "Auto Levels" algorithms in Adobe Photoshop. When these algorithms did not work well for a specific image, the image was enhanced manually to represent the best quality in our subjective opinion.
The image is input to each of the RSCC predictors. The RGB color value of the input pixel is denoted by the 3-D vector . The color feature vector (see Section III-B1) extracted from a local window around the current pixel is denoted by . For RSCC prediction, we shall assume is conditionally distributed as a mixture distribution with parameters given the global defect class . Using the parameters , the RSCC classifier computes the probability that the color feature vector belongs to a particular subclass in the mixture. Using the prediction parameters , the RSCC predictor next applies optimal affine color transforms for each of the individual subclasses to the current pixel . The RGB color value of the output pixel is then computed as a weighted linear combination of the outputs of all color transforms with the weighting function for the th color transform corresponding to the probability that the image data is in subclass . While the spatially variant RSCC color transformation improves the accuracy of color correction, it may introduce false edges in visually smooth regions of the image where the neighboring pixels are classified differently due to a small difference in their color values. To smooth the visual contouring, the RSCC predictor uses the heavy-tailed GGMM [33] for modeling the color feature vector instead of the GMM used in the RS predictor. The individual components in a GGMM are represented by generalized Gaussian probability density functions, discussed in Section III-B2.
In the remainder of this section, we proceed as follows. First, we give a description of the color feature vector used for local window classification. Next, we describe the probability density function of a generalized Gaussian random variable and discuss how a heavy-tailed GGMM can help avoid visual contouring. Then we derive the output of the RSCC predictor and discuss its optimality under certain assumptions. The derivation is similar to that given in [3] .
1) Extraction of Color Feature Vector:
The color feature vector is 3-D and contains color information extracted from a 9 9 local window in the input image. To obtain the feature vector, we first compute an average of the RGB color values, denoted by , and , of similar pixels in the local window. To make the notion of similar pixels more concrete, we perform a color segmentation of the input image using the algorithm described in [8] . The RGB color averages are then computed using only those pixels in the local window that belong to the same color segment as the center pixel. Next, the average chromaticity values are computed as , and . Finally, the feature vector is formed using the following three uncorrelated descriptors of local color:
, and .
2) Generalized Gaussian Probability Density Function:
The probability density function of a generalized Gaussian random variable with mean and standard deviation is given by (5) where is the Euler's gamma function [18] , is defined as (6) and is a shape parameter that controls the decay rate of the distribution. For , (5) reduces to the familiar Gaussian distribution. Fig. 7 shows plots of generalized Gaussian distributions for the same values of mean and standard deviation but for three different values of :
, and . It can be seen that for the distribution is more peaked at the center than the Gaussian density but has heavier tails. On the other hand, for , the distribution is more flat at the center but shows a sharper roll-off as the distance from the center increases.
Because of heavier tails, the mixture components in a GGMM with overlap more extensively than the components in a GMM distribution. The increased overlap among the GGMM components can be exploited to provide a softer classification of the feature vector space. This, in turn, helps avoid the visual contouring associated with nonsmooth class transitions.
3) Optimal Prediction:
In this subsection, the output of RSCC is derived as an MMSE predictor, assuming that the prediction parameters and are known. The training algorithm for computing the estimates of and is given in the Appendix.
The following three assumptions are made about the image data.
Assumption 1: The local color feature vector is conditionally distributed as a GGMM distribution given the global class of the input image. The conditional probability density function is given by (7) where is the GGMM distribution parameter written as (8) where is the probability of subclass and is the multivariate generalized Gaussian density for subclass given by (9) where denotes the dimension of the feature vector denotes the Euler's gamma function [18] , is as defined in (6), and the symbol denotes the -norm. Assumption 2: The conditional distribution of given , and is multivariate Gaussian, with mean . The RSCC prediction parameters, represented by , are obtained directly from the parameters for these distributions. So, we write . Assumption 3: The subclass is conditionally independent of the vectors and , given the color feature vector and the global class . Formally, this means that (10) Using these assumptions, for each RSCC predictor, we may compute the MMSE [26] estimate of the high-quality pixel given the low-quality input pixels and the global defect class as [26] as (11) (12) Equation (12) is obtained by invoking assumptions 2 and 3, and using the fact that . The distribution can be computed using Bayes' Rule as shown in (13), at the bottom of the page. The final estimate, , for the color corrected pixel is computed by combining the results from all the RSCC algorithms. (14) where the coefficients are as described in Section III-A.
IV. EFFICIENT COLOR CORRECTION
Two critical parameters that affect the performance of the color correction algorithm are the number of global classes and the number of subclasses in each of the RSCC predictors. In our application, we use and for each . However, as suggested by (12)- (14), this would require an excessive amount of computation. The efficient color correction algorithm is developed in order to reduce computation while preserving the output image quality. The algorithm uses only a subset of global defect classes and a subset of RSCC subclasses , where , for determining the color correction at a given pixel. The idea is to include only those classes in and that best represent the global and local color attributes of the image, respectively. Specifically, the sets and are defined as follows: (15) and (16) where and is the most likely (ML) subclass in the th RSCC predictor.
The color corrected pixel value, , using the efficient color correction algorithm is given by (17) , shown at the bottom of the next page, where the coefficients are computed as (18) V. EXPERIMENTAL RESULTS
The experiments were conducted on a set of 220 test images obtained from six different camera cell phones: Motorola (13) Fig. 8 . Thumbnails of sample training image pairs for optimizing color correction algorithms for (first row) global class 1, (second row) global class 2, (third row) global class 3, and (fourth row) global class 4. In each training image pair, the left image is a cell phone image while the right image is its spatially registered reference image.
TABLE I (A) GMM PARAMETERS IN GLOBAL CLASSIFICATION ALGORITHM. (B) GGMM PARAMETERS FOR DIFFERENT RSCC PREDICTORS
V600, Sony Ericsson P900, Sony Ericsson T300, Samsung E715, Nokia 3650, and JPhone Sharp J-SH52. The test images included both indoor and outdoor pictures. The training data for optimizing the algorithm parameters was obtained using one high-quality digital still camera, a Nikon D-100, and two low-quality camera cell phones, a Nokia 3650 and a Sony Ericsson P900. For each scene, we took three pictures in a row, one with each of the three cameras. The Nikon D-100 images were then subjectively enhanced and spatially registered to their corresponding cell phone camera images to generate the registered reference images. The training set primarily comprised outdoor images captured at different times of the day, typically a couple of hours after sunrise and half an hour before sunset, and were collected over a span of more than one year. The images included a variety of scenes including buildings, people, animals, sky, fo -TABLE II  RESULTS OF GLOBAL IMAGE CLASSIFICATION liage, water, snow, color charts, and various paintings. The pictures were taken either on a day when the sky was completely clear, or a day that was completely cloudy. Partly cloudy conditions were avoided. On a partly cloudy day, the movement of the clouds made it difficult to ensure similar lightning conditions during different shots of the same scene. The cloud motion also made precise spatial registration of cell phone and reference training image pairs difficult. The thumbnails for some of the registered training image pairs for different global classes are shown in Fig. 8 .
The algorithm was rigorously tested only on outdoor images. The test images included a variety of scenes, taken using different cell phone cameras, and were acquired at different times (17) of the day under clear sky to fully cloudy conditions. There were 220 photos in our test image database. None of the test images was used for training the algorithm. The color correction performance of the proposed algorithm on camera phone images was compared against four other methods: "Auto Color" in Adobe ® PhotoShop ® 7.0, "Smart White Balance" in Corel ® Paint Shop Pro ® X, gray-world white balance [4] , and "Retinex" in TruView PhotoFlair ® . TruView PhotoFlair ® is a commercial color correction software package based on the Retinex image enhancement algorithm, MSRCR [17] .
The color corrected RGB pixel values using the gray world white balance algorithm are determined as:
, and , where , and denote the averages of the three RGB color channels.
The camera phone images were divided into four global classes, , shown in Fig. 2 . Table I (A) lists the model orders for the Gaussian mixture distributions used with each of the four global classes. Note that represents the initial value of the model order, selected manually, for the th global class, while represents the optimized value of the model order estimated from the training images in the th global class. We make use of the penalized Rissanen likelihood criterion for model order estimation [24] . In practice, a higher initial guess, , tends to produce a higher value of . The parameters of the generalized Gaussian mixture models associated with each of the four RSCC predictors are listed in Table I(B) . As before, and , respectively, denote the initial number of subclasses, selected manually, and the optimal number of GGMM subclasses, based on the optimality of the penalized Rissanen likelihood criterion. The decay factor of the generalized Gaussian components, , is selected manually based on the observed performance of color correction. Fig. 9 shows how the value of influences the performance of color correction. We see that, with the selected value of the decay rate , the GGMM-based RSCC color predictor avoids false edges due to nonsmooth local color classification and provides significantly better color rendition than the GMM-based color predictor . Finally, for efficient color correction (see Section IV), we select and . color correction algorithm. We see that the cell phone images processed with the proposed color correction method show the highest fidelity with the high-quality reference images. Fig. 16 shows the performance of the various color correction algorithms on an example indoor image captured using a Nokia 3650. This is particularly interesting because the prediction parameters were trained only on outdoor photos.
The results of global classification for the seven example images are listed in Table II. Each value of gives a measure of the extent to which the labeled cell phone image (see belongs to the global class .
In Table III , we use the YCxCz/Lab color image fidelity metric [19] , [31] as a quantitative measure of each color correction algorithm's performance on test images in Figs. 10-14 . Each entry in the table represents the color difference in terms of the YCxCz/Lab mean squared error measure E between the labeled camera cell phone image and the corresponding high-quality registered reference image. The YCxCz/Lab fidelity metric is based on the color difference in , but also accounts for the low-pass characteristic of the contrast sensitivity of the human visual system. Table IV compares the average performance of the various color correction algorithms on three different cell phone cameras, a Nokia 3650, a Samsung E715, and a Sony Ericsson P900. In this table, we also compare the performance gain achieved using GGMM for color prediction over GMM . The algorithm was trained on the Nokia 3650 and Sony Ericsson P900, but not on Samsung E715. For each cell phone camera, we use a set of 20 image pairs comprising low-quality cell phone pictures and registered high-quality reference images. The YCxCz/Lab mean squared error is computed separately for each image pair and then averaged over the entire set to obtain the values listed in the table.
Based on the observed performance on our test image database, which mostly comprised outdoor scences, the proposed color correction appears to be robust with respect to change in subject matter and illuminant under outdoor conditions. The color correction performance is also fairly consistent across different cell phone cameras; though, it is important to point out that color correction is more effective for those cell phone cameras whose image samples are used in training the algorithm.
The algorithm was evaluated only on a limited set of indoor pictures. From the observed results, the proposed color enhancement framework appears to also be capable of correcting color balance and color fidelity artifacts in indoor pictures. However, for a robust performance across different indoor illuminants, the algorithm will need to be appropriately trained.
VI. CONCLUSION
The proposed color correction algorithm, based on global and local classification of image color attributes, provides a robust color correction of a wide range of commercially available camera phone pictures. The training-based approach helps the algorithm to learn color distortions that are commonly produced by the low-cost mobile cameras. Color correction is then achieved by applying spatially varying color transformations that have been optimized beforehand for recovering the MMSE estimate of the high-quality reference image from the low-quality input. Both subjective evaluation and a visually weighted image quality metric [19] show that the proposed algorithm performs better on camera cell phone images than a range of other commercially available color correction algorithms. 
APPENDIX ESTIMATING PREDICTOR PARAMETERS
In this section, we discuss maximum likelihood estimation [26] for the RSCC classification and color transform parameters, denoted by and respectively, given the set of training image data. The set of training images is represented as , where are low-quality cell phone images, are high-quality registered reference images, and is the total number of images in the th training set. The set of pixel locations selected for extracting training vectors from training images is denoted by . The cardinality of is represented by . The training vectors include example realizations of the triplet , drawn from the training images. The extracted training vectors are represented as . The RSCC classification parameters that need to be optimized include the model order ; the model decay rate ; and the subclass information parameter . In the following, we shall use the notation and . We shall also assume that the matrix is diagonal, defined as . The value of is selected empirically. For a fixed , the parameters and are estimated by minimizing the so called Rissanen minimum description length (MDL) criterion [6] , [24] 
where is the log likelihood of the observed sequence is the dimensionality of is a penalty term added to the log likelihood in order to avoid over fitting of high-order models, is the number of continuously valued real numbers required to specify the parameter , and is the number of continuously valued real numbers required to specify the data samples . For the current application, . Equation (19) is optimized using the expectation maximization (EM) algorithm [7] , [9] , [32] . In the following, we outline the algorithm for determining the optimal estimate of the RSCC classification parameters. The complete derivation of the algorithm is similar to that given in [6] . 
Run (20)- (23) for number of iterations, when the change in becomes less than . Note that and are the th components of the dimensional vectors and , respectively.
5) Record
, the parameter , and the value . 6) If , combine the clusters and into a single cluster . Choose the clusters and so that the following distance function is minimized: (24) Compute the parameters of the combined cluster using (25)- (27) (25) (26) (27) 
Set
, and go back to step 4. 7) Choose the value and the corresponding parameter for which the minimum value of the MDL criterion is recorded. After has been determined, the optimal estimate of the RSCC color transform parameters is computed using the equations given below. The complete derivation of the equations is given in [3] . Defining 
