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Abstract—Block motion estimation using the exhaustive full
search is computationally intensive. Fast search algorithms
offered in the past tend to reduce the amount of computation by
limiting the number of locations to be searched. Nearly all of these
algorithms rely on this assumption: the MAD distortion function
increases monotonically as the search location moves away from
the global minimum. Essentially, this assumption requires that
the MAD error surface be unimodal over the search window.
Unfortunately, this is usually not true in real-world video signals.
However, we can reasonably assume that it is monotonic in a
small neighborhood around the global minimum. Consequently,
one simple strategy, but perhaps the most efficient and reliable,
is to place the checking point as close as possible to the global
minimum. In this paper, some image features are suggested to
locate the initial search points. Such a guided scheme is based on
the location of certain feature points. After applying a feature
detecting process to each frame to extract a set of feature points
as matching primitives, we have extensively studied the statistical
behavior of these matching primitives, and found that they are
highly correlated with the MAD error surface of real-world
motion vectors. These correlation characteristics are extremely
useful for fast search algorithms. The results are robust and the
implementation could be very efficient.
A beautiful point of our approach is that the proposed search
algorithm can work together with other block motion estimation
algorithms. Results of our experiment on applying the present
approach to the block-based gradient descent search algorithm
(BBGDS), the diamond search algorithm (DS) and our previously
proposed edge-oriented block motion estimation show that the
proposed search strategy is able to strengthen these searching
algorithms. As compared to the conventional approach, the new
algorithm, through the extraction of image features, is more
robust, produces smaller motion compensation errors, and has
simple computational complexity.
Index Terms—Block matching algorithm, image features extrac-
tion, motion estimation, motion vector.
I. INTRODUCTION
MOTION estimation plays an important role in today’svideo coding and processing systems, because motion
vectors are critical information for temporal redundancy reduc-
tion [1]–[4]. Due to their simplicity and the coding efficiency
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of the motion vectors, the most successful technique for mo-
tion estimation is perhaps the block matching algorithm (BMA)
[5]–[23]. To do this, a current frame is first partitioned into
two-dimensional (2-D) small blocks and a search window in
the reference frame is defined. Then, each block of the cur-
rent frame is compared against all blocks of a previous frame
within the search window. The motion vector is finally obtained
by searching for the minimum point on an error surface that is
composed of the block matching distortion over all candidate
motion vectors within the search window.
Nevertheless, motion estimation, even using the block
matching technique in which the mean absolute difference
(MAD) is employed to measure the block matching distortion,
still requires enormous computations. In particular, it has often
become a bottleneck problem in real-time applications if the
conventional full search algorithm (FSA) is used. To illustrate
this situation, we consider a typical MPEG-1 application [24]:
Suppose that a search window is used for a video
sequence with a source intermediate format (SIF) at a rate of
30 frame per second. It is found that the full search motion es-
timation using MAD block matching distortion requires about
1.2 billion (integer) additions and 0.57 billion comparisons per
second! In fact, this amount of computations can take up to
75% of the computing power of the whole encoding system. For
future high-definition television (HDTV) applications, much
larger search windows will have to be employed. This gives rise
to a computational demand that is several orders of magnitudes
higher than that for the MPEG-1 applications [25]. Clearly, the
full search motion estimation is unlikely to be implemented
in real-time video coding applications, and determination of
a way to speed up block motion estimation with negligible
performance degradation has become an important research
topic for quite some time.
During the past two decades, many fast search algorithms,
which reduce the computation time by searching only a subset
of the eligible candidate blocks, have been developed. These
fast block motion estimation algorithms include the -step hi-
erarchical search algorithm ( -SHS) [16], the 2-D logarithmic
search algorithm [17], the conjugate directional search algo-
rithm (CDS) [18], the new three-step search algorithm [19], the
block-based gradient descent search algorithm (BBGDS) [20],
the diamond search algorithm (DS) [21] and many other vari-
ations. These algorithms reduce the number of computations
required by calculating the MAD matching criterion at loca-
tions coarsely spread over the search window according to some
pattern and then repeating the procedure with finer resolution
around the location with the minimum MAD found from the
preceding step. Obviously, how the initial search pattern is to be
1057–7149/01$10.00 © 2001 IEEE
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selected becomes the most crucial task. Nearly all existing fast
search algorithms rely on this assumption: the MAD distortion
function increases monotonically as the search location moves
away from the global minimum [17]. Obviously, this assump-
tion essentially requires that the MAD error surface be unimodal
over the search window, which leads to employ a uniform pat-
tern. Unfortunately, this is usually not true in real-world video
signals. As a consequence, the minimum MAD found by these
methods is frequently higher than that is produced by the FSA.
This is one of the reasons why the FSA is still widely used
in most high-quality video codec. The adaptive multiple-can-
didate hierarchical search (AMCHS) [12], [15] that is used to
overcome this drawback adaptively by keeping more than one
winner for the next step of motion estimation. The genetic mo-
tion search algorithm (GMS) [22] attempts to overcome this
problem by first choosing a random search point and then using
an algorithm similar to the genetic processes of mutation and
evolution to find the global minimum of the matching distor-
tion. However, the number of operations required by the other
fast search algorithms outlined above is approximately 15% of
that required by the GMS. In this paper, a reliable search strategy
that employs the guide of some image features is proposed to
locate one of the initial search points as close as possible to the
true motion vector so that the chance of catching the true motion
vector is maximized by using some image features. In addition,
it is found that the proposed strategy is very suitable for com-
bining with other block motion estimation algorithms to form
an efficient algorithm.
In Section II of this paper, we present an in-depth study of the
correlation between the MAD error surface and some image fea-
tures, and then formulate a reliable search strategy for block mo-
tion estimation, together with an analysis of the algorithm’s com-
plexity and some of the simulation results. Based on the studies
in Section II, we apply the search strategy to our feature-oriented
block motion estimation algorithm to further improve its overall
performance. Finally, a conclusion is drawn in Section IV.
II. FRAMEWORK OF AN EDGE-ASSISTED SEARCH STRATEGY
FOR MOTION ESTIMATION ALGORITHM
A. Statistical Behavior of the Error Surface
Suppose that the maximum motion in the vertical and hori-
zontal directions is . There are thus candidates in
total to be checked if the full search algorithm is used, each cor-
responding to a checking point in the search window. The MAD
values that result fromthesecheckingpoints formanerror surface
(1)
where the block size is taken as denotes the lo-
cation of the candidate motion vector, and and
refer to the blocks in the current frame( th frame) and in the ref-
erence frame ( th frame) that are to be compared.
The statistical behavior of the MAD error surface has a
significant impact on the performance of a fast search algo-
rithm for block motion estimation. For the surface as shown
in Fig. 1(a), the MAD error decreases monotonically as the
Fig. 1. MAD error surface for two different blocks.
search location moves toward the global minimum value. This
implies that simple fast search algorithms such as the -step
hierarchical search algorithm [16], the block-based gradient
decent search algorithm [20] and the diamond search algorithm
[21] require a small number of searches to determine the global
optimum for this block. For the surface as shown in Fig. 1(b),
it contains a large number of local minima. Almost all con-
ventional fast algorithms have explicitly or implicitly assumed
[17] that the error surface is unimodal over the search window.
As a consequence, it is unlikely that the above-described fast
search algorithms would converge to the global minimum. In
other words, the search would easily be trapped into a local
minimum.
B. Reliable Search Through Image Features
The guided strategy presented in this paper intends to
strengthen the conventional fast search algorithms. Without loss
of generality, we employ the block-based gradient descent search
algorithm (BBGDS) [20] as an example to illustrate the problem
of the conventional fast search algorithm. Let us recall that in
the first step of the BBGDS, a search is carried out only around
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Fig. 2. (a) First step of the BBGDS and (b) example of the BBGDS search
procedure, where motion vector (3; 4) is found.
the center checking point as shown in Fig. 2(a). If the optimum
is found at the center, the procedure stops. Otherwise, further
search is conducted around the point where the minimum has
just been found. The procedure continues until the winning point
becomes a center point of the checking block ( checking
points) or when the checking block hits the boundary of the
predefined search range [20]. The procedure is illustrated in
Fig. 2, where the motion vector is found. Of course,
the BBGDS relies on the assumption that the MAD measure
decreases monotonically as the search point moves closer to the
optimal point. It can easily be trapped into the local minimum in
cases where the error surface looks like the one in Fig. 1(b).
Let us use Fig. 3 to give a clearer account of this phenomenon.
Fig. 3(a) shows a nonunimodal surface due to many reasons such
as theapertureproblem, the textured(periodical) local imagecon-
tent, the inconsistent block segmentation of moving object and
background, the luminance change between frames, etc. In the
first step of the BBGDS, the center point in the checking block
wins. It stops the search process and a local minimum will be
found. However, it is seen that the global minimum is located at
the far side of the winning point and the MAD value of the win-
ning point is significantly larger than that of the global minimum.
This will degrade the quality of the motion-compensated frame.
Although the error surface exhibits uncertainties in large
spatial scale, we can reasonably assume that it is monotonic
in a small neighborhood around the global minimum [19]. In
the existence of local minima, one simple strategy, but perhaps
the most efficient and reliable, is to place the checking block
as close as possible to the global minimum, as depicted in
Fig. 3(b). If the initial checking block is close enough to the
global minimum, it will be very likely able to find the global
minimum through a local search. One possible solution is to
test more starting points that spread across the search window.
Fig. 4 shows one of the starting point pattern (SPP) in which
the starting points (SPs) are distributed evenly across the
search window. However, it is inefficient to use such a large
amount of the starting points in this regular SPP. Consider a
search window with a MAD surface as shown in Fig. 1(a), it
is wasteful to use all of the starting points as shown in Fig. 4.
It is obvious that if the number of starting points is reduced as
much as possible and the starting point is as close as possible
to the position of the true motion vector, the search algorithm
becomes more efficient.
Let us suppose that the global minimum point is , and a
starting point close to the global minimum is , as depicted
in Fig. 3(b). These points play an important role in the devel-
opment of a reliable search, which can be further seen from
the following discussion. In a hierarchical fast search scheme,
the global minimum can be reached only if a local search
is conducted around . By reducing the number of sampling
points in the regular SSP, we can save computation time as com-
pared to the conventional methods. Thus, the number of SPs
must be minimized under the condition that the remaining SPs
must cover point in doing the local search. This requires that
at least one of the nearby starting points of , such as , be
kept, after performing the adjustment of the regular SSP, so that
the local search around the limited starting point can cover .
Although the objective of the SPP design is straightforward,
it becomes nontrivial when one tries to design a universal SPP
for a sequence of frames such that each individual search will
have the minimal amount of search points in order to obtain the
global optimal solution. Usually, such a universal solution does
not exist. Hence, we have to perform an adjustment of the reg-
ular SPP such that the limited SPs have a high enough chance
of catching the global minimum. In this paper, we propose a
feature-assisted search algorithm. The adjustment of the regular
SPP is a primitive-based approach which generally includes a
matching process for tracking the feature primitives from frame
to frame in a sequence of images. This is the main theme of this
paper. The proposed algorithm first estimates an initial proba-
bility of being the global minimum of each possible matching
pair between the current block and the block at the regular SPP.
Then the regular SPP is updated based on certain criteria, such
as the feature similarity. Many features, such as the edge points,
corner points and segmented regions, can be used as matching
primitives. This approach produces good results if the extrac-
tion of primitives is nearly perfect. In the meantime, the perfor-
mance of a fast algorithm is also judged by its speed-up ratio
and robustness. For hardware implementation, regularity is also
an important factor to be considered. Hence, tradeoffs have to
be made carefully among these competing factors.
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Fig. 3. Nonumimodal error surface tested by a checking block. (a) The checking block starts at the origin and a false checking results, hence a local minimum is
found. (b) If the initial checking block is close enough to the global minimum, the global minimum can be successfully found.
C. Edge-Assisted Search Algorithm
In [23], we have shown that edge features can greatly im-
prove the accuracy of motion estimation. Also, the availability
of VLSI edge detection chips [26] makes the possibility of using
edges in motion estimation quite realistic and potentially re-
warding. In this paper, we try to employ the edge feature as an
example to illustrate our proposed feature-assisted search ap-
proach and we will refer to it as the edge-assisted search algo-
rithm (EAS). A flowchart of the proposed approach is shown in
Fig. 5 and the realization procedure of the EAS is as follows.
• Step 1: Image Preprocessing by Edge Detection
An efficient extraction of the edge information is an impor-
tant aspect of our proposed EAS. In choosing an edge detection
algorithm, one must consider its speed and precision. Prior to lo-
cating the directional derivatives, the image must be smoothed,
so that ripples, spikes and high frequency noises from the image
are removed. A simple smoothing process using the mean, that
performs equally-weighted smoothing using a square window
with the size of , has been employed here. By using the data
reuse technique, some computations can be saved, as described
in further details in a latter part of the paper. The edge detection
algorithm is then applied to the smoothed current frame. For the
sake of simplicity, the Sobel gradient convolution masks
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Fig. 4. Regular SPP: SPs distribute evenly across the search window.
have been used
(2)
The edge frame is given by
(3)
where is the smoothed image with the same dimension
as the original image.
The binary edge frame, , is defined by
if
otherwise (4)
where is a predefined threshold.
The block is considered as having an edge if
is satisfied, where is
the threshold of edge count. This is done in order to prevent
false determination of edge blocks due to the presence of
noise and consequently it can guarantee that motion vectors
obtained in the EAS are more reliable. If the block is classified
as an edge block, the search of this block proceeds to step 2;
otherwise one of the conventional fast search algorithms such
as the BBGDS [20] or the DS [21] is applied.
• Step 2: Adjustment of the Regular SPP
Once the image feature description is determined, a matching
evaluation function is required to show the degree of similarity
between two descriptions. Usually the similarity between two
descriptions is defined in the form of a cost function or a distance
function, where these costs are expected to be minimized and
are zero only if both descriptions are identical.
Binary edge points can be selected as image features for
block matching, and details of such an approach can be found in
reference [23] for locating the best fit of edge points from two
Fig. 5. Flowchart of the proposed EAS.
different blocks based on distance minimization. Note that this
straightforward approach to determine the distance function by
computing the binary edge matching is very time-consuming
because it considers all binary edge points across the reference
image pixel by pixel. An efficient technique that reduces this
running time is highly desirable. In this paper, we propose
to reduce the computational burden by introducing the edge
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Fig. 6. Relationship between the MAD error surface and the proposed EMS surface.
matching score (EMS), as the cost function to adjust the regular
SPP and to avoid the pixel-wise comparison. The EMS is
defined as the difference between the sum of edge points of
each block
(5)
where denotes the location of the possible motion vector,
and and refer to the binary edge blocks of the
current frame( th frame) and of the reference frame ( th
frame) that is to be compared.
The adjustment of the regular SPP is based on the measure
of how large the probability of being the global minimum of
each possible matching pair between the current block and the
block at the regular SPP is. The EMS is to consider that if the
numbers of edge points in two blocks are similar, the block in
the regular SPP has a large probability of being closest to the
global minimum. In Fig. 6, the MAD surfaces and the EMS
surfaces of two different blocks containing a ball or a racket
moving against a background are plotted. We have found that
the correlation between these two surfaces is very high and this
further ensures that the motion search algorithm can be guided
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by the EMS. Thus a block in the regular SPP whose EMS is less
than a pre-defined threshold, , will be considered suitable
for an interesting SP. In other words, this SP is reserved in the
SPP. In the follow of our discussion, we refer the modified SPP
to as the updated SPP. In order to normalize the thresholding,
the is proportional to the number of edge points of the
current block. That is
(6)
where is a proportional constant.
• Step 3: Formation of the Final SPP
In order to reduce further the computational complexity, the
updated SPP can be refined by using the image intensity. A
simple way is to employ the MAD matching criterion. Selection
of the best matched SP as compared to other SPs in the updated
SPP is based upon the MAD values, and it is defined as
(7)
where means to cover all selected SPs of the updated SPP, ex-
cept the SP with the smallest value of MAD in the updated SPP,
where and are the smallest
value in the updated SPP and the value of the MAD from the SP
in the updated SPP, respectively. First, the SP with the smallest
value must be reserved in the final SPP. Second, the value of
is used to establish the final SPP. If the value of is small
enough (smaller than , where
is also a proportional constant), it implies that the probability
of this SP being the global minimum is high. In other words,
this SP must be included in the final SPP; otherwise, the SP is
eliminated from the updated SPP. After examining all SPs in
the updated SPP, the final SPP is formed.
• Step 4: Motion Vector Estimation Using the Final SSP as
the Starting Point
After the establishment of the final SPP, all SPs in the final
SPP serve as the starting point of one of the conventional fast
searching algorithms such as the BBGDS [20] or DS [21]. Fi-
nally, a search is conducted to find the minimum value of MAD.
D. Simulation Results
1) Quality Comparison: A series of computer simulations
have been conducted to evaluate the performance of the
proposed EAS. These include the “Table Tennis” and the
“Football” sequences in SIF format. The maximum allowable
displacement in both the horizontal and vertical directions is
15 with a block size of . The mean square error (MSE)
between the estimated frame and the original frame
, is used to compare the performance of the proposed
algorithm with the related techniques in the literature. The
MSE is defined as
(8)
where is the size of the image.
Fig. 7. MSE performance of the BBGDS with the EAS, plotted as a function
of  and . Each line represents the MSE performance for a fixed  under the
variation of . (a) Table Tennis and (b) Football.
Since our proposed EAS can work together with the conven-
tional fast search algorithms, the BBGDS [20] and the DS [21]
are employed to illustrate the performance of the EAS. To ob-
tain the binary edge information, the and of the edge
detection are set to 40 and 16, respectively. Consider Figs. 7 and
8, which plot the MSE performance and the number of search
points required of the BBGDS with the EAS for all possible
choices of and , which are used to control the number of
SPs in the updated SPP and the final SPP respectively. These
experimental results indicate that, for a fixed , increasing
results in a roughly linear increase in the number of SPs and
it improves the MSE performance. However, the MSE perfor-
mance does not improve further when is beyond 1 in both
the “Table Tennis” and “Football” sequences. This indicates
that some SPs are wasted when . Also, as increases,
the MSE performance improves as shown in Fig. 7. When
is beyond 0.3, the MSE performance does not improve signifi-
cantly. A similar result is obtained when the DS is used instead
of the BBGDS, as depicted in Figs. 9 and 10. Thus, by consid-
ering the tradeoff between the computational requirement and
the quality of most image sequences, we have set the propor-
tional constants, and , to 0.3 and 0.5, respectively for the rest
of the comparison. The conventional methods for performance
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Fig. 8. Number of search points required per frame of the BBGDS with the
EAS, plotted as a function of  and . Each line represents the search point
requirement for a fixed  under the variation of . (a) Table Tennis and (b)
Football.
comparison are the full search algorithm (FSA), the -step hi-
erarchical search algorithm( -SHS) [16], the block-based gra-
dient descent search algorithm (BBGDS) [20], and the Diamond
search algorithm (DS) [21].
In the following subsection, we will analyze the MSE perfor-
mance of the BBGDS and the DS with the help of our proposed
EAS, as compared to the FSA, the -SHS, the BBGDS without
the EAS and the DS without the EAS. Figs. 11 and 12 show that
there is a big prediction error in the -SHS, the conventional
BBGDS and the conventional DS as compared with that of the
Fig. 9. MSE performance of the DS with the EAS, plotted as a function of
 and . Each line represents the MSE performance for a fixed  under the
variation of . (a) Table Tennis and (b) Football.
FSA. This is because the probability of occurrence of the sit-
uation as shown in Fig. 3(a) is more often in fast moving se-
quences. In this situation, an inappropriate choice was made in
the early steps of the -SHS. The unreliable stop in the search
for the conventional BBGDS and DS implies that these types of
algorithms are more easily trapped in a local minimum. How-
ever, our new EAS can resolve the problem of the local min-
imum by placing the checking block closest to the global min-
imum which is guided by the edge features. As shown in Figs. 11
and 12, the new EAS can strengthen both the BBGDS and DS,
which are significantly better than that of the -SHS, the con-
ventional BBGDS and the DS, and their MSE performance are
very close to the FSA.
2) Complexity Analysis and Discussion: In the following,
the computational complexities of our proposed EAS are com-
pared with those of the conventional algorithms including the
FSA, the -SHS, the BBGDS and the DS. In general, several
factors need to be taken into account in comparing the cost as-
sociated with various algorithms. These factors include speed,
chip area and power, and they can usually be traded with each
other depending upon the architecture to be used, hence com-
paring the costs associated with various algorithms is not an easy
task. Nevertheless, it is possible to choose simple ways to define
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Fig. 10. Number of search points required per frame of the DS with the
EAS, plotted as a function of  and . Each line represents the search point
requirement for a fixed  under the variation of . (a) Table Tennis and (b)
Football.
complexity. The fixed-point implementation of the proposed
EAS is now compared with that of the FSA, that of the -SHS,
that of the BBGDS and that of the DS. The matching criterion
as shown in (1) requires 2-D operations, i.e.,
additions, subtractions, and absolute
conversions per search point are needed. Therefore, for its 961
search points in the search range of the FSA, each block requires
245 055 additions, 246 016 subtractions, and 246 016 absolute
conversions. For its 33 search points of the -SHS, each block
requires 8415 additions, 8448 subtractions, and 8448 absolute.
For the BBGDS, the DS and the search algorithms with the help
of our proposed EAS, only the average number of search points
per block for the entire sequence are reported. For the conven-
tional BBGDS and DS, the number of search points required
depends on whether the stop criterion is fulfilled. When our
proposed EAS is used to strengthen the search algorithms, less
search points are required for smooth region within the frame,
whereas more search points are needed in regions containing
many edges and motions, as they require more search points
using the edge block matching criterion.
Apart from calculating the matching criterion, the formation
of the final SPP is the major overhead of our proposed EAS. Its
computational complexity is now examined. The formation of
the final SSP consists of three parts: smoothing of the frame,
taking directional derivatives of the frame, and adjusting the
regular SPP. Step 3 in the EAS is not considered as overhead
since its major computation has been taken into account in the
required search points as previously mentioned. Smoothing
simply involves taking the average of the input with the
window, and fast calculation for smoothing an image
is developed in [23]. By exploiting the maximal data reusage,
the computation for smoothing can be reduced drastically. The
input image is smoothed in the -direction and the sum of
image pixels along -direction is calculated, which is
defined as
(9)
where is the input image at spatial location .
From Fig. 13, it is obvious that the difference between
and is only two pixels and can be expressed as
(10)
Suppose the image size is , to obtain the summation
of image pixels for , requires additions. Other
can be obtained by using (10), requiring addi-
tions. In the same way, if the above procedure is performed on
the -direction with as the input, the smoothed image is
obtained. From the above discussion, the total number of addi-
tions required per block for the smoothing process of an
image is
(11)
To detect edges, eleven additions, two absolute conversions
and two multiplications by two are required to compute the
as defined in (2). Note that multiplication by two can
be achieved by a simple shift, and the cost of this multiplication
could therefore be neglected.
To adjust the regular SPP, 49 times of the EMS calculation
and selection process, as shown in (5) and (6), respectively, are
required in the case of the edge block. Since the calculation of
the number of edge points within each block is performed by the
binary counter, it can be neglected as compared with the opera-
tional effort of additions and subtractions. Thus, 49 subtractions
and multiplications per block are required to adjust the regular
SPP. Combining all of these, Table I shows a comparison of the
operational requirements of the BBGDS with the help of the
1232 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 10, NO. 8, AUGUST 2001
Fig. 11. Performance using the EAS to strengthen the BBGDS. (a) “Table Tennis” and (b) “Football.”
EAS, the DS with the help of the EAS, the BBGDS, the DS, the
-SHS and the FSA. The table shows that the algorithms with
the proposed EAS require more computational effort as com-
pared with the -SHS, the BBGDS and the DS. It is due to the
fact that the EAS can avoid the serious local minimum problem
of the -SHS, the BBGDS and the DS by involving a reasonable
number of starting points, which have a high degree of similarity
of edge points between the current block and the block in the
search window. However, it has a speed-up of over 15 times as
compared with the FSA.
III. NEW EDGE-ORIENTED BLOCK MOTION ESTIMATION
USING EAS
A. Description of the Technique
As mentioned in (1), the block matching algorithm is based
on the matching of pixel intensities in 2-D blocks between two
frames, and it is known as an intensity-based block matching
algorithm. Despite its successful applications, it suffers from
several drawbacks. One of the problems is that blocks located
on the boundaries of moving objects are not estimated accu-
rately. It causes poor motion-compensated prediction along the
moving edges to which the human visual system is very sen-
sitive. By considering the characteristics of block motions for
typical image sequences, we suggested an intelligent classifier
[23] to classify blocks into three categories which perform dif-
ferent modes of motion estimation.
• Type 1: Blocks in a still area or with a background of very
slow motion. Minimal motion search is required. These
blocks might have motion vectors which correspond to the
previous frame.
• Type 2: Blocks that contain the boundary between the
moving objects and the still area. In some cases, the inten-
sity-based block motion estimation works well and obtains
the true motion vector of the moving object. However, this
is not the case if a large portion of pixels in the block is
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Fig. 12. Performance using the EAS to strengthen the DS. (a) “Table Tennis” and (b) “Football.”
Fig. 13. Illustration of the data reuse of image smoothing.
occupied by the still area. Thus the motion vector domi-
nated by the effect of the still area is unavoidably selected.
Consequently, the edge would be lost in the motion-com-
pensated frame. This situation supports the use of an edge
matching criterion to replace the intensity-based matching
criterion of block motion estimation, as defined in (12).
The idea of edge matching is to try to track the corre-
sponding edge in the previous frame, so that better moving
edges can be predicted in the compensated frame. In this
matching method, the true motion vectors of moving ob-
jects could be computed
(12)
• Type 3: Blocks in a moving object on which the inten-
sity-based block motion compensation works well. It can
be seen that the motion in these blocks correlate highly
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TABLE I
COMPARISON OF COMPUTATIONAL COMPLEXITY AND AVERAGE MSE FOR
VARIOUS ALGORITHMS
Fig. 14. Number of search points required per frame for different types of
blocks in the EOBMA.
with the surrounding edge blocks, provided that the mo-
tion vectors in the edge blocks truly represent the motion
objects. Thus, the motion vectors of the edge blocks (type
2) are significant enough to develop an efficient motion es-
timation of blocks which are classified as type 3. If there
are adjacent blocks for which the motion vectors have al-
ready been computed, the current block can make use of
these motion vectors as the initial centers and employ the
intensity-based block matching with a smaller displace-
ment to compute its motion vector. But if no adjacent
block has its motion vector computed, the computation of
the motion vector of this block will be postponed until the
motion vectors of the required adjacent blocks are avail-
able. The advantage of this motion estimation technique
is that unnecessary computations are avoided so that the
motion search can be conducted efficiently.
The experimental results in [23] show that the edge-ori-
ented block matching algorithm (EOMBA) provides a better
motion-compensated prediction along the moving edges in
comparison with the traditional intensity-based block motion
estimation methods. It is visually important to human percep-
tion. As mentioned before, the accuracy of the motion vectors
of a type 2 block is critical in the EOBMA. Consequently, the
Fig. 15. MSE produced by different algorithms for video sequences (a) “Table
Tennis” and (b) “Football.”
TABLE II
COMPARISON OF COMPUTATIONAL COMPLEXITY AND AVERAGE MSE FOR
VARIOUS ALGORITHMS
FSA with a large search window is used to ensure its accuracy.
Fig. 14 shows that 95% of the total search points required of
the whole motion estimation process are performed for type
2 blocks. In order to increase the flexibility and practicability
of the EOBMA, the computational burden of the motion
estimation of type 2 blocks must be reduced.
Since the ideas behind both the EOBMA and EAS have been
developed according to the image edges, the proposed EAS is
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Fig. 16. Motion-compensated frame of the “Table Tennis” sequence. (a) Original frame, (b) FSA, (c) BBGDS with the proposed EAS, (d) n-SHS, (e) EOBMA,
and (f) EOBMA with the proposed EAS.
a possible solution when combined with the EOBMA. In the
following simulation results and analysis, instead of the FSA,
our EAS is used in the motion estimation of type 2 blocks in the
EOBMA. Some encouraging results will be shown.
B. Simulation Results
In this section, we are going to give experimental results
on the performance of the proposed EAS when applied to the
EOBMA from the viewpoint of the computational complexity
as well as the accuracy of the estimated motions. Again, the
“Football” and the “Table Tennis” image sequences with
the size in SIF format have been used as test sequences for
comparison purposes. These sequences have various motion
characteristics such as camera panning, zooming, and motion
of human body.
Fig. 15 shows the results using the MSE for the motion-com-
pensated frame by using the EOBMA, the EOBMA with the
help of the EAS, the -SHS and the FSA. It can be seen from
this figure that both edge-oriented block motion estimation al-
gorithms outperform the -SHS for the “Table Tennis” and the
“Football” sequences. Also, Table II shows the average MSE
of various algorithms for both image sequences. As it is seen,
our proposed EOBMA with and without the help of the EAS,
compares favorably with the traditional intensity-based FSA in
terms MSE performance.
Although the MSE measure has a good physical and theoret-
ical basis, it could correlate poorly with the subjectively judged
distortion of an image. This is mainly due to the fact that the
human visual system does not process images in a point-by-
point fashion, but extracts certain spatial, temporal, and chro-
matic features. Thus, the MSE measure cannot reflect image
characteristics such as edge fidelity, image contrast, and other
similar characteristics [27], [28], and hence subjective quality is
also a very important measure. Edge-oriented algorithms aim to
obtain more accurate motion prediction along the moving edges,
to which the human visual system is very sensitive. Fig. 16
shows the motion-compensated frames of the “Table Tennis”
sequence produced by the EOBMA, the EOBMA with the EAS,
the BBGDS with the EAS, the FSA and the -SHS. Fig. 16(b),
(c) and (d) show the incorrect prediction of the racket along
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Fig. 17. Number of search points required per frame for type 2 block in the EOBMA with and without EAS.
the edge produced by the traditional FSA, the BBGDS with the
EAS and -SHS, while the edge of the racket can be preserved
by using the edge-oriented block motion estimation algorithms,
the EOBMA with and without the help of the EAS, as shown in
Fig. 16(e) and (f) respectively. This visual result indicates that
the proposed EAS technique when applied to the EOBMA is
successful and is able to preserve the advantage of the EOBMA.
It is even better than the FSA and the BBGDS with the EAS in
terms of subjective view, though the objective measure appears
to be a little inferior. Since our algorithm reduces the number of
edge mismatches in the prediction frame, it could also contain
less high frequency information in the prediction error frame, so
that the number of bits required to code the DCT coefficients is
reduced. Besides, it can remove the most visually disturbing ar-
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tifacts, therefore the frame produced by it seems virtually error
free. In low-bit-rate applications as to which there is insuffi-
cient bandwidth to reconstruct the prediction error adequately,
the artifact produced by the motion estimation can remain in the
final decoded frame of the traditional method. However, our new
edge-oriented block motion estimation algorithms can achieve
a good subjective quality, as shown in Fig. 16. Table II and
Fig. 17 show that the EAS proposed in this paper can signifi-
cantly reduce the computational complexity of type 2 blocks of
the EOBMA and thus the overall complexity is dramatically re-
duced. This implies that the new EAS renders more useful our
previously proposed EOBMA.
IV. CONCLUSIONS
In this paper, a fast search algorithm for block motion
estimation has been proposed. The proposed algorithm generally
includes a matching process to track edge primitives from frame
to frame in a sequence of images, hence we can consider it as
an edge-assisted search algorithm, EAS. Edge features have
been used for the adjustment of the start point patterns (SPP) of
search windows such that a limited number of starting points
can still provide a high enough chance of catching the global
minimum. First, this method estimates an initial probability
of being the global minimum of each possible matching pair
between the current block and the block at the SPP. The SPP
is then updated based on the EMS which is introduced to
consider the degree of similarity of edge points between two
blocks. We have demonstrated that the correlation between the
EMS and the true motion vector is very high and it can ensure
that the motion search algorithm can be guided by the EMS.
We have tested the proposed EAS using a number of image
sequences, including the “Table Tennis” and the “Football,”
and found that it can reduce the heavy computational burden
of the full search algorithm without significantly increasing
the prediction error of the motion-compensated frame. The
EAS is significantly better than those of the widely known
search algorithms such as the -SHS [16], the BBGDS [20]
and the DS [21], and shows great improvement in the accuracy
of the block motion estimation.
The proposed EAS can also work in conjunction with the
EOBMA [23]. Since both of the algorithms are developed
based on image features, they can take advantages of each
other. For example, the EAS can reduce the computational
burden of the EOBMA. Thus, it is able to enhance the flexibility
and practicability of the EOBMA. Experimental results show
that the EOBMA with the help of the EAS has comparable
mean square error performance as compared to the traditional
intensity-based block matching algorithm using the exhaustive
full search, while it is a significant improvement over the -step
hierarchical search algorithm. However, the poor prediction
along the moving edges, which is very annoying around moving
objects, is substantially reduced by our proposed algorithm. In
addition, since edges are more closely tied to physical features
in a scene, when compared to individual pixel intensities, ac-
curate moving edges are likely to be useful in other processing
parts of a video compression system.
However, because the EAS is not highly regular, hardware
implementation is difficult. On the other hand, as general-pur-
pose processors are becoming more and more powerful, soft-
ware encoding will likely be possible, and it is the trend of the
future development of video processing. As a concluding re-
mark, we believe that the results of our work will certainly be
useful for the future development of software codecs.
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