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a b s t r a c t
This paper studies the average control problem of discrete-timeMarkov Decision Processes
(MDPs for short) with general state space, Feller transition probabilities, and possibly
non-compact control constraint sets A(x). Two hypotheses are considered: either the cost
function c is strictly unbounded or the multifunctions Ar (x) = {a ∈ A(x) : c(x, a) ≤ r} are
upper-semicontinuous and compact-valued for each real r . For these two cases we provide
new results for the existence of a solution to the average-cost optimality equality and
inequality using the vanishing discount approach. We also study the convergence of the
policy iteration approach under these conditions. It should be pointed out that we do not
make any assumptions regarding the convergence and the continuity of the limit function
generated by the sequence of relative difference of the α-discounted value functions and
the Poisson equations as often encountered in the literature.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
There exists nowadays an extensive literature on discrete-time Markov Decision Processes (MDPs for short). Without
attempting to present an exhaustive panorama of this vast field of research, the interested reader may consult a significant
list of references on MDPs in the survey paper [1], the papers [2–9] and the books [10–16]. For the general state X and
control Borel spaces A(x)most of the works on the average control of MDPs assume that the cost function c satisfies some
kind of restricted-growth unbounded condition, (that is, for some function w(x) ≥ 1, supa∈A(x) |c(x, a)| ≤ w(x), and that
Qw(x, a) ≤ βw(x) + b for some 0 < β < 1 and constant b), the control action set A(x) is compact valued, the transition
probabilities Q (·|x, a) are strongly continuous, and that the stationary policies give rise to geometric ergodic transition
kernels. For instance, recently these kinds of assumptions have been considered in [2] to derive new conditions based on
two inequalities which yield the existence of an average optimal deterministic stationary policy. However, as pointed out
in [13] there are several important exampleswhere someof these conditions are not satisfied. For instance, the quadratic cost
associated to the LQG control problem does not satisfy the restricted-growth unbounded condition as pointed out in [17].
Due to that different combinations of assumptions have been considered in the literature.
The objective of thiswork is to study the optimality equations (equality and inequality) and the policy iteration algorithm
for the average control problem of MDPs in general Borel spaces under a set of assumptions that, as far as the authors are
aware of, had not been considered previously. We consider Feller transition probabilities and possibly non-compact control
constraint sets A(x). Two hypotheses are considered: either the cost function c is strictly unbounded or the multifunctions
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Ar(x) = {a ∈ A(x) : c(x, a) ≤ r} are upper-semicontinuous and compact-valued for each real r . Our approach is partially
based on the notion of generalized liminf of some sequence of functions, so that the limit function always exists and is
lower semi-continuous, which yields the existence of an optimal selector. In this way there is no need to assume that the
sequence of functions converges. For the inequality and equality optimality equations a similar approach was considered
in [6] but, unlike the present paper, under the framework of compact valued control sets A(x), the cost functions satisfying
a restricted-growth unbounded condition, and that stationary policies give rise to geometric ergodic transition kernels.
The first main result of this paper is to provide new results for the existence of a solution to the average-cost optimality
inequality (ACOI for short) and equality (ACOE for short) using the vanishing discount approach, under the hypotheses
previously described. For the ACOE it is supposed that stationary policies give rise to positive Harris recurrent transition
kernels (instead of geometric ergodic as in most of the previous papers). To the best knowledge of the authors, the existence
of solutions to the ACOE in the context of not necessarily compact action spaces, weak Feller transition kernels and strictly
unbounded cost functions has been discussed only in [9]. In [9], the author assumes that the state space is locally compact
and that there exists a sequence of relative difference of the α-discounted value functions having the property to be
equicontinuous. Here we work with a general Borel state space and we do not assume such continuity property but, on
the other hand, we suppose a positive Harris recurrent property for the transition kernels. Moreover, it must be pointed out
that our existence result for the ACOE does not guarantee any regularity property for the solution. To this end, we provide
a technical condition implying that there exists a solution to the ACOE which is lower semi-continuous. Compared to the
conditions imposed in [9], our result appears to be different and complementary.
The second main result of our work gives conditions for the convergence of the so-called policy iteration algorithm (PIA
for short). The PIA has been considered for the strictly unbounded case in the Refs. [7,13]. In [7], the authorworks under some
stability assumptions such as a uniform accessibility hypothesis to ensure that the sequence given by the solutions of the
Poisson equations converge to a continuous limit function leading to the convergence of the PIA. In [13], the authors follow
another approach based on the existence of a continuous limit function of a suitable subsequence of the Poisson equations.
Here we follow a similar approach as in [13], but we assume a weaker hypothesis, see Eq. (46) in Assumption F. We prove
that the PIA converges to the minimum average cost as defined in item (a) of Definition 11.1.1 in [14]. Again, compared to
the conditions imposed in [7,13], our result appears to be different and complementary.
Notice that our results are derived without making any assumptions regarding the convergence and the continuity of
the limit function generated by the sequence of relative difference of the α-discounted value functions and the Poisson
equations as often encountered in the literature.
The paper is organized as follows. In Section 2 we introduce the notation, definitions, problem formulation, some of the
main assumptions and some auxiliary results. Section 3 presents the main results regarding the existence of a solution to
ACOI and ACOE. Finally the PIA is dealt with in Section 4.
2. Problem formulation and auxiliary results
The main goal of this section is to introduce the notation, definitions, problem formulation, and some of the main
assumptions that will be used throughout the paper. We also present some auxiliary results that will be useful along the
paper.
We follow closely the notation in [13]. We recall that X is a Borel space if it is a Borel subset of a complete and separable
metric space, and its Borel σ -algebra is denoted byB(X). For X, Y Borel spaces, the family of all stochastic kernels on X given
Y is denoted by P (X |Y ). P (X) denotes the set of all probability measures on (X,B(X)). Moreover, P (X) is considered as a
topological space equipped with the weak topology. The Dirac measure centered on a fixed point x ∈ X is denoted by δx.
We will denote byM(X) the set of measurable functions from X to R. For w ∈ M(X) with w : X → [1,∞), referred to
as weight function, and u ∈ M(X), we define thew-norm of u as ∥u∥w = supx∈X |u(x)|w(x) . A function u is said to bew-bounded
if ∥u∥w <∞ (bounded if ∥u∥ <∞where ∥ · ∥ is the sup-norm). The set ofw-bounded (bounded respectively) measurable
functions defined on X is denoted byBw(X) (B(X) respectively).We denote byC(X) the set of bounded continuous functions
from X to R, and by L+(X) the set of non-negative lower semi-continuous functions from X to R. For Q a stochastic kernel
on X given Y , a probability measure µ ∈ P (X) and v ∈ M(X)we define Qv : Y → R as
Qv(y) :=

X
v(z)Q (dz|y), (1)
and µ(v) as
µ(v) :=

X
v(z)µ(dz), (2)
provided that the corresponding integrals are well defined and finite.
As in Definition 2.2.1 of [13] we consider a five-tuple for a Markov control model
X, A, {A(x)|x ∈ X},Q , c

(3)
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consisting of
(a) a Borel space X, representing the state space;
(b) a Borel space A, representing the control or action set;
(c) a family {A(x)|x ∈ X} of non-empty measurable subsets A(x) of A, where A(x) denotes the set of feasible controls or
actions when the system is in state x ∈ X , and with the property that
K := {(x, a)|x ∈ X, a ∈ A(x)} (4)
is a measurable subset of X × A. Moreover K contains the graph of a measurable function from X to A;
(d) a stochastic kernel Q on X given K;
(e) a measurable function c : K→ R.
We need the following definitions.
Definition 2.1 (See Definition 2.3.1 of [13]). Φ denotes the set of all stochastic kernels ϕ in P (A|X) such that ϕ(A(x)|x) = 1
for all x ∈ X , and F stands for the set of all measurable functions f : X → A, satisfying that f (x) ∈ A(x) for all x ∈ X .
Definition 2.2. For ϕ ∈ Φ and f ∈ F we define the Markov kernels Qϕ(C |x) := Q (C |x, ϕ(x)) :=

A(x) Q (C |x, a)ϕ(x, da)
and Qf (C |x) := Q (C |x, f (x)) for any C ∈ B(A) and x ∈ X . Similarly we set cϕ(x) := c(x, ϕ(x)) :=

A(x) c(x, a)ϕ(x, da) and
cf (x) := c(x, f (x)) for any x ∈ X .
To introduce the optimal control problem we are concerned with, it is necessary to introduce different classes of control
policy.
Definition 2.3. Define H0 = X and Hn = K × Hn−1 for n ≥ 1. A control policy is a sequence π = {πn} of stochastic
kernels πn on A given Hn satisfying the following constraint: for all hn ∈ Hn and n ≥ 1, πn(A(xn)|hn) = 1, where
hn = (x0, a0, . . . , xn−1, an−1, xn). LetΠ be the class of all policies. A policy π = {πn} is said to be a randomized stationary
policy if there exists φ ∈ Φ such thatπn(·|hn) = φ(·|xn), and it is denoted by φ∞. A policyπ = {πn} is said to be a stationary
policy if there exists f ∈ F such that πn(·|hn) = δf (xn)(·), and it is denoted by f∞.
According to a standard convention, we identify F (respectively,Φ) with the class of all stationary (respectively, randomized
stationary) policies. Therefore, we have F ⊂ Φ ⊂ Π . Let (Ω,F ) be the canonical space consisting of the sample path
Ω = (X × A)∞ and the associated σ -algebra F . For any policy π ∈ Π and any initial distribution ν on X , it can be defined
a probability, labeled Pπν , and a stochastic process {(xt , at)}t∈N where {xt}t∈N is the state process and {at}t∈N is the control
process satisfying for any B ∈ B(X), C ∈ B(A) and ht ∈ Ht with t ∈ N, Pπν (x0 ∈ B) = ν(B), Pπν (at ∈ C |ht) = πt(C |ht), and
Pπν (xt+1 ∈ B|ht , at) = Q (B|xt , at), see for example [13, Chapter 2] for such a construction. The expectation with respect to
Pπν is denoted by E
π
ν . If ν = δx for x ∈ X , we write Pπx for Pπν and Eπx for Eπν .
We consider the long run average cost problem, defined for any initial distribution ν on X , as
V (ν) = inf
π∈Π V (ν, π), (5)
where
V (ν, π) = lim
n→∞
1
n
Eπν

n−1
t=0
c(xt , at)

(6)
and for notational simplicity we set V (x) = V (δx), V (x, π) = V (δx, π).
In what follows we define, for each r > 0, the multifunction Ar(·) : X → A as
Ar(x) = {a ∈ A(x) : c(x, a) ≤ r}. (7)
We consider the following conditions.
Assumption A.
A.1 Q is weakly continuous on K.
A.2 A(·) is u.s.c.
and the following assumptions on the cost function.
Assumption B.
B.1 c(·, ·) is l.s.c. on K and non-negative.
B.2 One of the two following conditions hold:
(a) c(·, ·) is strictly unbounded on K, that is, there exists an increasing sequence of compact sets Kn ↑ K such that
limn→∞ inf(x,a)∈Kcn c(x, a) = ∞.
(b) for each r > 0 the multifunction Ar(·) : X → A defined in (7) is u.s.c. and compact-valued.
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We have the following 2 auxiliary lemmas.
Lemma 2.4. Suppose Assumptions B.1 and B.2(a) hold. Then themapping c is inf-compact, that is, Ar(x) is compact for any x ∈ X
and r ∈ R.
Proof. Consider x ∈ X . Since c is lower semi-continuous onK, Ar(x) is closed in A(x) for any r ∈ R. Consequently, {x}×Ar(x)
is closed in K. Denote Kr = {(x, a) ∈ K : c(x, a) ≤ r}. From Assumption B.2(a), there exists n ∈ N such that Kr ⊂ Kn.
Therefore, it follows that the closure of Kr is compact. However, since {x} × Ar(x) ⊂ Kr , we get that {x} × Ar(x) is compact.
Let us denote by prX , the projection of X × A into A. By definition of the product topology [18, Section 2.14], this mapping is
continuous and so prX
{x} × Ar(x) = Ar(x) is compact. 
Lemma 2.5. Suppose Assumptions A.1 and B hold. Let v be a lower semi-continuous function on K bounded below by a
constant K . Then the mapping c + Qv is inf-compact, that is, for any x ∈ X and r ∈ R, {a ∈ A(x) : c(x, a) + Qv(x, a) ≤ r} is
compact.
Proof. Consider x ∈ X and r ∈ R. The set {a ∈ A(x) : c(x, a) + Qv(x, a) ≤ r} is closed in A(x) since c + Qv is lower
semi-continuous on K. However, v ≥ K and so
{a ∈ A(x) : c(x, a)+ Qv(x, a) ≤ r} ⊂ {a ∈ A(x) : c(x, a) ≤ r − K}.
If Assumption B.2(a) holds then from Lemma 2.4 we have that {a ∈ A(x) : c(x, a) ≤ r−K} is compact and the result follows.
If Assumption B.2(b) holds then by definitionwe have that {a ∈ A(x) : c(x, a) ≤ r−K} is compact, completing the proof. 
As in [19] the following definition of the generalized inferior limit will be used along the paper.
Definition 2.6. Let S be a Borel space and let {wn} be a sequence of functions inM(S). The generalized inferior limit of the
sequence {wn} denoted by limg n→∞wn is defined as
limg
n→∞
wn(s) = sup
k≥1
sup
ϵ>0

inf
m≥k inf{y:d(y,s)<ϵ}
wm(y)

(8)
where d(·, ·) is the metric in S. For notational convenience, limg n→∞wn will be also denoted byw∗.
The following properties from the generalized inferior limit will be used in the sequel.
Proposition 2.7. Let {wn} be a sequence of nonnegative functions inM(S) and consider an arbitrary s ∈ S. In this case,w∗(s) as
defined in (8) satisfies the following properties:
(i) For any sequence {sn} such that sn → s, it follows that limn→∞wn(sn) ≥ w∗(s), and there exists a sequence {s∗n} such that
s∗n → s and limn→∞wn(s∗n) = w∗(s).
(ii) w∗ ∈ L+(S).
(iii) (Generalized Fatou’s Lemma) Suppose that {µn} is a sequence of probability measures in P (S) and that {µn} converges
weakly to a µ ∈ P (S). Then
lim
n→∞

S
wn(s)µn(ds) ≥

S
w∗(s)µ(ds). (9)
Proof. For the proof of (i) see Lemma 4.1 in [20]. For (ii) see Lemma 3.1 in [21]. For (iii), see [22]. 
As a consequence of the previous result, we obtain the following technical proposition.
Proposition 2.8. Suppose Assumption A.1 holds. Let {wn} be a sequence of nonnegative functions in M(X) and {Qwn} the
associated sequence of nonnegative functions inM(K) defined as in (1). Then
limg
n→∞
Qwn ≥ Qw∗. (10)
Proof. Let {(yn, an)} be a sequence in K such that (yn, an) → (y, a). From Assumptions A.1 we have that Q (·|yn, an)
converges weakly to Q (·|y, a). From (9) we have that
lim
n→∞
Qwn(yn, an) = lim
n→∞

X
wn(z)Q (dz|yn, an)
≥

X
w∗(z)Q (dz|y, a) = Qw∗(y, a) (11)
and the result follows from (i) in Proposition 2.7 since (11) holds for any convergent sequence {(yn, an)} to (y, a). 
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3. The average cost optimality inequality and equality
The goal of this section is to derive new results for the existence of a solution to the ACOI and ACOE using the so-called
vanishing discount approach. Some auxiliary results and the main assumptions related to the vanishing discount approach
are presented in Section 3.1. Section 3.2 presents the main result regarding the existence of a solution for the ACOI, while
Section 3.3 deals with the ACOE.
3.1. The vanishing discount approach
The main goal of this subsection is to present some auxiliary results and the main assumptions related to the
so-called vanishing discount approach. For this we consider the following expected discounted Markov control problems
for 0 < α < 1:
Vα(x) = inf
π∈Π Vα(x, π), (12)
where
Vα(x, π) = Eπx
 ∞
t=0
αtc(xt , at)

. (13)
The following result has been shown in Theorem 4.2 of [23].
Proposition 3.1. Suppose Assumptions A and B.1 hold. Consider 0 < α < 1 (arbitrarily fixed). If Vα(x) < ∞ for each x ∈ X
then Vα is the (pointwise) minimal function in L+(X) that satisfies
Vα(x) = min
a∈A(x)

c(x, a)+ αQVα(x, a)

. (14)
Moreover there exists fα ∈ F which minimizes the right hand side of (14), that is, for each x ∈ X,
min
a∈A(x)

c(x, a)+ αQVα(x, a)

= c(x, fα(x))+ αQVα(x, fα(x)). (15)
We consider the following conditions.
Assumption C. There exists positive constants N,M , a state x¯ ∈ X , an upper semi-continuous function b : X → [1,∞) and
0 < α0 < 1 such that for any α ∈ [α0, 1),
(a) (1− α)Vα(x¯) ≤ M , and
(b) −N ≤ Vα(x)− Vα(x¯) ≤ b(x) for all x ∈ X .
For notational convenience, define
Hα(x) = Vα(x)− Vα(x¯), ρα = (1− α)Vα(x¯). (16)
FromAssumption C and Lemma 3.2 in [8] there exists ρ∗ and a sequence of discount factorsαn ↑ 1 such that limn→∞(1−αn)
Vαn(x) = ρ∗ for all x ∈ X . Set ρn = (1− αn)Vαn(x¯), hn = Hαn . From (14) and (15) we have that there exists fαn ∈ F such that
for any x ∈ X ,
ρn + hn(x) = min
a∈A(x)

c(x, a)+ αnQhn(x, a)

= c(x, fαn(x))+ αnQhn(x, fαn(x)). (17)
Moreover, we have−N ≤ hn(x) ≤ b(x), for any n ∈ N, and x ∈ X . Consequently, for any x ∈ X ,
− N ≤ h∗(x) ≤ b(x), (18)
since b is upper semi-continuous.
3.2. The average cost optimality inequality
We have the following theorem ensuring the existence of a solution to the ACOI. Notice that this solution is lower semi-
continuous and bounded below.
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Theorem 3.2. Suppose that Assumptions A–C hold. Then for some f∗ ∈ F, we have that
ρ∗ + h∗(x) ≥ min
a∈A(x)

c(x, a)+ Qh∗(x, a)

= c(x, f∗(x))+ Qh∗(x, f∗(x)). (19)
Moreover f∞∗ is AC-optimal and ρ∗ = V (x) = V (x, f∞∗ ) for all x ∈ X.
Proof. First let us show the result by assuming B.2(a). Consider xˆ ∈ X . From Proposition 2.7(i) we can find a sequence {xn}
in X such that xn → xˆ and limn→∞hn(xn) = h∗(xˆ). In what follows set an = fαn(xn) where fα is as defined in (15). We have
that there exists a further subsequence such that limp→∞ hnp(xnp) = h∗(xˆ). Given an arbitrary ϵ > 0 consider a positive
integer pϵ such that h∗(xˆ)+ ϵ2 ≥ hnp(xnp) and ρ∗ + ϵ2 ≥ ρnp whenever p ≥ pϵ . From (17) we get that for all p ≥ pϵ ,
ϵ + ρ∗ + h∗(xˆ) ≥ ρnp + hnp(xnp) = c(xnp , anp)+ αnpQhnp(xnp , anp). (20)
Noticing that, from item (b) of Assumption C, hnp(y)+ N ≥ 0 for all y ∈ X , we get from (20) that for all p ≥ pϵ ,
ϵ + N + ρ∗ + h∗(xˆ) ≥ c(xnp , anp). (21)
Set now the measure µp ∈ P (K) as follows: µp(dx, da) = δxnp (dx)δanp (da). From (21) we get that for all p ≥ pϵ,
supp≥pϵ

K c(y, a)µp(dy, da) = supp≥pϵ c(xnp , anp) <∞. From Assumption B.2, we get that the sequence {µp}p≥pϵ is tight in
P (K) (see, for instance, Proposition 1.4.15 in [24]). It follows that we can find a further subsequence such thatµpi converges
weakly to a probability measureµ ∈ P (K). Define nowµX the projection ofµ on X , that is,µX (B) = µ(B×A),∀B ∈ B(X).
From Proposition D.8 in [13], there exists a stochastic kernel ϕ ∈ Φ such that µ(B × C) = B ϕ(C |x)µX (dx),∀B ∈ B(X),∀C ∈ B(A).
Consider any function vˆ ∈ C(X) and set the function v ∈ C(K) as v(x, a) = vˆ(x) for all (x, a) ∈ K. From continuity of vˆ
we get that vˆ(xnpi )→ vˆ(xˆ) and from the weak convergence ofµpi toµwe get that vˆ(xnpi ) = µpi(v)→ µ(v) = µX (vˆ). Thus
we have that for all vˆ ∈ C(X), δxˆ(vˆ) = µX (vˆ). Since C(X) is a separating family for P (X) (see for example Theorem 13.11
in [25]), we get that µX (dx) = δxˆ(dx).
From Assumption B.1, c(·, ·) is l.s.c. and therefore, from Proposition E.2 in [13], it follows that
lim
i→∞

K
c(y, a)µpi(dy, da) ≥

K
c(y, a)µ(dy, da) =

A(xˆ)
c(xˆ, a)ϕ(da|xˆ). (22)
Since limg i→∞hnpi ≥ limg n→∞hn = h∗, we obtain from Proposition 2.8 (adding N to get non negative functions, for
simplicity we omit this) that for any (x, a) ∈ K
limg
i→∞
Qhnpi (x, a) ≥ Qh∗(x, a),
and using Proposition 2.7(iii) we get that
lim
i→∞

K
Qhnpi (y, a)µpi(dy, da) ≥

K
Qh∗(y, a)µ(dy, da) =

A(xˆ)
Qh∗(xˆ, a)ϕ(da|xˆ). (23)
Noticing that c(xnpi , anpi ) =

K c(y, a)µpi(dy, da) and Qhnpi (xnpi , anpi ) =

K Qhnpi (y, a)µpi(dy, da)we get, by combining (20)
with (22) and (23), that
ϵ + ρ∗ + h∗(xˆ) ≥ lim
i→∞

c(xnpi , anpi )+ αnpiQhnpi (xnpi , anpi )

≥ lim
i→∞

K
c(y, a)µpi(dy, da)+ lim
i→∞

K
Qhnpi (y, a)µpi(dy, da)
≥

A(xˆ)

c(xˆ, a)+ Qh∗(xˆ, a)

ϕ(da|xˆ). (24)
From Proposition D.8 in [13] we get that there exists aˆ ∈ A(xˆ) such that
A(xˆ)

c(xˆ, a)+ Qh∗(xˆ, a)

ϕ(da|xˆ) ≥ c(xˆ, aˆ)+ Qh∗(xˆ, aˆ) ≥ min
a∈A(xˆ)

c(xˆ, a)+ Qh∗(xˆ, a)

(25)
and from (24) and (25) we get that for every ϵ > 0, ϵ + ρ∗ + h∗(xˆ) ≥ mina∈A(xˆ)

c(xˆ, a) + Qh∗(xˆ, a)

. Taking the limit as
ϵ ↓ 0 we get the first inequality in (19). From Proposition 2.7(ii) we get that h∗ + N is in L+(X) and therefore h∗ is l.s.c. and
bounded below. Combining Proposition D.6 in [13] and Lemma 2.5, it follows that there exists f∗ ∈ F satisfying (19). Finally,
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the claim that f∞∗ is AC-optimal and ρ∗ = V (x) = V (x, f∞∗ ) for all x ∈ X follows as in Theorem 3.3 of [8]. This shows the
result with Assumption B.2(a).
For Assumption B.2(b), the proof follows the same steps up to Eq. (21). Considering r > ϵ + N + ρ∗ + h∗(xˆ) we have
that for all p ≥ pϵ, anp ∈ Ar(xnp) (recall the definition of Ar(·) from (7)). From Assumption B.2(b), Ar(·) : X → A is u.s.c. and
compact-valued. From Berge’s theorem (see [26] or [27, Theorem 7.4.2]), G := {xˆ × Ar(xˆ)} ∪

∪{p≥pϵ }({xnp} × Ar(xnp))

is
a compact subset of K. Therefore we can find a convergent subsequence (xnpi , anpi ) → (xˆ, aˆ) ∈ G, and thus aˆ ∈ Ar(xˆ). The
proof follows then the same steps as fromEq. (22), settingµpi(dx, da) = δxnpi (dx)δanpi (da) andµ(dx, da) = δxˆ(dx)δaˆ(da). 
3.3. The average cost optimality equality
We want to derive now a sufficient condition for the existence of a solution to the ACOE. We introduce the following
assumptions.
Assumption D.
D.1 Qf b(x) <∞ for any x ∈ X , and f ∈ F,
D.2 for each f ∈ F there exists µf ∈ P(X) such that
(a) µf (b) <∞,
(b) for any x ∈ X and v ∈ Bb(X), |Q nf v(x)− µf (v)| → 0 as n →∞.
We have the following result.
Theorem 3.3. Suppose that Assumptions A–D hold. Consider f∗ ∈ F and ρ∗ as in Theorem 3.2 and µf∗ as in Assumption D.2.
Then there existsw ∈ Bb(X) such that
ρ∗ + w(x) = inf
a∈A(x)

c(x, a)+ Qw(x, a)

(26)
and moreover
inf
a∈A(x)

c(x, a)+ Qw(x, a)

= c(x, f∗(x))+ Qw(x, f∗(x)) µf∗-a.s. (27)
Proof. Define h∗(x) = limn→∞hn(x). Remark that h∗ ∈ Bb(X) by using Assumption C. From (17) we have that for any
a ∈ A(x),
ρn + hn(x) ≤ c(x, a)+ αnQhn(x, a). (28)
According to Assumption D.1, Qb(x, a) < ∞ for any a ∈ A(x) and since, from Assumption C, hn ≤ b, we have from the
Fatou’s Lemma that limn→∞Qhn(x, a) ≤ Qh∗(x, a). Therefore from (28) we get that
ρ∗ + h∗(x) ≤ c(x, a)+ Qh∗(x, a). (29)
From (29) we obtain that
ρ∗ + h∗(x) ≤ inf
a∈A(x)

c(x, a)+ Qh∗(x, a) ≤ cf∗(x)+ Qf∗h∗(x). (30)
Set u = h∗ − h∗. Combining the fact that h∗ ∈ Bb(X) and Eq. (18), it follows that u ∈ Bb(X). From Eqs. (19) and (30), we get
that for all x ∈ X ,
u(x) ≥ Qf∗u(x). (31)
From Assumption D.2 and that u ∈ Bb(X) we get that µf ∗(|u|) < ∞. Now, from Assumption D.2 and (31) we have that
u(x) ≥ Q nf∗u(x) → µf ∗(u) as n → ∞, showing that infy∈X (h∗(y) − h∗(y)) is finite. Moreover we get from Assumption
D.2 and the same arguments as in Lemma 7.5.12 in [14] that on a set N ∈ B(X) such that µf∗(N ) = 1 we have that
h∗(x) = h∗(x)+ d for all x ∈ N , where d = infy∈X (h∗(y)− h∗(y)). In any case we have that for all x ∈ X, h∗(x) ≥ h∗(x)+ d.
Define noww0 = h∗ and
wn+1(x) = inf
a∈A(x)

c(x, a)+ Qwn(x, a)
− ρ∗. (32)
We have that for any n ∈ N,
h∗(x)+ d ≤ wn+1(x) ≤ wn(x) ≤ h∗(x). (33)
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Indeed for n = 1 it follows from (19) that
w1(x) = min
a∈A(x)

c(x, a)+ Qh∗(x, a)
− ρ∗ ≤ h∗(x) = w0(x),
and from (30) that
w1(x) = min
a∈A(x)

c(x, a)+ Qh∗(x, a)
− ρ∗
≥ inf
a∈A(x)

c(x, a)+ Qh∗(x, a)+ d− ρ∗
≥ h∗(x)+ d ≥ h∗(x)+ d.
Suppose it holds for n. Then
wn+1(x) = inf
a∈A(x)

c(x, a)+ Qwn(x, a)
− ρ∗ ≤ inf
a∈A(x)

c(x, a)+ Qwn−1(x, a)
− ρ∗ = wn(x) (34)
and from (30) again that
wn+1(x) = inf
a∈A(x)

c(x, a)+ Qwn(x, a)
− ρ∗
≥ inf
a∈A(x)

c(x, a)+ Qh∗(x, a)+ d− ρ∗ ≥ h∗(x)+ d. (35)
Consequently, combining Eqs. (34) and (35), we get (33).
Since {wn} is monotone decreasing, there exists w ∈ Bb(X) such that wn ↓ w. Clearly from (32) we have that for any
a ∈ A(x),
wn+1(x) ≤ c(x, a)+ Qwn(x, a)− ρ∗. (36)
Sincewn ∈ Bb(X)we have, from Assumption D.1 and Eq. (36) and the monotone convergence theorem, that
w(x)+ ρ∗ = lim
n→∞wn+1(x)+ ρ∗ ≤ c(x, a)+ limn→∞

X
wn(y)Q (dy|x, a)
= c(x, a)+

X
lim
n→∞wn(y)Q (dy|x, a) = c(x, a)+ Qw(x, a). (37)
From (37) it follows that
w(x)+ ρ∗ ≤ inf
a∈A(x)
(c(x, a)+ Qw(x, a)). (38)
On the other hand, Eq. (32) and the fact thatwn ≥ w yields that
wn+1(x) ≥ inf
a∈A(x)

c(x, a)+ Qw(x, a)− ρ∗
and taking the limit as n →∞we get that
w(x)+ ρ∗ ≥ inf
a∈A(x)

c(x, a)+ Qw(x, a). (39)
Combining (38) and (39) we get (26).
Finally, it follows from (33) that for any x ∈ N , w(x) = h∗(x). Consequently, we get from (19) that for any x ∈ N ,
infa∈A(x)

c(x, a) + Qw(x, a) = w(x) + ρ∗ = h∗(x) + ρ∗ ≥ c(x, f∗(x)) + Qh∗(x, f∗(x)). However, w ≤ h∗ and so
infa∈A(x)

c(x, a)+ Qw(x, a) = w(x)+ ρ∗ ≥ c(x, f∗(x))+ Qw(x, f∗(x)) for any x ∈ N , showing the result. 
We conclude this subsection presenting Theorem 3.5 which provides conditions to guarantee that the limit function w
as in Theorem 3.3 is l.s.c. and bounded below, so that the infimum in (26) can be replaced by minimum. We need first the
following proposition.
Proposition 3.4. Suppose that AssumptionsA, B.1, B.2(b), C,D hold. Consider wn as in Theorem 3.3. Thenwn is l.s.c. and bounded
below by−N + d.
Proof. First we notice that wn(x) ≥ h∗(x) + d ≥ −N + d. Let us show now that wn are l.s.c. by induction on n. For n = 0
we have thatw0 = h∗ which is l.s.c. and the result follows. Suppose now thatwn is l.s.c. We want to show thatwn+1 is l.s.c.
We have that c + Qwn is l.s.c. on K and bounded below, so that from Lemma 2.5 we have that the mapping c + Qwn is
inf-compact. From Proposition D.6 in [13] we have that there exists fn ∈ F such that
wn+1(x) = min
a∈A(x)

c(x, a)+ Qwn(x, a)

= cfn(x)+ Qfnwn(x).
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Fix xˆ ∈ X and consider a sequence {xk} such that xk → xˆ and
lim
k→∞wn+1(xk) = limy→xˆ
wn+1(y).
Write ak = fn(xk). Since b is upper semi-continuous (see Assumption C), given ϵ > 0 we can find kϵ such that whenever
k ≥ kϵ , we have that
ϵ + ρ∗ + b(xˆ) ≥ ρ∗ + b(xk) ≥ ρ∗ + h∗(xk) ≥ ρ∗ + wn+1(xk)
= c(xk, ak)+ Qwn(xk, ak) ≥ c(xk, ak)− N + d.
So setting r = ϵ + ρ∗ + b(xˆ) + N − d we get that c(xk, ak) ≤ r and thus ak ∈ Ar(xk) for all k ≥ kϵ . From
Assumption B.2(b), Ar(·) : X → A is u.s.c. and compact-valued. From Berge’s theorem (see [26] or [27, Theorem 7.4.2]),
G := {xˆ × Ar(xˆ)} ∪

∪{k≥kϵ }{xk × Ar(xk)}

is a compact subset of K. Therefore we can find a convergent subsequence
(xki , aki)→ (xˆ, aˆ) ∈ G, and thus aˆ ∈ Ar(xˆ). Recalling that c + Qwn is l.s.c. we get that
lim
y→xˆ
wn+1(y) = lim
k→∞wn+1(xk) = limk→∞

c(xk, ak)+ Qwn(xk, ak)

≥ c(xˆ, aˆ)+ Qwn(xˆ, aˆ) ≥ min
a∈A(xˆ)

c(xˆ, a)+ Qwn(xˆ, a)
 = wn+1(xˆ)
showing the desired result. 
Theorem 3.5. Suppose that Assumptions A, B.1, B.2(b), C, D hold. Moreover, assume that for any set Γ ∈ B(X) such that
µf (Γ ) = 0 for some f ∈ F we have that
sup
x∈Γ
sup
a∈A(x)
Q (Γ ; (x, a)) < 1. (40)
Consider w as in Theorem 3.3. Thenw is l.s.c. and bounded below by−N + d.
Proof. We use the same notation as in Theorem 3.3. We have that for any z ∈ N , h∗(z) = w(z) ≤ wn(z) ≤ h∗(z), that is,
wn(z) = w(z) for all n. Define now ℓn = supz∈N c

wn(z)− w(z)
 ≥ 0. From (33) and recalling that h∗(x) ≤ h∗(x) we have
that
h∗(x)+ d ≤ h∗(x)+ d ≤ w(x),
and therefore 0 ≤ ℓ0 ≤ −d. Since d is finite according to the proof of Theorem 3.3, we get that ℓ0 is finite.
From Eq. (32), it follows that for any x ∈ X
wn(x) = min
a∈A(x)

c(x, a)+ Qw(x, a)+ Q (wn−1 − w)(x, a)
− ρ∗
≤ inf
a∈A(x)

c(x, a)+ Qw(x, a)− ρ∗ + sup
a∈A(x)
Q (wn−1 − w)(x, a)
≤ w(x)+ ℓn−1 sup
a∈A(x)
Q (N c |(x, a)) (41)
since wn−1(z) − w(z) = 0 for z ∈ N . From (40) and (41), and recalling that µf∗(N ) = 1, we conclude that for some
β < 1, ℓn ≤ βℓn−1, and thus ℓn ≤ βnℓ0. This shows that 0 ≤ wn(x)− w(x) ≤ βnℓ0 sincewn(z) = w(z) for z ∈ N , leading
to the uniform convergence of wn to w. The result follows after noticing, from Proposition 3.4, that wn is l.s.c. for each n.
Indeed given arbitrary ϵ > 0 we can find nϵ such that 0 ≤ wn(y)− w(y) ≤ ϵ for all y ∈ X and all n ≥ nϵ . Therefore for all
n ≥ nϵ ,
ϵ + lim
y→x
w(y) ≥ lim
y→x
wn(y) ≥ wn(x) ≥ w(x)
and since ϵ > 0 is arbitrary, the result follows. 
4. Polity iteration algorithm
In this section we consider the so-called policy iteration algorithm for the average cost Markov control problem. After
introducing the main assumptions and some auxiliary results we present Theorem 4.3, which shows the existence of a limit
function satisfying an average optimality equation. From this optimality equation it is shown in Theorem4.5 the convergence
of the PIA to the minimum average cost criteria (see Definition 11.1.1 in [14]).
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We start by considering the following assumptions.
Assumption E.
E.1 For each f ∈ F, there exists an invariant probability measure µf for Q (·|·, f (·)) such that J(f ) :=

X c(x, f (x))µf
(dx) <∞.
E.2 For each f ∈ F there exists vf : X → R solution of the Poisson equation
γf + vf (x) = c(x, f (x))+ Qvf (x, f (x)) (42)
such that vf is lower semi-continuous.
E.3 There existsM > 0 and anupper semi-continuous function d : X → [1,∞) such that, for any f ∈ F,−M ≤ vf (x) ≤ d(x)
and µf (d) <∞.
The PIA works as follows:
(1) For fn ∈ F, obtain (γn, vn) solution of the Poisson equation (42) as in E.2, so that µfn(|vn|) <∞, vn is l.s.c. and
γn + vn(x) = c(x, fn(x))+ Qvn(x, fn(x)). (43)
(2) Obtain fn+1 ∈ F such that
min
a∈A(x)

c(x, a)+ Qvn(x, a)

= c(x, fn+1(x))+ Qvn(x, fn+1(x)). (44)
We have the following proposition.
Proposition 4.1. Suppose that Assumptions A, B.1, E hold. Then there exists fn+1 ∈ F such that (44) holds and γn = J(fn) ≥
J(fn+1) = γn+1.
Proof. Consider fn ∈ F and vn a solution of the P.E. as stated in E.2 associated to fn. It means that (43) holds. Integrating
(43) with respect to µfn we get from E.1–E.3 that γn = J(fn). From B.1–A.2 and noticing from E.2–E.3 that vn is l.s.c. and
uniformly bounded below, we get from Proposition D.6 in [13] and Lemma 2.5 that there exists fn+1 ∈ F such that (44)
holds. Since mina∈A(x)

c(x, a)+ Qvn(x, a)

≤ c(x, fn(x))+ Qvn(x, fn(x)) = γn + vn(x)we have from (44) that γn + vn(x) ≥
c(x, fn+1(x))+ Qvn(x, fn+1(x)). Integrating with respect to µfn+1 we conclude that γn = J(fn) ≥ J(fn+1) = γn+1. 
From Proposition 4.1 we have that γn ↓ γ∗ ≥ 0. Define v∗ = limg n→∞vn. We have the following proposition.
Proposition 4.2. Suppose that Assumptions A, B and E hold. Then for some g∗ ∈ F, we have that
γ∗ + v∗(x) ≥ min
a∈A(x)

c(x, a)+ Qv∗(x, a)

= c(x, g∗(x))+ Qv∗(x, g∗(x)). (45)
Proof. It follows from (43) and the same arguments as in the proof of Theorems 3.2. 
We consider now the following assumptions.
Assumption F.
F.1 For each f ∈ F, we have
(a) Qf d(x) <∞ for any x ∈ X ,
(b) for any x ∈ X and v ∈ Bd(X), limn→∞ |Q nf v(x)− µf (v)| → 0.
F.2 For (γn, vn) solution of the Poisson equation (43), we have that for every x ∈ X ,
lim
n→∞Qfn(vn − vn−1)(x) ≤ 0. (46)
We have the following theorem, showing the existence of a limit function satisfying an average optimality equation.
Theorem 4.3. Suppose that Assumptions A, B, E and F hold. Consider g∗ ∈ F and γ∗ as in Proposition 4.2 and µg∗ as in
Assumption F.1. Then there exists s ∈ Bd(X) such that
γ∗ + s(x) = inf
a∈A(x)

c(x, a)+ Qs(x, a)

(47)
and moreover
inf
a∈A(x)

c(x, a)+ Qs(x, a)

= c(x, g∗(x))+ Qs(x, g∗(x)) µg∗-a.s. (48)
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Proof. This proof follows the same steps as the proof of Theorem 3.3. Let v∗(x) = limn→∞vn(x). From (43) and (44) we have
that for any a ∈ A(x),
γn + vn(x) ≤ c(x, a)+ Qvn−1(x, a)+ Qfn(vn − vn−1)(x). (49)
From Assumption E.3, we have for any n ∈ N,−M ≤ vn(x) ≤ d(x). Consequently, combining Assumption F.2 and Fatou’s
Lemma (see Assumption F.1), we get from (49) that
γ∗ + v∗(x) ≤ c(x, a)+ Qv∗(x, a), (50)
and therefore from (50) we obtain that
γ∗ + v∗(x) ≤ inf
a∈A(x)

c(x, a)+ Qv∗(x, a) ≤ cg∗(x)+ Qg∗v∗(x). (51)
Define r = v∗ − v∗. Notice that from Assumption E.3, it follows that v∗ and v∗ are in Bd(X), implying that r ∈ Bd(X).
Moreover, we get from (51) and (45) that for all x ∈ X, r(x) ≥ Qg∗ r(x). As in the proof of Theorem3.3, infy∈X (v∗(y)−v∗(y)) is
finite. By using Assumption F.2 and the same arguments as in Lemma7.5.12 in [14]we have that there exists a setNP ∈ B(X)
such that µg∗(NP) = 1 and v∗(x) = v∗(x)+ dP for all x ∈ NP , where dP = infy∈X (v∗(y)− v∗(y)). In any case we have that
for all x ∈ X, v∗(x) ≥ v∗(x)+ dP .
Define now s0 = v∗ and sn+1(x) = infa∈A(x)

c(x, a) + Qsn(x, a)
 − γ∗. By repeating the same arguments as in the proof
of Theorem 3.3 we get that v∗(x)+ d ≤ sn+1(x) ≤ sn(x) ≤ v∗(x). Since {sn} is monotone decreasing, there exists s ∈ Bd(X)
such that sn ↓ s. Clearly we have that for any a ∈ A(x), sn+1(x) ≤ c(x, a) + Qsn(x, a) − γ∗. Since sn ∈ Bd(X) we have from
the monotone convergence theorem, that
s(x)+ γ∗ = lim
n→∞ sn+1(x)+ γ∗ ≤ c(x, a)+ limn→∞

X
sn(y)Q (dy|x, a)
= c(x, a)+

X
lim
n→∞ sn(y)Q (dy|x, a) = c(x, a)+ Qs(x, a), (52)
showing that s(x)+ γ∗ ≤ infa∈A(x)(c(x, a)+ Qs(x, a)).
On the other hand we have that sn+1(x) ≥ infa∈A(x)

c(x, a) + Qs(x, a) − γ∗ and taking the limit as n →∞ we get that
s(x)+ γ∗ ≥ infa∈A(x)

c(x, a)+ Qs(x, a), which yields (47).
Since for any x ∈ NP , s(x) = v∗(x)we get that for any x ∈ NP ,
inf
a∈A(x)

c(x, a)+ Qs(x, a) = s(x)+ γ∗ = v∗(x)+ γ∗ ≥ c(x, g∗(x))+ Qv∗(x, g∗(x)).
However, s ≤ v∗ and so infa∈A(x)

c(x, a)+Qs(x, a) = s(x)+ γ∗ ≥ c(x, g∗(x))+Qs(x, g∗(x)) for any x ∈ NP , completing the
proof. 
We recall next the definition of a stable policy (see Definition 5.7.7 in [13]).
Definition 4.4. A randomized stationary policy ϕ∞ ∈ Φ is said to be a stable policy if there exists an invariant probability
pϕ ∈ P (X) for Qϕ(·|·) such that V (pϕ, ϕ∞) <∞, so that V (pϕ, ϕ∞) =

X cϕ(x)pϕ(dx).
Now from Assumptions A, B.1, B.2(a) and Theorem 5.7.9 in [13] it follows that there exists a stable policy ϕ∞∗ , with
invariant probability µϕ∗ , satisfying
inf
ν∈P (X)
inf
π∈Π V (ν, π) = V (µϕ∗ , ϕ
∞
∗ ). (53)
We have the following theorem showing the convergence of the PIA to the minimum average cost criteria (see
Definition 11.1.1 in [14]).
Theorem 4.5. Suppose that Assumptions A, B.1, B.2(a), E and F hold. If µϕ∗(d) < ∞ then the PIA converges to the minimum
average cost criteria, that is,
inf
ν∈P (X)
inf
π∈Π V (ν, π) = γ∗. (54)
Proof. From Assumption E.3, we have that µg∗(|s|) ≤ µg∗(d) <∞. Combining Eqs. (47) and (48), we get
γ∗ + s(x) = c(x, g∗(x))+ Qs(x, g∗(x)) µg∗-a.s.
Integrating both sides of the previous equation with respect to µg∗ gives
X
c(x, g∗(x))µg∗(dx) = γ∗,
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implying that
V (µg∗ , g
∞
∗ ) = γ∗. (55)
Now, we have from Eq. (47) that
γ∗ + s(x) ≤ c(x, ϕ∗(x))+ Qs(x, ϕ∗(x)),
for any x ∈ X . Since µϕ∗(d) <∞, we have that µϕ∗(|s|) <∞ and so
γ∗ ≤

X c(x, ϕ∗(x))µϕ∗(dx) = V (µϕ∗ , ϕ∞∗ ) = inf
ν∈P (X)
inf
π∈Π V (ν, π). (56)
Finally, combining Eqs. (55) and (56), the result follows. 
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