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Abstract. There is an increasing interest in results on the influence of restricting NP-complete 
graph problems to special classes of perfect graphs as, e.g., permutation graphs. It was shown 
that several problems restricted to permutation graphs are solvable in polynomial time 
[2,3,4,6,7,14,16]. 
In this paper we give 
(i) an algorithm with time bound O(n2) for the weighted independent domination problem 
on permutation graphs (which is an improvement of the O(n3) solution given in [7]); 
(ii) a polynomial time solution for the weighted feedback vertex set problem on permutation 
graphs; 
(iii) an investigation of (weighted) dominating clique problems for several graph classes 
including an NP-completeness result for weakly triangulated graphs as well as polynomial time 
bounds. 
1. Iutroduction 
The design of efficient graph algorithms is an important task in theoretical 
computer science and graph theory as well. Unfortunately, many important algorith- 
mic problems on graphs are NP-complete and thus should be considered as computa- 
tionally intractable for large input instances. Some of these problems also remain 
NP-complete if not all, but only graphs from special restricted classes are admitted. 
It turns out however that this depends very much on the special nature of the 
problem and the graph class. J\ 
A practically important and mathem,t,,, 9 ;oqlly very natural class of graphs is the 
class of permutation graphs for which we derive eflicient algorithms for some 
problems which are NP-complete in general. Throughout this paper all graphs are 
finite, simple (i.e., without self-loops and multiple edges) and undirected. 
Let Gn denote the set of all permutations of { 1,2,. . . , n}. Each +z E (& defines 
an inversion graph G, = ({ 1,2, . . . , n}, I,) where I, is a set of undirected edges-the 
inversions of 7~: {i, j} E I, if i < j and 8(i) > n-‘(j) for i, j E {1,2, c l . , n). ( 
f“(i) as the position of i in hus, (i, j} forms an inversion 
in 7p iff j is larger t 
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An undirected graph G is called permutation graph iff there is a permutation 7r 
such that G is isomorphic to G,. The notion of permutation graphs was intr 
in [6,12] (cf. [9] for a survey of its properties) and there it was shown that 
permutation graphs are perfect with a nice characterization and many applications. 
For permutation graphs the coloring problem GRAPH ~-COLORABILITY (problem 
[GT 41 of P31) is solvable in polynomial time (for given w E G, even within time 
0( II log n)) by using a ‘canonical coloring’ algorithm which can c found, e-g., as 
Algorithm 7.1 in [9] and which we call ‘First Fit Algorithm’. Since we use this 
algorithm and its properties essentially in Section 3 we want to describe its principle. 
For a graph G = ( V, E) a vertex subset V’ is called independent if, for all 
IS, y E V’, {x, y} ti E holds. Let 
x(G) = min{k : there is a partition of V into k pairwise disjoint 
independent sets V, , . . . , Vk}. 
The GRAPH ~-COLORABILITY (abbreviated GK) problem is the following decision 
problem on graphs: 
GkC = {(G, k) : G is a graph and k a positive integer and x(G) s k}. 
Let 
cu( G) = max{I V’I : V’c V is an independent set in G} 
denote the maximum size of an independent set in G. A vertex subset V’C V is 
called a clique in G if, for all X, y E V’, {x, y} E E. Let 
w(G) = max{l V’I : V’C V is a clique in G} 
denote the maximum size of a clique in G. Let 
K(G) = min{ k : there is a partition of V into k pairwise disjoint cliques 
v, , . . . , v-k}. 
Observe now that an independent set of vertices in G, corresponds to an increasing 
subsequence of ?T (and likewise a clique of G, corresponds to a decreasing sub- 
sequence of n). Thus, x( G,) is the minimum number of increasing subsequences 
of 71 which are a partition of n: The First Fit Algorithm has the following principle: 
T(I), l l l 9 v(n) are successively inserted into increasing subsequences S, , . . . , Sk in 
the following way: v( 1) is inserted into S, . If m(l), . . . , n(i) are already inserted 
andml,..., fob are the current maxima of the (nonempty) increasing subsequences, 
then r( i + 1) is inserted into the subsequence Si, with smallest i. such that n( i + 1) > 
m,,; and now n( i+ 1) is the current maximum of Si,. If T( i+ 1) < ml, I = 1,. 
l *9 j 3 
then n( i+ 1) creates a new subsequence Si+l with Wj+l= v( i + 1). 
The First Fit Arrangement (FFA) of *TT is defined as the result S,, . . . , Sk of the 
application of the First Fit Algorithm to the permutation m. 
It is not hard to see that this First Fit Algorithm is optimal, i.e., the number of 
increasing subse x(G,). It turns out that x(G,) = o(G,) (and 
K(G,) = a(Gm)) gorithm applied to T’ = (n(n), . . . , r(1)) yields 
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~(G,)insteadofX(G~).Thus,also CLIQUE,PARTITION INTO CLIQUES~~~INDEPE~J- 
DENT SET (problems [GT 191, [GT 151 and [GT 2Q]) are solvable by this algorithm 
in time 0( n log n) for given permutation n: Since each induced &graph of a 
permutation graph is itself a permutation graph and x( G,) = o(G,), permutation 
graphs are perfect graphs (cf. [9] for this notion). 
Throughout this paper we will assume that for permutation graphs a defining 
permutation is already given. In [13] it is shown that a defining permutation can 
be constructed in 0( n2) steps. By n we always denote the number of vertices and 
by m the number of edges of the graph. Recently, many graph problems on 
permutation graphs were studied. Among them there are several variants of the 
don-&;l*,ing set problem ([GT 21 of [8], cf. also [ll]). In [7] and independently in 
[2] it is shown that the dominating and independent dominating set problem can 
be solved in polynomial time using dynamic programming and ‘structure properties’. 
Furthermore, in [2] polynomial time solutions for the feedback vertex-set problem 
([GT 71 of [8]) and the minimum node-deletion bipartite subgraph problem on 
permutation graphs and also for crossing number, Hamiltonian circuit and Hamil- 
tonian path on bipartite permutation graphs are given. In [14,15,16] one can find 
also polynomial time solutions for several problems on bipartite permutation graphs. 
In [4] are contained polynomial time solutions of the Steiner tree problem and the 
connected domirra ping set problem and [ 31 gives a polynomial time solution for the 
dominating cycle problem on permutation graphs. 
This paper is organized as follows: Section 2 contains an algorithm which solves 
the minimum weight independent dominating set problem on permutation graphs 
in 0( n2) steps which improves the time bound given in [7]. 
Section 3 gives a polynomial time solution of the feedback vertex set problem on 
permutation graphs (the result is contained without proof in [2]). 
Section 4 investigates dominating clique problems with and without nonnegative 
vertex weights for perfect, comparability and permutation graphs, where it is shown 
that the existence problem DOMINATING CLIQUE (which is defined in Section 4) is 
NP-complete for special perfect graphs and the weakly triangulated graphs, whereas 
using structure properties we obtain polynomial time solutions for comparability 
and permutation graphs. 
2. The weig in ent inatio for 
DOMINATING SET= {(G, k) : G = ( V, E) is an undirected graph and k a positive 
integer such that there is a V’S V with 1 V’I s k and 
for all x E V - V’ there is a y E V’ with {x, y} E E} 
(problem [CT 21 of [8]) asks for a vertex set V’r V of minimum size which has 
edges to all remaining vertices-a so-called dominating set. 
DOMINATING SET is NP-complete, and i 
to dominating sets which are also indepen mplete, even for the 
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restriction to split and bipartite graphs and hence for comparability graphs (cf. [7] 
for references). 
We consider not only the decision problem but also the problem of constructing 
a minimum cardinality independent dominating set and abbreviate this problem by 
MCIDS. A polynomial time solution of the problem MCIDS for permutation graphs 
was given independently in [2] and [7]. Farber and Keil[7] use dynamic program- 
ming to present an O( n3) algorithm for the problem which is working on a permuta- 
tion diagram and has the same time bound also in the weighted case when each 
vertex has a nonnegative weight. Qur algorithm works only on a defining permuta- 
tion. It solves the problem also for real vertex weights and is much easier to implement 
than the one of [7]. It is a modification of the algorithm contained in [2] which 
y&ids the time bound O(n2) only for the minimum 
algorithm makes use of the following simple property. 
ma 2.1 (Berge [I]). For undirected graphs G = ( V, E) 
are equivalent : 
(1) V’ C_ V is an independent dominating set; 
(2) V’S V is a maximal independent set. 
cardinality problem. The 
the foZZowing two conditions 
Thus the MCIDS problem can be reformulated as a minimum maximal independent 
set problem. Since, obviously, independent sets in permutation graphs G, corre- 
spond to increasing subsequences of T [6], one has to search in w for a maximal 
increasing subsequence (abbreviated mis) of w with minimum length in order to 
solve the MCIDS problem. 
In the weighted case we search for such a sequence of minimum weight instead 
of minimum length. If 7r is a defining permutation of a permutation graph G and 
w(i) is the real weight of vertex i, then, for every initial segment 
7r(1),7r(2),...,7r(i),i=l,2, . . . . n, of ?r, the algorithm determines the minimum 
weight c(i) of an mis of v(l), w(2), . . . , w(i) containing T(i) as rightmost element. 
Now we give the algorithm itself, which works on a defining permutation of a 
pesmutation graph with real vertex weights. 
(minimum weight of an independent dominating set). 
Stage 1 (computation of c(l), c(2), . . . , c(n)) 
(0 
start with t = 0 and c(i) = w(m( i)) 
c(i) = w(?r(i))+c(j) 
e n(i)> r(j)> tXI t 
c(i)=min(c(i), w(T(i))+c(j)} 
e 
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r /now all c(i) are computed and we check whether they correspond to 
maximal increasing subsequences/ 
Stage 2 (computation of the minimum weight of an mis of T) 
(14) start with s = ?r(n) and minweight = c(n) 
(13 r i= 
(16) if 7r( i) > s then do 
(17) minweight = min{minweight, c( 1)) 
(18) s = q(i) 
(19) endif 
(20) endfor /minweight is now the minimum weight of an independent dominat- 
ing set in G,J 
Theorem 2.3. Algorithm 2.2 computes the minimum weight of an independent dominat- 
ing set for an n-vertex permutation graph with real vertex weights in time 0( n*). 
Proof. Algorithm 2.2 stops after O(n*) steps since the inner loop of Stage 1 is 
executed at most n* times and all statements in the loop can be carried out in 
constant time. Obviously, Stage 2 is executed in time O(n). 
Now to the correctness: consider Stage 1 of the algorithm. For each & 
11 2 n}, c(i) is computed. In fact, 
c(i) ‘wil; ‘never have been changed. 
when the outer loop is finished for i, then 
After finishing Stage 1, c(i) is the minimum weight of an mis of 
4fJ, w(2), l l l 9 m(i) which contains m(i). 
Proof. We prove this by induction: clearly, the claim is fulfilled for i = 1 with 
c(l)= w(?r(l)). 
Assume now that for all j E { 1,2, . . . , i - 1) the claim is fulfihed for c(j). The 
initial part 7r(iI), v( i2), . . . ) T( i,) of each mis m( iI), 7r( i2), . . . , v( i,), m(i) is itself an 
mis of 71=(l), 7r(2), . . . , v(i,) except in case the initial part is empty. Assume that 
&), 7di2), l l l 9 7r( i,) is an mis of rr( l), 7r(2), . . . 9 ?r(i,). Then m(i,), 7r( i2), . . . 9 
77( ii,), w(i) is an mis of w(l), 7r(2), . o . , w(i) iff 
(1) &)<n(i) and 
(2) there is no k with jr < k < i and 7r( iI) < v(k) < 7r( i) satisfied. 
7r(i) is an mis of 7r(l), 7~(2), . . . , v(i) iff rr( j) > (i) holds for all j < i. More 
formally we have to show that the algorithm computes 
w(n(i)) if n(j)> w(i) for all j< i, 
c(i) = 
w(7r(i))+min{c(j):j<iA?r(j)<rr(i) 
I\ &(j<k<i+(?r(k)<?r(j)v~(k)>~(i)))) 
otherwise. 
The initialization in step (2) ensures t et c(i) = w(rr(i)) i ecase r(j)> r(i) 
for all j < i. Only j with rr( j) < r(i) are checked in the inner loop because of the 
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conditions in step (4j and (7). The maximality of a corresponding subsequence is 
guaranteed by decreasing j from i - 1 to 1 and using l: 
The condition t = 0 in step (4) is satisfied for the greatest j with r(j) < rr( i) and 
therefore we have m(k) > rr( i) for all k with j c k < i. 
After performing step (6) we use t to indicate the current maximum value of a 
left neighbor of w(i) in an mis for values of j which are already checked (step (6) 
and (9) update t). However, we have that (21 is not satisfied if 7r( j) < t holds since 
t = n( ko) for some k. with j c k. c i implies er( j) < q( k,-J < v(i). In the case w(i) > 
?r(j) > t, it holds that 7r( j) > t 3 r(k) or m(k) > m(i) for all k with j < k < i since t 
is the maximum value v(k) of an elemerizt k with j < k < i. 
This completes the proof of our claim. ‘a 
Now a subsequence of T( l), ?r(2), . . \ hich is maximal increasing, contains 
m(i) and has weight c(i) is an mis of m iti there is no l> i with 7r( i) < w(l). Stage 
2 determines exactly the minimum over such val u s of c(i) since s = max{ w( j) : j > i} 
holds whenever step (16) is carried out. 
Lemma 2.1 verifies that we have to check the maximal increasing subsequences 
of7R cl 
By the use of pointers from i to such a j c i with c(i) = w( v( i)) + c(j), it is also 
possible to construct a minimum weight independent dominating set in time 0( n2) 
as follows. 
We only follow a pointer from a vertex s with c(s) = minweight (after finishing 
Stage 2) until we come to a vertex without pointer. The passed vertices form an 
independent dominating set with minimum weight in G,. 
3. e minimum back vertex set problem for permutation graphs 
Let G = ( V, E) be an undirected graph. The set V’s V is a feedback vertex set 
(fvs) of G iff the subgraph ( V- V’) of G induced by V - V’ is cycle-free, i.e., V’ 
contains at least one vertex from each cycle in G. 
FEEDBACK VERTEX SET = {(G, k) : G = ( V, E) is an undirected graph and 
k is a positive integer such that there 
is an fvs V’G Vof G with IV’lsk} 
(abbreviated FVS) is known as an NP-complete problem-in [8] it is formulated 
for directed graphs under [GT 71, and a trivial reduction from VERTEX COVER [GT l] 
shows that the problem is NP-complete also for undirected graphs (even bipartite 
ones). 
FVS is similar to a domination problem and we will show here that, similarly to 
domination, VS is solvable in polyno ermutation graphs using a 
rogramming approach. 
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If V’ is an fvs of G = ( V, E), then ( V - V’) is cycle-free and therefore bipartite. 
A permutation graph G, is bipartite iff the First Fit Arrangement (FFA) of 72 
yields a partition of 7r into at most two increasing subsequences S, , Sz (as mentioned 
in the introduction, x(G,) is equal to the number of increasing subsequences of 
the FFA of v). 
ropositio (Brandstgdt, Kratsch [2]; 
G, = (S, , S,, E) is cycle-free $7 the FFA 
edges between S1 and S, cross each other. 
Spinrad et al. [ 151). The bipartite grape 
S-, S2 of m has the property that no two 
Now assume that, as in Section 2, the graph G, is given by a defining permutation 
7~ We say that a subsequence 7~’ of v has property (*) 
iff the FFA of V’ has at most two increasing subsequences S,, S, and no 
two edges between S, and S, cross each other. 
Thus, (G,, k) E FYS iff there is a subsequence 7~” of v with +‘= n( il) . . . n( ik) and 
the remaining subsequence 7~’ = 7r - n” has property (*). 
For the FFA S,, S, of I . . . I we define the following local parameters 
which turn out to be useful for checking property (*): 
m,= 
I 
max S1 (the rightmost element of S,) if S, = 8, 
0 otherwise; 
m2= 
I 
max S, (the rightmost element of S,) if S, = 0, 
0 otherwise. 
If m2 # 0, then let t be the moment when the First Fit Algorithm inserts m2 into S2. 
At this moment the current maximum r of S, is larger than m2. Therefore, m2 has 
an edge with r and this is also the rightmost edge in the FFA incident to m2. Note 
that, for the FFA S1, S2 of 7r( j,) . . . T( j,,,), it does not necessarily hold that r = ml. 
1 
current maximum of S, when m2 is inserted into S2 if m2 Z 0, 
r 
= 0 otherwise; 
the rightmost element of S, on the left of r 
S = 
i 
if r # 0 and there is such an element in S, , 
0 otherwise; 
the rightmost element of S, on the left of ml 
I= if m, # 0 and there is sue 1, 
0 otherwise. 
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“2 
Fig. l(a). The parameters of the FFA of ?r(j,) . . . ?r(j,,,) r(jnl+*) will be inserted into S,. 
S’ S r c “71 
Sl 
m 2 (h+l) 
Fig. l(b). ?r(.j,,,+,) would be inserted into S2, but it causes a crossing of edges (there is an s’ on the left 
of s with an edge to ?r&+,)). 
sition 3.2. Assume that 7r( j,) . . . w( j,,,) has property (*). Then 7r( j,) . . . m( j,,,,,) 
has also property (*) iff one of the following cases is fulfilled for the parameters 
ml, m2, r, s, 1 of the FFA of 7r( j,) . . . ?r( j,,,) and for n( j,,,+,): 
Case 1: n(jm+*) > ml; 
Case 2: ml > w( j,,,+,) > m2 and rr(j,,,+,) > s. 
roof. n(j,) . . . rr(j,,,) does not have property (*) iff the insertion of rr(j,+l) 
would cause a crossing of edges or a third level Ss of the FFA. 
A third level & # 0 is caused by 7r( j,,,+,) < m2. A crossing of edges is caused iff 
ml > n(j,+,) > m2 (i.e., djm+l ) will be inserted into S2) and there is an S’E S, on 
the left of r with s’> ?r(j,+l ). But if there is such an element s’, then, because of 
s’ < s, also s > rr( j,,,); i.e., a crossing of eilges is caused iff ml > n( jm+,) > m2 and 
s > r( j,,,+,). It is easy to see that the remaining cases where w( j,) . . ,. g( j,,,) has 
property (*) are the Cases 1 and 2 listed in Proposition 3.2. E 
3.3. If n( j,) . . . n( j,,,) has property (*) and parameters tz, 4 IQ, r, s, 1 of 
its FFA and rr(j,) . . . ?r(j,,,+,) also has property (*), then the parameters 
m:, rni, r’, s’, 1’ oj* the FFA of n(j,) L . . g( j,,,+l) can be determined as foblows : 
Case 1: For g( j,,,+,) > ml: 
m’,=rr(j,+,), mi=m,, r’=r, s’=s, l’=m,; 
Case 2: For m, > r( j,,,) > 2 and n( j,+,) > s: 
I 
1 
= 
19 
!+ rr(j,+!), r’= ml, s’= 1, l’=l. 
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roof. If rr(j,,+J > ml and thus n(j,+,) is inserted into S1 9 then, clearly, the only 
change is rni = w( j,,,+;) and 1’ = ml. If m, > T( j,+l) > m2 and thus 7r( j,,,+l) is inserted 
into S2, then ?r(j,,,+l ) has an edge with ml and thus r’= m,, s’= 1. Furthermore, 
rni = w( j,+l). The values of rni and 1’ remain unchanged. Cl 
The dynamic programming approach now uses ‘states’ with the following six local 
parameters with values from (0, 1, . . . , n}: (s, r, 1, ml, m2, k), where s, r, 1, ml, m2 are 
the parameters of the FFA of rr(j,) . . . m(j,)- a sequence of elements not in the 
fvs V’, and k is the number of elements which are already in V’. If g(l). . . n(i) 
are already processed, then the result can be described by such a state because of 
Propositions 3.2 and 3.3. 
Assume that states sl = (s, r, 1, ml, m2, k,) and s2 = (s, r, 1, ml, m2, k2) with kl < k2 
are both the result of processing T( 1) . . . w(i). Then, for processing rr( i + 1) . . . r(n), 
only sl is of interest since it has a better value k, of elements in V’. 
Now we describe the algorithm which makes use of the following notations: For 
y=(y, ,..., y+{O, l,..., n}6 let 
and 
l *9 n(i) are already processed, then thz element W( i + 8) should be pro- If 40, 
cessed by the help 
parameters: 
of* the following functions which describe the change of the 
proj~..Ay~ = (vl 9 . . l 9 YA 
(1) w(i+l)E V’: 
OMIT((S, r, 1 
(now the number of elements in V’ is increased by 1). 
(2) T( i + 1) ti V’: This is possible only if, for m( i + 1) and state (s, r, 2, ml, m2, k), 
Case 1 or 2 of Proposition 3.2 is fulfilled. The new states arising from this are 
INSERT((S, r, I, ml, m2, k), ?r(i+ 1)) 
I 
(s, r, ml, w(i+l), m2, k) if v(ifl)> ml, 
= (l,m,,l,m,,?r(i+l),k) ifm,>?r(i+l)>m,an& T(ifl))S, 
0 otherwise. 
In order to exclude states sl , s2 with proj,.._,(s,) = proj&s2) and proj&) f 
proj&), the algorithm uses arrays A, B with direct access where, 
proj,...,(s), the smallest value k of the sixth component of all states 
proj,...,(s) is stored. In this way a set of (n + 1 )5 states can e stored in the array 
or 113. 
ifining permutation 7r = (7r( 1) . . . 7r( n )) of a I-;rmutation graph 
Outpub: f--the minimum cardinality of an fvs of 6,. 
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(1) /Stage O/ Lo= {(O,O, O,O,O, G)}, A =0, B = ((O,G, 0, 
/A an8 B are arrays hr the const,rwt,isrz, d L; from 
(2) for i= 1 to n do /Stage i/z 
(2.1) construct Li from Lj_l as follows: 
for each x E B determine INSERT& w(i)). 
/at the beginning of stage i Li-r is stored in B/ 
0. 0, 0)) 
ii-13 Ii= 1,. . . 9 n/ 
(2.1.1) 
(2.1.2) 
(2.1.3) 
(2.1.4) 
if INSERT@, v(i)) = 0 nothing is changed 
if INSERT(X, v(i)) = y and there is no u E A with proj,___,(rs) = proj& y) 
then insert y into A 
jLi=L,v(y)/ 
if INSERT(X, w(i)) = y and there is a u E A with proj,__.,( u) = proj,_._,( y ) and 
proj,( u) > proj,( y) then replace u by y in A 
/ y has the better value; Li = (Li - {u)) LJ ( y)/ 
INSERT(X, n(i)) = y and there is a u E A with proj,___,(u) = proj,_._,( y) and 
proj,( u) c proj,( y) then A remains unchanged 
/u has the better value/ 
(2.2) for each x E B determine OMIT(X, w(i) j =y. NW carry out (2.1.2), (2.1.3), 
(2.1.4) for y = OMIT(X, w(i)) instead of y = INSERT(.K, w(i)). 
(2.3) , B = A, A =fl, goto (2) 
(3) f = min{proj,(x) : x E L,} is the output. 
/at the end of Stage n after step (2.2), L, is stored in Al 
Theorem 3.5. Algorithm 3.4 constructs in O( n6) steps the minimum cardinality of an 
fvs of an n-vertex permutation graph G,. 
roof. Assun~e that G, has a minimum cardinality fvs F = { n( i,), . . . , T( if)} and 
7r-- F= { .r(j& . . . , r&J). Then (7~ F) is a cycle-free permutation graph and 
therefc;i;-, according to Proposition 3.1 the WA S1, S2 of IT - F contains no crossing 
edgeq. Thus the application of INSERT(X,, T(~&,...,INsERT(x,,+ ?r(j,,_J) in 
Stages j, , . . . ,jn+ is possible for suitable xl, . . . , x,,+- and yields a state .x in L, 
Xwith last component proj6(x) = f (in Stages i1,. . . , b apply OMIT ( )-only in these 
stages the last component can be increased by 1). 
Now to the converse direction: Assume that there is an element x E L,, with 
pro&(x) =j -We show by induction that the following proposition holds for ali 
iE{O,...,n}: 
(**) if x E Lj and proj,(x) = k, then there is an fvs V’ of ({ r( I), . . . , m(i)}) with 
1 V’l = k. 
FVoof: Obviously for i=l the assertion is true since L, = 
, 0, 0, 0, 0, 1)) and the trivial graph ({ TT( 1))) is cycle-free. 
t the assertion is true for all stages Lj, j < i, and x E Li with proj,(x) = 
k. Then there are the following cases: 
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c .a x= ‘I INSERT(X', n(i)) for an X’ E L,_+ Then proj,(x’) = proj,(x) = k, x’ E Li_l 
and therefore, ((g(l), . . . , m( i - 1))) has an fvs V’ with IV’1 = k. Since 
INSE::'F (.X', r(i)) = x, V’ is also an fvs for ({n(l), . . . , r(i)}) and thus (**) is fulfilled. 
(2) X=OMiT(X', v(i)) for ail X'E Li-1. Then proj,( x) = proj,( x’) + 1. Therefore, 
({V(!),...,rr(i- 1))) has an fvs V’ with 1 V’I = proj,(x’) and V’ v {m(i)} is an fvs 
for ({?r(l), . . . , IcT( i)}) which shows (**). 
Thus (**) also holds for i = n, and minimizing over the last components of states 
in L, yields f--the minimum cardinality of an fvs of G,. 
As to the time bound we have to proceed as follows: Each set Li constructed in 
Stage i contains at most O(d) states since, by the use of the arrays A, B, the first 
five components of states in Li uniquely determine the sixth component and each 
component varies between 0 and n. S&e each x E Li-1 can produce at most two 
elements y,, y2 of Li and since this Lnd the access to A and B can be done in 
constant time, we have a time bound 0( n5) for each stage and a tinic bound 0( n”) 
for the whole algorithm. Cl 
Remark 3.6. (a) Not only the cardinality of a minimum feedback vertex set but 
also such a set itself can be constructed within O(d) steps. This can be done by 
the use of pointers. 
(b) If the vertices are weighted, the same method can be applied with k-the 
last component-equ& to the sum of the weights of already omitted vertices. 
4. Dominating clique problems for parability and permutation graphs 
We consider undirected graphs and ask for such cliques which are dominating. 
While every graph has an independent dominating set this is not true for dominating 
cliques and in [2] it was shown that the existence problem-whether a given graph 
has a dominating clique -is NP-complete. Therefore, also the problem of finding 
a minimum or maximum cardinllity (respectively weight) dominating clique of a 
given graph (if there is one) is NP-hard. 
In this section we allow only nonnegative real vertex weights and we investigate 
the dominating clique problems mentioned above restricted to perfect, comparability 
and permutation graphs. 
Perfect graphs G = ( V, E) are defined by the property that for all vertex sets 
V’E V the subgraph (V’) induced by V’ fulfills 
Comparability graphs are such graphs which have a transitive orientation 
edges, i.e., an undirected graph G = ( V, E) is a comparabi h ilI there is an 
orientation F of E such that F is transitive as binary relation: 
A (ifu+ VE F an 
u,v,wfZ v 
(cf. [9] for this notion). 
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First we strengthen the NP-completeness of the existence problem from [2] to 
weakly triangulated graphs as follows. 
4I. e existence problem DOMINATING CLIQUE for perfect graphs 
DoMIN.4TINGCLIQUE =Def{ G: G = ( K E) is an undirected graph and 
there is a clique C s V for which, for all 
x E V- C, there is a y E C with {x, y} E E}. 
tVe show tB NPc6~~pleteness of the existence problem for perfect graphs by 
proving it for a ~ubc~~~s, theweakly triangulated graphs. 
A graph that does not contain an induced chordless cycle of length greater than 
4 and also does not contain the complement of such a cycle is called weakly 
triangulated. Hayward has shown that weakly triangulated graphs are perfect [ 101. 
Theproblem DOMINATING CLIQUE remains NP-complete when restricted 
to weakly triangulated graphs (and therefore also for pe$ect graphs). 
roof. We reduce MONOTONE BAT (mentioned in the comments to BAT [LO 21 in 
[S]) to the following problem: Let hb be an instance of MONOTONE SAT, i.e., 
=N,hH+-• A H, is a conjunction of clauses of the form 
Hi = (Xt’I V X22 V X23) for ‘Yij E: (0, 1) 
and either all ail = 0 or all ai, = 1 (each clause contains either only negated or only 
unnegated variables). H contains the variables x1, . . . , xl. As usually, xp means -Xi 
and xi means xi. 
We construct a graph f(H) = ( V,, EH) by 
and 
= W i:i’l,..., m}U{Xj:j=l,..., l}U{-Xj:j=l,..., 1) 
EH ={(X>, Hi) : X~J is a literal in Hi} 
u((x~l,x~~):j= 1,.,.,&k = 1, . . . . l,j# k, tYj, a&G, ;li* 
Notice that (Xj, -Xj)BE for all j=I,...,Z. 
Let S’ be a truth assignment satisfying H : S(H) = 1. If hereby S(x,) = aj, j = 
1 f...9 I? then C=(x,"l:j= l,.. . . 2) (the literals with value 1) is a clique and a 
dominating set in f(H): for each clause Hi there is a literal with value 1 under S. 
This literal is contained in C and has an edge to Hi. All other nodes of V, - C zre 
causeof(xj, mXj)ti E forj=l,. . . ,1, 
ore, C can contain at most one of the Hi since 
tains such a vertex 
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For the X? which OCCUT in C, let now S(Xj) = aj be a truth assignment. Since 
H 19*-*, H, is dominated by C, we have S(H) = 1. It is not hard to see that each 
graph ,“(H) neither contains a chordless cycle of length greater than 4 nor a 
complement of such a cycle. q 
4.2. Dominating clique problems for comparability graphs 
Let us first consider the restriction of DOMINATING CLIQUE to comparability 
graphs. 
Lemma 4.2. If a comparability graph G has a dominating clique, then G also has a 
dominating clique with at most 2 vertices (which are source and sink in a transitive 
orientation). 
Proof. For a comparability graph G = ( V, E) let F be a transitive orientation of the 
edges E of G. F defines a partial ordering on V: 
uxv iff u + veF. 
If C=(CI,..., c,,} is a (dominating) clique in G, then C forms a chain c1 < c2 < 
l =- ic, in[V, <]. 
Because C is a dominating set for each u E V - C, there is a cj E C with { ci, u} E E. 
If ci < u, then also c, i u, i.e., {cl, u} E E. If ci ) u, then also u < c,, i.e., {c,,, u} E E. 
Therefore, {cl, cn} is also a dominating clique in G. Cl 
By Lemma 4.2, a straightforward algorithm can solve the minimum weight proble.;n 
and therefore also DOMINATING CLIQUE in time O(n l m): First check whether there 
is a dominating single vertex, i.e., a vertex u which is adjacent to all vertices of 
V- {u}. This can be done in time 0( PI+ m). Then for all edges {u, v} E E we test 
whether {u, v) is a dominating set by examining both adjacency lists in time O(n). 
Now, with regard to the maximum weight problem with nonnegative real vertex 
weights, we mark the following: Let F be a transitive orientation of a given undirected 
comparability graph G = (V, E). We consider the digraph GF = (V, 6;). Each 
maximal (dominating) clique in G corresponds to a path 
c + gB 
0 -1 
+ ra* + l . . + 91. 2 t 
-1 -K - 
in GF, where s is a source and t a sink in GF. Furthermore, each maximum weight 
clique is also a maximal clique. Now, let S be the set of all sources and T be the 
set of all sinks in GF. Then we have +,he following lemma. 
3. If for s E S and t E T(s, t) e F, then neither s nor t are contained in any 
dominating clique. 
. It is clear that {s}, {t} and (s, t} are not dom ting cliques if (s, 0 e f? 
ssume that t is contained in a dominating clique C. en there is a v E C such 
that (v, t} is also a dominating clique. Since s is also dominate 
(9: v) E (v, t) E F, thus (s, t) E e same contra 
assume that s is contained in a dominating clique. q 
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Let 
Y=(s:s~Sh /\ ((s, t)~ F)}, 
tET 
T’={r: tE TA A ((s, t)~ F)}. 
SES 
Now, a maximum weight dominating clique can be found by determining a heaviest 
path between any dominating clique {s, I), s E S’, P E T’. This is done as follows. 
( maximum weight dominating clique) 
(1) maxweight = -1 
(2) compute a transitive orientation F of G and determine the set S of sources and 
the set T of sinks; determine S’ and T’ as above; 
(3) for every vertex t E T’ Bo 
(4) determine V: = {v : v E V A :here is an edge from v to t (i.e., there is a directed 
path from v to t)} 
(5) if 0, = {s : s E S’ A {s, t} is a dominating clique in G} is nonempty 
en compute with Algorithm 5.4 of [PJ the cumulative weight Wt( V) on the 
induced subgraph ( Vi) 
/(this is step (1) to (4) of the procedure MAXWEIGHT CLIQUE (Algorithm 5.4 
in 19])/ 
(7) if there is a vertex s E Q with Wt( s) = max,, Vi W,(v) > maxweight 
(8) then with the help of the pointers in Algorithm 5.4 produce a dominating 
clique M with W(K) = Wt( s) and update maxweight = Wt(s) 
/(now we use steps (5) to (IO) of Algorithm 5.4)/ 
eorem 4.5. T?re maximum weight dominating clique problem for comparabi!ity graphs 
is solvable in 0( n l m) steps. 
roof. For correctness, notice that the application of [9, Algorithm 5.41 on (Vi) 
produces a cumulative weight W,(v) which is equal to the weight of a heaviest path 
from v to t. So, for each source s, Wt( s) is the maximum weight of a clique which 
contains s and t. 
Now, the stated time bound is proved as follows: A transitive orientation F for 
a comparability graph can be produced in time O(n*) [13]. The set Vi can be 
determined in linear time with a Breadth-First Search where the edges are passed 
in the opposite direction and the start vertex is t. All dominating cliques and therefore 
Q for all? t c T’ can be found in time O(n l m) as we have seen above. Following 
a remark in [9] Algorithm 5.4 can be implemented in linear time. Steps (4) to (8) 
are carried out a+ most n times. So the whole algorithm has the time bound 
O(n-m). III 
clique problems for permutation graphs 
is time bound to 
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.6. For i < k the set (r(i), r(k)) is a dominating clique in G, iff the 
following conditions are fuljilled: 
(1) v(i)> r(k), . . 
(2) for all j 3 k, 9r( j) (. I, 
(3) for alljsi,Ir(j)> w(k). 
Now AJgorithrm 9.7 sear&es for all pairs which fulfil (I), (2) alma (3). Notice that 
(3) holds iff w(j) < min{ r( I), l l l , w(i)]. 
Algorithm 4.7 (minimum weight dominating clique in permutation graphs) 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(W 
(11) 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
start with S = Q) and minweight = 2 maxi= I,__.,, w( ?r( i)) + 1 
for every vertex U, check whether {v} is a dominating set; if this is true and 
w(v) < minweight then minweight = w(v) and S = {v}. 
i=l,a=n 
/We now check the pairs; a will be the minimum of ?r( 1 j, . . . 9 r( i - l)/ 
a = min{ ?r( i), a} 
k=n 
if w(k)> w(i) goto (14) 
/i must be increased/ 
if r(k) < a do 
/{a=(i), w(k)} is a dominating clique/ 
if w(?r(i))+ w(?r(k)) cminweight t 
minweight = w(M) + w(n(k)) 
S = {z(i), z(k)} 
endif 
endif 
if k> i+l then k= k-l and goto (6) 
i= i+l 
if i < n then goto (4) 
if S = p) then STOP with answer ‘no dominating clique exists’ 
else STOP 
/S is a minimum weight dominating clique/ 
heoaewa 4.8. 7%e minimum weight dominating clique problem &for permutation graphs 
can be solved in time 0(n2). 
Correctness: f a k occurs which fulfils ?r(k) > ar( i), then, for a k’ with 
i < EC k, condition (2) cannot be satisfied fer the pair n(i), Q-(C). 
do not check such 
(3) in step (7) and 
algorithm. The time bound is straightforward and therefore its proof is omitted. II 
A&withm 4.11 (DOMINATING CLIQUE for permutation graphs) 
(1) 
(2) 
(3) 
(4) 
(9 
start with j=n and i=l. 
Y = fij 
X =mi 
is x to the left of y? not STOP. 
/There is no dominating clique/ 
not then j = j - 1 and y = fij and goto (4) 
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Algorithm 4.7 can also be used to solve the dominating clique existence problem 
for permutation graphs. But for a given defining permutation we can decide 
DOMINATING CLIQUE more efficiently. 
Let N={l,2,..., n}. Define the initial segment 1m(i) = (I, . . . w(i)) and the 
final segment F*(i) = (g(i), . . . w(n)). In the following we need a list 
(max &r(i), min FY(i))iG N. Let lyti = max Iv(i) and fii = min Fwci>, i E N. 
Proposition 4.9. If the subsequence (pY( i), n(j)) of 7t is a dominating clique of G?,, 
then also (max I=(i), min F,(j)) is a dominating clique of GW. 
Thus we can restrict the search for dominating cliques to pairs with the first 
component from (mi)ic N and the second from (fii)iEN- Define 
i 
F =(iij) where j, is the smallest jt, < i 
R 7r(i) = such that ?r( j) < m(i) for all j a j& 
0 if there is no such jb 
(the longest final segment of ‘II which 3s majorized (and thus dominated) by v(i)) 
and 
I 
Mi0) 
where jO is the largest jb < i 
L m(i) = 
1 
such that n(j) > w(i) for all j S j& 
0 if there is no such jb 
(the longest initial segment of 7r which majorizes (and is thus dominated by) m(i)). 
&i, (L,(i)) can be given by its left (right) boundary: Let r*(i) denote the leftmost 
element of R,(i) and let Zr( i) denote the rightmost element of L,(i), i.e., 
R Ir(i) = Em(i) and L,(i) = II,,(~,* 
If R,(i) = 0 (L,(i) = !8), then rm(i) (l=(i)) is not defined. Notice that x E R,(i) iff r=(i) = x 
Or ‘7r(i) is to the left of x in 7~ and correspondingly for XE L,(i,. 
The following obvious property yields the strategy for the subseqL -qt algorithm. 
ropositioa 4.10. The subsequence (mi, tij) of TT is a dominating clique of Gv ifl 
fij ER,, and mi E Lfi,. 
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(6) is y E Rx? if yes then STQP 
/{x, y} is a dominating clique/ 
(7) i=i+l,x=mi,goto (4) 
Theorem 4.12. For a given permutation T Algorithm 4.11 decides in O(n) steps the 
existence of a dominating clique for G, (and constructs uch a clique if there is one). 
Proof. From Proposition 4.110 it is already clear that Algorithm 4.1 I is correct. The 
time bound mainly comes from Propositions 4.9 and 4.10 and the fact that the 
computation of the sequences (m& N, (Cj>ic N and the elements ( rmi)iE N, ( lfij)jE N 
is possible in time O(n) which can be done in a preprocessing. For ( mi)iEN and 
(fij)jEN this k dear. 
Now we discuss the computation of rmi: Here it is essentially used that these 
elements are only necessary for maxima mi and not for all n(i) (the sequence 
( ) m- I icN is increasing). A pointer p1 passes v = ( ?T( l), . . . , w(n)) from right to left 
and another pointer p2 passes m, , m2,. . . from left to right. For all mi, with mi c 
W(n), ‘?ni is not defined. If mi, > w(n), then pl goes to n(n - 1) and tests mi, > 
w(n - 1). If yes, then I-i goes to ?r(n -2) and tests mi,> r(n -2) and SO on until 
the last 7r( j) to the right of mi, with this property is found-this is rmi . Then the 
1 
search continues for mil+l and so on. 
This takes only O(n) steps since both sequences have length n and in each step 
one of the pointers is moved and two positions and two elements are compared. 
Here it is essential that (mi)ieN is increasing. The computation of lfi,, j = 1, . . I , n, 
is possible in an analogous way. Cl 
For the maximum weight dominating clique problem on permutation graphs the 
best solution which we know is using Algorithm 4.4 with time bound 0( n l m). 
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