Abstract. We previously proposed the first nontrivial examples of a code having support t-designs for all weights obtained from the AssmusMattson theorem and having support t ′ -designs for some weights with some t ′ > t. This suggests the possibility of generalizing the AssmusMattson theorem, which is very important in design and coding theory. In the present paper, we generalize this example as a strengthening of the Assmus-Mattson theorem along this direction. As a corollary, we provide a new characterization of the extended Golay code G24.
Introduction
Let D w be the support design of a binary code C for weight w. If D w is a t-design (t > 0) obtained from the Assmus-Mattson theorem, C is said to be applicable to the Assmus-Mattson theorem. Let δ(C) := max{t ∈ N | ∀w, D w is a t-design}, s(C) := max{t ∈ N | ∃w s.t. D w is a t-design}.
If C is applicable to the Assmus-Mattson theorem, δ(C) ≥ t. We note δ(C) ≤ s(C). In our previous paper [17] , we considered the possible occurrence of δ(C) < s(C). If C is an extremal Type II code, there is no known example of δ(C) < s(C). In [18] , we found the first nontrivial example of a code having support t-designs for all weights obtained from the AssmusMattson theorem and having support t ′ -designs for some weights with some t ′ > t. This suggests a possibility to generalize the Assmus-Mattson theorem. Herein, we strengthen the Assmus-Mattson theorem along this direction.
One of the motivations for this research is that the Assmus-Mattson theorem is one of the most important theorems in design and coding theory. Assmus-Mattson-type theorems in the theory of lattices and vertex operator algebra are known as the Venkov theorem and the Höhn theorem [19, 12] . For example, E 8 -lattice and moonshine vertex operator algebra V ♮ provide spherical 7-designs for all (E 8 for all m [15, 19, 20] . Therefore, it is interesting to determine the lattice L (resp. vertex operator algebra V ) such that L m (resp. V m ) are spherical (resp. conformal) t-designs for all m by the Venkov theorem (resp. Höhn theorem) and L ′ m (resp. V ′ m ) are spherical (resp. conformal) t ′ -designs for some m ′ with some t ′ > t. This work is inspired by these facts. For related results, see [4, 5, 6, 7, 13, 16, 17] .
Here, we explain our main results. Let C be a binary [n, k, d] code and 1 n ∈ C. Let C ⊥ be a binary [n, n − k, d ⊥ ] dual code of C, and let us set C u := {c ∈ C | wt(c) = u}. Note that d ⊥ is even since 1 n ∈ C. We always assume that there exists t ∈ N that satisfies the following condition:
This is a condition of the Assmus-Mattson theorem (see Theorem 2.1).
Let D u and D ⊥ w be the support designs of C and C ⊥ for weights u and w, respectively. Then, by (1.1) and Theorem 2.1, D u and D ⊥ w are t-designs for any u and w, respectively. Thus, C is a code that is applicable to the Assmus-Mattson theorem.
The main results of the present paper are the following theorems. Let C be applicable to the Assmus-Mattson theorem. Then, we impose some restrictions for d ⊥ and t. Theorem 1.1.
(1) If C is applicable to the Assmus-Mattson theorem (6, 3) , or (8, 5) .
By Theorem 1.1, if C is applicable to the Assmus-Mattson theorem with
For cases where d ⊥ − t = 3, the following theorem gives a criterion for n and d such that δ(C ⊥ ) < s(C ⊥ ) occurs. Theorem 1.2. Let C be applicable to the Assmus-Mattson theorem with (d ⊥ , t) = (4, 1) or (6, 3) . If the equation
This theorem provides a strengthening of the Assmus-Mattson theorem for some particular cases. In Section 4, we discuss the parameters n and d that satisfy the condition in the theorem 1.2. In particular, we show the following corollary: Corollary 1.3. Let C be applicable to the Assmus-Mattson theorem with (d ⊥ , t) = (4, 1). For n ≤ 10000, in Table B , we give the parameters n and d such that δ(C) < s(C) occurs.
Let C be applicable to the Assmus-Mattson theorem with (d ⊥ , t) = (8, 5) . Then there is no possibility of δ(C ⊥ ) < s(C ⊥ ). In fact, C must be the extended Golay code G 24 . It is interesting to note that this theorem provides a new characterization of the extended Golay code G 24 .
This paper is organized as follows. In Section 2, we give background material and terminology. We review the concept of harmonic weight enumerators and some theorems of designs, which are used in the proof of the main results. In Section 3, we give the proof of theorem 1.1. We prove theorems 1.2 and 1.4 in Section 4. Finally, in Section 5, we conclude with some remarks.
All computer calculations in this paper were done with the help of Mathematica [21] .
Preliminaries

2.1.
Background material and terminology. Let F q be the finite field of q elements. A binary linear code C of length n is a subspace of F n 2 . An inner product (x, y) on F n 2 is given by
where x, y ∈ F n 2 with x = (x 1 , x 2 , . . . , x n ) and y = (y 1 , y 2 , . . . , y n ). The duality of a linear code C is defined as follows:
2 , the weight wt(x) is the number of its nonzero components. The minimum distance of code C is min{wt(x) | x ∈ C, x = 0}. A linear code of length n, dimension k, and
, where X is a set of points of cardinality v, and B is a collection of k-element subsets of X called blocks, with the property that any t points are contained in precisely λ blocks.
The support of a nonzero vector x := (x 1 , . . . , x n ), x i ∈ F 2 = {0, 1} is the set of indices of its nonzero coordinates: supp(x) = {i | x i = 0}. The support design of a code of length n for a given nonzero weight w is the design with points n of coordinate indices and blocks the supports of all codewords of weight w.
The following theorem is from Assmus and Mattson [2] . It is one of the most important theorems in coding theory and design theory:
(1) the support design for any weight
2.2.
The harmonic weight enumerators. In this section, we review the concept of harmonic weight enumerators. Let C be a code of length n. The weight distribution of code C is the sequence {A i | i = 0, 1, . . . , n}, where A i is the number of codewords of weight i. The polynomial
is called the weight enumerator of C. The weight enumerator of code C and its dual C ⊥ are related. The following theorem, proposed by MacWilliams, is called the MacWilliams identity:
A striking generalization of the MacWilliams identity was given by Bachoc [3] , who proposed the concept of harmonic weight enumerators and a generalization of the MacWilliams identity. The harmonic weight enumerators have many applications; in particular, the relations between coding theory and design theory are reinterpreted and progressed by the harmonic weight enumerators [3, 4] . For the reader's convenience, we quote the definitions and properties of discrete harmonic functions from [3, 11] .
Let Ω = {1, 2, . . . , n} be a finite set (which will be the set of coordinates of the code) and let X be the set of its subsets, while for all k = 0, 1, . . . , n, X k is the set of its k-subsets. We denote by RX, RX k the free real vector spaces spanned by, respectively, the elements of X, X k . An element of RX k is denoted by
and is identified with the real-valued function on X k given by z → f (z).
Such an element f ∈ RX k can be extended to an element f ∈ RX by setting, for all u ∈ X, f (u) =
If an element g ∈ RX is equal to some f , for f ∈ RX k , we say that g has degree k. The differentiation γ is the operator defined by linearity from
y for all z ∈ X k and for all k = 0, 1, . . . n, and Harm k is the kernel of γ:
Theorem 2.3 ([11, Theorem 7]). A set B ⊂ X m , where m ≤ n of blocks is a t-design if and only if
In [3] , the harmonic weight enumerator associated with a binary linear code C was defined as follows:
Definition 2.4. Let C be a binary code of length n and let f ∈ Harm k . The harmonic weight enumerator associated with C and f is
Bachoc proved the following MacWilliams-type equality:
. Let W C,f (x, y) be the harmonic weight enumerator associated with the code C and the harmonic function f of degree k. Then
where Z C,f is a homogeneous polynomial of degree n − 2k, and satisfies
2.3. Some theorems of designs. Herein, we give some theorems that will be used in the proof of the main theorems.
The derived design D p of D with respect to the point p ∈ X has point set X \ {p} and block set {B \ {p}
is called a self-complementary design. Let D n/2 be the support t-design of the middle weight of a code of length n. It is easily seen that D n/2 is self-complementary.
Alltop [1] proved the following theorem.
Theorem 2.6 ([1]). If D is a t-design with an even integer t and is selfcomplementary, then D is also a (t + 1)-design.
The block intersection numbers of D are the numbers of points contained in any two blocks of D. The following theorem is obtained by known results, for example, see [ 3. Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1 (1).
3.1. Proof of Theorem 1.1 (1), Case d ⊥ − t = 1. Here, we provide the proof of Theorem 1.1; therefore, we always assume that d ⊥ − t = 1. Then the weight distribution of C is 0, n/2, n and n is even. Proof. We state that D n/2 is a self-complementary design. By Theorem 2.6, D n/2 is a t-design with an odd number t. Let S be the block intersection numbers of D n/2 . Then we have S = 1 or 2. By Theorem 2.7 (1) and (2), D n/2 is a t-design with t ≤ 3. Hence, we have t = 1 or 3. Proof. The harmonic weight enumerator of f ∈ Harm t+1 is
where a ∈ R and a = 0. Set
Then by Theorem 2.5,
where a ′ ∈ R and a ′ = 0. Then the coefficient of x 2( n 2 −(t+1)−2i) y 2i is not zero. By Theorem 2.3, (D ⊥ ) w is not a (t + 1)-design for all w.
By Lemma 3.1 and 3.2, we have Theorem 1.1.
3.2.
Proof of Theorem 1.1 (2), Case d ⊥ − t = 3. Herein, we give the proof of Theorem 1.1 (2), therefore, we always assume that d ⊥ −t = 3. Then the weight distribution of C is 0, d, n/2, n − d, n and n is even. Let
be the weight enumerator of C. Since dim C = k,
First, we show that if d ⊥ > 8 then we have the following constraints Eq.(3.2)-(3.5). By Theorem 2.2,
If the coefficient of x n−2i y 2i in W C ⊥ (x, y) is zero, then we have where X 11 (resp. X 12 ) is the coefficient of α (resp. β). Similarly, using Eq.(3.2) and Eq.(3.4), we delete their constant terms as follows
where X 21 (resp. X 22 ) is the coefficient of α (resp. β). We note that the explicit values of X ij are listed in Section A. Therefore, if C has d ⊥ > 8, then the linear equations systems
have a nontrivial solution. Hence, we have det
By a direct computation, we have
Since n = 0, 1, 2, d, 2d and d = 0, we have
The following theorem is a crucial part of the proof of Theorem 1.1 (2). where X 31 (resp. X 32 ) is the coefficient of α (resp. β). We note that the explicit values of X ij are listed in Section A. If C has d ⊥ > 8, then the linear equations systems
By a direct computation, we have Lemma 4.1.
is a positive integer for some k.
is a positive integer. 
(2) By Eq.(3.2) and Eq.(3.3), we have
Since α is a positive integer,
Since d is a positive integer, 3n − 8 must be a square number. Therefore, we have n = m 2 + 8 3 .
Since α and β are positive integers, Proof. The harmonic weight enumerator of f ∈ Harm t+1 is
where a, b ∈ R. Set
By d ⊥ = 4 or 6, the coefficient of x n−2(t+1) is zero. Hence, we have 2a
By (4.1),
By Theorem 2.3, if the equation 
is a 4-design.
Proof.
(1) We give the proof of (a)-(i). The other cases can be proven similarly. Let
Let (d ⊥ , t) = (4, 1). Then we have
Therefore, if n 2 − (4d + 6)n + 4d 2 + 32 = 0, then by Theorem 2.3, D ⊥ 6 is a 2-design. (2) We give the proof of (a). Case (b) can be proven similarly. Let n − 2d = 6 and t = 1. By (4.1),
The coefficient of x 2d−4−2u y 2u+6 in Z C ⊥ ,f is equal to
Then we have
is a positive number, the coefficient of x 2d−4−2u y 2u+6 in Z C ⊥ ,f is zero, then we have a 2u+8 = 0. Hence, by Theorem 2.3, D ⊥ 2u+8 is a 2-design. (3) We give the proof of (a). Case (b) can be proven similarly. Let n − 2d = 8 and t = 1. By (4.1),
The coefficient of x 2d−4−2v y 2v+6 in Z C ⊥ ,f is equal to
If d is a square number,
is a positive number, hence the coefficient of x 2d−4−2v y 2v+6 in Z C ⊥ ,f is zero. Therefore, by Theorem 2.3, D ⊥ 2v+8 is a 2-design. Now we give the proof of Corollary 1.3.
Proof of Corollary 1.3. Let C be a binary code of length n and minimum distance d. We assume that d ⊥ − t = 3 and 1 n ∈ C. Then the weight distribution of C is 0, d, n/2, n − d, n and n is even. For the case (d ⊥ , t) = (4, 1) and n ≤ 10000, we give n, d, and w in Table  B satisfying These examples are triply even codes of length 48, which were classified by Betsumiya-Munemasa [8] . This gives rise to a natural question: are there other examples satisfying the condition of Theorem 1.2? (4) For the case (d ⊥ , t) = (6, 3) and n ≤ 10000, there are no values n, d, and w satisfying the conditions in Proposition 4.2 and Lemma 4.1. (5) In Corollary 1.3, for n ≤ 10000, we give the parameters n and d such that δ(C) < s(C) occurs. We remark that for n ≤ 1000, Table B gives complete values such that δ(C) < s(C) occurs.
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