No matter how sophisticated the structures are and on what length scale the pore sizes are, fluid displacement in porous media can be visualized, captured, mimicked and optimized using microfluidics. Visualizing transport processes is fundamental to our understanding of complex hydrogeological systems, petroleum production, medical science applications and other engineering applications. Microfluidics is an ideal tool for visual observation of flow at high temporal and spatial resolution. Experiments are typically fast, as sample volume is substantially low with the use of miniaturized devices. This review first discusses the fabrication techniques for generating microfluidics devices, experimental setups and new advances in microfluidic fabrication using three-dimensional printing, geomaterials and biomaterials. We then address multiphase transport in subsurface porous media, with an emphasis on hydrology and petroleum engineering applications in the past few decades. We also cover the application of microfluidics to study membrane systems in biomedical science and particle sorting. Lastly, we explore how synergies across different disciplines can lead to innovations in this field. A number of problems that have been resolved, topics that are under investigation and cutting-edge applications that are emerging are highlighted.
Introduction
The flow and transport of phases and components through porous media is central to subsurface engineering applications, biological engineering technologies, energy-related research and many other disciplines. A complete understanding of the physiochemical mechanisms regarding flow and transport that occur at the length scale of micrometers is essential to the success of these technologies. In particular, the ability to manipulate fluids at the micrometer length scale is paramount. Microfluidics provides a platform to facilitate these efforts. Microfluidics deals with the study of fluids at the microscale (10 −6 -10 −3 m) by utilizing miniaturized devices. It is primarily used to study the science of fluid flow and transport phenomena in microstructures. The concept of microfluidic devices originated from technologies developed by the field of micro-electromechanical systems (MEMS) (Atencia and Beebe 2005; Verpoorte and De Rooij 2003) . There are vast applications of microfluidics, some of which include drug screening, biomedical analyses, genetics, proteomics and energy conversion (Kjeang et al. 2009; Sinton 2014) . Advantages of microfluidics include: small sample and reagent volumes, high-resolution analysis and small footprint for analytical devices (Davies et al. 2015; Trietsch et al. 2011; Whitesides 2006a) . Interest in microfluidics is dated since the late 1950s, and in the last 30 years, the numbers of publications on microfluidics have rapidly increased, reaching a total of approximately 6650 journal articles since 1991 (obtained from a refined search in Google Scholar). Nowadays, advanced fabrication methods, experimental setups and applications are continuously evolving and will continue into the unforeseeable future.
This review highlights microfluidic fabrication techniques and focuses on recent advances, such as geomaterial and membrane-based microfluidics. We also cover common visualization methods and experimental setups and emphasize different microscopic techniques that are currently available. We then discuss recent innovations relevant to porous media research across different disciplines, such as petroleum engineering and environmental engineering with a focus on hydrocarbon recovery and CO 2 sequestration, and biomedical engineering in regard to cell sorting and tissue engineering. The study of microfluidics is a vast field with over 6650 journal articles since 1991. Thus, it is neither possible nor instructive to cover all of these great works. As such, we provide a more detailed review of applications from a range of different disciplines to highlight the utility of microfluidics for porous media research. This review is intended for researchers and scientists who are new to the field of microfluidics. It introduces existing fabrication and visualization options and then illustrates examples of specific applications.
Fabrication Techniques
Silicon has been the primary material used for fabricating microfluidics devices with wellestablished processing and fabrication methods for various applications. Other materials have been used to circumvent the drawbacks from using silicon, such as the high cost and opaque nature (Gravesen et al. 1993; Haeberle and Zengerle 2007; Kim et al. 2008b; McDonald et al. 2000; Whitesides 2006b ). These materials include glass and polymeric materials, such as polymethylmethacrylate (PMMA), polystyrene (PS), polycarbonate (PC) and, the most commonly used material, polydimethylsiloxane (PDMS), due to its flexibility in molding, optical transparency and biocompatibility (Lei 2015) . Depending on the material being used, one of two primary methods is used to generate a microfluidics device: photolithography or 1 Comparison of photolithography and soft lithography techniques. Photolithography undergoes many steps in order to create one microfluidics device, whereas soft lithography uses a master mold created by photolithographic methods soft lithology, as summarized in Fig. 1 . With photolithography, the microfluidic pattern is etched into a solid substrate, typically, silicon-based devices, while for soft lithology, which is used for PDMS devices, a negative mold is created in which a liquid agent is poured and then cured.
Silicon-, Glass-and Polymer-Based Microfluidics
Microfabrication using silicon as the substrate includes the following processes: photolithography, thin-film deposition, etching and bonding. Photolithography results in the transfer of a pattern from a photomask to a silicon wafer, or substrate, that is initially coated with a light-sensitive material called photoresist. This process is performed by employing ultraviolet (UV) light, the details of which are provided in Berkowski et al. (2005) ; Stevenson and Gundlach (1986) . In order to achieve nanometer features on the photoresist, electron beam lithography (EBL) can be used (Chen 2015) . Thin-film deposition refers to a process of adding thin films, such as silicon dioxide, polysilicon, silicon nitride and metal onto the surface of a silicon wafer. Physical vapor deposition (PVD) and chemical vapor deposition (CVD) are two techniques used for thin-film deposition; however, PVD is most commonly used. PVD uses a condensable vapor of the desired material to deposit a thin film onto a substrate through a vacuum or low-pressure gaseous environment. Etching of the substrate can be performed with wet etching (using chemical solutions) and dry etching (plasma) methods. Choosing which type of etching to use for a microfabrication process depends highly on the structures being etched, type of silicon wafer used and the aspect ratio of the channels that are to be etched. In wet etching, isotropic and anisotropic etching can be achieved, which refers to equal or unequal etching rate in all directions, respectively (Franssila 2010; Madou 2002) . As for dry etching methods, it includes reactive ion etching (RIE) and deep reactive ion etching (DRIE). The detailed mechanism of etching can be found in Laerme et al. (1999) , Schwartz and Schaible (1979) and Wu et al. (2010) . Lastly, to create an enclosed microfluidic device, the substrate is bounded to a cover. The type of bonding technique employed depends on the material being bonded to silicon. For instance, silicon-to-silicon bonding can be achieved via fusion bonding; however, silicon-to-glass bonding can be achieved via anodic bonding techniques (Iliescu et al. 2012; Lu et al. 2008; Schmidt 1998; Tsao and DeVoe 2009) . Glass is another material that can be used in combination with silicon, or as an alternative material, which can allow for direct visualization to the fluids in the microfluidics device. The most common glass used is borosilicate glass (Albaugh 1991; Lei 2015) . Borosilicate glass has a similar thermal expansion coefficient to that of silicon, resulting in low residual stress after bonding. Also, the chemical composition of borosilicate glass helps the bonding process (Albaugh 1991) . Similar to silicon, glass goes through photolithographic steps and can be patterned by wet or dry etching techniques or laser ablation. Glass can bond to silicon through anodic bonding, PDMS through plasma treatment or itself by thermal bonding (Silverio and de Freitas 2018) .
For polymer-based microfluidic devices, soft lithography is commonly used, which is based on replica molding for micro-and nanofabrication (Kalkandjiev et al. 2010; Kim et al. 2008b; Stephan et al. 2007) . Photolithography is first used to generate the so-called master mold, typically on a silicon wafer. This is a negative image of the desired pattern to be created. The master silicon wafer is then silanized, typically using trichlorosilane (HSiCl 3 ) to create a hydrophobic surface on the master mold for successful PDMS coating. PDMS is then prepared by mixing PDMS monomer and curing agent. By pouring the PDMS mixture into the master mold, followed by degassing in a vacuum chamber, and curing, the channel structures are fabricated. The pattern is then peeled from the master mold and sealed to a substrate, typically glass or PDMS, by various methods, such as plasma treatment (Brian and Ellis 2016; Friend and Yeo 2010; Jahanshahi et al. 2013; Li et al. 2013; Nan et al. 2015; Shiu et al. 2008; Tan et al. 2010; Wong and Ho 2009; Yaozhong et al. 2014) . Other bonding methods are discussed in Karadimitriou et al. (2013) . The main advantage of using soft lithography is rapid prototyping and requires less equipment, which translates into less expense associated with this type of lithography (Anbari et al. 2018) . Although creating the master silicon mold can be expensive, creating several PDMS devices from that master mold makes this option cost-efficient. Hence, PDMS-based microfluidic devices are continuously utilized, customized and developed. For instance, Zarikos et al. (2018) integrated fiber optic pressure sensors into a PDMS micromodel to measure pore pressure under specific transient two-phase flow conditions, Karadimitriou et al. (2013) developed a procedure for making uniformly and stably hydrophobic PDMS micromodels, and Gerami et al. (2018) fabricated a dual-wettability PDMS device for studying flow in regions with different wettabilities. Similar to PDMS, PMMA is another transparent thermoplastic polymer (i.e., hardens at high temperatures) that is used for microfluidic purposes. PS and PC are also other thermoplastic polymers that have gained interest in cell culture microfluidics, due to their hydrophilic nature and biocompatibility (Lei 2015) . Hot embossing, microinjection molding (µIM) and micromilling are the most commonly used techniques to create microstructures from PS or PC (Giboz et al. 2007; Guckenberger et al. 2015) . Song and Kovscek (2015) and Wang et al. (2017) . c Rock slicing. Reproduced with permission from Song et al. (2014) and Singh et al. (2017) . Images are representatives of each technique
Geomaterial Microfluidics
Fabrication of geomaterial microfluidics has received attention in the fields of hydrology and petroleum engineering, in which pore-scale flow and/or transport is often dictated by surface chemistry (Bowden et al. 2016; Gerami et al. 2017; Mahoney et al. 2015 Mahoney et al. , 2017 Morais et al. 2016; Oh et al. 2017; Porter et al. 2015b; Song et al. 2014; Tanino et al. 2018; Wang et al. 2017; Zhang et al. 2018 ). In Fig. 2 , we provide an overview of the different geomaterial microfluidics chips that have been reported in the literature.
A laser-etched rock substrate was first employed by Porter et al. (2015b) in microfluidic experiments to provide a tool for more realistic and comprehensive flow visualization. Geomaterial chips have the advantage of mimicking the chemical and physical properties of natural porous media. This is of importance, particularly for unconventional reservoirs, due to their heterogeneity, unique fracture system and specific mechanisms such as swelling and shrinkage, which affects flow and transport (Britt and Schoeffler 2009; Liu et al. 2017 ). Gerami et al. (2017) used an image of a coal fracture obtained from micro-computed tomography (micro-CT) for fabrication of a coal geomaterial microfluidic chip. The fracture pattern was imported to a CAD drawing, which was then etched on a flat coal surface using the laser machine microSTRUCT-C (3DMicromac, Chemnitz, Germany). Song et al. (2014) developed a method to etch microchannels into calcite rock. This method includes firstly cutting a calcite crystal into 3-mm-thick wafers and secondly dipping the calcite wafer into molten beeswax heated to 150°C and left to solidify. The desired microfluidics patterns were then etched via laser into the wax, and lastly, the wax and calcite were immersed in hydrochloric acid, resulting in the inscription of the microfluidics channels into the calcite crystal. This process allowed for the study of acid injection and dissolution in natural calcite rock, which can provide insights into pore-level geochemistry. Wang et al. (2017) used a simple glass micromodel, which was composed of a simple channel, and coated a layer of CaCO 3 nanocrystal. The purpose of their study is to create a realistic representation of carbonate rock. This was achieved by first functionalizing the inner wall of the microfluidic channel by adding a silane agent and then adding Ca 2+ and CO3 2− ions to attach to the multiple COO − sites, resulting in a uniform thickness of CaCO 3 nanocrystal layer on the inner surface of the microfluidic silica channels. Scanning electron microscopy (SEM) imaging, energy-dispersive X-ray spectroscopy (EDS) and Raman spectroscopy were performed to visualize the presence of CaCO 3 nanocrystals. Song and Kovscek (2015) developed a functionalized silicon microfluidic device coated with clay minerals, mimicking a sandstone pore surfaces. This approach allows pore-scale visualization of fluid-solid interactions in a sandstone pore geometry. The authors used this design to analyze the effect of low-salinity brine injection to the detachment of clay (Song and Kovscek 2016) . Singh et al. (2017) designed a microfluidic platform called the real rockmicrofluidic flow cell (RRMFC). This approach involves mounting a 500-µm sandstone rock section between two PDMS covers. The authors investigated the mineralogy and geochemistry of the microfluidic platform using several microscopic approaches, such as transmitted, cathodoluminescence (CL) and confocal laser microscopy.
Other than glass functionalization, work has been done to functionalize PDMS microfluidics devices (Alzahid et al. 2018; Zhang et al. 2018) . Zhang et al. (2018) introduce the concept of layer-by-layer (LbL) coating of PDMS microfluidics devices. Their LbL process requires subjecting PDMS to plasma, followed by injection of poly(diallyldimethylammonium chloride) (PDDA) solution and clay suspension alternately. DI water is injected between the two steps (PDDA and clay suspension injection) to remove any loose particles, in addition to drying the microfluidic device in each step. This cycle is repeated 2-3 times to get the desired minerals thickness. Alzahid et al. (2018) developed another approach to functionalizing PDMS and used two different rock minerals to obtain sandstone and carbonate microfluidic devices. Their method involved plasma treating PDMS, followed by injection of minerals solution, and the PDMS containing the minerals was then dried, cleaned and subjected to another plasma treatment to bond it to the PDMS cover. Finally, polyvinyl alcohol (PVA) was injected immediately after the second plasma treatment to make the PDMS geomaterial microfluidic device water wet. As mentioned previously, these geomaterial approaches are novel tools to capture rock-fluid subsurface phenomena, such as snap-off, wettability and dissolution. Figure 3 shows a schematic illustration of the two PDMS functionalization methods.
Membrane-Based Microfluidics
For biomedical research, the attachment of cells to surfaces depends on two important factors: the chemistry and physical structure of the microfluidic device. For organ-on-a-chip devices, a semipermeable porous membrane is sandwiched between upper and lower channels. Epithelial cells (e.g., lung, liver) are cultured on the top side of the membrane, while (2018) . The yellow and white lines indicate PDDA and water, respectively. Clay is indicated as the irregular shapes in black dashed lines. Reproduced with permission from (Zhang et al. 2018) . b Explains the functionalization method proposed by Alzahid et al. (2018) . The gray color indicates the sandstone or the calcite mixture attached to the PDMS endothelial cells (which represent blood capillaries) are cultured on the other side. The culture medium flows from the lower channel, and air passes through the epithelial cells from the upper channel. Accordingly, the nutrients and waste materials are exchanged using a porous membrane, and physicochemical signaling between tissues is facilitated in a shear-free co-culture environment. Figure 4 represents a typical microfluidic device for organon-a-chip.
To better recapitulate physicochemical properties and provide a microenvironment, similar to in vivo conditions, the incorporation of a micro-/nanoporous membrane in these organon-a-chip devices is essential. To become a suitable for organ-on-a-chip platform, the porous membrane needs to entail several characteristics. First, the membrane should be biocompatible and have properties similar to those of the native extracellular matrix (ECM). Second, the membrane should be thin enough to allow rapid mass transport and the size of the pores should be controlled systematically. Finally, the membrane should be mechanically robust and optically transparent for in situ or off-chip analysis. For a conventional migration assay, the commercially available polyester and polycarbonate membranes are widely used. For most organ-on-a-chip platforms, polymer membranes mainly fabricated from (PDMS) are utilized, which provides complete optical access, secure sealing and strong bonding. However, these synthetic PDMS membranes have several disadvantages. First, the fabrication for such membranes is relatively time-consuming and expensive. Second, since the surfaces of these PDMS membranes are totally flat, after cell seeding inside the microfluidic device, the cells grow in a two-dimensional (2D) monolayer structure. Although the cells are in a Fig. 4 Schematic representation of the application of membrane-based microfluidic devices in organ-on-a-chip platforms. a Various components of blood-brain barrier-on-a-chip with embedded electrodes trans-endothelial electrical resistance. Reproduced with permission from Booth and Kim (2012) . b Gut-on-a-chip platform with porous PDMS membrane which allowed compartmentalization of the system coated with ECM and seeded by human gut epithelial cells. Reproduced with permission from Kim et al. (2012b) . The PDMS membrane is irreversibly bound to the top PDMS microchannel using plasma treatment. To facilitate the bonding, the PDMS membrane and the microchannel are heated at 80°C overnight. Before plasma bonding these components to the lower PDMS channel, some parts of the membrane are torn using forceps to generate the hollow structures acting as vacuum channels. The vacuum channels could mimic the movement of small intestine by applying the cyclic suction dynamic and perfusion microbioreactor, 2D monolayer cell culture cannot indeed recapitulate in vivo cell signaling.
Considering the aforementioned limitations of polymer membranes, nanofibrous membrane fabricated using electrospinning (Ahmed et al. 2015) can be considered a better candidate for applications in cell culture and tissue engineering (Wang et al. 2013a; Moghadas et al. 2017a ). This technique has been used to fabricate a cost-effective and robust scaffold for three-dimensional (3D) cell cultures (Moghadas et al. 2017a) . As shown in Fig. 4a, b , by increasing the PDMS mass ratio during electrospinning, the porosity and hydrophobicity of the membrane can be controlled (Moghadas et al. 2017a ). Seeded epithelial lung cancer cells were aggregated into 3D multicellular spheroids on such electrospun membranes (Moghadas et al. 2017a ). The only limitation of using these nanofibrous electrospun membranes is their opacity. The non-transparent properties of the electrospun membrane make further analysis with bright-field microscopy difficult. Nanofilm-based membranes fabricated by various nanofabrication techniques, such as layer-by-layer assembly (Jiang and Tsukruk 2006) , are also an attractive alternative for the microfluidic organ-on-a-chip application. Using a transparent and biocompatible polymer, poly(lactic acid) (PLLA) nanofilms, Pensabene et al. (2016) fabricated a dynamic microfluidic cell culture platform by embedding PLLA ultrathin membrane inside the device, as shown in Figs. 4d and 5c (Pensabene et al. 2016 ). In addition, the reproducibility limitations and fragile nature of such an ultrathin membrane may affect its widespread use.
Visualizations and Measurements
A basic microfluidic setup consists of a pump, microfluidic device, pressure controllers and visualization system. The fluid is injected into the chip pattern through the inlet tube where it displaces/interacts with resident fluid. By utilizing syringe pumps, high-pressure Moghadas et al. (2017a) . Unlike the smooth PDMS membrane, the electrospun membrane has 3D structures. c The electrospun membrane was imbedded between two PDMS microchannels. d SEM images of human lung cancer epithelial cells cultured on the electrospun membrane integrated into the microchip. Due to the 3D structure of the membrane, the cells are formed in a 3D cluster. Reproduced with permission from Moghadas et al. (2018) pumps, pressure transducers, flow sensors, pressure cells, heaters, etc., the setup can be modified for specific applications . Overall, the realtime visualization, quantification and/or control of flow and/or transport in the micromodel are considered a significant advantage of microfluidic studies and applications. In particular, the visualization method is critical for a successful microfluidic experiment and can be used as both a qualitative and quantitative tool. For instance, relative permeability data of water and gas flow in coal fractures are measured based on the images obtained from the microfluidic experiments (Gerami et al. 2016) (Fig. 6a ). 3D observation of a non-dyed buffer displacing a fluorescein-dyed buffer ( Fig. 6c ) (Singh et al. 2017 ) and the transport of decane ( Fig. 6b ) and dyed CO 2 ( Fig. 6d ) (Kazemifar et al. 2015) are other examples of visualizations obtained by microfluidic experiments.
Transmitted and Reflected Microscopy
A camera coupled to a microscope is commonly employed for the visualization of microfluidic experiments (Gunda et al. 2011; Rangel-German and Kovscek 2006; Xu et al. 2014 ). This setup is effective for focusing on a specific area in the micromodel at high resolution (> 1 µm) and for the measurement of parameters, such as contact angle and interfacial curvature . In addition, high-speed cameras can be Gerami et al. (2016) . b Direct visualization is employed to observe the displacement of decane oil in a random pore network model developed by PDE tool in MATLAB. The injection starts from the center of the circle. c Confocal laser microscope is utilized to observe the displacement of fluorescein-dyed buffer by a non-dyed buffer at 100 min after the injection. Reproduced with permission from Singh et al. (2017) . d Sample images of dyed CO 2 (left) and tracer particle image (right) in a silicon-based micromodel using a dual-camera imaging setup. Reproduced with permission from Kazemifar et al. (2015) incorporated to study rapid events (Armstrong and Berg 2013; Or 2012, 2014) . For microfluidic chips with one opaque side, the light source and the optical access have to be on the same side of the chip (such as reflected microscopes). For transparent porous media, either a transmitted microscope (light source and optical access are at the opposite side of the chip) or a reflected microscope can be employed.
A setup of camera(s) without a standard microscope is utilized for experiments that require a larger field of view (e.g., flow visualization over time) or for experiments with high acquisition rates (Alzahid et al. 2017; Hematpour et al. 2011; Moebius and Or 2012) . With these setups, cameras are placed at flexible distances from the micromodel at any suitable orientation, to capture images and videos from the flow. Because no microscope is coupled to the camera, generally lower-resolution images are obtained for the given camera objective. built a customized setup by utilizing a prism between the light source and the objective lens. A beam-splitter box was utilized to produce identical images of the micromodel sections in different directions, and cameras were placed around the box to visualize all of the projected images. Hence, they could capture high spatial and temporal resolutions of the entire micromodel. This setup was utilized for studying flow in elongated micromodels (Karadimitriou et al. 2014) and was then extended to reflected microscopy following the same visualization principles (Godinez-Brizuela et al. 2017) . In other setups, a long-distance microscope objective is employed to focus the emitted light from the flow, onto the detector of a camera. This allows for relatively low magnification (~3×, translating to~2 µm/pixel) and a sufficient field of view (8.8 mm × 5.5 mm) to cover the entire microfluidic chip as employed for the fluorescence imaging setup in Chen et al. (2017) and Fakhari et al. (2018) . Although a conventional epifluorescence microscope can accommodate a low-magnification objective, the large working space of a long-distance microscope provides additional flexibility and space for setting up the experiment.
Confocal Microscopy
Confocal microscopy is used for three-dimensional (3D) imaging and for microfluidic experiments with high-resolution requirements (< 1 µm). This setup can observe relatively slow displacements that occur over a length scale less than the optical diffraction limit . This setup can also provide images over the depth of the chip up to a total depth of around 250 µm. For instance, Zhang et al. (2013) utilized confocal microscopy to monitor colloids transport during two-phase flow in a microfluidic device. Datta et al. (2013) captured the single-phase flow in a 3D packed glass bead porous model via a confocal laser scanning microscope, and in a subsequent publication, they analyzed two-phase fluid flow using the same method in a porous medium (Datta et al. 2014 ). Zevi et al. (2005) utilized this visualization technique to measure water meniscus shape and water film thickness on sand grains in an unsaturated horizontal chamber. In addition, numerous researchers have used confocal laser scanning microscopy (CLSM) to visualize the growth of biofilms in microfluidics devices. They studied bacteria producing a green fluorescent protein, and different fluorescent staining procedures are utilized (Leis et al. 2005; Rodríguez and Bishop 2007) . Concerning flow and transport in porous media, the prominent application of CLMS is the tracking of particles to measure local velocities.
Fluorescent Microscopy
To distinguish between fluid phases during flow, a fluid can be mixed with dye (Yadali Jamaloei and Kharrat 2009), light intensity changes can be monitored (Chapman et al. 2013) , or fluorescent particles can be added to the flow (Kazemifar et al. 2016) . In fluorescent visualization, the solution is tagged with a fluorescent dye, and a light source is utilized to excite the fluorescent molecules. The fluorescence signal is at a longer wavelength with respect to the incident (excitation) wavelength, commonly called the Stokes shift (Albani 2011) , and a digital camera captures the long-pass-filtered light.
Fluorescence detection methods are convenient because of the simplicity and low detection limit (Kim et al. 2011; Martínez-Máñez and Sancenón 2003) . The concentration of a target analyte can be measured in biosamples using this technique (Kim et al. 2011) . For instance, Nolan and Lippard (2008) investigated the detection of mercury ion with sufficient selectivity. By monitoring the fluorescence intensity changes, Pb (Lead) is detected in a microfluidic channel where the surface is functionalized with a fluorophore (Basabe-Desmonts et al. 2004). By using rhodamine derivatives, chemosensors can be designed for metal ion detection (Kim et al. 2008a) . Although rhodamine derivatives are non-fluorescent, the fluorescence emission is provided by the corresponding spirolactam (Yang et al. 2005) . Mela et al. (2005) coated the surface of a microfluidic network with rhodamine B and utilized fluorescent microscopy techniques for local pH measurements. Chang et al. (2017) used pH-sensitive dye pHrodo ® Red (Life Technologies, Carlsbad, CA), to study dissolution of CO 2 in water during a drainage process in a porous micromodel. Fluorescein is another water-soluble pH-sensitive dye whose fluorescence intensity increases with pH of the solution in the pH range of~4-8 (Doughty 2010; Martin and Lindqvist 1975) .
Microscopic Particle Image Velocimetry (Micro-PIV)
Particle image velocimetry (PIV) is a particle-based, nondestructive, optical diagnostic technique for fluid velocity measurement (Adrian and Westerweel 2011) . In this technique, fluid is tagged with tracer particles that, when subjected to laser, can illuminate and is then imaged at two time instants separated by a set time delay, t. The image is subdivided into small interrogation windows (IW) that contain typically~10 particles. The average displacement of particles ( x) in each IW can be obtained by cross-correlation analysis between the two image frames. Consequently, x/ t yields the average velocity vector, u, of particles in that IW. Hence, each image pair yields one velocity vector field, whose spatial resolution is determined by the size of the IW. A variant of PIV that is tailored for flow diagnostics at the microscale is microscopic particle image velocimetry (micro-PIV) (Meinhart et al. 1999; Santiago et al. 1998) . Numerous factors must be considered to produce reasonable velocity measurements. These factors include: illumination method, tracer particle density and size, camera sensor versus particle diameter and chemical interactions.
Due to geometrical limitation, it is not possible to generate a light sheet in microfluidic applications (as is customary in standard PIV); thus, volume illumination is employed where particles in the entire depth of the microfluidic device are illuminated. Consequently, out-of-focus particles take part in the cross-correlation function that is used to determine average particle displacement in an IW (Olsen and Adrian 2000) . Moreover, to suppress the background scattered light and increase the signal-to-noise ratio in PIV images, fluorescent particles are used, allowing long-pass filtering of the scattered light. The ideal illumination source for PIV application is a pulsed laser that delivers an intense pulse of energy over a very short period of time (for instance,~10 ns for Nd:YAG lasers). The short pulse of the laser ensures that the particles are frozen in the image, and no streaking occurs from the movement of particles during exposure. The particles dispersed in the fluid phase(s) acting as tracers must have specific properties to faithfully follow the fluid flow. First, the particles' density should (nearly) match that of the fluid to eliminate gravity/buoyancy driven motion. Also, for particles to follow rapid flow acceleration and/or decelerations, the Stokes number, which represents the tracer particle typical response time to flow, should be very small (Kazemifar et al. 2015 ). Moreover, the particle diameter must be 10 1 -10 2 times smaller than the smallest channel dimension to avoid blocking effects. However, with small particles, displacement of the tracer particles due to Brownian motion must be considered (Santiago et al. 1998) . Other sources of error in determining average displacement of particles from the cross-correlation function pertain to the particle image diameter and resolution of the camera sensor (Christensen 2004; Westerweel 1997) . Lastly, the material of the tracer particle should be considered, which is typically a polymer. Thus, depending on the fluids, the physical and chemical compatibility of the polymer must be considered. This is particularly important in studies with supercritical CO 2 (Kazemifar et al. 2015) , which is a strong solvent and can cause polymer swelling (Hilic et al. 2001; Rindfleisch et al. 1996; Sato et al. 1999; Webb and Teja 1999) . Further details on the theory and practice of this technique are provided in (Adrian and Westerweel 2011), Raffel et al. (2013) and Tropea et al. (2007) .
Raman Spectroscopy
Raman spectroscopy detects molecule-specific information at the microscale by measuring the vibrational modes of molecules (Chrimes et al. 2013) . Details on Raman spectroscopy are explained in Chrimes et al. (2013) . Raman coupled with microfluidic experiments could provide information on miscible and immiscible fluids, such as identifying chemical pathways and structures, understanding intrinsic kinetics and thermodynamics and improving the accuracy of mass transport coefficients. Several studies have utilized Raman spectroscopy with microfluidic devices. For instance, Raman spectroscopy can be used to validate the presence of relevant rock minerals on geomaterial microfluidic devices (Lee Seung et al. 2016; Wang et al. 2017 ). In addition, Raman was also used to study the polymorphs of calcite during precipitation caused by acid (Singh et al. 2015; , which is one of the fundamental processes in subsurface engineering. Others have used Raman spectroscopy to study the CO 2 solubility in water and brine (Guo et al. 2014 (Guo et al. , 2015 Liu et al. 2012; Lu et al. 2013; Morais et al. 2015) . The Raman spectra obtained from microscopic imaging provide a small cross section of the sample. This is because the light spot for each pixel (generally 0.3 × 0.3 µm 2 ), which refers to the number of molecules in the spot, is also small. This is considered as one of the drawbacks of Raman spectroscopy. Kawata et al. (2017) and Deckert et al. (2015) discuss more about Raman spectra resolution and how to overcome the challenges associated with Raman spectroscopy.
Applications of Microfluidics
Using microfluidics for visualizing flow and transport in porous media is relevant to several engineering applications, particularly in energy-related applications (such as hydrocarbon recovery processes), and geological CO 2 sequestration. Here, the focus is on understanding a specific mechanism(s) and/or the generation of data to provide spatial and temporal concentrations/velocities used for validating numerical codes. Microfluidics is also relevant in biomedical fields, such as tissue engineering and cell sorting to engineer a specific application by controlling a particular process and/or generating a particular environment necessary for tissue development. The following subsections discuss recent advancements and applications of microfluidics within these fields.
Hydrocarbon Recovery
Enhanced oil recovery (EOR) is a broad range of processes that aims to improve oil recovery (Alagorni et al. 2015; Lake 2014) . EOR processes ultimately deal with the flow and transport of chemical species and the resulting phase behavior in porous media. Microfluidic devices can serve as a good platform for assessing pore-scale chemical or thermal recovery processes. These devices can be adjusted to accommodate a testing reservoir fluid at reservoir conditions. In this section, we summarize a few selected studies that have used microfluidics for investigating EOR methods.
Low-salinity water (LSW) flooding denotes injection of diluted brine concentrations to increase oil recovery. Morin et al. (2016) introduced a novel microfluidic device to assess the effects of chemically mediated interfacial properties between oil and brine upon snap-off at the pore level. The microfluidic device formed oil drops through extensional flows and allowed the aging of crude oil against brines of different salinities, hence assessing the role of salinity in snap-off, i.e., oil droplet formation. Low-salinity brine was found to result in the preferential development of dynamic interfacial viscoelasticity, thereby suppressing pore-level snap-off events. Bartels et al. (2016) and Bartels et al. (2017) used clay-coated micromodels to investigate the low-salinity effect and its dependence on crude oil properties, presence of clay particles and aging. Amirian et al. (2017) utilized the approach, proposed by Song and Kovscek (2015) to deposit clay particles into micromodels and visualized the micro-mechanism of displacement under LSW injection.
The effect of surfactant additives was also studied using microfluidics (Alzahid et al. 2019; de Haas et al. 2013; He et al. 2015 He et al. , 2017 Nguyen et al. 2015) . Yadali Jamaloei and Kharrat (2009) utilized a low-concentration surfactant solution in both water-and oil-wet glass micromodels. Different events were observed in the two micromodels. Oil-wet micromodels showed water-in-oil emulsions, which is not preferable for EOR. Water-wet micromodels displayed bridging between pores, and deformation of the residual oil, which is favorable in EOR processes. Pei et al. (2013) visualized the displacement mechanism of emulsions created from alkaline flooding (Fig. 7b) . Dong et al. (2012) also conducted a microfluidic approach to studying the displacement mechanism of alkaline flooding in heavy oil. In their study, two events were observed: (1) in situ water-in-oil emulsion formation and partial change in wettability and (2) oil-in-water emulsion occurred only when adding a surfactant solution, which resulted in the mixing of heavy oil in the water phase. Unsal et al. (2016) studied the dynamic formation of micro-emulsion in situ by co-injecting decane and surfactant solution (at a specific concentration) into a T -junction capillary geometry at different salinities and flow rates (Fig. 7a ). They utilized Nile Red, a unique solvatochromic dye, which allowed the micro-emulsion formation to be visualized using fluorescent microscopy. Lastly, Sedaghat et al. (2016) used several glass-etched micromodels with different fracture arrangements. They investigated the effect of fracture characteristics (length, orientation and quantity of fractures) and ASP slug compositions on heavy oil recovery.
Thermal EOR mechanisms, such as steam-assisted gravity drainage (SAGD), are mainly employed for heavy oil recovery. Conventional SAGD and hybrid SAGD processes (pentane and hexane additives) were thoroughly investigated by researchers using glass micromodel Mohammadzadeh et al. 2010) . Their visualization led to in-depth understanding of micro-pore flow, and residual oil trapping mechanisms in SAGD, including (i) layered drainage flow perpendicular to the nominal oil-gaseous mixture interface and (ii) occurrence of both water-in-oil and solvent-in-water emulsions at the interface. Other pore-scale phenomena have also been observed, such as entrapment of steam and condensation, and liquid film snap-off. Sinton's laboratory introduced a microfluidic network that represented a realistic model of a typical SAGD, which was saturated with bitumen and the relevant reservoir conditions and pore sizes (de Haas et al. 2013) . They achieved high-resolution visualization by using the ability of native bitumen to fluoresce in order to assess the alkaline additive (Fig. 7c ). The additive significantly reduced the size of oil-inwater emulsions, and the corresponding recovery was improved by~50% during SAGD. As a further step for alkaline additive screening, infrared and optical pore-scale imaging of the SAGD process using different alkaline additives were analyzed using the same micromodel (Syed et al. 2016) . Using a combination of microscale flow and high-resolution temperature analysis can provide valuable insights into pore-scale phenomena, specifically the interrelationships between temperature drop at the steam chamber interface, drainage modes and recovery during SAGD. In another attempt, alcohol-and alkaline-based elements as evolving additives to improve the performance of SAGD were tested by pore-scale visualization in order to differentiate mechanisms associated with each alcohol and alkaline additive . It was concluded that although alcohol slightly improved the growth of steam, whereas a 10% expansion of steam was achieved by alkaline and improved recovery. Fig. 7 The formation of emulsion systems. a Top view of a T -junction during the co-injection of surfactant solution and colored decane under fluorescent light, highlighting the micro-emulsion formation at optimum salinity during continuous flow. Black is an aqueous phase; red is micro-emulsion; and brown is decane. Reproduced with permission from Unsal et al. (2016) . b With and without emulsions after alkaline flooding. Reproduced with permission from Pei et al. (2013) . c With and without emulsions after steam-assisted gravity drainage (oil shown in green and water in black). Reproduced with permission de Haas et al. (2013) 
CO 2 Sequestration
Carbon capture and sequestration (CCS) is where CO 2 is taken from the flue gas stream of large stationary greenhouse gas emitters (e.g., fossil fuel power plants) and then compressed and transported for storage in geological formations. This technology has received increased attention due to concerns about the effects of CO 2 on climate change and global warming (Haszeldine 2009; Pacala and Socolow 2004; White et al. 2003) . Saline aquifers are among the most promising candidates as storage sites, in which pressurized CO 2 is injected into brine-saturated rock formations for permanent storage (Bachu 2000; Huppert and Neufeld 2014; Nordbotten et al. 2005) . However, our understanding of the fate of injected CO 2 and its migration is still lacking as numerical models cannot fully capture the spatiotemporal evolution of injected CO 2 plumes. In this regard, microfluidic devices and micromodels are potent tools that can help us better understand CCS-relevant flow, transport and chemical processes at the pore scale.
At typical pressures and temperatures in a saline aquifer (80 + bar, 30 +°C), CO 2 exists as a supercritical fluid, i.e., pressure and temperature are beyond the critical point of CO 2 at 74 bar and 31°C. Under these conditions, CO 2 and water have limited mutual solubility. As a reference, the solubility of CO 2 in deionized water at 297 K increases with pressure until it levels at approximately 2.5% by mole (6.1% by mass) beyond 7 MPa. On the other hand, the solubility of water in CO 2 at CCS-relevant pressures and temperatures is approximately one Fig. 8 Schematic of an experimental setup of a high-pressure micromodel. a CO 2 injection in a water-saturated pore network under identical geological conditions (25 < T (°C) < 75 and 4.5 < p (MPa) < 8). Reproduced with permission from Morais et al. (2016) . b Multiphase flow of liquid/supercritical CO 2 and water through a porous micromodel from below. Adapted with permission from (Kazemifar et al. 2015) order of magnitude less than that of CO 2 in water, and it is 0.3-0.4% by mole (0.12-0.16% by mass) (Jacob and Saylor 2016; King et al. 1992; Wiebe and Gaddy 1940) . In general, solubility of CO 2 in water increases with pressure and decreases with both temperature and the salinity of water/brine. Another significance of the critical point is that, in its vicinity, thermophysical properties, e.g., viscosity and diffusivity, of fluids become very sensitive to changes in pressure and temperature (Kazemifar and Kyritsis 2014) . Thus, any experimental apparatus must be designed to provide precise control over pressure and temperature (Fig. 8) . During injection, due to the lower viscosity of the invading CO 2 phase with respect to the resident brine phase, the advancing CO 2 -water displacement front is unstable and exhibits a phenomenon referred to as fingering. This phenomenon can affect the displacement patterns and spatial distribution of fluid phases in a porous medium, and it has been studied extensively in the context of immiscible displacement in porous media (Homsy 1987; Lenormand et al. 1988; Zhao et al. 2016) . Figure 8 illustrates experimental setups for CO 2 injection in watersaturated pore networks at reservoir condition.
For visualizing the flow in a multiphase immiscible system, such as water and liquid/supercritical CO 2 , the fluorescent dye should ideally be soluble in only one of the two fluid phases. One of the few dyes satisfying this requirement is Coumarin 153 (C153), which is soluble in CO 2 but nearly insoluble in water. The emission/absorption spectra of C153 (Biswas et al. 1999; Kim et al. 2012a ) and its solubility (Hae Choi et al. 1998; Shirota and Castner 2000) in CO 2 and other solvents have been documented in the literature. Numerous researchers Chen et al. 2017; Fakhari et al. 2018; Kazemifar et al. 2015 Kazemifar et al. , 2016 Li et al. 2017; Wang et al. 2013c; Zhang et al. 2011) have used C153 to visualize liquid/supercritical CO 2 in CCS-relevant studies. Zhang et al. (2011) studied the steady-state distribution of fluid phases in a dual-permeability homogeneous micromodel during CO 2 drainage. Wang et al. (2013c) studied the steady-state distribution and displacement patterns resulting from different fingering regimes in a homogeneous micromodel during CO 2 drainage. Kazemifar et al. (2015 Kazemifar et al. ( , 2016 combined fluorescence microscopy and micro-PIV to simultaneously visualize CO 2 and record the velocity field in the aqueous phase during a drainage process in a homogeneous micromodel. They observed flow in thin water films and shear-induced recirculation in trapped water ganglia as evidenced by the motion of 1-µm tracer particles dispersed in the aqueous phase. Li et al. (2017) applied the same technique (fluorescence microscopy and micro-PIV) in a heterogeneous micromodel, using the velocity vector field to quantify the zone of influence during Haines jump events. Fakhari et al. (2018) and Chen et al. (2017) performed coordinated lattice Boltzmann method (LBM) simulations and experiments using fluorescence high-speed imaging, to study the spatiotemporal evolution of supercritical (sc)CO 2 displacement of water in a heterogeneous micromodel. Chang et al. (2016) studied the reduction in CO 2 saturation during imbibition in a micromodel, and they calculated average mass transfer from CO 2 to the aqueous phase. Other water-soluble dyes have also been used in CCS-related studies. Zuo et al. (2013) used fluorescein and Xu et al. (2017) used rhodamine B to study depressurization-induced exsolution of CO 2 from water in micromodels. Buchgraber et al. (2012) used a general-purpose UV dye to study residual and capillary trapping of CO 2 during drainage and imbibition processes in a micromodel. Zheng et al. (2017) used food coloring to tag brine in drainage experiments with CO 2 under liquid, gaseous and supercritical conditions.
Imaging can be carried out even without a fluorescent dye, using bright-field imaging, although with a lower signal-to-noise ratio. In this configuration, CO 2 -water interfaces are visible due to their different refractive indices, and depending on the illumination source and imaging spectrum, the two fluid phases may have different signal intensity. In addition, information such as wetting properties or flow direction can be used to identify the fluid phases (Cao et al. 2016; Hu et al. 2017a, b; Jafari and Jung 2017; Kim et al. 2012c; Morais et al. 2016; Qin et al. 2017) . Kim et al. (2012c) studied the changes in wettability of a glass micromodel due to exposure to scCO 2 and brine with different salinities. Cao et al. (2016) studied the effect of contact angle and salinity on displacement patterns in CO 2 drainage, and they compared the results with pore network numerical simulations. Morais et al. (2016) used high-speed imaging to resolve dynamic displacement patterns and evolution of CO 2 saturation for various subcritical and supercritical p-T combinations. Hu et al. (2017a) studied the effects of contact angle and flow rate on displacement patterns during CO 2 drainage, and they compared experimental results with numerical simulations solving the Navier-Stokes equations. Hu et al. (2017b) studied the effect of contact angle on spatial distribution and morphology of the trapped CO 2 phase during water imbibition for different flow rates. Jafari and Jung (2017) used micromodels to measure static as well as advancing and receding dynamic contact angles in a CO 2 /water/glass system. Qin et al. (2017) studied flow of liquid CO 2 and water in a micro-T -junction, and Sell et al. (2013) measured diffusivity of CO 2 in water and 0-5 M NaCl solution using fluorescein at 26°C and 5-50 bar.
Biomedical Sciences
Microfluidics can revolutionize current practices in cell biology (Paguirigan and Beebe 2008) , in vitro cell culture studies (Barisam et al. 2017) , pathophysiology (Wang et al. 2013b ), biochemistry (Ohno et al. 2008) , drug delivery (Nguyen et al. 2013) , nanoparticle deposition (Moghadas et al. 2017b ), oncology (Kashaninejad et al. 2016) , assisted reproductive technology , hematology (Myers et al. 2012) , immunology and antibody screening (Seah et al. 2017 ) and pharmacology (Delamarche et al. 2013) . For instance, microfluidic devices can provide an in vivo-like microenvironment to culture cells in a dynamic and perfusion-based manner. Coupled with concentration gradient generators, microfluidic cell culture devices can facilitate high-throughput and high-content drug screening, thus opening a new era in personalized medicine. For cancer treatment, microfluidic platforms have shown a great promise in 3D tumor spheroid formation and culture (Moshksayan et al. 2018) . At a single-cell level, microfluidic devices enable a versatile platform to address fundamental questions in biology. Droplet-and valve-based microfluidic devices realize highly efficient and compartmentalized platforms to study individual cells, including the interaction of T-cell and B-cell receptors (Seah et al. 2018) . The unique features of two commonly used formats of microfluidics, i.e., continuous-flow microfluidics or droplet-based microfluidics, in liquid handling can automate sophisticated bioassay protocols and facilitate mixing and separation of various biomedical samples for diagnostics and treatment (Gomez 2013; Nguyen et al. 2017; Sackmann et al. 2014) . Proposed by Whiteside's group at Harvard University in 2009, microfluidic paper-based analytical devices (µPADs) are another format of microfluidics that can be used for diagnostic purposes (Martinez et al. 2009 ). They meet the ASSURED (affordable, sensitive, specific, user-friendly, rapid and robust, equipmentfree and deliverable to end-users) criteria of World Health Organization and can be used as portable point-of-care diagnostic devices in resource-limited settings.
For tissue engineering and regenerative medicine, microfluidic cell culture bioreactors have also progressed rapidly. Accordingly, another format of microfluidic systems in biomedical science named as organ-on-a-chip has emerged (Moraes et al. 2012 ). Organ-on-a-chip devices with a semipermeable porous membrane, which was discussed previously, have provided a platform that can bridge the gap between animal studies and in vitro cell culture models (Bhatia and Ingber 2014; Huh et al. 2013 ). These membranes have been used in various organ-on-a-chip platforms for disease modeling and drug screening (Huh et al. 2011 ). These platforms include lung-on-a-chip (Huh et al. 2010 ), gut-on-a-chip (Kim et al. 2012b ), liver-on-a-chip (Prodanov et al. 2016 ), kidney-on-a-chip (Nieskens and Wilmer 2016) , blood--brain barrier-on-a-chip (van der Helm et al. 2016) and placenta-on-a-chip .
Other than organ-on-a-chip, membrane-based microfluidic devices can be used in cell/particle sorting by implementing strategies of size-based filtration. Efficient particle/cell sorting is an essential step in most clinical, biological and industrial processes. To this end, both active and passive techniques can be used. Although the separation efficiency and selectivity can be better controlled using active techniques, these techniques require external forces that compromise the portability and simplicity of the device. Among various passive techniques, size-based filtration using isoporous membranes embedded in a microfluidic device have attracted significant attention. These devices have several applications including emulsion separation (Vladisavljević et al. 2012) , drug delivery (Yang et al. 2010) , water purification (Warkiani et al. 2011 ) and pathogen detection for food safety (Yoon and Kim 2012) . Both in situ and off-chip techniques can be used to fabricate and integrate these membranes into microfluidic devices. Although in situ techniques such as femtosecond laser multi-foci parallel microfabrication (Xu et al. 2016 ) are elegant and can significantly reduce production time, their poor controllability over membrane pore size and difficulty in precisely positioning the membrane limit their application.
Size-based filtration using membrane-based microfluidics can be used for cancer diagnostics (Dong et al. 2013) . Of particular interest is the application of minimally invasive techniques to detect cancer biomarkers in the blood known as liquid biopsy (Zhang et al. 2017 ). Among cancer biomarkers, circulating tumor cells (CTCs) proved to be a better candidate for diagnostic and prognostic of cancer (Warkiani et al. 2014a) . Accordingly, using microfluidic devices can offer significant advantages for label-free detection of viable CTCs from peripheral blood (Warkiani et al. 2014b) . To this end, size-based filtration using a porous membrane integrated inside a microfluidic device is a practical approach. The membrane used for such a device should be highly porous with precise control over the pore size. Siliconbased membranes that are fabricated using photolithography were among the first membranes which met the necessary conditions for efficient CTCs detection (Lim et al. 2012) . Fan et al. (2015) used water-dissolvable polyvinyl alcohol (PVA) as supporting (and sacrificial) layer for PDMS soft lithography to fabricate a thin and highly porous PDMS membrane. As shown Fig. 9 Schematic of membrane-based microfluidic devices used to isolate CTCs. a Porous membrane sandwiched between sample channel and waster channel. b Illustration of sized-based filtration method to isolate CTCs from RBCs and WBCs. Reproduced with permission from Fan et al. (2015) in Fig. 9 , the membrane was then used inside a microfluidic device to separate CTCs from white blood cells (WBCs) and red blood cells (RBCs). They reported a capture efficiency of more than 90% using this technique.
To improve the release efficiency of the captured CTCs for further molecular analysis, Kim et al. (2016) used a releasing agent, poly(ethylene glycol) (PEG), on the SU8 microfilter. They showed over 20% improvement in releasing the captured CTCs from the whole blood sample. Kang et al. (2017) fabricated a photosensitive polymer-based microfilter and attached the filter to a syringe to rapidly isolate viable CTCs. They reported a CTC capture efficiency of over 75% from the whole blood samples with over 80% viability. Nevertheless, the efficiency of microfiltration-based CTC isolation techniques is highly dependent on the pore size, and it is limited to CTCs larger than the pore size (Zhang et al. 2016 ).
Future Directions
The development of microfluidics techniques is continually enhancing biological, medical, environmental and engineering technologies in many aspects. Samples can be prepared and analyzed at low volumes to replace heavy, large and expensive equipment and manual processing. Based on the extensive knowledge in microfluidic techniques, chips with specific applications can be designed, fabricated and commercialized. During the past two decades, the commercialization of microfluidics in biomedical science has been rapidly growing and on-a-chip devices have been introduced to the market for many techniques including genome sequencing and in vitro diagnostics (Volpatti and Yetisen 2014) . In the oil and gas industry, lab-on-a-chip devices are also advancing, such as the commercialization of a microfluidic device for the measurement of asphaltene content in crude oil (Sieben et al. 2013) . Other companies are producing and commercializing miniaturized analytical devices for various applications (Haber 2006) . These applications will reduce the cost and time for the fabrication of microfluidic devices and thus increase the adoption of this technology for industrial applications. In particular, new opportunities in automation and rapid analysis or screening procedures for a variety of different engineering applications are a promising way forward.
We need to combine and integrate recent advances and innovations from various disciplines in biomedical science, chemistry, hydrology and petroleum engineering, which can be merged for the production of fully integrated and/or functionalized devices. For instance, developments in surface functionalization, chemical processes and catalyst performance from chemistry and biomedical sciences could be important for developing microfluidic chips with the surface wetting properties required to study a given EOR process. In addition, the development of geomaterial chips could be utilized for etching biomedical scaffoldings for depositing cells. Last, membrane technologies for advanced sorting and filtration in the biomedical sciences are also largely important for water treatment processes and/or potential separation of crude oil components for processing and/or analytical analyses. Microfluidics can be implemented in order to address engineering problems that lack conventional setups for observation, diagnostic, or analysis. Cooperation of academics and industrial companies will play an important role in the identification of potential objectives in which microfluidics can help to address them. Other than commercializing microfluidic devices, advanced visualization and analysis setups offered by microfluidics can provide new insights into unknown mechanisms that occur in porous media. They can facilitate the analysis of simulation capabilities where multiple phases and components are being transported with unique equations of state and/or where standard assumptions of local equilibrium can no longer be applied. The future of microfluidic studies is indeed an exciting area of research and will remain as an essential tool for porous media studies and engineering applications.
