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Referat:
Die vorliegende Arbeit behandelt den Einﬂuss eines Defekt-induzierten, in-
trinsischen, statischen Unordnungspotentials innerhalb einer planaren, ZnO-
basierten Mikrokavität (MK) auf die lokale Dichteverteilung eines darin erzeugten,
dynamischen Exziton-Polariton Bose-Einstein-Kondensats (BEK). Dies ist von
Interesse, da die derzeitigen, z.B. GaN- oder ZnO-basierten MK, welche die
Erzeugung von Exziton-Polariton BEKs bei Raumtemperatur ermöglichen und
daher für zukünftige Anwendungen in realen Bauelementen geeignet erscheinen,
durch eine hohe Defektdichte gekennzeichnet sind.
Mit Hilfe eines eigens dafür aufgebauten Michelson-Interferometers wurde
die Kohärenzzeit des Exziton-Polariton BEKs ermittelt, welche die Lebenszeit
der einzelnen, unkondensierten Polaritonen um einen Faktor 140 übersteigt.
Somit konnte das untersuchte, quantenmechanische System als zeitlich ko-
härentes Kondensat identiﬁziert werden, da die Kohärenz während des stetigen
Zerfalls und der Neubildung der einzelnen Polaritonen erhalten bleibt.
Weiterhin wurden durch Unordnung hervorgerufene Dichteﬂuktuationen in-
nerhalb des Polariton-Kondensats untersucht, welche in Form von Intensitäts-
ﬂuktuationen in der Fernfeldverteilung der BEK-Emission beobachtet wurden.
Dazu wurde der experimentelle Datensatz einer anregungsleistungsabhängigen
Photolumineszenzuntersuchung analysiert. Dabei wurde festgestellt, dass die
beobachteten Intensitätsﬂuktuationen über einen großen Anregungsleistungs-
bereich stabil bleiben, und zwar bis zum 20-fachen Wert der Schwellenleis-
tung, welche für die Erzeugung des Polariton-BEKs nötig ist. Dies deutet
auf eine gleichbleibende, durch Unordnung hervorgerufene, lokale Dichtevari-
ation des BEKs trotz steigender Gesamtteilchendichte hin, was im starken
Widerspruch zum theoretisch vorausgesagtem und experimentell gefundenem
Verhalten von Kondensaten im thermischen Gleichgewicht steht. Die hier vor-
liegenden experimentellen Befunde konnten anhand eines Vergleichs mit nu-
merischen Simulationen, basierend auf einem neu entwickelten theoretischem
Modell, auf das Zusammenspiel des vorliegenden Unordnungspotentials und
des Nicht-Gleichgewichtscharakters der untersuchten Exziton-Polariton Kon-
densate zurückgeführt werden. Dies verursacht dichteunabhängige Phasenﬂuk-
tuationen innerhalb des Kondensats, welche die beobachteten Fluktuationen
in der Fernfeldverteilung der Emission hervorrufen. Sowohl die Entwicklung
des theoretischen Modells, als auch die numerischen Simulationen wurden von
A. Janot im Rahmen seiner Dissertation in enger Zusammenarbeit mit dem
Autor der vorliegenden Arbeit durchgeführt.
Acronyms
GPE Gross-Pitaevskii equation
eGPE extended Gross-Pitaevskii Equation
BEC Bose-Einstein condensate
MC microcavity
MSE mean square error
FWHM full width at half maximum
LPB lower polariton branch
UPB upper polariton branch
PL photoluminescence
Ti:Sa titanium sapphire
DBR distributed Bragg reﬂector
YSZ yttria stabilized zirconia
Al2O3 alumina
Al aluminum
cw continuous wavelength
Nd:YVO4 Neodymium-doped yttrium orthovanadate
BRF birefringent ﬁlter
THG third harmonic generation
PM plan mirror
RR retro reﬂector
SNR signal-to-noise ratio
HeNe helium-neon
HeCd helium-cadmium
HWHM half width at half maximum
EPFL Ecole Polytechnique Fédérale de Lausanne
FFT Fast Fourier Transform
SE spectroscopic ellipsometry
NW nanowire
PLD pulsed-laser-deposition
SAD single area diﬀraction
WKT Wiener-Khinchin theorem
ccs continuous composition spread
accumulations diﬀerent measurements with nominally identical experimen-
tal conditions
single arm image image stemming from light that propagates through one
single arm
WCR weak coupling regime
SCR strong coupling regime
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Chapter 1
Introduction
Exciton-polaritons are bosonic quasi-particles that are formed due to strong
light-matter coupling between photons and excitons in an optical microcavity
(MC). Such a MC consists of a cavity, whose thickness is in the order of the
corresponding photon wavelength, embedded between two high-reﬂective mir-
rors. Thus, the cavity photon is spatially conﬁned and exhibits a ﬁnite eﬀective
mass that is about 4...5 orders of magnitude smaller than the electron mass.
The excitonic component is provided by the so-called active medium inside the
cavity. Exciton-polaritons are featured by properties from both components.
On the one hand, they are characterized by a low eﬀective mass due to their
photonic part. On the other hand, the electronic component leads to particle-
particle interaction and thus facilitates the selective manipulation of the polari-
ton distribution and propagation, e.g. by the speciﬁc design of the microcavity
or by external (piezo-)electric or optical ﬁelds. A comprehensive overview is
provided in Refs. [1, 2]. Due to their bosonic nature, exciton-polaritons can
built-up an macroscopically occupied, temporally coherent quantum state with
long-range spatial correlations, called exciton-polariton Bose-Einstein conden-
sate (BEC). It was theoretically predicted in 1924 that such a BEC, in general,
should exist for any bosonic system at suﬃciently low temperatures and high
particle densities when the particle wavefunctions start to overlap [3, 4]. The
ﬁrst experimental realization dates back to 1995 for a gas of ultra-cold atoms,
realized by the group of E. Cornell and C. Wiemann [5] as well as by the group
of W. Ketterle [6], which was awarded with the Nobel Price in Physics in 2001.
Atomic BECs represent ideal model systems to investigate fundamental phys-
ical phenomena, such as interference of matter waves [7], the deceleration of
1
2light pulses [8] or the realization of atom-based logical circuits [9], paving the
way for a new kind of information technology (atomtronics). Nevertheless,
the experimental realization of atomic BEC is restricted to very low tempera-
tures in the order of 100 nK up to several mK. Thus, the ﬁrst corresponding
experiments in the 90s were far from practical application, since complex ap-
paratuses are required to cool down the atomic gas [10]. It is worth mentioning
that in the last decade atomic BEC has also been realized on so-called atom
chips that work in room-temperature environments, as shown in Ref. [11] (and
references therein), even though the temperature of the BEC is in the range
of several mK [12]. The critical temperature for condensation is inversely
proportional to the particle mass. Since the polariton mass is about 9...10
orders of magnitude smaller compared to the typical mass of a atom, polariton
condensation is possible at much higher temperatures. Indeed, a decade ago
ﬁrst indications for polariton BEC were observed in GaAs- [13, 14] and CdTe-
based MCs [15, 16, 17] at temperatures of a few Kelvins. In the last years,
the formation of polariton BEC at room-temperature and above was realized
in MCs based on GaN [18, 19, 20], ZnO [21, 22, 23] and organic materials
[24] paving the way for technological applications. In order to realize a BEC
at such high temperatures, the exciton-binding energy of the active medium
within the cavity layer has to be larger than the thermal energy (≈ 25 meV at
T = 300 K) for avoiding exciton ionization. Presently, the fabrication of MCs
based on these material systems is accompanied by the formation of a rather
high defect density as compared to GaAs-based MCs [25]. This leads to the for-
mation of random disorder potentials, which inﬂuence the spatial density and
phase distribution of the polariton condensates and causes novel phenomena to
emerge, such as condensate multimode interactions [26, 27, 28, 29], transition
to a Bose glass phase [30] or the formation of quantized vortices [31]. Thus,
a thorough understanding of the impact of disorder on the physical properties
of a polariton BEC is crucial.
The present work is motivated by experimental results for a pulsed-laser-
deposition (PLD)-grown, ZnO-based MC, which are obtained some years ago
by H. Franke (Universität Leipzig, this working group) via excitation power
dependent, far-ﬁeld photoluminescence (PL) measurements [32, 33]. Strong
signatures for polariton condensation were found for a large range of tem-
peratures and exciton-to-photon fractions of the polaritons. These signatures
consist of a superlinear increase of the PL intensity and a drastic reduction
3of the emission linewidth, if the excitation power exceeds a certain threshold.
The ﬁrst characteristics indicates a parametric scattering process of polaritons
towards the ground state, whereas the latter one corresponds to an increasing
coherence time according to the Wiener-Khinchin theorem [34, 35]. In par-
ticular, H. Franke has observed pronounced intensity ﬂuctuations within the
far-ﬁeld PL emission patterns, which are connected to the momentum distri-
bution of the polariton states. These emission patterns strongly diﬀer from the
radial symmetric intensity distribution that is expected for a disorder-free MC
[36]. This deviation was attributed to disorder-induced, spatial ﬂuctuations of
the condensate density. Remarkably, these intensity ﬂuctuations persist even
at high excitation powers, indicating a stable impact of disorder with increas-
ing condensate density. This was unexpected, since these experimental ﬁndings
are in contrast to theoretical predictions [37, 38, 39, 30] and other experimen-
tal ﬁndings [40] for condensates in thermal equilibrium, e.g. atomic BECs as
well as for polariton BECs in GaAs-based MCs [41]. In case of atomic BECs,
signiﬁcant disorder leads to the localization of individual condensate fragments
within the random disorder-induced potential, which exhibits reduced phase
correlations. With increasing condensate density, the particle interaction in-
creases, which causes a transition to an ordered superﬂuid state and thus to
a condensate stabilization against the impact of disorder [38, 39]. A similar
transition was also suggested for polariton condensates, while assuming ther-
mal equilibrium as well [30]. This prediction was supported by experimental
ﬁndings for resonantly excited, propagating condensates in almost defect-free
GaAs-based MCs [41]. In these GaAs-based samples, disorder plays a minor
role and typically results in Rayleigh scattering of the propagating condensate
at intrinsic point defects [42]. If the condensate is driven into the superﬂuid
regime, e.g. by increasing the condensate density and thus its interaction
strength, the elastic scattering events are strongly reduced [43]. This eﬀect
becomes even more pronounced for increasing condensate density, yielding a
weakening disorder impact on the polariton condensate [41], as theoretically
predicted by Malpuech et al. [30]. Nevertheless, in contrast to an atomic
BEC, a polariton condensate is a strongly non-equilibrium system. Since po-
laritons decay after a certain lifetime under the emission of coherent photons,
a continuous replenishment of particles from a so-called reservoir is required
to preserve the condensate state. Thus, the corresponding particle number is
not ﬁxed but rather results from the balance of gain and loss of particles. This
4has to be considered to describe the behavior of a polariton BEC properly
[44, 36, 45]. Hence, it can be expected that disorder aﬀects a non-equilibrium
polariton condensate much more than an equilibrium one, leading to a reduced
condensate stabilization with increasing density compared to the equilibrium
case.
Motivated by the experimental observations by H. Franke and the unex-
plained impact of disorder on a non-equilibrium BEC, the present work has
the following aims: Firstly, the existence of a polariton condensate shall con-
clusively be veriﬁed for the investigated ZnO-based MC by means of temporal
coherence measurements. To this end, a Michelson interferometer is built-up
and its performance is evaluated. Secondly, the underlying mechanism for the
persistence of disorder-induced, spatial condensate density ﬂuctuations at high
excitation powers shall be analyzed. In this regard, the speciﬁc role of the gain
and loss mechanism of the particles shall be identiﬁed. For this purpose, the
experimental data set of the excitation power dependent PL measurements,
which were performed by H. Franke, are further evaluated by the author of
this work. Therefore, the energy-resolved, far-ﬁeld PL intensity distribution
of the BEC emission pattern is analyzed as a function of excitation power
for a speciﬁc temperature and detuning. Afterwards, a single BEC emission
channel is extracted and its intensity proﬁle is analyzed as a function of exci-
tation power. These experimentally obtained intensity proﬁles are compared
to numerically simulated ones, which are calculated by A. Janot within his
work as doctoral candidate at the same time at the Universität Leipzig at the
Quantum Statistical Physics group. He developed a theoretical model based
on a mean ﬁeld approach, which describes the polariton wavefunction in an ex-
ternal (e.g. disorder) potential, including an additional gain-depletion term to
consider the permanent regeneration and decay of particles. In a close collab-
oration with the author of the present work, the model parameters have been
adjusted according to the present experimental situation. The ﬁndings of this
collaboration resulted in his and the present PhD thesis and are summarized
in a joint publication [46].
The research on disorder eﬀects on polariton condensates, especially the
question of its persistence for increasing condensate density, is of current in-
terest within the polariton community, as evidenced by two reports, which are
published during the last ﬁve years in parallel to the work conducted here.
In 2011, Manni et al. reported on spatial density ﬂuctuations within a one-
5dimensional polariton condensate for a CdTe-based MC, which are attained
to photonic disorder [47]. Similar to the experimental results presented in
this work, these density ﬂuctuations even increase for increasing condensate
density, indicating an enhanced disorder impact. This was assigned to the in-
terplay between the intrinsic disorder potential and the non-equilibrium nature
of polaritons. However, the underlying mechanism was not further speciﬁed.
Two years later, the experimental ﬁndings from Manni et al. were numerically
reproduced by Stepnicki et al. [48], based on a mean-ﬁeld model including gain
and loss. However, these works consider one dimensional condensates which
conceptionally diﬀers from approaches for two dimensional ones as the case
here. In contrast to Manni et al. and Stepnicki et al., who investigated dis-
order eﬀects for excitation powers of P = (1, ..., 2.4)Pth, a much wider range
of excitation powers of P = (4, ..., 20)Pth is considered for the disorder analy-
sis presented in this work. Further, signiﬁcant electronic contributions to the
disorder play a role in the present work, which yield diﬀerent impact on the
polariton system than a pure photonic one.
The present work is based on previous research on exciton-polaritons in
ZnO-based MCs within the Semiconductor Physics Group at the Universität
Leipzig. Here, the formation of exciton-polaritons was in 2008 worldwide ﬁrstly
demonstrated for a planar ZnO-based MC [49]. A comprehensive analysis of
the linear optical properties of planar ZnO MCs is provided by C. Sturm [50].
From this analysis, the MC, which is investigated within the present work,
was identiﬁed as a promising candidate to achieve BEC of exciton-polaritons.
Indeed, this was realized by H. Franke in the framework of her PhD thesis
[32]. Other phenomena related to exciton-polaritons were observed, such as
the presence of strong coupling up to T = 410 K [51], discrete relaxation of
uncondensed polaritons [52] or the formation of a large energy splitting of
up to 22 meV between the transverse electric (TE)- and transverse magnetic
(TM)-polarized states [53, 54, 55]. The mechanism of light-matter coupling
was theoretically investigated for the case of systems with multiple photon or
exciton modes [56]. A further topic of this working group is the research on po-
lariton BEC in ZnO-based, two-dimensionally conﬁned micro- and nanowires.
In this context, numerous further eﬀects have been found, such as the observa-
tion of parametric polariton-polariton scattering [57], polariton condensation
at room temperature [58], or the coexistence of weak and strong coupling.
The present work is divided into two parts. The ﬁrst part examines the
6experimental observations, namely the proof of the existence of a temporally
coherent BEC as well as the impact of disorder on the far-ﬁeld BEC emission
pattern as a function of excitation power or rather condensate density. In
the second part, a theoretical model for a non-equilibrium polariton BEC in
a disordered environment is discussed. Based on this, numerical simulations
are presented in order to reproduce the experimentally observed far-ﬁeld PL
intensity distribution qualitatively.
This work was supported by Deutsche Forschungsgemeinschaft through
project Bose-Einstein-Kondensation und Supraﬂüssigkeit von Exziton-Polari-
tonen bei Raumtemperatur (GR 1011/20-2) and by Deutscher Akademischer
Austauschdienst within the project PPP Spain (ID 57050448) with the ti-
tle Kohärenzeigenschaften kondensierter Exziton-Polaritonen in Halbleiter-
Nanostrukturen mit großer Bandlücke.
The ZnO-based MC, which is investigated in this work, was fabricated via
PLD at the Universität Leipzig by H. Franke. She also carried out the spec-
troscopic ellipsometry analysis as well as the excitation power dependent PL
measurements at the EPFL, which is the basis for the disorder analysis pre-
sented in the present work. Relevant coupling parameters of the investigated
MC, such as the coupling constant or the eﬀective polariton mass, is obtained
by C. Sturm in the framework of his PhD thesis [50]. The used µ-PL was de-
signed and built up by T. Nobis and C. Czekalla and extended by T. Michalsky
in the framework of his master thesis [59] in order to analyze the PL intensity
distribution in real space and momentum space (respective angular space or
k space) separately. T. Michalsky also performed time-resolved PL measure-
ments that are used to determine the radiative decay time of the BEC emission
of the investigated MC. The Michelson interferometer was built-up and opti-
mized in collaboration with A. Holm in the framework of his Bachelor thesis
[60]. S. Lange supported the execution and the subsequent data analysis of
the performance measurements of the interferometer setup in the red spectral
range (excited via a helium-neon (HeNe) laser). Further measurements with
a Michelson interferometer were performed by the author of the present work
in the laboratory of the group of Prof. L. Viña at the Autónoma Univer-
sity in Madrid (UAM), Spain, during a guest stay in collaboration with L.C.
Fernandes-Silva and T. Michalsky. The gained experience were used for the
built-up and the optimization of the Michelson interferometer in the frame-
work of the present work. A. Janot performed the theoretical modeling and
7the numerical simulations in the framework of his PhD thesis [61] in order to
reproduce the experimental data. The adjustment of the model parameters
according to the experimental situation as well as the interpretation of the
corresponding results were carried out in a close collaboration with the author
of the present work.

Chapter 2
Physical Basics
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Exciton-polaritons are quasi-particles that reveal photonic as well as elec-
tronic properties since they result from the strong light-matter coupling. This
can be achieved, e.g. in microcavitys (MCs), a structure that consists of a
cavity that is surrounded by high-reﬂective mirrors. In order to provide the
electronic component that is necessary for the formation of exciton-polaritons,
the cavity contains a so-called active medium with an electronic system, whose
states can externally be excited. These recombine after a certain lifetime and
re-emit photons into the cavity with its primary energy, which can excite fur-
ther electronic states, if the system operates in the so-called strong coupling
regime. A basic precondition for this regime is a long lifetime of the photon,
such that it can re-excite further electronic states before it leaves the cavity.
This requires high reﬂectivities of the surrounding mirrors in the spectral range
that corresponds to the electronic transition energy. Distributed Bragg reﬂec-
tors (DBR) are appropriate structures, since these systems can achieve a high
reﬂectivity of R ≥ 99% in a certain spectral range, that is denoted as photonic
stop band. As an advantage compared to e.g. metallic mirrors, the central
energy of this stop band and thus the spectral range of high reﬂectivity can
easily be tuned by varying the individual thicknesses of the layers the DBR
consists of.
This chapter is organized as follows: Firstly, the basic principles of a DBR
(Sec. 2.1) and a MC structure (Sec. 2.2) are presented. The physical concept
of light-matter-coupling is introduced in Sec. 2.3. Sec. 2.4 provides a com-
prehensive description of exciton-polariton Bose-Einstein condensates (BECs),
including typical excitation and relaxation mechanism leading to the forma-
tion of polariton condensates as well as a theoretical model for the description
of condensates based on a mean-ﬁeld approach (Sec. 2.4.1). Moreover recent
reports in literature on disorder eﬀects on exciton-polariton BECs are dis-
cussed (Sec. 2.4.2). Finally, the concept of spatial and temporal coherence is
introduced in Sec. 2.5.
2.1 Distributed Bragg Reﬂectors (DBRs)
A distributed Bragg reﬂector (DBR) is a structure that consists of multiple lay-
ers of alternating materials with diﬀerent refractive index. The spectral range
of high reﬂectivity is called the photonic stop band, whose central wavelength
11
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Figure 2.1: Scheme of a DBR and a typical reﬂectivity spectrum showing a high
reﬂectivity within the photonic stop band, whose central energy (energy width) is
denoted as Es (∆Estopband).
is given and related to the photon energy Es by
λs = 4n1d1 = 4n2d2 =
2pi~c
Es
. (2.1)
Here, ni and di are the refractive indices and geometrical thicknesses of the
individual DBR layers, ~ the Planck constant and c the medium speed of light.
Within the stop band, which equivalently can be considered as a photonic
bandgap, the propagation of light is strongly suppressed within the DBR.
Figure 2.1 shows a scheme of a DBR and a typical reﬂectivity spectrum. The
maximum reﬂectivity for normal incidence is approximately given by [62]
R =
[
1− ns(n1n2 )2
1 + ns(
n1
n2
)2
]2N
for n1 > n2, (2.2)
where ns is the refractive index of the substrate material. It increases with
increasing ratio of the diﬀerent refractive indices n1/n2 and increasing number
of layer pairs N and typically reach values in the range of R ≈ 99%.
2.2 Microcavities
Figure 2.2(a) shows a scheme of a microresonator, which consist of a cavity
layer that is embedded between two DBRs. This causes the occurrence of
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Figure 2.2: (a) Scheme of a microcavity that consist of a cavity layer, which is
embedded between two DBRs. (b) A typical reﬂectivity spectrum. If the optical
cavity thickness is about twice as large as that of the individual layers of the DBR,
a single cavity mode (blue line) is formed in the center of the Bragg stop band. (c)
Corresponding dispersion of the cavity mode.
one or several photonic impurity modes within the photonic bandgap. These
modes are usually denoted as cavity modes. The case for which the optical
cavity thickness matches an multiple integer m of half the central wavelength
of the photonic stop band λc (ncavdcav ≈ mλc/2) is called the tuned case. If m
is additionally equal to 1, then exactly one mode occurs exactly in the center
of the stop band at Es = Ecav, where Ecav denotes the cavity mode energy. In
general, Ecav of the m-th mode and its homogeneous broadening ~γcav is given
by [63]
Ecav =
pim~c+ L+ Es
D + L (2.3)
~γcav =
~c ln
√
R
D + L , (2.4)
with γcav being the cavity photon decay rate. Here, L denotes the eﬀective
length of the DBR that can be calculated via [63]
L = 2n
2
1n
2
2(d1 + d2)
n22 − n21
for n1 < n2 (2.5)
L = 2n
2
1d1 + n
2
2d2
n21 − n22
for n1 > n2 (2.6)
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and D denotes the eﬀective cavity length that is given for a MC consisting of
isotropic materials with refractive index ncav by
D = ncav dcav cosα, (2.7)
where α is the angle between the external photon propagation direction and the
surface normal of the cavity (cf. Fig. 2.2(a)). Please note that for a complete
understanding of the cavity photon mode dispersion of a ZnO-based (as well
as a GaN-based) cavity, the optical anisotropy of the cavity material has to
be considered, which is in the case here a small correction and does not alter
the results of this work. An analytical model for the cavity mode dispersion
(energy and broadening) for the case of an birefringent cavity material can be
found in Refs. [50, 53].
For an ideal resonator, the cavity mode energy Ecav matches the central
energy of the stop band Es (cf. Fig. 2.2(b)) and can be expressed as
Ecav(α = 0) =
hc
λs
. (2.8)
The cavity photons are conﬁned in the direction normal to the surface of
the MC, denoted as out-of plane direction. This means that the out-of-plane
component of the corresponding wave vector is quantized according to
k⊥ =
mpi
dcav
, (2.9)
whereas the component within the widely extended MC plane k|| remains un-
conﬁned. The quantization of the cavity photons causes diﬀerent properties
compared to photons that propagate freely in a stratiﬁed homogeneous medium
or vacuum:
i) The cavity photon dispersion diﬀers from the linear dispersion of a un-
conﬁned photon and can be approximated by a parabolic dispersion for small
in-plane wave vectors (cf. Fig. 2.2(c)) via
E(|~k|) = ~c
neff
√
k2⊥ + k
2
|| ≈
~ck⊥
neff
+
~c
2neffk⊥
k2|| = E0 +
~2k2||
2meff
, (2.10)
where neff denotes an eﬀective refractive index [63] andmeff the eﬀective photon
mass that will be discussed below. For large in-plane wave vectors, the cavity
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photon dispersion becomes hyperbolic and approaches the linear dispersion
of the free photon. In general, the in-plane cavity photon wave vector k|| is
connected to the corresponding emission angle α via
k|| = k sinα =
2pi
λ
sinα (2.11)
and is thus accessible in angular-resolved optical experiments. In the following,
the in-plane wave vector is simply denoted as k.
ii) Furthermore, the quantization of k⊥ leads to a non-zero ground state
energy E0 = ~ck⊥/neff .
iii) Due to the parabolic dispersion, cavity photons exhibit a non-zero ef-
fective mass that can be obtained from the curvature of the dispersion via
[64]
m−1eff =
1
~2
∂2E
∂2k
. (2.12)
It is about 4...5 orders of magnitudes smaller than the electron mass.
An important quantity to characterize the conﬁnement strength is the qual-
ity factor
Q = Ecav
~γcav
=
2pi~c+ LEcav
~c ln
√
R
, (2.13)
which is determined by the ratio of the cavity mode energy and its broadening.
A high quality factor corresponds to a high photonic lifetime τcav = 1/γcav
and is thus desired for strong light-matter interaction. Roughly speaking, the
Q factor indicates the number of round trips of the photon within the MC
structure before it escapes through the DBRs.
2.3 Light-Matter-Coupling
In general, the coupling between photonic and electronic states can be divided
into the weak coupling and the strong coupling regime, depending on the
lifetime of the involved particles and their interaction strength. In case of
the MC, the introduction of an active semiconducting material into the cavity
layer leads to a coupling between the excitonic states of the semiconductor and
the cavity photon modes [65, 66], if both modes are brought into resonance
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(EX ≈ Ecav). Here, EX is the exciton energy. The semiconducting material
containing the excitonic states, which are involved into the coupling, is denoted
as active medium. Thereby, the cavity photon can resonantly excite an exciton,
which recombines after a certain lifetime τX and re-emits a photon with its
primary energy. The active medium can consist of several quantum wells that
are placed at the ﬁeld maxima of the cavity photon ﬁeld within the cavity layer
or of a bulk material that forms the entire cavity layer, as for the MC that is
investigated within this work (see Sec. 3.1).
In the following, coupling between a two-level electronic system within a
bulk material and a cavity photon will be considered. If the energy of both
modes is brought into resonance (EX = Ecav), interactions between both sys-
tems lead to a periodic energy exchange between the photonic and the excitonic
mode with the so-called Rabi frequency
ΩR =
2
~
√
V 2 −
(
~γX + ~γcav
4
)2
. (2.14)
Here, V denotes the coupling strength between both systems and ~γX(~γcav)
is the homogeneous energy broadening of the excitonic (photonic) mode. De-
pending on the ratio of the coupling strength V and the mean broadening
of the involved particles ~(γX + γcav)/2, two diﬀerent coupling regimes can
be identiﬁed, denoted as weak coupling regime (WCR) and strong coupling
regime (SCR) (see Fig. 2.3.), which are discussed in the following:
2.3.1 Weak Coupling Regime (WCR)
In the WCR, the emitted cavity photon escapes from the cavity before it can
be reabsorbed by exciting a further exciton. This takes place, if the lifetime of
the involved particles is small compared to the interaction strength, i.e. if [67]
4V < |~γX + ~γcav| (2.15)
holds. In this regime, the excitonic and photonic mode dispersions are inde-
pendent of each other and remain unchanged. The cavity photon ﬁeld has an
impact on the spontaneous emission rate of the excitonic system, known as
Purcell eﬀect [68]. In case of resonance of the cavity photon mode and the ex-
citon, the photon density of states in the spectral range of the exciton energy is
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Figure 2.3: (a) Classiﬁcation of the resonant coupling between a two-level excitonic
system and a cavity photon into a WCR and a SCR in dependence of the ratio
between the coupling strength V and the mean homogeneous broadening of the
involved modes ~(γX+γcav)/2. (b) Rabi-splitting ~ΩR as a function of ~(γX+γcav)/2
for a ﬁxed coupling strength of V = 40 meV (see Eq. (2.14)). In the SCR, a ﬁnite
energy splitting occurs, which drops to zero if the system turns into the WCR.
increased compared to the vacuum density of states and thus the spontaneous
emission rate is enhanced. If the exciton mode is placed within the photonic
bandgap but oﬀ-resonant to the cavity photon mode, the photon density of
states is smaller than in vacuum and the spontaneous emission rate is reduced.
The change of the spontaneous emission rate is given by the Purcell factor,
which reads in case of resonance [68]:
P ∝ Q
VMode
, (2.16)
with VMode being the cavity photon mode volume.
2.3.2 Strong Coupling Regime (SCR)
In the SCR, the lifetime of the emitted photon within the cavity is long enough
to excite a further exciton before it leaves the cavity. Complementary to
Eq. 2.15, the condition for strong coupling is given by
4V > |~γx + ~γcav|. (2.17)
In this regime, an energy splitting occurs for the coupled system, which is
denoted as Rabi-splitting ~ΩR (see Fig. 2.3(b)). This is accompanied by the
formation of new quasi-particles that are called exciton-polaritons, further de-
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Figure 2.4: (a)-(c) Dispersions of the two polariton branches as well as of the un-
coupled cavity photon (Cav) and exciton mode (X) for negative (a), zero (b) and
positive (c) detuning. A coupling strength of V = 40 meV and energies of the in-
volved particles corresponding to a typical ZnO-based MC are considered. (d)-(f)
Corresponding Hopﬁeld Coeﬃcients. The ﬁgure is adapted from Ref. [50].
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noted as polaritons within this work. These are mixed states that exhibit
photonic and electronic properties. Thus, in the SCR the individual, uncou-
pled states does not exist anymore.
The coupling between both modes can be described by an Hamiltonian
written in matrix form, whose diagonal elements represents the energies of
the uncoupled particles and the oﬀ-diagonal elements contain the coupling
strength. For the simplest case of coupling between one cavity photon mode
and one excitonic mode, the Hamiltonian takes the form(
EX − i~γX V
V Ecav − i~γcav
)
(2.18)
having the two eigenvalues at k = 0:
EUPB,LPB =EX +
∆
2
− i
2
~(γX + γcav) (2.19)
±
√
∆2
4
+ V 2 −
(
~
γX − γcav
2
)2
+
i
2
(EX − Ecav)~(γX − γcav)
(2.20)
Here, ∆ = δ(k = 0) is denoted as detuning and represents the energy diﬀerence
δ(k) = Ecav(k)− Ex(k) between the uncoupled modes for (k = 0). Eq. (2.19)
describes the dispersions of the two polariton modes that are denoted as lower
polariton branch (LPB) and upper polariton branch (UPB), which is illustrated
in Fig. 2.4(a)-(c). In contrast to the uncoupled modes, the dispersions of
the polariton branches show an anticrossing behavior whenever they get in
resonance. A negative detuning implies a more photonic character of the LPB
and a more excitonic one for the UPB, a positive detuning vice versa. To
characterize the photonic respective excitonic character of a polariton state, so-
called Hopﬁeld coeﬃcients are introduced, whose squared amplitudes describe
the respective fraction of the involved uncoupled particles. For the LPB, the
Hopﬁeld coeﬃcients can be calculated via
|C|2 = 1
2
(
1− δ(k)√
δ(k)2 + 4V 2
)
(2.21)
|X|2 = 1
2
(
1 +
δ(k)√
δ(k)2 + 4V 2
)
, (2.22)
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where |C|2 describes the photonic and |X|2 the excitonic fraction of the po-
laritons. They are illustrated for negative, zero and positive detuning in
Fig. 2.4(d)-(f).
2.4 Bose-Einstein Condensation
non-resonant pumping
losses
Figure 2.5: Scheme of the polariton relaxation process. Non-resonantly excited hot
carriers relax via exciton-phonon scattering into the LPB where they form a reservoir
of polaritons. These accumulate at the bottleneck and further relax via exciton-
polariton scattering into the LPB ground state, where a condensate can be formed.
After a certain lifetime, the condensed polaritons decay and emit photons that reveal
information about the condensate properties. The ﬁgure is adapted from Ref. [50].
Since polaritons are mixed particles that are composed of photons and ex-
citons, which are both bosonic, they inherit their bosonic properties. Due
to this fact, several polaritons can simultaneously occupy the same quantum
state. Furthermore, the one-dimensional conﬁnement of the cavity photons
provide a ﬁnite energy ground state at zero in-plane wavevector. Both prop-
erties allows for an accumulation of polaritons within the ground state and
thus the formation of an BEC. In general, the generation of polaritons and
their ground state occupation can be achieved by two diﬀerent mechanism. On
the one hand, polaritons can be excited resonantly, i.e. when the energy and
incident angle of the excitation laser ﬁts a polariton branch. If the excitation
takes place close to the inﬂexion point of the LPB (blue area in Fig. 2.5),
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as experimentally demonstrated in Ref. [13], a parametric oscillation process
sets in above a certain threshold excitation density. Thereby, a pair of po-
laritons scatters with each other under energy and momentum conservation
into a high-energy idler and a low-energy signal state, The latter one is ide-
ally the ground state of the system, which can therefore be macroscopically
occupied. As theoretically discussed in Ref. [69], this can be interpreted as
an example of non-equilibrium BEC, since the coherence of signal and idler
is claimed to appear spontaneous. However, an imprint of phase coherence
from the excitation laser cannot be totally excluded. To exclude that, non-
resonant excitation was crucial to really proof polariton condensation. The
corresponding excitation and relaxation mechanism is sketched in Fig. 2.5. In
the case shown here, hot carriers are excited energetically far above the LPB.
These can relax via phonon-scattering until they reach the LPB and form a
reservoir, providing a source of polaritons at high wavevectors. These can fur-
ther relax via scattering with acoustic phonons until they reach the part of
the LPB where the curvature is maximum. For the further relaxation process,
the scattering with acoustic phonons becomes ineﬃcient due to the low energy
exchange during the scattering process. This may lead to an accumulation of
polaritons at this region, which is typically denoted as bottleneck region (blue
area in Fig. 2.5). Thus, the relaxation time exceeds the polariton lifetime and
the polaritons decay before they can reach the ground state. To overcome this
region, a further relaxation mechanism is necessary. One important process is
the exciton-polariton scattering. Since the scattering rate is proportional to
the polariton density, the relaxation can be enhanced by increasing the exci-
tation power, allowing for the occupation of the LPB ground state at k = 0.
Furthermore, very eﬃcient scattering with optical phonons takes place if the
energy diﬀerence between the reservoir, which is roughly the energy of the
uncoupled exciton mode, and the LPB ground state is resonant with the op-
tical phonon energy. Especially in ZnO-based MCs, the relaxation via optical
phonons plays a signiﬁcant role [70, 22, 71, 72]. If the polariton density exceeds
a critical threshold value nth, the formation of a Bose-Einstein Condensate oc-
curs. Therefore, the mean particle distance has to be in the order of (or even
smaller than) the thermal de-Broglie wavelength λdB of particles given by
λdB =
√
2pi~2
mpolkBT
, (2.23)
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with the Boltzmann constant kB, the temperature T and the polariton mass
mpol. The latter one can be determined from the exciton (photon) mass mX
(mph) and the corresponding Hopﬁeld coeﬃcients X(C), e.g. via mpol =
(X2/mX + C
2/mph)
−1 ≈ mph/C2 for the LPB1. Instead of increasing the
particle density by increasing the excitation power, one could also reduce the
temperature for reaching the conditions for BEC. The critical temperature is
inversely proportional to the particle mass. For example, ﬁrst experimental
observations of polariton BEC was achieved in CdTe-based MCs at about
T = 5 K [15, 16, 17]. More recently, room-temperature polariton BEC was
observed for GaN-based [19], ZnO-based [21] and organic MCs [24].
In general, formation of a BEC is a phase transition, for which the polariton
wavefunction
< Ψ(~r) >=
√
n0(~r) exp(iϕ(~r)) (2.24)
acts as an order parameter. Here, n0(~r) = | < Ψ(~r) > |2 is the condensate
density. The condensate phase is characterized by a non-vanishing mean value
< Ψ(~r) > and long-range spatial correlations throughout the whole quantum
state.
2.4.1 Mean-Field Description
In general, a BEC is a many-body system with particle-particle interactions.
This leads to non-trivial dynamics and is responsible for a number of non-linear
and quantum phenomena. To reduce the complexity of these problems a mean-
ﬁeld description can be applied. Thereby, the complex system of N mutually
interacting particles is reduced to a system of individual, free particles in a
constant external ﬁeld, which represents the interaction potential induced by
all other N − 1 particles of this many-body system. This mean-ﬁeld approach
is valid, if the occupation of modes other than the condensate mode is small
and if the underlying particle system is dilute, i.e. if the mean particle distance
within the condensate is larger than the particle-particle scattering length as2.
1To calculate the eﬀective polariton mass for the UPB, the Hopﬁeld coeﬃcients X,C has
to be switched.
2The scattering length as =
√
limk→0 σtotal/(4pi) can be obtained from the total scat-
tering cross section σtotal in the limiting case of vanishing energy of the scattered particle
(k → 0).
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Conventional Gross-Pitaevskii Equation (GPE). In the context of a di-
lute quantum gas in thermal equilibrium, an appropriate mean-ﬁeld description
of the condensate dynamics is provided by the conventional Gross-Pitaevskii
equation (GPE) [73, 74, 75]
i~∂tΨ =
(
− ~
2
2m
~∇2 + V (~x) + U |Ψ|2
)
Ψ. (2.25)
The ﬁrst two terms of Eq. 2.25 correspond to the single particle Schrödinger
equation with particle mass m in an external ﬁeld V (~x) that can be e.g. a trap
potential. The term U |Ψ|2 describes the mean-ﬁeld interaction within this
many-body system. In general, the interaction constant U can be attractive
(U < 0) or repulsive (U > 0).
A characteristic length scale
ξ ≡
√
~2/2m
n0U
(2.26)
can be deﬁned that is denoted as healing length (with |Ψ|2 = n0). Its physical
meaning can be understand as follows: If there exist a boundary that forces the
condensate density to vanish (Ψ = 0) in a certain region, but the density still
remains unperturbed everywhere else, then the healing length is the distance
for which the condensate density changes from zero to its bulk value [76].
Bogoliubov Dispersion. Interactions in a dilute quantum gas can be de-
scribed in terms of weak perturbations, as performed by Bogoliubov in or-
der to explain the phenomenon of superﬂuidity [77]. In this regard, the en-
ergy spectrum of weakly excited states are obtained by linearizing the GPE
(cf. Eq. (2.25) around the equilibrium state. For the simplest case of a spatially
homogeneous system, the Bogoliubov dispersion takes the form
EBog(~k) = ±
√
~2k2
2m
(
~2k2
2m
+ 2µ
)
. (2.27)
Here, µ denotes the chemical potential, i.e. the energy portion that is required
to add an additional particle to the system. The sign +(−) refers to the
so-called positive (negative) Bogoliubov branch [78, 79]. Depending on the
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relation between wave vector k and healing length ξ, which is deﬁned in (2.26),
two regimes can be identiﬁed:
i) For large wave vectors (k  1/ξ) the Bogoliubov dispersion is that of a
single particle
EBog(~k) =
~2k2
2m
+ µ, (2.28)
added by the chemical potential µ that represents the mean potential energy
per particle. Complementary to this, for small wave vectors (k  1/ξ), the
Bogoliubov dispersion shows a linear dependence
EBog(~k) = c~k, (2.29)
where c =
√
µ/m is the speed of sound. As mentioned in Sec. 2.2, this corre-
sponds to the sound dispersion of a photon that propagates in a homogeneous
medium or vacuum. In case of exciton-polaritons, the Bogoliubov theory is
usually applied to analyze a coherently excited polariton condensate, e.g. in
order to describe the normal ﬂuid-superﬂuid phase transition for propagating
condensates in an external potential [80, 43, 41].
Extended Gross-Pitaevskii Equation (eGPE). In case of a polariton
condensate, the ﬁnite lifetime leads to a permanent loss of particles. Thus, a
continuous replenishment of particles from an external source is required to
preserve the condensate. Consequently, a polariton condensate is intrinsically
a non-equilibrium system, which is characterized by a steady-state particle
density that results from the balance of gain and loss. To take this into account,
a gain and dissipation term is added resulting in the following extended Gross-
Pitaevskii Equation (eGPE) [44, 45]
i~∂tΨ =
(
− ~
2
2mpol
~∇2 + V (~x) + U |Ψ|2
)
Ψ
+ i~ (γin − γc) Ψ(+VresΨ +GPΨ). (2.30)
The ﬁrst three terms are equivalent to the conventional GPE according to
Eq. (2.25). Here, γin denotes the in-scattering rate from the reservoir into
the condensate, γout the condensate decay rate. Vres represents the interaction
potential formed by the reservoir and GP the potential due to excitation laser
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induced hot carriers.
In contrast to an atomic BEC, the interaction within a polariton BEC is
always positive (U > 0) [36] leading to an energy blueshift of strength ∆E =
n0U with respect to the non-condensed polaritons. This repulsive interaction
potential causes an acceleration of polaritons away from the excitation spot
center. These convert a fraction of their potential energy into kinetic energy
and thus gain momentum |~p| = ~|~k|, causing the occurrence of BEC emission
also for ﬁnite k-values [81]
The term i~ (γin − γc) Ψ describes the balance of the gain and loss rate. For
P < Pth, loss exceeds gain ( γc > γin) and the condensate density vanishes.
With increasing P , the in-scattering rate γin increases monotonically and ex-
ceeds the value γin = γc for P = Pth, characterizing an exact balance of gain
and loss. For further increasing P , a further increase of γin and a constant
loss rate would result in a inﬁnite growth of the condensate density due to
γin − γc > 0. Thus, a gain saturation mechanism has to be implemented to
guarantee stationarity. Here, two diﬀerent approaches will be introduced.
Wouters et al. re-expressed the inscattering rate as a function or the reser-
voir density nres: γin ≡ R(nres) and supposed that the reservoir density is
clamped at its threshold value (nres(P > Pth) = nres(Pth)) [44]. Roughly
speaking, once the condensate threshold density is reached, each additional
generated polariton scatters into the condensate state, whose density grows
as |Ψ|2 ∝ (P − Pth)/γc, while the reservoir density remains constant. The
resulting eGPE takes the form
i~∂tΨ =
[
− ~
2
2mpol
~∇2 + U |Ψ|2 + i~ (R(nres)− γc) + Vres
]
Ψ. (2.31)
A diﬀerent approach was applied by Keeling et al. [45]. Here, a density-
dependent gain rate γin = γ − Γ|Ψ|2 is introduced, where γ growth linearly
with the condensate density and Γ is a density-independent gain-saturation
parameter. Thus, with increasing condensate density, the gain gets saturated
and the stationary solution is determined by |Ψ|2 = γ/Γ. The resulting eGPE
is given by
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i~∂tΨ =
[
− ~
2
2mpol
~∇2 + V (~x) + U |Ψ|2 + i~ ((γ − Γ|Ψ|2)− γc)]Ψ . (2.32)
2.4.2 Review of Research on Disorder Eﬀects on Polari-
ton Condensates
In real MC structures, structural imperfections as e.g. thickness ﬂuctuations
of the cavity or the mirror layers as well as the formation of defects within the
electronic active material (e.g. point defects, dislocations) are unavoidable.
This leads to the formation of a random disorder potential, which inﬂuences
the spatial density and phase distribution of the polariton BEC and leads to
several phenomena such as condensate desynchronization [26, 27, 28, 29] or
the formation of quantized vortices [31]. This section shall summarize ﬁndings
of disorder eﬀects on exciton-polariton condensates. An overview of disorder
impact on equilibrium BEC is provided in Sec. 6.
Already in early publications as 2005 by Richard et al. [16, 15], which
reports preliminary experimental evidences for polariton condensation in a
CdTe-based MC, essential disorder eﬀects were observed. In this regard, spot-
like BEC emission occurred within the Gaussian excitation area [16]. This was
attributed to a trapping of the condensate within a photonic disorder potential,
caused e.g. by spatial ﬂuctuations of the cavity thickness or the refractive in-
dex of the Bragg mirror and cavity materials. The same group reported also on
experimentally obtained coherence properties of a polariton condensate [15].
Within the far-ﬁeld intensity distribution, a ring-like BEC emission pattern
was observed, indicating the condensate formation at distinct k-values. Fur-
thermore, periodic intensity variations along the azimuthal angle were present,
whose amplitude reveal information about the degree of spatial coherence [82].
These were superimposed by random intensity ﬂuctuations that are attributed
to photonic disorder. By means of spectrally resolved Billet interferometry, a
signiﬁcant correlation was found of up to 75% between polaritons, which are
separated within the k-space of about ∆k ≈ (0.5, ..., 1.1) µm. This indicates
that the mutual coherence of condensed polaritons is still preserved in the
presence of the disorder potential. Qualitatively similar eﬀects were observed
by Kasprzak et al. in 2006, whose publication is usually assigned to be the
ﬁrst conclusive experimental demonstration of polariton BEC [17]. By means
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Figure 2.6: Numerical simulations based on an eGPE (cf. Eq. 2.31) to analyze a
polariton condensate in a disordered environment. (a) Assumed disorder potential
with 1 meV potential steps. (b,c) Polariton density distribution in (b) real space
and (c) momentum space. The arrows in (b) indicate polariton currents. The radius
of the red dotted circle in (c) represents the maximum achievable wave vector for
ballistically propagating polaritons. The ﬁgure is taken from Ref. [36].
of spatial coherence measurements, strong variations of the two-dimensional
distribution of the ﬁrst-order coherence function g1(r,−r, t = 0) were found
that are related to in-plane spatial photonic disorder. More precisely, several
island occurred with a high degree of coherence of up to 30% for points which
are spatially separated by a distance signiﬁcantly larger than the thermal De-
Broglie wavelength. In 2009, the temporal evolution of the spatial ﬁrst-order
coherence function g1(~r) was analyzed for the same MC [83]. To this end, the
temporal delay between the exciting laser pulse and the detected BEC emission
was continuously varied with the help of a streak camera. Temporal ﬂuctua-
tions of g1(~r) due to the present disorder potential were observed, which even
increase for increasing excitation power. This is attributed to the redistribu-
tion of polaritons over the excitation area as the eﬀective disorder potential
seen by the particles changes with the temporally varying population.
In 2008, the eﬀect of disorder on the far-ﬁeld BEC emission pattern was the-
oretically investigated via numerical simulations based on a eGPE including
gain and loss as well as an additional weak disorder potential [36]. For van-
ishing disorder, a radial-symmetric intensity distribution is expected in real
and momentum space, which is imprinted by the assumed, radial-symmetric
Gaussian excitation proﬁle. If the disorder potential (see Fig. 2.6(a)) is taken
into account, the radial symmetry is broken and the intensity distribution is
featured by a speckle-like modulation. This can be phenomenologically under-
stood as interference of emission that stems from diﬀerent, spatially localized
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spots, as conﬁrmed by the experimental observations in CdTe-based MCs men-
tioned above. [15, 17]. Thereby, the non-centrosymmetric emission pattern
(cf. Fig. 2.6(b,c)) is caused by a non-trivial phase distribution of the conden-
sate due to its non-equilibrium nature. Nevertheless, despite of the present
local distortions, the disorder potential is not able to prevent the overall prop-
agation of polaritons away from the excitation area that is still clearly visible
in simulated emission pattern.
Disorder can lead even to frequency desynchronization between diﬀerent
spatially separated condensate fragments. It was found experimentally that
initially frequency-detuned, uncondensed polaritons, which are localized within
disorder potential traps with diﬀerent energy depth, can synchronize their
emission frequency as soon their densities exceed the condensation threshold
values nth [26]. However, if the initial frequency detuning for n < nth is too
large, frequency synchronization cannot be achieved even for n > nth. The
phenomena of frequency synchronization/desynchronization was theoretically
analyzed separately by Wouters et al. [28] and Eastham et al. [29]. It was
found that whether spatially separated parts of the condensate synchronize
or not depend on the ratio of the polariton interaction energy U , which de-
pends linearly on the polariton density, and the energy diﬀerence ∆E between
the condensate states that are conﬁned within neighboring disorder potential
minima. For large ratios U/∆E, tunneling of polaritons is enhanced leading
to frequency synchronization of the condensate states. For low ratios U/∆E,
the polariton transport is suppressed and the condensate states emit at diﬀer-
ent frequencies. This is further accompanied by a reduced spatial coherence
between the frequency-detuned condensate fragments. As a result, the oc-
curence of frequency synchronization/desynchronization cannot be triggered
only by the local disorder potential strength [26], but also by the potential
energy of the condensate. In this regard, Krizhanovskii et al. reported on the
coexistence of desynchronized, low energy condensate states, which are local-
ized within the disorder potential and synchronized, high energy condensates,
which are delocalized over the entire excitation area [27]. By means of spatial
coherence measurements, long-range spatial correlations were observed for the
individual analysis of each condensate mode. For spectrally-averaged measure-
ments, the interference pattern is smeared out, indicating the reduced phase
correlations between frequency-detuned condensate states.
Furthermore, signiﬁcant impact of disorder was observed in a one-dimensional
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(a) (b) (c)
Figure 2.7: (a) Real space normalized density distribution of a one-dimensional po-
lariton condensate in a CdTe-based MC for diﬀerent excitation powers. The black
dotted lines represents the Gaussian-shaped reference density proﬁle that is assumed
for a disorder-free MC. (b) Numerically simulated polariton density proﬁles based
on eGPE discussed in Ref. [48]. (c) Comparison between experimentally obtained
(red line with points) and numerically simulated (green dotted and solid blue lines)
standard deviation of the individual polariton density proﬁles with respect to the
Gaussian reference proﬁle, indicating an increasing disorder impact with increasing
excitation power. The ﬁgure (a) is taken from Ref. [47] an the ﬁgures (b,c) are taken
from Ref. [48].
polariton BEC in terms of spatial ﬂuctuations of the ﬁrst-order coherence func-
tion g1(x,−x) in a CdTe [47] and a ZnO-based MC [84]. For the ZnO-based
MC, Trichet et al. estimated a disorder potential strength of about 2 meV by
comparing the experimental data with numerical simulations based on a eGPE
including gain and loss. For the CdTe-based MC, Manni et al. performed a
quantitative disorder analysis. Therefore, the derivation of the BEC emission
pattern, representing the spatial polariton density distribution, from the Gaus-
sian shape of the excitation laser beam was estimated for diﬀerent excitation
powers, as shown in Fig. 2.7(a). It was found that normalized density ﬂuctua-
tions even increase with increasing condensate density, indicating an increasing
disorder impact (cf. Fig. 2.7(c)). This is in strong contrast to theoretical pre-
dictions and experimental observations for equilibrium condensates, for which
disorder eﬀects are strongly suppressed with increasing condensate density (cf.
discussion in Sec. 3.2). The stability of disorder eﬀects acting on the polari-
ton condensate even at high densities was attributed to an interplay between
photonic disorder and the non-equilibrium nature of polaritons. However, the
underlying mechanism was not speciﬁed. The absence of screening of disor-
der potentials with increasing condensate density was also recently observed
by Daskalakis et al. for an organic MC [20]. The experimental ﬁndings from
Manni et al. were numerically reproduced by Stepnicki et al. [48], as shown
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in Fig. 2.7(b,c), based on a mean-ﬁeld model for a one-dimensional polariton
condensates including gain and loss. As external potential, a deep periodic
potential as well as a random disorder potential was assumed separately, each
with a correlation length in the range of some microns (e.g. ≈ 3.7 µm for
the periodic potential). Both assumptions yield qualitatively similar results,
namely increasing normalized density ﬂuctuations for increasing mean conden-
sate density, as observed by Manni et al. (cf. Fig. 2.7(b,c)). This was related to
the built-up of a large phase shift in the order of pi between adjacent potential
traps.
In clean samples with a low density of structural defects, such as GaAs-
based MCs, disorder eﬀects have only a minor impact on the polariton con-
densate [25, p. 58,59]. However, also for this material system, disorder eﬀects
were observed, e.g. elastic Rayleigh scattering of a propagating condensate
with structural crystal defects [42]. This is visible in terms of bright intensity
spots that are distributed randomly along the elastic circle (due to momen-
tum conservation) within the far-ﬁeld BEC emission pattern. This scattering
mechanism is strongly suppressed, if the condensate is driven into the super-
ﬂuid regime [43, 41]. Thereby, the fraction of the scattered polaritons and
therefore the impact of disorder decreases for increasing density due to an
increase of the superﬂuid fraction. Please note that a superﬂuid polariton
condensate can only be induced for clean material systems with low defect
density, such as GaAs-based MCs. This is caused by two facts [85]: On the
one hand, with increasing disorder potential strength, the critical condensate
density to reach superﬂuidity increases. On the other hand, if the polariton or
rather the corresponding exciton density exceeds a critical value, the system
changes from the strong to the weak coupling regime due to the formation of
an electron-hole plasma.
2.5 Coherence Properties
In this section, the basic principles of spatial and temporal coherence are
pointed out that are substantial for the experimental analysis discussed in
Sec. 5.2.
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2.5.1 Ideal Light Source
An ideal, totally coherent, monochromatic light source emits an inﬁnite, sinu-
soidal electromagnetic wave that is characterized by a well deﬁned frequency
ω, a complex amplitude A and a spatially (~r) and temporally (t) dependent
phase ϕ = ωt−~k~r+ϕ0, where ϕ0 is a constant phase oﬀset. The corresponding
wavefunction for the electric ﬁeld component
~E(~r, t) = Aei(ωt−
~k~r+ϕ0) (2.33)
has the form of a plane wave. A totally coherent signal is deterministic, i.e.
information of a single value of E(~ri, ti) at a certain spatial position and time
reveals knowledge about the entire spatial dependence and temporal evolution
of ~E(~r, t). If two of these ideal waves with equal propagation direction and
emission wavelength, e.g. ~k = [0, 0, kz = 2pi/λ], are superimposed, the result-
ing electromagnetic ﬁeld ~Esum is the vectorial sum of the individual ﬁelds:
~Esum(~r, t) = ~E1(~r, t) + ~E2(~r, t) =
(
A1e
iϕ1 + A2e
iϕ2
)
ei(ωt−kz). (2.34)
Most of the physical detection units measure the corresponding intensity that
is given by
Isum(~r, t) ∝ ~E∗sum ~Esum = |E1(~r, t)|2 + |E2(~r, t)|2 + 2A1A2 cos(ϕinterf)
Isum(~r, t) = I1(~r, t) + I2(~r, t) + 2
√
I1(~r, t)I2(~r, t) cos(ϕinterf),
(2.35)
where ϕinterf = ϕ2 − ϕ1 is the phase diﬀerence between both waves. Thus,
the resulting intensity is the sum of the intensities of the individual signals,
I1 +I2, added by an additional interference term (last term in Eq. (2.35)). The
latter one can be positive (constructive interference) of negative (destructive
interference), depending on the phase diﬀerence ϕinterf . If both signals have
identical amplitudes and thus identical intensity distribution I1(~r) = I2(~r) ≡
I0(~r), Eq. (2.35) can be simpliﬁed to
Isum(~r, t) = 2I0(~r, t)(1 + cos(ϕinterf)) = 4I0 cos
2(
ϕinterf
2
), (2.36)
which is a periodic function oscillating between Iminsum = 0 and I
max
sum = 4I0.
A superposition of totally coherent plane waves, which propagate in dif-
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ferent directions, leads to the formation of interference fringes, i.e. spatial
modulations of the resulting intensity distribution, as discussed in the follow-
ing. For simplicity, one can again assume equal amplitudes A1 = A2 ≡ A0 as
well as a vanishing phase oﬀset ϕ0 = 0 for both waves. The resulting electrical
ﬁeld is given by
Einterf(~r, t) = A0e
iωtei~r((
~k2− ~k1))
= 2A0 cos
(
~k2 − ~k1
2
~r
)
exp
[
i
(
ωt−
~k1 + ~k2
2
~r
)]
. (2.37)
The resulting electrical ﬁeld distribution corresponds to a plane wave that
propagates along the bisecting line with wavevector ~k12 = (~k1 + ~k2)/2. Its
amplitude is modulated in direction (~k2 − ~k1), which is perpendicular to the
propagation direction. The local phase distribution in the detection plan is
given by
ϕinterf(λ,~r) = ϕ0 + (~k1 − ~k2)~r
= ϕ0 +
2pi
λ
|~r|(sin(α1)− sin(α2)). (2.38)
Here, α1, α2 are the angle between the normal of the detection plane and
the corresponding wavevectors ~k1, ~k2 and ~r is the distance vector from the
intersection point between both wavevectors (in the detector plane) and the
point of interest of the resulting interference pattern. The geometry is sketched
in Fig. 2.8 for the special case of α2 = 0. This equation deﬁnes the appearance
of the observed interference pattern (fringe distance and orientation) for a
speciﬁed ϕ0 and λ. The fringe distance ∆r of the interference pattern depends
on the emission wavelength and the angle α = α1−α2 3 between the individual
wave vectors via
∆r =
λ
sin(α)
=
λ
| sin(α2)− sin(α1)| . (2.39)
For the resulting interference pattern Eq. (2.35) holds, where ϕinterf = ϕ2−ϕ1
is determined by Eq. (2.38).
3Here, a positive sign of α1,2 corresponds to a propagation in negative x-direction ac-
cording to Fig. 2.8.
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Figure 2.8: (a) Scheme of two superimposed, monochromatic plane waves with
wavevectors ~k1 = (2pi/λ)(− sin(α1)~ex + cos(α1)~ez),~k2 = (2pi/λ)~ez and equal wave-
length λ to illustrate the spatial phase distribution ϕinterf(~r) (cf. second term in
Eq. (2.38)) for the special case of α2 = 0. The solid (dashed) lines represent electric
ﬁeld maxima (minima) of the corresponding waves. Interference maxima (minima)
within the detection plane occur at position ~r for which the electric ﬁeld maximum
of wave 2 is superimposed with a ﬁeld maximum (minimum) of wave 1. The spatial
phase distribution in the detection plane ϕinterf(x, y) = ϕinterf(x) = (2pi|~r| sin(α1))/λ
is in accordance with the second term in Eq. (2.38) for α2 = 0. ϕ
interf(x) can be
found by relating the projection |~r| sin(α1) with the emission wavelength λ. This
leads to a fringe period of ∆|~r| = ∆x = λ/ sin(α1). (b) Resulting interferogram in
the detection plane.
33
2.5.2 Real Light Source
In the previous section, the characteristics of an ideal light source is discussed,
for which the total electric ﬁeld distribution ~Etotal(~r, t) depends only on the
local geometry of the superimposed waves, but is completely determined in
space and time for a given single speciﬁc value ~Etotal(~r0, t0). In contrast to this,
real light sources suﬀers from statistical phase ﬂuctuations leading to limited
phase correlations between the emitted wave packets. Thus, the local phase
distribution of the resulting interference pattern ϕinterf(~r) can only be expressed
in terms of a probability distribution. For example, in case of an atomic-based
light source, which is a kind of so-called thermal emitters, individual atoms
are excited into high-energy states and relax after a certain lifetime while
emitting a ﬁnite wave packet with a broad frequency distribution in the order of
1015 Hz around a central frequency ω0. Hence, each wave packet has a random
phase oﬀset. Therefore, signiﬁcant phase correlation only resist within a single
wave packet, but are not present between diﬀerent ones. The corresponding
coherence length is typically in the range of 1 µm. It denotes the distance
for which signiﬁcant phase correlations persist, such that interference patterns
can be formed. In case of a laser source, the emission of photons causes light
with almost equal emission wavelength and a correlated phase. This results in
a narrow frequency bandwidth, e.g. of ∆ω ≈ 1 MHz for a helium-neon (HeNe)
laser and a corresponding coherence length of about 300 m. This means, also
a laser source suﬀers from random phase ﬂuctuations, e.g. due to residual
spontaneous emission processes.
In order to quantify the phase correlations within a light ﬁeld ~E(~r, t), the
ﬁrst-order degree of coherence g1( ~r, t) is introduced. Roughly speaking, g1( ~r, t)
measures the knowledge of a signal ~E2(~r2, t2) when its value is determined for
a diﬀerent position and time ~E1(~r1, t1). The product of both signals has to be
averaged over many possible realizations, resulting in the correlation function
G(~r, t) =< ~E∗1(~r1, t1) ~E2(~r2, t2) >, (2.40)
where <> denotes the average procedure. For a totally coherent light source,
each product exhibits a ﬁxed correlation that survives the average procedure.
In the opposite case of an incoherent light source, each product is random and
the average vanishes, leading to G(~r, t) = 0. For the intermediate case, the
phase correlation between two individual signals is subjected to a statistical
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distribution and the corresponding light ﬁeld is denoted as partially coherent.
For stationary processes, the mutual phase correlation between two signals
does not depend on the absolute time t but rather on the temporal delay
between both signals τ = t2 − t1. Furthermore, to provide the comparability
of the coherence degree between diﬀerent light sources independently of the
emission intensity, the correlation function has to be normalized, leading to
the following deﬁnition of the ﬁrst-order coherence function [86]
g1(~r1, ~r2, τ) =
< ~E∗1(~r1, t1) ~E2(~r2, t1 + τ) >√
<
∣∣∣ ~E∗1(~r1, t1)∣∣∣2 >< ∣∣∣ ~E∗2(~r2, t1 + τ)∣∣∣2 >. (2.41)
Thereby, g1(~r1, ~r2, τ) is a complex number ranging from g1 = 0 for a incoherent
light source up to g1 = 1 for a totally coherent one with values in between for
a partially coherent light ﬁeld. With the help of the ﬁrst-order coherence
function, Eq. (2.35) can be generalized to
Iinterf(~r, t) = I1(~r, t) + I2(~r, t) + 2
√
I1(~r, t)I2(~r, t)g
1(~r1, ~r2, τ) cos(ϕinterf).
(2.42)
For a speciﬁc experimental realization, the superposition of at least partially
coherent signals leads to the formation of a sinusoidal interference pattern, such
as sketched in Fig. 2.8(b). The relative amplitude of the interference pattern
Iinterf(x) is quantiﬁed in terms of the visibility [87]
V =
Imax − Imin
Imax + Imin
, (2.43)
where Imax (Imin) is the maximum (minimum) intensity of the sinusoidal inter-
ference pattern. According to Eq. (2.42), the visibility can be further speciﬁed
via
V =
2
√
I1(x)I2(x)
I1(x) + I2(x)
g1(x), (2.44)
since cos(ϕinterf) oscillates between -1 and +1. For the simplest case of totally
coherent signals (g1(x) ≡ 1) with equal intensity distribution (I1(x) ≡ I2(x)),
a maximum visibility of V = 1 can be obtained (cf. Fig. 2.8(b)). For the
superposition of partially coherent signals with equal intensity distributions
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(I1(x) ≡ I2(x)), the obtained visibility is equal to the ﬁrst order coherence
function V = g1(x, t). This situation can be realized by guiding the light
through a Michelson interferometer that consists of a 50/50 beam splitter (50%
of the incident intensity is transmitted or reﬂected, respectively) and identical
mirrors (exhibiting equal spectral reﬂectivity).
In the following, two special cases for g1(~r1, ~r2, τ) are discussed, denoted as
(ﬁrst-order) spatial and temporal coherence function, respectively.
Spatial Coherence. The ﬁrst-order spatial coherence function
g1(~r1, ~r2, τ = 0) =
< ~E∗1(~r1, t0) ~E2(~r2, t0) >√
<
∣∣∣ ~E∗1(~r1, t0)∣∣∣2 >< ∣∣∣ ~E∗2(~r2, t0)∣∣∣2 > (2.45)
measures the correlation between two signals that are emitted at diﬀerent po-
sitions (~r1, ~r2) of a spatially extended light source, but at the same time t0.
The distance ∆r = |~r1 − ~r2| at which the spatial coherence function drops to
a certain fraction of its maximum value (e.g. g1(∆r) = g1max/e) is denoted as
transversal coherence length lcoh,trans. It plays a signiﬁcant role for the collima-
tion capability of a Gaussian laser beam. Thereby, the minimum divergence
is given by θ = λ/(piw0), where w0 is the beam waist, i.e. the radius of the
beam at its narrowest point. This optimal divergence can only be achieved,
if the laser beam has a ﬁxed phase correlation for the entire beam diameter.
Thus, for a partially coherent beam (lcoh,trans < w0), the beam divergence can
be estimated via θ ≈ 2λ/(pilcoh,trans) [88].
Temporal Coherence. The ﬁrst-order temporal coherence function
g1(τ = 0) =
< ~E∗(t) ~E(t+ τ) >
<
∣∣∣ ~E(t)∣∣∣2 > (2.46)
represents the normalized autocorrelation function of a signal ~E(t) and its
temporally delayed counterpart ~E(t + τ). From this, the coherence time of a
signal, i.e. the time range for which signiﬁcant phase correlations persist, can
be determined via
τcoh =
∫ ∞
−∞
|g1(τ)|2dτ. (2.47)
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2.5.3 Wiener-Khinchin Theorem (WKT)
In the following it will be shown how this variable is connected with the band-
width ∆ω of the corresponding emission spectrum. As already discussed in
the previous section, real light sourced emit an ensemble of waves, e.g. with
the form of a Gaussian wave packet: ~E(t) =
∑
i
~E0,i exp(ωit − kix), whose
frequencies ωi are distributed around a central frequency ω0 with a bandwidth
∆ω. The latter one is deﬁned as the full width at half maximum (FWHM) of
the corresponding emission spectrum S(ω), which is introduced below. The
frequency spectrum of the electric ﬁeld can be obtained by a Fourier transform
of the time-varying signal via
~E(ω) =
∫ ∞
−∞
~E(t)eiωtdt. (2.48)
As mentioned above, a physical light detection unit measures a quantity that is
proportional to the power density of the incoming light. Thus, it is meaningful
to introduce the power spectral density
S(ω) = | ~E(ω)|2, (2.49)
which measures the power of the electrical ﬁeld per unit area within the in-
ﬁnitesimal frequency band ω+dω [W/(Hz cm2)] [87]. According to the Wiener-
Khinchin theorem (WKT) the power spectral density S(ω) of a stationary
statistical process is a Fourier-Transform of the corresponding autocorrelation
function G(τ) =< ~E∗(t) ~E(t+ τ) >, which can mathematically expressed via
S(ω) = 1
2pi
∫ ∞
−∞
G(τ)eiωτdτ. (2.50)
A normalization Snorm = S(ω)/Itotal to the total intensity Itotal =∫∞
−∞ <
~E∗(t) ~E(t) > dt yields
Snorm(ω) = 1
2pi
∫ ∞
−∞
g1(τ)eiωτdτ. (2.51)
Consequently, the ﬁrst-order temporal coherence function g1(τ) is completely
determined by the normalized lineshape of the corresponding emission spec-
trum Snorm(ω) via Eq. (2.51). Thereby, the coherence time τcoh is inverse
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lineshape Snorm(ω) g1(τ) C
rectangular =
{
1 for ω ± ∆ω
2
0 else
∝ ∆ω sin(ωτ/2)
(ωτ/2)
1
Lorentzian ∝ ∆ω
(ω−ω0)2+∆ω2 ∝ exp(−∆ωτ) 1pi ≈ 0.32
Gaussian ∝ exp(−(ω−ω0)2
2σ2
) ∝ exp(−τ2σ2
2
)
√
2 ln 2
pi
≈ 0.66
Table 2.1: Relation between the lineshape of power density spectra Snorm(ω),the
shape of the corresponding temporal coherence function g1(τ) as well as the pro-
portionality factor C according to Eq. (2.52) [86, 87]. For the last row, σ =
∆ω/(2
√
2 ln 2) represents the standard deviation of the Gaussian distributed line-
shape, also denoted as Doppler width.
proportional to the spectral bandwidth ∆ω. Both are related via
τcoh∆ω = 2piC, (2.52)
where the proportionality factor C depends on the speciﬁc lineshape of the
emission spectrum. Table 2.1 shows an overview of typical lineshapes for dif-
ferent emission processes and the corresponding temporal behavior of g1(τ)
[86, 87].
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3.1 Sample
ZnO cavity
Al O substrate2 3
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Al O2 3 10.5 pairs
YSZ
Al O2 3 10.5 pairstop DBR
Figure 3.1: Schematic structure of the investigated wedge-shaped ZnO-based micro-
cavity.
In order to experimentally analyze disorder eﬀects on a non-equilibrium
BEC, a wedge-shaped ZnO-based MC is used in this work. It consists of an
approximately half-wavelength bulk ZnO cavity, which is embedded between
two all-oxide DBRs, as shown in Fig. 3.1. Each DBR is composed of 10.5 pairs
of yttria stabilized zirconia (YSZ) and alumina (Al2O3). The large diﬀerence
of their refractive indices (nYSZ ≈ 1.74 , nAl2O3 ≈ 2.28) at the energy of the
exciton resonance of 3.4 eV provide the high reﬂectivity of about R ≈ 99%
even for a rather low number of layer pairs [32], as shown in Fig. 3.2. The bulk
ZnO cavity simultaneously acts as active medium, exhibiting a quality factor
of about 1000 and a maximum coupling strength of about 45 meV (ΩRabi ≈
90 meV) at T = 10 K [50]. In this wedge-shaped cavity, the cavity mode
energy strongly varies with the lateral sample position enabling the variable
detuning ranging from ∆ ≈ −110 meV up to ∆ = +50 meV.
3.1.1 Fabrication
The MC was fabricated at the Universität Leipzig by H. Franke on a c-plane
oriented sapphire substrate via pulsed-laser-deposition (PLD) [32]. Within
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Figure 3.2: Calculated reﬂectivity spectrum of the investigated MC for normal
incidence, revealing high reﬂectivity of R ≈ 99% within the Bragg stop band
(E ≈ 3.1, ..., 3.6 eV). The reﬂectivity dip at E = 3.259 eV corresponds to the forma-
tion of the LPB mode. The underlying dielectric functions of the individual layers
are obtained via spectroscopic ellipsometry.
the PLD precess, the beam of a KrF excimer laser (λ = 248 nm emission
wavelength, pulse length: 25 ns) was focused onto a target, which is mounted
vis-à-vis to the target. Due to the high excitation density of about 2 J/cm2 on
the target surface, the target material evaporates and forms a plasma plume
between target and substrate. The continuous rotation and excentric shift
of the target yields a homogeneous ablation. Furthermore, the substrate is
laterally shifted with respect to the axis of the plasma plume to avoid the
collision of heavy droplets of target material with the substrate. The target
particles adsorbed on the substrate surface diﬀuse to an energetically favorable
position. To enhance the surface mobility of these particles, the substrate was
heated at a temperature TS. During the fabrication of the DBR layers, the
substrate was continuously rotated to provide a homogeneous layer deposition.
For the deposition of the ZnO cavity layer, the substrate rotation was switched
oﬀ. This leads, in combination with the oﬀ-axis substrate position, to the
formation of the wedge-shaped cavity with a thickness gradient ranging from
dcav = 75 nm up to dcav = 95 nm. Before the PLD process was started, the
PLD chamber was ﬁrstly evacuated and subsequently ﬁlled with oxygen with
diﬀerent partial pressures pO2 (see table 3.1). The latter one determines the
size and shape of the plasma plume and thus the kinetic energy of the target
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YSZ Al2O3 ZnO
TS [◦C] 650 650 150
pO2 [10
−2mbar] 2 0.2 2
Table 3.1: Fabrication parameters used for the PLD of the investigated MC.
particles that hit the sample surface.
For the deposition of the ZnO cavity layer, the relative low substrate tem-
perature of TS = 150◦C was used leading to a smooth cavity interface and thus
to a high photonic lifetime. On the other hand, a low TS is accompanied by
a rather poor crystal quality and thus by a reduced excitonic lifetime. To im-
prove the crystal quality of the ZnO layer, the MC structure was annealed after
the deposition of the cavity for 30 min at T = 900◦C and pO2 = 700 mbar. To
avoid a desorption of the ZnO layer during the annealing, the cavity was previ-
ously capped with the ﬁrst YSZ layer of the top DBR. All relevant deposition
parameters are provided in table 3.1.
3.1.2 Microstructure
Figure 3.3: TEM bright ﬁeld image of the half MC revealing the polycrystalline
structure and columnar growth of the ZnO cavity layer. The inset shows a single
area diﬀraction (SAD) pattern, which was acquired from the encircled region in order
to estimate the tilt of the ZnO grains with respect to the surface normal. The ﬁgure
was taken from Ref. [33].
The microstructure of the MC was investigated by various methods [32].
The atomic force microscopy analysis yields smooth interfaces between all lay-
ers with the maximum interface roughness of Rrms = 1.9 nm for the cavity
layer. This leads to a high photonic quality that is reﬂected in a high Q of
about 1000. By means of X-ray diﬀraction it was found that the cavity layer is
preferentially c-plane oriented. However, individual columns are signiﬁcantly
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tilted with respect to each other with a maximum tilt angle of about 13◦ with
respect to the growth direction. A cross-sectional transmission electron mi-
croscopy image of a MC that is fabricated under similar conditions reveal the
polycrystalline structure of the ZnO cavity layer (see Fig. 3.3). This contains
large grains aligned in the growth direction reaching from the bottom to the
top with grain sizes ranging from 20 nm up to 120 nm. The single area diﬀrac-
tion pattern conﬁrms the preferential c-plane orientation of the ZnO cavity
with an observed tilt angle up to 12◦ with respect to the surface normal.
3.2 Bose-Einstein Condensation of Exciton-Polaritons
In this section results shall be shortly reviewed, which are obtained by photolu-
minescence (PL) experiments on exciton-polariton Bose-Einstein Condensates
in the introduced MC, These experiments were performed by Helena Franke
in the laboratory of the group of Prof. N. Grandjean at Ecole Polytechnique
Fédérale de Lausanne (EPFL) in Switzerland in 2010 [32]. The measure-
ments were performed under non-resonant, pulsed excitation using conditions
allowing observation of BEC, namely within the broad range of temperatures
(T = (10, ..., 250)K) and detunings (∆ = (−10, ...,−50)meV). For positive
detunings, laser emission from an electron-hole plasma was observed. The dis-
cussion of this plasma is beyond the scope of this work. Depending on T and
∆, the BECs show diﬀerent properties that shall be discussed regarding the
threshold densities Pth as well as their kinetic properties (ballistical propaga-
tion vs. localization).
The transition from the emission by decay of uncondensed polaritons oc-
cupying the lower polariton branch (LPB) to the coherent emission from a
polariton condensate will be exemplarily discussed for T = 130K and a detun-
ing of ∆ ≈ −40meV. Figure 3.4 shows typical features for such a transition:
• The superlinear increase of the PL intensity for P > P th.
• The continuous blueshift of the polariton emission energy due to the
increasing interaction potential.
• The drastic reduction of the FWHM.
The energy shift of the condensate emission line for P = Pth related to the
energy of the LPB minimum is exceptionally strong compared to polariton
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Figure 3.4: (a) Evolution of the far-ﬁeld PL emission for increasing excitation power
P , normalized to the condensation threshold value Pth in a linear color scale for
T = 130K and a detuning of ∆ ≈ −40meV. A strong increase of the PL intensity
and signiﬁcant peak narrowing of the condensate emission can be observed. The
scaling factors are indicated in the ﬁgures. (b) Integrated intensity of the condensate
emission and (c) corresponding shift of the emission energy as well as the change in
FWHM of the emission line (c). The ﬁgure is taken from Ref. [32, p. 105].
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condensates in other MCs [89]. Such an initial large energy diﬀerence between
the polariton BEC at threshold and the LPB minimum was similarly found for
all investigated temperatures and detunings. It indicates the presence of a large
repulsive interaction potential within the investigated MC. It is supposed, that
this potential is caused by accumulation of donor-bound excitons in the center
of grains, leading to an electronic disorder potential, which will be discussed
in detail in Sec. 5.3.2. Above threshold, a further increase of the excitation
power is accompanied by a further, but considerably smaller blueshift of the
condensate energy in agreement with BEC emission observed in other systems.
Figure 3.5 shows the far-ﬁeld emission of the investigated MC slightly above
the condensation threshold for nine selected pairs of (T,∆)-values. Between
the panels, the detuning increases from left to right, whereas the temperature
increases from the left bottom corner to the right upper one. In all cases,
emission from the LPB is observed. For this MC, the threshold for polariton
condensation increases with increasing temperature and less negative detun-
ing (not shown here). In general, within the condensation phase diagram
Pth(∆, T ) of ZnO-based (as well as GaN-based) MCs, two diﬀerent regimes
can be identiﬁed, denoted as kinetic and thermodynamic regime. For large
negative detunings (kinetic regime), a deep polariton trap is formed, deﬁned
by the energy diﬀerence between the excitonic reservoir and the bottom of
the LPB (Ex − ELPB). Furthermore, the lifetime of the mainly photonic po-
laritons is short compared to the relaxation time and scattering with acoustic
and optical phonons is not suﬃcient to reach the ground state. Thus, ad-
ditional polariton-polariton scattering is required. Therefore, in this regime,
condensate formation is limited by the polariton relaxation rate. In contrast
to this, for large positive detunings the polariton trap energy (Ex − ELPB) is
strongly reduced and the relaxation time is generally shorter than the polari-
ton lifetime. In this thermodynamic regime, the ground state occupation is
limited by the thermal escape of polaritons from the trap, which is enhanced
for increasing detuning or rather excitonic fraction due to a further reduced
polariton trap and a increasing interaction rate leading to an increase of Pth.
Consequently, a minimum threshold density for polariton density and thus an
optimal detuning occurs for an intermediate regime for which the relaxation
rate is similar to the polariton lifetime. By means of recent phase diagram
analysis for a ZnO-based planar MC [72], a minimum Pth was found for ∆ ≈ 0
at low temperatures (T = 10 K). With increasing temperature, the relaxation
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Figure 3.5: Far-ﬁeld images in a linear color scale for the PL intensity slightly above
the condensation threshold for diﬀerent temperatures and detunings as indicated in
the images by T/∆ in (K/meV). The ﬁgure is taken from Ref. [32, p. 109].
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Figure 3.6: (a)-(c) Schematics of the spatial distribution of the potential energy act-
ing on the polariton condensate for three diﬀerent possible kinetic regimes. (d)-(f)
Corresponding intensity distribution of the energy-resolved far-ﬁeld emission pat-
tern. If the polariton propagation length Lpropagation is larger than the extension
of the laser induced interaction potential (a), polaritons propagate ballistically with
ﬁnite momenta p|| = ~k|| leading to distinct bright spots in the emission pattern (d).
In contrast to this, if Lpropagation is smaller than the interaction potential size (b),
most of the condensed polaritons decay before they can leave the region of the inter-
action potential resulting in a smooth k space intensity distribution with maximum
at k = 0 (e). An additionally assumed disorder potential (c) causes an inhomoge-
neous spatial distribution of the condensate density and of the resulting polariton
interaction potential leading to pronounced intensity ﬂuctuations in the correspond-
ing emission pattern (f). The images (d,e) result from numerical simulations and
are adapted from Ref. [36]. The image (f) represents experimental results from PL
measurements for a parameter set of T = 10K and ∆ = −30 meV, while (c) is just
a sketch.
rate as well as the thermal escape rate increases. Therefore, a larger trap is
favored for polariton condensation leading to a shift of the optimal detuning
(minimal Pth) to more negative values. Similar ﬁndings were already reported
for GaN-based MCs previously [90, 91]. According to these results, the present
MC is in the thermodynamic regime. The limited accessible detuning range
prevent the observation of a minimal Pth.
Depending on the speciﬁc choice of temperature and detuning, two opposite
regimes were found for the polariton BEC emission pattern, each representing
a diﬀerent scenario of the polariton dynamics. For low temperature and very
negative detuning, spot-like emission appears at a ﬁnite k and −k, indicating
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ballistic propagating condensates as sketched in Figs. 3.6(a,d). This situation
is present if the excitation spot is small compared to the polariton propagation
length. In this case, the majority of condensed polaritons leave the region of
the excitation laser-induced interaction potential that is caused by condensed
and uncondensed polaritons, reservoir excitons and hot carriers. Thus, their
total potential energy is transfered into kinetic one and they propagate with a
constant velocity until they scatter inelastically with defects or decay after a
certain lifetime. For the MC investigated here, propagation lengths up to 7µm
could be estimated (see Franke et al., [33]).
For large temperatures and less negative detunings condensate emission
appears at dispersionless lines, that are bounded by the LPB. This can be
explained by diﬀerent reasons. Firstly, with increasing temperature and de-
tuning, the polariton lifetime and its eﬀective mass increases leading to a
reduced condensate propagation length. Secondly, an increasing temperature
and detuning is accompanied by an increasing threshold power Pth for this MC
as discussed above. This leads to an increased concentration of carriers that
contribute to the assumed electronic background potential. This is saturated
for a certain excitation power and thus do not follow the shape of the exci-
tation laser proﬁle leading to a less steep polariton interaction potential for
increasing excitation powers. Both mechanism lead to a reduced relation be-
tween the polariton propagation length and the size of the repulsive interaction
potential. If the propagation length is smaller than the size of the interaction
potential, polaritons are on average less accelerated due to the less steep eﬀec-
tive laser induced interaction potential (see Figs. 3.6(b,e)). In this regime, only
a small fraction of the generated polaritons can leave the excitation region and
propagate ballistically. Most of the polaritons decay before they convert their
full potential energy into kinetic one. This leads to a broad distributions of
velocities |v| or rather wavevectors |k| = mpol|v|/~ ranging from zero for rest-
ing polaritons up to kmax ≈
√
2mpol∆E/~ for ballistically propagating ones,
where ∆E is the polariton blueshift with respect to the LPB minimum.
According to Ref. [36] the BEC emission stemming from a disorder-free
MC should be distributed continuously in k-space at the condensate energy
Ec with maximum intensity at k = 0. This is in strong contrast to the non-
homogeneous, fragmented emission pattern, which is characterized by pro-
nounced intensity ﬂuctuations along the k direction, observed for the MC
investigated here (see Fig. 3.6(f)). This derivation from the symmetrical in-
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tensity distribution is attributed to disorder as sketched in Fig. 3.6(c). Here,
disorder causes spatial variations of the condensate density that is imprinted
onto the polariton interaction potential.
Remarkably, these intensity ﬂuctuations are stable even for high excitation
powers, which is in contrast to theoretical predictions [37, 38, 30] and exper-
imental ﬁndings [40] for equilibrium, e.g. atomic BECs. In atomic BECs,
suﬃciently strong disorder leads to localization of diﬀerent condensate frag-
ments [38]. With increasing density, particle interaction is enhanced, which
may result in a delocalization of the condensate and thus to a reduced dis-
order impact. This was experimentally conﬁrmed in terms of an observed
transition from an exponential to an algebraic decay of the condensate den-
sity |ψ(x)|2 for increasing density due to increasing particle interaction [40].
Whereas the exponential decay of the condensate density indicates Anderson
localization1 of the condensate wavefunction |ψ(x)| within the disorder po-
tential [92], an algebraic decay corresponds to a partial localization [93] and
thus to a reduced disorder impact. Furthermore, in case of an atomic BEC,
Fisher et al. predicted the existence of a non-superﬂuid Bose-glass state in
the presence of suﬃciently strong disorder and the transition to an ordered,
superﬂuid state with increasing particle interaction [37]. A similar transition
was also suggested for polaritons while neglecting the gain and loss process
[30]. However, another theoretical study show that the non-equilibrium na-
ture of a polariton BEC cannot be neglected, but causes signiﬁcant changes
related to an atomic BEC, namely i) the destruction of long-range order and
ii) a vanishing superﬂuid stiﬀness in the thermodynamic limit even for weak
disorder [94].
A further investigation and understanding of this phenomena for the case
of a non-equilibrium polariton BEC is the main topic of the present work. A
detailed description of the underlying mechanism, which is analyzed in a close
collaboration with the Quantum Statistical Physics group headed by Prof.
Rosenow, especially with Dr. Alexander Janot within the frame of his PhD
thesis [61], is provided in Sec. 8.
1In condensed mater physics, Anderson localization describes the absence of diﬀusion of
waves in a disordered medium. At suﬃciently low densities, transport does not take place
and the particle wave functions are localized within a small region of space. This is to be
distinguished from weak localization, for which particle motion occurs, but in a diﬀusive
rather than a ballistical way.
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3.3 Conclusion and remaining Problems
In summary, H. Franke has found:
1.) Strong signatures for BECs of exciton polaritons for a large range of
temperatures and detunings.
2.) Signiﬁcant intensity ﬂuctuations within the I(k) proﬁles, which strongly
diﬀer from the expected homogeneous intensity distributions for a disorder-free
MC and thus can be attributed to a spatially varying polariton interaction
potential due to photonic and electronic disorder.
Based on these ﬁndings, two remaining problems are investigated within
this thesis:
1.) The existence of a BEC in this MC has to be veriﬁed by means of
temporal coherence measurements (see Sec. 5.2). For this purpose, a Michelson
interferometer is built-up and its performance is evaluated (see Sec. 4.3).
2.) The origin of the disorder-induced, almost condensate-density indepen-
dent spatial ﬂuctuations of the polariton distribution within the BEC states
has to be identiﬁed. To this end, the experimental data set of the excitation
power dependent PL measurements, performed by H. Franke, is further eval-
uated (see Sec. 5.3). The energy-resolved far-ﬁeld emission pattern I(E, k)
were analyzed as a function of excitation power for diﬀerent parameter sets of
(T,∆). Afterwards, a single BEC emission channel is extracted for a single
parameter set and its intensity proﬁle I(k) is analyzed as a function of ex-
citation power. The experimentally obtained intensity proﬁles are compared
to numerically simulated ones, calculated by A. Janot [61, 46]. A. Janot has
developed a theoretical model based on a GPE, which describes the polariton
wavefunction in an external (e.g. disorder) potential, extended by an addi-
tional gain-depletion term to consider the permanent regeneration and decay
of particles (see Sec. 7.1). In a close collaboration with A. Janot, the model
parameters are adjusted according to the present experimental situation like
material parameters, energies, details of the disorder potential or size of the
condensate.
Chapter 4
Coherence Spectroscopy
4.1 Micro-Photoluminescence Setup
Emission from the MC was investigated with micrometer spatial resolution by
using a µ-PL setup with several excitation sources and detection systems. The
setup was built-up by T. Nobis [95] and C.Czekalla [96] and extended by T.
Michalsky [59] in order to analyze the PL intensity distribution in real space
and momentum space (respective angular space or k space) separately. It was
further slightly modiﬁed by the author of this work by adding an additional
CCD detector (I-Kon M from Andor Solis, see Sec. 4.1.2). Fig. 4.1 shows
a general scheme of the setup. In order to provide a complete illumination
of the back entrance of the microscope objective and thus a maximum spatial
resolution, the excitation beam diameter can be changed via a set of two lenses
with focal length fE1 and fE2 by a factor of fE2/fE1. A pinhole with a diameter
of 30 µm between both lenses is used for optimizing the beam proﬁle. A wedge-
shaped neutral density ﬁlter enables a continuous variation of the beam power
density by two orders of magnitude. This range can be extended by using
additional neutral density ﬁlters with optical density from OD = 0.1 up to
OD = 3.0. For measuring the overall laser power, a beam splitter reﬂects a
constant fraction of the beam power that is measured by a photodiode S130VC
from Thorlabs. Finally, by using a set of mirrors and a further beam splitter,
the excitation beam is guided onto the back entrance of a microscope objective
(UV 50x Plan Apo Inﬁnity Corrected Long WD Objective from Mitutoyo) with
the magniﬁcation factor of 50 and the numerical aperture of NA = 0.4.
The excitation beam is focused onto the sample surface with a minimum
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Figure 4.1: Scheme of the excitation (blue lines) and detection path (red lines) of
the µ-PL setup.
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beam diameter of about 1 µm. Using a set of two translation stages (M-
511.DDB from Physik Instrumente, the lateral sample position can be adjusted
with 100 nm spatial resolution. Since the microscope objective is mounted on
a piezo objective scanner (P.725KHDS from Physik Instrumente), the focal
distance can be adjusted with a resolution of about 2.5 nm.
The emitted luminescence is collected by the same microscope objective
and guided by a system of mirrors onto a detection unit. In order to block the
excitation laser light in the detection path, a laser ﬁlter is placed in front of the
detection unit. A further band edge ﬁlter suppresses the spectrally broad defect
luminescence in the visible spectral range that is emitted by the investigated
ZnO MC. By using a variable system of lenses within the detection path (see
Fig. 4.2), the momentum space (far-ﬁeld) as well as the real space (near-ﬁeld)
PL emission pattern can be analyzed separately, as will be discussed in the
following:
For far-ﬁeld PL measurements, as shown in Fig. 4.2(a), a lens system con-
sisting of two lenses LD1 and LD2 images the back focal plane (BFP) of the
microscope objective (MO), magniﬁed by a factor of fD2/fD1, onto the de-
tection plane or entrance slit of the monochromator, respectively. Thereby,
all emitted rays with equal emission angle hit the same point on the detection
plane providing an angular distribution of the emitted PL. If the back entrance
of the microscope objective is completely illuminated by the excitation laser
beam, light with a maximum emission angle of αmax = sin−1(NA) ≈ 23.6◦ is
collected. For the investigation of optical MCs, the emission angle α of the col-
lected photon is associated with the in-plane momentum k|| = (E(α)/~c) sin(α)
of the decayed particle within the cavity (e.g. exciton, polariton) due to the
cavity photon dispersion, where E is the photon energy, ~ is the Planck con-
stant and c is the speed of light (cf. Eq. (2.11)). This imaging technique is
denoted as k-space imaging.
In order to obtain the real space intensity distribution, an additional lens
LR is placed into the detection path, as shown in Fig. 4.2(b). In this case, the
combination of microscope objective and the lens LD1 generates an inverted in-
termediate image of the real space emission proﬁle I(x, y) with a magniﬁcation
of fD1/fobj. This is further imaged via the combination of LR and LD2 onto
the detection plane with a magniﬁcation of fD2/fR. Complementary to the
k-space imaging, each ray that is emitted from the same point of the sample
surface is imaged onto the same point of the detection plane, independently of
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Figure 4.2: Detection path of the µ-PL setup to investigate the k-space (a) and real
space (b) intensity distribution of the emitted light. Here, o.a. denotes the optical
axis, MO and BFP denote the microscope objective and the corresponding back
focal plane, LD1 and LD2 are the relay lenses used for the k-space imaging and LR
is additionally integrated for real space imaging.
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its emission angle.
For measurements at low temperatures the sample is mounted in a continuous-
ﬂow cryostat (ST-500 from Janis Research), which allows to vary the sample
temperature from T = 10...475K. Unfortunately, the cryostat window with
refractive index n causes spherical aberration, namely a lateral shift of the
transmitted rays that increases with increasing optical thickness of the window
and increasing oﬀ-axis angle α [59]. For the used window thickness of 3.2 mm
(n = 1.47) and the large range of collected emission angles of(−23◦, ...,+23◦,
the induced beam shift and thus the resulting spatial distortion of the image
is about 40 µm. This is much larger than the typical length scale of the mi-
crostructure, which is investigated. Thus, real space imaging is not possible
at low temperatures with the µ-PL setup. Please note that the cryostat win-
dow has no impact on the performance of k-space measurements, since it only
induces a lateral beam shift but does not change the emission angle of the
transmitted rays.
For the excitation power dependent PL measurements that were performed
by Helena Franke in the laboratory of the group of Prof. N. Grandjean at Ecole
Polytechnique Fédérale de Lausanne (EPFL) in Switzerland. There, a similar
setup was used [32]. For the k-space imaging, a microscope objective with a
numerical aperture of NA = 0.55 was used, providing a maximum collection
angle of αmax ≈ 33◦.
4.1.1 Excitation Sources
Three diﬀerent laser systems were used as excitation source.
HeCd Laser. In order to analyze the performance of the built-up interfer-
ometer setup (cf. Sec. 4.2.1), a HeCd laser, operating in the continuous wave-
length (cw) regime, with an emission wavelength of 325 nm and a maximum
output power of 20mW was used as excitation source, since the corresponding
lateral beam proﬁle is close to an ideal Gaussian distribution.
Titanium Sapphire Laser. For the temporal coherence measurement dis-
cussed in Sec. 5.2, the sample was excited using a pulsed titanium sapphire
(Ti:Sa) laser ( Mira Optima 900-P from Coherent) with pulse length of (2,...,3) ps.
The laser pulses are generated via mode locking with an variable spectral range
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between 700 nm and 980 nm. This laser is pumped by a frequency-doubled cw
Neodymium-doped yttrium orthovanadate (Nd:YVO4) laser (Verdi V18 from
Coherent) with an emission wavelength of 532nm and an output power of 18W
leading to a spectrally broad luminescence of the Ti3+ ions with maximum in-
tensity at 800 nm [97]. A birefringent ﬁlter (BRF) selects a tunable narrow
spectral range for the emission wavelength. The repetition rate at 76 MHz is
deﬁned by the cavity length. It can be reduced by a pulse picker (pulseSelect
from APE). This can be necessary for time-resolved measurements to prevent
the arrival of a laser pulse before the luminescence induced by a former pulse is
completely decayed. The infrared Ti:Sa pulses of about 800 nm are converted
into UV pulse by third harmonic generation (THG) (HarmoniXX from APE).
Nd:YAG laser. Excitation dependent PL measurements were performed at
the EPFL in Lausanne by a Nd:YAG laser with an emission wavelength of 266
nm, a repetition rate of 8.52 kHz and a pulse length of 500 ps.
4.1.2 Detection Units
Depending on the application, three diﬀerent detection units were used.
Imaging Monochromator iHR320 with CCD. To analyze the spectrally
resolved k-space intensity distribution, the emitted PL was guided through an
imaging monochromator iHR 320 on which a CCD camera Symphony II with
1024x256 pixels (both from Horiba Jobin Yvon) was mounted. The CCD pixel
size is 26x26 µm. The two-dimensional intensity distribution of the (e.g. k-
space) PL emission pattern I(kx, ky) can be obtained by setting the diﬀraction
grating to zero order. To achieve spectral resolution, the grating is set to its
ﬁrst order and the width of the monochromator entrance slit is reduced. Thus,
the emission pattern is converted into a one-dimensional linescan, e.g. I(kx =
0, ky). The spectral resolution occurs in the direction perpendicular to the
entrance slit, providing the observation of I(E, ky). The spectral resolution of
the monochromator is ∆λ = 0.075 nm for the used conﬁgurations (diﬀraction
grating with 2400 lines per mm, slit width: 50 µm) [59].
For the excitation power dependent PL measurements at the EPFL, a
monochromator of the same model (IHR 320 from Horiba Jobin Yvon) was
used, providing a spectral resolution of ∆E ≈ 400µeV in the spectral range of
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the ZnO emission (λ ≈ 370 nm) [32].
Imaging CCD Camera I-Kon M. For the alignment and the performance
analysis of the Michelson interferometer within the red spectral range (cf.
Sec. A.2.2), the two-dimensional real space as well as k-space intensity dis-
tribution of the laser emission was collected by the CCD camera I-Kon M
from Andor Solis. The quadratic sensor with 1024x1024 pixels (pixel width:
13x13 µm) yields high resolution in real and k-space, respectively. Thereby,
the spectrally integrating detection provides much higher intensities per CCD
pixel compared to the spectrally resolved detection mentioned above. Hence,
this allows for using less integration times, which is favorable especially for co-
herence measurements. This is due to the fact that the impact of setup-related
nonidealities, such as mechanical vibrations or temperature induced temporal
drift of the setup, on the determined visibility is reduced. Furthermore, a high
frame rate up to 4.4 frames per second enables a real-time record of the signal,
which is advantageous for the alignment of the interferometry setup. This cor-
responds to a temporal resolution of about 230 ms, which is in the order of the
integration time of t = 500 ms used for the temporal coherence measurements
(see Sec. 5.2).
Streak Camera. The temporal delay between the PL signal traveling through
both interferometer arms as well as the radiative decay time of the BEC emis-
sion was determined by using a streak camera C5680 from Hamamatsu, con-
nected to a monochromator iHR 320.
Similarly to the detection unit described above, the monochromator re-
duces the dimensionality of the analyzed emission pattern and provides spec-
tral resolution. The additional temporal resolution enables the measurement
of spectroscopic transients for a speciﬁc k-value, e.g. I(E, t)|kx=0,ky=0, which
was applied to determine the radiative decay time τrad of the BEC emission
(cf. Sec. A.2.3), or of monochromatic transients for a certain k-range
I(kx, t)|E=const.,ky=0. The latter one was used to determine the temporal delay
∆t between the signal going through both interferometer arms. The maximum
temporal resolution is about 2 ps.
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4.2 Michelson Interferometer
In order to investigate the coherence properties of the polariton condensate,
the µ-PL setup described in Sec. 4.1 is extended by a Michelson interferom-
eter that is designed and built-up in the framework of this thesis. At ﬁrst,
the experimental setup is presented, followed by a discussion of comprehensive
performance measurements with a laser beam as well as with polariton con-
densate emission. The installation of this setup was supported by A. Holm in
the framework of his bachelor thesis (see Ref. [60]).
4.2.1 Experimental Setup
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Figure 4.3: Beam path in the Michelson interferometer in plan mirror (PM) - retrore-
ﬂector (RR) conﬁguration. In this geometry, rays with opposite wavevectors are su-
perimposed. The RR is mounted on a motorized travel stage, that allows to vary the
temporal delay between both interference arms as well as on a piezo stage in order
to scan the relative phase of each point of the interference pattern.
For simplicity, the description of the interferometer setup is restricted to the
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case of k-space imaging. However, it holds also for measurements in real space.
Fig. 4.3 shows a scheme of the Michelson interferometer in plan mirror (PM) -
retro reﬂector (RR) conﬁguration.1 In that mode, the far-ﬁeld emission pattern
I1(~k) of the investigated light source, e.g. laser beam or BEC emission, is
superimposed with its inverted counterpart I2(−~k). The beam splitter divides
the beam into two parts, that are reﬂected by the PM or RR, respectively, and
superimposed on the plane of detection. In the following, the main parts of
the interferometer will be introduced.
Beam Splitter Cube. The beam splitter cube from CVI Laser Optics is
insensitive to polarization and optimized for the UV spectral range exhibiting
a transmission of (43 ±6)% and a absorption below 24 % for a spectral range
of 250 - 400 nm. It is mounted on a goniometer that allows the alignment
of all three Euler angles. Each of the two beams is transmitted and reﬂected
once, thus the intensity losses induced by the beam splitter are nearly equal
for both interferometer arms.
Plan Mirror. The PM is a common Al mirror with high reﬂectivity (R ≥
88% for λ = 325 nm - 650 nm) and low surface roughness (< λ/10) in order to
preserve the wavefront of the reﬂected beam, which is substantial for interfer-
ometry measurements. With the help of two micrometer screws the PM can
be tilted horizontally as well as vertically.
Retroreﬂector. The RR consists of three PM, that are arranged perpendic-
ular to each other forming three faces of a cube. This geometry causes that
the incident and the reﬂected beam, corresponding to the same k value, are
exactly anti-parallel to each other, independent of the incident angle. Fur-
thermore, the RR causes a lateral beam shift, whose magnitude depends on
the lateral position of the incident beam with respect to the center of the RR.
As a consequence, the reﬂected image is inverted with respect to the incoming
one. Furthermore, the RR is mounted on a set of translation stages (motorized
travel stage M531.DG and piezo stage P-611.1S, both from Physikalische In-
strumente), which allows to vary the path diﬀerence ∆s or rather the temporal
delay ∆t = ∆s/c between both interferometer arms up to ∆(∆s)max = 600 mm
(∆(∆t)max = 2 ns) with a spatial resolution of about ∆(∆s)min ≈ 20 nm
1Please note that only two of the three PMS the RR is consisting of are sketched.
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(∆(∆t)min ≈ 70 as). The latter one allows to scan the relative phase diﬀerence
ϕinterf between both interferometer arms. Two micrometer screws allows a lat-
eral movement or the RR. Due to the triple reﬂection, the RR induces triple
intensity losses related to the PM.
4.2.2 Determination of ﬁrst Order Correlation Function
From the interference pattern, the ﬁrst order correlation function g1(~x1, ~x2) of
the investigated light source can be determined, where ~xi are the coordinates
of the corresponding two-dimensional k-space respective real space intensity
distribution. In the latter case, the correlation function g1(~r1, ~r2) is denoted
as the ﬁrst-order spatial coherence function (cf. Sec. 2.5.2). The following
discussion is restricted to k-space correlations g1(~k1, ~k2), but nevertheless is
also valid for spatial coherence g1(~r1, ~r2).
As introduced in Sec. 2.5.2, the ﬁrst-order correlation function can be ob-
tained from the visibility V of the corresponding interference pattern for the
case of equal intensity distributions I1(~k1) ≡ I2(~k2). In the general case of dif-
ferent intensities I1(~k1) 6= I2(~k2), the fringe visibility additionally depends on
the individual intensity distributions I1(~k1), I2(~k2) 2 according to Eq. (2.44).
As shown in Fig. 4.4(a), the ratio of the determined fringe visibility to the
physically relevant correlation function decreases for increasing intensity ratio
I1/I2
3. For moderate intensity ratios, the deviation between visibility and cor-
relation function is rather small, e.g. V/g1(~k1, ~k2)(I1 = 2I2) = 0.94. However,
for the experimental conﬁguration used in this work, larger intensity ratios
occurred, as shown in Fig. 4.4(b) for exemplarily chosen, individual intensity
linescans I1,2(~k1,2). This is caused by two basic facts: On the one hand, the
RR causes triple intensity losses due to the triple reﬂection compared to the
single reﬂection at the PM. On the other hand, the used PM-RR-conﬁguration
of the Michelson interferometer leads to the superposition of emission pattern
with diﬀerent local intensity distribution, i.e. the ratio I1(~k1)/I2(~k2) is not
constant but a function of ~k. This is caused by the interplay of i) the inversion
symmetry between the emission pattern that is reﬂected by the RR and the
2The term individual intensity distribution denotes the intensity distribution of the
emission pattern, which passes through a single interferometer arm.
3This statement holds for the assumed case that I1 > I2. Otherwise, the notations
of the individual intensity distributions I1,2 has to be exchanged. This is valid, since
V/g1(~k1,~k2)(I1/I2) = V//g
1(~k1,~k2)(I2/I1).
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Figure 4.4: (a) Ratio of the experimentally obtained visibility V and the ﬁrst-order
correlation function g1(~k1,~k2) as a function of the intensity ratio I1(~k1)/I2(~k1) of the
individual signals. (b) Experimentally obtained intensity ratio of the BEC emission
I1(EBEC,~k1)/I2(EBEC,~k2), where EBEC is the condensate energy, as a function of
k ≡ k1 = −k2. The data set is exemplarily extracted from the temporal coherence
analysis that is discussed in Sec. 5.2. The dashed gray lines highlight the relevant k-
range that is used to determine g1(k,−k,∆t). The dashed red (blue) line highlights
the mean (maximum) intensity ratio for this k-range.
emission pattern that is reﬂected by the PM (~k1 = −~k2) and ii) the non-radial
intensity distribution of the investigated BEC emission pattern I(~k) 6= I(|~k|)
due to the present disorder potential as well as the non-radial intensity proﬁle
of the excitation laser beam. Figure 4.4(b) shows a speciﬁc experimental sit-
uation that corresponds to the temporal coherence measurement discussed in
Sec. 5.2. For the relevant k-range that is used for the determination of g1(~k1, ~k2)
(highlighted by the gray dashed lines in Fig. 4.4(b)), a mean intensity ratio of
< I1/I2 >= 2.78 can be obtained with a maximum value of (I1/I2)max = 3.86.
This corresponds to a mean (minimum) ratio of visibility and ﬁrst-order cor-
relation function of < V/g1(~k1, ~k2) >= 0.88 (V/g1(~k1, ~k2)min = 0.81). Con-
sequently, for an exact determination of g1(~k1, ~k2), the individual intensity
distributions I1(~k1), I2(~k2)) has to be considered, as will be discussed in the
following:
According to Eq. 2.42, the intensity of a certain point of the interference
pattern Iinterf(~k) is deﬁned by the individual intensities I1(~k1), I2(~k2), the phase
diﬀerence of both superimposed electromagnetic waves ϕinterf = ϕ2 − ϕ1 and
the corresponding ﬁrst-order correlation function function g1(~k1, ~k2). Here,
~k ≡ ~k1 = −~k2 is the wavevector of the corresponding interference pattern.
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Figure 4.5: (a) Spectrally resolved k-space interference pattern Iinterf(E, k) of the
polariton emission for a speciﬁc temporal delay of ∆t = 0.7 ps between the signals
going through both interferometer arms. The red dashed line highlights the position
of the condensate energy. (b) Extracted intensity linescan Iinterf(k,∆t) at the energy
position of the BEC, showing signiﬁcant periodic intensity modulations as a func-
tion of k. (c) Relevant terms for the experimental determination of the ﬁrst-order
correlation function. According to Eq. (4.1), g1(k,−k,∆t) is equal to the amplitude
of the sinusoidally modulated normalized intensity Inorm(~k).
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From this equation, the normalized intensity
Inorm(~k) =
Iinterf(~k)− I1(~k)− I2(−~k)
2
√
I1(~k)I2(−~k)
= g1(~k,−~k) cos(ϕinterf) (4.1)
can be determined. Its amplitude, which is further denoted as normalized
visibility
Vnorm ≡ Iˆnorm(~k) (4.2)
is equal to the ﬁrst-order correlation function Vnorm ≡ g1(~k,−~k), independent
of the intensity ratio I1(~k)/I2(−~k) and thus independent of the characteristic of
the original emission pattern I(~k) as well as of the reﬂectivity ratio RPM/RRR
of the interferometer mirrors. The individual terms of Eq. (4.1) are shown
in Fig. 4.5 for a speciﬁc experimental situation. In summary, this method is
suitable to determine the ﬁrst-order correlation function for the superposition
of two emission pattern with signiﬁcantly diﬀerent intensity distributions. This
is the case for the temporal coherence analysis of the BEC emission pattern
(cf. Sec.5.2), which are superimposed in RR-PM-conﬁguration.
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4.3 Performance of the Interferometer
In this section the performance of the interferometer is discussed. Interfer-
ence measurements were carried out with diﬀerent lasers emitting at diﬀerent
wavelength. In this regard, S. Lange supported the execution and the subse-
quent data analysis of the performance measurements in the red spectral range
excited by a HeNe laser. As detailed discussed below, the impact of several
nonidealities on the visibility is analyzed, namely:
• inhomogeneous intensity distribution,
• noise of the intensity pattern,
• temporal drift of the setup, e.g. long-term variations of the emission
intensity or temperature induced shift of the path length diﬀerence be-
tween both interferometer arms,
• mechanical vibrations, caused e.g. by the air conditioning system, by
vacuum pumps or by vibrations transfered by the building itself.
Summarizing, the major inﬂuences originate from:
1.) mechanical vibrations of the setup, which leads to temporal ﬂuctuations
of the path length diﬀerences between both interferometer arms and therefore
phase ﬂuctuations ϕˆinterf = 2pi∆̂s/λ. This results in a strongly varying visi-
bility for diﬀerent measurements with nominally identical experimental condi-
tions, further denoted as accumulations. It was found that the phase of the
individual interference pattern ϕinterf , which is determined by the path length
diﬀerence ∆s between both interferometer arms by ϕinterf = 2pi mod (∆s/λ),
varies within σϕ = 0.14 (in units of 2 pi) in the time range of minutes and
σϕ = 0.27 in the time range of tens of minutes, where σ denotes the standard
deviation for diﬀerent accumulations. This leads to visibility ﬂuctuations of
σVis = 0.037 (∆t ≈ 1 min) up to σVis = 0.057 (∆t ≈ 10 min).
2.) The observed interference fringes originate from the superposition of im-
age points with diﬀerent intensities. This is caused by the PM-RR-conﬁguration
of the interferometer setup for which the emission that is going through one of
the individual interferometer arms is inverted with respect to the other one.
Note, the image stemming from light propagating through one single arm is
further denoted as single arm image. Thus, for an inhomogeneous emission
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pattern, which applies for the used laser sources as well as for the polariton
BEC emission, light stemming from diﬀerent points and having diﬀerent inten-
sities are overlapped leading to a spatially varying amplitude of the resulting
interference pattern.
3.) A spectrally dependent analysis yields that the impact of mechanical
vibrations on the visibility increases with decreasing emission wavelength of
the laser source. This is expected because a ﬁxed vibrational amplitude ∆̂s
causes stronger phase ﬂuctuations ϕˆinterf for shorter wavelength λ.
4.) Intensity ﬂuctuations of the laser source can be excluded as a signiﬁcant
source of error, since intensity ﬂuctuations between diﬀerent accumulations of
the single arm images are by a factor 5 smaller than intensity ﬂuctuations
within the interference pattern. This indicates that the latter are induced
by phase ﬂuctuations due to mechanical vibrations rather than by intensity
ﬂuctuations of the emitting laser source. The setup is veriﬁed to be stable
up to 300 s for individual interference measurements. A long-term stability
test by applying a measurement series consisting in total of 150 accumulations
demonstrates stability of the interference setup of up to two hours.
For the special case of temporal coherence measurements, two experimental
artifacts are identiﬁed, which additionally reduce the visibility of the observed
interference pattern and thus limit the determination of the coherence time of
the investigated emission source:
i) A spectrally dependent phase shift ϕinterf(λ,∆λ,∆s) is induced between
diﬀerent emission wavelength λ that increases linearly with increasing path
length diﬀerence ∆s. Thereby, ∆λ  λ denotes the wavelength diﬀerence
within the spectral bandwidth of the emission.
ii) A ﬁnite radiative decay time of the investigated emission process while
applying pulsed excitation leads for a non-zero ∆s to the superposition of dif-
ferent intensities at a certain point of time, whereas the intensity ratio strongly
depends on the temporal delay ∆t between both interferometer arms.
All these points are discussed in detail in Sec. A.2.

Chapter 5
Experimental Characterization of
Bose-Einstein Condensates
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5.1 Threshold Power Density for Polariton Con-
densation
This section presents the determination of the threshold excitation power den-
sity for polariton condensation Pth for the MC introduced earlier (see Sec. 3.1)
that is signiﬁcantly aﬀected by disorder. This is discussed exemplarily for
the experimental conditions used for the disorder analysis (T = 10 K,∆ =
−30 meV, see Sec. 5.3). Figure 5.1 shows a typical far-ﬁeld PL emission pat-
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Figure 5.1: Far-ﬁeld emission pattern I(E, k) for P = 79 W/cm2. The magenta
line highlights the parabolic-like dispersion of the LPB. The black dots represent the
energy barycenters of the LPB emission EBCLPB(k) for each k value. The white dashed
lines highlight the spectral positions of all relevant features.
tern at an excitation power above threshold. In general, three spectral contri-
butions are identiﬁed, namely the LPB emission as well as two further spectral
features, which are identiﬁed as BEC related emission by means of temporal
coherence measurements (see Sec. 5.2). In the following, the low energy BEC
state will be denoted as BEC 1 and the high energy one as BEC 2. The LPB
emission is signiﬁcantly broadened towards higher energies. This is due to the
fact that polaritons, which are located at diﬀerent regions in the excitation
area, are subject to diﬀerent blueshifts due to the spatially inhomogeneous,
Gaussian-like pump spot as well as the pronounced disorder potential [36].
For the LPB emission, two spectral components are identiﬁed, the parabolic
shaped LPB minimum as well as the energy barycenter of the LPB emission
EBCLPB(k) = (
∫
E
I(E) ·E dE)/(∫
E
I(E)dE), which accounts for this broadening
eﬀect.
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Unfortunately, the experimental determination of the condensation thresh-
old is accompanied by large uncertainties. On the one hand, indications for
interaction between both BEC modes are observed in terms of polariton relax-
ation from the high energy BEC 2 state into the low energy BEC 1 state as
discussed below. Thus, both BEC states cannot be treated independently from
each other, but as a coupled system of BEC states. On the other hand, espe-
cially the BEC 1 state superimposes with the intense and broad LPB emission
for a large range of excitation powers. Therefore, the impact of the disorder
on the determination of the threshold power shall be discussed here. By doing
so, the evolution of the total PL intensity with increasing excitation power is
ﬁrstly analyzed, as usually done for a disorder free condensate. As will be dis-
cussed below, this method gives only an upper limit and therefore two further
methods are developed: ﬁrstly, the excitation power dependent evolution of
the PL intensity is examined for each spectral contribution separately. Sec-
ondly, the PL spectra Ik(E) are studied for each k value and excitation power
separately and the FWHMs are deduced for the individual emission channels
as a function of k and excitation power density.
10 100 1000
1E-4
1E-3
0.01
0.1
1
n
o
rm
.
P
L
-I
n
te
n
s
it
y
(a
rb
.
u
.)
excitation power density (W/cm
-2
)
Pth = 130 W/cm
-2
P P P< : Int ~th
1.4
P P P> : Int ~th
4.3
P P P>> : Int ~th
Figure 5.2: Excitation power dependence of the total PL intensity. For low excitation
power densities P ≤ 235 W/cm2 the behavior can be described by two power func-
tions with diﬀerent exponents below (red solid line) and above (blue solid line) the
condensation threshold. For excitation powers far above the condensation threshold,
a linear behavior is observed (dashed green lien). The threshold can be deduced from
the intersection between both functions: Pth = 130W/cm
−2.
Evolution of the total Photoluminescence (PL) Intensity. As a ﬁrst
guess, the excitation power dependence of the total PL intensity I, integrated
over all observed k values and energies, is analyzed as shown in Fig. 5.2. For
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low excitation powers (P ≤ 126 W/cm2), I(P ) follows a power law behavior
with an exponent of 1.4. The slope of the PL intensity increases abruptly
for P & 141 W/cm2 indicating the onset of polariton condensation. For the
range of excitation powers of P = (141, ..., 234)W/cm2, an exponent of 4.3 is
determined. From the intersection between both functions, P ≈ 130 W/cm2
is identiﬁed as a threshold value. For excitation powers far above Pth (P >
500 W/cm2), a linear behavior of I(P ) is observed.
Please note that the estimated value of Pth = 130 W/cm2 is only an upper
limit. This can be explained by the inhomogeneous shape of the Gaussian-like
excitation spot proﬁle. For excitation powers P & Pth the critical density for
polariton condensation is achieved within a small spatial area only. In contrast
to this, emission from uncondensed polaritons, which superimposes the BEC
emission, stems from a much larger area. Thus, the BEC emission becomes
dominant leading to the observed kink in the evolution of the PL intensity
with increasing powers only for powers signiﬁcantly larger than the real con-
densation threshold.
Evolution of PL Emission for each BEC State. To analyze the im-
pact of the superposition of the LPB and BEC emission on the determina-
tion of Pth, the excitation power dependent evolution of the PL emission is
analyzed for both contributions separately. For this purpose, intensity spec-
tra I(E), integrated over all observed k values, are investigated for diﬀerent
excitation power densities as shown in Fig. 5.3(a). For the lowest density
(P = 16 W/cm2) only the LPB emission can be observed, with maximum
intensity at the minimum of the LPB dispersion of ELPB = 3.3207 eV. For
increasing excitation power, the high energy edge of the LPB emission dom-
inates due to the previously mentioned signiﬁcant broadening towards higher
energies. Already for P = 79 W/cm2 an additional emission channel ap-
pears at EBEC2 = 3.335 eV. This peak becomes pronounced and shows a
strong narrowing for P ≥ 109 W/cm2. For further increasing excitation power
a second pronounced BEC emission channel appears within the I(k) spec-
tra at smaller energies indicating the multimode BEC behavior, as discussed
in Sec. 5.3. Please note that this emission channel is already observable for
P = 79 W/cm2 in the energy resolved k-space images as shown in Fig. 5.1.
However, it appears only as a small shoulder within the k-integrated intensity
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Figure 5.3: (a) Normalized PL spectra I(E) integrated over all k values for diﬀerent
excitation powers. The blue (dark yellow) arrow points at the PL spectra for which
ﬁrstly a pronounced peak relating to the emission of BEC 2 (BEC 1) is observed. (b)
Selected spectra that are signiﬁcant for the determination of Pth. (c) Exemplary PL
spectrum for P = 155 W/cm2 showing the FWHM of both BEC emission channels
as well as the peak area. (d) Excitation power dependence of the energy positions of
all four spectral components considered here. The empty red circles represent BEC
emission that appears as shoulder within the PL intensity spectra leading to larger
uncertainties for the determination of the peak energy, see (a,b). (e) Excitation power
dependence of the PL intensity, integrated over the FWHM of the corresponding
peak.
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spectra for this excitation density range (cf. Fig. 5.3(a,b)) and thus cannot be
properly analyzed.
In order to extract the peak energy and intensity for both BEC emission
channels, a lineshape analysis is performed by assuming a Lorentzian line shape
for each BEC state as exemplarily shown for P = 155 W/cm2 in Fig. 5.3(c).
Fig. 5.3(d) shows the excitation power dependent evolution of the peak energy
for all four spectral contributions considered here, which are additionally in-
dicated by the dashed lines in Fig. 5.3(a). For the LPB emission, two energy
positions are extracted, namely the minimum of the LPB dispersion as well
as the LPB barycenter EBCLPB for k = 0 that is deﬁned in the introduction of
this section. Whereas the minimum energy of the LPB dispersion is almost
excitation power independent (EminLPB = 3.3207 eV), the broadening of the LPB
emission towards higher energies (quantiﬁed in terms of EBCLPB) signiﬁcantly
increases for increasing excitation power. This results in the observed spec-
tral overlap with the emission from the BEC 1 state for low excitation powers
(P ≤ 155W/cm2). Furthermore, both BEC emission channels show a large
energy shift of about EBEC1 = EBEC2 = (16± 2) meV with respect to EminLPB for
increasing excitation power density up to P = 155 W/cm2. It is assumed that
the initial large energy shift of EBCLPB as well as of EBEC1,2 is mainly caused by
an electronic background potential that is discussed in detail in Sec. 5.3.2. For
P > 155 W/cm2 the slope of EBEC1,2 for increasing P is reduced, following
the common expectations for a polariton BEC. In this regime, the electronic
background potential starts to saturate and only the condensate-condensate
interaction contributes further to the increasing blueshift.
The PL peak area, which is obtained by integration over the FWHM of the
corresponding Lorentzian peaks for both BEC emission channels separately
as well as for the sum of both, is shown as a function of excitation power in
Fig. 5.3(e) in a double-logarithmic scale. The PL intensity of BEC 2 starts to
saturate at P ≈ 300 W/cm2 and even decreases for P > 550 W/cm2, whereas
the PL intensity of BEC 1 further increases in the entire excitation power
density range shown here. This indicates an eﬀective relaxation of polaritons
from the high-energy BEC 2 state into the low-energy BEC 1 state. Therefore,
both BEC emission channels are not independent from each other but repre-
sent a system of coupled condensate states for which a single condensation
threshold density is estimated. Similar to the previous method, a kink in the
evolution of the PL intensity at Pth would be expected, however, only a discon-
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Figure 5.4: Far-ﬁeld emission pattern I(E, k) for an exemplary excitation power of
P = 141 W/cm2. The parabolic shaped LPB emission as well as the dispersionless
BEC emission channels are highlighted by white dashed lines.
tinuity is barely visible at P ≈ 84 W/cm2 for the data set presented here (cf.
Fig. 5.3(e)). Please note that the PL spectra for P < 109 W/cm2 do not show
a clear peak for the energy range of the expected BEC emission due to the
spectral overlap with the intense and spectrally broad LPB emission. Thus,
the extracted peak area is subject to large uncertainties in the mentioned range
of excitation densities, highlighted by the gray dashed lines in Fig. 5.3(e). Due
to this fact, the observed discontinuity in the evolution of the PL intensity is
not fully reliable and only a range of possible values can be determined for Pth.
On the one hand, a peak at 3.335 eV is slightly visible for an excitation density
of P = 79 W/cm2, which leads to the observed discontinuity in the PL inten-
sity evolution at P ≈ 84 W/cm2 and may indicate the onset of BEC emission.
However, this peak may also be caused by eﬀective polariton scattering into an
already blueshifted state in the uncondensed regime. On the other hand, the
peak gets pronounced and spectrally narrowed for P = 109 W/cm2. This is
a clear signature for polariton condensation. Conclusively, the range of values
for Pth can be restricted to Pth = (84 − 109) W/cm2 by using this method.
The additional reduction of the impact of spectral overlapping between LPB
and BEC emission is discussed in the following section.
k-dependent Evolution of FWHM. For a more sophisticated investiga-
tion the PL intensity spectra, Ik(E) are analyzed for each k value and excita-
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Figure 5.5: k-dependent FWHM of LPB and BEC emission for a large range of
excitation power densities. Empty circles represent excitation power densities P <
Pth, whereas excitation power densities P ≥ Pth are highlighted by full ones.
tion power separately. Thereby, the FWHMs for both BEC emission channels
as well as for the LPB emission are deduced. Fig. 5.4 shows exemplarily a
far-ﬁeld PL emission pattern for P = 141 W/cm2 with logarithmic intensity
scale. Here, all three emission channels, marked by white dotted lines, are
energetically well separated for a large range of k values. The k-dependent
evolution of the FWHM with increasing excitation power density is shown in
Fig. 5.5 for each emission channel separately. Please note that the missing
data points correspond to PL spectra which show a strong spectral overlap
of the emission channels and thus prevent a proper lineshape analysis. The
broadening of the LPB emission increases with increasing absolute k values
due to an increasing excitonic fraction. For P > 79 W/cm2 the FWHM of
the BEC 2 peak is lower than the minimum FWHM of the LPB emission in-
dicating the onset of polariton condensation. For the BEC 1 peak this holds
for P > 109 W/cm2. For both BEC emission channels, the peak narrowing
saturates for P = 141 W/cm2, indicating a maximum temporal coherence. Fol-
lowing the arguments about the interaction between both investigated BEC
emission channels as mentioned above, this coupled BEC system is character-
ized by a single threshold power of Pth = 79 W/cm2.
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method Pth in
W/cm2
comments
total PL intensity 130 upper limit, BEC emission superimposed
by intense LPB emission
PL intensity for
each BEC emission
channel
84 - 109 superposition with LPB emission prevents
reliable lineshape analysis for small exci-
tation power densities
k-dependent
FWHM
79 provides best separation between LPB
and BEC emission
Table 5.1: Comparison of the results obtained by the used methods for experimental
determination of the condensation threshold density Pth.
Summary.
The results for the determination of Pth are summarized for all three methods
in Table 5.1. Using the commonly used method by analyzing the total PL in-
tensity as a function of excitation power, an upper value of Pth < 130 W/cm2
was estimated. By studying the PL intensity for each spectral contribution sep-
arately it was possible to reduce the impact of the disorder on the determined
threshold value and further restrict the range of Pth to Pth = (84−109) W/cm2.
The best minimization of the disorder inﬂuence on the determination of the
threshold power for condensation was achieved by investigating the PL spectra
for each k value separately and deducing the FWHM for each spectral con-
tribution. This method also diﬀers from the other ones regarding its physical
principle. The analysis of the PL intensity evolution for the total emission
as well as for the individual BEC emission are based on an increasing rate
of the parametric scattering process into the condensate state for P ≥ Pth
due to its bosonic nature. Thereby, the coexistence of a small area of con-
densed polaritons for P ' Pth and a large area of uncondensed ones can cause
a rather soft transition of the PL intensity evolution leading to large uncer-
tainties for the determination of Pth. Investigating the FWHM of the BEC
emission channels rather gives insight into another property. As the FWHM
of the BEC emission channels are inversely proportional to the temporal co-
herence of the corresponding system of particles, the spontaneous build-up of
coherence, which is a basic property of a polariton condensate, is observed di-
rectly in this quantity. Nevertheless, the convolution of a certain BEC emission
peak with other emission channels leads to uncertainties for the determination
of Pth using this method, too. In summary, Pth = 79 W/cm2 is estimated as
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the threshold value for polariton condensation in the investigated MC for the
used parameter set of T = 10 K and ∆ = −30 meV.
5.2 Determination of Coherence Time
In order to proof weather the observed emission stems from a temporally coher-
ent polariton condensate, its coherence time τcoh is determined and compared
to the lifetime of incoherent polaritons that is deduced from the linewidth of
the polariton emission for P < Pth. Therefore, Michelson interferometer mea-
surements with variable path length diﬀerence ∆s or rather temporal delay
∆t = ∆s/c are applied (see Sec. 4.2). Furthermore, excitation power depen-
dent PL measurements of the I(E, k) distribution are performed by using the
signal which passes through the RR arm. Thereby, the threshold power for
polariton condensation Pth as well as the excitation power dependence of the
emission linewidth are estimated. For the measurements presented here, the
sample was excited via a pulsed, frequency-trippled Ti:Sa laser emitting at
266 nm with a repetition rate of about 76 MHz and a pulse length of about
2 ps, focused onto a spot area of about 10 µm2. The temperature was set to
T = 10 K and a detuning of about ∆ ≈ −110 meV was chosen. The reason
for choosing a diﬀerent detuning compared to that of ∆ ≈ −30 meV used
for the disorder analysis (see Sec. 5.3) are the following: On the one hand,
the parameter set used for the temporal coherence measurement corresponds
to a maximum PL intensity of the polariton emission. Thus, interference
measurements with minimal integration times t = 0.5 s could be performed
yielding a high reproducibility of the individual measurements (cf. Sec. 4.3).
On the other hand, such a strong negative detuning is accompanied by a min-
imum Pth for the investigated MC as discussed in Sec. 3.2. Consequently,
coherence measurements at low excitation powers could be performed (here:
P = 14.3 W/cm2 ≈ 1.4Pth), which is necessary to ensure stable BEC emission
during the entire measurement time (about one hour) for the excitation con-
ditions used here. For higher excitation powers (P > 25 W/cm2) a temporal
decrease of the emission intensity in the time range of minutes was found for
diﬀerent (but similar) sample positions indicating the incipient degradation
of the MC. Therefore, the temporal coherence measurements were performed
prior to the excitation power dependent PL measurements.
Fig. 5.6(a) shows representative I(E, k) emission pattern with logarithmic
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Figure 5.6: (a) I(E, k) emission pattern of the RR arm images for selected excita-
tion powers. The horizontal lines highlight the energy of the further investigated
emission channel, whereas the vertical lines highlight the k-value (k = 4.7 µm), for
which the PL spectra I(E) are extracted as shown in (b) and (c). (b) Lineshape
analysis for selected PL spectra. (c) Waterfall plot of PL spectra for all excitation
powers used for this measurement. The black dashed line indicates the energy shift
of the further investigated emission channel with increasing excitation power. (d)
Double-logarithmic plot of total PL intensity Itotal(P ) integrated over all energies
and wavevectors to determine Pth. (e) Relevant parameters of the low-energy Voigt
peak (blue line in (b)) as a function of P .
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intensity scale for three diﬀerent excitation powers. For the lowest power
shown here (P = 9.8 W/cm2) dominant emission from the parabola-like shaped
LPB is observed. The emission is broadened towards higher energies due to
the signiﬁcant blueshift of polaritons in regions with high reservoir density
(i.e. in the center of the excitation spot). For increasing excitation power
(P = 14.3 W/cm2), signiﬁcant emission at a horizontal, dispersionless line
at E ≈ 3.268 eV is observed, which is related to BEC emission. For further
increasing excitation power (P = 14.3 W/cm2) the investigated BEC state
is blueshifted due to the increasing polariton interaction potential. More-
over, additional BEC states are formed at higher energies. The lifetime of
uncondensed, incoherent polaritons is deduced from their emission linewidth
for P < Pth obtained by lineshape analysis of PL spectra I(E) for a selected
k-value of k = 4.7 µm (see Fig. 5.6(b)). This corresponds to the k-value of
the LPB emission at the energy of the BEC state for the excitation power of
P = 14.3 W/cm2 that is used for the temporal coherence measurement dis-
cussed below. The PL spectra are asymmetrically shaped for all excitation
powers. This is due to the fact that the LPB emission is already broadened
towards higher energies even for P < Pth due to the polariton interaction
potential originating from diﬀerent sources (see Sec. 5.3.2). Additionally, the
PL spectra of the LPB emission at k = 4.7 µm are superimposed by the low-
energy contributions of the LPB emission corresponding to larger |k|-values.
Thus, even for low excitation powers (P ≤ 14.3 W/cm2) two peak functions
are required to model the shape of the PL spectra, namely a Voigt function,
being a convolution of a Gaussian and a Lorentzian, for the main peak and
a Gaussian for the high-energy contribution. Please note, that the investi-
gated BEC state at E = 3.268 eV spectrally overlaps with the LPB emission
and thus cannot be observed as an individual peak within the PL spectra for
low excitation powers. For larger excitation powers (P ≥ 17.5 W/cm2) two
spectral signatures appear corresponding to BEC states formed at higher en-
ergies. PL spectra for all excitation powers used for this measurements are
displayed in Fig. 5.6(c). The dashed line indicates the energy of the investi-
gated emission channel that corresponds to the low-energy Voigt peak (blue
lines in Fig. 5.6(b)). To estimate Pth, the total PL intensity Itotal(P ), inte-
grated over all energies and wavevectors, is analyzed, showing a power-law
behavior Itotal(P ) = aP b with diﬀerent exponents below (b = 1.67) and above
(b = 2.92 ) Pth (see Fig. 5.6(d)). From the intersection point between both
81
functions, a threshold power for polariton condensation of Pth ≈ 10 W/cm2 is
estimated. As discussed in Sec. 5.1, this is only a rough estimation of Pth. Due
to the presence of disorder and the superposition of intense LPB emission for
a large range of excitation powers, the experimentally determination of Pth is
accompanied by large uncertainties. However, an exact determination of Pth is
not crucial for this measurement but rather shall allow to rescale the excitation
power in units of Pth (here at P ≈ 1.4 Pth). This allows to compare with the PL
measurements for the disorder analyses that is discussed in Sec. 5.3. Fig. 5.6(e)
illustrates the results from the lineshape analysis of this peak showing typical
features of the formation of a polariton condensate at P = Pth, namely 1.)
increasing slope of the excitation power dependent PL intensity evolution, 2.)
a continuous blueshift of the emission energy with increasing excitation power,
and 3.) a reduced emission linewidth at and slightly above Pth, quantiﬁed as
FWHM of the modeled Voigt function. The latter one indicates an increased
temporal coherence of the BEC with respect to the individual, uncondensed
polaritons. A lifetime of τLT = FWHM(P < Pth)/~ = 160 fs is estimated from
the LPB emission linewidth for P < Pth.
Figure 5.7(a) shows selected interferograms of the I(E, k) emission pattern
for diﬀerent temporal delays ∆t. For ∆t −→ 0 interference fringes are clearly
visible within the BEC emission pattern. With increasing temporal delay,
the amplitude of the interference pattern decreases and an additional phase
shift occur between diﬀerent spectral components of the emission as discussed
in Sec. A.2.3. According to Eq. (4.1) the normalized interference intensity
Inorm(E, k) is deduced from the single arm images IPM,RR(E, k) and the in-
terferograms Iinterf(E, k) (see Fig 5.7(b)). Furthermore, an intensity proﬁle
Inorm(k) is extracted at the energy of the BEC emission EBEC = 3.271 eV for
each ∆t. The amplitude of Inorm(k), which represents the ﬁrst-order correla-
tion function g1(k,−k,∆t), is determined by approximating the experimental
data for a selected k-range of about two interference periods with a sinu-
soidal model, as show in Fig. 5.7(c). Fig 5.8(a) shows g1(∆t) for the entire
∆t-range investigated here. By assuming a Gaussian decay of g1(k,−k,∆t) =
g1(∆ t = 0) exp[−(pi/2)(∆ t2/τ 2coh)][87] a coherence time of about τ expcoh = 8.7 ps
is found directly from the bare experimental data. This is more than a factor
of 50 larger than the lifetime of an individual polariton. Consequently, the co-
herence of the investigated quantum state is preserved despite the continuous
decay of polaritons and the replenishment from the reservoir, which can thus
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Figure 5.7: (a) Interferograms of BEC emission pattern Iinterf(E, k) for selected path
diﬀerences ∆s or rather temporal delays ∆t = c/∆s between both interferometer
arms. Data points of high PL intensity (I > 2500) are displayed as overexposed
(white area) in order to highlight the low-intense interference fringes. (b) Corre-
sponding distribution of the normalized interference intensity Inorm(E, k). (c) Inten-
sity proﬁles Inorm(k) at the energy of the investigated BEC state, which is highlighted
by the black dashed lines in (a,b). Approximation with a sinusoidal model yields the
temporal ﬁrst-order coherence function g1(∆t) ≡ Iˆnorm(∆t).
83
experimental data correction functioncorrected data Gaussian model
0.0
0.2
0.4
0.6
0.8
1.0
t
corr
coh
= 10.3 ps
n
o
rm
a
liz
e
d
 v
is
ib
ili
ty
Ds(mm) Ds(mm)
t
corr
coh
= 13.7 ps t
corr
coh
= 22.5 ps
-10 -5 0 5 10
Dt (ps)
Ds(mm)
-3 -2 -1 0 1 2 3
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7 t
coh
=  8.7 ps
Ds(mm)
-3 -2 -1 0 1 2 3
(
)
g
t
1
D
region of
coherence
-10 -5 0 5 10
Dt (ps)
experimental data
Gaussian model
(a)
(b) (c) (d)
-3 -2 -1 0 1 2 3-3 -2 -1 0 1 2 3
-10 -5 0 5 10
Dt (ps)
-10 -5 0 5 10
Dt (ps)
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time of τcoh = 22.5 ps is estimated.
be identiﬁed as a condensate.
The experimentally determined coherence time is only a lower limit for the
real coherence time that can be expected for the BEC emission, because the
determination of the real coherence time is limited by two experimental ar-
tifacts, as discussed in Sec. A.2.3. By applying corrections for the spectrally
dependent phase shift according to (A.12), a coherence time of τcoh = 10.3 ps
is estimated (see Fig. 5.8(b)), whereas a correction for the ﬁnite radiative de-
cay time of the BEC emission according to (A.19) yields a coherence time of
τcoh = 13.7 ps (see Fig. 5.8(c)). If both corrections are applied simultaneously,
a coherence time of τcoh = 22.5 ps is estimated (see Fig. 5.8(e)), which is a
factor of about 2.6 larger than the experimentally obtained value for the coher-
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ence time and a factor of about 140 larger than the lifetime of an individual,
uncondensed polariton as obtained from the lineshape analysis.1 Furthermore,
the estimated coherence time is by a factor of about 4 larger than the initial
radiative decay time of the condensate emission of τrad = 6 ps as obtained
from time-resolved PL measurements (cf. Sec. A.2.3). This indicates that the
coherence dynamics diﬀer from the dynamics of the BEC population, such that
the coherence decay is much slower than the population decay as observed in
Ref. [83].
For the excitation conditions used here, excitation densities are restricted
to values slightly above Pth, as discussed above. However, for the disorder
analysis (see Sec. 5.3), excitation densities up to P = 20Pth are applied. In
general, a signiﬁcant dependence of the coherence time on the excitation den-
sity is expected, which should follow the evolution of the reciprocal emission
linewidth qualitatively (according to the Wiener-Khinchin theorem). A the-
oretical analysis for a CdTe based MC predict a pronounced dip of the BEC
emission linewidth for P ≈ 1.25Pth and a strong increase of about one order of
magnitude for P > 2Pth, corresponding to a decreasing coherence time. This is
attributed to phase diﬀusion and thus limiting of the condensates coherence for
high particle densities due to high scattering rates between polaritons within
the condensate and with uncondensed polaritons[98]. This is qualitatively con-
ﬁrmed by temporal coherence measurements for a ZnO-based MC showing a
decrease of the coherence time by a factor of about 1.5 for increasing excitation
power from 1.2 Pth to 2.4 Pth [23].
In the PM-RR-conﬁguration, PL emission of polaritons with opposite emis-
sion angles or rather wavevectors are superimposed. Consequently, the de-
termined ﬁrst-order correlation function g1(k,−k,∆t) diﬀers from the pure
autocorrelation function g1(∆t) for which a distinct signal is superimposed
with its temporally delayed replica. Thus, the Wiener-Khinchin theorem in-
troduced in Sec. 2.5 cannot be applied here. This is experimentally supported
by the absence of interference fringes for emission from uncondensed polaritons
(cf. Fig. 5.7(a,b)). According to the Wiener-Khinchin theorem, the temporal
coherence function g1(∆t) is deﬁned by the shape of the emission spectrum,
which is determined by the spectral resolution of the spectrometer for the used
1Please note that these corrections provide only a rough estimation of the real coherence
time since simple assumptions were done to quantify the impact of both experimental arti-
facts, e.g. a constant intensity distribution I(λ) within a single CCD row (cf. Sec.A.2.3) or
the simpliﬁed temporal evolution of the BEC emission intensity i(t) (cf. Sec.A.2.3).
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experimental conditions. Thus, if the Wiener-Khinchin theorem could be ap-
plied, similar values and a similar evolution of Vnorm(∆t) would be expected for
the spectrally resolved emission of the condensate and the uncondensed LPB
polaritons, which is obviously not the case here.
5.3 Inhomogeneous Emission Proﬁle
In this section, intensity ﬂuctuations within the far-ﬁeld PL emission pattern
of the investigated MC shall be analyzed. Therefore, experimental data from
excitation power dependent PL measurements for diﬀerent temperatures and
detunings performed by H. Franke (cf. Sec. 3.2) are further evaluated. To this
end, a distinct energy range is extracted from the far-ﬁeld PL emission pat-
tern, which represents a single BEC state in the meaning of the theory, and
its evolution with increasing excitation power is analyzed (see Sec. 5.3.1). In
Sec. 5.3.2 a model for the underlying photonic and electronic disorder poten-
tial is introduced and discussed, which is supposed to cause a spatially varying
polariton interaction potential and thus leads to the observed intensity ﬂuctu-
ations within the I(k) proﬁles.
5.3.1 Analysis of individual Energy Branches
In the following, disorder eﬀects on the I(E, k) emission pattern shall be ana-
lyzed as a function of excitation power. For the measurements presented here,
the fourth harmonic of a pulsed Nd:YAG laser (λ = 266 m) with pulse du-
ration of 500 ps and a repetition rate of 8.52 kHz was focused onto a sam-
ple area of about 10 µm2. Figure 5.9 shows the excitation power depen-
dence of the PL k-space emission pattern for T = 10 K and the detuning
∆ = −30 meV. A rough estimation of the polariton relaxation time from
the spectral linewidth Eγ ≈ 1.65 meV of the condensate emission (cf. Fig. 5.5)
yields τ = ~/Eγ = 0.4 ps. This is about three orders of magnitude shorter than
the excitation pulse duration of about 500 ps. Thus, a quasicontinuous-wave
excitation can be assumed, which justiﬁes the comparison with numerical sim-
ulations based on a steady state theory as will be discussed in Sec. 8.4. For the
lowest excitation power shown here, P = 0.25 Pth, the pure LPB emission is
visible. From its dispersion, a polariton eﬀective mass of mpol = 4.4× 10−5 me
(me: free electron mass) was deduced [50]. At P = 0.6 Pth the LPB emission
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Figure 5.9: Excitation power series of the far-ﬁeld PL emission in a linear false color
scale for T = 10K and the detuning of ∆ = −30 meV . The excitation power is
normalized to the condensation threshold Pth.
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is already broadened towards higher energies due to the increasing interac-
tion potential with increasing excitation power or rather condensate density
as discussed in the introduction of Sec. 5.1. For P = Pth two bright emission
spots can be observed at E = 3.330 eV and E = 3.335 eV indicating the
onset of polariton condensation (cf. Sec. 5.1). For P ≥ 2Pth the emission pat-
tern is dominated by BEC emission distributed at horizontal lines, which are
bounded by the slightly visible LPB emission. Thereby, several BEC states
with diﬀerent energies can be identiﬁed. All these states undergo a blueshift
with increasing excitation power due to the increasing interaction potential.
Previous studies of such a multimode behavior in literature show that the
emission from coexisting individual modes originates from diﬀerent spatial
positions of the same condensate [99, 26, 27]. From energy-averaged mea-
surements on polariton condensates in a disordered environment it was found
that long-range spatial coherence is still present [17, 15] indicating persistent
correlations between diﬀerent, possibly spatially separated condensate states.
For a wide range of excitation powers (P = 2Pth− 20Pth), condensate emis-
sion at two energy states is observed, which are stable and energetically well
separated. For a further analysis and comparison with numerical simulations,
only the low-energy state is selected (denoted as BEC 1, cf. Sec. 5.1), because
theory only considers single-mode condensates (cf. Sec. 8.4). Please note that
the experimentally extracted energy channels strictly speaking does not rep-
resent single mode BEC states only, since polariton relaxation from the high
energy BEC 2 state into the low-energy BEC 1 state is expected, as discussed
in Sec. 5.1. However, a consideration as a single mode state is valid in the
meaning of the theory. This is due to the fact that no obvious multimode
behavior is observed, e.g. in terms of intensity oscillations between both BEC
states as a function of excitation power (cf. Fig. 5.3(f)). Thus, it is supposed
that polariton relaxation exclusively occurs from the high energy BEC 2 state
into the low-energy BEC 1 state rather than an polariton exchange between
both states. Consequently, the BEC 2 state is considered as an additional
reservoir acting as a further source of polaritons for the BEC 1 state
To extract the energy position E and emission linewidth Eγ of both BEC
states as a function of excitation power, a lineshape analysis is performed
for the corresponding intensity spectra I(E), integrated over all k values
(see Fig. 5.10). The white dashed lines in Fig. 5.9 highlight the correspond-
ing energy ranges Eγ. Fig. 5.10(a) shows a representative selection of these
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Figure 5.10: (a) Representative selection of PL spectra for diﬀerent excitation powers.
A lineshape analysis is performed by using a cumulative model consisting of two
Lorentzian peaks. The low energy peak (BEC 1) represents the emission channel
that is selected for the comparison with numerical data (see Sec. 8.4). (b) Extracted
energy positions and FWHM from the lineshape analysis of BEC 1. (c) Waterfall
plot of all spectra for which the lineshape analysis is performed. The dashed black
line highlights the blueshift of BEC 1 with increasing excitation power.
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integrated I(E) spectra for diﬀerent excitation powers. This peak is visible
within the PL spectra for a large range of excitation powers. The extracted
peak parameters, namely the energy position E and its FWHM is displayed
in Fig. 5.10(b). For low excitation powers (P ≤ 2Pth) the BEC 1 related
emission spectrally overlaps with the high energy contribution of the broad
LPB emission and appears only as a shoulder within the PL spectra, thus pre-
venting a reasonable lineshape analysis (cf. Fig. 5.3(a)). Furthermore, for this
excitation power regime, its intensity is lower than that of the BEC 2 related
emission. For increasing excitation power, the intensity ratio IBEC 1/IBEC 2
increases indicating the increasing relaxation eﬃciency from the high energy
BEC state into the low energy one. This can also be observed in Fig. 5.10(c),
which shows the excitation power dependent evolution of selected PL spectra.
Already for P > 3Pth, the emission from BEC 1 dominates the spectrum and
for P > 7Pth, the BEC 2 related emission is only visible as a shoulder in the
PL spectra . The broadening of the emission linewidth strongly increases with
increasing excitation power (cf. Fig 5.10(b)). A certain increase of the broad-
ening on the one hand can indeed be expected due to an increasing scattering
of polaritons within the condensate as well as with incoherent particles (e.g.
laser-induced hot carriers)[98]. On the other hand, especially for high exci-
tation powers, each of both coincident emission channels could be further a
superposition of several discrete, not resolvable BEC emission channels that
spectrally overlap, leading to the observed broad spectra. This is supported
by the fact, that the shape of the PL spectra deviates from a homogeneous
lineshape that would be expected for a perfect single-mode condensate. This
non-homogeneity increases for increasing excitation power. Nevertheless, the
consideration as a single-mode condensate in the sense of the theory is still
meaningful as discussed above. As a consequence of the broad and inhomoge-
neous spectra at high excitation powers (P > 11Pth) the determination of the
peak position and the FWHM are accompanied by large uncertainties. How-
ever, these values only determine the energy range Eγ of the extracted k space
intensity proﬁles I(k) and do not inﬂuence the main statement of the analysis
presented here, namely that the disorder-induced ﬂuctuations persist even for
large condensate densities (as discussed in detail below).
For the energy positions of the BEC 1, k space intensity proﬁles IP (k) are
extracted from the I(E, k) emission pattern (Fig. 5.9) as a function of excita-
tion power (see Fig. 5.11). These are integrated over the mentioned Eγ range
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Figure 5.11: IP (k) proﬁles of the condensate state BEC 1. These are obtained
by integration over the energy range Eγ marked by the white lines in the far-ﬁeld
emission pattern in Fig 5.9. The PL intensity for each excitation power is normalized
to the mean value of the respective IP (k) proﬁle. The black dashed lines highlight
the setup-induced intensity minima and maxima at equal k values, caused by setup
non-idealities (see text).
91
-4 -2 0 2 4
5 Pth 7 Pth
9 Pth 11 Pth 13 Pth
15 Pth 17 Pth 20 Pth
2 Pth 2.4 Pth 3 Pth
4 Pth
-4 -2 0 2 4
k|| (µm
-1
)
k|| (µm
-1
)
no
rm
. P
L
in
te
ns
ity
 (a
rb
.u
.)
no
rm
. P
L
in
te
ns
ity
 (a
rb
.u
.) 2 Pth
20 Pth
(a)
(b)
Figure 5.12: (See text) (a) All normalized k space intensity proﬁles IP (k) as well
as (b) those two with extremal excitation powers. Small |k| values are highlighted
by the red box and larger ones by the magenta box. Similar to Fig. 5.11, the black
dashed lines highlight the setup-induced short-range ﬂuctuations.
and shifted in intensity (for sake of clarity). All normalized IP (k) proﬁles with-
out shifting are plotted in Fig. 5.12. In these spectra, short-range ﬂuctuations
with pronounced minima and maxima are visible, each at the same k value for
all excitation powers (highlighted by the black dashed lines in Figs. 5.11,5.12).
These are caused by imperfections of the setup, probably due to the micro-
scope objective.2 Besides that, the general shape of the I(k) proﬁles contin-
uously changes with increasing excitation power. For lower excitation powers
2In case of k space imaging, rays with equal emission angle or in-plane wavevector, respec-
tively, travel trough equal positions of the microscope objective. Thus, the experimentally
observed k space intensity distribution is additionally inﬂuenced by the spatial transmission
proﬁle of the objective (and other optical elements in the detection path), leading to the
observed, pronounced intensity minima and maxima for equal k values [59, p.29ﬀ].
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(P = 2...5Pth), the emission proﬁles are dominated by a pronounced peak at
k = 0.5 µm indicating strong localization of the condensed polaritons. In other
words, most of the condensed polaritons decay before they get accelerated away
from the pump spot center. With increasing excitation power, the intensity
proﬁle spreads, i.e a redistribution of intensity from small |k| values (red box
in Fig. 5.12) to larger ones (magenta box in Fig. 5.12) takes place. This is
caused by an increasing polariton density leading to an enhanced interaction
potential. Consequently, a higher fraction of polaritons is repelled outward of
the excitation center, while their potential energy is converted into kinetic one.
Thus, these polaritons gain higher in-plane momentum p|| = ~k|| = 2m
√
Ekin
leading to the observed higher intensity fraction at larger |k| values.
Another characteristic property is that the shape of the I(k) proﬁles strongly
diﬀers from a smooth and and ideally radial symmetric intensity distribution
that would be expected for a disorder-free MC (cf. Fig. 3.6(b)). These long-
range intensity ﬂuctuations cannot be attributed to system non-idealities as
discussed above (see Figs. 5.11, 5.12) and must be therefore caused by the
underlying disorder potential. Remarkably, these disorder-induced ﬂuctua-
tions persist even for high excitation powers (up to at least P = 20Pth) or
rather condensate densities. This is in strong contrast to theoretical predictions
[38, 39, 30] and experimental ﬁndings [40] for equilibrium, e.g. atomic BECs,
since an increasing condensate density screens the disorder potential and leads
to an ordered superﬂuid state (see Sec. 3.2 for further details). Analogously,
for a polariton BEC, interactions also can lead to superﬂuidity, as observed
in clean GaAs-based samples [43, 41, 100]. In this regard, it was found that
the elastic scattering by point defects is strongly reduced if the condensate is
driven into the superﬂuid [43] regime. This eﬀect even increases with increasing
density, leading to a reduced disorder impact on the investigated condensate
[41]. Similar results were also observed for a one-dimensional polariton con-
densate in the supersonic regime [101]. However, in the presence of disorder
the polariton BEC is strictly speaking not a superﬂuid and long-range order
is destroyed. [94] Thus, it can be expected that disorder aﬀects a dissipative
polariton BEC much more than an equilibrium one and that a dissipative BEC
is characterized by a reduced stabilization of spatial density and phase ﬂuctu-
ations with increasing density compared to an equilibrium BEC. The discrep-
ancy to the experimental observations for GaAs-based MCs can be explained
in the following way: On the one hand, defects in GaAs-based MCs are typ-
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ically much less concentrated compared to other cavity materials. This leads
to signiﬁcantly lower disorder potential amplitudes, much smaller than the
polariton interaction potential. Thus, the disorder potential will be screened
anyway in spite of the reduced stabilization due to the non-equilibrium nature
of the polariton condensate [25, p. 58,59]. On the other hand, the mentioned
experimental ﬁndings [43, 41, 100] were achieved for ballistically propagating
BECs that are generated by resonant pumping and thus strongly diﬀers from
the rather localized condensate regime, generated by non-resonant excitation,
which is investigated in our work. This is supported by several further observa-
tions found in literature. For example, in one-dimensional CdTe MCs [47, 48]
and ZnO MCs [84] the spatial ﬁrst-order correlation function of polariton BEC
emission was analyzed in the presence of disorder and signiﬁcant changes due to
disorder were found. In the CdTe MCs the disorder eﬀects remain present even
with increasing excitation power, similarly to the ﬁndings in two-dimensional
ZnO MC presented here. Moreover, in various works on two-dimensional po-
lariton BECs in CdTe based MCs disorder eﬀects were also observed, leading
to ﬂuctuations within the far-ﬁeld photoluminescence (PL) distribution [15] or
the spatial ﬁrst-order correlation function [17]. Even frequency desynchroniza-
tion between spatially separated condensate fragments can be induced, if the
ratio between the disorder potential and the polariton interaction potential
strength exceeds a critical value. [26, 27, 28, 29] However, the dependence of
the condensate density on the disorder eﬀects was not analyzed within these
works.
Unfortunately, it was not possible to quantify the disorder impact on the
spatial distribution of the condensate density, e.g. in terms of deviations of the
intensity distributions from a radial symmetric Gaussian proﬁle that would be
expected for a disorder-free MC [36]. The reason for this is that the setup-
induced short-range ﬂuctuations could not be removed numerically. As an
attempt, they have been tried to ﬁltered out by applying a low-pass ﬁlter
on the Fourier-transformed I(k) proﬁles such that only the disorder-induced
long-range ﬂuctuations persist. More details can be found in Appendix A.4.
5.3.2 Origin of disorder potential
Due to the dual light-matter nature of the polaritons, the eﬀective disorder
potential can be of photonic as well as electronic origin. The resulting potential
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felt by the polaritons Vpol depends on the individual, pure photonic or excitonic
potential landscapes VC(~x) or VX(~x), respectively, as well as on the photonic
and electron fraction via
Vpol = C
2VC +X
2VX , (5.1)
where C,X are the Hopﬁeld coeﬃcients for the photonic and excitonic com-
ponent, respectively [102] (cf. Eq. 2.21). The eﬀective disorder potential is
caused by spatial ﬂuctuations of Vpol, which can be calculated by the variance
Vdis(~x) = Var(Vpol(x)). (5.2)
Photonic Disorder (VC). Photonic disorder can be caused by surface and
interface roughness as well as thickness ﬂuctuations within the MC structure,
as displayed in Fig. 5.13(a). Furthermore, spatial ﬂuctuations of the refractive
index n of the individual layers (Bragg layers, cavity) are possible due to
material inhomogeneities. This leads to a spatially ﬂuctuating optical cavity
thickness and therefore to a variation of the cavity photon energy. To estimate
a minimum potential strength of the photonic disorder potential, which is
assumed to be caused by monolayer thickness ﬂuctuations of the cavity layer
(see Fig. 5.13(b)), reﬂectivity spectra of the investigated MC are simulated, as
shown in Fig. 5.13(c)). For this purpose, optical constants (dielectric function
and layer thicknesses) of all corresponding layers of the investigated MC are
used, which are obtained from spectroscopic ellipsometry (SE) measurements
at room temperature [32, p. 51]. A variation of the cavity layer thickness
of about ∆dcav ≈ 0.5 nm, which corresponds to the lattice constant of the
ZnO unit cell in growth direction (denoted as c-direction), results in an energy
shift of the LPB mode of about ∆ELPB = 1.8 meV. This value is taken as a
minimum disorder potential strength for the investigated MC.3
3Please note that the obtained dielectric functions of the individual layers are obtained
at room temperature and thus the numerical simulations, which bases on that, are also
strictly speaking valid only at room temperature. But nevertheless, the relative dependence
of the cavity mode on the cavity thickness is very similar at both temperatures and for the
calculations a cavity thickness was chosen, which corresponds to a detuning of ∆ = −30 meV
and thus to a photonic fraction equally to the present one for the experimental disorder
analysis at low temperatures.
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Figure 5.13: (a) Scheme of the bulk ZnO cavity layer with interface roughness. (b)
Scheme of monolayer thickness steps representing the origin of a minimal photonic
disorder potential. Minimum potential steps of ∆dmin = 0.5 nm are assumed. (c)
Calculated reﬂectivity spectra showing a shift of the cavity photon energy due to
ﬂuctuations of the cavity thickness dcav caused by monolayer steps (∆dcav ≈ 0.5 nm).
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The estimated minimum potential strength for the photonic disorder of
min(V photdis ) = 1.8 meV is similar to those obtained for other ZnO-based MCs.
For a ZnO-based nanowire (NW) MC, a disorder strength of 2 meV was de-
termined by approximating an spatially inhomogeneous ﬁrst-order correlation
function g1(x,−x,∆t = 0) for a one-dimensional polariton BEC with a model
function based on a generalized GPE including gain and loss [84]. Thereby,
pure photonic disorder was assumed, since electronic disorder was excluded
due to the high material quality of the NW. Furthermore, for a MC based on
a ZnO single crystal cavity, a staircase potential was assumed for the photonic
component of the polaritons, for which a potential step corresponds to mono-
layer thickness variations of the wedge shaped cavity layer [22]. Depending
on the detuning, the resulting potential steps vary between 0.5 meV for a low
photonic fraction of 7% and 1.8 meV for a higher fraction of 27 %. These
values represent a lower limit for the photonic disorder strength in the MC
investigated here. It is assumed to be larger for the present MC compared to
the mentioned MCs analyzed in Refs. [84, 22], because the crystal quality of
the present cavity layer is expected to be considerably worse than that of a
ZnO NW or a single crystal and the thickness ﬂuctuations are expected to be
larger than monolayer steps. For the photonic disorder, the correlation length,
further denoted as ξV (see Sec. 7.1), is of the order of the photonic wavelength,
of about 370 nm.
Electronic Disorder (VX). In the literature, electronic disorder is usually
neglected [84, 26, 103, 47, 83], mostly justiﬁed by the motional narrowing eﬀect
[104, 105]. In general, motional narrowing stands for the reduction of a spec-
tral linewidth in a disordered system due to spatial averaging. The transition
lineshape of a fully localized particle is fully determined by the probability
distribution of the disorder potential. In contrast to this, for a quantum par-
ticle with a ﬁnite extend, spatial averaging over the disorder potential leads
to a reduced transition linewidth [106]. For a exciton in bulk ZnO, the mo-
tional narrowing eﬀect can be neglected, since its spatial extend (exciton Bohr
radius: axB ≈ 1.8 nm) is small compared to the disorder correlation length
(ξ ≥ 20 nm as discussed below) and no signiﬁcant spatial averaging occurs.
This is in strong contrast to the case of polaritons, whose wavefunction typ-
ically extends over half a micron and which are much less localized by the
disorder due to its smaller eﬀective mass (mpol ≈ 10−5me). According to
97
P P/ th
significant peaks
small shoulder in
( ) spectraI E
pol.-pol. interaction
within the condensate
0 2 4 6 8 10 12 14 16 18 20
0
5
10
15
20
25
30
0.0
0.5
1.0
1.5
2.0
2.5
∆
E
(m
e
V
)
background carrier saturation
electronic background potential
exciton reservoir saturation
s
lo
p
e
 o
f
(m
e
V
 /
 (
))
D
E
P
/ 
P
th
Figure 5.14: Polariton blueshift ∆E (black symbols) and the corresponding slope
d(∆E)/d(P/Pth) (blue symbols) as a function of the excitation power normalized to
the condensation threshold for the investigated ZnO MC. The red line corresponds
to the polariton-polariton interaction within the condensate whereas the magenta
line represents the blueshift due to both, the polariton-polariton interaction and
an additional electronic background potential, which starts to saturate at about 2
Pth and is presumably totally saturated for P > 4Pth. This intermediate regime is
highlighted by the dashed magenta-red line.
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Ref. [104], the corresponding length scale of the quantum mechanical polari-
ton state is λqm = ~/
√
2 mpol FWHM ≈ 700 nm. Here, a polariton mass of
mpol = 4.4 × 10−5 me (cf. Sec. 5.3.1) and an emission linewidth of FWHM =
1.65 meV (cf. Fig. 5.5) is assumed. Thereby, λqm is signiﬁcantly larger than
the assumed disorder correlation length (20nm ≤ ξV ≤ 370 nm, as discussed
below) and thus a reduced amplitude of the electronic disorder potential can
be assumed, related to the disorder potential e.g. felt by the pure excitons.
In contrast to these previous reports on disorder analyses and despite of
the motional narrowing eﬀect, a strong inﬂuence of an electronic background
potential is assumed for the MC investigated here, caused by randomly dis-
tributed excitonic states that are accumulated within the bulk of grains [107]
or bound to impurities. This is supported by two facts: ﬁrstly, cross-sectional
TEM analysis of a MC that is fabricated under the same conditions, provides
a granular structure of the investigated ZnO MC with grain sizes ranging from
20 nm up to 120 nm (see Fig. 3.3)[33]. Secondly, the excitation power de-
pendent evolution of the polariton blueshift ∆E(P ) strongly diﬀers from that
usually observed for MCs with negligible electronic disorder. In general, the
underlying polariton interaction potential originates from diﬀerent sources.
Following e.g. the derivations from Ref. [36]
∆E(P ) = ~(gρ+ gene +GP ) (5.3)
three diﬀerent contributions are identiﬁed, namely:
• polariton-polariton interaction within the condensate:
∆E ∝
0, for P < Pth,g
γc
(P − Pth), for P ≥ Pth,
(5.4)
• interaction with excitonic states from the reservoir:
∆E ∝

ge
γe
P, for P < Pth,
ge
γe
Pth, for P ≥ Pth,
(5.5)
• excitation laser-induced hot carriers:
∆E ∝ GP. (5.6)
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Thereby, ρ(ne) is the density of the condensate (reservoir) that is proportional
to the condensate (reservoir) lifetime and thus to the inverse decay rate γc(γe).
g, ge and G are the corresponding interaction constants. These contributions
lead to diﬀerent slopes of ∆E(P ) below and above Pth. The slope of ∆E due
to interaction with laser-induced hot carriers is assumed to be constant for the
total range of excitation densities used for the disorder analysis. The reservoir
density and thus the corresponding contribution to the interaction potential
increases linearly with increasing excitation power up to Pth and is clamped at
its threshold value for further increasing P [36]. For the contribution due to
polariton-polariton interaction within the condensate, also a linear increase of
the corresponding interaction potential is assumed for P > Pth. In that regime,
the slope of the polariton blueshift is usually greater or equal compared to the
one below Pth due to γc < γe [89].
In contrast to this, for the MC investigated here an initially large slope of
∆E(P ) is observed for P ≤ 2Pth, which is by a factor of about 6.3 larger than
above 2Pth and even by a factor of 12.6 larger compared to the slope of the
blueshift for P > 4 Pth (see Fig. 5.14). This can be explained by assuming an
additional electronic background potential ∆Eb, which may include localized
states within a disorder potential or electrons/excitons bound to impurities,
as shown in Ref. [33, 32]. Since the concentration of these electronic defects
is ﬁnite, their contribution to the condensate blueshift saturates for a certain
excitation power or rather condensate density. Thus, the further blueshift for
P > 4 Pth is restricted to polariton-polariton interaction within the condensate
only.
In order to estimate an upper limit for the electronic disorder potential
strength, it is assumed that the condensate blueshift for small excitation power
∆E(P < Pth) is exclusively caused by its interaction with aluminum donor-
bound excitons (D0, X)4 (∆E(P < Pth) = ∆Eb) and that ∆Eb scales linearly
with its concentration. Furthermore, a depletion of bound excitons at grain
boundaries and thus an accumulation of them within the bulk of the grain
is supposed [107]. According to the model described in Ref. [107] the grain
boundaries act like two back-to-back Schottky barriers and the carrier ﬂow
between grains is driven by thermionic emission over the Schottky barrier
4Please note that (D0, X) are usually present in high concentration in MCS and ZnO
layers grown in our institute [32].
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Figure 5.15: (a) Scheme of the cross section of the ZnO cavity layer to illustrate
its granular structure. (b) Supposed one-dimensional spatial proﬁle of the conduc-
tion band of the ZnO cavity layer (blue line) as well as of the resulting carrier (e.g.
(D0, X)) concentration (green line) at the position highlighted by the red line in
(a). (c) Supposed spatial proﬁle of carrier concentration n(D0,X) and the resulting
electronic background potential Eb(x) for the limiting case of vanishing carrier con-
centration at grain boundaries. In this case, the resulting polariton blueshift ∆Eb
approaches the value of Eb(x) within the bulk of the grain.
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(see Fig. 5.15)5. If the (D0, X) concentration at the grain boundaries is ne-
glected, e.g. if the depletion length is small compared to the grain size of 20 nm
to 120 nm, the disorder potential is exclusively given by the interaction poten-
tial due to the (D0, X) accumulated in the bulk of the grain (see Fig. 5.15(c)).
In this case, the disorder strength is similar to the condensate blue shift at
Pth, which exhibits a value of 9 meV for the investigated detuning of -30 meV.
Since it is expected that not all donors are located at the grain boundaries and
that further eﬀects contribute to the condensate blueshift, e.g. the interaction
with the reservoir as well as of laser induced hot carriers, the estimated value
represents just an upper limit for the electronic disorder.
The correlation length ξV (see Sec. 7.1) is inﬂuenced by eﬀects with diﬀerent
length scales. On the one hand, Al donor bound excitons are likely present in
the cavity layer as discussed above, for which an unintentional doping concen-
tration of about 1 × 1017 cm−3 is estimated via room temperature Hall mea-
surements [108]. Assuming a spatially homogeneous distribution within the
bulk of grains, an average distance between two dopants and thus ξV would be
about 20 nm. On the other hand, as discussed above, accumulation of charge
carriers within the bulk of the grain is expected leading to a spatially inho-
mogeneous carrier distribution. Hence, the correlation length of the resulting
disorder potential is in the range of the grain size of about ξV ≈ (70± 50) nm.
Conclusion. Additionally to the usually assumed impact of photonic dis-
order in terms of surface/interface roughness on the eﬀective polariton inter-
action potential, a signiﬁcant contribution of electronic disorder is assumed
for the MC investigated in this work. This is supposed to be caused by Alu-
minum donor-bound excitons, which are accumulated within the bulk of grains.
Thereby, the disorder potential strength Vdis as well as its correlation length
ξV are roughly estimated. On the one hand, the disorder potential strength is
signiﬁcant for the investigated MC related to the condensate blueshift ∆E for
the investigated range of excitation powers P ≤ 20Pth and thus it cannot be
neglected such as in clean GaAs-based MCs [25, p.59]. On the other hand, its
5In general, the average height and width of these barriers can be determined from the
temperature-dependent evolution of the hall mobility. Unfortunately, this was not possible
for our MC due to low current values, below the resolution limit of 1 nA, for temperatures
below 200 K, caused by the small cavity thickness of about 100 nm as well as due to strong
spatial inhomogeneities of the current density, which may be caused by the cavity thickness
gradient.
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potential strength does not exceed signiﬁcantly the condensate blueshift. This
is due to the fact that the assumed electronic background potential, which
is assumed to be the dominant source of the polariton disorder potential, si-
multaneously contributes to the polariton blueshift. Consequently, a desyn-
chronization between diﬀerent, spatially separated condensate fragments is not
expected. Furthermore, the disorder correlation length is assumed to be in the
range from tens up to hundreds of micrometers. This is at least one order
of magnitude below the condensate size of about 3 µm. Therefore, a trap-
ping of the entire condensate within a minimum of the disorder potential is
excluded. It is rather supposed that the disorder leads to spatial density and
phase ﬂuctuations. The latter one is caused by the interplay of the disorder-
induced condensate density ﬂuctuations with the gain and loss mechanism of
the polariton condensate, as detailed discussed in Sec. 7.2.
5.4 Summary of Experimental Results
In the experimental part of this work, two important results are obtained:
1.) By means of temporal coherence measurements, performed by means
of an self-made Michelson interferometer, the investigated quantum system is
identiﬁed as a temporally coherent condensate.
2.) Pronounced intensity ﬂuctuations within the far-ﬁeld emission pattern,
which can be attributed to disorder-induced spatial variations of the conden-
sate density, persist even for high excitation powers. Consequently, the screen-
ing of the disorder potential with increasing condensate density, which is theo-
retically predicted [39, 38, 30] and experimentally observed [40] for equilibrium
condensates, is suppressed or at least strongly reduced in the present case. This
can be attributed to the interplay of disorder and the gain and loss of particles
characterizing the non-equilibrium nature of a polariton condensate as detailed
discussed in the second part of this work. Furthermore, a supposed microscop-
ical model for the underlying photonic and electronic disorder potential of the
investigated MC is presented. A rough estimation of the disorder potential
strength and its correlation length leads to the following conclusions:
1.) Disorder has a signiﬁcant impact on the polariton distribution within
this MC, but is not strong enough to induce desynchronization of diﬀerent,
spatially separated condensate fragments.
2.) The disorder potential causes spatial density and phase ﬂuctuations
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of the condensate rather than a trapping of the entire condensate within a
minimum of the disorder potential.
The following important quantities, characterizing the investigated MC re-
spective BEC and serving as input parameters for the theoretical modeling as
discussed in the next part, have been identiﬁed:
• eﬀective polariton mass: m = 4.4× 10−5me (me : free electron mass)
• BEC linewidth energy: Eγ = 1.65 meV
• excitation spot size: ξP = 2 µm
• threshold power density for polariton condensation: Pth = 79 W/cm2
• BEC lifetime: τ = 0.4 ps
• disorder potential strength: V0 = (2, ..., 9) meV
• disorder correlation length: ξV = (70± 50) nm (for electronic disorder)
• slope of the BEC energy blueshift as a function of excitation power:
d∆Econd/d(P/Pth) = 0.7 meV

Part II
Theoretical Predictions
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The experimental part of this work reported on intensity ﬂuctuations within
the far-ﬁeld BEC emission pattern of a ZnO-based MC, which are attributed
to spatial ﬂuctuations of the condensate density. To analyze the origin of this
eﬀect, a theoretical analysis of a driven-dissipative polariton condensate in a
disordered environment was performed by A. Janot in the framework of his
PhD thesis [61], which is introduced in this part of the present work. A. Janot
derived an extended Gross-Pitaevskii Equation including a dissipative gain
loss term to account for the intrinsic non-equilibrium nature of a polariton
condensate. Furthermore, the impact of disorder in a polariton condensate
is discussed qualitatively and related to the situation for a quasi-equilibrium
BEC. For a quantitative analysis, the far-ﬁeld intensity distribution of the
BEC emission is numerically simulated for both scenarios (quasi-equilibrium
and driven-dissipative condensate) as a function of excitation power. This
allows for comparison with experimental data as discussed in Sec. 5.3.1. The
details of the model are developed, the simulation parameters are adjusted to
the present experimental situation and the results are interpreted in a close
collaboration of A. Janot and the author of the present work. The results of
this collaboration are also reﬂected in a joint publication [46].

Chapter 6
Disorder Eﬀects on an equilibrium
BEC
For T = 0 K and in absence of disorder, bosons in a periodic potential (e.g.
on a lattice) can exhibit two types of phases: a superﬂuid phase and a Mott
insulating phase1 [37]. The superﬂuid phase is characterized by a delocal-
ized particle distribution, a ﬂuctuating particle number per lattice site and
a constant phase correlation between diﬀerent lattice sites resulting in a well-
deﬁned global phase of the entire bosonic system. In contrast to this, the Mott
insulating phase is characterized by particle localization, a constant particle
number per lattice site and a spatially random phase distribution. It further-
more exhibits a ﬁnite energy gap for particle-hole interactions. Whether the
Bose gas is in the superﬂuid or Mott insulating phase is determined by the
competition between two diﬀerent energy contributions. On the one hand,
the kinetic energy that describes the tunneling between neighboring lattice
sites tries to delocalize the particles and thus reduces phase ﬂuctuations. On
the other hand, the energy barrier of the periodic potential tries to localize
the particles by suppressing the tunneling process and thus reduces particle
number ﬂuctuations. Consequently, a phase transition from Mott insulating
to superﬂuid phase occurs if the ratio of tunneling strength and conﬁnement
potential energy exceeds a critical value. If the periodic potential is replaced
(or supplemented) by a disorder potential, a transition between both phases
1In general, a Mott insulator describes a material system that should be conductive
according to the conventional band theory, but is in fact insulating due to strong electron-
electron interactions, which are not considered in conventional band theory. In case of a
bosonic quantum gas, the Mott insulating phase represents the particle localization in an
external potential due to the suppression of tunneling.
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always occur through an additional, intermediate phase. This so-called Bose
glass phase is characterized by a vanishing energy gap, in contrast to the Mott
insulating phase. However, the Bose glass state is nor superﬂuid due to particle
localization within the disorder potential.
In general, theoretical investigations of atomic BEC in a disordered envi-
ronment are focused on three issues [39]:
i) The BEC density-dependent critical temperature Tc(n0) for the phase
transition from the normal to the superﬂuid state is analyzed. For ﬁxed dis-
order strength, Tc(n0) decreases for decreasing density n0, since superﬂuity is
mediated by particle interaction and thus a decreasing particle density has to
be compensated by an decreasing temperature. For suﬃciently low densities
n0 < nc, no superﬂuid state can be formed, even for T = 0 K.
ii) The critical density nc for the non-superﬂuid (e.g. Bose glass) to super-
ﬂuid phase transition is investigated for T = 0 K. A review of this topic is
provided in Ref. [109].
iii) A microscopical description of the impact of disorder on the superﬂuid
density is provided for the case of high superﬂuid fraction (n0  nc and
T  Tc(n0)).
A comprehensive microscopical analysis of a weakly interacting Bose gas in
a disordered environment is provided in Ref. [39]. In case of weak disorder,
the ground state of the Bose gas system, denoted as condensate state, is al-
most homogeneously distributed in space (in absence of an additional external
potential), coherent and superﬂuid. In contrast to this, in case of strong dis-
order, the bosonic particles ﬁll the deep potential minima formed within the
disorder landscape and the condensate is strongly localized. For weak particle
interaction related to the disorder potential strength, all condensed particles
are located in a single, deep potential minimum. For higher interaction en-
ergy, the condensate is spread over several minima and thus split into multiple
fragments, whose linear size is deﬁned as density Larkin length Ln [38]. The
physical properties of these localized states, e.g. the size of the fragments, their
spatial distance and the tunneling amplitude of spatially separated condensate
particles strongly depend on the ratio of the density Larkin length and the dis-
order correlation length ξV . With further increasing particle density or rather
particle interaction, the tunneling probability of particles between neighbor-
ing potential minima is enhanced, leading to a quantum phase transition to
a coherent, superﬂuid state for suﬃcient high densities. Thus, the particle
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interaction suppresses condensate localization.
A qualitatively similar behavior is predicted following a percolation ap-
proach for an atomic [38] as well as for a polariton BEC [30]. For the latter
case, the gain and loss process was neglected. Following this scenario, a phase
transition from a Bose glass to a superﬂuid state takes place for increasing con-
densate density, since the increasing interaction potential leads to a delocaliza-
tion of the condensate wavefunction and the condensate gets phase-locked over
the entire spatial region. However, in the thesis of A. Janot [61], within which
the theoretical basis for the interpretation of the experimental data obtained
in the present work is provided, it is shown that the non-equilibrium nature
and the respective gain-loss process of a polariton condensate cannot be ne-
glected, leading to signiﬁcant changes of the established understanding. It was
found that the interplay of disorder and the non-equilibrium nature causes spa-
tial phase ﬂuctuations and that superﬂuity vanishes in the thermodynamical
limit, i.e. only persist below a critical length scale. In the following, this theory
is shortly sketched and the disorder impact on a driven-dissipative polariton
condensate that is subjected to permanent gain and loss is discussed. In this
regard, the condensate stability against disordered is analyzed for increasing
particle density by comparing theoretical simulations and experimental results.

Chapter 7
Overview of the Theoretical
Analysis of quasi-equilibrium and
non-equilibrium BEC
In this chapter, the theory developed by A. Janot within his PhD thesis [61]
is shortly sketched and reviewed.
7.1 Model for extended Gross-Pitaevskii equa-
tion including Gain and Loss
As introduced in Sec. 2.4.1, a polariton condensate is a quantum state out of
equilibriums, which can be described by a extended Gross-Pitaevskii Equation
including the gain and loss of particles (see Eq. 2.30). Here, both approaches
that are discussed in Sec. 2.4.1 are combined. On the one hand, an additional
depletion term Γ|Ψ|2 is introduced that leads to a density-dependent gain
saturation, similarly to Ref. [45]. On the other hand, similarly to Ref. [44], the
eﬀective inscattering rate is connected to the reservoir density nres(~x). The
latter one is included in the complex reservoir function R(~x), as will be shown
below. The resulting eGPE takes the following form:
i~∂tΨ =
(
− ~
2
2m
~∇2 + V (~x) + U |Ψ|2
)
Ψ
+ i
(
R(~x)− Γ |Ψ|2)Ψ . (7.1)
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The function R(~x) describes the linear part of gain and loss due to inscattering
of particles into the condensate state and the ﬁnite lifetime of the condensate.
A direct comparison with Eq. (2.32) yields R(~x) ≡ ~(γ− γc). In the following,
γ will be redeﬁned as γres(~x) in order to highlight the inscattering of particles
from a spatially non-homogeneous reservoir of uncondensed polaritons. The
non-linearity Γ|Ψ|2 implements a density dependent gain saturation with Γ as
gain depletion constant. In the following, the main terms of Eq. 7.1 will be
discussed in detail. All quantities are summarized in table 7.1.
Disorder Potential. V (x) represents the disorder potential that is induced
by structural non-idealities of the present MC as discussed in Sec. 5.3.2. Thereby,
a Gaussian distributed and δ-correlated two-dimensional disorder potential
landscape is assumed, which is characterized by a vanishing mean and a vari-
ance
〈〈V (~x)〉〉 = 0 , 〈〈V (~x)V (~y)〉〉 = V 20 ξ2V δ(~x− ~y) , (7.2)
respectively. Here, V0 is the spatially averaged disorder strength and ξV
the disorder correlation length. According to the experimental ﬁndings (see
Sec. 5.3.2), a disorder strength of V0 = 5 meV and a disorder correlation length
of ξV = 30µm is assumed for the MC investigated in this work.1
Gain and Loss. The term R(~x) = ~γeff = ~(γres(~x) − γc) represents the
eﬀective inscattering rate γeff , which is characterized by the balance between
the inscattering rate of particles γres(~x) from the reservoir into the condensate
state and the condensate decay rate γc = 1/τ , which is inverse proportional to
the condensate lifetime τ . The reservoir function R(~x) resembles a simpliﬁed
picture of the complex gain process. By means of non-resonant excitation via
1Please note that the disorder correlation length is in the lower limit of the assumed
possible range of values ( ξV = 20, ..., 400 nm). However, the theoretical analysis does not
include a quantitative accurate microscopical model but is rather based on a mean-ﬁeld
approach with the aim to qualitatively reproduce the experimental observations. Therefore,
it is suﬃcient to estimate the model parameters within the correct order of magnitude.
Especially for the disorder correlation length, two conditions has to be fulﬁlled to justify the
used theoretical approach.The correlation length has to be smaller than the condensate size
to exclude a trapping of the entire condensate within a minimum of the disorder potential
and the correlation length has to be smaller than the healing length of the condensate
(ξ ≈ 1.3 µm) to justify the assumption of a δ-correlated disorder potential. Both conditions
are fulﬁlled for the experimentally estimated range of values.
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an external laser beam, incoherent particles are generated. These dissipate
their energy via inelastic scattering with phonons, excitons and polaritons and
a fraction of these form a reservoir of non-condensed polaritons, from which
relaxation of polaritons into the ground state sets in leading to the formation of
a BEC for suﬃcient high excitation densities (P ≥ Pth, see Fig. 7.1(a)). In this
simpliﬁed model, the spatial proﬁle of R(~x) depends on the reservoir density
only neglecting the parametric scattering process.2 Due to the short lifetime
of non-condensed polaritons in the reservoir compared to the condensate life-
time, diﬀusion processes of the reservoir polaritons can safely be neglected.
Furthermore, a linear dependence of the inscattering rate γres(~x) on the reser-
voir density or rather on the excitation density p(x) is assumed. Thus, the
spatial proﬁle of γres(~x) = γcp(~x) = γc (P/Pth) exp(−~x 2/ξ2P ) is similar to that
of the excitation laser beam assuming a Gaussian shape with radius ξP , which
leads to
R(~x) = ~γc
(
P
Pth
e−~x
2/ξ2P − 1
)
. (7.3)
As shown in Fig. 7.1(b), R(~x) > 0 for spatial regions with p(~x) > Pth. As
already discussed in Sec. 2.4.1, a ﬁnite eﬀective inscattering rate γeff > 0 is
accompanied by a continuous net generation of condensed polaritons leading
to an inﬁnite increase of the condensate density with increasing time (for the
assumed case of cw excitation). Consequently, an additional depletion term is
required to ensure a balance of gain and loss. This is realized by introducing
the additional depletion term Γ|Ψ(~x)2| that depends linearly on the conden-
sate density and causes gain saturation. This allows for demanding a balance
between gain and loss of particles, which means that the spatially averaged
density of eﬀectively inscattered and decayed particles has to vanish:
1
Ωc
∫
Ωc
(
R(~x)− Γ|Ψ(~x)2|) = 0. (7.4)
Here, Ωc ≈ piξ2P is the condensate area. Using Eqs. 7.3,7.4, the excitation
power dependent and spatially and temporally averaged condensate density
2In the real experimental situation, the scattering rate additionally depends linearly on
the occupation number of the ﬁnal state and thus on the condensate density (denoted as ﬁnal
state scattering), leading to the experimentally observed non-linear increase of the emission
intensity with increasing excitation power for P & Pth.
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Figure 7.1: (a) Spatial proﬁle of the excitation laser for diﬀerent excitation powers.
For P = Pth condensation occurs only for an inﬁnitesimal small area at x = 0. For
larger excitation power (P = 1.5Pth) the condensation area, which is highlighted by
the striped area, increases up to the position for which p(x) = Pth. (b) Corresponding
spatial proﬁle of the gain and loss rates, which determines the reservoir function
R(~x) (see Eq. 7.3), for P = 1.5Pth. (c) Excitation power dependence of the mean
condensate density n0.
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can be determined:
n0 ≡ 1
Ωc
∫
Ωc
|Ψ(~x)|2 = ~γc
Γ
(
1
Ωc
∫
Ωc
p(~x)
Pth
− 1
)
≈ ~γc
Γ
(
P
Pth
− 1
)
. (7.5)
For this equation the excitation density outside of the excitation area Ωc is
neglected and thus the mean excitation density is determined via
∫
Ωc
p(~x) ≈∫∫∞
−∞ exp(−~x2/ξ2P ) = piξ2P = Ωc. The excitation power dependence of n0(P )
is shown in Fig. 7.1(c). For P = Pth the condensate formation sets in and n0
increases linearly with further increasing P .
GPE gain and loss
model m,V0, U γc, P, Pth, ξP ,Γ
physical
V0, n0U
ξ =
√
~2
2mn0U
P, Pth ξP
lc =
√
~2
2m~γc , n0 =
~γc
Γ
(
P
Pth
− 1
)
dimless
α = Γ
U
, κ = V0
ξn0U
= V0
lc~γc
√
α
β−1
β = P
Pth
, xP =
ξP
ξ
= ξP
lc
√
β−1
α
Table 7.1: List of all model, physical and dimensionless parameters of the eGPE (7.1).
The eight model parameters yield two length scales (ξ - healing length and lc - quan-
tum correlation length), one energy scale (n0U - interaction potential), and one
density scale (n0 - mean density), whereas four parameters (V0 - disorder strength,
P - excitation power, Pth - excitation power at threshold, and ξP - waist size) re-
main unchanged. Measuring length, density, energy, and excitation power in units
of ξ, n0, n0U, and Pth, respectively, reduces the eight physical parameters to four
dimensionless parameters. The table is adapted from Ref. [61].
Dimensionless eGPE. For generality and to enable a quantitative compari-
son with the experiment, a dimensionless form of the eGPE (7.1) is introduced,
namely
i∂tψ = (−∇2 + ϑ(~x) + |ψ|2)ψ + iα(gR(~x)− |ψ|2)ψ . (7.6)
Therefore, density, length, energy and time are measured in units of n0, ξ,
n0U and ~/n0U , respectively. The 'non-equilibrium' parameter α and the
dimensionless reservoir function gR are deﬁned in Eq. (7.8) and Eq. (7.9),
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Figure 7.2: Scheme of a two-dimensional grid with spacing ξ to illustrate the deriva-
tion of the eﬀective disorder parameter κ. Each unit cell with area A = ξ2 contains
N uncorrelated, Gaussian distributed disorder patches Vi,j with potential strength
V0. Thus, the eﬀective disorder potential strength per unit cell can be obtained via
V˜0 = V0/
√
N .
respectively. The dimensionless wavefunction ψ(~x, t) ≡ Ψ(~r, t)/√n0 and the
disorder potential ϑ(~x) = V (~x)/n0U are denoted relative to the interaction
potential with
〈〈ϑ(~x)〉〉 = 0 , 〈〈ϑ(~x)ϑ(~y)〉〉 = κ2δ(~x− ~y) . (7.7)
Two important dimensionless parameters have been introduced, namely an
eﬀective disorder strength and a 'non-equilibrium' parameter
κ ≡ ξV V0
ξ n0U
, and α ≡ Γ
U
. (7.8)
The ﬁrst one can be understood as follows: If the random disorder potential
is coarse-grained up to the healing length (assuming ξV  ξ), each grain of
area A = ξ2 contains a number of N = (ξ/ξV )2 uncorrelated disorder patches
(see Fig. 7.2). It should be emphasized that the condensate is stable against
density ﬂuctuations on length scales below the healing length ξ according to
the motional narrowing eﬀect discussed in Sec. 5.3.2. Moreover, a Gaussian-
distributed disorder potential is assumed. Since the variance of N Gaussian
variables scales like σN = σ/
√
N , the eﬀective disorder potential V˜0 is rescaled
by the factor ∼ 1/√(ξ/ξV )2. Now, if one compares its value at this scale,
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ξV V0/ξ, with the interaction potential n0U , the eﬀective dimensionless disor-
der parameter κ is obtained. The second parameter α implements the non-
equilibrium nature of polaritons. In the limit α → 0 (keeping n0 constant)
Eq. (7.6) reduces to the standard equilibrium GPE, whereas for α → ∞ the
condensate is dominated by gain and loss. Finally, the rescaled reservoir func-
tion is given by
gR(~x) =
(P/Pth) e
−x2/x2P − 1
P/Pth − 1 , (7.9)
with xP ≡ ξP/ξ. For a steady state solution (single-mode condensate) one can
make the ansatz
ψ(~x, t) = ψ(~x)e−iωt =
√
n(~x)eiφ(~x)−iωt , (7.10)
where ~ω is the condensate energy. An overview of all model, physical and
dimensionless parameters is presented in table 7.1.
It should be emphasized that both interaction potential and healing length
depend on the excitation power P via n0. Thus, κ and xP depend on P , too.
For the following analysis it is useful to identify energy and length scales which
are excitation power independent, namely the line width energy
Eγ ≡ ~γc (7.11)
and the quantum correlation length
lγ ≡
√
~/2mγc (7.12)
(a non-equilibrium analogon of the thermal de Broglie wavelength) [84], so that
κ and xP become functions of α, P and sample parameters (see Table 7.1).
For the sake of clarity, the following analysis will focus on single-mode
steady-state solutions. Therefore, the ansatz Ψ(~x, t) = Ψ(~x) exp(−iωt) is used,
where ~ω is the condensate energy. However, in experimental realizations more
than one condensate mode can exist.
Generation of random Currents. For a BEC in thermal equilibrium, the
total particle number N0 is conserved via N0 =
∫
~x
n(x). This is not the case for
a driven polariton condensate, for which the total particle number temporally
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ﬂuctuates and the mean particle density n0 = γeff/Γ is determined by the bal-
ance of gain and loss. Thereby, the condensate density is not homogeneous in
space but spatially varies due to the spatially inhomogeneous excitation spot
as well as due to disorder. Thus, in contrast to a homogeneously distributed
condensate, the balance of gain and loss is locally disturbed. If the conden-
sate density at a certain spatial position is reduced related to n0, the gain
mechanism compete this and more particles are scattered in than decay. An
analogous process occurs for regions with locally increased condensate density
leading to enhanced depletion. This results in the formation of a system of
local sources and sinks of particles, which are connected by polariton currents
according to the continuity equation. Since the disorder potential induces ran-
dom spatial density ﬂuctuations, also the distribution of the resulting polariton
currents is random, leading to local phase ﬂuctuations of the condensate. These
are quantiﬁed in terms of a phase ﬂuctuation length Lφ ∝ 1/(ακ), which is
the typical length scale for which the phase varies by 2pi. Further information
about this mechanism can be found in [61, p.42,52ﬀ],[46].
It is well known, that the excitonic reservoir created by non-resonant exci-
tations has an impact on the condensate interaction potential. [44, 81] Usually,
this is taken into account by adding a potential term proportional to the reser-
voir density in Eq. (7.1). [44] Such a term will modify the spatial distribution
of the condensate, however, does not couple directly to the condensate phase.
Hence, the mechanism of generating random condensate currents is not modi-
ﬁed by reservoir-condensate interactions and, thus, can be safely neglected for
this analysis.
7.2 Disorder Eﬀects
In this section, disorder eﬀects on a BEC are discussed for two diﬀerent scenar-
ios, which are sketched in Fig. 7.3, namely: (i) for a quasi-equilibrium situation
(α→ 0) as well as for a driven dissipative one (α 1). To this end, meaning-
ful dimensionless ratios of characteristic length scales are analyzed, which are
deﬁned in the following.
Deﬁnition of characteristic Length Scales. The robustness of the con-
densate state against disorder in terms of density and phase stability is char-
acterized by three dimensionless ratios ξ/Ln, Lc/Lφ and Lc/Ls. The healing
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Figure 7.3: Sketch for clariﬁcation of the disorder impact on a polariton condensate
for two diﬀerent densities. The gray lines represent the disorder potential. The con-
densate density is depicted by a red color code and the corresponding interaction
potential by a black line. In all cases, a Gaussian-shaped excitation spot is as-
sumed. For a low condensate density (case A) signiﬁcant disorder eﬀects are present.
Depending on the non-equilibrium nature of the condensate two diﬀerent scenarios
are expected for a high density (case B). Scenario I (quasi-equilibrium condensate):
disorder induces density ﬂuctuations (Ln ≈ Lc, Lc - condensate size), whereas the
condensate phase remains unperturbed (Lφ  Lc). For suﬃciently high densities
the interaction potential screens the disorder, which results in a weakly perturbed
condensate. Scenario II (driven dissipative condensate): the interplay of gain-loss
and disorder generates random condensate currents. These result in phase ﬂuctua-
tions (Lφ ≈ Lc) which are density independent. Therefore, the impact of disorder
persists. The arrows indicate polariton currents as well as radiative decay.
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length ξ, which is deﬁned in Sec. 2.4.1 (see Eq. (2.26)), is the minimum length
scale on which the condensate density ﬂuctuates. The density Larkin length
Ln ∝ 1/κ is the scale of extension of deeply localized states or the mean free
path length of delocalized states [39]. It is determined by the competition be-
tween condensate delocalization, driven by the kinetic energy term of Eq. (7.1),
and pinning of the condensate within local minima of the disorder potential,
driven by the interaction energy term. At this length scale, the energy cost
of density ﬂuctuations balances the energy gained from collective pinning in
the disorder potential [38]. The superﬂuid depletion length Ls is a critical
length scale that characterizes the superﬂuid stiﬀness of a driven condensate
in a disordered environment [94]. Below this length scale, superﬂuid behavior
persists whereas for a condensate size much larger than Ls, quasi-long-range
order is destroyed due to phase ﬂuctuations as discussed above and superﬂuity
is suppressed. The phase ﬂuctuation length, which is introduced in Sec. 7.1, is
the typical length scale for which the condensate phase changes over 2pi. The
condensate size Lc is assumed to be similar to the excitation area (Lc = 2ξP ).
The density Larking length, the phase ﬂuctuation length and the superﬂuid
depletion length are deﬁned via
Ln ≈
√
pi
~2
mξV V0
, Lφ ≈ (2pi)3/2 ~
2
2mαξV0
, Ls ≈ (2pi)3/2 ~
2
2mα2ξV0
. (7.13)
Further information, e.g. for the estimation of the prefactors are provided
in Ref. [61, p. 79].
Comparison between both Scenarios.
(i) For the quasi-equilibrium scenario strong phase-correlations can be ex-
pected, since Lc  Lφ. Thus, in this regime phase ﬂuctuations can be ne-
glected and disorder induces density ﬂuctuations only. For ξ  Ln, the in-
teraction energy of the condensate is small compared to the disorder poten-
tial strength and the condensate is located within the disorder potential min-
ima (see Fig. 7.3(a)). With increasing density, the ratio ξ/Ln decreases since
ξ ∝ 1/√n0 and the impact of disorder decreases, which should be directly
observable by increasing the excitation power. At suﬃciently high density the
interaction potential (blueshift) will screen completely the disorder potential.
Such kind of percolation transition is expected for a quasi-equilibrium polari-
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ton BEC. [30] Furthermore, the superﬂuid depletion length is inﬁnite for an
equilibrium system. Thus, with increasing density a transition takes place from
a non-superﬂuid (for Ln  ξ) to an superﬂuid state (for Ln  ξ) [38, 39].
(ii) For a driven dissipative condensate in a disordered environment, phase-
ﬂuctuations are induced as explained above. These can occur at a scale compa-
rable to the condensate size Lφ & Lc (scenario II), such that spatial correlations
and phase rigidity are destroyed. The ratio Lc/Lφ ∼ (V0 ξPξVm/~2)(Γ/U) does
not depend on the condensate density and, thus, is expected to be indepen-
dent of the excitation power. A similar conclusion holds for the ratio Lc/Ls.
Therefore, two opposite eﬀects are found. On the one hand, the ratio ξ/Ln also
decreases with increasing density for this scenario. As a consequence, the sum
of the disorder potential and interaction energy, V (~x) + n(~xU), gets spatially
averaged and is approximately constant. On the other hand, this stabiliza-
tion mechanism simultaneously causes phase ﬂuctuations and the condensate
remains disordered. In conclusion, a polariton BEC with gain and loss gets
stabilized with increasing density, but this stabilization is strongly suppressed
as compared to an equilibrium BEC.

Chapter 8
Numerical Simulations
In the following, the experimental observations will be directly compared with
numerical results found by A. Janot, based on the model described above. The
input parameters for the theory have been ﬁxed in a close cooperation between
A. Janot and the author of the present work. Since an exact quantitative
extraction of all experimental parameters is diﬃcult, this analysis is restricted
to simulations of scenario I and II as described in the previous section.
8.1 Method
The real and k-space intensity distribution of emission from BECs, which
can be measured in the experiment, is obtained by solving the eGPE and
computing the condensate wavefunction. The k-space intensity distribution is
calculated via
IP (~k) ≡ ~ω γcn0 |ψ(~k)|2 . (8.1)
Thereby, the momentum space wavefunction is deﬁned via a two-dimensional
discrete Fourier transform ψ(~kj) = (1/N2)
∑
~xi
ψ(~xi)e
−i~kj~xi , where ~xi, ~kj are
elements of a discrete lattice with N lattice points in each spatial direction.
In order to obtain numerically simulated intensity spectra IP (~k) as well as its
mean value µP (~k) and variance σP (~k) for diﬀerent disorder realizations, the
following procedure is performed:
1.) The model parameters used for the numerical simulations are ﬁxed in
accordance to the present experimental situation discussed in Sec. 5.3 (see
Table 7.1).
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2.) Eq. (7.6) is solved numerically in order to ﬁnd a steady state solution
( see Eq. (7.10)). To this end, 2a) a discretized wavefunction ψ(~xi, t) is de-
ﬁned on a real-space square lattice with spacing aL = ξ for a disorder-free
system (ϑ = 0) and 2b) its time evolution is solved by employing a variable
order Adams-Bashforth-Moulton Predict-Evaluate-Correct-Evaluate (PECE)
algorithm [110].
3.) After a steady state solution of this disorder-free system is found, in-
dependent Gaussian distributed variables of vanishing mean and variance κ2
are chosen for each lattice site and the steady state solution of the disordered
system is calculated. Thus, for each disorder realization the discretized two-
dimensional wavefunction ψ(~xi) is obtained.
4.) A Fourier transformation of ψ(~xi) and an application of Eq. (8.1) yields
the two-dimensional k-space intensity distribution IP (~kj).
5.) Finally, the latter one was averaged over all disorder realizations and
the expectation value and variance,
µP (k) ≡ 〈〈IP (~k)〉〉/〈〈IP (0)〉〉 , (8.2)
σ2P (k) ≡ 〈〈
(
IP (~k)− 〈〈IP (~k)〉〉
)2
〉〉/〈〈IP (0)〉〉2 , (8.3)
is computed, respectively. Above, the bracket 〈〈·〉〉 denotes an average with
respect to the disorder realizations, and the mean and variance have been
normalized by the intensity expectation value at k = 0. Since the excitation
proﬁle Eq. (7.9) is radial symmetric, Eqs. (8.2, 8.3) are radial symmetric, too,
assuming a suﬃciently large number of disorder realizations.
6.) One-dimensional linescans µP (k), σ2P (k) are extracted from the two-
dimensional intensity distributions IP (~k), whereas each k value of the one-
dimensional proﬁles correspond to a ring within the IP (~k) distribution with
radius k = |~k|. Further information about the procedure are provided in the
thesis of A.Janot [61, p. 77,78,130ﬀ].
8.2 Choice of Parameters
To simulate the eGPE (see Eq. 7.6) for both scenarios and for diﬀerent disorder
realizations, four dimensionless parameters has to been set in accordance to the
experimental situation as mentioned above. These are listed in table 7.1. The
polariton massm, the emission linewidth Eγ and the size of the excitation spot
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m Eγ ξP Pth d∆E
cond/d(P/Pth)
4.4 · 10−5 me 1.65 meV 2µm 79 W/cm2 0.7 meV
τ γc lc
0.4 ps 2.5 ps−1 0.73 µm
Table 8.1: Upper panel: Parameters extracted from experiment. Lower panel:
Thereof deduced parameters used for the simulations.
scenario β ξP/lC Ln/Lc Lφ/Lc Ls/Lc ξV V0(µmmeV)
ξV V0
lcEγ
α
I 5,11,
15,20
≈ 3 1.5 13.1 26.2 0.5 0.4 0.5
II 4.7 3.0 0.43 0.15 0.125 7
Table 8.2: Parameters used for numerical simulations. The parameters on the right
hand side are deduced from the ratios of the characteristic length scales (see text).
σP are obtained from the experiment. The estimated values of m and Eγ yield
the condensate lifetime τ = 1/γc = ~/Eγ = 0.4 ps (see Eq. 7.11, cf. Sec. 5.3.1)
and the quantum correlation length lc = 0.45 µm (see Eq. (7.12)). Also the
excitation power relative to its threshold value β = P/Pth is experimentally
accessible, even the determination of Pth is accompanied by large uncertainties
(see Sec. 5.1). The parameters that are extracted directly from the experiment
or deduced thereof are listed in table 8.1. The bare disorder strength V0 as
well as the non-equilibrium parameter α are not speciﬁed directly but rather
deduced from the ratio of characteristic length scales according to Eq. 7.13
(cf. table 8.2):
ξV V0 ≈
(Ln
Lc
)−1 √
pi~2
mLc
; α =
(Lφ
Lc
)−1√
2pi3/2
~2
mLcξV V0
, (8.4)
where Lc = 2ξP is assumed, i.e. the condensate size is similar to the excitation
area as mentioned in the previous section. This procedure is applied since
the determination of both parameters (V0, α) from the experiment is rather
diﬃcult. However, a rough estimation of a possible range of values can be
performed. The product of disorder potential strength and disorder correlation
length is estimated in the range of parameters of ξV V0 = 2 meV · 0.02 µm
= 0.04 meVµm up to ξV V0 = 10 meV · 0.4 µm = 4 meVµm (see Sec. 5.3.2).
Thus, the theoretically assumed values for ξV V0 are within the error bound
of the experimentally obtained ones for both scenarios. The non-equilibrium
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parameter α can be extracted via
α =
Eγ
d(∆Econd)/dβ
=
spectral linewidth
blueshift per P/Pth
. (8.5)
Thereby, ∆Econd denotes the polariton energy blueshift due to polariton-
polariton interaction within the condensate. A list of all relevant dimensionless
parameters used for the simulations, including the ratio of the characteristic
length scales, is provided in table 8.2.
The determination of α is accompanied by large uncertainties, which is
explained in the following.
Limitations for Determination of ∆Econd. As discussed in Sec. 5.3.2 it
can be assumed that the experimentally observed energy blueshift for P > 4Pth
is exclusively caused by polariton-polariton interaction within the condensate.
On the one hand, the interaction with the reservoir is saturated for P ≥
Pth. Furthermore, a saturation of the interaction with electronic background
states and thus of the resulting blueshift ∆Eb is likely, since only a ﬁnite
number of background states is present. This is supported by the decreasing
slope of the polariton blueshift d(∆Etotal)/dβ for P = 1, ..., 4Pth. In this
case, (d(∆Econd)/dβ)max is equal to the observed slope of the total blueshift
of (d(∆Etotal)/dβ) = 0.7 meV (for P = 4, ..., 16.75Pth), thus representing an
upper limit (see Fig. 8.1(a)). Nevertheless, a persistent contribution of the
electronic background states to the total energy blueshift cannot be excluded.
To estimate a lower limit of (d(∆Etotal)/dβ), an equal contribution of ∆Econd
and ∆Eb to the total blueshift is assumed for the mentioned excitation power
range (see Fig. 8.1(b)), leading to (d(∆Econd)/dβ)min = 0.35 meV.
Limitations for Determination of Pth. A threshold power density for po-
lariton condensation of P ∗th = 79 W/cm
2 is determined via the analysis of the
spectral linewidth reduction of k-dependent intensity spectra (cf. Sec. 5.1). As
was described in detail there, this is accompanied by large uncertainties due to
the spectral overlap between the BEC and the LPB emission and due to disor-
der. In general, polariton condensation cannot be excluded for smaller excita-
tion powers. Already for an excitation power of Pth,min = 47W/cm2 ≈ 0.6P ∗th,
high intensity occurs for large k-values and the emission intensity is broadened
toward higher energies, which may indicate the onset of polariton condensa-
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Figure 8.1: Comparison of the polariton energy blueshift ∆E as a function of excita-
tion power for two diﬀerent scenarios. (a) For the assumption that the total polariton
blueshift is exclusively caused by polariton-polariton interaction within the conden-
sate for the highlighted excitation power range P = 4, ..., 16.75Pth, an upper limit
of the corresponding slope d(∆Econd)/dβ) can be estimated. (b) A lower limit of
d(∆Econd)/dβ) is estimated by assuming an additional, quantitatively equal contri-
bution of the polariton interaction with electronic background states to the total
polariton blueshift.
tion (see Fig. 5.9). An upper limit for Pth can be deduced from the evolution
of the total intensity: Pth,max = 129W/cm2 = 1.63P ∗th. Thereby, the change of
the resulting slope is proportional to the change of Pth: (dE/dβ)′/(dE/dβ) =
P ′th/Pth.
Limitations for Determination of ~γc. From the k-dependent intensity
spectra, a minimum spectral linewidth of Eγ = 1.65 meV is deduced, which is
used for the numerical simulations discussed in this work. Since its determi-
nation is also accompanied by uncertainties, an margin of error is determined
ranging from Eγ,min = 1.2 meV up to Eγ,max = 1.8 meV.
Range of values for α. From the range of values for the three individual pa-
rameters (Eγ,∆Econd, Pth), the upper and lower limits of the non-equilibrium
parameter α can be deduced:
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αmax =
Eγ,max(
d(∆Econd)
dβ
)
min
· Pth,min
=
1.8 meV
0.35 meV · 0.6 = 8.6
αmin =
Eγ,min(
d(∆Econd)
dβ
)
max
· Pth,max
=
1.2 meV
0.7 meV · 1.63 = 1.1. (8.6)
The theoretically assumed value of α = 7 is within the error bounds of the
experimentally obtained one. Please note that for smaller values of α, nu-
merical simulations are not able to qualitatively reproduce the experimental
data. Otherwise, signiﬁcantly larger values of α are too close or even above
the experimentally estimated upper bound. Thus, the theoretically motivated
choice of α = 7 for scenario II seems to be reasonable.
8.3 Results for both Scenarios
In Sec. 7.2 disorder eﬀects on a quasi-equilibrium (scenario I) as well as on a
non-equilibrium (scenario II) condensate was analyzed qualitatively. In order
to make this analysis more quantitative, the excitation power dependence of
the two-dimensional k-space intensity distribution IP (~k) ∼ |Ψ~k|2 has been
studied theoretically, which can be directly compared to experimental data.
Therefore, Eq. (7.1) was simulated for several disorder realizations as described
in the previous section.
In Fig. 8.2, the results for µP and σP are shown for scenario I (left panels)
and II (right panels). It is found that the intensity IP is distributed exclusively
at wavevectors inside the lower-polariton dispersion ( k . ξ−1). Furthermore,
its average value are qualitatively similar compared to a disorder free system
(cf. Ref. [36]). However, for a single disorder realization (see Fig. 8.5 for a
scenario II simulation) the spatial intensity distribution signiﬁcantly deviates
from the ideal, radial symmetric case and intensity ﬂuctuations proportional
to σP are induced. For scenario I and for wavevectors |k| . ξ−1, a linear
decrease of these ﬂuctuations with increasing excitation power is observed, in
agreement with the expectation σ2P ∼ κ2 ∼ 1/P for κ  1. Please note that
a high ratio σP/σP0 occurs for k ≈ ξ−1 (peaks in Fig. 8.2 lower left panel).
In this k-region, the emission intensity increases very rapidly with excitation
power (see Fig. 8.2 upper left panel), due to the repulsive interaction potential
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Figure 8.2: Expectation value µP (upper row) and variance σ
2
P (lower row) of the
(normalized) intensity distribution IP (k). In order to compare the ﬂuctuations for
increasing excitation powers, the ratio σ2P (k)/σ
2
P0
(k) is presented with P0 = 4Pth.
The left and right column depict a quasi-equilibrium (scenario I) and a driven dis-
sipative (scenario II) condensate, respectively. For wavevectors |kξ| . 1, scenario I
shows a linear reduction of ﬂuctuations with inverse excitation power, σ2P (k) ∝ 1/P ,
while scenario II exhibits a suppressed stabilization with increasing excitation power.
The high peaks of σP /σP0 , which occurs for k ≈ ξ−1 for scenario I, were cut oﬀ in
order to highlight disorder eﬀects rather than eﬀects due to the repulsive interaction
potential created by the ﬁnite excitation spot (see text). 1560 disorder realizations
were averaged. The used parameters are listed in Table 8.2. The image is taken from
Ref. [46].
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created by the ﬁnite excitation spot. [36] Thus, the increase of ﬂuctuation
strengths with excitation power for k ≈ ξ−1 does not yield information about
the screening of the disorder potential for high condensate densities but is
rather caused simply by the increase of emission power.
In contrast to scenario I, the condensate stabilization with increasing exci-
tation power is suppressed for scenario II (see lower right panel of Fig. 8.2).
Compared to scenario I, the decrease of σ2P with increasing excitation power
or rather condensate density is weaker than σ2P ∼ 1/P . These ﬁndings agree
well with the qualitative discussion provided above.
8.4 Comparison with Experimental Data
In the following, the experimental observations described in Sec. 5.3 shall be
compared with numerical simulations. To this end, the numerically obtained
mean and variance of the k-space intensity proﬁles shall be directly compared
to the experimentally extracted I(k)-proﬁles (see Fig. 5.11), further denoted
as Iex(kx). Please note that the latter one represent a one-dimensional cut out
of the two-dimensional k-space intensity distribution along a ﬁxed axis (e.g.
the x-axis) including k = 0. Furthermore, in the experiment exactly one single
disorder realization is present only that is ﬁxed by the MC's properties. To
account for the radial symmetry of the numerically simulated spectra, an addi-
tional spatial averaging step is performed by symmetrizing the experimentally
obtained intensity: Iex(kx)→ (Iex(kx) + Iex(−kx))/2 and kx ≥ 0 (cf. Fig. 8.3).
For this procedure, it is crucial to estimate the experimental value for k = 0
exactly to minimize a disagreement between experimental and theoretical spec-
tra due to data extraction. For this purpose, the symmetrized experimental
Iex(kx) spectra were shifted along the kx axis in such a way, that the edges for
high k-values, which are rarely aﬀected by disorder1, superimposes.
In order to quantify the agreement between experiment and theory the chi-
square value [110]
χ2P =
∑
kj≥0
(
Iex(kj)/a− µP (bkj)
σP (bkj)
)2
. (8.7)
1As discussed below, this broad shoulder at k ∼ 3 . . . 4 µm−1 is assigned to residual eﬀects
such as emission of uncondensed polaritons occupying the LPB or artifacts from the setup
and thus does not belong th BEC emission.
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Figure 8.3: Experimentally obtained intensity spectra Iex(kx) and its mirror version
Iex(−kx) for an exemplary excitation power of P = 4Pth to illustrate the sym-
metrization process. The k = 0 value was set in such a way, that the edges of both
spectra superimposes for k ∼ 3 . . . 4 µm−1, since the spectra are rarely aﬀected by
disorder-induced ﬂuctuations in this k-space range.
is introduced. Since the condensate density n0 and the healing length ξ are
hard to extract experimentally, two scaling parameters (a, b) are used instead.
Both are determined by a least-squares ﬁtting procedure [110].
It should be noted that the ﬁt procedure assumes a Gaussian distribution of
IP (~kj) (~kj ﬁxed) for many disorder realizations. For the simulation parameters
used, the probability distribution function of IP (~kj) has been studied and an
approximately Gaussian distribution was found as long as IP (~kj)/IP (0) & 0.1,
which justiﬁes a least square ﬁt approach for the considered data.
Estimating the goodness-of-ﬁt value [110] the complement of the χ2-probability
distribution function
Fη(χ
2) =
∫ χ2
0
fη(χ
2
0)dχ
2
0 (8.8)
was extracted, denoted by Q = 1− Fη(χ2). Thereby,
fη(χ
2) =
χ2(η/2−1) exp (−χ2/2)
2η/2Γ (η/2)
(8.9)
is the probability density function of the χ2 distribution, where Γ (x) =∫∞
0
tx−1 exp(−t)dt denotes the gamma function. Roughly speaking Q is the
probability that the simulations agree with the experimental data. This can
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as well as its complement Q = 1 − Fχ2 for the χ2 distribution. A null hypothesis
H0 would be accepted, if the calculated χ
2
P from the model data is below a critical
χ2crit(s, η). This is equivalent to the condition Q > (1 − s). For this schematic
illustration a level of signiﬁcance of s = 0.05 and a degree of freedom of η = 6 is
assumed.
be explained in the following way:
Let us assume, that the null hypothesis named H0: 'The experimental data
ﬁt to our model' should be tested, so that it can be accepted or rejected.
Therefore, the chi-square value is determined for each scenario (I, II) according
to Eq. (8.7). Roughly speaking, χ2P can be expressed by
χ2P =
∑
kj≥0
(experiment−model)2
variance of model data
. (8.10)
One would reject the null hypothesis H0, if the calculated chi-square value
χ2P is larger than a critical χ
2
crit(s, η). The latter one is a tabulated value,
that depends on the level of signiﬁcance s and on the degree of freedom η.
The level of signiﬁcance s deﬁnes the type I error for a hypothesis test, which
indicates the probability that H0 is rejected even if it is true. For the analysis
presented here, no ﬁxed level of signiﬁcance was deﬁned, but its complement
Q(χ2P ) = 1 − s was calculated for each scenario and excitation power, that
indicates the probability to accept H0 provided that H0 is true. This allows to
not only verify or falsify the hypothesis, but also to determine the quality-of-ﬁt
and compare it for both scenarios and diﬀerent excitation powers, respectively.
If Q  1, the apparent discrepancies of model and data are unlikely to be
caused by random ﬂuctuations. A probable conclusion is that the model is not
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speciﬁed correctly, or that the ﬂuctuation strength σP is under-estimated. If
Q . 1 it is likely that the model does agree with the data. It should be empha-
sized that Eq. (8.7) takes the expected ﬂuctuation strength σP into account.
Finally, the mean squared error: MSE ≡ (1/N) ∑kj(Iex(kj)/a− µP (kj))2 was
deﬁned, which is a simple measure of matching between experimental data and
simulated intensity distribution.
As discussed in Sec. 5.3.2, the evolution of the polariton blueshift ∆E as a
function of the excitation power shows a kink at P = 2 Pth (cf. Fig 5.14). It
should be kept in mind that the slope of ∆E for P < 2Pth is probably pre-
dominantly caused by an electronic disorder potential, which is saturated for
P = 2Pth. For P > 2Pth the blueshift is supposed to be exclusively induced
by polariton-polariton interaction within the condensate and has a reduced
slope. For very high excitation power P > 11Pth the emission from the investi-
gated single-mode state partially coincides with other condensate modes which
prevents a reasonable spectral line shape analysis. The theoretical model (see
Eq. 7.1) assumes a linear increase of the condensate energy with increasing con-
densate density. Therefore, the parameter regime for the comparison between
experiment and model will be set to P = (2, . . . , 11)Pth.
For a typical disorder realization, a series of numerically obtained snap
shots of the two-dimensional intensity distribution IP (~k) for increasing exci-
tation power is shown in Fig. 8.5. For both scenarios, a disorder induced
deviation from the ideally smooth radial distribution can be clearly observed.
Whereas for a quasi-equilibrium condensate (scenario I) the normalized inten-
sity ﬂuctuations are signiﬁcantly suppressed with increasing excitation power,
the emission pattern for a driven-dissipative condensate (scenario II) does not
converge to a symmetric intensity distribution. Such an asymmetry as well as
its persistence is also observed experimentally, see Fig. 5.9, and thus agrees
qualitatively with the simulations of scenario II presented here.
For a more quantitative analysis the following discussion goes beyond the
single snap shot picture. Here, the experimental data, denoted by Iex(kx),
are directly compared with the numerically computed expectation value and
variance of the intensity distribution (see Fig. 8.6).
Experimental data with low intensities (IP (k) < 0.25) have been excluded
because they are strongly aﬀected by a systematic artifact in form of a broad
shoulder, which is present for k ∼ (3 . . . 4) µm−1 for all excitation power. Its
shape and magnitude is independent of the excitation power. Therefore, one
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scenario I scenario II
Figure 8.5: Normalized two-dimensional intensity distribution IP (~k) of a polariton
BEC for a single disorder conﬁguration. The left panel represents a quasi-equilibrium
system with Lφ  Lc whereas the right panel displays the result for a driven-
dissipative system (scenario II) with Lφ ≈ Lc. Points of high intensity at the edge
of the circle for scenario I correspond to ballistically propagating polaritons due to
the repulsive interaction potential, as discussed in Sec. 8.3 (cf. Fig. 8.2). The coarse-
grained appearance of the intensity distribution for scenario I is caused by residual
eﬀects of the numerical simulations due to the ﬁnite lattice size in k-space The used
parameters (scenario II) are given in Table 8.2. The ﬁgure is adapted from Ref. [61].
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Figure 8.6: Experimental IP (k) distribution (blue diamonds) compared to numerical
simulations of scenario I and scenario II for increasing excitation powers P . The
black solid lines depict the expectation value whereas the gray band indicates the
expected ﬂuctuations (standard deviation). For low intensities systematically biased
experimental data (gray crosses) have been excluded. For each P the MSE and the
goodness-of-ﬁt value Q (see text) are plotted. For used parameters see Table 8.2.
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can conclude that this shoulder is caused by residual eﬀects and does not
belong to the condensate emission. Diﬀerent options are possible, e.g. the
emission of uncondensed polaritons occupying the LPB or artifacts from the
experimental setup, e.g. transmission ﬂuctuations from the microscope objec-
tive (q.v. Sec. 5.3.1). In the following, the agreement between experimental
data and numerical simulations is discussed for both scenarios:
Scenario I.: The shape of the theoretical IP (k) spectra obtained by the
model used to describe the quasi-equilibrium scenario I completely diﬀers from
the experimental ones. Furthermore, the MSE strongly increases with increas-
ing excitation power, demonstrating an increasing quantitative disagreement
between data and model. A qualitative disagreement is also strongly conﬁrmed
by the Q value, that is close to zero. This is a strong indication that the model
used for scenario I completely fails to describe the experimental observations
with increasing excitation power. This is due to the fact that the model used
to describe a quasi-equilibrium condensate postulates linearly decreasing ﬂuc-
tuations with increasing excitation powers (cf. Sec. 8.3), which is obviously
not the case for the observed experimental date.
Scenario II.: In strong contrast to scenario I, a clearly diﬀerent situation is
present for the comparison based on the model for a driven dissipative conden-
sate. Here, a qualitative agreement between model and experiment was found,
especially for high excitation powers P ≥ 5Pth. Furthermore, the MSE value
is about one order of magnitude smaller compared to scenario I. The most
signiﬁcant diﬀerence between both scenarios is the range of the goodness-of-ﬁt
value Q. Whereas, its value is many orders of magnitude below 1 for scenario
I, its value is close to 1 for scenario II. Thus, the level of signiﬁcance, that
would cause a rejection of the model used here is at least s = 1−Q ≤ 0.1. In
summary, for scenario II the simulated data do agree with the experimental
ones and predict correctly the disorder-induced ﬂuctuations with increasing
excitation power.
Chapter 9
Summary of Part II
In the theoretical part of this work, which is based on a close cooperation with
A. Janot (theory) and the author of the present work (experiment), the spatial
density and phase distribution of a driven-dissipative polariton condensate in
a disordered environment was analyzed as a function of the condensate den-
sity and related to the characteristics of a quasi-equilibrium condensate. It
was found that the interplay of a disorder potential and the non-equilibrium
nature of a polariton condensate generates random polariton currents, which
cause condensate density-independent spatial phase ﬂuctuations. Due to this
fact, the reduction of disorder-induced density ﬂuctuations with increasing
condensate density is signiﬁcantly suppressed in contrast to a condensate in
thermal equilibrium. Thus, traces of disorder within the far-ﬁeld emission
pattern persist even for high condensate densities. By means of numerical
simulations based on an extended Gross-Pitaevskii equation, experimentally
observed intensity ﬂuctuation within the far-ﬁeld BEC emission pattern of a
ZnO-based MC could be qualitatively reproduced, if the gain and loss of parti-
cles is taken into account. Consequently, this leads to the conclusion that the
experimental observations can be indeed explained by disorder induced phase-
ﬂuctuations, which are excitation power independent and inherently related to
the non-equilibrium nature of the polariton BEC.
This is in agreement with recent experimental and theoretical ﬁndings from
two reports, which were published in the last ﬁve years in parallel to the
present work. In 2011, Manni et al. reported on spatial density ﬂuctuations
within a one-dimensional polariton condensate for a CdTe-based MC, which
are attained to disorder [47]. Similar to the experimental ﬁndings presented
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in this work, these density ﬂuctuations even increase for increasing condensate
density, indicating an enhanced disorder impact. In 2013, the experimental
ﬁndings from Manni et al. were numerically reproduced by Stepnicki et al.,
based on a mean-ﬁeld model for a one-dimensional polariton condensate in-
cluding gain and loss [48]. As external potential, a deep periodic potential
as well as a random disorder potential was assumed separately, each with a
suﬃciently high potential depth such that the polaritons are mostly localized
within the well-deﬁned minima. This is in contrast to the disorder potential
assumed for the ZnO-based MC investigated in the present work, which is sup-
posed to cause spatial density and phase ﬂuctuations rather than condensate
localization. Both assumptions from Stepnicki et al. yield qualitatively sim-
ilar results, namely increasing normalized density ﬂuctuations for increasing
mean condensate density, as observed by Manni et al.. This was related to
the built-up of a large phase shift in the order of pi between adjacent potential
traps.
Part III
Summary and Outlook
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Summary In this thesis, the impact of disorder on the spatial density distri-
bution of an exciton-polariton condensate is investigated. More precisely, the
stability of disorder eﬀects for increasing condensate density is analyzed and
the speciﬁc role of the non-equilibrium nature of polaritons is identiﬁed.
As a ﬁrst step, the existence of a temporally coherent polariton condensate
within the investigated MC is proofed by means of temporal coherence mea-
surements. For this purpose, a Michelson interferometer is built up in order
to analyze the k-space correlation function g1(k,−k,∆t) of the polariton BEC
emission as a function of the temporal delay ∆t between the emission passing
the individual interferometer arms. From this, a coherence time of τcoh = 8.6 ps
is deduced. This value is only an lower bound, since the determination of the
BEC coherence time is limited by two experimental artifacts, which have been
identiﬁed for the experimental conditions used in this work.
On the one hand, the phase of the interferogram is characterized by an
additional phase oﬀset ϕ0(λ,∆t) = 2pic∆t/λ, which depends on the emission
wavelength λ and increases linearly with increasing ∆t, with c being the speed
of light. On the other hand, pulsed excitation was used for the temporal
coherence measurement presented in this work. Thereby, the short excitation
pulses of about 2 ps result in a radiative decay time of the BEC emission
of about τrad ≈ 6 ps, which is of the order of the experimentally obtained
coherence time.
By taking into account the impact of both experimental artifacts quantita-
tively, a corrected coherence time of τcoh = 22.6 ps was estimated for the po-
lariton BEC emission. This is by a factor of about 140 larger than the lifetime
of the individual polaritons, which is deduced from the emission linewidth for
excitation powers below the threshold for polariton condensation (P < Pth).
Consequently, the coherence of the investigated quantum state is preserved
despite of the continuous decay of polaritons and the replenishment from the
reservoir, which thus can be identiﬁed as a condensate.
Furthermore, the impact of disorder on the spatial density distribution of
a polariton BEC was analyzed as a function of the excitation power or rather
condensate density. It was found that the experimentally observed intensity
ﬂuctuations within the k-space emission pattern of a single BEC emission
channel, which are attributed to disorder-induced, spatial condensate density
ﬂuctuations, persist for a wide range of excitation powers of P = (4, ..., 20)Pth.
This indicates that the impact of disorder-induced potentials persists even
144
for increasing condensate density, which is in strong contrast to theoretical
predictions and experimental observations for BECs in thermal equilibrium,
e.g. atomic BECs.
In literature, disorder eﬀects on polariton condensates are commonly at-
tributed to photonic disorder only. In contrast to this, also a signiﬁcant im-
pact of electronic disorder is evidently assumed for the MC investigated in this
work. Thereby, the electronic disorder potential is supposed to be caused by
localized carriers, e.g. aluminum donor bound excitons (D0, X). Furthermore,
a depletion of bound excitons at grain boundaries within the ZnO cavity and
thus an accumulation of them within the grain bulk is likely. This is supported
by the granular structure of the ZnO cavity, which is obtained by a TEM anal-
ysis of a similar MC, fabricated at equal conditions, as well as by the fact that
aluminum atoms from the nearby Al2O3 DBR layers probably diﬀuse into the
cavity during the high temperature PLD process and the subsequent anneal-
ing of the MC structure. Furthermore, the slope of the energy blueshift of the
polariton interaction energy as a function of the excitation power d(∆E)/dP
is by a factor of minimum 6 larger below the threshold power for polariton
condensation P < Pth compared to the slope for P > Pth. This is in con-
trast to results in the literature, for which the slope d(∆E)/dP is typically
larger above Pth than below. The latter one can be explained by assuming
three diﬀerent contributions for the polariton interaction potential, namely
the polariton-polariton interaction, interaction of polaritons with reservoir ex-
citons and interaction with excitation laser induced hot carriers. The present
experimental ﬁndings on the strong blue shift below the condensation thresh-
old indicate that, additionally to the three mechanism mentioned above, an
electronic background potential, e.g. due to localized excitons (D0, X), has
also to be taken into account, which is saturated for excitation powers slightly
above Pth. This additionally supports the assumption of the presence of an sig-
niﬁcant electronic disorder potential for the investigated MC. Based on these
suppositions, a maximum disorder potential strength of about 10 meV and a
disorder correlation length of about 30,...,120 nm was estimated for the elec-
tronic disorder potential.
The experimentally obtained k-space intensity spectra I(k) could quali-
tatively be reproduced by means of numerical simulations based on a special
mean ﬁeld approach (extended Gross-Pitaevskii equation), done by A. Janot in
a close collaboration with the author of the present work, if the non-equilibrium
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nature of a polariton condensate, i.e. the gain and loss of particles is taken
into account. In contrast to this, for the case of an assumed quasi-equilibrium
situation, the shape of the numerically simulated I(k)-spectra strongly diﬀer
from the experimentally obtained ones and a qualitative reproduction of the
experimental data completely fails. This can be explained as follows: In case
of the assumed equilibrium situation, an increasing condensate density leads
to an increasing interaction potential, which screens the disorder potential.
Thus, the disorder-induced intensity ﬂuctuations are expected to decrease in-
versely proportional for increasing condensate density. By taking into account
the non-equilibrium nature of polaritons, the interplay of disorder and the
gain/loss process causes spatial phase ﬂuctuations at length scales that are of
the order of the condensate size for the experimental conditions used in this
work. This is in contrast to equilibrium condensates, for which no phase ﬂuc-
tuations occur. Remarkably, these phase ﬂuctuations are independent of the
condensate density and thus stable even for high excitation powers. Conse-
quently, the stabilization of the condensate against disorder in terms of reduced
spatial density ﬂuctuations is strongly suppressed compared to condensates in
thermal equilibrium.
In conclusion, the experimental observations are attributed to disorder-
induced phase ﬂuctuations, which are independent of the excitation power and
inherently related to the non-equilibrium nature of polaritons. These ﬁnd-
ings are universal for all non-equilibrium polariton BECs that are signiﬁcantly
aﬀected by disorder.
Outlook Based on the results of this work, the following tasks would be of
high interest for future research.
The experimental disorder analysis presented in this work is performed for a
single disorder realization, set by the intrinsic disorder of the investigated MC
due to the speciﬁc structural imperfections, which inevitably occur during the
sample fabrication. For further research, disorder eﬀects on the properties of a
polariton BEC could be investigated as a function of varying disorder param-
eters (potential strength, correlation length, spatial shape). For example, the
impact of disorder could be investigated for diﬀerent kinetic regimes. On the
one hand, for moving condensates, a transition from ballistic to diﬀuse propa-
gation with increasing disorder strength can be assumed. One the other hand,
for localized condensates, a possible transition from weak to strong localization
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of the polariton BEC should be analyzed. The latter one is denoted as Ander-
son localization and is characterized by destructive interference of the scattered
wavefunctions and thus the absence of diﬀusion in a disordered environment.
A thorough understanding of these mechanism would be of high interest for
possible future applications such as optical waveguiding or switching between
transport and localization (i.e. information storage). The variation of the
disorder parameters can be realized by the following two diﬀerent approaches:
i) Static disorder with varying potential strength or disorder correlation
length can be induced during the fabrication process. On the one hand, addi-
tional photonic disorder can be induced by using a higher substrate tempera-
ture during the PLD of the ZnO cavity leading to a larger interface rough-
ness. On the other hand, the ZnO cavity can intentionally be doped by
aluminum (Al) atoms in order to enhance the electronic background poten-
tial due to an enhanced concentration of localized carriers. This may result
in an increased potential strength of the electronic disorder. In this regard,
a lateral Al gradient can be induced by applying the continuous composition
spread (ccs)-PLD during the deposition of the cavity [111].
ii) Supplementary to the generation of permanent disorder, an additional,
tunable disorder potential could be induced optically. This can be realized by
using the speckle-like pattern of an additional laser beam with variable inten-
sity and/or variable shape of the beam proﬁle. This oﬀers the investigation of
disorder eﬀects for tunable disorder parameters (strength, correlation length,
spatial shape) for the same sample and for equal experimental conditions.
For a more quantitative experimental analysis, it would be helpful to quan-
tify the impact of disorder on the spatial polariton distribution, e.g. by de-
termining the deviation of the observed k-space intensity distribution from
the radial symmetric, e.g. Gaussian distribution, which is expected for the
ideal case of vanishing disorder. For the experimental conditions used in this
work, this was not possible since the experimentally obtained I(k)-spectra are
featured by additional, setup-induced intensity ﬂuctuations that are probably
caused by lateral transmission ﬂuctuations of the microscope objective. This
problem could be solved by two diﬀerent approaches [59]:
On the one hand, one could measure an additional reference proﬁle Iref(k)
for a sample with known k-space emission proﬁle I0(k) in order to deduce the
impact of the setup (e.g. the spatial transmission proﬁle of the microscope
objective). Afterwards, the observed emission proﬁle of the investigated MC
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Imeas can be corrected in order to obtain the experimentally unaﬀected BEC
emission proﬁle IBEC(k).
On the other hand, instead of analyzing the k-space intensity proﬁle, the
real space intensity distribution I(r) of the BEC emission could be investi-
gated. In this case, transmission ﬂuctuations of the microscope objective has
a signiﬁcantly reduced impact on the image performance. Please note that real
space measurements at low temperatures are not possible with the used µ-PL
setup in its present form. This is due to a lateral beam shift that is induced
by the cryostat window causing a spatial distortion of the image (cf. Sec. 4.1).
Furthermore, a comprehensive study of the coherence properties of a polari-
ton BEC in a disordered environment would be promising in order to explore
fundamental quantum phenomena such as phase transition from superﬂuid-
ity to Bose glass states or the nature of multimode emission. In this regard,
the correlation between frequency synchronization/desynchronization and spa-
tial coherence of the condensate can be studied for tunable disorder potential
strength respective correlation length. This allows to explore a phase diagram
to identify the transition from a uniform BEC via a disordered, but phase-
correlated BEC to Bose glass states up to completely uncorrelated ones as a
function of the ratio between disorder potential strength and polariton interac-
tion strength. Moreover, the theoretically predicted mechanism of phase ﬂuc-
tuation for a non-equilibrium condensate in a disordered environment should
be investigated experimentally. In this context, it would be of high interest,
if the hypothesis of polariton density-independent phase ﬂuctuations [61, 46]
could be conﬁrmed experimentally. A comprehensive understanding of the co-
herence properties in addition to the switchable transport properties described
above is of high interest for possible applications in quantum information tech-
nology in terms of information transport, processing and especially switching.
Finally, the measurement of a two-dimensional spatial map of spatial co-
herence function g1(~r,−~r) would be meaningful. This can be realized by per-
forming a phase scan via the built-up Michelson interferometer in PM-RR-
conﬁguration, e.g. by continuously varying the path diﬀerence ∆s between
the emission passing the individual interferometer arms with an increment be-
low the emission wavelength. In the framework of this thesis, such a phase
scan could not be performed. This is due to the fact that the interference
setup is exposed to mechanical vibrations which cause signiﬁcant phase ﬂuctu-
ations of the resulting interference pattern. This problem could be solved by
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actively stabilizing the relative phase of the Michelson interferometer by using
a reference laser as described in Ref. [112].
Appendix A
Appendix
A.1 Alignment Procedure for the Michelson In-
terferometer
For simplicity, the alignment of the interferometer setup is described for the
case of k-space imaging. However, the following statements also hold in real
space. The alignment procedure is preferably done with the laser light reﬂected
on the sample surface rather than with the condensate emission, because of
intensity reasons. At ﬁrst, the laser beam that enters the interferometer should
be aligned with respect to the screw hole line of the optical breadboard ensuring
a constant height. This can be realized by placing two pinholes in the beam
path, one at the entrance of the interferometer and the other in front of the PM.
Therefore, the beam splitter should be removed at ﬁrst, since a tilted beam
splitter cube induces a parallel beam shift. After it is reinserted, the beam
splitter should be tilted until the transmitted beam passes again the second
pinhole. In this case, the beam passes through the beam splitter perpendicular
to its side facets. The PM can be tilted such that the reﬂected beam passes
through the second pinhole again, which corresponds to a reﬂection of 0◦.
Afterwards, the reﬂected beam should be guided to the detection unit, e.g.
the monochromator entrance slit via an additional mirror M2 whereat the lens
LD2 has to be removed. After reinserting, the lens can be shifted in the plane
perpendicular to the optical axis until the focused beam hits the same point
on the detection plane again. By following this procedure, the beam passes
through the center of lens LD2.
Subsequently, the RR (arm 2) of the interferometer can be aligned. The
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aim of the following procedure is that the beam, which hits the RR, prop-
agates parallel to the movement direction of the motorized travel stage, on
which the RR is mounted, such that the beam hits the same point of the RR
independently of the position of the travel stage. Thus, no lateral beam shift is
induced while changing the path diﬀerence between both interferometer arms.
The alignment can be realized iteratively by laterally shifting the RR (e.g.
for the nearest distance between RR and beam splitter) as well as by tilting
the beam splitter around all three axis (e.g. for the largest distance between
both elements). Thereby, the selected point of incidence on the RR can be
marked by a piece of paper. The alignment can be checked by recording the
two-dimensional intensity distribution on the detector array. The image of the
beam reﬂected by the RR should not move in the detection plane while mov-
ing the motorized stage over the whole travel distance. Finally, the emission
from both interferometer arms can be superimposed by slightly tilting the PM
again.
To observe an interference pattern, the travel time diﬀerence between both
interferometer arms have to be smaller than the coherence time of the investi-
gated light. Therefore, the path length diﬀerence should be reduced by moving
the RR along the z-direction. The coherence time of the laser beam can be
rather short, e.g. the length of a Ti:Sa laser pulse of about 2 ps corresponds to
a maximum path length diﬀerence of 0.6mm for which an interference pattern
occurs. Therefore, it is not recommended to set the RR position manually.
Instead of that, the laser beam can be guided onto the streak camera (e.g. by
an additional ﬂapping mirror). Afterwards, the z-position of the RR can be
changed until the signal from both interferometer arms superimposes in time.
The interference pattern, namely the fringe distance and orientation can be
aligned by shifting the RR perpendicular to the optical axis. This induces a
parallel beam shift, that depends on the position of the intersection between
the incident beam and the ﬁrst PM with respect to the central point of the
RR. Due to lens LD2, which is positioned by the distance fD2 in front of the
detection unit, a lateral beam shift will not aﬀect the position of the reﬂected
beam in the detection plane. Thus, the superposition between both beams is
preserved. Instead of this, the angles between both beams hitting the detector
are changed. According to Eq. 2.39, this deﬁnes the fringe distance of the
interferometer pattern.
The particular speciﬁcation of the interference pattern has to be adjusted
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Figure A.1: (a) Intersection points between the beams from both interferometer arms
and the second lens in the detection path LD2. (b) Side view of the beam path from
the last lens to the detection plane. (c) Orientation of the interference pattern in
dependence on the displacement between both beams at the position of the lens LD2.
Whereas a pure vertical displacement (i,ii) leads to horizontally aligned interference
fringes, an additional horizontal displacement (iii) results in a tilted interference
pattern.
properly. On the one hand, the orientation of the inference pattern can be
aligned with respect to the entrance slit of an optional monochromator. On
the other hand, the fringe visibility signiﬁcantly inﬂuences the performance
of the further data analysis. Regarding the fringe distance, there is an trade
oﬀ between the sampling rate of the interference pattern (number of CCD
pixels per period), which increases with increasing fringe distance, and the
resolution ∆k of the deduced correlation function g1(k,−k,∆t), which also
increases (decreasing resolution) with increasing fringe distance. Note, if the
fringe distance is not aligned properly, no interference pattern appears at all.
On the one hand, if the fringe distance is too small, interference minima and
maxima are averaged within a single CCD line. On the other hand, if the
fringe distance is too large, to less periods of the interference pattern ﬁt into
the imaged two-dimensional intensity distribution I(kx, ky).
Test measurements were performed to analyze the dependence of the in-
terference pattern on the alignment, namely the distance ∆|~r| = ∆|~x + ~y|
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Figure A.2: Comparison of experimentally determined and analytically calculated
fringe distance ∆s as a function of the vertical beam displacement ∆y at the position
of lens LD2. The error bar is calculated from the uncertainty for the measurement
of the displacement ∆(∆y) = 0.5mm.
between the intersection points of both beams with the lens LD2. As a ﬁrst
step, the qualitative appearance of the interference pattern was analyzed in de-
pendence of the orientation of the displacement between both beams as shown
in Fig. A.1. Thereby, a pure vertical displacement ∆y leads to horizontally
aligned interference fringes (i), whose distance decreases with increasing dis-
placement (ii). An additional horizontal displacement ∆x results in a tilted
interference pattern. For a quantitative analysis, the fringe distance on the
detection plane ∆s was investigated as a function of the vertical displacement
∆y, estimated by a graph paper at the position of the lens LD2. Fig. A.2 shows
a comparison of the experimentally determined fringe distance with the analyt-
ically calculated plot according to Eq. 2.39. For that, the beam was assumed to
pass through the center of lens LD2. For the measurement of the displacement,
an error of ∆(∆y) = 0.5mm was assumed, since the beam spot on the graph
paper was only marginally visible and exhibited diﬀuse edges. Within the error
margin, the experimentally determined and calculated fringe distances show a
good agreement, verifying that the alignment of the interference pattern can
be controlled experimentally.
A.2 Performance of the Interferometer
This section provides a detailed description of the determination of the per-
formance of the interferometer that is discussed in Sec. 4.3.
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A.2.1 Methods and Concepts
In this section, all concepts and methods used to characterize the performance
of the interferometer setup are introduced. All deﬁned variables are summa-
rized in table A.1. In the following, the Roman numerals (I)-(XII) refer to
this table. For simplicity, all variables are deﬁned in real space only, however,
equal deﬁnitions also hold in k-space.
In order to quantify the deviations of the intensity distribution I(~r) be-
tween diﬀerent accumulations, two diﬀerent methods are applied. As a ﬁrst
approach, the normalized standard deviation of the emission intensity distri-
butions between the individual images of the diﬀerent accumulations (I)
σxx(~r) =
√∑N
i=1(Ixx,i(~r)−<Ixx>acc(~r)
N
< Ixx >acc (~r)
, xx = PM,RR, interf (A.1)
is determined. Here, Ixx,i(~r) is the intensity distribution of the i-th accumu-
lation of the corresponding emission pattern, < Ixx >acc (~r) is the intensity
distribution averaged over all accumulations and N the total number of accu-
mulations. Thus, the two-dimensional distribution σxx(~r) quantiﬁes the stan-
dard deviation of intensities between diﬀerent accumulations at each position
~r. For the ideal case of identical intensity distributions of all accumulations,
σxx(~r) would be equal to zero for each position ~r. Due to the normalization
σxx(~r) relates these intensity ﬂuctuations to the average intensity< Ixx >acc (~r)
and thus enables a good comparability of diﬀerent measurements.
To quantify (II) the deviation from the expected inversion symmetry be-
tween the PM and the RR emission pattern, an additional variable is deﬁned
as (II):
σcomp(~r) =
√
(<IPM(~r)>acc−Imean)2+(<IRRrot(~r)>acc−Imean)2
2
Imean
=
|< IPM(~r) >acc − < IRRrot(~r) >acc|
2Imean
, (A.2)
where
Imean = (< IPM(~r) >acc + < IRRrot(~r) >acc)/2 (A.3)
is the intensity average between both emission pattern. The variable σcomp(~r)
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I σxx(~r) (Eq. A.1) normalized standard deviation of intensity
I(~r) between diﬀerent accumulations
II σcomp(~r) (Eq. A.2) normalized standard deviation that com-
pares the average intensity distribution of
the PM emission pattern with that of the in-
verted RR emission pattern and thus quan-
tiﬁes the deviation from the ideal inversion
symmetry of the individual emission pattern
III < σxx >r mean value of σxx(~r) averaged over all spatial
positions ~r
IV Irelxx,i(~r) (Eq. A.4) intensity ratio that quantiﬁes the deviation of
the intensity distribution of the i-th accumu-
lation from its mean distribution (averaged
over all accumulations)
V Irel
PM
(~r) (Eq. A.5)
Irel
RRrot
(~r) (Eq. A.6)
intensity ratio that quantiﬁes the deviation
from the inversion symmetry of the PM (RR)
emission
VI < Irelxx,i >r mean value of I
rel
xx,i(~r) averaged over all posi-
tions ~r of the i-th emission pattern
VII < Irelxx >r,acc mean value of I
rel
xx (~r) averaged over all posi-
tions ~r and all accumulations
VIII HWHM(Irel,histoxx,i )
half width at half maximum (HWHM) of the
Gaussian distributed histogram that is ex-
tracted from the spatial distribution of <
Irelxx,i >r
IX < HWHM(Irel,histoxx ) >acc mean value of HWHM(I
rel,histo
xx,i ) averaged
over all accumulations
X Vi, ϕinterf,i visibility and phase, deduced from the inter-
ference pattern of the i-th accumulations
XI < V >acc, < ϕinterf >acc mean visibility and mean phase averaged
over all accumulations
XII σV, σϕ standard deviation of the visibility and of the
phase deduced for diﬀerent accumulations
Table A.1: Overview of relevant variables that are used to characterize the perfor-
mance of the interferometer setup.
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(II) quantiﬁes the deviation from the inversion symmetry by comparing the
average intensity distribution of the PM emission < IPM(~r) >acc with that of
the inverted RR emission < IRRrot(~r) >acc=< IRR( ~−r) >acc.
For comparing the intensity ﬂuctuations between the individual emission
pattern, an additional variable is introduced that quantiﬁes the spatial dis-
tribution of σxx(~r), namely the mean value averaged over all spatial positions
< σxx >r (III).
As a second method, the real space distribution of the relative intensity
(IV)
Irelxx,i(~r) =
|Ixx,i(~r)− < Ixx,i(~r) >acc |
Ixx,i(~r)+ < Ixx,i(~r) >acc
, xx = RR,PM, interf (A.4)
is determined for each accumulation of the corresponding emission pattern.
Thereby, the diﬀerence between the intensity distribution of the individual
accumulations and the average distribution Ixx,i(~r) − < Ixx,i(~r) >acc is esti-
mated and normalized to the sum of these intensities, which limits the range
of values to Irel ∈ [0, 1] and enables a good comparability of diﬀerent mea-
surements. Thereby, Irel = 0 represents the ideal case of identical intensities
whereas Irel → 1 represents maximum contrast, namely that the intensity of
one emission pattern drops to zero.
Further for this approach, additional variables are deﬁned to measure the
deviation from the expected inversion symmetry between the emission pattern
for the PM-RR-conﬁguration, namely (V)
Irel
PM
(~r) =
| < IPM >acc (~r)− Imean|
< IPM >acc (~r) + Imean
=
| < IPM >acc (~r)− < IRRrot >acc (~r)|
3 < IPM >acc (~r)+ < IRRrot >acc (~r)
(A.5)
Irel
RRrot
(~r) =
| < IRRrot >acc (~r)− Imean|
< IRRrot >acc (~r) + Imean
=
| < IRRrot >acc (~r)− < IPM >acc (~r)|
3 < IRRrot >acc (~r)+ < IPM >acc (~r)
. (A.6)
The bottom panel of both equations is yielded through applying Eq. (A.3).
These variables quantify the normalized deviation between the average PM
emission pattern < IPM >acc (~r) and the average of the inverted RR emission
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pattern < IRRrot >acc (~r).
Analogously to the ﬁrst method, for each spatial distribution of Irelxx,i(~r) the
mean value < Irelxx,i >r (VI) is extracted.
Furthermore, the HWHM of the Gaussian distributed histograms Irel,histoxx
(VIII) are determined.
Additionally, for both variables the mean values averaged over all accumula-
tions are analyzed, denoted as< Irelxx >r,acc (VII) and as< HWHM(I
rel,histo
xx ) >acc
(IX), respectively.
In order to analyze the reproducibility of the interference setup for diﬀerent
accumulations, the fringe visibility Vi (X) as well as the phase ϕinterf,i (X) of
the interference pattern is analyzed as a function of the accumulation number
i. For both variables, the mean values (< V >acc, < ϕ >acc) (XI) as well as
the standard deviation (σV , σϕ) (XII) are deduced for diﬀerent accumulations.
A.2.2 Results
a) Inversion Symmetry for PM-RR-Conﬁguration. The functionality
of the interferometer mirrors, namely the grade of the inversion symmetry
between the emission pattern reﬂected by the RR with respect to that re-
ﬂected by the PM is investigated. Therefore, the k-space emission pattern of a
helium-cadmium (HeCd) laser beam traveling along the diﬀerent interferom-
eter arms are analyzed. Since only the two-dimensional intensity distribution
I(~k) in the plane perpendicular to the propagation direction of the laser beam
is evaluated, the inversion corresponds to a rotation of the emission pattern
by 180◦ around the center of inversion. The emission pattern can be laterally
shifted with respect to each other (cf. Sec. A.1) such that the central points
of emission (k = 0) overlap. For an ideal setup, the intensity distributions
for both mirrors should be similar (IPM(~k)
!
= c IRR(−~k)). An intensity ra-
tio of c = IPM(~k)/IRR(−~k) = RPM/RRR = RPM/(RPM)3 ≈ 1, 23 is expected
due to the triple reﬂection at the RR in contrast to the single reﬂection at
the PM. Thereby, RPM(λ = 325nm) = 0.9 is the reﬂectivity of the single
PM as well as of each of the three PMs the RR consists of. Experimentally,
for the mean intensity between both emission pattern an intensity ratio of
c =< IPM >~k / < IRRrot >~k ≈ 1.29 is found (cf. Fig. A.3(i)), which is close
to the theoretically expected value. For further analysis, more precisely for
the determination of σcomp as well as of IrelPM and I
rel
RRrot
as discussed below,
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Figure A.3: Far-ﬁeld PL emission pattern reﬂected by the PM (a)-(c) as well as by the
RR. The latter one was rotated by 180◦ (d)-(f). A comparison between the averaged
intensity distribution of the PM (g) and the RR image (h) exposes their disparity.
Only one features is found that has a similar appearance in both emission pattern,
as highlighted by the white ellipse. At other spatial positions, typical features in
one emission pattern do not have corresponding counterparts in the other one, as
highlighted by the black circles and the black ellipse. (i) A comparison of both
histograms, deduced from the area highlighted by the white rectangles in (g,h) reveals
an intensity factor of c =< IPM >~k / < IRRrot >~k ≈ 1.29.
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the intensity distribution of the RR emission IRR(~k) is multiplied by the ex-
perimentally deduced factor c = 1.29 in order to exclude eﬀects caused by the
diﬀerent total reﬂectivity between both interferometer mirrors.
Figure A.3(g,h) shows a comparison between the average k-space laser emis-
sion pattern reﬂected by the PM, denoted as IPM := IPM(~k) and the pattern
reﬂected by the RR, which is 180◦ rotated and denoted as IRRrot := IRR(−~k).
Each of them results from the average over three individual measurements,
that are depicted in Fig. A.3(a)-(f). Emission pattern originating from diﬀer-
ent exposure events of the same interferometer arm appear almost identical.
Contrary to expectations, the images originating from diﬀerent interferometer
arms (note that the RR images are rotated by 180◦) reveal a clear deviation be-
tween their intensity distributions. This is illustrated by the black circles and
the black ellipse in Fig. A.3g,h), highlighting pronounced features within the
intensity distributions in the PM or RR image, respectively, that do not have
corresponding counterparts in the other image. The diﬀerent local structure
of both emission pattern can be caused by a spatially dependent reﬂectivity
of at least one of the interferometer mirrors (e.g. due to imperfections such as
dust particles or the edge between the three PM, that the RR consists of) or
by a spatially dependent transmission of at least one of the optical elements
through which both reﬂected beams pass at diﬀerent spatial positions. A com-
parison between both intensity histograms (see Fig. A.3(i)), deduced from the
area highlighted by the white rectangles in Fig. A.3(g,h), yields the intensity
ratio c.
Standard Derivation. In the following, the deviation between both in-
tensity distributions is analyzed quantitatively and compared to the repro-
ducibility of the single arm images. As a ﬁrst approach, the normalized stan-
dard deviation of the individual PM images σPM (I) as well as RR images
σRR (I) (see Eq. A.1) is analyzed and compared to that for both averaged
intensity distributions σcomp (II) (see Eq. A.2). Figure A.4(a,b) show the two-
dimensional k-space distributions of σPM and σRR, respectively. These are
characterized by random ﬂuctuations with Lorentzian distribution as depicted
by the intensity histograms shown in Fig. A.4(c,d). Averaged standard devi-
ation of < σ >k= 0.064 ( < σ >k= 0.080) could be estimated for the k-space
intensity distribution of the PM (RR) images.
Contrary to expectations, the distribution of σcomp(~k) exhibit locally pro-
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Figure A.4: (a)-(c) Two-dimensional distribution of the standard deviation of the PL
intensity, determined separately (a) for the PM σPM(~k) (I) and (b) the RR images
σRR(~k) (I) as well as (c) for the comparison of both averaged intensity distributions
σcomp(~k) (II). (d)-(f) Corresponding histograms and mean standard deviations <
σxx >k (III), each deduced from the area highlighted by the white rectangles in
(a)-(c).
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Figure A.5: (a,b) Two-dimensional distributions of the intensity ratios (a) IrelPM,i (IV)
and (b) IrelRRrot,i (IV) that relate the intensity of the individual single arm measure-
ments to their average value. (c,d) Intensity ratios that relate the intensity distribu-
tions from the diﬀerent interferometer arms (V). (e)-(h) Corresponding histograms,
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nounced features where high values of σcomp originate from regions with high
relative intensity contrast |<IPM(
~k)>acc−<IRRrot(~k)>acc|
IPM(~k)>acc+<IRRrot(~k)>acc
. The corresponding his-
togram illustrated in Fig. A.4(f) shows a Gaussian shape centered at σcomp = 0
with much broader distribution compared to the histogram of σPM or σRR, re-
spectively. The estimated average value < σ >k= 0.256 is enhanced by a
factor of 3 to 4 compared to the single arm measurements. Thus, the dis-
parity between the diﬀerent interferometer arm images are induced by static
nonidealities of the setup rather than by temporal ﬂuctuations of the laser
emission.
Relative Intensity. The intensity ratios IrelPM,i (IV) and I
rel
RRrot,i (IV) (see
Eq. A.4) for the individual PM and RR images are determined and compared
to the intensity ratios deduced from diﬀerent interferometer arms Irel
PM
(V)
(see Eq. A.5) and Irel
RRrot
(V) (see Eq. A.6, Fig. A.5). For the single arm mea-
surements, random ﬂuctuations of the intensity ratios IrelPM,i(~k), I
rel
RRrot,i(
~k) can
be found, (cf. Fig. A.5(a,b)), similar to the distributions of σPM, σRRrot dis-
cussed above. This is again in strong contrast to the distributions estimated for
the diﬀerent interferometer arms Irel
PM
(~k) and Irel
RRrot(k˜)
as shown in Fig. A.5(c,d).
These show pronounced local structures that reﬂect the diﬀerent intensity dis-
tributions of the individual interferometer arms IPM(~k) and IRRrot(~k). Also
here, high values of Irel
PM
(~k) and Irel
RRrot(k˜)
originate from k-space regions with
high intensity contrast |IPM(~k)− IRRrot(~k)|.
The histograms are quantitatively analyzed as shown in Fig. A.5(e-h). They
are all characterized by a Gaussian distribution centered at Irel = 0. The
HWHM of the distributions (VIII), representing the strength of the intensity
ﬂuctuations within the investigated k-range, are similar for diﬀerent measure-
ments using the same interferometer arm (cf. Fig. A.5(e,f)). It is slightly larger
by a factor of about 1.3 for the individual RR arm measurements with respect
to that of the PM arm indicating slightly stronger spatial inhomogeneities for
the reﬂectivity of the RR. This is also conﬁrmed by the estimated average
intensity ratio < Irel >~k (VI) showing qualitatively the same behavior as the
Gaussian HWHM deduced from the histograms. Both variables are strongly
enhanced for the intensity ratio distribution determined for diﬀerent interfer-
ometer arms. The HWHM of the corresponding histograms is by a factor of
about 3 ... 4 larger for Irel
PM
and Irel
RRrot
with respect to the single arm measure-
ments. The average intensity ratios < Irel
PM
>~k, < I
rel
RRrot
>~k are also by a factor
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of about 5 larger than the values determined for the single arm measurements
< IrelPM >~k, < I
rel
RRrot >~k. Thus, the analysis of the intensity ratios supports
the results from the previous method, namely that the diﬀerence between the
emission pattern from both interferometer arms are caused by imperfections
of the setup (e.g. spatially inhomogeneous reﬂectivity of the mirrors, spa-
tially inhomogeneous transmission of the optical elements in the beam path)
rather than temporal ﬂuctuations of the laser emission or mechanical vibra-
tions as discussed below. Consequently, measurements of the emission pattern
from each of the individual interferometer arms for normalization purposes are
essential for a proper determination of the ﬁrst order correlation function (ac-
cording to Eq. 4.1) in order to exclude eﬀects due to their diﬀerent intensity
distributions.
b) Impact of Experimental Parameters. Now, the impact of experi-
mental parameters, namely the integration time as well as the signal-to-noise
ratio (SNR), on the visibility of the observed interference fringes shall be ana-
lyzed. Thereby, the impact of vibrations on the visibility is expected to increase
with decreasing wavelength λ of the investigated light due to a stronger ﬂuc-
tuating phase ϕˆinterf = 2pi∆̂s/λ, where the symbol ˆdenotes the vibrational
amplitude of the corresponding variable. To consider this, the interference
measurements discussed in the following were performed with diﬀerent laser
sources, one in the red spectral range by using a HeNe laser at 633 nm and
one in the UV spectral range by using a HeCd laser at 325 nm. Please note
that both measurements were performed at diﬀerent dates with slightly dif-
ferent experimental conditions: The emission pattern of the HeNe laser was
recorded using the CCD camera I-Kon M from Andor Solis whereas that of the
HeCd laser was guided through a monochromator in reﬂection conﬁguration
and recorded via the CCD detector Symphony II from Jobin Yvon. However,
this should not have much inﬂuence on the extracted results.
Integration Time. For investigating the long-term stability of the inter-
ferometer, the integration time was varied over several orders of magnitude
while the SNR was kept similar for each measurement by using neutral den-
sity ﬁlters with diﬀerent optical densities in the detection path. In general,
an increasing integration time leads to a decreasing visibility, since mechan-
ical vibrations cause temporal ﬂuctuations in the path length diﬀerence ∆s
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Figure A.6: (a,b) Spatial interference pattern of the HeNe (a) and of the HeCd emis-
sion for diﬀerent integration times t. The white dashed line highlights the position
for the corresponding intensity linescans, that are shown in (c,d). (e) Visibility as a
function of the integration time t for both laser wavelength, showing rather random
ﬂuctuations than a general trend. This indicates a high long-term stability of the
investigated interference setup of at least 20 s for the red spectral range and even up
to 300 s for the UV spectral range.
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between both interferometer arms and thus result in phase ﬂuctuations of the
resulting interferogram. As shown in Fig. A.6, the visibility of the interference
pattern shows no clear dependence on the integration time up to t = 20 s for
the HeNe emission, which is the longest integration time used for all interfer-
ence measurements presented in this work. A similar behavior is observed for
the laser emission in the UV spectral range. Since this spectral range corre-
sponds to that of the polariton BEC emission at around 370 nm at T = 10 K,
which is analyzed in this work, measurements were performed for a larger set
of integration times. Similarly to the measurements in the red spectral range,
visibility ﬂuctuations for diﬀerent accumulations with equal integration times
are larger than any variations for increasing integration times. Even for the
highest integration time of t = 300 s, which is about one order of magnitude
larger than the highest integration time used for the investigation of the polari-
ton BEC emission in this work, no reduction of the visibility is found. Thus,
the long-term stability of at least 20 s for the red spectral range and even up
to 300 s for the UV spectral range could be veriﬁed.
Signal-to-Noise Ratio. In a second series of measurements, the SNRs
was systematically varied from SNR = 60 to SNR = 2700 by changing the
integration time between t = 5 ms and t = 300 ms for measurements in the
red spectral range (see Fig. A.7). This corresponds to a range of maximum
intensity of the observed emission from Imax ≈ 1300 counts up to Imax ≈
57500 counts with a constant noise level of σnoise ≈ 21 counts. As shown above,
the impact of the integration time on the performance of the interferometer
can be neglected within this time range. Fig. A.7(e) shows an overall increase
of the fringe contrast from V (SNR = 100) = 0.75 to V (SNR = 2700) = 0.95
with increasing SNR. Only for low SNRs, a decreasing visibility was found for
an increasing SNR from SNR = 60 to SNR = 100. For the UV spectral range,
the SNR was varied between SNR = 24 to SNR = 49000 by changing the
integration time between t = 5 ms and t = 800 ms as well as by changing the
optical densities of the ﬁlters used in the detection path. For this measurement,
a noise level of σnoise = 1.3 counts was determined. In contrast to the red
spectral range, the mean visibility of the interference pattern as well as its
standard deviation shows no clear trend with increasing SNR, but randomly
ﬂuctuates between V = 0.64 and V = 0.90 with an ﬂuctuating standard
deviation of σV = 0.02 ... 0.13. These ﬂuctuations may partially be caused
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Figure A.7: (a,b) Spatial interference pattern of the (a) HeNe and of the (b) HeCd
emission for diﬀerent SNRs. The white dashed line highlights the position for the
corresponding intensity linescans, that are shown in (c,d). (e) Visibility as a function
of the SNRs for both laser emission wavelength. A comparison with numerical sim-
ulations for an assumed totally coherent light source (see Sec. A.3 for details) shows
that the visibility is not limited by the SNR but rather by mechanical vibrations of
the setup. Whereas for the red spectral range an overall increase of the visibility is
observed for increasing SNR, random ﬂuctuations of the visibility were found for the
UV spectral range instead. (f) Partial selection of visibility data for the UV spec-
tral range and a single set of neutral density ﬁlters. Also in this case, only random
ﬂuctuations of the visibility with increasing SNR are observed.
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Figure A.8: (a)-(d) Emission pattern of the individual interferometer arms as well as
of the interferogram for selected SNRs to display the impact of additional interference
fringes within the single arm images on the visibility. These may be attributed to
Fizeau fringes that are induced by a wedge-shaped air gap between diﬀerent neutral
density ﬁlter plates. The white dashed lines highlights the positions from which the
visibility is deduced, which is shown as a function of SNR in (e). Measurements that
are featured by pronounced interference fringes within the single arm images (b,d)
correspond to local maxima in the visibility.
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by diﬀerent sets of neutral density ﬁlters, which have been used to attain a
large variation of diﬀerent SNRs.
In certain cases, weak interference fringes are visible even for the emission
just going through a single individual interferometer arm, as shown in Fig. A.8.
This can be attributed to Fizeau fringes, which occur when light propagates
through a wedged shaped thin layer, e.g. an air gap between two diﬀerent
ﬁlter plates. This leads to the formation of interference fringes with a distance
of D = λ/(2sin
√
n2 − sin2(α)) , where  is the wedge angle, n the refraction
index of the gap medium and α the incident angle of the light onto the ﬁrst
interface. By assuming an air gap (n = 1) and normal incidence (α = 0),
the observed fringe distance of about D = 1.4 mm corresponds to an wedge
angle of  = 0.07◦ between two ﬁlter plates, which could correspond to the
real experimental case. Counterintuitively, for measurements with pronounced
features from the Fizeau fringes in the single arm images (cf. Fig. A.8(b,d)),
local maxima could be observed for the mean visibility as a function of the
SNR. To exclude the eﬀects of additional ﬁlter induced interference fringes, a
partial selection of the data set was analyzed for diﬀerent integration times
but an equal set of neutral density ﬁlters, as shown in Fig. A.7(f). In this
case, no interference fringes were observed for the single arm images, which
allows a reliable analysis of the visibility as a function of the SNR. Thereby,
with the exception of the visibility dip at SNR = 600, no clear trend of the
fringe visibility with increasing SNR was found for this selected data set. A
comparison with numerical simulations (see Sec. A.3 for details) for an assumed
totally coherent light source shows that the fringe visibility is not limited by
the SNR but rather by mechanical vibrations of the setup. These have a much
stronger impact for the UV spectral range, for which no additional inﬂuence
of the SNR on the visibility was found.
Reproducibility. In order to proof the reproducibility of the interference
setup and its long-term stability for diﬀerent accumulations, a measurement
series with a time duration of about 130 minutes consisting of 150 accumu-
lations was performed in the UV spectral range. For the ﬁrst part of this
measurement series, denoted as Repro A, the intensity distribution of the in-
terference pattern was recorded 50 times with small temporal delay between
consecutive accumulations of about ∆tA ≈ 1 s. For the following parts, de-
noted as Repro B (Repro C), also 50 accumulations of the interference pattern
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Figure A.9: Visibility of the interference pattern of the HeCd emission as a function
the accumulation number to analyze the reproducibility of the interference pattern
as well as the long-term stability of the interferometer setup for a time range of more
than two hours.
were recorded, but these were divided into 5 cycles with 10 accumulations each,
which are separated by an temporal delay of ∆tB = 600 s (∆tC = 900 s) be-
tween each cycle. The results are summarized in Fig. A.9. For the series
Repro A, random temporal ﬂuctuations of the visibility with mean value (XI)
< VRepro,A >acc= 0.76±0.036 is observed, where <>acc denotes the average over
all 50 accumulations. For the series Repro B the ﬂuctuations of the visibility
σVis,B = 0.058 is by a factor of 1.6 larger compared to σVis,A = 0.036. How-
ever, no temporal drift can be observed for increasing accumulation number
or rather measurement time. Instead, the ﬂuctuations between accumulations
of diﬀerent cycles are similar to those within a single cycle. The visibility ﬂuc-
tuations for the series Repro C are again reduced to σVis,C = 0.034 and are
almost randomly distributed over all cycles. Furthermore, the average visibil-
ities < VRepro,B >acc = 0.71 is reduced compared to < VRepro,A >acc. However,
for further increasing accumulation number or rather measurement time it is
even slightly enhanced up to < VRepro,C >acc = 0.79. Conclusively, a high
reproducibility and a long-term stability of at least two hours was veriﬁed for
the interferometer.
c) Origin of Visibility Fluctuations of Interference Pattern. In the
following, the origin of visibility ﬂuctuations for diﬀerent accumulations shall
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Figure A.10: Representative selection of real space HeCd laser intensity distribu-
tions, determined separately for the PM (a-c) and the RR reﬂection (e-g) as well as
for the resulting interferogram (i-k). (d,h,l) Intensity distribution averaged over 50
accumulations each for the corresponding emission pattern. The black boxes in (i)-
(l) highlights a single intensity minimum of the interference pattern to demonstrate
phase ﬂuctuations between diﬀerent accumulations and to provide a comparison with
the spatial distribution of σinterf(~r) (I), which is shown in Fig. A.11(c).
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be discussed. To clarify, if these ﬂuctuations are induced by mechanical vibra-
tions leading to temporally variating path length diﬀerences ∆sˆ or rather phase
diﬀerences ∆ϕˆinterf = 2pi∆sˆ/λ, or if they are caused by intensity ﬂuctuations
of the laser source, the reproducibility of the single arm intensity distributions
is compared to that of the interference pattern. Therefore, the interference
pattern of the measurement series Repro A (cf. Fig. A.9) are compared to 50
accumulations of the RR and of the PM emission, respectively. Fig. A.10 shows
a representative selection of the analyzed intensity distributions. For a quan-
titative analysis, the normalized standard deviation σxx(~r) (I) (see Eq. A.1) as
well as the relative intensity Irelxx,i(~r) (IV) (see Eq. A.4) are analyzed.
Standard Derivation. Fig. A.11(a)-(c) show the two-dimensional distri-
butions of σxx(~r), which displays the local laser intensity distribution of the
corresponding emission pattern. Thereby, areas with high values of σxx(~r)
correspond to areas with low laser intensity (c.f. Fig. A.10) due to lower
SNRs. This is also valid for the superposition of the individual emission pat-
tern, for which high values of σinterf(~r) roughly correspond to intensity minima
of the originating interference pattern as highlighted by the black boxes in
Fig. A.11(c) and in Fig. A.10(i)-(l). Nevertheless, an additional ﬁne structure
occurs for the spatial distribution of σinterf(~r) in terms of reduced values of
σinterf(~r) within the center of the observed 'interference maxima' (e.g. within
the center of the black box highlighted in Fig. A.11(c)). This indicates an lat-
eral shift of the interference pattern due to phase ﬂuctuations between diﬀerent
accumulations, which can also be recognized by comparing Figs. A.10(i,j,k).
The corresponding histograms, deduced from the areas highlighted by the
black boxes in Fig. A.11(a)-(c) are displayed in Fig. A.11(d)-(f). Whereas
the histograms corresponding to the single arm images show a rather narrow
distribution centered at about σPM,RR ≈ 0.07 the distribution of σinterf is sig-
niﬁcantly broadened towards higher values. This trend is quantiﬁed by the
mean standard deviation < σxx >r (III) averaged over the area highlighted
by the black boxes in Fig. A.11(a)-(c). Its value is similar for the single arm
images (< σPM >r ≈ 0.89 < σRR >r), but enhanced by a factor of about 2.5
for the distribution of < σinterf >r.
Relative Intensity. Figure A.12(a-c) shows representatively selected spa-
tial distributions of Irel(~r) for the single arm images as well as for the interfer-
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Figure A.11: (a)-(c) Two-dimensional distribution for the normalized standard de-
viation (I) of the HeCd laser intensity, determined separately for the PM (a) and
the RR reﬂection (b) as well as for the resulting interferogram (c). The black box in
(c) highlights the same area as the boxes in Fig. A.10(i)-(l). (d)-(f) Corresponding
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ing a Gaussian distribution centered at σ = 0. For each emission pattern, the mean
value of < σxx >r (III) is deduced, averaged over the area highlighted in (a-c).
172
PM
1 mm
(a)
0.00
0.04
0.08
0.12
0.16
0.20
Ir
e
l
(d)
0.00 0.05 0.10 0.15 0.20
0
100
200
300
400
500
600
I
rel
PM,26
Gaussian model,
HWHM ( ) = 0.056I
rel
< > =r 0.038I
rel
F
re
q
u
e
n
c
y
 (
c
o
u
n
ts
)
Irel
F
re
q
u
e
n
c
y
 (
c
o
u
n
ts
)(e)
0
100
200
300
400
500
600
700
0.00 0.05 0.10 0.15 0.20
Irel
I
rel
RR,4
Gaussian model,
HWHM ( ) = 0.040I
rel
< >I
rel
r mean value for all 50 accumulations mean value +/- standard derivation for all 50 accumulations
0 10 20 30 40 50
accumulation number
0 10 20 30 40 50
accumulation number
0 10 20 30 40 50
accumulation number
interf
1 mm
(c)
0.5
0.4
0.3
0.2
0.1
0.0
< > =r 0.032I
rel
(f)
F
re
q
u
e
n
c
y
 (
c
o
u
n
ts
)
0.0 0.1 0.2 0.3 0.4 0.5
0
50
100
150
I
rel
I
rel
interf,3
Gaussian model,
HWHM ( ) = 0.212I
rel
< > =r 0.145I
rel
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.00
0.05
0.10
0.15
0.20
0.25
0.30
H
W
H
M
(
)
Ir
e
l
h
is
to
<HWHM( )>
= 0.040 +/- 0.016
I
rel
histo acc
<HWHM( )>I
rel
histo acc
= 0.112 +/- 0.058
< >I
rel
r mean value for all 50 accumulations mean value +/- standard derivation for all 50 accumulations
<HWHM( )>I
rel
histo acc
= 0.042 +/- 0.026
0.00
0.05
0.10
0.15
0.20
0.25
0.30
RR
1 mm
(b)
0.00
0.04
0.08
0.12
0.16
0.20
= 0.030 +/- 0.010< >I
rel
r, acc
0.00
0.04
0.08
0.12
0.16
<
>
Ir
e
l
r
0.00
0.04
0.08
0.12
0.16
0 10 20 30 40 50
accumulation number
0 10 20 30 40 50
accumulation number
0 10 20 30 40 50
accumulation number
= 0.033 +/- 0.017< >I
rel
r, acc
=
0.080 +/- 0.038
< >I
rel
r, acc
0.00
0.04
0.08
0.12
0.16
<
  
 >
Ir
e
l
r
<
>
Ir
e
l
r
H
W
H
M
(
)
Ir
e
l
h
is
to
H
W
H
M
(
)
Ir
e
l
h
is
to
Ir
e
l
(g) (h) (i)
(j) (k) (l)
Figure A.12: (a-c) Representative selection of two-dimensional distributions of the
HeCd laser intensity ratio Irelxx,i(~r) (IV) that relates the intensity of the individual
accumulations to their average value (see Eq. A.4). (d-f) Corresponding histograms
deduced from the area highlighted by the white rectangles in (a-c) showing a Gaus-
sian distribution centered at Irel = 0. (g-i) Relative intensity ratio < Irel >r (IV),
averaged over the area highlighted in (a-c), as a function of the accumulation num-
ber. (j-l) HWHMs (IV) deduced from the histograms in (d-f) as a function of the
accumulation number.
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ogram. As mentioned above, these are extracted from the measurement series
Repro A (cf. Fig. A.9). For the PM and the RR emission, areas with high
laser intensity correspond to areas with low values of Irel(~r) (cf. Fig. A.10).
Thus, large values of Irel(~r) are mainly induced by low SNRs of the correspond-
ing laser emission pattern. In contrast to this, the distribution of Irelinterf(~r) is
characterized by sharp stripes, which are oriented similar to the fringes of
the underlying interference pattern. Therefore, large values of Irelinterf(~r) are
possibly caused by a varying phase shift between diﬀerent accumulations. To
compare the distribution of Irel(~r) quantitatively, histograms are deduced for
each emission pattern separately, as illustrated in Fig. A.12(d-f). These show
a Gaussian distribution with maximum at Irel = 0. For each histogram, the
HWHM (VIII) as well as the mean value of < Irel >~r (VI), averaged over
the area highlighted in (a-c), is extracted. Both variables are analyzed for all
accumulations and for each emission pattern (cf. Fig. A.12(g-l)). The mean
value of < Irelinterf >r,acc (VII), averaged over all positions and accumulation
numbers, is by a factor of about 2.5 larger compared to the mean values for
the individual interferometer arms. A similar enhancement was found for the
HWHM (IX) of the histograms (factor of about 2.7). This indicates that the
intensity ﬂuctuations between diﬀerent accumulations of the interferogram are
signiﬁcantly larger compared to those for the individual interferometer arms.
Consequently, the experimentally observed random ﬂuctuations of the fringe
visibility are rather induced by mechanical vibrations of the setup than by
intensity ﬂuctuations of the laser source.
Phase Shift. To further investigate the impact of mechanical vibrations
on the visibility, the relative phase shift between the interferograms of the
reproducibility measurement (cf. Fig. A.9) is analyzed as a function of the
accumulation number, as show in Fig. A.13. For a short time range of about
∆t = 1 min, phase ﬂuctuations (XII) of σϕ = 0.14 (in units of 2 pi) are ob-
served, which corresponds to a ﬂuctuation of the path length diﬀerence between
both interferometer arms of ∆sˆ = 46 nm. For longer measurement times, even
larger phase ﬂuctuations were found up to σϕ = 0.27 (for the ﬁfth cycle in
the part Repro B) corresponding to a path length diﬀerence of ∆sˆ = 88 nm.
Furthermore, large phase variations occur between consecutive accumulations
of diﬀerent cycles, e.g. of ∆ϕinterf = 0.48 between the sixth and the sev-
enth accumulation of the third cycle in the part Repro C, corresponding to a
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Figure A.13: Phase of the interference pattern as a function of the accumulation
number for the reproducibility measurement (cf. Fig. A.9).
path length diﬀerence of ∆sˆ = 155 nm. In summary, signiﬁcant phase ﬂuc-
tuations between diﬀerent accumulations can be observed due to mechanical
vibrations with phase diﬀerences up to almost half a period of the interference
pattern between two consecutive accumulations. Consequently, also a reduc-
tion of the visibility due to phase ﬂuctuations during a single measurement
is expected. This is due to the fact, that the frequency of the mechanical
vibrations is assumed to be in the range of several tens of Hz. For example,
by using a vibrometer a frequency of f ≈ 50 Hz was estimated for vacuum
pump induced mechanical vibrations of the optical table.1 The timescale of
these vibrations is in the order of the temporal resolution of the setup of about
(1,...,5) ms , limited by the mechanical shutter in front of the spectrometer or
detector [113]. Thus, the impact of mechanical vibrations on the visibility
cannot be avoided by using reasonable integration times of t ≥ 20 ms, as
conﬁrmed by integration time dependent interference measurements discussed
above (cf. Fig. A.6(e)). Besides, phase ﬂuctuations between consecutive accu-
mulations of diﬀerent cycles are similar to those within a single cycle, which
further reveals the robustness of the interference setup against any temporal
drift.
1Please note that for this test the pump was directly coupled onto the optical table to
achieve a suﬃcient vibration amplitude for the vibrometer measurements, whereas for all
interference measurements presented in this work the vibrations of the pump are signiﬁcantly
suppressed by using an additional sandbox.
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Figure A.14: (a) Scheme of two wave trains with slightly diﬀerent wavelength to
illustrate the spectrally dependent phase shift ∆ϕ(λ1, λ2,∆s) for a speciﬁed path
length diﬀerence ∆s. (b) Spectrally resolved k-space interference pattern of the
BEC emission for diﬀerent path length diﬀerences ∆s between both interferometer
arms. The phase shift ∆ϕ between two distinct CCD rows, which correspond to
diﬀerent emission wavelength, increases linearly with increasing ∆s.
A.2.3 Impact of Experimental Artifacts
In this section, the impact of two experimental artifacts on the experimental
results are discussed, which lead to limitations in the determination of the
coherence time.
Spectrally dependent Phase Shift
In section Sec. 2.5 the appearance of the interference pattern, namely the
fringe distance and orientation is discussed in dependence on the geometry
of two superimposed monochromatic plane waves (cf. Fig. 2.8 and Eq. 2.38).
By using the Michelson interferometer, the additional phase oﬀset ϕ0 between
both waves can be adjusted by varying the path length diﬀerence ∆s between
both interferometer arms, which corresponds to a shift of one wave along its
propagation direction. This leads to the following equation
ϕinterf(λ,∆s, ~r) =
2pi∆s
λ
+
2pi
λ
|~r|(sin(α1)− sin(α2)). (A.7)
The ﬁrst term in Eq. A.7 describes the additional, spectrally dependent
phase oﬀset of the interferogram that increases linearly with increasing path
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Figure A.15: (a) Numerically obtained normalized interference pattern Inorm(λ, k) for
an assumed totally coherent light source and a path length diﬀerence of ∆s = 2 mm
between both interferometer arms. The spectral bandwidth ∆λ = λmax − λmin =
0.0027 nm corresponds to a single CCD row for the experimental conditions used for
the temporal coherence measurements that is discussed in Sec. 5.2. (b) Resulting
interferogram I˜norm(k) deduced by integrating Inorm(λ, k) over all spectral compo-
nents according to Eq. A.10. (c) Simulated distribution of I˜norm(k∆s) displaying the
increasing phase shift as well as the decreasing visibility (= amplitude of I˜norm(k))
with increasing ∆s. Each row of I˜norm(k∆s) represents the simulated interference
pattern of a single CCD row (e.g. as depicted in (b)). (d) Amplitude of I˜norm as a
function of ∆s (or ∆t = ∆s/c respectively). The high-frequency ﬂuctuations are ar-
tiﬁcially caused by the determination of the amplitude of I˜norm(∆s, λ,∆λ,~r) due to
the limited spatial data points of the interferograms. To exclude this eﬀect, the shape
of the numerically obtained relation ˆ˜Inorm(∆s) is smoothed by applying a parabolic
lowpass ﬁlter with a cutoﬀ frequency of Fcutoff = 6.7 ps. It is empirically found that
ˆ˜Inorm(∆s) can be described by a modiﬁed sinc function (cf. Eq. A.11). The black
dotted lines in (c,d) highlight the values of ∆s that corresponds to a phase shift
of ∆ϕinterf = ϕinterf(λmax) − ϕinterf(λmin) = m × 2pi,m ∈ Z, leading to a vanishing
amplitude of I˜norm(k).
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length diﬀerence ∆s. This is illustrated for the case of two monochromatic
wave trains with slightly diﬀerent wavelength propagating along the same di-
rection (see Fig. A.14(a)) and shown by means of the normalized interference
intensity Inorm(λ, k) deduced from the superposition of BEC emission for dif-
ferent path length ∆s (see Fig. A.14(b)). For equal path length (∆s = 0) the
phase of the interferogram is exclusively determined by the geometry of the
beam paths according to the second term in Eq. A.7. Thus, interference max-
ima and minima occur at equal k-values (corresponding to equal position ~r in
the detection plane) for diﬀerent emission wavelength λ. In contrast to this,
for ﬁnite ∆s interference pattern Inorm,λ(k) corresponding to diﬀerent emis-
sion wavelength (λ1, λ2) are shifted with respect to each other along the k-axis
corresponding to a phase shift of
∆ϕinterf(λ1, λ2,∆s) = 2pi
(
1
λ1
− 1
λ2
)
(∆s+ |~r|(sin(α1)− sin(α2))
= 2pi
(
λ2 − λ1
λ1λ2
)
(∆s+ |~r|(sin(α1)− sin(α2))
∆λ<<λ≈ 2pi∆λ
λ2
(∆s+ |~r|(sin(α1)− sin(α2)), (A.8)
with ∆λ = λ2 − λ1. The second term in the second bracket can be neglected
for the experimental conditions used in this work since ∆ϕinterf(∆s = 0) =
2pi∆λ
λ2
(|~r|(sin(α1)− sin(α2)) << 2pi, 2 which reduces Eq. A.8 to
∆ϕinterf(λ,∆λ,∆s) ≈ 2pi∆λ
λ2
∆s. (A.9)
This phase shift also occurs for diﬀerent wavelength within a single CCD
row. Consequently, accumulation of the intensity of the interference pattern
over the spectral range ∆λ is accompanied by an integration over a range of
phase diﬀerences according to Eq. A.9. For a minimum spectral bandwidth of
2To verify this inequality the maximum phase shift ∆ϕinterf,max(∆s = 0) is estimated
for the used experimental setup and the polariton BEC emission. The maximum distance
vector | ~rmax| = 6.7 mm is limited by the width of the used CCD detector (Symphony II from
Jobin Yvon). The maximum value for the term (sin(α1)− sin(α2))max = 3.7 ·10−3 is limited
by the minimum fringe distance ∆rmin ≈ 100 µm according to Eq. 2.39, which corresponds
to the width of four pixels of the CCD detector. For the BEC emission, a maximum value
of ∆λλ2 max =
0.6 nm
(379 nm)2 = 4.17 · 10−6 nm−1 is estimated. Hence, a maximum phase shift of
∆ϕinterf,max(∆s = 0) = 0.1 · 2pi can be expected for the used experimental conditions. For
the measurements shown in Fig. A.14(b) the maximum phase shift is ∆ϕinterf,max(∆s =
0, λ = 378.5nm,∆λ = 0.58nm) = 4.04 · 10−6 nm−1 · sin(0.14◦) · 1 mm = 0.01 · 2pi leading to
the observed interference pattern with ϕinterf(λ,∆s = 0, k) ≡ ϕinterf(k).
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∆λ = 0.027 nm that corresponds to the width of a single CCD row for the
used experimental conditions3 and an emission wavelength of λ ≈ 380 nm,
signiﬁcant phase shift of the order of 2pi is induced, if the path diﬀerence is of
the order of ∆s0 = λ2/∆λ ≈ 5.3 mm, which is the case for the temporal co-
herence measurement discussed in Sec. 5.2. Thus, the experimentally observed
decrease of the normalized intensity Iexpnorm with increasing path diﬀerence (or
temporal delay) is stronger than the pure reduction due to the decreasing
temporal coherence g1BEC(∆t), which is therefore under-estimated.
In order to quantify the impact of the spectrally dependent phase shift
on the determined visibility, the normalized interference pattern Inorm is inte-
grated over a spectral range ∆λ = λmax − λmin that corresponds to a single
CCD row (cf. Fig. A.15(a)-(c)) leading to
Iexpnorm(∆s, λ,∆λ,~r) =
∫ λmax
λmin
Inorm(∆s, λ
′, ~r) dλ′
λmax − λmin
= g1(∆t = ∆s/c) I˜norm(∆s, λ,∆λ,~r). (A.10)
Thereby, a constant intensity distribution is assumed for the single arm images
within the width of the single CCD row. The amplitude of I˜norm describes the
additional reduction of the experimentally observed normalized visibility V expnorm
due to the spectrally dependent phase shift. E.g. for a theoretically assumed
light source with inﬁnite coherence time (g1(∆t = ∆s/c) −→∞) it is assumed
that V expnorm(∆s) ≡ ˆ˜Inorm(∆s). By means of numerical calculations, a decrease
of ˆ˜Inorm(∆s) is found following a modiﬁed sinc function
ˆ˜Inorm(∆s) =
ˆ˜Inorm,0|sin(pi∆s/∆s0)|
∆s
, (A.11)
which is shown in Fig. A.15(d). Thus, the real temporal coherence function
that is expected for the investigated BEC emission can be estimated via
g1BEC(∆s) =
V expnorm(∆s)
ˆ˜Inorm(∆s)
. (A.12)
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Figure A.16: (a) Monoexponential decay of two intensity signals i1(t) and i2(t) as
well as of the superimposed interference signal iinterf(t). For the latter one, total
coherence g1(∆t) and vanishing phase shift ∆ϕinterf between both individual signals
are assumed. (b) Decrease of the calculated normalized visibility V ′norm with increas-
ing temporal delay between both signals due to the ﬁnite decay time (τrad = 6 ps)
of the condensate emission.
Limited Excitation Pulse Width
For the MC investigated in this work, pulsed excitation is necessary in order to
achieve a polariton density which is suﬃcient for BEC without damaging the
sample due to heating. For the temporal coherence measurements described in
Sec. 5.2 excitation laser pulses with a pulse length of about 2 ps were used. By
means of time-resolved PL measurements of this MC under similar excitation
conditions, an initial radiative decay time of about τrad ≈ 6 ps is estimated
for the BEC emission4 [114]. This is in the range of the experimentally ob-
served coherence time and thus the determination of longer coherence times is
signiﬁcantly limited.
To quantify the impact of the ﬁnite pulse duration on the calculated co-
herence time, two pulses i1(t) and i2(t) originating from both interferometer
arms with equal amplitude i0 and with a temporal delay of ∆t are consid-
ered. For simplicity, the temporal evolution of both pulses is described by a
3Please note that the resolution of the spectrometer is further limited by the slit width,
which is neglected in this case. Thus, the quantitative impact of the spectrally dependent
phase shift on the determined coherence time may even be under-estimated.
4Please not that a slower decay of the polariton emission corresponding to a decay time
of τrad ≈ 37ps is observed for a time period of t = 25...65 ps after the arrival of the
excitation pulse. This is much larger than the maximum delay of about 8.5 ps between the
emission going through the individual interferometer arms used for the temporal coherence
measurements (see Sec. 5.2) and can thus be neglected here.
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mono-exponential decay
i1(t) = i0 exp(−t/τrad) (A.13)
i2(t) =
0 for t < ∆ti0 exp(−(t−∆t)/τrad) for t ≥ ∆t (A.14)
while neglecting the onset time as shown in Fig. A.16. For t ≥ ∆t the intensity
of the delayed signal i2(t) is by a factor of A ≡ exp(∆t/τrad) larger than i1(t).
The detection occurs time-integrated over millions of laser pulses, whereas each
pulse acts as an individual statistical event. Thus, the PL intensity integrated
over the time interval between two consecutive pulses T has to be considered:
I1 =
∫ T
0
i1(t) dt
Tτrad= i0τrad (A.15)
I2 =
∫ T
∆t
i2(t) dt
Tτrad= i0τrad. (A.16)
The condition T  τrad is fulﬁlled for the temporal coherence measurement,
since the time interval T is 13 ns5, which is about three orders of magni-
tude larger than the radiative decay time of the condensate emission of about
τrad = 6 ps. To determine the coherence time, the normalized visibility Vnorm
of the interference pattern has to be calculated according to Eq. 4.2, which
represents the temporal ﬁrst order correlation function g1(∆t). This con-
dition is only valid, if Vnorm(t) is calculated for each point in time during
the temporal decay of the PL intensity separately. But in the performed
experiment, the temporally integrated intensity of the interference pattern
Iinterf =
∫ T
0
iinterf(t) dt =
∫ T
0
(i1(t) + i2(t) + 2
√
i1(t)i2(t)g
1(∆t) cos(∆ϕinterf)) dt
is measured and the normalized visibility V ′norm is calculated afterwards. To
quantify the impact of the limited emission decay time due to pulsed excita-
tion, I ′norm is calculated for an assumed superposition of two totally coherent
signals without any phase shift (g1(∆t) = 1, cos(∆ϕinterf = 0)), leading to
5For the temporal coherence measurement presented in this work, a pulsed, frequency-
trippled Ti:Sa laser with a repetition rate of 76 MHz was used as excitation source. For
details see Sec. 4.1.1
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I ′norm(ϕinterf) = const ≡ V ′norm. This leads to the following equation:
Iinterf =
∫ ∆t
0
i1(t) dt +
∫ T
∆t
(i1(t) + i2(t) + 2
√
i1(t)i2(t) dt
=
∫ ∆t
0
i1(t) dt +
∫ T
∆t
i2(t)[
1
A
+ 1 +
2√
A
] dt
= i0τrad (1− 1
A
) + i0τrad[
1
A
+ 1 +
2√
A
]
= i0τrad (2 +
2√
A
) (A.17)
with A being the intensity factor between both signals as deﬁned previously in
this section. This value of Iinterf is smaller than the expected maximum inten-
sity for the superposition of two totally coherent signals with equal intensity of
Imaxinterf = 4i0τrad, except for the trivial case of A = 1 that is fulﬁlled for ∆t = 0
only. Consequently, this leads also to a reduction of the normalized visibility
V ′norm =
Iinterf − I1 − I2
2
√
I1I2
=
1√
A
= exp(− ∆t
2τrad
) ≤ 1. (A.18)
Fig. A.16(b) shows the evolution of the calculated normalized visibility V ′norm
as a function of the temporal delay for τrad = 6 ps. Since total coherence
and a vanishing phase shift between both signals i1(t) and i2(t) is assumed,
the reduction of V ′norm is exclusively caused by the temporal decay of the con-
densate emission due to the pulsed excitation. Therefore, V ′norm represents a
correction function for the real value V expnorm. Using this simpliﬁed model, the
experimentally observed normalized visibility can be expressed as
V expnorm(∆t) = g
1
BEC(∆t) V
′
norm(∆t). (A.19)
An additional application of the corrections from the spectrally depending
phase shift leads to the following equation
V expnorm(∆t) = g
1
BEC(∆t) V
′
norm(∆t)
ˆ˜Inorm(∆t). (A.20)
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A.3 Impact of Noise on the evaluated Visibility
In Sec. A.2, the experimentally obtained visibility, deduced from the inter-
ference pattern of the HeCd laser as well from the HeNe laser emission, is
analyzed as a function of the SNR (cf. Fig. A.7). These experimental data
are compared to numerical simulations for an assumed totally coherent light
source (Fig. A.7(e)) in order to clarify, whether the deviation of the experi-
mentally observed visibility from the ideal value (V = 1) is caused by the ﬁnite
SNR or rather by further non-idealities of the interference setup such as me-
chanical vibrations. In the following, the applied procedure for the numerical
simulations is discussed in more detail.
In order to quantify the impact of the SNR
SNR =
Imaxinterf
σnoise
=
maximum intensity of interference pattern
standard derivation of noise
(A.21)
on the calculated visibility V , the superposition of two totally coherent, electro-
magnetic plan waves ~E1,2(~r, t) = ~A1,2(~r) exp[i(ωt−~k1,2~r)] is considered, where
~A1,2(~r) are the electromagnetic ﬁeld amplitudes, ω is the emission frequency,
~k1,2 are the propagation directions and ~r is the distance vector from the inter-
section point between both wavevectors (in the detection plane) and the point
of interest of the resulting interference pattern (cf. Fig. 2.8). It is further as-
sumed, without loss of generality, that one wave propagates along the optical
axis, which coincides with the z-direction (e.g. ~k2 = (2pi/λ)~ez), whereas the
propagation direction of the other wave inclines a small angle α with the opti-
cal axis (e.g. ~k1 = (2pi/λ)(− sin(α1)~ex+cos(α1)~ez)), according to the situation
sketched in Fig. 2.8. To take into account the inversion symmetry between the
intensity distribution of the emission going through the individual interferom-
eter arms due to the RR-PM conﬁguration of the Michelson interferometer, a
mirror symmetry between the ﬁeld amplitude distribution ~A1(~r) = ~A1(−~r) is
assumed.6 Moreover, a non-homogeneous spatial distribution of ~A1,2(~r) is as-
sumed in accordance to the non-homogeneous intensity distribution of the laser
as well as of the BEC emission, which is experimentally obtained in this work.
6Please note that this relation only holds, if the propagation directions for both electro-
magnetic waves coincides with the optical axis, i.e. if ~r ⊥ ~k1,2. Nevertheless, this assumption
is approximately fulﬁlled for the speciﬁc experimental conditions used in this work, since
the angle between the rays hitting the detection plane and the optical axis in in the order
of α ≈ 0.1◦.
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Both characteristics, the mirror symmetry as well as the non-homogeneous
spatial distribution of ~A1,2(~r), also persist for the corresponding intensity pro-
ﬁles I1,2(x, zdetect) = |E1,2(x, zdetect)|2, as shown in Fig. A.17(a), where zdetect
denotes the z-position of the detection plane. Fig. A.17(b) shows a compari-
son between the uncorrelated sum of signals I1(x) + I2(x) and the interference
signal Iinterf(x). The latter one is featured by sinusoidal oscillations with a spa-
tially varying amplitude Iˆinterf(x), whose fringe period ∆x is determined by the
emission wavelength λ of the superimposed signal and the angle α, according
to Eq. (2.39). By approximating Iinterf(x) to a sinusoidal model for a x-range
with almost constant amplitude Iˆinterf , a visibility of V = 0.986 is deduced,
according to Eq. (2.43). The deviation from the ideal value V = 1 is proba-
bly caused by the diﬀerent intensities of the individual signals I1(x) 6= I2(x)
representing the diﬀerent intensity proﬁles of the emission passing through the
individual interferometer arms, as discussed in Sec. 4.2.2.
In order to quantify the impact of noise on the obtained visibility, a δ-
correlated noise level n(x) with amplitude nˆ, mean value  n(x) = nˆ/2,
standard derivation
σnoise =
√
nˆ2 − 1
12
nˆ1≈ nˆ/
√
12 (A.22)
and vanishing spatial correlation  n(x)n(x′) = ( n(x) )2 is added
to all intensity proﬁles, leading to noisy intensity proﬁles Inoiseα (x) = Iα(x) +
n(x), α ∈ {1, 2, interf}. Thereby,  denotes spatial averaging. This causes
a deviation of the noise-aﬀected interference pattern Inoiseinterf (x) from the ideal
sinusoidal pattern that increases with increasing noise amplitude or decreasing
SNR, respectively (cf. Fig. A.17(c)-(e)). Consequently, the amplitude of the
sinusoidal model Iˆinterf and thus the deduced visibility V is reduced due to the
noisy data. For a high noise level of about 5% of the maximum intensity (SNR
= 20), the evaluated visibility is signiﬁcantly reduced to V (SNR = 20) = 0.74.
For more experimentally realistic values of SNR = 50 (SNR = 200), moderate
(high) values of V = 0.87(V = 0.96) are determined. Figure A.17(f) shows the
dependence of V (SNR) for a large range of SNRs ranging from SNR = 10 up
to SNR = 50000, which covers the range of SNR values of SNR = 24,...,49000
used for the experimental analysis discussed in Sec. 4.3 (cf. Fig. A.7). It was
found empirically that the visibility increases exponentially with increasing
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Figure A.17: Results for simulated interference pattern aﬀected by noise. (a) Disor-
dered spatial proﬁle of two assumed, mirror-symmetric signals I1(x) = I2(−x). (b)
Comparison between the uncorrelated sum of both proﬁles (blue line) and the in-
terference pattern due to superposition of both totally coherent signals (black line).
For the latter case, a visibility of V = 0.986 is deduced by approximating a sinu-
soidal model (red line) to the numerically simulated data. (c)-(e) Spatial interference
patterns Inoiseinterf(x) for diﬀerent SNRs and corresponding visibilities deduced from the
approximation of the sinusoidal model (red lines). (f) Obtained visibility as a func-
tion of the SNR. Data points that corresponds to SNRs of the interference pattern
shown in (c)-(e) are highlighted by red squares, whereas the maximum visibility ob-
tained from the noise-free Iinterf(x) proﬁle is highlighted by the red dotted line. The
shape of V (SNR) can be approximated by an exponentially growing function (see
inset of (f) and main text).
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SNR according to
V (SNR) = V0 +A exp(−C/SNR). (A.23)
and asymptotically approaches the value for the noise-free case of V (SNR →
∞) = 0.986.
A.4 FFT Analysis of Far-Field BEC Emission
Pattern
In Sec. 5.3.1 disorder eﬀects on the far-ﬁeld intensity distribution I(k) of the
BEC emission is discussed qualitatively. As already mentioned in this sec-
tion, a quantiﬁcation of disorder eﬀects was not possible due to the fact that
the disorder-induced random intensity ﬂuctuations are superimposed by short-
range setup-induced ﬂuctuations, which are probably caused by lateral trans-
mission inhomogeneities of the used microscope objective. The latter one has
been tried to remove numerically. They should be ﬁltered out by applying
a low-pass ﬁlter on the Fourier-transformed I(k) proﬁles such that only the
disorder-induced long-range intensity ﬂuctuations persist. To this end, a Fast
Fourier Transform (FFT) of the I(k) proﬁles was analyzed for all energies
and excitation powers. The used data set corresponds to the disorder anal-
ysis discussed in Sec. 5.3.1, but for an extended range of excitation powers
(P = 0.2, ..., 79.6Pth). It can be assumed that only disorder-induced ﬂuctu-
ations diﬀer for diﬀerent energies and excitation powers as conﬁrmed by the
analysis provided in Sec. 5.3.1 (cf. Figs. 5.11,5.12). Consequently, the features
in the corresponding FFT spectra I(k−1) should partially be canceled out if
all these spectra are added together. In contrast to this, the setup-induced
intensity ﬂuctuations exclusively depend on the spatial transmission proﬁle
of the used optics (e.g. microscope objective) and should lead to constant
contributions in the resulting spectra. Thus, by averaging the FFT spectra
for all energies and excitations powers, the setup-induced features should con-
structively be summed up and clearly dominate against the disorder-related
features. This was expected to result in a pronounced cutoﬀ frequency for the
sum FFT spectrum, which separates the setup-induced short-range ﬂuctua-
tions from the disorder-induced intensity variations. The following procedure
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Figure A.18: (a,b) Spectrally resolved, far-ﬁeld BEC emission pattern I(E, k) for
an exemplarily chosen excitation power of P = 1.4 Pth. The vertical dashed lines
indicates the assumed, setup-related intensity ﬂuctuations within the I(k) proﬁles.
The horizontal dashed lines in (a) highlights the spectral range, over which the
deduced FFT spectra are averaged (see Fig. A.19).
was applied with the aim to extract such a cutoﬀ frequency:
Figure A.18 shows the spectrally-resolved far-ﬁeld emission pattern I(E, k)
for an exemplarily chosen excitation power of P = 1.4 Pth. The vertical white
dashed lines, which exhibit the same k positions related to these shown in
Figs. 5.11,5.12, highlights the setup-induced features within the I(k) proﬁles,
which are independent of the spectral position and excitation power. For each
spectral position and each excitation power, a FFT spectrum I(k−1) was de-
duced from the intensity proﬁle I(k). Fig. A.19 shows an overview of FFT spec-
tra for all used excitation powers. Each FFT spectrum shown here results from
the average of 900 FFT spectra corresponding to diﬀerent emission wavelength
within a spectral range of λ = 368.4, ..., 376.4 nm (E = 3.294, ..., 3.366 eV),
which is highlighted by the horizontal white dashed lines in Fig. A.18(a). For
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Figure A.19: FFT spectra I(k−1) for each excitation power used here that are av-
eraged over the spectral range, which is highlighted by the horizontal white dashed
lines in Fig. A.19(a). The mean FFT spectrum (red line) results from the average
over all excitation powers.
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all obtained FFT spectra, a general decrease of the intensity with increasing
k−1 can be observed. This indicates that the corresponding intensity proﬁles
I(k) are rather characterized by long-range intensity variations, probably due
to the presence of the parabola-like shaped LPB dispersion, than by short-
range ﬂuctuations. Furthermore, pronounced intensity minima and maxima
are found at distinct k−1 values for all excitation powers, which survived the
averaging process over 900 individual FFT spectra at diﬀerent spectral posi-
tions and thus are attributed to setup-related non-idealities. This is conﬁrmed
by a further averaging step over all 22 excitation powers used here yielding the
mean FFT spectrum that is represented by the red line in Fig. A.19. Also in
this case, signiﬁcant intensity minima and maxima occur for equal k−1 values.
However, no pronounced cutoﬀ-frequency was visible. Consequently, it was not
possible to ﬁlter the setup-induced ﬂuctuations and simultaneously ensure that
the disorder-induced eﬀects on the emission proﬁle are not artiﬁcially reduced.
Consequently, the impact of disorder on the spatial density distribution of a
polariton BEC could not be quantiﬁed for the experimental conditions used
here and its investigation is restricted to a qualitative analysis.
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