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Quasiperiodic modulation can prevent isolated quantum systems from equilibrating by localizing
their degrees of freedom. In this article, we show that such systems can exhibit dynamically stable
long-range orders forbidden in equilibrium. Specifically, we show that the interplay of symmetry
breaking and localization in the quasiperiodic quantum Ising chain produces a quasiperiodic Ising
glass stable at all energy densities. The glass order parameter vanishes with an essential singularity
at the melting transition with no signatures in the equilibrium properties. The zero temperature
phase diagram is also surprisingly rich, consisting of paramagnetic, ferromagnetic and quasiperiodi-
cally alternating ground state phases with extended, localized and critically delocalized low energy
excitations. The system exhibits an unusual quantum Ising transition whose properties are in-
termediate between those of the clean and infinite randomness Ising transitions. Many of these
results follow from a geometric generalization of the Aubry-Andre´ duality which we develop. The
quasiperiodic Ising glass may be realized in near term quantum optical experiments.
PACS numbers:
I. INTRODUCTION
Nearly sixty years ago, Anderson discovered that
quenched disorder could localize quantum particles and
thus prevent the transport necessary for equilibration in
isolated systems [1]. The recent interest in the role of in-
teractions [2–29] and rapid experimental developments in
synthetic quantum systems [30–37] have led to a deeper
understanding of the full range of consequences of An-
derson’s original observation. The phenomenology of the
localized phase is now better understood as a form of
integrability with local conserved quantities [14, 38–43];
the dynamics of entanglement has emerged as a unify-
ing framework for understanding thermalization [10–12];
and, the long-lived coherence of localized systems may
serve as a resource for quantum information processing
[44–46].
A particularly intriguing proposal is that localization
can dynamically protect long-range order in highly ex-
cited states even when such orders are forbidden in equi-
librium [47]. The central idea may be illustrated in the
1D ferromagnetic Ising chain. Ferromagnetic order in the
ground state is usually destroyed in excited states due to
the proliferation of domain walls (an argument that goes
back to Peierls). However, if quenched disorder can local-
ize the domain walls, then the system never reaches equi-
librium, and any symmetry-breaking pattern imprinted
in the spin state at t = 0 can persist for all time. This
Ising glass order clearly exists in the transverse field Ising
chain in strong disorder treatments [8, 47] and has been
observed numerically in small interacting chains [19]. Lo-
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calization protection has also been argued to extend to
a host of more exotic orders [46–49] and to periodically
driven (Floquet) systems [50–54].
Localization, however, does not require disorder, as
was first recognized by Azbel [55], and Aubry and Andre`
(AA) [56] in the single particle context. These authors
discovered that sufficiently strong quasiperiodic poten-
tials can localize a quantum particle. Refs. [18, 24, 57]
extended these results to the interacting many-body case,
and argued that many-body localization can persist even
at high energy density. Quasiperiodic potentials arise
naturally in optical experiments using lasers with incom-
mensurate wavevectors. Accordingly, many experiments
in such systems have now observed single-particle local-
ization [58–63] and, more recently, have also pushed into
the interacting regime and high excitation energy den-
sities to provide evidence for the many-body localized
phase [30, 32, 37].
As quasiperiodic systems can show both localized and
delocalized behavior already in the 1D non-interacting
context, they offer a well-controlled platform to study
the interplay of localization and symmetry breaking. In
this article, we study the effects of quasiperiodic modu-
lation on the canonical quantum Ising chain. The most
salient dynamical feature is a stable quasiperiodic Ising
glass in which all excited states exhibit Ising symmetry
breaking order (red in Fig. 1). This excited state order
melts if either the ground state becomes paramagnetic
or the domain wall excitations delocalize; we find both
types of transition. Remarkably, the excited state Ising
glass order parameter exhibits an essential singularity at
the transition, with no signatures in the ground state
ordering.
In quench experiments, the quasiperiodic Ising glass
phase appears in the persistence of arbitrary initial longi-
tudinal magnetization (i.e. in the direction flipped by the
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2Ising symmetry) after a short transient. This glass is ac-
cessible in current experiments in quantum optical Ising
spin simulators, such as have been implemented in ion
traps [34, 64] and Rydberg systems [65, 66]. Experimen-
tally, it is better to modulate the effective spin-spin inter-
action (as opposed to modulating the field) by quasiperi-
odically modulating the positions of the trapped spins,
as this is the regime most favorable to finding the Ising
glass. We have accordingly focused the detailed study in
this manuscript to the coupling, rather than field, modu-
lated regime. Our rigorous analytic controls extends only
to nearest neighbor spin-spin interactions, where the sys-
tem can be fermionized, but we expect the Ising glass to
persist in the presence of weak additional interactions,
just as the quasiperiodically modulated many-body lo-
calized phase of bosons persists in Ref. [18]. We discuss
both potential experimental realizations and the stability
to interactions further in the conclusion, Sec. VII.
From an equilibrium condensed matter perspective,
the zero temperature phase diagram is interesting in its
own right. There are paramagnetic (PM), ferromag-
netic (FM) and quasiperiodically alternating ferromag-
netic (QPFM) orders in the ground state. Moreover, the
low energy excitations exhibit extended, localized and
critically delocalized behavior depending on the strength
of the quasiperiodic modulation. This leads to an array
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FIG. 1: Combined symmetry breaking and localization
phase diagram of the quasiperiodic Ising model at Ah = 0.
The system has quasiperiodic Ising glass excited state or-
der at all energy densities in the red region. The ground
state is paramagnetic (PM) in the striped region; it breaks
Ising symmetry ferromagnetically (FM) above the diago-
nal (dashed) and with quasiperiodically alternating modu-
lation (QPFM) below. The low energy excitations are lo-
calized/extended/critically delocalized in the red/blue/purple
regions.
of possible combinations, which we have summarized in
Fig. 1.
The associated zero temperature quantum phase tran-
sitions lie in two distinct universality classes. We find
that weak quasiperiodic modulation is irrelevant at the
clean Ising transition, so that the parabolic phase bound-
ary in Fig. 1 exhibits quantum critical scaling with dy-
namic exponent z = 1 and extended low energy exci-
tations. At strong modulation, we find a new quantum
Ising transition separating the QPFM from the paramag-
net. This transition exhibits dynamical critical behavior
intermediate between that of the clean Ising transition
and the infinite randomness transition that arises in the
disordered model. In particular, while the correlation
length diverges with ν = 1, as at the clean transition,
the low energy excitations undergo a transition from crit-
ically delocalized to localized, coincident with the sym-
metry breaking, with an apparent exponent z = 2.
Our results make use of a variety of analytic and nu-
merical techniques. We would like to especially flag a new
relative of the celebrated Aubry-Andre´ duality which we
have discovered. We dub this transformation ‘AAA tri-
ality’ as it maps cyclically among three related models.
It turns out that the ‘self-trial’ point in the quasiperi-
odic Ising model sits on the phase boundary between the
paramagnet and QPFM, giving us analytic access to the
unusual quantum critical properties. Our triality argu-
ments explain the energy-independent wavefunction crit-
icality on the ‘pure modulation’, J/h = 0 axis in Fig. 1,
which has been observed numerically before in [67, 68].
The non-interacting quasiperiodic models of Azbel,
Aubry-Andre´ and their generalizations have been ex-
tensively studied by mathematicians and physicists over
the last thirty years for a variety of reasons [69–81].
These 1D models exhibit a single-particle localization-
delocalization transition at finite modulation which mim-
ics the metal-insulator transition in 3D disordered sys-
tems. This is in striking contrast to the disordered An-
derson model in 1D which is localized for any disorder
strength [82]. Mathematically, the models have a surpris-
ingly rich analytic structure, exhibiting dualities, crit-
ically delocalized phases with fractal spectra and con-
nections to higher dimensional Hofstadter-type models
[56, 83]. More generally, they offer a window into quan-
tum localization without the epiphenomena associated
with rare region effects in disordered systems.
There has been significant previous work on aperiodic
and/or quasicrystalline quantum Ising chains [84? –86].
These models have Ising couplings chosen from a finite
set according to a recursive substitution rule, or by qua-
sicrystalline projection. There have also been several
previous studies of the zero temperature properties in
certain regions of the phase diagram of the incommensu-
rately modulated Ising chain [67] or equivalently, in the
modulated p-wave superconductor [68, 87, 88]. The AAA
triality we introduce provides an analytic framework for
explaining numerical observations in these works.
The organization of the paper is as follows. We begin
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FIG. 2: (a) The transverse field Ising chain with spatially
varying fields hi (blue) and bonds Ji+ 1
2
(orange). (b) The
Jordan-Wigner transformation maps the spins σi to Majo-
rana fermions γ2i, γ2i+1 arranged in a ‘hopping’ chain. (c)
The two-dimensional hopping model Eq. (15) obtained by
treating the phase φh as quasi-momentum ky and inverting
the Fourier transformation. Each unit cell (of two sites) is
pierced by uniform flux Q. The solid/dashed blue bonds have
hopping strength h/Ah while the solid/dashed orange bonds
correspond to J/AJ .
in Sec. II with a precise definition of the Ising model,
a review of its fermionization and various salient facts
about quasiperiodic modulation in chains. While much
of Sec. II is review, our geometric interpretation of the
AA duality in two dimensions may provide an alterna-
tive perspective for many readers. In Sec. III, we derive
the ground state symmetry breaking phase diagram. We
turn to the localization properties of the low energy ex-
citations in Sec. IV. With these basic properties in hand,
we discuss the zero temperature quantum critical behav-
ior in Sec. V. We investigate the properties of the ex-
cited state Ising glass order in Sec. VI and its melting
transition in Sec. VI A. We conclude with a discussion of
the role of interactions, possible experimental realizations
and other open questions.
II. GENERAL PROPERTIES OF THE MODEL
The Hamiltonian of the one-dimensional quasi-periodic
transverse field Ising model (TFIM) is:
H = −1
2
∑
j
Jj+1/2σ
x
j σ
x
j+1 + hjσ
z
j (1)
hj = h+Ah cos(Qj + φ+ ∆) (2)
Jj+1/2 = J +AJ cos(Q(j + 1/2) + φ) (3)
The model is illustrated in Fig. 2(a). Here, σαj are the
Pauli matrices with j ∈ Z running over the sites in the
chain and α = x, y, z, Q is the wavevector of the mod-
ulation in units where the lattice spacing is a = 1, and
the phases φ and φ + ∆ shift the positions of the max-
ima of the couplings relative to the underlying lattice.
The wavevector Q is commensurate with the underlying
lattice if Q/2pi = p/q is rational, and is incommensu-
rate otherwise. We choose the wavevector of the mod-
ulation of the Ising coupling and the transverse field to
be the same for simplicity and as this is natural if the
modulation arises from the same physical source (eg. an
incommensurate laser potential).
Global symmetries: The quasi-periodic TFIM has sev-
eral global symmetries. The eponymous Ising symmetry
is given by G =
∏
i σ
z
i – this is the symmetry which
breaks spontaneously in the T = 0 ferromagnetic and
localized Ising glass phases. The Hamiltonian H is also
symmetric under complex conjugation K, which is anti-
unitary. Finally, for special values of the modulation
phases φ and ∆ the model is symmetric under reflections
across site k, j → k− j or bond k+ 1/2, j → k+ 1/2− j.
For example, at φ = 0 and ∆ = 0, H is symmetric under
j → −j.
Ising duality: Under the duality transformation
σxi σ
x
i+1 = τ
z
i+1/2 (4)
σzi = τ
x
i−1/2τ
x
i+1/2 (5)
H maps onto another incommensurate TFIMH′ with the
role of the field and bond couplings interchanged (and dif-
ferent boundary conditions). Formally, the duality maps
h′ = J A′h = AJ
J ′ = h A′J = Ah
φ′ = φ+ ∆ ∆′ = −∆
The duality swaps paramagnetic and ferromagnetic
phases but leaves the dynamical nature of the bulk single-
particle excitations (spectrum and wavefunction local-
ization) invariant. This can be seen most easily from
the fermionization (see below) of H and its dual H′,
whose non-interacting Hamiltonians agree precisely up
to a translation by half a unit cell, so that their single
fermion modes are identical up to this half translation.
Fermionization: The TFIM has a well-known
fermionic representation which we review and extend to
4the quasiperiodic case here. The Jordan-Wigner transfor-
mation introduces a pair of Majorana fermion operators
for each spin-1/2:
γ2i =
∏
j<i
σzj
σxi , γ2i+1 =
∏
j<i
σzj
σyi (6)
The γ operators are Hermitian and satisfy the canonical
anti-commutation relation {γi, γj} = 2δij . The transfor-
mation maps the TFIM to a quadratic Majorana chain
with Hamiltonian:
H = i
2
∑
j
[
Jj+1/2γ2j+1γ2j+2 + hjγ2jγ2j+1
]
(7)
See Fig. 2(b).
The dynamical and symmetry-breaking properties of
the TFIM Hamiltonian H follow from the properties of
the single-particle Hamiltonian H defined by
H = 1
4
∑
ij
γiHijγj . (8)
Hermiticity of H requires that Hij is an imaginary anti-
symmetric 2L×2L matrix where L is the number of spins.
Thus, the eigenvalues of H come in ±e pairs correspond-
ing to complex conjugate eigenmodes, ψ and ψ. Labeling
the L positive energy eigenmodes by the index α, we can
diagonalize H into the familiar form
H =
∑
α
eαc
†
αcα (9)
where
c†α =
∑
j
ψαj γj cα =
∑
j
ψαj γj (10)
The complex fermion operators c, c† satisfy the usual
anti-commutation relations
{c†α, c†β} = {cα, cβ} = 0, {c†α, cβ} = δαβ
In the ground state, the paramagnetic phase corre-
sponds to the topologically trivial phase of the Majorana
chain, while the ferromagnetic phase maps to the topo-
logically non-trivial phase. The simplest way to detect
the topological phase of the Majorana chain is with open
boundary conditions, in which case the topologically non-
trivial phase possesses a pair of zero energy Majorana
modes localized at the boundaries of the chain [89]. The
many-body ground state space is accordingly doubly de-
generate, as the fermionic mode defined by the two zero
energy Majorana operators can be occupied or unoccu-
pied at zero cost. We use this approach to extract the
ground state phase diagram of the quasiperiodic model
in Sec. III.
The symmetries of Eq. (1) appear in the fermionic
language as follows. The global Ising symmetry oper-
ator G =
∏
j σ
z
j maps to the fermionic parity operator
G =
∏
j(−iγ2jγ2j+1), while the symmetry under com-
plex conjugation forces H to be bi-partite. The action of
the Ising duality on the Majorana chain shifts all the site
labels by a half: j → j − 1/2 as mentioned above.
As all eigenstates of H correspond to Slater determi-
nant states of the fermions γ, they all satisfy Wick’s the-
orem. This allows evaluation of the spin-spin correlation
function,
〈ψ|σxi σxj |ψ〉 = −i〈ψ|γ2i+1
j−1∏
k=i+1
(−iγ2kγ2k+1)γ2j |ψ〉
(11)
as a Pfaffian of the fermionic Green function
Gψij = 〈ψ|γiγj |ψ〉 − δij (12)
restricted to the diagonal block from 2i+ 1 to 2j. While
this representation is not easy to use analytically, it al-
lows straightforward numerical computations of the exact
correlation functions in large systems (eg. up to L = 1000
in this work). Evaluating these correlators at large sep-
aration |i− j| allows us to numerically extract the mag-
netization as
〈ψ|σxi σxj |ψ〉
|i−j|→∞−−−−−−→Mψi Mψj (13)
where Mψi is the magnetization of spin i in state |ψ〉.
The 2D model: The incommensurate TFIM has a sec-
ond useful representation in terms of a 2D model of non-
interacting complex fermions. To derive this, consider
first a complex fermionic model with the same single par-
ticle Hamiltonian as Eq. (8) [102]:
H˜1D(φ) =
∑
ij
d†iHijdj
= i
∑
j
[
Jj+1/2d
†
2j+1d2j+2 + hjd
†
2jd2j+1
]
+ h.c. (14)
Above, di destroys a fermion at site i and di, d
†
j satisfy
the usual complex anti-commutation relations. On vary-
ing the phase φ between [0, 2pi), we generate a family
of distinct 1D Hamiltonians. Treating φ as the momen-
tum along an extra dimension y and inverting the Fourier
transformation, we obtain a 2D tight binding model:
H˜2D = i
∑
j,k
(
Jd†2j+1,kd2j+2,k + hd
†
2j,kd2j+1,k
+
AJ
2
eiQ(j+1/2)d†2j+1,kd2j+2,k+1
+
AJ
2
e−iQ(j+1/2)d†2j+1,kd2j+2,k−1
+
Ah
2
ei(Qj+∆)d†2j,kd2j+1,k+1
+
Ah
2
e−i(Qj+∆)d†2j,kd2j+1,k−1
)
+ h.c. (15)
5whose spectrum at fixed y-momentum φ reproduces the
spectrum of the 1D model H˜1D(φ), see Fig. 2(c). The
Hamiltonian H˜2D describes a translation invariant hop-
ping model with uniform flux Q piercing each two-site
unit cell in Landau gauge. The flux associated with hop-
ping cycles within a unit cell depends on ∆. There are no
vertical hops in the 2D model (ie. from (j, k) to (j, k±1))
in Fig. 2(c) because the 1D Hamiltonian in Eq. (14) is
off-diagonal.
The localization properties of the excitations of the 1D
TFIM map onto those of the H˜2D in the Landau gauge
at fixed y-momentum φ. By construction, if the eigen-
states of the 2D model are delocalized in the x-direction,
then the eigenstates of the corresponding 1D model are
extended, while if the states of the 2D model are localized
in the x-direction, then the 1D model is localized. As we
will see, the 2D picture is a surprisingly useful geometric
aid for identifying localized, extended and critical phases
of the excitations.
Aubry-Andre´ model: We will need several properties of
the original Aubry-Andre´ hopping chain in the analysis of
the quasiperiodic TFIM. The AA model has the following
Hamiltonian [56],
HAA =
∑
j
−t(d†jdj+1 + h.c.)− 2V cos(Qj + φV )d†jdj .
(16)
For V > t, the single particle states are localized at all
energies while for V < t they are extended at all energies.
At the critical point, V = t, the states exhibit multifrac-
tal properties. Further, the localization length diverges
at the critical point with exponent ν = 1. More precisely,
ξ = 1/ log |V/t| ∼ |V/t− 1|−1 (17)
Many features of the phase diagram follow Aubry-
Andre´ duality. This duality corresponds to a pi/2 ro-
tational symmetry of the associated 2D model. The 2D
model is that of a particle hopping on an anisotropic
square lattice with flux Q per plaquette and hopping
strength t and V in the x and y directions, respectively;
at t = V , this is the Hofstadter model, whose fractal
character is well known [83]. The pi/2 rotation swaps t
and V and accordingly swaps the localized and extended
phases of the original 1D model; clearly, t = V is self-
dual. Moreover, the rotation ensures the localization
properties are energy independent for any t and V , as
we will see in more detail in Sec. IV from an analysis of
the characteristic polynomial.
Lack of Aubry-Andre´ duality: The incommensurate
TFIM clearly lacks the Aubry-Andre´ rotational symme-
try, as Fig. 2(c) does not map onto itself (up to swapping
couplings) under rotation by pi/2. While one can embed
the 2D model into a larger class of 2D models which have
the requisite vertical bonds, these would in general need
to be staggered in the y-direction and thus they do not
correspond to 1D incommensurate chains. The pi/2 rota-
tion in the larger model space therefore does not define
a duality map on the incommensurate TFIM.
This is both blessing and curse: the incommensurate
TFIM exhibits rich phenomena not allowed by AA du-
ality, such as energy and Q-dependent mobility edges,
but it is correspondingly harder to rigorously analyze. In
Sec. IV, we will see that various limits of the quasiperi-
odic model have higher rotational symmetry when viewed
in 2D. These will give us analytic control of the phase di-
agram in those limits.
Parameter regime we study: Except for special lines
in coupling space, even the ground state phase diagram
has not been studied. The full dynamical phase diagram
lives in an eight-dimensional space, parameterized by h,
J , Ah, AJ , Q, φh, ∆ and the excitation energy e; after
normalizing the units of energy, there are still 7 dimen-
sionless parameters. Where simple enough, we will pro-
vide general expressions that apply to the entire phase
diagram. However, as seven dimensional phase diagrams
are unwieldy, we mostly focus on the manifold defined
by Ah = 0, which turns out to already be rather inter-
esting. In units where h = 1, the relevant parameters
controlling the phase diagram are then J , AJ , Q, φ and
the excitation energy e (note that ∆ has no effect when
Ah = 0). Most of the analytic features we derive hold for
any incommensurateQ and φ, but we focus our numerical
results (notably for spectra) on Q/2pi = (
√
5 + 1)/2, the
golden mean. By Ising duality, our analysis also produce
the phase diagram at AJ = 0.
III. GROUND STATE SYMMETRY BREAKING
The quasiperiodic Ising model has three ground state
phases: a paramagnetic (PM)phase, a ferromagnetic
(FM) phase and a quasiperiodically alternating ferro-
magnetic (QPFM) phase. The two latter phases spon-
taneously break the Ising symmetry and the spin-spin
correlation function 〈σxi σxj 〉 has long-range order. In the
simple FM, all of the spins magnetize in the same di-
rection (although the magnetization is not spatially uni-
form), while in the QPFM, the spatial mean magneti-
zation is zero due to the presence of antiferromagnetic
links where Jj < 0 We refer to both Ising ordered phases
as “ferromagnetic” as the ordering even in the QPFM is
unfrustrated (ie. gauge equivalent to a Jj > 0 model).
The clean model (AJ = Ah = 0) spontaneously breaks
the Ising symmetry for |J | > |h|. On general grounds, the
corresponding gapped ferro- and paramagnetic phases
should persist in the presence of small incommensurate
modulation Ah, AJ . To find the phase boundaries in gen-
eral, we recall that the Ising symmetry breaking phase
corresponds to the topological phase of the fermionic rep-
resentation, Eq. (7), which famously hosts zero-energy
Majorana modes, ΓL and ΓR, bound to the left and
right ends of an open chain [89]. To detect ground state
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FIG. 3: The Ising glass order parameter along three representative cuts in the phase diagram (inset). The definitions of the
ground and excited state order parameters are given by Eqs. (24) and (35), respectively. The spatial averaging window is of size
w = 5 and we sample 50 eigenstates in the excited state average. In the first panel, both the ground and infinite temperature
order turn on at the same coupling as the excitations localize across the transition. In the second panel, the ground state order
is unchanged even as the excited state order turns on due to the localization of the domain walls. In the third panel, the ground
state order turns on but the excitations remain extended so that the excited state order remains zero.
symmetry breaking, we look for normalizable boundary
modes.
For simplicity, we focus on the left edge of a semi-
infinite chain. As the Hamiltonian Eq. (7) is bipartite,
only connecting the even and odd sublattices, the zero
mode localized at the left edge must have the following
form:
ΓL =
∞∑
j=0
αjγ2j (18)
(The right mode would be localized on the odd sublat-
tice.) Substituting in the eigenvalue equation [H,ΓL] =
0, we obtain:
αj+1 =
hj
Jj+1/2
αj (19)
Taking a logarithm, we obtain
S ≡ log(αj/α0)
=
j−1∑
i=0
log |hi| −
j−1∑
i=0
log |Ji+1/2| (20)
In order for the zero mode to be normalizable, Sj must
decrease sufficiently rapidly with j at large distances.
In the absence of modulation, S = j log |h|/|J | clearly
grows linearly with j; the sign of log |h|/|J | thus deter-
mines the normalizability of ΓL. Modulation at irrational
wavevector Q, causes Sj to fluctuate, but on distances
long compared to Q−1, we expect Sj to still have a lin-
ear trend as the sum averages over the modulation. This
trend can be extracted formally by averaging over the
phase,
S ∼ jI (21)
I =
∫ 2pi
0
dθ
2pi
log
∣∣∣∣ h+Ah cos(θ)J +AJ cos(θ)
∣∣∣∣ (22)
The sign of I determines if the zero modes are normaliz-
able (I < 0) or not (I > 0). The Ising phase boundary
is at I = 0, which is shown by the black curve on the
phase diagram at Ah = 0 in Fig. 1. We evaluate I in
Appendix A. The contour lies at,
J/h = 1 + (AJ/2h)
2 for J > AJ
AJ/h = 2 for J < AJ (23)
In Appendix G, we present an alternative derivation
of the phase boundaries by approaching the incommen-
surate Q limit through a series of longer and longer com-
mensurate wavenumbers 2pip/q → Q. This provides a
more rigorous treatment of the role of incommensuration.
The two derivations are in perfect agreement.
Numerical evaluation of long-range order in the ground
state agrees with the phase boundary determined from
the above analysis, Eq. (23). In Fig. 3, the three pan-
els present the average magnitude of the magnetization
squared on representative cuts through the phase dia-
gram, calculated at Q/2pi = (1 +
√
5)/2 for open chains
of length L = 1000. More precisely, we detect the ground
state order through the correlator,
O = [|〈0|σxL/4+jσx3L/4+j |0〉|]j (24)
which is non-zero in both the FM (AJ < J) and QPFM
(AJ > J) phase. The square brackets [·]j indicate av-
eraging over a small spatial window (j = −w, · · · , w) to
smooth out the quasiperiodic modulation of the magni-
tude. In the thermodynamic limit L→∞, we expect
O → [|M |]2 +O
(
1
Qw
)
(25)
where [|M |] is the average of the absolute value of the site
magnetization and w is the width of the spatial averaging
window.
7We end with a few comments. First, the general deriva-
tion reproduces the critical point of the clean AJ = Ah =
0 model. Second, Ising duality immediately implies that
the phase diagram in the Ah/J , h/J plane at AJ = 0
looks identical to that in Fig. 1 after swapping the fer-
romagnetic and paramagnetic phases. Third, whether
the ground state breaks Ising symmetry or not is inde-
pendent of Q, so long as Q is incommensurate, as only
the average log |h|/|J | over a period matters to the long-
distance behavior. Fourth, the fluctuations of S relative
to its linear trend are O(1) in distance j. This is sig-
nificantly less than the O(
√
j) fluctuations that develop
in the case of usual disorder with independent random
couplings. Finally, the cusp at AJ = J = 2 is real and
indicates that the transition on the parabolic boundary
between the FM and PM and on the vertical boundary
between the QPFM and PM have different character. We
will return to this in greater detail in Sec. V.
IV. LOCALIZATION OF EXCITATIONS
The dynamical phase diagram of the quasiperiodic
TFIM follows from the properties of the fermionic excita-
tions described by Eq. (7). The main feature of interest
for the stability of excited state order is the spatial extent
of the single particle wavefunctions. That is, whether
they are extended, critically delocalized or localized. In
general, at any given point in the phase diagram, these
properties are energy dependent and the system may ex-
hibit mobility edges. These can be studied numerically
quite effectively. However, there are many special lines
in the coupling space with enhanced symmetry which
provides analytic control and energy independence. On
the Ah = 0 plane represented in Fig. 1, both the axes,
AJ = 0 and J = 0, and the large coupling limit, J →∞,
have such enhanced symmetry. These limits will be suf-
ficient to asymptotically characterize all of the features
in Fig. 1. We study these limits in the subsections be-
low before turning to numerics to support the bulk of the
phase diagram.
The simplest diagnostic of localization is the inverse
participation ratio defined for a given eigenstate α as
IPR =
∑
j
|ψαj |4. (26)
In finite size studies, the scaling of the IPR in a given en-
ergy window, IPR ∼ 1/Lγ , detects the dynamical phase.
In the extended phase, γ = 1; in the localized, γ = 0; and,
in the critical, 0 < γ < 1. Formally, these phases cor-
respond to spectra that are absolutely continuous, pure
point and singular continuous (fractal) respectively. We
will use both diagnostics in the following analysis.
A. Clean Limit AJ → 0
In the absence of the incommensurate modulation, the
model reduces to the usual nearest neighbor Ising model.
It has extended excitations for all parameter values (J/h)
and at all energies.
The usual Ising critical point at J/h = 1 has gapless
extended excitations at all energies. As we argue in more
detail in Sec. V, the parabolic ground state phase bound-
ary extending from the clean critical point (J > AJ ,
Eq. (23)) lies in the same universality class and thus we
expect the low energy excitations to remain extended all
along this boundary. However, mobility edges are al-
lowed at higher energy. These features are visible in the
numerical data shown in Fig. 5(a,b).
B. Large J  AJ , h
In this regime, the ground state is very close to the
ideal ferromagnet with all the spins pointing in the +x
or −x direction. The excitations are domain walls,
|j〉 = | · · · ←j−1←j | →j+1→j+2 · · · 〉 (27)
Up to a constant, the Hamiltonian for a domain wall is:
H1DW = −1
2
∑
j
[
h|j〉〈j + 1|+ h.c.− 2Jj+1/2|j〉〈j|
]
(28)
This is simply the AA model, Eq. (16), with t = h and
V = AJ . Thus, the domain walls are extended at all
energies for AJ/h < 1 and localized at all energies for
AJ/h > 1 formally at J →∞. This explains the vertical
asymptote of the extended to localized phase boundary
at large J in Fig. 1.
Note one can also see the emergence of the AA model in
this limit by considering the associated 2D model. In the
large J  AJ , h limit, one pairs the fermionic sites across
the horizontal J links and obtains an effective square
lattice with horizontal links of strength h and vertical
links of strength AJ .
C. The Corner J,AJ  h
This regime is in the bottom left corner in Fig. 1. The
ground state is paramagnetic and is very close to the
product state | ↑↑↑ · · · ↑〉. The excitations are spin flips.
Analogously to Sec. IV B, the effective Hamiltonian for
the spin flips is given by,
H1F = −1
2
∑
j
(J +AJ cos(Q(j + 1/2) + φ)) |j〉〈j + 1|
+ h.c. (29)
8up to a constant. This off-diagonal Aubry-Andre model
admits the AA duality and accordingly has energy in-
dependent localization properties. The model has been
previously studied by Thouless and co-workers [70, 90],
who found two dynamical phases: extended for AJ < J ,
and critical for AJ > J . Asymptotically, this coincides
with the diagonal dashed line near the origin of Fig. 1.
As an aside, the critical phase for AJ > J is a special
feature of the Ah = 0 plane. At small Ah and ∆ 6= 0, the
critical phase is destroyed and the states for AJ > J are
fully localized [91].
D. Large AJ  J, h
The 2D model in the AJ →∞ limit reduces to a collec-
tion of decoupled vertical zig-zag wires (dashed orange in
Fig. 2), two per original spin. Without h, this is clearly
localized for the 1D model, as it decouples at every bond.
To determine the stability of the localization to small
J and h, note that the pair of wires at position j have
dispersion
ej(φ) = ±|J +AJ cos(φ+Q(j + 1/2))|, (30)
where φ is the y-momentum [103]. The energy disper-
sions are shifted by Q between adjacent wire pairs. Thus,
for incommensurate Q ∼ O(1), neighboring wire states
at fixed momentum φ are typically non-degenerate, with
an energy splitting of order AJ . To leading order, this
implies that h is typically an off-resonant perturbation
and localization in the x direction persists. This argu-
ment can be generalized to higher order using Diophan-
tine properties of Q and closely mirrors arguments which
can be made in the anisotropic Hofstadter problem.
Thus, we expect that all states are localized at large
AJ  J, h to the far right of Fig. 1. We note that the 2D
model does not have enhanced symmetry in this limit and
thus the analysis does not provide as complete control as
it does in the Hofstadter model.
E. Pure modulation J = 0 and AAA Triality
The analysis on the J = 0 axis of Fig. 1 is significantly
more involved than the previous limits, as it turns out
that the model exhibits a hidden symmetry that allows
us to define a ‘AAA tri-ality’ operation in analog with
AA duality. The existence of this triality implies that
the localization properties of the wavefunctions are inde-
pendent of energy, as in the AA model. It also enables
an exact evaluation of certain properties of the secular
equation, from which we find that the spectrum is crit-
ical for AJ/h < 2 and localized for AJ/h > 2. The
self-‘tri-al’ point lies at AJ/h = 2. We note that this ex-
plains various numerical observations made on this axis
FIG. 4: The 2D model associated to the incommensurate
TFIM at Ah = 0, J = 0 decouples into two interpenetrat-
ing layers (blue and orange) of honeycomb lattice. Each
hexagonal plaquette is pierced by flux 2Q. We have ad-
justed the geometric embedding of the lattice points rela-
tive to Fig. 2 in order to emphasize the symmetry associated
with rotation by 2pi/3. All parallel bonds carry the same
coupling magnitude (though the hopping phase depends on
the choice of gauge). The incommensurate TFIM at J = 0
embeds into a larger AAA family of models with couplings
A1 = AJ/2, A2 = AJ/2, A3 = h on bonds as shown.
in previous studies of the p-wave superconducting chain
[67, 68, 87, 88].
The AAA triality is best understood as a geometric
transformation of the associated 2D model. At J = 0,
this model decouples into two interpenetrating honey-
comb lattice ‘layers’ each pierced by flux 2Q per hexag-
onal plaquette, see Fig. 4. At AJ/h = 2, since the layers
are decoupled, the system is symmetric under rotation by
2pi/3 independently in each layer, about any site. These
are physical rotations in the 2D model, which need to in-
clude gauge transformations for H˜2D to return to Landau
gauge.
In the usual AA model, pi/2 rotation in the associated
2D model leads to another model with couplings V and
t swapped. Rotating both layers by 2pi/3 in the hon-
eycomb model rotates the couplings associated with the
three bond angles into one another. This suggests the
utility of generalizing the 2D model to have three inde-
pendent couplings, A1, A2 and A3 corresponding to the
three different bonds. In Landau gauge, this corresponds
to a 1D incommensurate model with Hamiltonian,
H˜AAA(φ) =
∑(
iA3d
†
2jd2j+1
+ iA1e
i(Q(j+1/2)+φ)d†2j+1d2j+2
+iA2e
−i(Q(j+1/2)+φ)d†2j+1d2j+2
)
+ h.c.
(31)
The original 1D TFIM at J = 0 corresponds to A3 =
9h, A1 = A2 = AJ/2. In the extended AAA family of
models, the 2pi/3 rotation maps H˜AAA to H˜′AAA with
cyclically permuted couplings. This is the AAA triality.
With this triality in hand, it is possible to analyze the
wavefunction properties of the AAA model in consider-
able detail. We relegate this analysis to the Appendices,
as it entails a considerable calculational detour. The up-
shot is that the 1D incommensurate TFIM has a critical
to localized transition, at all excitation energies, at the
self-trial point, AJ = 2h.
F. Numerical support away from the limits
Away from the special lines discussed in the previous
subsections, the localization properties of the wavefunc-
tions are both Q and energy dependent. We rely on nu-
merics to confirm the features summarized in Fig. 1. We
have extensively investigated Q/2pi = (
√
5 + 1)/2 and
checked the qualitative features for several other incom-
mensurate wavevectors. The general features are:
1. The extended states on the clean (AJ = 0) axis per-
sist in the presence of small modulation AJ . With
increasing AJ , the high energy states localize before
the lower energy states.
2. Near the Ising transition along the phase boundary
above the diagonal AJ = J , the gap closes and
reopens linearly and all excitations are extended
up to a finite energy above the gap. See the first
two columns of Fig. 5 for representative spectra and
IPR behavior and Sec. V for more discussion.
3. For AJ/h > 2, all states are localized, consistent
with the analytically proven behavior at J = 0
(Sec. IV E) and the analysis at large AJ (Sec. IV D)
and large J (Sec. IV B). At large J/h, we observe
the expected energy independent localization tran-
sition near AJ/h = 1.
4. On the J = 0 line at AJ/h < 2, we confirm that
all states are critical by calculating the scaling of
the IPR. At high energy, the states localize on the
introduction of J > 0. However, we find that the
lowest energy states (above the gap) continue to
exhibit critical IPR scaling throughout the triangle
below the diagonal AJ = J , see representative data
in Fig. 5. This behavior defines the purple region
in Fig. 1.
V. GROUND STATE QUANTUM PHASE
TRANSITIONS
In this section, we focus on the properties of the
zero temperature quantum phase transition between the
ground state para- and ferro-magnetic phases. The phase
transitions above and below the diagonal AJ = J in
Fig. 1 are qualitatively distinct. Above the diagonal
(AJ < J), the quasiperiodic modulation is irrelevant
and the transition lies in the standard 1D quantum Ising
universality class. Below the diagonal (AJ > J), the
transition lies in a new ‘quasiperiodic Ising’ universal-
ity class with behavior intermediate between the clean
Ising critical point and the infinite randomness critical
point (IRCP) which governs the disordered Ising transi-
tion [92].
At both transitions, the correlation length ξ diverges
with exponent ν = 1. From the relation ξ ∼ −1/I, where
I is the integral governing the convergence of the Majo-
rana boundary mode, Eq. (22), it is straightforward to
show that:
ξ ∼ δ−1, (32)
where δ is the deviation from the phase boundary at I =
0. This is consistent with the Harris-Luck criterion [86,
93], which imposes that ν ≥ 1/d = 1 for phase transitions
in the presence of incommensurate modulation.
A. Clean Ising Transition
While ν = 1 at both transitions, the dynamical prop-
erties are quite distinct. Above the diagonal, the phase
boundary connects to the standard clean Ising transition
at J/h = 1, AJ/h = 0. At small AJ , as the Harris-Luck
criterion is marginal, it is natural to conjecture that weak
quasiperiodic modulation is (marginally) irrelevant. This
would imply that in the vicinity of the phase boundary
1. the dynamical critical exponent z = 1 so that the
gap ∆ closes linearly with δ:
∆ ∼ δνz ∼ δ; (33)
2. the low-energy excitations are extended, as these
are the excitations which mediate the phase tran-
sition.
Both of these expectations are borne out numerically
quite beautifully.
The top left panel of Fig. 5 shows the excitation spec-
trum versus J/h for a vertical cut at AJ/h = 0.5.
The vertical cut intersects three regimes: the critically
delocalized PM (0 ≤ J/h ≤ 0.5), the extended PM
(0.5 ≤ J/h ≤ Jc/h = 1.0625), and the extended FM
(Jc/h ≤ J/h). The boundary zero mode associated with
the FM is clearly visible to the right of the transition.
As promised, the gap closes linearly and the low-energy
excitations above the gap remain extended. The exten-
sion of the wavefunctions are indicated qualitatively by
the coloring of the states; quantitatively, the lower panel
shows the scaling exponent γ of the low energy IPR with
system size,
IPR ∼ 1/Lγ (34)
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The lower left panel shows that γ is near 1 for the low
energy excitations for J/h > 0.5 and in particular near
the transition.
The center column of Fig. 5 presents similar data at
stronger incommensurate modulation, AJ/h = 1.5. Note
that the axes are zoomed in on the phase boundary and
on low energies relative to the previous plot. The high-
energy excitations (e/h >≈ 0.2) are localized across the
transition. Nevertheless, the gap closes linearly (cen-
ter top) and the low-energy excitations remain extended
nearby (γ ≈ 1, in the bottom panel). Thus, the ground
state symmetry-breaking transition is still in the clean
quantum Ising universality class.
B. Quasiperiodic Ising Transition
Below the diagonal, the dynamics near the transition
between the QPFM and PM change character rather dra-
matically. Along the J = 0 line, the symmetry breaking
transition at AJ/h = 2 coincides with the transition from
critically delocalized to localized excitations at all ener-
gies, as shown in Sec. IV E. There are no fully extended
excitations. In analogy with the irrelevance of AJ at the
clean transition, we conjecture that J is irrelevant at low
energies to the strong quasiperiodically driven transition
along the vertical phase boundary.
Numerically, this conjecture is borne out by the follow-
ing observations (see third column of Fig. 5 for represen-
tative data along a particular cut at J/h = 0.5):
• The single particle gap closes on approaching the
transition from the paramagnetic side with an ex-
ponent z ≈ 2. However, the gap does not reopen
on the symmetry breaking side of the transition.
• All excitations are localized in the symmetry break-
ing phase at AJ/h > 2.
• The low energy excitations (bottom tenth of states
above the gap) in the paramagnetic phase exhibit
critical IPR scaling and extreme finite size sensitiv-
ity. See the lower row of Fig. 5. The IPR exponent
γ lies properly between 0 and 1 and exhibits strong
finite-size fluctuations.
• At higher energy (and J/h > 0), the excitations
can be localized even in the paramagnetic phase.
We do not know whether the critical low energy
states are separated from these localized states by
a mobility edge or whether there is a long crossover.
While we leave a full analytic study of this transition to
forthcoming work [94], it is clear that the quasiperiodic
Ising transition is intermediate between the well-known
clean and infinite randomness critical points. In the for-
mer, the critical excitations are extended on both sides of
the transition with dynamical exponent z = 1; while in
the latter, the excitations are localized on both sides of
the transition and the dynamics are activated (roughly,
z → ∞). Across the quasiperiodic transition, the exci-
tations pass from critically delocalized and gapped (with
exponent z = 2) to localized and gapless across the tran-
sition. Also, unlike the infinite randomness transition,
the correlation functions in the quasiperiodic case do not
acquire broad distributions at long distances. For exam-
ple, the mean and typical decay of the boundary mode
are governed by the same correlation length ξ with ex-
ponent ν = 1 while in the infinite randomness transition
these are governed by two distinct diverging length scales
(with ν = 2 and 1, respectively).
VI. EXCITED STATE ISING GLASS ORDER
We expect localized Ising glass order at all energy den-
sities in the regions where
1. the ground state breaks Ising symmetry, and
2. all the excitations are localized.
This region is indicated in red in Fig. 1. Note that the
boundary of the region above the diagonal (J > AJ) de-
pends on Q. Although we do not have an explicit func-
tional form for this Q dependence, the analysis in Sec. IV
constrains the boundary to be at AJ/h = 1 as J/h→∞
independent of Q.
Representative correlation functions: Fig. 6 shows the
spin-spin correlation function 〈σxL/2σxL/2+d〉 in the ground
state (blue) and a random excited state drawn from the
infinite temperature ensemble (green) at three different
representative points in the phase diagram. In the left
panel, the spin-spin correlation function decays rapidly in
both states, confirming that the point AJ/h = J/h = 0.5
is in the PM phase. The center panel shows the corre-
lation functions at a point in the phase diagram where
the ground state is ordered and the excitations above
it are extended. The long-range order in the ground
state is clearly detected by the blue curve which ap-
proaches a non-zero value at long distance d. The green
curve, on the other hand, decays quickly to zero and
shows that infinite temperature eigenstates are not or-
dered. This agrees with the Mermin-Wagner-Peierls the-
orem that states there can be no long-range order at any
finite temperature in 1D.
The right panel provides evidence for Ising glass or-
der in a randomly chosen infinite temperature state at
a point in the phase diagram where the ground state is
ordered and the single-particle excitations are localized.
The green curve does not decay as d → ∞; instead it
fluctuates on an order one scale depending on whether
spin L/2 and spin L/2 + d are aligned or anti-aligned in
the chosen infinite temperature state.
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FIG. 5: Fermionic excitation spectra (upper row) and scaling exponent of low energy IPR (lower row) on representative cuts
in the phase diagram, indicated by black lines on the inset phase diagram. On each panel, vertical lines indicate the ground
state symmetry breaking phase boundary and the diagonal (AJ = J) critical to extended boundary. (upper row) Excitation
spectra at size L = 1000. The color value of each level indicates the extension of the corresponding state. The color value is
given by − log IPR/ logL, which varies between 0 (localized, black) and 1 (extended, copper). (lower row) The IPR exponent
α is defined by the scaling [log IPR] ∼ −α logL, where the mean [·] is taken over the lowest twentieth of the excitations. α
varies between 0 (localized) and 1 (extended). To indicate the finite-size trends approaching the thermodynamic limit, we fit
data from both L = 100, 200, 350, 500, 750, 1000 (blue) and from L = 350, 500, 750, 1000 (green).
Frozen order parameter: The quasiperiodic Ising glass
order is detected by an order parameter which general-
izes the ground state order parameter, Eq. (24), to finite
energy density states:
Oexc = [|〈E|σxL/4+jσx3L/4+j |E〉|]E,j (35)
Here, [·]E,j indicates averaging over both eigenstates |E〉
in some energy window and over a small spatial window
j ∈ [−w,w] to suppress the quasiperiodic fluctuations.
Oexc is non-zero as L → ∞ only in states with long
range Ising symmetry breaking, such as the Ising glass.
We plot the order parameter along several representative
cuts in the phase diagram in Fig. 3 at L = 500 for the
ground state (blue) and states drawn from the infinite
temperature ensemble (green).
The three panels are consistent with the Ising glass
order being present only in the red shaded region. In
the rightmost panel, the weak quasiperiodic modulation
leaves the excitations extended at all J/h; accordingly,
the excited states are always paramagnetic, irrespective
of ground state ordering. In the center panel at large J/h,
the excited state order develops as the excitations localize
across the AA-like transition described in Sec. IV B. The
ground state order parameter is completely insensitive to
the excited state ordering. Finally, in the leftmost panel,
the ground and excited state order develop at the same
coupling AJ/h = 2 because the ground state symmetry
breaking phase transition and the localization transition
of the excitations coincide, as discussed in Sec. V B.
A. Excited state transition
The Ising glass order is destroyed if either the ground
state becomes paramagnetic or the domain wall excita-
tions delocalize. The central panel of Fig. 3 illustrates
the latter transition at large J/h. In the leftmost panel
of the same figure, on the other hand, the ground state
transition coincides with the delocalization of excitations,
see Sec. V B. Below, we develop a picture of the transi-
tion of the central panel, which is entirely governed by
the localization properties of the excitations. We leave
more careful study of the other excited state transition
to future work [94].
At large J/h, the ground state magnetization M0i is
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FIG. 6: Spin-spin correlation function 〈σxL/2σxL/2+d〉 as a function of the distance d from the center of the chain in a L = 100
site chain with open boundary conditions. Blue: ground state, green: a random excited state from the infinite temperature
ensemble. From left to right, the parameters are chosen so that the system is critical paramagnetic, extended ferromagnetic
and localized ferromagnetic, as indicated in the inset.
very close to one on each site i. In the excited states, the
magnitude of the magnetization is reduced by the fluc-
tuations of domain walls across site i. When the domain
walls have typical localization length ξ, there are ∼ ξ
such relevant domain walls. Any domain wall localized
further away merely flips the sign of Mi without reduc-
ing its magnitude. Thus, the fluctuations of the parity
of the domain walls to the left of i ultimately control the
excited state magnetization.
Mathematically,
|Mi| = |〈σxi 〉| ≈ |M0i | |〈(−1)N<i〉| (36)
where N<i is the number of domain walls to the left of
site i. As the domain walls are non-interacting, we have
N<i =
∑
α
nαI[DW α at position < i] (37)
where nα is the occupation of domain wall eigenstate α
and the indicator function is 1 if that domain wall is to
the left of i. Within an excited eigenstate, N<i is thus a
sum of independent random variables with mean
〈N<i〉 =
∑
α
nαP
α
<i (38)
and variance
〈(δN<i)2〉 =
∑
α
nαP
α
<i(1− Pα<i) (39)
Here, Pα<i is the probability that the domain wall in state
α lies to the left of i. As the mean value of N<i only ad-
justs the overall sign of Mi, we focus on the fluctuations
δN<i to estimate the reduction of |Mi|. In the localized
regime, only those eigenmodes α with localization centers
within a distance ξ of i contribute to these fluctuations
as Pα<i approaches 0 or 1 further away.
At large ξ, δN<i becomes a Gaussian distributed ran-
dom variable with variance ∝ ξ. The magnitude of the
magnetization is thus reduced by,
|〈(−1)N<i〉| ≈ |〈eipiδN<i〉| ∼ e−aξ (40)
where a is related to the proportionality constant in the
variance. Since in the large J/h limit, the localization
transition is of AA-type, we have ξ ∼ δ−1 (see Sec. IV B).
This leads finally to an essentially singularity in the ex-
cited state order at the transition,
|M | ∼ e−a′/δ (41)
with a′ a δ-independent constant.
The quasiperiodic Ising order parameter Oexc of
Eq. (35) should approach |M |2 at large L (and large spa-
tial averaging window w) and accordingly inherits the
essential singularity. Our numerics are consistent with
this form but are inconclusive as it is difficult to distin-
guish an essential singularity from a shift in the apparent
critical point.
VII. CONCLUSIONS
We have presented the first analytical study of
localization-protected excited state order without disor-
der. Incommensurate modulation of the exchange cou-
plings leads to a large Ising glass phase in the canonical
quantum Ising chain. By arguments similar to those pre-
sented in the context of disordered Ising chains [47], we
expect that the glass survives the introduction of weak
interactions, so long as the localization length ξ of the
domain walls is sufficiently short compared to the typi-
cal domain wall density. Quasiperiodic modulation arises
naturally in optical experiments; it also provides an an-
alytic platform for further study of localization. In some
ways, it is simpler than disordered localization, which
is plagued by rare-region effects and Griffiths’ phases
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[7, 25, 29, 95, 96]. Understanding the nature of the
quasiperiodic localization transition, with and without
interactions, may thereby cut to the heart of the phe-
nomenon.
We also presented a theory of the melting transition
for the excited state order in the non-interacting case.
Reducing the amplitude of modulation leads to delocal-
ization of the domain walls which may be accompanied by
a ground-state symmetry-breaking transition. The diver-
gence of the localization length ξ of domain walls leads to
an essential singularity in the excited state order. How-
ever, as interactions are likely to delocalize the system
before ξ diverges, we expect the essential singularity to
be cutoff and the transition to qualitatively change. This
is an especially interesting direction for future work.
Our analysis is aided by our generalization of Aubry-
Andre´ duality, ‘AAA triality’, which applies along the
pure modulation axis (J = 0) of the phase diagram in
Fig. 1. The Ising-symmetry breaking ground state tran-
sition at AJ/h = 2 coincides with the ‘self-trial’ point of
this transformation. The triality requires that the wave-
functions are critically delocalized at all single-particle
energies on one side of the transition (PM) and localized
on the other (QPFM). The associated quantum critical
point thus lies neither in the clean Ising universality class
where the excitations are extended, nor in the infinite
randomness class of disordered systems where the exci-
tations are fully localized. Intriguingly, numerics show
that these critical properties persist away from the pure
modulation line at low energies. This suggests that the
entire phase boundary lies in this intermediate universal-
ity class, the ‘quasiperiodic Ising class’ [94].
From a zero-temperature perspective, we expect the
three ground state phases to be stable to the inclusion
of interactions as they are either gapped or localized.
Whether interactions are irrelevant at the peculiar crit-
ical point discussed in the previous paragraph is an in-
teresting open question. The transition is neither clean
enough for a field theoretic renormalization treatment
[97] nor disordered enough to obviously flow to infinite
randomness under real space renormalization [92]. Per-
haps a coarse-graining treatment could be developed in
the semi-classical limit of Q → 0, as has been done for
the AA model [71].
Finally, we would like to comment on the potential
for studying the quasiperiodic Ising glass experimentally.
Essentially, any quantum optical system that realizes a
tunable Ising chain would be able to probe the excited
state Ising glass order by quench experiments. These
include, for example, linear chains of trapped ions us-
ing hyperfine states as Ising degrees of freedom [34, 64],
Rydbergs trapped in optical tweezers [65, 66], chains of
trapped ions undergoing the zig-zag transition [98, 99]
or ultracold atoms undergoing a staggering transition in
a tilted lattice potential [100]. The simplest way to ap-
ply an incommensurate modulation in these systems is to
modulate the position of the atoms/ions using an extra
effective spatial potential, whether that be with a stand-
ing wave or with optical tweezers.
However, there are two classes of Ising model simula-
tors: those where the Ising degree of freedom is spatial
(such as at the zig-zag transition) and those where it
is internal (such as in the ion trap Ising simulator). In
the former, as the order parameter directly couples to
spatial position, incommensurate modulation potentials
locally break the Ising symmetry. This raises interesting
questions regarding the Imry-Ma stability of excited state
symmetry-breaking order [101], which we leave for future
work. In the latter Ising simulators, modulating the po-
sition can directly modulate couplings without introduc-
ing Ising odd terms (ie. effective longitudinal fields). We
expect these platforms to be able to realize the quasiperi-
odic Ising glass directly.
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Appendix A: Ground state phase boundary
We include the elementary derivation of the contours of
I at Ah = 0. Consider the differential (setting h = 1 and
assuming AJ , J > 0 in order to avoid writing absolute
values throughout):
dI = −
∫ 2pi
0
dθ
2pi
dJ + dAJ cos(θ)
J +AJ cos(θ)
(A1)
Using contour integration on the unit circle z = eiθ,
dI = − 2
AJ
∮
dz
2pii
dJ + dAJ(z + z
−1)/2
(z − z+)(z − z−) (A2)
where z± = − JAJ ±
√(
J
AJ
)2
− 1. For J > AJ , the pole
at z+ lies inside the unit circle while for J < AJ , both
z+ and z− lie outside. Explicitly,
(
∂I
∂J
∂I
∂AJ
)
=

 1√J2−A2J
1/AJ − 2J/AJ√
J2−A2J
 J > AJ(
0
1/AJ
)
J < AJ
(A3)
Thus, the contours of I behave differently in the regions
above and below the diagonal J = AJ . Solving dI =
0 above the diagonal leads to parabolic contours of the
form,
J = J0 +
A2J
4J0
(A4)
Below, the contours are vertical. The functional form of
I then follows immediately from explicit integration of
(22) on the axes:
I =
− log |J0| = − log
∣∣∣∣J+√J2−A2J2 ∣∣∣∣ J > AJ
− log |AJ |/2 J < AJ
(A5)
Appendix B: General commensurate analysis
In the appendices, we provide a detailed analysis of the
spectral properties of the excitations in the TFIM with
commensurate modulation Q = 2pip/q, for p and q co-
prime integers. The incommensurate TFIM then arises
by taking the limit p, q →∞ such that Q/2pi approaches
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an irrational value. For example, to study the incommen-
surate TFIM modulated with a wavevector correspond-
ing to the golden mean, Q/2pi = (1 +
√
5)/2, one could
take the sequence pn/qn = Fn/Fn−1, where Fn is the n’th
Fibonacci number. Thouless [70, 90] emphasized this
approach to studying the original Aubry-Andre´ model,
pointing out the q plays a role analogous to finite size in
a scaling theory of the transition, as it determines the
length over which the incommensurate model can be ap-
proximated by the commensurate one. Here, we review
and generalize the commensurate analysis of Ref. [90] to
the TFIM.
For commensurate modulation Q/2pi = p/q, Bloch’s
theorem implies that the single-particle energy spectrum
of Eq. (8) is a function of the quasi-momentum kx ∈
[−pi/q, pi/q) with 2q bands. The 1D bands depend on
the phase φ through the explicit Hamiltonian dependence
on φ; we note that this dependence is periodic in φ →
φ + 2pi/q, as the site labels can be shifted by an integer
j → j − l where lp = 1(mod q) to absorb such a shift.
(As p and q are coprime, p has a multiplicative inverse
modulo q.) It is natural to view the bands as 2D sheets
over both kx and φ (this is the band structure of the
associated 2D model, Eq. (15)), but one must remember
that the bands of the actual 1D model corresponds to a
kx slice of the 2D bands at fixed φ.
Explicitly, the eigenvalue problem of Eq. (14) satisfies
the difference equations:
−iJi−1/2ψ2i−1 + ihiψ2i+1 = Eψ2i
−ihiψ2i + iJi+1/2ψ2i+2 = Eψ2i+1 (B1)
where hi, Ji+1/2, defined in Eq. (2), are periodic with
period q. By Bloch’s theorem, the solutions satisfy the
twisted boundary conditions on a 2q-site chain:
ψ2(n+q) = e
ikxqψ2n
ψ2(n+q)+1 = e
ikxqψ2n+1 (B2)
The eigenspectrum of the infinite set of equations in
Eq. (B1) follow from the eigenspectrum of the finite ma-
trix
M(kx, φ) =
0 ih0 0 0 . . . −iJ− 12 e−ikxq−ih0 0 iJ 1
2
0 . . . 0
0 −iJ 1
2
0 ih1 . . . 0
...
...
...
iJ− 12 e
ikxq 0 0 0 . . . 0

with Jq−1/2 = J−1/2. The characteristic polynomial of
M is:
C(E; kx, φ) = det[M − EI] (B3)
In general, the characteristic polynomial depends on the
phase ∆ as well; we suppress this dependence as we spe-
cialize to the case Ah = 0 below. The analysis can be
straightforwardly extended to non-zero Ah.
C(E; kx, φh) is a polynomial of E of degree 2q. Since
M is Hermitian, the polynomial is real (for E real):
C(E; kx, φ) = C
∗(E; kx, φ) (B4)
The bipartite (chiral) symmetry C which takes ψj →
(−1)jψj anticommutes with M : CMC = −M . Thus,
the characteristic polynomial is an even function of E,
C(−E; kx, φ) = C(E; kx, φ), (B5)
and accordingly that the eigenvalues come in ±E pairs
within each kx sector.
By explicit evaluation, C has the following structure,
C(E; kx, φ) =
q∑
m=0
Km(φ)E
2m − 2(−1)qP (φ) cos(kxq)
(B6)
where all of the kx dependence lies in the the energy in-
dependent term. This dependence follows from the two
kx dependent terms in the explicit expansion of the de-
terminant:
(−1)2q−1eikxq
q−1∏
j=0
(ihj)
q−1∏
m=0
(iJm+1/2) + c.c. (B7)
which simplifies to the last term in Eq. (B6) using hj = 1
and the definition,
P (φ) ≡
q−1∏
j=0
(J +AJ cos(2pip(j + 1/2)/q + φ)) (B8)
In Appendix F, we evaluate this to be
P (φ) = 2
(
AJ
2
)q (
Tq(J/AJ)− (−1)q+p cos(qφ)
)
(B9)
where Tq is the Chebyshev polynomial of order q.
Next, we evaluate the rest of the constant term, K0(φ).
This is most easily accomplished by working at kx = E =
0, where M is antisymmetric and the determinant is the
square of the Pfaffian. At hj = 1, we have:
K0(φ) = (−1)q[(P (φ))2 + 1] (B10)
To make further progress, we need control of the higher
order coefficients Km(φ). For general couplings, these are
not so easy to compute, although we setup some formal-
ism exploring this in App. D. In the important special
case of J = 0, the triality discussed in Sec. IV E allows
us to show that the Km are actually independent of φ for
all m > 0, see App. C. With this simplification, we will
be able to determine the energy independent localization
properties on the J = 0 line, see App. E.
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Appendix C: Higher order coefficients with triality
In the Aubry-Andre models [56, 70, 90], the AA du-
ality implies that C(E; kx, φ; t, V ) = C(E;φ,−kx;V, t).
Equating this order by order in E,
Km(φ; t, V ) = Km(−kx;V, t) (C1)
for all m > 0. Differentiating with respect to φ, we see
that Km(φ) is independent of φ for m > 0. This leads to
the energy independence of the AA localization transition
by the logic described in App. E.
In the AAA models defined by Eq. 31, the trial-
ity transformation implies that C(E; kx, φ;A1, A2, A3) =
C(E;R(kx, φ);A2, A3, A1), where R is the linear trans-
formation implementing the three-fold rotation on the
momentum space defined by kx, φ. We note that R is a
geometric rotation by 2pi/3 conjugated by an anisotropic
scale transformation as our embedding of the honeycomb
structure is into a rectangular lattice as in Fig. 2c, rather
than the geometrically symmetric embedding in Fig. 4.
Nonetheless,
Km(φ;A1, A2, A3) = Km(αkx + βφ;A2, A3, A1) (C2)
where α, β are the appropriate matrix elements of R.
Again, differentiating with respect to kx, it follows that
Km is actually independent of it’s first argument φ in the
AAA models.
In particular, this holds along the J = 0 line of
the incommensurate TFIM, which corresponds to A3 =
h,A1 = A2 = AJ/2.
Appendix D: General higher order coefficients
In general in the TFIM, the coefficients Km(φ) are
both φ-dependent and non-trivial to evaluate for m > 0.
Although we do not need any of the following formalism
for the results used in the manuscript, we summarize here
a few formulae for posterity.
To calculate the higher order terms it is helpful to con-
sider the explicit representation of the determinant (with
B = M − E),
detB =
∑
pi∈S2q
(−1)piB1,pi1B2,pi2 · · ·B2q,pi2q . (D1)
The factors of E come from diagonal matrix elements, so
the coefficient Km comes from the permutations which
hold 2m sites fixed but are otherwise off-diagonal.
Km =
∑
i1<i2<···<i2m
∑
pi∈S2q
piil
=il
(−1)pi
∏
i/∈il
Mi,pii (D2)
Moreover, since M only connects adjacent sites, only
those permutations which permute within each diago-
nal block (from ij + 1 to ij+1 − 1) are non-zero. At
fixed i1 . . . i2m, the contribution to Km thus factors into
a product of the determinants of the diagonal subblocks
of M between rows il and il+1:
Km =
∑
i1<···<i2m
2m∏
j=1
detM |ij+1,ij+1−1 (D3)
where the l = 2m block wraps around the corners of the
matrix. Since each subblock of M is antisymmetric, the
determinant is non-zero only if ij+1− ij−1 is even – that
is, if the ij alternate between even and odd. Explicitly,
detM |i+1,j−1 = ij−i−1
{ ∏j/2−1
l=(i+1)/2 h
2
l i/j odd/even∏(j/2−1
l=(i+1)/2 J
2
l i/j even/odd
(D4)
Keep tracking of the number of i’s, we find that the co-
efficients Km alternate in sign.
For Ah = 0,
detM |i+1,j−1 = ij−i−1hj−i−1e−V (i,j) (D5)
where
V (i, j) =
 −
∑j/2−1
l=(i+1)/2 2 log(Jl/h) i/j even/odd
0 i/j odd/even
∞ else
(D6)
In this form, Km looks like,
Km = (−1)q−mh2q−2m
∑
i1<···<i2m
e−
∑2m
j=1 V (ij ,ij+1) (D7)
The magnitude of Km is given by the canonical partition
sum at temperature one for a system of length 2q with
2m domains of energy V (i, j).
The number of wavelengths of J which fit in the chain
of length 2q is p. If p is held fixed as q → ∞, then
Ji+1/2 is smooth on the lattice scale a, as the wavelength
of the incommensurate field q/p  a. In this limit, the
continuum approximation in which a = 0 ought to be
a good starting point for a semi-classical analysis that
incorporates the leading effects of a small a/q. If on
the other hand, p/q approaches a non-zero constant as
q →∞ (for example, the golden mean), then q/p ∼ O(a).
We leave further analysis of Km(φ) in these limits to
future work.
Appendix E: Localization properties at J = 0
From App. C, the characteristic polynomial may be
written along the J = 0 axis,
C(E; kx, φ) =
q∑
m=1
KmE
2m
+ (−1)q(P (φ)2 − 2P (φ) cos(kxq) + 1) (E1)
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where Km depends on couplings AJ , h but not on kx or
φ.
This form entails a remarkable geometric property of
the 2q bands in the 2D bandstructure: they are all ap-
proximately the same shape up to shift and scale. This
implies that the ratio r of the kx and φ dispersion of each
band is independent of band number n. Thus, if this ratio
approach zero sufficiently rapidly with q as we approach
the incommensurate limit by Q = 2pip/q, the total dis-
persion in the kx must also go to zero even summed over
all q bands (because the total 2D spectrum is bounded).
This argument allows us to show that the spectrum is
fully localized for AJ > 2. For AJ < 2, the r approaches
a constant as q → ∞, which indicates the presence of
critical states, also independent of energy. See [90] for
similar analysis in a simpler model.
Suppose we identify the n’th zero of C(E) at fixed
(kx, φ) = (0, 0):
C(E0n; 0, 0) = 0 (E2)
The dispersion of the n’th band is then determined by
following this zero while varying kx and φ. To linear
order in E − E0n, we have
0 = C(E0n; kx, φ) + (En(kx, φ)− E0n)C ′n (E3)
where C ′n =
∂C
∂E
∣∣
E0n
is a constant independent of the 2D
momenta from Eq. (E1). Rearranging, this implies the
n’th band has dispersion
En(kx, φ) =
−1
C ′n
(−1)q [P (φ)2 − 2P (φ) cos(kxq)]+ En
(E4)
where En is an n-dependent shift independent of mo-
menta. Thus each band has the same shape up to shift
En and scale 1/C
′
n, up to higher order corrections in the
E-dependence of C.
Although the absolute position and scale of each band
depends in a detailed way on the parameters, the ratio of
the bandwidth in the kx and φ directions is independent
of n and therefore easy to compute. The bandwidth in
the kx direction is given by the total variation of the
Eq. E4 at fixed φ.
∆n,kx(φ) = 4|P (φ)|/C ′n (E5)
Maximizing over φ gives,
∆n,kx = 16 (AJ/2)
q
/C ′n (E6)
where we have assumed q even (the result differs by an
unimportant factor of 2 for q odd). Similar elementary
considerations yield the maximum variation in the φ di-
rection at fixed kx,
∆n,φ = 16[(AJ/2)
q + 1/2][(AJ/2)
q]/C ′n (E7)
where again we have assumed q is even. Taking the ratio
of the bandwidths in the kx and φ directions,
r =
∆n,kx
∆n,φ
=
1
(AJ/2)q + 1/2
(E8)
which holds for all bands n.
From Eq. E8, it follows that the incommensurate
TFIM is localized at all energies in the incommensurate
limit (q → ∞) for AJ > 2. The total dispersion in the
kx direction at fixed φ (summed across bands) is expo-
nentially smaller than that in the φ direction at fixed kx.
Since the total 2D variation is upper bounded by a func-
tion that at most increases linearly with q (as each band
has at most O(1) bandwidth), the variation in the φ di-
rection (which is exponentially larger in q than that in the
kx direction) provides the entire contribution as q →∞.
Thus, the total bandwidth in the kx direction goes to zero
exponentially as q →∞, so that the 1D incommensurate
TFIM for AJ > 2 has a pure-point spectrum.
For AJ < 2, the ratio approaches 1 and the variation
of the bands is the same in both the kx and φ direc-
tions. In previously studied models, the 1D spectrum is
critical whenever the ratio remains of O(1) in the incom-
mensurate limit [90]. We conjecture and have confirmed
numerically that this holds for the TFIM as well at J = 0
(ie. that all states are critical at all energies). The coinci-
dence of criticality and the order one ratio of bandwidths
has not been proven mathematically in any model as far
as we are aware.
Appendix F: Evaluation of product of periodic
couplings
In this appendix, we evaluate the expression:
P (φ) ≡
q−1∏
j=0
(J +AJ cos(2pip(j + 1/2)/q + φ)) (F1)
The derivation is identical to that in Appendix A of
Ref. [90]; we include it here for completeness. First, P (φ)
can be re-written as:
P (φ) =
q−1∏
j=0
[
J +
AJ
2
(
ei2pip(j+1/2)/q+iφ+
e−i2pip(j+1/2)/q−iφ
)]
(F2)
The expression is periodic in φ with period 2pi/q as the
addition of 2pi/q to φ yields a permutation of the terms
in the product. Thus, the only terms that survive the
product in Eq. (F2) contain q factors of eiφ or q factors
of e−iφ or equal numbers of factors of eiφ and e−iφ. The
first two cases give:(
AJ
2
)q
(−1)pq(2 cos(qφ)) (F3)
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The φ independent term can be obtained by evaluating
P (φ) minus the term above at φ = 0:
Q =
q−1∏
j=0
[
J +AJ cos
(
2pip(j + 1/2)
q
)]
− 2(−1)pq
(
AJ
2
)q
Rearranging:
Q
(AJ/2)q
+ 2(−1)pq =
q−1∏
j=0
[
2J
AJ
+ 2 cos
(
2pip
q
(
j +
1
2
))]
The RHS is a polynomial in J/AJ with zeros at:
J
AJ
= − cos
(
2pip
q
(
j +
1
2
))
(F4)
for j = 0, . . . , q−1. Using the definition of the Chebyshev
polynomial Tq of order q:
Tq(x) ≡ cos(q arccos(x)), (F5)
we see that Tq(J/AJ) = (−1)pq+1 is a polynomial of J/AJ
with the same zeros as the RHS of Eq. (F4). Thus, the
two must be proportional. Comparing the coefficient of
(J/AJ)
q in the two expressions, we obtain:
Q
(AJ/2)q
+ 2(−1)pq = 2[Tq(J/AJ)− (−1)pq+1] (F6)
⇒ Q = 2
(
AJ
2
)q
Tq(J/AJ) (F7)
Combining this expression with Eq. (F3) gives:
P (φ) = 2
(
AJ
2
)q
(Tq(J/AJ) + (−1)pq cos(qφ)) (F8)
Using (−1)pq = (−1)p+q+1 when p and q are relatively
co-prime, we obtain Eq. (B9).
Appendix G: Ground state symmetry-breaking from
the commensurate analysis
In Appendix F, we evaluated P (φ) =
∏q−1
m=0 Jm+1/2
when the exchange coupling is commensurate with the
underlying lattice at wavenumber Q = 2pip/q. In order to
approach the incommensurate limit, we take p, q →∞ in
such a way that the wavelength 2pi/Q approaches an irra-
tional number (in units of the underlying lattice constant
a = 1). As P (φ) is independent of of the ratio p/q, the
limiting expression is independent of the value of the irra-
tional wavelength 2pi/Q. From the discussion in Sec. III,
the behavior of P (φ) controls the ground state phase dia-
gram: if P (φ) increases (decreases) exponentially with q,
then the system is in the ferromagnetic (paramagnetic)
phase.
From the explicit expressions:
Tq(x) =
{
cos(q arccos(x)) |x| < 1
(x−√x2−1)q+(x+√x2−1)q
2 |x| > 1,
(G1)
the asymptotic forms of P (φ) at large q follow:
P (φ) ∼

(
AJ
2
)q
J < AJ(
J+
√
J2−A2J
2
)q
J > AJ
(G2)
Note that h = 1 in the expression above. Reinstating the
h-dependence, we obtain the boundary between FM and
PM ground states to be at AJ/h = 2 for 0 ≤ J/h ≤ 2
and at J/h +
√
(J/h)2 − (AJ/h)2 = 2 for AJ/h < 2.
Simplifying the latter expression, the critical value of the
exchange coupling is (J/h)c = 1 + (AJ/2h)
2 for AJ/h ≤
2. This is in perfect agreement with Eq. (23).
