Modelling is carried out to map the relationship between the input process parameters and the output response, considered in the machining process. To represent real-world systems of considerable complexity, an artificial neural network (ANN) model is often utilized to replace the mathematical approximation of the relationship. This paper explains the methodological procedure and the outcome of the ANN modelling process. The percentage of SiC in the workpiece material, the product of thermal conductivity and the melting point of the tool material, the pulse on time, and the pulse off time are considered as input parameters, while the material removal rate (MRR), the tool wear rate (TWR), roughness, roundness, taper angle and overcut are considered as output responses. The network is trained initially with one neuron in the hidden layer, i.e.,-a 4-4-6 topology is considered for training. In the subsequent phases, the number of hidden neurons in the hidden layer is increased gradually and then the network is tested with two hidden layers with the same number of hidden neurons in the second hidden layer. A feed forward back propagation neural network model with one hidden layer having 35 neurons is found to be the optimum network model (4-35-35-6). The model has the mean correlation coefficient of 0.92408. 
Modelling of an Artificial Neural Network S. Sivasankar, R. Jeyapaul for Electrical Discharge Machining of Hot Pressed Zirconium Diboride-Silicon Carbide Composites the calculated results and data from the literature was found. Finally annealing of the welded plate to relieve residual stress was simulated numerically. Gjeldum et al. [4] proposed a mathematical model for MRR based on the input parameters such as pulse maximum current, pulse pause time, rotation speed, length of discharge area, and cutting radius.
Rangwala and Dornfeld [15] applied neural networks to integrate information from multiple sensors in order to recognize the occurrence of tool wear in a turning operation. The superior learning and noise suppression abilities of these networks enable high success rates in recognizing tool wear under a range of machining conditions. Tarng et al. [18 and 19] employed back propagation (BP) on the neural networks used for monitoring tool wear and breakage in turning or drilling processes. Cariapa et al. [2] used neural networks in predicting and controlling polishing operations and showed that neural networks with one hidden layer learn faster than those with two hidden layers.
In the electrical discharge machining (EDM) process, both Kao and Tarng [6] and Liu and Tarng [14] employed feed-forward neural networks with hyperbolic tangent functions and adductive networks for the on-line recognition of pulse-types. Based on their results, discharge pulses have been identified and then employed for controlling the EDM machine. Meanwhile, Katz and Naude [8] used back propagation errors in neural networks for improving the geometric shape of EDM products based on the coupling feature design in the EDM process. Tarng et al. [20] utilized a feed forward neural network to associate the cutting parameters with the cutting performance. Subsequently a simulated annealing (SA) algorithm was applied to the neural network to solve the optimal cutting parameters for wire electrical discharge machining (WEDM) process based on a performance index within the allowable working conditions. In this study, the modelling of the effects of pulse on time, pulse off time and tool materials characteristics in the EDM process of ZrB 2 -SiC is carried out using ANNs. The influence of each parameter on machinability behaviour is determined by applying desirability functional analysis (DFA).
Design of experiments
Workpieces of different volume proportions of ZrB 2 and SiC (15, 20, 25 and 30% of SiC with ZrB 2 ) are manufactured using the powder metallurgy technique. Electrodes made of tungsten; niobium, tantalum, graphite and titanium are selected for this study. Electronica small sinker 500 x 300 series machine was used for experimentation. The specification of this machine is max working current -35 A, work table size -500 x 300 mm, Power supply-3 phase, 415 VAC, 50 Hz. The experiment is set as a full factorial experiment. Table 1 gives the details of experimental design. Each tool performs nine operations on a particular workpiece. In total, there are 45 operations conducted on each workpiece. MRR, TWR, roughness, roundness, taper angle and overcut are considered as output responses. EDM condition for the experiment is shown in Table 2 . In this study, five tool materials are selected for experiments. The tools of 2 mm in diameter, made from different materials were fabricated using different techniques like wire cut EDM, diamond grinding and extrusion process. Fig.3.1 shows a photographic image of the tools. ZrB 2 -SiC composites were hot pressed in an organ atmosphere to a disc of 100 mm in diameter and thickness of 5 mm. The temperature during pressing was maintained at 2000°C with a pressure of 30 MPa. The compaction was done for a period of 60 min. The hot pressed disc surfaces did not have uniform surfaces and may have contained graphite particles. In order to overcome that problem, these discs were subjected to the sand blasting process. After that, the discs were subjected to the diamond load grinding to obtain coplanar surfaces. A square block of 65 mm was engraved from the disc using the WEDM process to facilitate the clamping positional accuracy of the hole. Fig.2 shows a square shaped workpiece. 
Output responses
MRR is calculated based on the weight by using equation 1. Machining time was measured using a stop watch.
There are four methods known to evaluate the tool wear rate by means of measuring weight, shape, length, and total volume. In this study, the tool wear rate is evaluated by means of weight measurement (equation 2).
=
Roughness, roundness, taper angle and overcut are measured by means of image processing techniques. The procedure of measuring these parameters is explained by Sivasankar et al [17] .
Back propagation neural network
The back propagation algorithm (BP) has made it possible to design multi-layer neural networks for numerous applications, such as adaptive control, classification of sonar targets, stock market prediction and speech recognition. Also, back propagation neural network (BPNN) has the advantage of quick response and high learning accuracy. Thus, an ANN with the back propagation algorithm has been applied here to model the output responses related to input parameters of the EDM process of ZrB 2 -SiC composites. The algorithm of the back propagation program is shown in Fig. 3 . 
Model description
In the development of a multi-layer neural network model, several decisions regarding the number of neuron(s) in the input layer, the number of hidden layer(s), the number of neuron(s) in the hidden layer(s), and the number of neuron(s) in the output layer and optimum architectures have to be made. Based on the experimental condition, the pulse on time, the pulse off time, the tool material and the vol. % SiC are given as input parameters to the present ANN model. The output parameters are MRR, TWR, roughness, roundness, overcut and taper angle. The input/output dataset of the model is illustrated schematically in Fig. 4 . 
Neural network design and training
The generalization capability of the neural network mainly depends on: (i) the selection of appropriate input/output parameters of the system, (ii) the distribution of the dataset and (iii) the format of the presentation of the dataset to the network. In this study, the total number of experimental results is 180 (45 x 6 = 180 total) datasets among which 150 datasets (more than two-thirds) have been considered for training, and 30 datasets for testing. Before training the network, the input/output datasets were normalized within the range of ± 1.
Data normalization
Higher value input variables may tend to suppress the influence of smaller value ones. To overcome this problem, the neural networks were trained with the normalized input data, leaving it to the network to learn the weights associated with the connections emanating from these inputs. The raw data to be used by neural networks were scaled in the range 1 to +1 to minimize the effects of magnitude between inputs and also to aid the backpropagation of the learning algorithm. The normalized values (X n ) for each raw input/output dataset (d i ) were calculated using equation 3 
where d max and d min are the maximum and the minimum values of raw data. The standard multi-layer feed forward backpropagation hierarchical neural networks were designed in the MATLAB (version 7.10.0) Neural Network Toolbox. The networks consist of three layers: the input, the hidden layer, and the output layer. Now, the designed network has four input neurons and six output neurons. Kumaran et al. (2010) gave a step by step description of how neural network works. In the network, each neuron receives the total input from all of the neurons in the proceeding layer as expressed in equation 4.
where net j is the total or net input,
X is the output of the node j in the nth layer, and n ij W represents the weights from node i in the (n-1)th layer to node j in the nth layer. A neuron in the network produces its input by processing the net input through an activation (transfer) function which is usually nonlinear. There are several types of activation functions used for BP. However, the most often used function is the tan-sigmoid transfer function which is assigned to hidden layer(s) for processing the inputs as in the equation shown below (equation 5). Purelin is a transfer function calculating the output of a hidden layer from its net input which is assigned to the output layer as in equation 6 .
The weights are dynamically updated using the BP algorithm. The network has been trained with the Levenberg-Marquardt algorithm. This training algorithm is selected due to its high accuracy in a similar function approximation. In order to estimate the performance of the network, the mean square error (MSE), which is obtained using equation 7, has been used.
where d pk and o pk are the desired and the calculated output for the k th response, respectively. The 'k' denotes the number of neurons in the network output and 'p' is the total number of instances (epochs). The number of iterations (epochs) to be executed is an important parameter in the case of the BPNN training. After training, the network has been denormalized and compared with the experimental data. The denormalized values (x i ) for each raw output dataset was calculated as per equation 8.
where d max and d min are the maximum and minimum values of raw data. For testing the prediction ability of the model, the prediction error (PE) in each output node has been calculated as per equation 9 .In order to determine the optimal architecture, the
mean PE is calculated for converged architectures, and the one that shows a higher correlation coefficient value and the minimum average PE is selected as the optimal architecture. PE % = × 100 ( 9 )
Testing and performance of the BPNN model
An ANN with the BPNN algorithm has been adopted here for modelling. The optimization of the layer and the number of neurons in the network is done by evaluating the performance of different architectures. Twenty five different architectures are evaluated and the best performance architecture is the one with four layers with 4-35-35-6 neurons in the layers. The performance capability of each network has been examined based on the correlation coefficient and the convergence of entire dataset within a specified error range between the network predictions and the experimental values using the test and the entire dataset. In order to determine the optimum structure of neural network, the rate of error convergence is checked by changing the number of hidden neurons and the number of hidden layers. In Table 3 , one can note that the network with 35 neurons in each hidden layer has produced the best performance for each of the output parameters (4-35-35-6), because the mean correlation observed is high (92.408%). The correlation coefficient (R) for each response is calculated by using the following equation (10) 
n xy x y R n x x n y y Based on the optimized network parameters, an ANN model has been developed to predict the machinability behaviour of ZrB 2 -SiC composite in terms of MRR, TWR, roughness, roundness, taper angle and overcut. Table 3 shows the performance value and the status of convergence of different networks architectures. Out of the 25 networks, the 4-35-35-6 architecture shows better performance than all other networks. The architectures, with more than 40 neurons in the hidden layers also show lower performance values than the 4-35-35-6 network architecture. The performance capability of the converged network has been examined based on the correlation coefficient of the entire dataset within a specified error range between the network predictions and the experimental values using the test and the entire dataset. The results obtained for the architecture are shown in Table 4 .The actual values of the tested values of the response are shown in Table 5 , while the predicted values of the optimal network (4-35-35-6) and the prediction error from the experimental results are shown in Table 6 . The mean prediction error obtained for the entire dataset by means of optimal network was 2.14 percent. Desirability value corresponding to each tool, pulse on time, pulse off time and workpiece. This plot shows that GR is the best tool and the workpiece with 25% SiC is the best workpiece. This plot also shows that the pulse on time of 7μs and the pulse off time of 1μs are the best values. 
Conclusion
DFA confirmed that all the tools, except tantalum, produce a better MRR with the workpiece of 30 vol. % of SiC. Tantalum produces a higher MRR with the workpiece of 25 vol. % of SiC. Graphite produces a higher MRR with all the workpieces. After graphite, niobium produces the second highest MRR. The feed forward neural network is trained with data samples using the standard back propagation algorithm. Percentage of SiC in the workpiece material, the product of thermal conductivity and the melting point of the tool material, the pulse on time and the pulse off time are considered as input parameters while MRR, TWR, roughness, roundness, taper angle and overcut are considered as output responses. Using input/output data of the experiments, the model is trained and tested. The network consists of one input layer with four neurons representing the four input parameters and one output layer with six output neurons indicating the six output parameters. The weights are randomly generated for the first iteration. The network is trained using the Levenberg -Marquardt algorithm. The network is trained initially with one neuron in the hidden layer i.e., the 4-4-6 topology is considered for training. The feed forward back propagation neural network model with one hidden layer having 35 neurons is found to be the optimum network model (4-35-35-6) . It has the mean correlation coefficient of 0.92408.
