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Abstract— How to steer a given joint state probability density
function to another over finite horizon subject to a controlled
stochastic dynamics with hard state (sample path) constraints?
In applications, state constraints may encode safety require-
ments such as obstacle avoidance. In this paper, we perform
the feedback synthesis for minimum control effort density
steering (a.k.a. Schro¨dinger bridge) problem subject to state
constraints. We extend the theory of Schro¨dinger bridges to
account the reflecting boundary conditions for the sample
paths, and provide a computational framework building on
our previous work on proximal recursions, to solve the same.
I. INTRODUCTION
We consider finite horizon feedback steering of an en-
semble of trajectories subject to a controlled stochastic dif-
ferential equation (SDE) with endpoint joint state probability
density function (PDF) constraints – a topic of growing inter-
est in the systems-control literature. Motivating applications
include belief space motion planning for vehicular auton-
omy, and the steering of robotic or biological swarms via
decentralized feedback. While early contributions focused
on the covariance control [1]–[3], more recent papers [4]–
[6] addressed the optimal feedback synthesis for steering
an arbitrary prescribed initial joint state PDF to another
prescribed terminal joint state PDF subject to controlled
linear dynamics, and revealed the connections between the
associated stochastic optimal control problem, the theory
of optimal mass transport [7], and the Schro¨dinger bridge
[8], [9]. Follow up works have accounted terminal cost
[10], input constraints [11], [12], output feedback [13], and
some nonlinear dynamics [14]–[16]. As for the state or path
constraints, prior work [17] incorporated the same in soft
probabilistic sense. The contribution of the present paper is
to account hard deterministic path constraints in the problem
of minimum effort finite horizon PDF steering via feedback
synthesis. This can be intuitively phrased as the “hard safety
with soft endpoint” problem.
The main idea underlying the ensuing development is
to modify the unconstrained Itoˆ SDEs to the “reflected Itoˆ
SDEs” [18]–[21], i.e., the controlled sample paths in the state
space (in addition to the control-affine deterministic drift) are
driven by two stochastic processes: a Wiener process, and a
local time stochastic process. The latter enforces the sample
paths in the state space to satisfy the deterministic non-
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strict1 path containment constraints at all times. These con-
siderations engender a Schro¨dinger bridge-like formulation–
referred hereafter as the Reflected Schro¨dinger Bridge Prob-
lem (RSBP)–which unlike its classical counterpart, has extra
boundary conditions involving the gradients of the so-called
Schro¨dinger factors. We show how recent developments in
contraction mapping w.r.t. the Hilbert metric, and the proxi-
mal recursion over the Schro¨dinger factors can be harnessed
to solve the RSBP.
II. REFLECTED SCHRO¨DINGER BRIDGE PROBLEM
A. Formulation
Consider a connected, smooth2 and bounded domain X ⊂
Rn. Let X := X ∪ ∂X denote the closure of X . For time
t ∈ [0, 1], consider the stochastic control problem
inf
u∈U
E
{∫ 1
0
1
2
‖u(t,xut )‖22 dt
}
(1a)
subject to dxut = f(t,x
u
t ) dt+ u(t,x
u
t ) dt
+
√
2θ dwt + n(x
u
t )dγt, (1b)
xu0 := x
u
t (t = 0) ∼ ρ0, xu1 := xut (t = 1) ∼ ρ1, (1c)
where wt is the standard Wiener process in Rn, the con-
trolled state xut ∈ X , and the endpoint joint state PDFs
ρ0, ρ1 are prescribed3 such that their supports are in X , both
are everywhere nonnegative, have finite second moments,
and
∫
ρ0 =
∫
ρ1 = 1. The parameter θ > 0 is referred
to as the thermodynamic temperature, and the expectation
operator E{·} in (1a) is w.r.t. the law of the controlled
state xut . The set U consists of all admissible feedback
policies u(t,xut ), given by U := {u : [0, 1] × X 7→ Rn |
‖u‖22 < ∞,u(t, ·) ∈ Lipschitz
(X ) for all t ∈ [0, 1]}. We
assume that the prior drift vector field f is bounded Borel
measurable in (t,xut ) ∈ [0, 1]×X , and Lipschitz continuous
w.r.t. xut ∈ X . The vector field n is set to be the inward
unit normal to the boundary ∂X , and gives the direction
of reflection. Furthermore, for t ∈ [0, 1], γt is minimal
local time: a continuous, non-negative and non-decreasing
stochastic process [22]–[24] that restricts xut to the domain
X , with γ0 ≡ 0. Specifically, letting 1{} denote the indicator
function of the subscripted set, we have
γt =
∫ t
0
1{xus ∈∂X} dγs,
∫ 1
0
1{xut /∈∂X} dγt = 0, (2)
1There is no loss of generality in allowing the sample paths to satisfy
non-strict path containment in given X ⊂ Rn since strict containment can
be enforced by reflecting them from -inner boundary layer of ∂X for 
small enough.
2More precisely, there exists ξ ∈ C2b (Rn) such that X ≡ {x ∈ Rn |
ξ(x) > 0} with boundary ∂X ≡ {x ∈ Rn | ξ(x) = 0}.
3The notation x ∼ ρ means that the random vector x has joint PDF ρ.
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which is to say that the process γt only increases at times
t ∈ [0, 1] when xut hits the boundary, i.e., when xut ∈ ∂X .
Thus, (1b) is a controlled reflected SDE, and the tuple
(xut , γt) solves the Skorokhod problem [25]–[27]. We point
the readers to [20] for the proof of existence and uniqueness
of solutions to (1b) under the stated regularity assumptions.
To formalize the probabilistic setting of the problem at
hand, let Ω be the space of continuous functions ω : [0, 1] 7→
X . We view Ω as a complete separable metric space endowed
with the topology of uniform convergence on compact time
intervals. With Ω, we associate the σ-algebra F = σ{ω(s) |
0 ≤ s ≤ 1}. Consider the complete filtered probability space
(Ω,F ,P) with filtration Ft = σ{ω(s) | 0 ≤ s ≤ t ≤ 1}
wherein “complete” means that F0 contains all P-null sets,
and Ft is right continuous. The processes wt, xut (for a
given feedback policy u) and γt are Ft-adapted (i.e., non-
anticipating) for t ∈ [0, 1]. In (1c), the random vectors xu0
and xu1 are respectively F0-measurable and F1-measurable.
Denote the Euclidean gradient operator as ∇, the inner
product as 〈·, ·〉, and the Laplacian as ∆. Letting
L := θ∆ + 〈f + u,∇〉,
the law of the sample path of (1b) can be characterized [28]
as follows: for each x ∈ X , there is a unique probability
measure Pµx on Ω such that (i) Pµx (xut (t = 0) = x) = 1, (ii)
for any φ ∈ C1,2c
(
[0, 1];X ) whose inner normal derivative
on ∂X is nonnegative,
φ(t,xut )−
∫ t
0
(
∂φ
∂s
+ Lφ
)
(s,xus ) ds
is Pµx-submartingale, and (iii) there is a continuous, nonneg-
ative, nondecreasing stochastic process γt satisfying (2). As
a consequence [28, p. 196] of this characterization it follows
that the process xut is Feller continuous and strongly Markov.
In particular, the measure-valued trajectory Pµ(t)xut comprises
of absolutely continuous measures w.r.t. Lebesgue measure.
The objective in problem (1) is to perform the minimum
control effort steering of the given initial state PDF ρ0 at
t = 0 to the given terminal state PDF ρ1 at t = 1 subject
to the controlled sample path dynamics (1b). In other words,
the data of the problem consists of the domain X , the prior
dynamics data f , θ, and the two endpoint PDFs ρ0, ρ1.
Formally, we can transcribe (1) into the following varia-
tional problem [29]:
inf
(ρ,u)∈P2(X )×U
∫ 1
0
∫
X
1
2
‖u(t,xut )‖22 ρ(t,xut ) dxut dt (3a)
subject to
∂ρ
∂t
+∇ · (ρ(u + f)) = θ∆ρ, (3b)
〈−(u + f)ρ+ θ∇ρ,n〉∣∣
∂X = 0, (3c)
ρ(0,xut ) = ρ0, ρ(1,x
u
t ) = ρ1, (3d)
where a PDF-valued curve ρ(t, ·) ∈ P2(X ) if for each
t ∈ [0, 1], the PDF ρ is supported on X , and has finite
second moment. In this paper, we will not focus on the rather
technical direction of establishing the existence of minimizer
for (3), which can be pursued along the lines of [7, p.
243–245]. Instead, we will formally derive the conditions of
optimality, convert them to the so-called Schro¨dinger system,
and argue the existence-uniqueness of solutions for the same.
B. Necessary Conditions of Optimality
The following result summarizes how the optimal pair
(ρopt,uopt) for problem (3) can be obtained.
Theorem 1 (Optimal control and optimal state PDF):
A pair (ρopt,uopt) solving the variational problem (3) must
satisfy the system of coupled nonlinear PDEs:
∂ρopt
∂t
+∇ · (ρopt(∇ψ + f)) = θ∆ρopt, (4a)
∂ψ
∂t
+
1
2
‖∇ψ‖22 + 〈∇ψ,f〉 = −θ∆ψ, (4b)
where
uopt(t, ·) = ∇ψ(t, ·), (5)
subject to the boundary conditions
〈∇ψ,n〉∣∣
∂X = 0, for all t ∈ [0, 1], (6a)
ρopt(0, ·) = ρ0, ρopt(1, ·) = ρ1, (6b)
〈ρopt(∇ψ + f)− θ∇ρopt,n〉∣∣
∂X = 0, for all t ∈ [0, 1].
(6c)
The PDE (4a) is a controlled Fokker-Planck-Kolmogorov
(FPK) equation, and (4b) is a Hamilton-Jacobi-Bellman
(HJB) equation. Because the equations (4a)-(4b) have one
way coupling, and the boundary conditions (6a)-(6c) are
atypical, solving (4) is a challenging task in general. In
the following, we show that it is possible to transform
the coupled nonlinear system (4) into a boundary coupled
linear system of PDEs which we refer to as the Schro¨dinger
system. We will see that the resulting system paves way
to a computational pipeline for solving the density steering
problem with path constraints.
C. Schro¨dinger System
We now apply the Hopf-Cole transform [30], [31] to the
system of nonlinear PDEs (4).
Theorem 2 (Schro¨dinger system): Given the data
X ,f , θ, ρ0, ρ1 for problem (3), consider the Hopf-Cole
transform (ρopt, ψ) 7→ (ϕ, ϕˆ) given by
ϕ(t, ·) := exp (ψ(t, ·)/2θ) , (7a)
ϕˆ(t, ·) := ρopt(t, ·) exp (−ψ(t, ·)/2θ) , (7b)
applied to (4) where t ∈ [0, 1]. For k ∈ {0, 1}, introduce the
notation ϕk := ϕ(k, ·), ϕˆk := ϕˆ(k, ·). Then the pair (ϕ, ϕˆ)
satisfies the system of linear PDEs
∂ϕ
∂t
= −〈∇ϕ,f〉 − θ∆ϕ, (8a)
∂ϕˆ
∂t
= −∇ · (f ϕˆ) + θ∆ϕˆ, (8b)
subject to the boundary conditions
ϕ0ϕˆ0 = ρ0, ϕ1ϕˆ1 = ρ1, (9a)
〈∇ϕ,n〉∣∣
∂X = 〈f ϕˆ− θ∇ϕˆ,n〉
∣∣
∂X = 0. (9b)
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'1(x)
<latexit sha1_base64="QbO/vScJNtdbWFAlSJpM2nrQudY="> AAACAnicbVDLSgMxFM3UV62vUVfiJliEuikzIuiy6MZlBfuAdhgymUwbmkmGJFMsQ3Hjr7hxoYhbv8Kdf2OmnYW2Hgg5nHMv994TJI wq7TjfVmlldW19o7xZ2dre2d2z9w/aSqQSkxYWTMhugBRhlJOWppqRbiIJigNGOsHoJvc7YyIVFfxeTxLixWjAaUQx0kby7aP+GMlk SH231g8EC9UkNl/2MD3z7apTd2aAy8QtSBUUaPr2Vz8UOI0J15ghpXquk2gvQ1JTzMi00k8VSRAeoQHpGcpRTJSXzU6YwlOjhDAS0j yu4Uz93ZGhWOW7mcoY6aFa9HLxP6+X6ujKyyhPUk04ng+KUga1gHkeMKSSYM0mhiAsqdkV4iGSCGuTWsWE4C6evEza53XXqbt3F9XG dRFHGRyDE1ADLrgEDXALmqAFMHgEz+AVvFlP1ov1bn3MS0tW0XMI/sD6/AFsIZdv</latexit><latexit sha1_base64="QbO/vScJNtdbWFAlSJpM2nrQudY="> AAACAnicbVDLSgMxFM3UV62vUVfiJliEuikzIuiy6MZlBfuAdhgymUwbmkmGJFMsQ3Hjr7hxoYhbv8Kdf2OmnYW2Hgg5nHMv994TJI wq7TjfVmlldW19o7xZ2dre2d2z9w/aSqQSkxYWTMhugBRhlJOWppqRbiIJigNGOsHoJvc7YyIVFfxeTxLixWjAaUQx0kby7aP+GMlk SH231g8EC9UkNl/2MD3z7apTd2aAy8QtSBUUaPr2Vz8UOI0J15ghpXquk2gvQ1JTzMi00k8VSRAeoQHpGcpRTJSXzU6YwlOjhDAS0j yu4Uz93ZGhWOW7mcoY6aFa9HLxP6+X6ujKyyhPUk04ng+KUga1gHkeMKSSYM0mhiAsqdkV4iGSCGuTWsWE4C6evEza53XXqbt3F9XG dRFHGRyDE1ADLrgEDXALmqAFMHgEz+AVvFlP1ov1bn3MS0tW0XMI/sD6/AFsIZdv</latexit><latexit sha1_base64="QbO/vScJNtdbWFAlSJpM2nrQudY="> AAACAnicbVDLSgMxFM3UV62vUVfiJliEuikzIuiy6MZlBfuAdhgymUwbmkmGJFMsQ3Hjr7hxoYhbv8Kdf2OmnYW2Hgg5nHMv994TJI wq7TjfVmlldW19o7xZ2dre2d2z9w/aSqQSkxYWTMhugBRhlJOWppqRbiIJigNGOsHoJvc7YyIVFfxeTxLixWjAaUQx0kby7aP+GMlk SH231g8EC9UkNl/2MD3z7apTd2aAy8QtSBUUaPr2Vz8UOI0J15ghpXquk2gvQ1JTzMi00k8VSRAeoQHpGcpRTJSXzU6YwlOjhDAS0j yu4Uz93ZGhWOW7mcoY6aFa9HLxP6+X6ujKyyhPUk04ng+KUga1gHkeMKSSYM0mhiAsqdkV4iGSCGuTWsWE4C6evEza53XXqbt3F9XG dRFHGRyDE1ADLrgEDXALmqAFMHgEz+AVvFlP1ov1bn3MS0tW0XMI/sD6/AFsIZdv</latexit><latexit sha1_base64="QbO/vScJNtdbWFAlSJpM2nrQudY="> AAACAnicbVDLSgMxFM3UV62vUVfiJliEuikzIuiy6MZlBfuAdhgymUwbmkmGJFMsQ3Hjr7hxoYhbv8Kdf2OmnYW2Hgg5nHMv994TJI wq7TjfVmlldW19o7xZ2dre2d2z9w/aSqQSkxYWTMhugBRhlJOWppqRbiIJigNGOsHoJvc7YyIVFfxeTxLixWjAaUQx0kby7aP+GMlk SH231g8EC9UkNl/2MD3z7apTd2aAy8QtSBUUaPr2Vz8UOI0J15ghpXquk2gvQ1JTzMi00k8VSRAeoQHpGcpRTJSXzU6YwlOjhDAS0j yu4Uz93ZGhWOW7mcoY6aFa9HLxP6+X6ujKyyhPUk04ng+KUga1gHkeMKSSYM0mhiAsqdkV4iGSCGuTWsWE4C6evEza53XXqbt3F9XG dRFHGRyDE1ADLrgEDXALmqAFMHgEz+AVvFlP1ov1bn3MS0tW0XMI/sD6/AFsIZdv</latexit>
'0(x)
<latexit sha1_base64="LeNO h5qvcz75kohfCkFT6cbnSds=">AAACAnicbVDLSgMxFM3UV62vU VfiJliEuikzIuiy6MZlBfuAdhgymUwbmkmGJFMsQ3Hjr7hxoYhb v8Kdf2OmnYW2Hgg5nHMv994TJIwq7TjfVmlldW19o7xZ2dre2d2 z9w/aSqQSkxYWTMhugBRhlJOWppqRbiIJigNGOsHoJvc7YyIVFf xeTxLixWjAaUQx0kby7aP+GMlkSH2n1g8EC9UkNl/2MD3z7apTd 2aAy8QtSBUUaPr2Vz8UOI0J15ghpXquk2gvQ1JTzMi00k8VSRAeo QHpGcpRTJSXzU6YwlOjhDAS0jyu4Uz93ZGhWOW7mcoY6aFa9HLx P6+X6ujKyyhPUk04ng+KUga1gHkeMKSSYM0mhiAsqdkV4iGSCGu TWsWE4C6evEza53XXqbt3F9XGdRFHGRyDE1ADLrgEDXALmqAFMH gEz+AVvFlP1ov1bn3MS0tW0XMI/sD6/AFqjZdu</latexit><latexit sha1_base64="LeNO h5qvcz75kohfCkFT6cbnSds=">AAACAnicbVDLSgMxFM3UV62vU VfiJliEuikzIuiy6MZlBfuAdhgymUwbmkmGJFMsQ3Hjr7hxoYhb v8Kdf2OmnYW2Hgg5nHMv994TJIwq7TjfVmlldW19o7xZ2dre2d2 z9w/aSqQSkxYWTMhugBRhlJOWppqRbiIJigNGOsHoJvc7YyIVFf xeTxLixWjAaUQx0kby7aP+GMlkSH2n1g8EC9UkNl/2MD3z7apTd 2aAy8QtSBUUaPr2Vz8UOI0J15ghpXquk2gvQ1JTzMi00k8VSRAeo QHpGcpRTJSXzU6YwlOjhDAS0jyu4Uz93ZGhWOW7mcoY6aFa9HLx P6+X6ujKyyhPUk04ng+KUga1gHkeMKSSYM0mhiAsqdkV4iGSCGu TWsWE4C6evEza53XXqbt3F9XGdRFHGRyDE1ADLrgEDXALmqAFMH gEz+AVvFlP1ov1bn3MS0tW0XMI/sD6/AFqjZdu</latexit><latexit sha1_base64="LeNO h5qvcz75kohfCkFT6cbnSds=">AAACAnicbVDLSgMxFM3UV62vU VfiJliEuikzIuiy6MZlBfuAdhgymUwbmkmGJFMsQ3Hjr7hxoYhb v8Kdf2OmnYW2Hgg5nHMv994TJIwq7TjfVmlldW19o7xZ2dre2d2 z9w/aSqQSkxYWTMhugBRhlJOWppqRbiIJigNGOsHoJvc7YyIVFf xeTxLixWjAaUQx0kby7aP+GMlkSH2n1g8EC9UkNl/2MD3z7apTd 2aAy8QtSBUUaPr2Vz8UOI0J15ghpXquk2gvQ1JTzMi00k8VSRAeo QHpGcpRTJSXzU6YwlOjhDAS0jyu4Uz93ZGhWOW7mcoY6aFa9HLx P6+X6ujKyyhPUk04ng+KUga1gHkeMKSSYM0mhiAsqdkV4iGSCGu TWsWE4C6evEza53XXqbt3F9XGdRFHGRyDE1ADLrgEDXALmqAFMH gEz+AVvFlP1ov1bn3MS0tW0XMI/sD6/AFqjZdu</latexit><latexit sha1_base64="LeNO h5qvcz75kohfCkFT6cbnSds=">AAACAnicbVDLSgMxFM3UV62vU VfiJliEuikzIuiy6MZlBfuAdhgymUwbmkmGJFMsQ3Hjr7hxoYhb v8Kdf2OmnYW2Hgg5nHMv994TJIwq7TjfVmlldW19o7xZ2dre2d2 z9w/aSqQSkxYWTMhugBRhlJOWppqRbiIJigNGOsHoJvc7YyIVFf xeTxLixWjAaUQx0kby7aP+GMlkSH2n1g8EC9UkNl/2MD3z7apTd 2aAy8QtSBUUaPr2Vz8UOI0J15ghpXquk2gvQ1JTzMi00k8VSRAeo QHpGcpRTJSXzU6YwlOjhDAS0jyu4Uz93ZGhWOW7mcoY6aFa9HLx P6+X6ujKyyhPUk04ng+KUga1gHkeMKSSYM0mhiAsqdkV4iGSCGu TWsWE4C6evEza53XXqbt3F9XGdRFHGRyDE1ADLrgEDXALmqAFMH gEz+AVvFlP1ov1bn3MS0tW0XMI/sD6/AFqjZdu</latexit>
⇢0(x)↵ '0(x)
<latexit sha1 _base64="FbkjYDujoRUn8oYlt kBgjKzsHhA=">AAACIHicbVC7 TsMwFHXKq5RXgJHFokIqS5UgpD JWsDAWiT6kJoocx2msOnFkOxV V1E9h4VdYGEAINvganDYDtBzJ8 tE599r3Hj9lVCrL+jIqa+sbm1v V7drO7t7+gXl41JM8E5h0MWdc DHwkCaMJ6SqqGBmkgqDYZ6Tvj2 8Kvz8hQlKe3KtpStwYjRIaUoy Uljyz5YiIe1bD8TkL5DTWV/4wO 3e4ZEhG0JkgkUZ0tcAz61bTmg OuErskdVCi45mfTsBxFpNEYf20 HNpWqtwcCUUxI7Oak0mSIjxGI zLUNEExkW4+X3AGz7QSwJALfRI F5+rvjhzFsphNV8ZIRXLZK8T/ vGGmwis3p0maKZLgxUdhxqDisE gLBlQQrNhUE4QF1bNCHCGBsNKZ 1nQI9vLKq6R30bStpn13WW9fl 3FUwQk4BQ1ggxZog1vQAV2AwSN 4Bq/gzXgyXox342NRWjHKnmPw B8b3DxZfpCg=</latexit><latexit sha1 _base64="FbkjYDujoRUn8oYlt kBgjKzsHhA=">AAACIHicbVC7 TsMwFHXKq5RXgJHFokIqS5UgpD JWsDAWiT6kJoocx2msOnFkOxV V1E9h4VdYGEAINvganDYDtBzJ8 tE599r3Hj9lVCrL+jIqa+sbm1v V7drO7t7+gXl41JM8E5h0MWdc DHwkCaMJ6SqqGBmkgqDYZ6Tvj2 8Kvz8hQlKe3KtpStwYjRIaUoy Uljyz5YiIe1bD8TkL5DTWV/4wO 3e4ZEhG0JkgkUZ0tcAz61bTmg OuErskdVCi45mfTsBxFpNEYf20 HNpWqtwcCUUxI7Oak0mSIjxGI zLUNEExkW4+X3AGz7QSwJALfRI F5+rvjhzFsphNV8ZIRXLZK8T/ vGGmwis3p0maKZLgxUdhxqDisE gLBlQQrNhUE4QF1bNCHCGBsNKZ 1nQI9vLKq6R30bStpn13WW9fl 3FUwQk4BQ1ggxZog1vQAV2AwSN 4Bq/gzXgyXox342NRWjHKnmPw B8b3DxZfpCg=</latexit><latexit sha1 _base64="FbkjYDujoRUn8oYlt kBgjKzsHhA=">AAACIHicbVC7 TsMwFHXKq5RXgJHFokIqS5UgpD JWsDAWiT6kJoocx2msOnFkOxV V1E9h4VdYGEAINvganDYDtBzJ8 tE599r3Hj9lVCrL+jIqa+sbm1v V7drO7t7+gXl41JM8E5h0MWdc DHwkCaMJ6SqqGBmkgqDYZ6Tvj2 8Kvz8hQlKe3KtpStwYjRIaUoy Uljyz5YiIe1bD8TkL5DTWV/4wO 3e4ZEhG0JkgkUZ0tcAz61bTmg OuErskdVCi45mfTsBxFpNEYf20 HNpWqtwcCUUxI7Oak0mSIjxGI zLUNEExkW4+X3AGz7QSwJALfRI F5+rvjhzFsphNV8ZIRXLZK8T/ vGGmwis3p0maKZLgxUdhxqDisE gLBlQQrNhUE4QF1bNCHCGBsNKZ 1nQI9vLKq6R30bStpn13WW9fl 3FUwQk4BQ1ggxZog1vQAV2AwSN 4Bq/gzXgyXox342NRWjHKnmPw B8b3DxZfpCg=</latexit><latexit sha1 _base64="FbkjYDujoRUn8oYlt kBgjKzsHhA=">AAACIHicbVC7 TsMwFHXKq5RXgJHFokIqS5UgpD JWsDAWiT6kJoocx2msOnFkOxV V1E9h4VdYGEAINvganDYDtBzJ8 tE599r3Hj9lVCrL+jIqa+sbm1v V7drO7t7+gXl41JM8E5h0MWdc DHwkCaMJ6SqqGBmkgqDYZ6Tvj2 8Kvz8hQlKe3KtpStwYjRIaUoy Uljyz5YiIe1bD8TkL5DTWV/4wO 3e4ZEhG0JkgkUZ0tcAz61bTmg OuErskdVCi45mfTsBxFpNEYf20 HNpWqtwcCUUxI7Oak0mSIjxGI zLUNEExkW4+X3AGz7QSwJALfRI F5+rvjhzFsphNV8ZIRXLZK8T/ vGGmwis3p0maKZLgxUdhxqDisE gLBlQQrNhUE4QF1bNCHCGBsNKZ 1nQI9vLKq6R30bStpn13WW9fl 3FUwQk4BQ1ggxZog1vQAV2AwSN 4Bq/gzXgyXox342NRWjHKnmPw B8b3DxZfpCg=</latexit>
Z
with b.c. hf 'ˆ  ✓r'ˆ,ni  
@X = 0
<latexit sha1_base64="P4Y/ ohEzN8dQ2XR7bSUDF3TnKko=">AAACiHicbVFba9RAFJ5EqzXet vroy+AiCGpIpNIqCKW++FjBbRd2luVkdrIZOpcwc1JZxvkt/iff /Dcm2xV68bycj+8791O1Snosij9Jeufuzr37uw+yh48eP3k62nt 26m3nuJhwq6ybVuCFkkZMUKIS09YJ0JUSZ9X5l0E/uxDOS2u+47 oVcw0rI2vJAXtqMfrFpEEamNPhh8SGsk+0ynkeI6NMgVkpQVll1 dKvde9CHVkDGNgFuLaR8R3DRiDQjBmoFNBr4turiSZS5v7Vk6ufi 8BacChBMQ3YcFBhGiP9PJSyToOqrcFQxMVoXOTFxuhtUG7BmGzt ZDH6zZaWd1oY5Aq8n5VFi/Mw9OJKxIx1XrTAz2ElZj00oIWfh80 hI33VM0taW0eH9nTDXs0IoP2wUB85TO1vagP5P23WYX04D9K0HQ rDLxvVnaJo6fAVupROcFTrHgB3sp+V8gYccOx/l/VHKG+ufBucv s/LIi+/7Y+Pjrfn2CUvyEvympTkgByRr+SETAhPdpI3yX7yIc3S Ij1IP16Gpsk25zm5ZunxX5lpxtE=</latexit><latexit sha1_base64="P4Y/ ohEzN8dQ2XR7bSUDF3TnKko=">AAACiHicbVFba9RAFJ5EqzXet vroy+AiCGpIpNIqCKW++FjBbRd2luVkdrIZOpcwc1JZxvkt/iff /Dcm2xV68bycj+8791O1Snosij9Jeufuzr37uw+yh48eP3k62nt 26m3nuJhwq6ybVuCFkkZMUKIS09YJ0JUSZ9X5l0E/uxDOS2u+47 oVcw0rI2vJAXtqMfrFpEEamNPhh8SGsk+0ynkeI6NMgVkpQVll1 dKvde9CHVkDGNgFuLaR8R3DRiDQjBmoFNBr4turiSZS5v7Vk6ufi 8BacChBMQ3YcFBhGiP9PJSyToOqrcFQxMVoXOTFxuhtUG7BmGzt ZDH6zZaWd1oY5Aq8n5VFi/Mw9OJKxIx1XrTAz2ElZj00oIWfh80 hI33VM0taW0eH9nTDXs0IoP2wUB85TO1vagP5P23WYX04D9K0HQ rDLxvVnaJo6fAVupROcFTrHgB3sp+V8gYccOx/l/VHKG+ufBucv s/LIi+/7Y+Pjrfn2CUvyEvympTkgByRr+SETAhPdpI3yX7yIc3S Ij1IP16Gpsk25zm5ZunxX5lpxtE=</latexit><latexit sha1_base64="P4Y/ ohEzN8dQ2XR7bSUDF3TnKko=">AAACiHicbVFba9RAFJ5EqzXet vroy+AiCGpIpNIqCKW++FjBbRd2luVkdrIZOpcwc1JZxvkt/iff /Dcm2xV68bycj+8791O1Snosij9Jeufuzr37uw+yh48eP3k62nt 26m3nuJhwq6ybVuCFkkZMUKIS09YJ0JUSZ9X5l0E/uxDOS2u+47 oVcw0rI2vJAXtqMfrFpEEamNPhh8SGsk+0ynkeI6NMgVkpQVll1 dKvde9CHVkDGNgFuLaR8R3DRiDQjBmoFNBr4turiSZS5v7Vk6ufi 8BacChBMQ3YcFBhGiP9PJSyToOqrcFQxMVoXOTFxuhtUG7BmGzt ZDH6zZaWd1oY5Aq8n5VFi/Mw9OJKxIx1XrTAz2ElZj00oIWfh80 hI33VM0taW0eH9nTDXs0IoP2wUB85TO1vagP5P23WYX04D9K0HQ rDLxvVnaJo6fAVupROcFTrHgB3sp+V8gYccOx/l/VHKG+ufBucv s/LIi+/7Y+Pjrfn2CUvyEvympTkgByRr+SETAhPdpI3yX7yIc3S Ij1IP16Gpsk25zm5ZunxX5lpxtE=</latexit><latexit sha1_base64="P4Y/ ohEzN8dQ2XR7bSUDF3TnKko=">AAACiHicbVFba9RAFJ5EqzXet vroy+AiCGpIpNIqCKW++FjBbRd2luVkdrIZOpcwc1JZxvkt/iff /Dcm2xV68bycj+8791O1Snosij9Jeufuzr37uw+yh48eP3k62nt 26m3nuJhwq6ybVuCFkkZMUKIS09YJ0JUSZ9X5l0E/uxDOS2u+47 oVcw0rI2vJAXtqMfrFpEEamNPhh8SGsk+0ynkeI6NMgVkpQVll1 dKvde9CHVkDGNgFuLaR8R3DRiDQjBmoFNBr4turiSZS5v7Vk6ufi 8BacChBMQ3YcFBhGiP9PJSyToOqrcFQxMVoXOTFxuhtUG7BmGzt ZDH6zZaWd1oY5Aq8n5VFi/Mw9OJKxIx1XrTAz2ElZj00oIWfh80 hI33VM0taW0eH9nTDXs0IoP2wUB85TO1vagP5P23WYX04D9K0HQ rDLxvVnaJo6fAVupROcFTrHgB3sp+V8gYccOx/l/VHKG+ufBucv s/LIi+/7Y+Pjrfn2CUvyEvympTkgByRr+SETAhPdpI3yX7yIc3S Ij1IP16Gpsk25zm5ZunxX5lpxtE=</latexit>
Z
with b.c. hr',ni  
@X = 0
<latexit sha1_base64="gf/w /zUBscBa3tEtDbRtPl9hZrQ=">AAACXnicbVFNaxRBEO0ZNSYTY 1a9BLwULoIHGWaCoASEoBePCbjJwvay1PT27Dbpj6G7J2Fp5096 Ey/+FHs2c4iJ79KPV6+oqtdVI4XzRfErSR89frLzdHcv23928Px w9OLlhTOtZXzCjDR2WqHjUmg+8cJLPm0sR1VJflldfe3rl9fcOm H0d79p+FzhSotaMPRRWoxaKrSHQK0KN8KvgZ5AlbO86yhQiXolO VCNlUSg12ibtXhPKyOXbqPiE3QH1A6uSqx+LAJt0HqBkir0a4YyT LsOPkNGtbEKZW20D0W3GI2LvNgCHpJyIGMy4Gwx+kmXhrWKa88k Ojcri8bPQz+LSd5ltHW8QXaFKz6LVKPibh628XTwNipLqI2Ffjx s1bsdAZXrD4rOfmt3v9aL/6vNWl9/mgehm9ZzzW4H1a0Eb6DPGp bCcublJhJkVsRdga3RIvPxR7IYQnn/5Ifk4jgvi7w8/zA+/TLEs UtekzfkHSnJR3JKvpEzMiGM/E6SJEv2kz/pTnqQHt5a02ToeUX+ QXr0F4CMtmk=</latexit><latexit sha1_base64="gf/w /zUBscBa3tEtDbRtPl9hZrQ=">AAACXnicbVFNaxRBEO0ZNSYTY 1a9BLwULoIHGWaCoASEoBePCbjJwvay1PT27Dbpj6G7J2Fp5096 Ey/+FHs2c4iJ79KPV6+oqtdVI4XzRfErSR89frLzdHcv23928Px w9OLlhTOtZXzCjDR2WqHjUmg+8cJLPm0sR1VJflldfe3rl9fcOm H0d79p+FzhSotaMPRRWoxaKrSHQK0KN8KvgZ5AlbO86yhQiXolO VCNlUSg12ibtXhPKyOXbqPiE3QH1A6uSqx+LAJt0HqBkir0a4YyT LsOPkNGtbEKZW20D0W3GI2LvNgCHpJyIGMy4Gwx+kmXhrWKa88k Ojcri8bPQz+LSd5ltHW8QXaFKz6LVKPibh628XTwNipLqI2Ffjx s1bsdAZXrD4rOfmt3v9aL/6vNWl9/mgehm9ZzzW4H1a0Eb6DPGp bCcublJhJkVsRdga3RIvPxR7IYQnn/5Ifk4jgvi7w8/zA+/TLEs UtekzfkHSnJR3JKvpEzMiGM/E6SJEv2kz/pTnqQHt5a02ToeUX+ QXr0F4CMtmk=</latexit><latexit sha1_base64="gf/w /zUBscBa3tEtDbRtPl9hZrQ=">AAACXnicbVFNaxRBEO0ZNSYTY 1a9BLwULoIHGWaCoASEoBePCbjJwvay1PT27Dbpj6G7J2Fp5096 Ey/+FHs2c4iJ79KPV6+oqtdVI4XzRfErSR89frLzdHcv23928Px w9OLlhTOtZXzCjDR2WqHjUmg+8cJLPm0sR1VJflldfe3rl9fcOm H0d79p+FzhSotaMPRRWoxaKrSHQK0KN8KvgZ5AlbO86yhQiXolO VCNlUSg12ibtXhPKyOXbqPiE3QH1A6uSqx+LAJt0HqBkir0a4YyT LsOPkNGtbEKZW20D0W3GI2LvNgCHpJyIGMy4Gwx+kmXhrWKa88k Ojcri8bPQz+LSd5ltHW8QXaFKz6LVKPibh628XTwNipLqI2Ffjx s1bsdAZXrD4rOfmt3v9aL/6vNWl9/mgehm9ZzzW4H1a0Eb6DPGp bCcublJhJkVsRdga3RIvPxR7IYQnn/5Ifk4jgvi7w8/zA+/TLEs UtekzfkHSnJR3JKvpEzMiGM/E6SJEv2kz/pTnqQHt5a02ToeUX+ QXr0F4CMtmk=</latexit><latexit sha1_base64="gf/w /zUBscBa3tEtDbRtPl9hZrQ=">AAACXnicbVFNaxRBEO0ZNSYTY 1a9BLwULoIHGWaCoASEoBePCbjJwvay1PT27Dbpj6G7J2Fp5096 Ey/+FHs2c4iJ79KPV6+oqtdVI4XzRfErSR89frLzdHcv23928Px w9OLlhTOtZXzCjDR2WqHjUmg+8cJLPm0sR1VJflldfe3rl9fcOm H0d79p+FzhSotaMPRRWoxaKrSHQK0KN8KvgZ5AlbO86yhQiXolO VCNlUSg12ibtXhPKyOXbqPiE3QH1A6uSqx+LAJt0HqBkir0a4YyT LsOPkNGtbEKZW20D0W3GI2LvNgCHpJyIGMy4Gwx+kmXhrWKa88k Ojcri8bPQz+LSd5ltHW8QXaFKz6LVKPibh628XTwNipLqI2Ffjx s1bsdAZXrD4rOfmt3v9aL/6vNWl9/mgehm9ZzzW4H1a0Eb6DPGp bCcublJhJkVsRdga3RIvPxR7IYQnn/5Ifk4jgvi7w8/zA+/TLEs UtekzfkHSnJR3JKvpEzMiGM/E6SJEv2kz/pTnqQHt5a02ToeUX+ QXr0F4CMtmk=</latexit>
Fig. 1: Schematic of the fixed point recursion for the Schro¨dinger
system (8)-(9). The abbreviation “b.c.” stands for boundary condi-
tion, the symbol  denotes the Hadamard division.
For all t ∈ [0, 1], the pair (ρopt,uopt) can be recovered as
ρopt(t, ·) = ϕ(t, ·)ϕˆ(t, ·), uopt(t, ·) = 2θ∇ logϕ(t, ·). (10)
Remark 1: From (7), both ϕ, ϕˆ are nonnegative by defini-
tion, and strictly positive if ψ is bounded and ρopt is positive.
Remark 2: Under the regularity assumptions on f and
X stated in Section II-A, the process xt satisfying the
uncontrolled reflected Itoˆ SDE
dxt = f(t,xt) dt+
√
2θ dwt + n(xt) dγt, t ∈ [0, 1], (11)
is a Feller continuous strongly Markov process. Therefore,
the theory of semigroups applies and the transition density of
(11) satisfies Kolmogorov’s equations. Notice that the transi-
tion density or Green’s function will depend on the domain
X . In particular, we point out that (8a) is the backward
Kolmogorov equation in unkonwn ϕ with the corresponding
Neumann boundary condition 〈∇ϕ,n〉∣∣
∂X = 0 in (9b). On
the other hand, (8b) is the forward Kolmogorov equation
in unkonwn ϕˆ with the corresponding Robin boundary
condition 〈f ϕˆ− θ∇ϕˆ,n〉∣∣
∂X = 0 in (9b). These “backward
Kolmogorov with Neumann” and “forward Kolmogorov with
Robin” system of PDE boundary value problems are coupled
via the atypical boundary conditions (9a).
Theorem 2 reduces finding the optimal pair (ρopt,uopt)
for the RSBP to that of finding the pair4 (ϕ(t,xt), ϕˆ(t,xt))
associated with the uncontrolled SDE (11). To do so, we need
to compute the terminal-initial condition pair (ϕ1, ϕˆ0), which
can be obtained by first making an initial guess for (ϕ1, ϕˆ0)
and then performing time update by integrating the system
(8)-(9b). Using (9a), this then sets up a fixed point recursion
over the pair (ϕ1, ϕˆ0) (see Fig. 1). If this recursion converges
to a unique pair, then the converged pair (ϕ1, ϕˆ0) can be
used to compute the transient factors (ϕ(t,xt), ϕˆ(t,xt)),
and we can recover (ρopt,uopt) via (10). This computational
pipeline will be pursued in this paper.
Since the PDEs in (8) are linear, and the boundary cou-
plings in (9a) are in product form, the nonnegative function
pair (ϕ1, ϕˆ0) can only be unique in the projective sense,
i.e., if (ϕ1, ϕˆ0) is a solution then so is (αϕ1, ϕˆ0/α) for any
4We refer to ϕ(t,xt), ϕˆ(t,xt) as the Schro¨dinger factors.
Fig. 2: For t ∈ [0, 1], the solid line shows a sample path xt
for (15) with [a, b] ≡ [−1, 1], θ = 0.5. The dotted line shows
the corresponding unconstrained sample path xunconstrainedt , computed
using the two-sided Skorokhod map [27].
α > 0. In [32], it was shown that the aforesaid fixed point
recursion is in fact contractive on a suitable cone in Hilbert’s
projective metric, and hence guaranteed to converge to a
unique pair (ϕ1, ϕˆ0), provided that the transition density for
(11) is positive and continuous5 on X ×X for all t ∈ [0, 1],
and ρ0, ρ1 are supported on compact subsets of X .
III. CASE STUDY: RSBP IN 1D WITHOUT PRIOR DRIFT
To illustrate the ideas presented thus far, we now consider
a simple instance of problem (3) over the state space X =
[a, b] ⊂ R, and with the prior drift f ≡ 0. That is to say,
we consider the finite horizon density steering subject to the
controlled two-sided reflected Brownian motion. Using some
properties of the associated Markov kernel, we will show
that the Schro¨dinger system (8)-(9) corresponding to this
particular RSBP has a unique solution which can be obtained
by the kind of fixed point recursion mentioned toward the
end of Section II-C.
In this case, the Schro¨dinger system (8)-(9) reduces to
∂ϕ
∂t
= −θ∂
2ϕ
∂x2
, (12a)
∂ϕˆ
∂t
= θ
∂2ϕˆ
∂x2
, (12b)
ϕ0ϕˆ0 = ρ0, ϕ1ϕˆ1 = ρ1, (12c)
∂ϕ
∂x
∣∣∣∣
x=a,b
=
∂ϕˆ
∂x
∣∣∣∣
x=a,b
= 0. (12d)
Notice that (12a)-(12b) are the backward and forward heat
PDEs, respectively, which subject to (12d), have solutions
ϕ(x, t) =
∫
[a,b]
Kθ(x, y, 1− t)ϕ1(y) dy, t ≤ 1, (13a)
ϕˆ(x, t) =
∫
[a,b]
Kθ(y, x, t)ϕˆ0(y) dy, t ≥ 0, (13b)
5Under the regularity assumptions on f and X stated in Section II-A,
the transition density for (11) indeed satisfies these conditions.
where
Kθ(x, y, t) :=
1
b− a +
2
b− a
∞∑
m=1
exp
(
− θpi
2m2
(b− a)2 t
)
× cos
(
mpi(x− a)
b− a
)
cos
(
mpi(y − a)
b− a
)
(14)
is the Markov kernel or transition density [33, Sec. 4.1], [34,
p. 410-411] associated with the uncontrolled reflected SDE
dxt =
√
2θ dwt + dLt − dUt, t ∈ [0, 1]. (15)
In (15), Lt, Ut are the two local time stochastic processes
[22], [23] at the lower and upper boundaries respectively,
which restrict xt to the interval [a, b]; see Fig. 2.
Combining (13) and (12c), we get a system of coupled
nonlinear integral equations in unknowns (ϕ1, ϕˆ0), given by
ρ0(x) = ϕˆ0(x)
∫
[a,b]
Kθ(x, y, 1)ϕ1(y) dy, (16a)
ρ1(x) = ϕ1(x)
∫
[a,b]
Kθ(y, x, 1)ϕˆ0(y) dy. (16b)
Clearly, solving (16) is equivalent to solving (12). The pair
(ϕ1, ϕˆ0) can be solved from (16) iteratively as a fixed point
recursion with guaranteed convergence established through
contraction mapping in Hilbert’s projective metric; see [32].
The Lemma 1 stated next will be used in the Proposition
1 that follows, showing the existence and uniqueness of the
pair (ϕ1, ϕˆ0) in (16) as well as the fact that the aforesaid
fixed point recursion is guaranteed to converge to that pair.
Lemma 1: For 0 < θ, a < b, consider the transition
probability density Kθ(x, y, t) in (14). Then,
(i) Kθ(x, y, t = 1) is continuous on the set [a, b]× [a, b].
(ii) Kθ(x, y, t = 1) > 0 for all (x, y) ∈ [a, b]× [a, b].
Proposition 1: Given 0 < θ, a < b, and the endpoint
PDFs ρ0, ρ1 having compact supports ⊆ [a, b]. There exists a
unique pair (ϕ1, ϕˆ0) that solves (16), and equivalently (12).
Moreover, this unique pair can be computed by the fixed
point recursion shown in Fig. 1.
To illustrate how the above results can be used for practical
computation, consider solving the RSBP (1) with f ≡ 0,
θ = 0.5, X = [a, b] ≡ [−4, 4], and ρ0, ρ1 as (see Fig. 3)
ρ0(x) ∝ 1 + (x2 − 16)2 exp(−x/2), (17a)
ρ1(x) ∝ 1.2− cos(pi(x+ 4)/2), (17b)
where the supports of (17) are restricted to [−4, 4], and
the proportionality constants are determined accordingly.
For state feedback synthesis enabling this unimodal to bi-
modal steering over t ∈ [0, 1], we performed the fixed
point recursion over the pair (ϕ1, ϕˆ0) using (16) with
ρ0, ρ1 as in (17), and Kθ given by (14). For numerical
implementation, we truncated the infinite sum in (14) after
the first 100 terms. Fig. 4 shows the convergence of this
fixed point recursion w.r.t. Hilbert’s projective metric. The
converged pair (ϕ1, ϕˆ0) is used to compute the transient
Schro¨dinger factors (ϕ(t,xt), ϕˆ(t,xt)) via (13), and then
the pair (ρopt(t,xut ),u
opt(t,xut )) via (10). Fig. 5 depicts
Fig. 3: The endpoint PDFs ρ0, ρ1 shown above are supported on
[−4, 4], and are given by (17).
the evolution of the optimal controlled transient joint state
PDFs ρopt(t, xut ) as well as 100 sample paths x
u
t of the
optimal closed-loop reflected SDE. These sample paths were
computed by applying the Euler-Maruyama scheme with
time-step size 10−3. Notice from Fig. 5 that (i) the closed-
loop sample paths satisfy −4 ≤ xut ≤ 4 for all t ∈ [0, 1],
and (ii) in the absence of feedback, the terminal constraint
ρ(1, xu1 ) = ρ1 (given by (17b)) cannot be satisfied.
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Fig. 4: Convergence of the fixed point recursion over (ϕ1, ϕˆ0) in
Hilbert’s projective metric dHilbert.
IV. RSBP ITH PRIOR DRIFT
For generic f , X , there is no closed-form expression of
the Markov Kernel associated with (8)-(9b). Hence, unlike
the situation in Section III, we cannot explicitly set up
coupled integral equations of the form (16), thus preventing
the numerical implementation of the fixed point recursion
(Fig. 1) via direct matrix-vector recursion. In this Section,
we will show that if f is gradient of a potential, then we
can reformulate (8)-(9) in a way that leads to a variational
Fig. 5: Shown as the black curves are the optimal controlled
transient joint state PDFs ρopt(t, xut ) for steering the two-sided
reflecting Brownian motion with endpoint PDFs ρ0, ρ1 as in Fig.
3. The red curve ρunc1 is the uncontrolled state PDF at t = 1,
i.e., obtained by setting u ≡ 0. Also depicted are the 100 sample
paths of the optimally controlled (i.e., closed-loop) reflected SDE.
This simulation corresponds to the RSBP (1) with problem data
f ≡ 0, [a, b] = [−4, 4], θ = 0.5, and ρ0, ρ1 given by (17).
recursion which in turn enables us to implement the fixed
point recursion (Fig. 1) in an implicit manner.
A. Reformulation of the Schro¨dinger System
Let f be a gradient vector field, i.e., f = −∇V for some
potential V ∈ C2(X ). The associated Schro¨dinger system
(8)-(9) becomes
∂ϕ
∂t
= 〈∇ϕ,∇V 〉 − θ∆ϕ, (18a)
∂ϕˆ
∂t
= ∇ · (∇V ϕˆ) + θ∆ϕˆ, (18b)
ϕ0ϕˆ0 = ρ0, ϕ1ϕˆ1 = ρ1, (18c)
〈∇ϕ,n〉∣∣
∂X = 〈∇V ϕˆ+ θ∇ϕˆ,n〉
∣∣
∂X = 0. (18d)
The idea now is to exploit the structural nonlinearities in (18)
to design an algorithm that allows computing the Schro¨dinger
factors (ϕ, ϕˆ). To that end, the following is a crucial step.
Theorem 3: Given V ∈ C2(X ), θ > 0, and t ∈ [0, 1],
consider ϕ(t,xt) in (18). Let s := 1 − t, and define the
mappings ϕ 7→ q 7→ p given by q(s,xs) := ϕ(t,xt) =
ϕ(1− s,x1−s), p(s,xs) := q(s,xs) exp(−V (xs)/θ). Then
p(s,xs) solves the PDE initial boundary value problem:
∂p
∂s
= ∇ · (p∇V ) + θ∆p, (19a)
p(0,x) = ϕ1(x) exp(−V (x)/θ), (19b)
〈∇V p+ θ∇p,n〉∣∣
∂X = 0. (19c)
Thanks to Theorem 3, solving (18) is equivalent to solving
∂p
∂s
= ∇ · (p∇V ) + θ∆p, (20a)
∂ϕˆ
∂t
= ∇ · (∇V ϕˆ) + θ∆ϕˆ, (20b)
p(s = 1,x) exp(V (x)/θ)ϕˆ0(x) = ρ0,
p(s = 0,x) exp(V (x)/θ)ϕˆ1(x) = ρ1, (20c)
〈∇V p+ θ∇p,n〉∣∣
∂X = 〈∇V ϕˆ+ θ∇ϕˆ,n〉
∣∣
∂X = 0. (20d)
From (20a)-(20b), ϕ and p satisfy the exact same FPK PDE
with different initial conditions and integrated in different
time coordinates t and s. From (20d), ϕ and p satisfy the
same Robin boundary condition. Therefore, a single FPK
initial boundary value problem solver can be used to set up
the fixed point recursion to solve for (p1, ϕˆ0), and hence
(p(s,xs), ϕˆ(t,xt)). From p, we can recover ϕ as
ϕ(t,xt) = ϕ(1− s,x1−s) = p(s,xs) exp(−V (xs)/θ).
B. Computation via Wasserstein Proximal Recursion
Building on our previous works [16], [35], [36], we
propose proximal recursions to numerically time march the
solutions of the PDE initial boundary value problems (20)
by exploiting certain infinite dimensional gradient descent
structure. This enables us to perform the computation asso-
ciated with the horizontal arrows in Fig. 1, and hence the
fixed point recursions to solve for (p, ϕˆ), and consequently
for (ϕ, ϕˆ). We give here a brief outline of the ideas behind
these proximal recursions.
It is well-known [37], [38] that the flows generated by
(20a),(20b),(20d) can be viewed as the gradient descent of
the Lyapunov functional
F (%) :=
∫
X
V (x)%(x) dx + θ
∫
X
%(x) log %(x) dx (21)
w.r.t. the distance metric W referred to as the (quadratic)
Wassertein metric [7] on P2(X ). For chosen time-steps τ, σ,
this allows us to set up a variational recursion over the
discrete time pair (tk−1, sk−1) := ((k − 1)τ, (k − 1)σ) as(
φˆtk
$sk
)
=
(
proxW
2
τF (φˆtk−1)
proxW
2
σF ($sk−1)
)
, k ∈ N, (22)
wherein the Wasserstein proximal operator
proxW
2
hF (·) := arg inf
%∈P2(X )
1
2
W 2(·, %) + hF (%), h > 0. (23)
The sequence of functions generated by the proximal re-
cursions (22) approximate the flows (p(s,xs), ϕˆ(t,xt)) for
(20a),(20b),(20d) in the small time step limit, i.e.,
φˆtk−1 → ϕˆ(t = (k − 1)τ,xt) in L1(X ) as τ ↓ 0,
$sk−1 → p(s = (k − 1)σ,xs) in L1(X ) as σ ↓ 0.
In the numerical example provided next, we solved (22)
using the algorithm developed in [36].
C. Numerical Example
We consider an instance of the RSBP with X = [−4, 4]2,
f = −∇V , V (x1, x2) := (x21 + x32)/5. For
ρ0(x1, x2) ∝
∏
i=1,2
(
1 + (x2i − 16)2 exp(−xi/2)
)
, (24a)
ρ1(x1, x2) ∝
∏
i=1,2
(1.2− cos(pi(xi + 4)/2)) , (24b)
the optimal controlled joint state PDFs ρopt(t,xut ) are shown
in Fig. 6. The corresponding uncontrolled joint state PDFs
ρunc(t,xt) are shown in Fig. 7. These results were obtained
by solving (22) via [36, Sec. III.B] with τ = σ = 10−3 to
perform the fixed point recursion (Fig. 1) applied to (20).
V. CONCLUSIONS
In this paper, we introduced the Reflected Schro¨dinger
Bridge Problem (RSBP) – a stochastic optimal control
problem for minimum energy feedback steering of a given
joint PDF to another over finite horizon subject to reflect-
ing boundary conditions on the controlled state trajecto-
ries. Combining our prior work on Wasserstein proximal
recursions with some recent results on contraction mapping
associated with the Schro¨dinger system, we provide a com-
putational pipeline for optimal feedback synthesis. Numerical
examples are given to highlight the proposed framework.
APPENDIX
A. Proof of Theorem 1
The necessary conditions for optimality (4) can be deduced
using the Lagrange multiplier theorem in Banach spaces; see
[39, Ch.4.14, Proposition 1]. This theorem allows us set up
an augmented Lagrangian associated with (3) and perform
pointwise minimization to derive (4).
To apply this in our context, define the function spaces
P01 := {ρ(t, ·) ∈ P2
(X ) | ρ(0, ·) = ρ0, ρ(1, ·) = ρ1},
P˜01 := P01 ∩ L2(H1([0, 1];X )) ∩ H˙1
((
H1([0, 1];X ))∗) ,
X := P˜01 × L2([0, 1]×X ), Y := L2(H−1([0, 1];X )),
where [0, 1] denotes the time interval, and L2 (·) de-
notes the space of square integrable functions. The no-
tation L2([0, 1];H1(X )) stands for the Sobolev space of
functions having first order weak derivatives w.r.t. xut ∈
X , and finite L2 norms w.r.t. t ∈ [0, 1]. Furthermore,
H˙1
(
[0, 1];
(
H1(X ))∗) := {φ(t, ·) ∈ L2 ([0, 1]) | ∂φ∂t ∈
L2 ([0, 1]) , φ ∈ (H1(X ))∗}, wherein (H1(X ))∗ denotes the
dual space of the Sobolev space H1(X ). We denote the dual
space of P˜01 as P˜∗01. In the definition of Y , the notation
H−1
(X ) stands for the space of all linear functionals on
H10 (X ) := {φ ∈ H1 (X ) , and vanishes on ∂X}. Then, in
(3a), the objective functional F : X 7→ R, and is given by
F (ρ,u) :=
∫
X
∫ 1
0
1
2
‖u(t,xut )‖22 ρ(t,xut ) dt dxut . (25)
The constraint is a mapping G : X 7→ Y given by
G(ρ,u)(ψ):=
∫
X
ψ(1,xut )ρ(1,x
u
t )dx
u
t −
∫
X
ψ(0,xut )ρ(0,x
u
t )dx
u
t
−
∫
X
∫ 1
0
∂ψ
∂t
ρ dxut dt+
∫
X
∫ 1
0
ψ(∇ · (ρu + f)− θ∆ρ) dxut dt,
(26)
where we used (3c) so that the boundary terms vanish in
the integration by parts. Following [40, p. 112-114], one
can show that G′ρ(ρ,u) and G
′
u(ρ,u) (where
′ denotes
derivative w.r.t. the subscripted variable) are surjective, and
hence by [39, Ch.4.14, Proposition 1], there exists ψ ∈
Y ∗ = L2([0, 1];H10 (X )). This result allows us to perform
pointwise minimization of the augmented Lagrangian
L (ρ,u, ψ) :=
∫ 1
0
∫
X
1
2
‖u(t,xut )‖22 ρ(t,xut ) dxut dt+∫
X
∫ 1
0
ψ
∂ρ
∂t
dtdxut︸ ︷︷ ︸
term1
+
∫ 1
0
∫
X
ψ (∇ · (ρu + f)− θ∆ρ) dxut dt︸ ︷︷ ︸
term2
.
By performing integration by parts in t, term 1 becomes∫
X
ψ(1,xut )ρ(1,xut )− ψ(0,xut )ρ(0,xut )︸ ︷︷ ︸
constant w.r.t. (ρ,u)
−
∫ 1
0
∂ψ
∂t
ρdt
dxut .
For term 2, we perform integration by parts w.r.t xut , impose
the boundary condition (3c), and thereby deduce that L (up
to an additive constant) equals∫ 1
0
∫
X
(
1
2
‖u‖22 − ∂ψ
∂t
− 〈∇ψ,u + f〉 − θ∆ψ
)
ρ dxut dt. (27)
Pointwise minimization of (27) w.r.t u while fixing ρ,
gives the optimal control (5). Substituting (5) back into (27)
and equating the resulting expression to zero results in the
dynamic programming equation∫ 1
0
∫
X
(
−∂ψ
∂t
− 1
2
‖∇ψ‖2 − 〈∇ψ,f〉 − θ∆ψ
)
ρ dxut dt = 0.
Since the above holds for arbitrary ρ, we must have
∂ψ
∂t
+
1
2
‖∇ψ‖2 + 〈∇ψ,f〉+ θ∆ψ = 0,
which is indeed the HJB PDE (4b). Substituting (5) in (3a)
yields the FPK PDE (4a).
The Neumann boundary condition (6a) follows directly
(see [41]). The endpoint conditions (6b) follow from (3d).
The Robin boundary condition (6c) is obtained by combining
(5) with (3c). 
B. Proof of Theorem 2
The system of linear PDEs (8) are obtained via straight-
forward but tedious computation detailed in [16, Appendix
B]. The boundary conditions (9a) follow by setting t = 0, 1
in (7). To derive (9b), evaluate (7a) at a boundary point
xbdy ∈ ∂X . In the resulting expression, take the natural log
to both sides and then take the gradient w.r.t. xbdy, to get
∇ψ(t,xbdy) = 2θ∇ϕ(t,xbdy)
ϕ(t,xbdy)
. (28)
In both sides of (28), we take the inner product with the nor-
mal vector n(xbdy), and use (6a), to obtain 〈∇ϕ,n〉
∣∣
∂X = 0,
as in (9b). To deduce the second equality in (9b), we evaluate
(7b) at xbdy, and then as before, take the natural log followed
by the gradient w.r.t. xbdy, and invoke (6a) to arrive at
〈∇ϕˆ(t,xbdy),n(xbdy)〉
ϕˆ(t,xbdy)
=
〈ρopt(t,xbdy),n(xbdy)〉
ρopt(t,xbdy)
. (29)
Fig. 6: For the RSBP in Section IV-B, shown here are the contour plots of the optimal controlled joint state PDFs ρopt(t,xut )
over X = [−4, 4]2. Each subplot corresponds to a different snapshot of ρopt in time. The color denotes the joint PDF value;
see colorbar (dark hue = high, light hue = low).
Fig. 7: For the RSBP in Section IV-B, shown here are the contour plots of the uncontrolled joint state PDFs ρunc(t,xt)
over X = [−4, 4]2 starting from (24a). Each subplot corresponds to a different snapshot of ρunc in time. The color denotes
the joint PDF value; see colorbar (dark hue = high, light hue = low).
Using (6a) again in (6c), the right-hand-side of (29) simpli-
fies to 〈f(t,xbdy),n(xbdy)〉/θ, and thus yields the second
equality in (9b). Finally, (10) follows from (7) and (5). 
C. Proof of Lemma 1
Proof of (i): To demonstrate continuity, it suffices to show
that the infinite sum in (14) for Kθ(x, y, t = 1) converges
uniformly on [a, b]× [a, b]. For k ∈ N, let
fk(x, y) := exp
(
− θpi
2k2
(b− a)2
)
cos
(
kpi(x− a)
b− a
)
× cos
(
kpi(y − a)
b− a
)
, (30)
and notice that
|fk(x, y)| ≤Mk for all (x, y) ∈ [a, b]× [a, b], (31)
where Mk := exp
(−θpi2k2/(b− a)2). Furthermore,
lim
k→∞
∣∣∣∣Mk+1Mk
∣∣∣∣ = limk→∞ exp
(
−θpi
2(2k + 1)
(b− a)2
)
= 0. (32)
By the ratio test [42, Ch. 3, Theorem 3.34], we then have
∞∑
k=1
Mk <∞. (33)
From (31) and (33), the Weierstrass M-test [42, Ch. 7,
Theorem 7.10] implies that
∑∞
k=1 fk(x, y) is uniformly
convergent for all (x, y) ∈ [a, b] × [a, b], and the resulting
sum must converge to a continuous function. Therefore,
Kθ(x, y, t = 1) is continuous for all (x, y) ∈ [a, b]× [a, b].
Proof of (ii): To establish positivity, set r := b − a, x˜ :=
x− a, y˜ := y − a. Using basic trigonometry and the Euler’s
identity, we find that
1
r
+
2
r
∞∑
m=1
exp
(
−θpi
2m2
r2
)[
cos
(
mpix˜
r
)
cos
(
mpiy˜
r
)]
=
∞∑
m=−∞
1
2r
exp
(
−θpi
2m2
r2
)
exp
(
impi(x˜+ y˜)
r
)
+
∞∑
m=−∞
1
2r
exp
(
−θpi
2m2
r2
)
exp
(
impi(x˜− y˜)
r
)
. (34)
Let
g(m) :=
1
2r
exp
(
−θpi
2m2
r2
)
︸ ︷︷ ︸
=:g1(m)
exp
(
impi(x˜+ y˜)
r
)
︸ ︷︷ ︸
=:g2(m)
, (35)
and denote the Fourier transforms of g1(m), g2(m) as
ĝ1(m̂), ĝ2(m̂), respectively. Notice that
ĝ1(m̂) =
1√
4piθ
exp
(
−r
2m̂2
θ
)
, (36)
ĝ2(m̂) = δ
(
m̂− x˜+ y˜
2r
)
, (37)
where δ(·) denotes the Dirac delta, and hence by the convo-
lution theorem, the Fourier transform of g is
ĝ(m̂) =
1√
4piθ
exp
(
−r
2
θ
(
m̂− (x˜+ y˜)
2r
)2)
=
1√
4piθ
exp
(
− (2m̂r − x˜− y˜)
2
4θ
)
. (38)
Invoking the Poisson summation formula [43, Ch. 4, Theo-
rem 2.4], we deduce
∞∑
m=−∞
g(m) =
∞∑
m̂=−∞
ĝ(m̂), (39)
implying that the infinite sum in (34) is equal to
1√
4piθ
∞∑
m̂=−∞
[
exp
(
− (2m̂r − x˜− y˜)
2
4θ
)
+
exp
(
− (2m̂r − x˜+ y˜)
2
4θ
)]
, (40)
which is obviously positive. Therefore, Kθ(x, y, t = 1) is
positive for all (x, y) ∈ [a, b]× [a, b]. 
D. Proof of Proposition 1
Using Lemma 1 and that [a, b] is a compact metric space,
the hypotheses of [32, Proposition 4 and Theorem 8] are
satisfied. Therefore, the solution pair (ϕ1, ϕ0) exists and is
unique in the projective sense. Furthermore, the fixed point
recursion being contractive in Hilbert’s projective metric,
converges (by contraction mapping theorem) to this pair. 
E. Proof of Theorem 3
The derivation of (19a)-(19b) follows [16, Appendix C]. By
substituting the identity ∇q = exp(V/θ)(∇p + p∇V/θ) in
0 = 〈∇ϕ,n〉 = 〈∇q,n〉, we find (19c). 
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