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Organizational change can be described as a series of activities oriented towards 
modifying behaviors and structures within the organization. These series of activities are 
interconnected internally and externally and are affected by human, operational and 
environmental factors that dynamically influence decisions and processes in the 
organization. There has been a significant amount of work in organizational change, 
using both behavioral and systemic approaches. Moreover it has been argued that 
research in change processes should include also the dynamic relationship between 
change processes and outcomes to detect how organizational change context, processes 
and the pace of change affect performance outcomes. Despite the amount of research, 
there is a need for more profound studies exploring the contexts, content, and processes 
involved in a change initiative.  
This research proposes a model to help organizations implement change 
initiatives with an increased likelihood of success.  The Influence Model for 
Organizational Change – IMOC - was developed with the hope of better demonstrating 
the dynamics that take place in the organization by using a systems engineering view. As 
an exercise to verify the relationships that govern IMOC a systems dynamic simulation 
model was partially developed. The dynamic simulation confirmed the impact of 
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variables such as employees’ and management participation, environment and delay in 
implementing policies on the level of resistance to change existing in the organization. 
The model proposes the need of an initial diagnosis, performance measures and feedback 
and control activities as main elements in the success of change initiatives. Finally, the 
research proposes a multidisciplinary meta-analysis as a tool to extend and generalize 
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   The well-known author and futurist Alvin Toffler wrote, “If we don’t learn from 
history, we shall be compelled to relive it.  True.  But if we do not change the future, we 
shall be compelled to endure it. And it could be worse (Toffler, 1972, p. 3).”  
Organizations have been coping with change since the Industrial Revolution, when they 
had to develop from the traditional artisanal methods of production, to a more 
enterprising approach in order to meet expanding demands for mass market products and 
services (Toffler, 1979, Hammer and Champy, 1993). 
   For an organization to develop, change must occur (Burke, 1994).  This change 
implies that owners, managers and the public must eliminate their traditional approaches 
to organizing and conducting business and create new approaches and concepts (Hammer 
and Champy, 1993). When the need of change is recognized, two questions have to be 
addressed: what changes are necessary, and how these changes will affect the 
organization. Answering these questions becomes crucial for the success of any change 
initiative (Heller, 2000). 
 
1.2 Background and Motivation 
Conducting an 18-month reengineering project at the Missouri Lottery, a group of 
researchers from the University of Missouri found that the Missouri Lottery initiated in 
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fiscal year 1998 a program called “Because You Are Important” (BYAI).  It aimed to 
improve service quality and to develop a new culture in the organization fostering the 
idea “that innovation in all areas of our business is a means of gaining and maintaining 
leadership “(“Because You Are Important”, 1998, p, 7). Cultural changes promoted by 
this program should have facilitated creativity and innovation. A reengineering process 
followed this program to improve certain business practices critical to making the 
Missouri Lottery an efficient and competitive organization.  
The reengineering process began with the ideas presented by the executive 
director about current performance – at that time -, and the need for change in order to 
make the organization more flexible and adaptive to new markets. The process included a 
series of interviews with top managers, mid-level managers and other employees with the 
purpose of finding the main processes needing change. The group in charge of the project 
presented five main proposals for change, which involved the creation of new working 
units requiring the development of cross-functional activities, responsibilities and 
authority. From the proposed new units, one was immediately adopted, resulting in 
savings in time, paperwork and resources for both the Lottery and retailers.  This project 
was awarded the Governor’s Productivity Award in 1999. Of the other four proposals, 
only a small portion of the procurement process was accepted. 
The experience obtained in this project indicated that while the Missouri Lottery 
adopted some improvement processes, others were rejected.  Usually small incremental 
changes were accepted, although not easily, while other proposals that were concerned 
more with managerial decision making or with managerial control were frequently 
rejected.   Organizations, like systems, tend to reach equilibrium even within their 
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dynamic behavior.  Inertia makes systems maintain their initial conditions even if some 
of the components of the system have been through a small modification (Kelly, and 
Amburgey 1991, Amburgey, et al, 1993, Kiel, 1994, Anderson, 1999, Gharajedachi, 
1999, Pascale, et al., 2000).  Is this the reason why only small changes were allowed in 
the Missouri Lottery? 
From these experiences it is possible to ask why, if people supposedly were 
culturally prepared to adopt new views, the project did not have the expected results.  Is 
there a missing link between organizational learning, organizational change and 
innovation that makes it difficult, if not impossible, to implement new processes?  Are 
individuals the cause of this failure, or is it the organizational structure?   
As was demonstrated in the work at the Missouri Lottery, the strategies used to 
redesign business activities involve a link between engineering and organizational 
development (OD). This link enhances the opportunities for success (Moosbruker and 
Loftin, 1998).  While OD is a long-range effort to improve an organization’s renewal 
process (Chmiel, 2000), Business Process Reengineering uses engineering tools, such as 
process modeling and information technology to create the necessary synergy to generate 
radical change (Presley, et al 2000).  Improvements resulting from this combined effort 
will generate more benefits for the state and consequently for the public. 
The objective of this research is to propose a conceptual model called the 
Influence Model for Organizational Change (IMOC).  This model integrates knowledge 
on organizational change presented in the literature with concepts from systems dynamics 
and management and decision sciences into a more detailed conceptual model that can 
explain the intricacies of adopting change and innovation in organizations using a 
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systems thinking approach.  IMOC explains not only factors that are potential obstacles 
to change and innovation, but also helps in developing guidelines that can be applied to 
enhance the chance of succeeding in implementing change and innovation. A case study 
conducted to investigate with more detail the experiences obtained at the Missouri 
Lottery is intended to obtain relevant information to determine whether the propositions 
presented in this research effort are valid, and what information is needed in the future to 
better address the critical issues. 
After 18 months of research and reengineering work at the Missouri Lottery, a 
solid base to continue a more extensive and profound study exists. Momentum has built 
up for more research into the expansion of the empirical and theoretical validation of 
concepts, models, and characteristics of organizational change. This is a unique 
opportunity to integrate concepts from organizational development, management sciences 
and engineering to systematically describe, understand and explain the intervening 
variables and potential relationships existing during a complex change initiative. 
 The use of integrated and multidisciplinary knowledge is a key element of this 
research.  Figure 1.1 graphically conceptualizes the research process.  Knowledge from 
behavioral and social sciences helps to set the necessary theoretical background for 
IMOC. Through these concepts the model relationships and study proposition were 
generated.  Engineering and decision science concepts helped to adopt the necessary 
methodology for modeling a complex activity such as organizational change.  Systems 
thinking theory integrates the concepts from social sciences and modeling techniques in a 
unique set of relationships and sub models that conceptualize change in a holistic 
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approach, showing the effect of the different variables and elements on the likelihood of a 
successful change initiative. 
As seen in figure 1.1, the information presented in the literature review, together 
with the personal experiences obtained by the researcher in a previous project at the 
Missouri Lottery are the basis that motivated this research effort. At the same time, the 
literature review served as a guide for the theoretical background needed to understand 
the complexity of change. In addition, the information presented in this review helped to 
incorporate the different relationships and causalities posited in IMOC; it allowed the 
generation of the study propositions. Finally, the information helped in the decision of 
which modeling methodology was the most appropriate to present the integration of the 
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Through the case study, as qualitative methodology, the empirical information needed to 
integrate the knowledge from the literature with the conceptual relationships presented as 
propositions in this research effort was gathered.  Linking the experiences obtained 
during this case study with the literature assisted in extending the ideas and propositions 
generated in this research to other organizations, conceptualizing a model that could be 
used to describe, control and successfully implement organizational change both in 
government and private organizations. 
 
1.3 Organization of this Document 
The organization of this document is intended to facilitate the understanding of 
the goals and objectives of this research initiative, as well as the tasks performed and the 
instruments used to test the propositions that will be presented in later sections of this 
document.  
Chapter Two presents a selected literature review on Organizational Change, 
including theory and models presented by different authors.  It includes a section on 
Business Process Reengineering (BPR) as the best-known strategy to implement radical 
change and compares it with other strategies for organizational change such as 
Organization Development, Total Quality Management and Change Management. In 
addition, this chapter includes information on systems thinking and system 
methodologies, and briefly presents concepts on different tools to model organizational 




Chapter Three describes the methodology proposed to achieve the goals of this 
initiative.  A section explaining and justifying the use of the case study as research 
methodology is included.  The chapter explains the methodology and activities that are to 
be performed to accomplish the goals defined in Chapter Two. The data collection, data 
recording procedures, instruments, verification and validation procedures and specific 
aspects of the project will be described and explained, including a description of the 
proposed instruments used to gather the necessary information.   
In addition, Chapter Three includes information on the use of an integrated 
approach for analyzing and solving complex social problems.  This approach, called 
Compram (DeTombe, 2001), indicates the necessary meta-steps that a multidisciplinary 
team should follow to define, to describe and to solve complex problems using a 
prescriptive framework as a basic communication tool between researchers with different 
backgrounds to understand not only the problem but in addition, the different facets and 
characteristics of the possible solutions.  Finally a section on validation of system 
dynamics models is presented. One of the major criticisms of dynamic systems models is 
of the validation and reliability.  This section intends to present the philosophical 
concepts and procedures for validating a system dynamics model, and relates these 
procedures with the actual scope of this research initiative. 
Chapter Four of this document presents an analysis of the information gathered 
through the surveys and interviews conducted at MoLo, and compares the information 
with the different propositions stated in Chapter Three. 
 Chapter Five introduces the proposed model and explicates different expressions, 
in terms of systems dynamics concepts, intended to state the causal relationships existing 
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in the organizational change process.  IMOC models organizational change from different 
perspectives and dimensions, exploding the relationships in different sub-models trying 
to better explain the dynamicity of change. 
 Finally, a set of conclusions and ideas for future work are presented in Chapter 
Six.  The ideas and proposed interrelated work were intuitively developed as part of the 
findings, commonalities and contradictions discovered during the case study and the 








Intense global competition together with all the complexity involved in a world of 
constant changes makes organizations extend outside their traditional boundaries to 
conduct business (McCormack and Johnson, 2001). The challenge today is to design 
organizations that are flexible and adaptive, making them able to survive in time of 
change and globalization (Burke and Trahant, 2000). In the last 30 years many tools for 
attacking this challenge have been developed; however many of the conventional 
managerial practices seem to be outdated and need to be dynamically changed, since the 
concept of managing business in a stable environment is no longer valid (Elion, 1993). In 
most cases management practices do not bring significant changes in behavior and 
practices.  Organizations need to stop doing things they have being doing traditionally if 
they expect to get different results (McNanus, 2002). 
Coping with rapid change has been a great challenge and concern for most 
organizations. Organizational change ranges from a fairly simple project to a complex 
company transformation (Harrison, 1994), and becomes critical and inevitable due to the 
unstable nature of the competitive environment (Spector, 1989). This change has the 
objective to create meaningful competitive differentiation among organizations, which 
requires a redesign of products, services and processes (Kim, 2000). Changes in the 
organization have the immediate effect of the actions and agitations that follow any new 
activity, and a full effect after the organization has adjusted itself to the new situations 
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created (DeCanio, et al, 2000). Immediate results of a change initiative cannot be 
expressed in terms of change in routine activities and policies. Instead, more profound 
changes require the adoption of new structures, culture, leadership and attitudes (O’Hara, 
et al., 1999, Presley, et al., 2000).  As organizations try to keep up with these changes and 
new environments, they grow in complexity. Organizational complexity can arise from: 
enterprise stress, diversification, efforts to eliminate waste, pressure from competition, 
government regulation and deregulation and new technologies, among other factors 
(Scofield, 1996), and influences the manner in which decisions are made, actions taken 
and results measured (DeCanio, et al., 2000) 
Organizations that have learned to view change as a permanent process are 
successful in maintaining their competitiveness and surviving in the changing world 
(Armenakis and Bedeian, 1999).  Organizations that fail to keep up with these changes 
are more likely to disappear in the near future (Hosking and Anderson, 1992). The idea of 
continual change and renewal is always present for both theorist and practitioner. This is 
especially true for those who are operating in environments that are either innovative or 
subject to forces created by competition or economic and governmental-rules changes 
(Shareef, 1997). Although a consensus as to what constitutes an organizational 
transformation has not been fully reached (Poole, 1998), organizational change can be 
defined as an “empirical observation of difference in form, quality, or state over time in 
an organizational entity” (Van de Ven and Poole in Hurley, 1998, p. 57). In order to 
implement change in response to external and internal motivations it is necessary to 
understand how organizations change; how they learn from experiences; how they design 
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or redesign structures, strategies, and organizational structures; and how they plan for and 
integrate new technologies.   
Actions typically associated with transformation include changes to 
organizational strategies, personnel changes, new organizational missions, visions, 
objectives, policies, and culture.  Top management has to consider the existing set of 
organization guidelines and structures before trying to transform the organization (Poole, 
1998). In addition, it is important to consider that the outcomes of the organizational 
change process influence other organizations that interact with the transforming 
institution (Bloodgood and Morrow, 2000). Among these outcomes are the number of 
organizations that are changing, the direction of change, and how clear it is whether or 
not certain strategies are succeeding.   
McAfee and Champagne, (1987) define organizational change as “any deliberate 
attempt to modify the functioning of the total organization, or one of its major 
components, in order to improve effectiveness  (p. 451).”   It is important to distinguish 
two important elements in this definition.  First of all it is deliberate.  In other words, it is 
necessary to plan the change process before attempting it.  To minimize the risk of 
failure, it is important to develop a coherent plan that justifies and leads the change 
process since lack of planning leads to improvisation, which then leads to failure 
(McAfee and Champagne, 1987).  The other important element to consider in this 
definition is the concept of the total organization as the recipient of the change process.  
Considering the organization as a whole implies viewing the organization as a set of 
interrelated elements and variables all of them oriented towards the same purpose 
(Gharajedaghi, 1999).  
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Innovation, on the other hand, will be viewed as the adoption of technologies, 
administrative systems, ideas or procedures that will modify everyday transactions 
(Edwards, 2000, Gopalakrishman and Damanpour, 2000).  Organizations would adapt 
products, services, devices, systems, procedures or programs that are not necessarily new 
to other organizations but are new to the adopting entity (Nord and Tucker, 1987).  It is 
possible to argue then that while organizational change implies the adoption of 
innovations, the adoption of a new system or technology implies the adaptation of the 
organization to a new element, but not necessarily the generation of organizational 
change.  
The necessity of change is not only a requirement for private organizations. 
Effective public administration in the era of innovation requires that government agencies 
develop the capacity to use innovative management tools and techniques (Poister and 
Streib, 1999). These techniques should be designed to change how government does 
business with emphasis on the measurement of results (Wechsler and Clary, 2000). The 
state and federal comprehensive reforms during the 1990s are part of the Government 
Performance and Result Act (GPRA) implemented nationwide in 1997 as a result of the 
document “ A Vision of Change for America”. This document describes the 
comprehensive economic plan proposed by President Clinton in 1993. 1GPRA requires 
agencies to develop strategic plans, annual performance plans, and annual performance 
reports in order to answer the basic question: What are we getting for the money we are 
spending? To be successful GPRA requires changes in management systems in addition 
to strategic and performance plans (Kessler, 1998). This effort requires dramatic cultural 
                                                 
1 A Vision of Change for America (1993) Executive Office of the President of the United States of America.  
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changes, focusing more on results than on process. GPRA looks for efficiency in 
government management to reduce federal and state deficits while improving the quality 
of services to the taxpayers. To achieve this goal, it is necessary not only to develop 
appropriate performance measures, but also to redefine federal government’s and states’ 
processes and agencies. 
Applying change to government is different than applying change to private 
organizations (Armenakis and Bedeian, 1999). The literature addresses change in state 
government administration related to the climate of change and associated models 
(Kessler, 1998), implementation of performance measures (Wechsler and Clary, 2000), 
reinvention of government (Russell and Waste, 1998, and Brudney, et al. 1999), and 
strategic management in public agencies (Poister and Streib, 1999). 
Research on change for public agencies has been limited by the development of 
two competing and seemingly incompatible perspectives, reinventing government or 
refounding government (Russell and Waste, 1998). Reinventing government is based on 
the concept that public administration can deliver goods and services using different 
approaches. This raises the issue that state administrators have to confront the 
development of entrepreneurial governments using innovative tools such as strategic 
management, information technology, and performance measurement, among others  
(Brudney, et al., 1999).  Refounders, on the other hand, argue that individual behavior is 
socially shaped because of the old social institutions, their rules, paradigms, and goals. 
Therefore, problems are resolved only if institutions and individuals change (Russell and 
Waste, 1998). These perspectives appear to be based on both radical changes in 
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operational processes as well as changes in the principles and practices of organizational 
development and individual change.   
A performance government is distinguished by its emphasis on the measurement 
of results and is conceptually oriented toward results and accountability (Wechsler and 
Clary, 2000). Reinventing government requires this orientation to be applied across the 
states and across individual agencies (Brudney, et al., 1999). State government has to 
become an organization that utilizes evaluation as an aid to gain from previous 
experiences, detecting and correcting errors (Leeuw, et al., 1994). 
To measure the adoption of reinvention and success of reinvention reforms, 
Brudney, et al., (1999) studied 93 agencies taking into account variables that affect 
change across agencies. These variables include state reform effort, agency type, agency 
characteristics, environmental influences on the agency, and director’s attitude toward 
change. They concluded that agencies with access to resources for investment are likely 
to sustain a more efficient change process. 
Thong et al. (2000), on the other hand, affirm that because state and federal 
agencies rely more on appropriations and less on market exposure and provide 
monopolistic and/or mandatory services, there is an increased reluctance to adopt massive 
changes, less innovative breakthrough and greater cautiousness in thinking and decision 
making.  They add that although social and political changes are the drivers that motivate 
change in public agencies, due to the greater diversity and intensity of external influences 





2.2 A Taxonomy of Change 
Organizational change involves the transformation of an organization over time 
(Barnett and Carroll, 1995).  It can be seen from two major dimensions: the content of 
change and the process of change.  The content of change can be identified with the goals 
and objectives of the planned change, and it can be measured by studying the 
organization before and after the change process has been implemented.  The second 
dimension is concerned with how organizational change is achieved over time 
(Damanpour, 1991, Barnett and Carroll, 1995, Damanpour, and Gopalakrishnan, 1999). 
In order to define both the content and the process of change, it is important to 
define the type of change that is expected. O’Hara (1999) mentions that it is possible to 
identify three types of change: a first order change (alpha type) that involves only task 
accomplishment, a second order change (beta type) that involves tasks and people, and a 
third level change (gamma type) that involves the whole organization and requires a high 
level of preparedness.  Hence, the content of change can be seen in a continuum going 
from routine to radical (Nord and Tucker, 1987), while the process of change also can be 
seen in a continuum, ranging from continuous to radical change (Hammer and Champy, 
1993, Grover, et al. 1995, Grover, 1999). 
From the content dimension, it is possible to argue that the process of change can 
be directly related with the adoption of an innovation since the adaptation to a new 
process, technology or system is closely related to the organizational change process. 
Routine innovation is defined by Nord and Tucker (1987) as “the introduction of 
something that while new to the organization is very similar to something the 
organization has done before (p. 11).”  On the other hand radical innovation “in addition 
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to being new to the organization, is very different from what the organization has done 
previously, and is therefore apt to require significant changes in the behavior of 
employees and often in the structure of the organization itself (Nord and Tucker, 1987, p. 
11).” According to the definition given by Nord and Tucker, it is possible to suggest that 
in order to implement radical innovations it is often necessary to radically transform the 
organization, or as stated by Presley, et al. (2000), to develop a gamma type change.  
Radical transformation “requires radical leaps, if not fundamental changes, in the way 
things are done (Burke, et al., 1996, p. 46)”. 
Nord and Tucker (1987) go beyond just defining the radicalness of the innovation.  
They also define innovation with respect to what parts of the organization the innovations 
affect and the units involved in the adoption of the innovations. With respect to what 
parts of the organization the adoption may affect, innovations can be defined as technical 
and administrative. Technical innovations originate in the technical core of the 
organization and pertain to the inclusion of new products, technologies or process. 
Administrative innovations originate in the administrative core of the organization and 
pertain to administrative procedures, policies and systems (Nord and Tucker, 1987, 
Damanpour, 1991). Damanpour (1991) studied the relationship between the radicalness 
of the innovation and the part of the organization affected and concluded that the 
adoption of administrative innovation requires a less transformational change than the 
adoption of technical innovations.  According to Damanpour’s study, administrative 
change requires what Burke, et al., (1996) define as transactional change, which “requires 
a fine tuning and improving of the organizational existing behaviors (p. 46).” Therefore, 
this type of change can be classified as both alpha and beta since it affects tasks and 
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people without profoundly changing the organization and its core elements (Presley, et al. 
2000). 
Finally, Nord and Tucker (1987) define central and peripheral innovation in 
relation to the organizational elements affected during the change and innovation process.  
affecting the core elements of the organization, central innovations are those elements 
that internally transform the organization and are related to vision and mission, authority, 
technologies and strategies (Kelly and Amburgey, 1991, Burke and Litwin, 1992).  
Central innovations mandate a core structural change that requires a more 
profound change involving internal structures and a radical divergence from current 
practices and behaviors (D’Aunno, et al., 2000). Peripheral innovations affect peripheral 
structures, which protect core structures from uncertainty by defining the procedures and 
systems that execute the routine transactions within the organization and between the 






As seen in table 2.1 routine innovations involve the adoption of new administrative 
activities.  These activities affect what Burke and Litwin (1992) define as transactional 
variables or specific elements concerning activities or process.  These types of 
innovations are the result of continuous adjustments within the peripheral or daily 
business activities in the organization. Radical innovations involve adapting the 
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organization to what Nord and Tucker (1987) defined as technological innovation. These 
innovations, as posited by Damanpour (1991), include not only new products and 
services to satisfy external competition, but the new elements needed to perform the new 
processes adopted.  Radical innovations affect central activities defined by Burke and 
Litwin (1992) as transformational elements or variables that affect core organizational 
elements and beliefs. Before attempting to adopt radical innovations, the organization 
needs radical change (Heller, 2000).  
 
2.3 Implementing Radical Change 
Tushman and Romanelli’s inertia theory of organizational change (in Sastry, 
1997) affirms that transformational change is composed of occasional dramatic 
revolutions or punctuations.  These punctuations overcome organizational inertia and set 
a new course for the organization to follow. In contrast Hannan and Freeman (in 
Amburgey, et al., 1993) propose that resistance to change occurs because organizations 
are embedded in the institutional and technical structures of their environment. They 
posit that organizations exist because they are able to perform with reliability and 
accountability if the organizational goals are institutionalized and activities are 
routinized.  Nevertheless, this institutionalization and routinization generates strong 
resistance to change. Thus, the characteristics that give stability to an organization also 
generate resistance to change and reduce the probability of change.  
 In addition, Larsen and Lomi (1999) assert that it is possible to view organizations 
from two opposite points of views. On one side as organizations grow in size and age; 
they accumulate competencies and knowledge that help in obtaining a competitive 
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position.  On the other hand, it is possible to view the organization aging process as 
directly related to the lack of ability to rapidly and adequately cope with rapid change and 
innovation. Both internal and external stakeholders prefer organizations that exhibit 
reliable performance because change disrupts both internal routines and external linkages 
(Ettlie, 2000. But, as Dent and Goldberg (1999) affirm, if people are convinced that 
change will bring better conditions and more stable conditions, there is more likelihood 
that the change will be accepted. In conclusion, inertia is an important element in 
defining which view is true since it has to do with the speed and cost at which the 
organization can adapt and change to address new and different needs; can find and 
occupy new resources and space; and can make actors to generate and retain new 
resources internally (Kelly and Amburgey, 1991, Amburgey, et al., 1993, Sastry, 1997, 
Larsen and Lomi, 1999). 
Organizational change needs to be at a faster pace (Burke, 1994) especially if it is 
precipitated by traumatic events as is common in today’s economy. With radical change 
the most complex of all the types of change, it is necessary to elucidate the strategies to 
successfully achieve radical change. The next section covers a more detailed analysis of 
the strategies developed to implement change. The section emphasizes Business Process 
Reengineering (BPR) as a strategy for radical change, and compares it with other 
methodologies. 
 
2.3.1 Business Process Reengineering (BPR) 
Reengineering, as a radical change strategy, offers a formal methodology for 
identifying and achieving radical performance gains (Davidson, 1999). The idea of BPR 
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is that simple improvement of processes will not eliminate complexity. Organizations 
need to go back to the drawing board and consider what they have to do to be most 
efficiently and effectively organized in order to achieve their goals and objectives 
(Clarke, et al., 2000), including a complete redesign of the organization. 
Several definitions of BPR have been found in the literature. The term “business 
process redesign” originated in a research project which started at MIT in 1984 (Biazzo, 
1998), and was classified as the third step of a business-restructuring model.  The model 
consisted of five levels defined as: localized exploitation, internal integration, business 
process redesign, business network redesign, and business scope redefinition. Business 
process redesign consisted of reengineering processes in order to fully exploit IT 
capabilities.  BPR was considered a specific strategy for using information technology 
efficiently (Biazzo, 1998). 
Davenport and Short (1990) defined Business Process Redesign as “the analysis 
and design of work flows and processes within and between organizations” (p.11). They 
added that working together with information technology (IT), these tools would have the 
potential of transforming the organization to “the degree that Taylorism once did” (p.11). 
In this view, it is possible to say that BPR changed from an IT specific application to a 
more general strategy enabled by IT  (Davenport and Short, 1990, Biazzo, 1998, Al-
Mashari and Zaiari, 2000). 
Hammer and Champy (1993) affirm that: 
 “ To reinvent their companies, American managers must throw out their 
old notions about how businesses should be organized and run…(p. 1)… 
Reengineering is the fundamental rethinking and radical redesign of 
business processes to achieve dramatic improvements in critical 
contemporary measures of performance, such as cost, quality, service and 




 While Davenport and Short (1990) conceptualize the design of processes not 
only within the organization, but also between organizations, Hammer and Champy 
consider, in addition to business processes, the importance of performance measures as 
an important element of the reengineering process. In addition, such a great impact on the 
organizational change can be efficiently and effectively reached thanks to the new 
generation of IT (Davenport and Short, 1990, Hammer, 1990, Hammer and Champy, 
1993, Talwar 1993, Martínez, 1995).   
 Klein, on the other hand includes a more strategic and organizational 
orientation when he defines BPR saying that: 
“ BPR is the rapid and radical redesign of strategic, value-added 
business processes – and the systems, policies, and organizational 
structures that support them – to optimize the work flows and 
productivity in an organization” (Klein, 1993, p. 40). 
 
 In the same context, Talwar (1993) defines BPR as: 
“An approach to achieve radical improvements in customer services and 
business efficiency.  The central challenge is to rethink and streamline the 
business process and support architecture through which the organization 
creates and delivers value” (p. 23).   
 
 Lee (1995) compiled a series of definitions of BPR. Some of the definitions that 
can be considered relevant for this work are presented below: 
- E. O. Goll (in Lee, 1995) defined “BPR as the total transformation of a business; an 
unconstrained reshaping of all business process, technologies and management 
systems, as well as organizational structure and values, to achieve quantum leaps in 
performance throughout the business” (p. 6). 
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- An anonymous definition says that BPR “is a process by which companies become 
world-class competitors by remaking their information systems, their organizations, 
their way of working together, and the means by which they communicate with each 
other and their customers” (p. 6). 
 Vansina and Taillieu  (1996) agree that reengineering is the redesign from a clean 
slate of an existing organization by inventing a better way of doing work.  They affirm 
that this clean slate approach is not new, but has been part of socio-technical systems for 
more than a decade. The main difference is that BPR achieves radical changes from the 
perspective of the customer, while socio-technical approaches accomplish change mainly 
as a function of people’s needs within the organization. 
Moreover, Eisenberg (1998) includes organizational culture when he defines BPR 
as the radical redesign of a company’s processes, organization and culture to achieve new 
levels of performance that create a breakthrough in the organization.  On the other hand, 
although Arora and Kumar (2000) do not specifically define BPR, they affirm that BPR 
is not a continuous technique for implementing change.  Rather, BPR is an incremental 
technique, which implies changes that are more radical. Finally, Irani, et al., (2000) say 
that BPR is a “vehicle with which to improve performance through radically redesigning 
strategic, tactical, and operational processes, together with the procedures, policies, 
structures, and infrastructure that support them” (p. 248). 
A partially different definition is given by the U. S. General Service 
Administration. It defines Government Reengineering as “the fundamental rethinking and 
radical design of core processes to bring about dramatic improvements in performance 
under political conditions characteristic of the public sector environment” (GSA, 1997, 
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http://www.itpolicy.gsa.gov/mkm/bpr/gbpr/gbpra.htm).  Here, changes are bounded by 
political conditions found in governmental organizations. Since these political conditions 
are externally defined, they would limit the reach of any change with environmental 
factors that cannot be controlled by the organization.  
Most of the definitions include other aspects distinct from IT. This makes BPR a 
more strategic approach, that will include change in all the elements of the organization, 
from the way work flows through different business processes, to the way customers and 
the organization communicate with each other; all based on a new culture and values 
created through the changing process. 
 
2.3.2 Relationship of BPR with Other Techniques 
Although BPR emerged as an approach to radical business transformation, Rouse 
and Watson (1994) affirm that BPR does not restrict itself to making changes in tasks and 
roles; for BPR to succeed it is necessary that crucial behavioral, cultural, and technical 
changes be achieved. Burke (1994) affirms that “organization change should occur like a 
perturbation or a leap in the life cycle of the organization, not as an incremental process 
(p. 23).” Nevertheless, he posits that despite the change being radical, the management of 
the change process must be incremental.   
Thus, it is possible to affirm that succeeding in radical change implies the use of a 
combination of tools and practices that guide the organization to the necessary total 
change required. These practices and tools are based on early theories that have been in 
use for decades and are brought together by theorists in different areas (Talwar, 1993, 
Nader and Merten, 1998). These fundamental ideas can be summarized as the radical 
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redesign of process, the revolutionary nature of the change, and the total commitment of 
top management (Biazzo, 1998). 
Several other strategies have been developed in recent years to cope with 
organizational change, with BPR, Organization Development (OD) Total Quality 
Management (TQM), and Change Management (CM) among the most important and best 
known.  The following paragraphs try to explain the existing relationships among the 
different strategies, their similarities and differences. 
In contrast with BPR, TQM emphasizes continuous rather than radical change. 
Derived from the original concepts developed by W. E. Deming in the late 1940s, TQM 
may be defined as the process of changing an organization’s culture or developing the 
organization to make it more responsive to customer’s needs, more efficient and effective 
(Pike and Barnes, 1994). This management approach is customer driven and instead of 
just trying to achieve high profits, TQM proposes that profit will improve as quality 
improves and the systems are under control (George and Weimerskirch, 1994). 
BPR’s primary criterion, that the organization is a collection of processes that can 
be reengineered scientifically and systematically (Biazzo, 1998), has been presented in 
early works; for example E. W. Deming, pioneer of TQM, emphasized the importance of 
thinking in terms of processes and process control (Vansina and Taillieu, 1996). Rouse 
and Watson (1994) report that the theories in socio technical systems present since the 
early 70’s the concept of transformation processes of human activities and the resulting 
clients being benefited by these transformations as part of the application of systems 
theories in the social sciences. 
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Although originally two opposing and competing areas, TQM and BPR are 
getting closer as strategies for inducing change in organizations (Jarrar and 
Aspinwall, 1999).  B. Wright (in Jarrar and Aspinwall, 1999) coincides with Burke 
(1994) when he affirms that reengineering of existing processes can be better 
achieved using existing TQM activities as facilitators. The authors present a list of 
similarities between TQM and BPR, including that both are quality movements, 
they need support and commitment, they provide measurable results, the customer 
is the focal point, both are focused on processes, results and changes are based on 
team work, they need a profound cultural change, and training is the basis of 
learning. Finally, Jarrar and Aspinwall, (1999) affirm that since TQM tends to 
create a stable organizational culture, it is possible to reduce the stress caused by 
BPR when it becomes a reality.  
TQM and BPR can be considered similar, since both are based on concepts of process 
and organizational change (Al-Mashari and Zairi, 2000). Both use benchmarking, are 
focused on customer needs and need performance measures to verify the change process.  
They differ mainly in the speed of change.  While TQM is based on a continuous 
incremental rate of change, BPR is innovative and radical in nature (Al-Mashari and 
Zairi, 2000).  The integration of both might improve the likelihood of achieving a 
successful change. The speed of change can be graphically depicted as in figure 2.1, 
which shows that continuous improvement takes more time to reach the expected level of 
change than radical improvement. It is important to consider that the need of a radical 
change can offset the results by not considering the human variables that in some cases 












The classical approach to organizational change uses Organization Development 
(OD) to create the motivation and accelerate the processes of change within the 
organization.  OD has developed from its roots in human relations’ factors to focus on 
strategic issues (Farias and Johnson, 2000).  
“Organization Development is a long-term effort, led and supported by 
management, to improve an organization’s visioning, empowerment, 
learning, and problem-solving processes, through an ongoing, 
collaborative management of organization culture – with special emphasis 
on the culture of intact work team configurations – using the consultant-
facilitator role and the theory and technology of applied behavioral 
science, including action research (French and Bell, 1999, p. 26).” 
 
By focusing not only on the human side but also on processes, the OD 
professional has the potential of building teams in the organization with a shared vision 
and strategy. The OD expert is the facilitator or a neutral third party, which uses 
diagnosis as an intervention to promote organizational change by means of changing 
attitudes to change behaviors (Harrison and Shirom, 1999, Worren, et al., 1999). 






















Fig. 2.1 Difference in outcomes depending on the approach to 
organizational change used.Adapted from Murray, et al. (2000). 
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Taillieu, 1996, Rouse and Watson, 1994) see change as a dynamic process but from an 
internal point of view and not based on customer requirements.  In order to lead to a 
planned organizational change, it is necessary to consider values that will focus on 
improving the concern for people in the organization.  Among those values are shared 
leadership, teamwork, empowerment, employee-wellbeing, participation, flexibility and 
open communication. 
From the definition it is possible to conclude that OD requires long-term effort as 
well as long-term commitment. In addition, it requires the full commitment of top 
management and the participation of all the members of the organization. Finally, its 
main purpose is to improve the processes concerning the products and services the 
organization offers (French and Bell, 1999, p. 26, Al-Mashari and Zairi, 2000). Although 
BPR also requires the commitment of top management, it is designed for radical change 
in a relatively short period of time, such as six months to three years (Skarke, et al., 
1995).   
Moosbruker and Loftin (1998) affirm that bringing BPR and OD together is difficult, 
but that any model that aims for success in organizational change must include the 
principles and practices of organizational development and business practices and 
processes. Also they argue that the relationship between OD and BPR inhibits 
collaboration between both disciplines. Jang, et al., (1999) establish that BPR facilitates 
communication among departments, improving the flow of ideas and goals as work is 
passed from one department to the next. The similarities between OD and BPR are 
numerous.  The main difference appears to be both the focus on internal participants and 
long term incremental change defined by OD versus the focus on customer’s needs and 
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radical change that underlie BPR. Thus, it is possible to posit that BPR enables OD to 
achieve its objectives by defining the processes that are causing problems within the 
organization. Redefining processes within the organization can help in developing 
models for organizational change, considering not only the welfare of people, but also 
ways to efficiently and effectively reach organizational objectives and goals. 
The concept of top management commitment is a basic factor for OD and BPR. 
Planning for the change is top down.  Reengineering must be directed, supported and led 
by the firm’s top managers. Top management commitment and leadership is essential in 
institutionalizing change (Armenakis, et al., 1999, Worren, et al., 1999), since they must 
convince all the members of the organization that the change is necessary. The goal is to 
create a substantive change and in order to succeed it is necessary to have organizational 
commitment and follow-up.   
Innovative approaches to business transformation have arisen to minimize the gaps 
existing between BPR and other organizational change strategies (Cheyunski and 
Millard, 1998). As the BPR concept has changed from an IT enabled process change 
initiative into a more holistic approach, the social and cultural aspects of the 
reengineering process are emphasized (Al-Mashari and Zairi, 2000).       
Worren, et al., (1999), define an integrated approach called Change Management 
(CM). It is based on two concepts: that human performance is the core of business 
performance, and that it is possible to optimize an organization’s revenue and profit 
delivery during change. The most important difference between OD and Change 
Management is that the latter works through teams of experts on different areas. This 
integrated approach is based on the concept that changes in both structure/systems and 
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human processes are necessary to effect attitude and change behavior (e. g., Worren et 
al., 1999, Farias and Johnson, 2000, O’Connor, 2000). In addition, there are attempts to 
link both OD and Change Management. Cheyunski and Millard (1998) present a 
particular accelerated approach that blends business process redesign, information 
technology and organization development disciplines in order to accelerate business 
transformation.  In their paper, the authors define an organizational architect who plays a 
significant role in enhancing interdisciplinary work that will enable a successful change. 
Change management is the process of considering both the technical and socio-
technical aspects of radical change in order to achieve a successful transformation 
(Worren, et al., 1999). Like socio-technical approaches such as OD, change management 
focuses on ways in which people and technology can be brought together to optimize 
systems and their interactions through social analysis. However, change management 
approaches use BPR concepts as they emphasize cross-functional processes that use 
technology to improve productivity.  Finally, Change Management includes 
communication between all the influential elements within and outside the organization 
to increase the likelihood of an effective business transformation effort (Cheyunski and 
Millard, 1998, Worren, et al., 1999).  
Continuous change strategies have failed because they do not demand radical 
organizational reforms (Murray, et al., 2000).  Continuous improvement approaches do 
not work well because they seek to improve existing programs without changing what is 
being done. Conversely, radical change methodologies such as BPR involve radical 
rethinking and disregarding of existing processes.  They seek new design and processes 
to provide radical performance improvement. Change management tries to define an 
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intermediate point, combining concepts from continuous improvement approaches and 
BPR to develop a process that reaches levels of improvement without the sacrifices and 
frustration that radical change programs normally bring in the organization (Grover, 
1999, Murray, et al., 2000). 
Love and Gunasekaran (1997) affirm that while BPR is a combination of 
quantitative tools inherited from industrial engineering, management theory and systems 
analysis, in order to be successful radical change initiatives need an organizational 
culture change to occur. This culture change does not come only as a result of a change in 
the system, but is a change that needs continuity and is a time-consuming and a delicate 
process that has to be initiated before the reengineering process (Obeng and Crainer, 
1994). Both socio-technical theories and TQM are important tools used to develop this 
cultural change in organizations (Armenakis, et al., 1999, Jarrar and Aspinwall, 1999, 
Farias and Johnson, 2000, Worren, et al., 1999). It is necessary to combine concepts and 
tools from BPR with tools and concepts derived from OD, TQM and CM such as 
empowerment, teamwork, continuous improvement, and extensive communication in 
order to successfully achieve radical change (Obeng and Crainer, 1994). 
 
2.3.3 Factors Determining a Successful Radical Change Initiative 
Significant publications exist that present both successful experiences and failures 
when implementing radical organizational change. Hammer and Champy (1993), in their 
seminal work on BPR estimated a failure rate of between 50 and 70%, while Kotter 
(1995) affirms that few of the radical corporate change efforts he has observed have been 
successful no matter what change strategy has been used. Eisenberg (1998) compiles a 
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sample of reports on how reengineering has affected both a company’s performance and 
its future vitality. Finally, Walston, et al., (1999) observes that many publications present 
serious doubts of the benefits of reengineering.  
Other authors report successful stories of BPR implementation on specific 
projects (e. g., Hammer and Champy, 1993, Kennedy, 1994, Bisson, et al., 2000, Cooper, 
2000, Gunasekaran and Adebayo, 2000, Kettl, 2000).  Walston, et al., (1999) report that 
although reengineering did not improve the average cost position of hospitals under BPR 
projects, it was possible to notice a significant percentage of hospitals having better 
processes from the experiences gained from the projects. Maull, et al., (1996) present a 
series of case analyses explaining the success of BPR in different companies in the U. K., 
while Drew (1994) does the same but applied to financial services in the U.S.A. and 
Canada. Finally the literature presents several examples of success in specific projects at 
government agencies in the United States and other countries (e.g., Caudle. 1994, Libbey, 
1994, Mechling, 1994,  Veasey, 1994,  Narasimhan, et al., 1997, Jang, et al., 1999, 
McGarry and Beckman, 1999, Allan, et al., 2000, and Thong, et al., 2000).  
Hall, et al., (1993) report deterioration in the overall results of observed 
companies, even after years of careful redesign and dramatic improvements in individual 
processes. On this line of thought, Martínez (1995) affirms that despite the hard work and 
determination, reengineering and other radical change efforts have been only marginally 
successful. He reports that progress in the analysis stages was significant, while 
developing and implementing new models was much more difficult. Problems with 
organizational resistance, communication, integration and commitment were the most 
common found in his study. 
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Why does radical or transformational change fail?  The first difficulty in 
implementing any radical change project is that there is little agreement among 
practitioners about what radical change means (Talwar, 1993). Eisenberg (1998) argues 
that in practice radical change, especially reengineering projects, has become similar to 
downsizing. The problem, Eisenberg (1998) adds, is that reengineering has been 
incorrectly applied as an expedient cost cutting tool rather than for the original objective 
of changing the organization. BPR has to be considered an organizational change strategy 
rather than simply a “quick change” tool (Kettinger, et al., 1997).   
In addition to correctly defining BPR, it is important to correctly define the key 
factors that need to be considered as determinants in any BPR project (Biazzo, 1998). 
The literature presents a vast amount of research aimed to define critical factors 
necessary to successfully implement BPR.  Table 2.2 presents a summary of some of this 
research and the most important factors defined. 
Hammer and Champy (1993) list some of the common errors to avoid in order 
succeeding in a radical organizational change project. They affirm that  “the most 
important concept to grasp is process… to manage businesses around their processes “(p. 
219). A business process is “the logical ordering of sequential functional level activities 
which take inputs and produce outputs which are of value to some customer (Crowe and 
Rolfes, 1998, p. 116).  
 





























Integrated effort, business processes definitions, definition of mission, goals and objectives 
of the organization and the BPR effort, top management commitment, top-down process, 
few but important projects, clarity in the definition of BPR, leadership, allocation of 
resources, human implication.  
Hall, et al., (1993) Roles and responsibilities, measurements and incentives, organizational structure, 
information technology, shared values and skills, span, extent, leadership 
Talwar, (1993) Extent of the reengineering project. 
Drew, (1994) Past experiences in BPR, number of active projects, number of core processes identified, 
use of benchmarking, new IT, criteria for selecting BPR projects, teamwork, planning 
systems, knowledge of BPR, coping with organizational stress and management resistance 
to change. 
Kennedy (1994) Teamwork, understanding of human implication 
Cooper and Markus 
(1995)  
People empowerment, commitment. 
Obeng and Crainer 
(1994) 
Participating people, stakeholders. 
Lee (1995) Organizational culture, leadership style, collaborative work environment, top management 
commitment, change in management systems, formalization of tasks. 
Fagan  (1995)  Innovation, creativity, work environment. 
Clemons (1995) Defining functional and political risks 
Kotter (1995) Establishing sense of urgency, having vision, removing unnecessary obstacles, powerful 
teamwork and organizational culture, communication, change process methodology, 
planning for short and long-term results, time horizon, project duration. 
Maull, et al., (1996) The change proposed, performance measures, IT, influence of human factors, processes 
architectures, link between BPR and corporate vision, mission, objectives and strategies. 
Love and 
Gunasekaran (1997) 




Identification of core processes, identification of customer types and requirements, project 
planning, systems view, design principles, methodology, data availability and reliability, 
employee involvement, project interfaces, project management, performance measures, 
processes ownership. 
Guimaraes, (1997) Use of outside consultants, customer oriented BPR, BPR education and training, 
empowerment, efficiently use of resources, project plan, project management, few critical 
processes, IT as enabler, use of automation, continuous improvement culture, integrated 
approach, communication, previous experience, process mapping and definition, top-down 
process, top management commitment. 
Beugre, (1998) Justice considerations. 
Jaffe and Scott 
(1998) 
Top-management leadership and commitment, whole system involvement, flexibility, 
structure, methodology, measurement. 
McGarry and 
Beckman (1999) 
Customer, market, environment, product, expertise, processes, management, 
empowerment, motivation, teamwork, structure, communication, technology, 
commitment, culture. 
Wu, (2000) Customer oriented processes and organization. 
Arora and Kumar 
(2000) 
Definition of goals and expectations, considering human factors, simple and well designed 
projects, considering customer needs, availability of data, effective and efficient use of IT, 
long and short-term planning, performance measures, attainable expectations. 
Thong, et al., (2000) Favorable public opinion, pilot implementation, approval of redesign methodology, 




 Giaglis (2001) defines processes as: 
“A collection of decision models, each of which is identified by the type 
of decision and contains a sequence of processing tasks.  These tasks are 
the smallest identifiable units of analysis, and their optimum arrangement 
is the critical design variable determining the efficiency of the resulting 
approach (p. 210). “ 
 
The concept of cross-functional processes, shown in figure 2.2, is the foundation 
of BPR and has the potential to change the way people traditionally define the structure 








 As Crowe and Rolfes (1998) posit, the traditional organization chart shows the 
organization as a set of departmental hierarchies located according to the organization’s 
structure. The traditional view of the organization as a departmental hierarchy limits the 
existence of activities across the different functions, promoting the separation of 
activities.  Results of the traditional view are: 
- People cannot see that the output of their work is the input of others. 
- Departments are isolated without communicating common goals, tasks and outcomes. 
- Core ideas, objectives and goals can be distorted or lost as activities are performed in 
different departments.  
Work flow 
Fig. 2.2 Cross-functional activities within a traditional organization. 
   From Jang, et al., 1999. 
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BPR emphasizes cross-functional processes as opposed to hierarchies, giving 
special emphasis to customer satisfaction.  Processes are strategic assets that go beyond 
the traditional definition of function to a more integrated view (McCormack and Johnson, 
2001). 
Different authors also recognize the extent of a radical organizational change 
project as an important critical success factor. Talwar (1993) affirms that from BPR as 
change methodology have emerged two major categories of initiatives.  The first and 
more common category is the process redesign, whose emphasis is to identify one or 
more core processes and redesign their execution.  The second category is the business 
reengineering, which involves a “strategy-driven, top-down revision and redesign of the 
total business (p. 24)”. 
Clemons (1995) on the other hand, defines reengineering as referring to any of 
three degrees of fundamental business change: business process redesign, process 
innovation and business revision. From this perspective, it seems to us that some of the 
errors observed by Hammer and Champy (1993) are so narrow that merely to avoid them 
will not necessarily guarantee successful implementation of a BPR project.  It is 
necessary to recognize that BPR is not the radical change of isolated processes, but 
instead it is an integral transformation of all the organization’s systems and processes 
(Kettinger, et al., 1997).  
Hall, et al., (1993) identify a set of crucial organizational factors, summarized in 
table 2.2, that are to be considered in any reengineering project.  These factors will be 
both motivators and measures of the three critical determinants for succeeding in a 
reengineering project, which they define as: 
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- Span or Breadth: whether the project is set up to improve performance across the 
whole business. 
- Extent or Depth: the extent of change of the six organizational elements as a result of 
the BPR project. 
- Leadership: the extent of top management commitment. 
Drew (1994) classifies critical factors associated with success as firm specific and 
project-specific.  In this study success was measured in terms of improved customer 
service, cycle-time reduction, handling increased volume of transactions, headcount 
reduction, cost savings and overall success of the project. He presents causes of potential 
failure of reengineering.  Among the barriers uncovered in his research organizational 
stress due to changes resulting from the project was the single most important, with 
managerial resistance to change the second greatest barrier.  Loss of power, new 
managerial approaches and increase in the workload were the main causes of this 
resistance.  Finally a third barrier was the lack of knowledge and skills to make BPR a 
success.  Other less significant barriers found were employee resistance to change, poor 
communication, skepticism and customer/supplier resistance to change.  
  Kennedy (1994) presents two successful cases of BPR in the U. K.  She concludes 
that since the object of BPR is to redesign a business around core processes, the threat to 
management is more than simple words.  According to her article, the redesign of 
business processes requires the use of cross-functional, multidisciplinary teams. The team 
becomes an important element of the reengineering process, with the organization 
flattening as individual functions disappear, becoming cross-functional processes. Yet, 
she adds, it is possible to reduce the headcount, and the resistance to change, if the 
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reengineering project is planned from the start with top management fully understanding 
the human changes involved. Her findings are consistent with those presented by Cooper 
and Markus (1995).  They affirm that the engine of reengineering is not reengineering 
analysis, but managers and people who do the work.  People need to be committed to the 
reengineering process, not only trained to be part of the reengineered processes. 
The factors influencing the success or failure of BPR implementation must be 
explained considering a holistic approach of the organization, including not only direct 
participants of the reengineering project but also the effect on the organization’s 
stakeholders and customers, and the effect that internal and external behavior have on the 
project (Obeng and Crainer, 1994). They define stakeholders as people needed as 
resources, people who will be part of the redesign processes but are not part of the 
reengineering team, people who are going to be affected by the change, and people on the 
sidelines that will not be part of the change process but can affect it.  All of them have 
their own motivation and agenda and can affect the outcome of the reengineering process 
(Irani and Rausch, 2000).  
Lee (1995) does an empirical research on BPR critical success and failure factors.  
The author classifies the crucial factors affecting BPR implementation as organizational 
culture, organizational structure and management support. The author also identifies 
resistance to change as a critical failure factor of BPR implementation.  One possible 
limitation of this study is that it was addressed only to the people directly involved in the 
reengineered process, either managers or users, not top management and stakeholders. 
Also the study does not specifically explain how the degree of success was measured, 
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although it defined as success variables time reduction, cost reduction, output quality and 
quality of work life (Davenport and Short, 1990). 
Fagan (1995) studies the effect of creativity, innovation and work environment 
among the IT personnel involved in a BPR process.  She concludes that in order to be 
successful in a BPR effort, personnel directly involved with the initiative must have a 
higher degree of creativity and initiative than personnel involved in any common 
development or improvement within the organization. 
  Clemons (1995) characterizes the risks that could affect BPR projects. Although 
he defines financial, technical, project, functionality and political risks, he considers 
functionality and political the two most critical. 
- Functionality risk is the risk of making the wrong changes to systems and processes, 
or making inadequate changes that do not accommodate strategic needs. 
Overconfidence and intellectual arrogance are examples of issues included under this 
characterization. 
- Political risk is the risk that the organization will not complete the project, either 
because of serious internal resistance or because of a gradual loss of will. 
Kotter (1995) on the other hand, points to two lessons to be learned from the most 
successful cases.  First, a change process usually requires a considerable length of time. 
Skipping steps in the logical process of change creates an illusion of speed and does not 
produce satisfying results.  Secondly, there are mistakes that can, in any phase of the 
change process, have devastating impact. These possible pitfalls can be converted to 
success factors with the influence of the right people participating in the change process 
(Kennedy, 1994, Cooper and Markus, 1995). 
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Maull, et al., (1996) reported on the implementation of BPR projects in 25 
companies.  They found that six key issues affect the way in which BPR is carried out: 
the change proposed, the performance measures used, the impact of information 
technology, the impact of human factors, the presence or absence of a process 
architecture and the link between BPR and corporate strategy. In their article, they make 
clear the importance of having accountability for the different business processes and the 
importance of IT as a tool enabling a successful BPR initiative. 
 Moreover, Beugre (1998) in a more humanistic orientation argues that many BPR 
projects fail because they do not consider justice issues. In order to improve the success 
of BPR projects, managers should consider justice issues at four levels: 
- Distributive injustice occurs when a person does not get the rewards he or she 
expected in comparison with the rewards others get. 
- Procedural justice concerns the fairness of procedures.  Procedures are considered fair 
when people have control over outcomes and participation in developing different 
options to influence the outcomes. 
- Interactional justice refers to the quality of interpersonal treatment people receive 
during the implementation of a change process. 
- Systemic justice refers to perceptions of fairness concerning the organization as a 
whole. 
Jaffe and Scott (1998), define as critical elements for success in a BPR project 
aspects such as fully engaged top leadership, visibility of change leaders, broad, whole-
systems involvement and building capability to sustain change. McAdam (2000) divides 
over fifty different critical factors of success in small and medium enterprises into six 
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categories: resources, leadership, flexibility and change, structure, methodology and 
measurement. Note that McAdam’s “resources” were found important but not critical by 
Lee (1995).  Leadership, flexibility and change, structure and methodology are implicit as 
critical success factors in one way or another in the previous references. Although 
measurement is also implicit in some of the references presented so far, it is important to 
mention that Hammer and Champy (1993) consider that processes are the key of any 
reengineering effort, and that it is necessary to have a set of tools to measure the level of 
success. In other words, the process must be accountable to the user or customer of this 
process. Standard measurements must be developed and must include three types of 
information: time, overall outcome and customer satisfaction (Scherr, 1993).   
Several authors define IT as one of the main factors that make BPR possible (e. 
g., Hammer and Champy, 1993, Martínez, 1995, Clemons, 1995, Al-Mashari and Zairi, 
2000, Clarke, et al., 2000), but Love and Gunasekaran (1997) and Irani and Rausch 
(2000) consider that there are other factors as important as IT to enable BPR. Love and 
Gunasekaran (1997) group these factors as four enablers of the reengineering process: IT, 
human resources, organizational elements, and total quality management.   
Wu, et al., (2000) support this idea when they affirm that it is the internal or 
external customer of the process who defines not only the critical success factors of the 
process, but also the performance measures, the processes necessary to achieve these 
success factors, the organizational structure to operate these activities, the people and 
their competencies within the structure, the IT system to support the information flow, 
and the resources required by the redesigned processes. 
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  Arora and Kumar (2000) surveyed twenty-five firms to determine what factors 
trigger reengineering, the nature of reengineering projects and common causes of failure 
among the studied firms. Based on their experiences and findings, Arora and Kumar 
(2000) present some basic guidelines for reducing the chance of failure.  Among the most 
important are the necessity of having evidence that the BPR initiative is likely to succeed, 
flexibility and reliability of the new processes and the identification of internal and 
external customers, the same as the identification and definition of the various supply 
chains surrounding and influencing the organization. 
Caudle (1994) presents a discussion of strategic reengineering issues in 
government. The author mentions several issues important in the successful 
implementation of BPR in government. Although most of the issues are similar to the 
factors defined previously in this article, the author introduces a different factor that is 
important in a governmental agency.  This factor is concerned with the leadership time 
dimension and is important because motivation and change efforts can be affected by the 
cycle of executive and legislative elected officials.  This factor allows two to four years to 
generate, develop and implement a reengineering effort before it can be affected by the 
priorities on projects of the new elected executives. 
The U. S. Government, preoccupied with accomplishing the goals of the 
Government Performance and Result Act (GPRA) that requires state and federal 
comprehensive reforms, is also interested in defining critical factors common to 
government agencies.  In that sense the U. S. General Accounting Office ( GAO, 1995) 
developed a guide for assessing the BPR effort in government.  The purpose of this guide 
is to provide GAO evaluators and other auditors with a framework for assessing how well 
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federal agencies are addressing the key tasks and risks associated with reengineering. The 
guide has three major assessment areas: assessing the BPR case, assessing projects 
management and process analysis activities and assessing implementation and results.   
The U. S. General Services Administration (GSA, 1997) published a Government 
BPR Readiness Assessment Test in order to identify critical success factors at the earliest 
stage before making investments in time, money, and human resources. Because of the 
differences between government and private organization, this test accents specific 
characteristics of government BPR. The GSA Readiness Assessment Test is a seventy-
three-question instrument divided in seven sections: leadership, planning and 
communication, integration of technology and BPR, anticipated risks, identification of 
resources and roles, existing performance measures and structured reengineering teams.     
Narismhan and Jayaram (1998) developed a longitudinal case study in an Indian 
state office.  They found twelve critical factors that can influence the results of a BPR 
project including system view of the process, project planning, clarity of objectives, 
identification of core processes, identification of customers and stakeholders, customer 
orientation, multiple sources of data, employee involvement, a method for evaluating 
alternatives, process ownership, communication, project orientation, strategy for change 
and identifying other project interfaces. 
   Finally, Thong, et al., (2000) present how BPR may be different in a public 
organization.  They developed a case study at the Housing Development Board in 
Singapore, finding unique factors for public sector management such as high resistance to 
change influenced by social and political factors, public opinion, staffing from neutral 
staff, approval of redesign procedures and pilot implementation. 
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Burke and Litwin (1992) affirm that many reengineering projects have failed 
because they ignored human variables.  They identify the variables that need to be 
considered in any attempt to predict and explain the total behavior output of an 
organization, the most important interactions between these variables and how they affect 
change.  
Burke and Litwin (1992) define two types of variables that are involved in the 
change process.  Transformational variables are concerned with the areas in which 
alteration is likely caused by interactions with environmental forces and will require an 
entirely new behavior from the organization.  Transactional variables, on the other hand, 
are related to those elements whose primary ways of alteration are via relatively short-
term relationships and internal forces. Tables 2.3 and 2.4 define these variables. 
Business Process Reengineering looks for dramatic improvements through radical 
internal changes, not simply improvement, of the organization.  These changes include 
cultural, human, technological and procedural changes and have to be planned and 
implemented according to some change strategy previously developed by a committed 
top management. Achieving radical change requires more than using an isolated theory.  
It requires a combination of concepts from radical change methodologies to socio-
technical and continuous improvement theories that when correctly used will result in a 
new organization able to overcome the everyday dramatic changes that our business 
environment is enduring. 
The following sections include concepts and techniques to model complex 
systems, relating the need of dynamically modeled organizational change with several 







Burke (1994) defines it as any outside condition or situation that influences the performance of the 
organization.  Environment includes factors such as institutions, groups, government, market pressure and 
trends and technology.  Environment makes demands to the organization, places constraints to actions 
and objectives but also provides opportunities (Nadler and Tushman, 1983). 
 
Burke (1994) and Harrison (1994) suggest that the pace (slow or fast) and the complexity (simple, 
complex) of the environmental requirements to the organization are elements that define the influence of 
the environment in the change process. 
 
Porter (1998) defines five competitive forces that affect or determine the ability of forms to generate 
profitability and adequate performance.  These forces are: potential entrants, suppliers, substitutes,, 
buyers, and industry competitors. 
 




This factor can be defined as “what employees believe is the central purpose of the organization and the 
means by which the organization intends to achieve the purpose over an extended time. Burke, 1994, p. 
74)”. This factor is critical because it determines how the organization is going to cope with the 
environmental requirements. 
 
It is a function of (Burke and Litwin, 1992, Nadler and Tushman, 1983): what management believes are 
the mission and strategies, what employees consider is the central purpose of the organization, and how 
the organization intends to achieve the mission. 
Leadership Leadership is the “aspect of managerial activity that focuses on the interpersonal interactions between a 
leader and subordinates (McAfee and Champagne, 1987, p. 303)” 
 
It is important to realize that any change initiative must come from top management because of the broad 
vision and authority level necessary to define the necessity of change (Hammer and Champy, 1993). 
Leaders must have enough power and influence to guide a change process and to convince people to be 
part of the process. 
 
Leadership is an integral element of managerial practices. It is the behavior presented by management 
that guides and encourages organizational members to achieve the mission and to accomplish the 
established strategies (Yuki and Van Fleet, 1992).  
 
Leaders can be transformational and transactional (Deluga, 1988).  Transactional leaders are reactive to 
the situational contingencies and are engaged in a “bargaining relationship with employees (Deluga, 
1988, p. 457). Transformational leaders, on the other hand look for encouraging employees to act 
according to the organizational mission by changing behaviors and personal actions (Deluga, 1988, Burke 
and Litwin, 1992). 
Organizational 
Culture 
Burke (1994) defines culture as “the collection of overt and covert rules, values, and principles that guide 
organizational behavior and that have been strongly influenced by history, custom and practices (pp. 74-
75).”   
 
Thus, Organizational Culture provides a social environment to which individuals must be adapted in 
order to fit in or survive (Cooke and Rousseau, 1988), providing a “meaning systems” to organizational 
members (Burke and Litwin, 1992, p. 532). 
 
Frank and Fahrbach (1999) affirm that individual behaviors are affected by the information that is 
exposed to them during the interaction with other individuals.  They will look for balance either by 
adjusting their behavior or by interacting with other individuals with the same beliefs. Organizational 
culture is the mean used by the organization to develop the formal and informal communication channels 
needed by the individuals to response to internal and external effects. 
 
 



























Structure As Burke (1994) states it is “the arrangement of functions and people into specific areas and levels of 
responsibility, decision-making authority, and relationships (p. 75).” 
 
Lee (1995) affirms that three structural variables have an influential effect in innovation and change: 
 
– Centralization: it is the degree of participation of the organizational members in the decision 
making process.   
- Formalization: it is the degree to which job duties are codified in written description, the 
existence of rules and regulations and the use of systematic reward systems.   
– Complexity: is given by the degree of complexity in which communication and authority is 
performed (Van de Ven and Ferry, 1980).  A highly complex organization will present a structure 
oriented toward isolated functions and areas (Myles, et al.1991). Since integration of labor is an 
important element in process definition during a BPR project, it is necessary to assess the level of 
integration existing in the organization.  
Management 
Practices 
Although managers are leaders that guide and influence organizational behaviors (Yuki and Van Fleet, 
1992), it is important to define practices that managers use during normal course of events to use the 
human and material resources to carry out the organization’s goals and strategies (Burke and Letwin, 
1992, Burke, 1994). 
 
Different managerial practices can be identified in the literature (Luthans, et al., 1988, Yuki and Van 
Fleet, 1992): planning/coordinating, staffing, training/developing, processing paperwork, 
monitoring/controlling performance, motivating/reinforcing, interacting with outsiders, managing 
conflict, and socializing/politicking 
 
Systems As Burke (1994) affirms, the systems are the set of standardized rules, policies and mechanisms 
developed and used to facilitate work and processes. 
 
This variable is similar to formalization as defined by Lee (1995).  Formalization “refers to the extent to 
which job duties are codified in written description, rules and regulation, and employees are evaluated 
according to highly codified and specific procedures (Lee, 1995, p. 65)." 
 
Van de Ven and Ferry (1980) add to the definition of formal systems the element of standardization.  
They define standardization as the “degree to which work rules, policies, and procedures are formalized 
and followed in an organizational unit (p. 161)”, and they present a set of questions directed to measure 
the degree of formalization and standardization that exists in an organizational unit. 
Climate Climate can be defined as “the collective current impressions, expectations, and feelings of the members 
of local work units, all of which in turn affect members’ relations with supervisors, with one another, and 
with other units (Burke, 1994, p. 75)”. 
 
Burke and Litwin (1992) affirm that climate is referred to a local level of analysis.  That is, climate is 
more related with the work unit or team while culture is a more general, organizational concept. On the 
other hand, Cooke and Rousseau (1988) posit that there are different organizational subcultures within an 
organization.  The different environments within the organization define these subcultures.  Subcultures 






It is the “behavior required for task effectiveness, including specific skills and knowledge required for 
people to accomplish the work assigned and for which they feel directly responsible (Burke, 1994, p. 
75).” 
 
Van de Ven and Ferry (1980) consider Job Specialization, Job Expertise, Job Standardization, Job 
Discretion, and Job Incentives as characteristics defining Job Design Factors.   Job Discretion and 
Standardization are also measures of centralization and formalization, thus have to be carefully used in 




They are the specific psychological factors that provide desire in the workforce, including job 
enrichment, job satisfaction and personal values (Burke and Litwin, 1992). 
 
While values are a “very broad, general belief about some end state such as honesty or an exciting life 
(McAfee and Champagne, 1987, p. 37)”, attitudes are more local and focused in individuals (McAfee 
and Champagne, 1987, Rogers and Byham, 1994). 
Motivation Is the energy generated by the combined desires for achievement, power, affection, discovery used to 
move toward goals until satisfaction is attained (Burke, 1994). 
Performance 
measures 
De Haas and Kleingeld (1999) define performance measures as “a formula or rule that enables 
quantification of performance (p. 234)”.  Performance measures are indicators not only of outcomes but 
also of the effort and achievements of the organization and its members (Burke and Litwin, 1992) 
 
Table 2.4 Transactional variables 
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2.4 Organizational Change and Modeling Methodologies 
  
2.4.1 The Organization as a Complex System 
 
Amburgey, et al., (1993) defined organizations as  “structured systems of routines 
embedded in a network of interactions with the external environment (p. 52)”.  According 
to Gharajedaghi, (1999) an organization is a “voluntary association of purposeful 
members who themselves manifest a choice of both ends and means (p.12).” The 
organization is simultaneously a social and technical system (Burke, 1992). 
Organizations have technology, which is oriented to produce tangible or intangible 
products. In addition, organizations are composed of people, or stakeholders, “who 
depend on the organization for the realization of some of their goals, and in turn, the 
organization depends on them in some way for the full realization of its goals (Kueng, 
2000, p. 69)”.  They interact around the processes performing operations using the 
technology present in the organization.  
On the other hand Fox, et al., (1996) consider an organization “to be a set of 
constraints on the activities performed by a set of collaborating agents (p. 124).”  
Resistance to change occurs because organizations are embedded in the institutional and 
technical structures of their environments (Amburgey, et al., 1993) and it is important to 
understand these structures and participating agents in order to understand and clearly 
define both the process and content of change. 
 As Skarke et al., (1995) affirm, if organizational change could be viewed only as 
affecting the technical systems in the organization, developing organizational change 
would be a relatively easy task. They add that since organizational change requires 
people to modify their beliefs, feelings and behaviors, the complexity of the change 
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process significantly increases. A social system has not only goals, but also the purpose 
to attain them. Attaining global goals is not the sum of individual processes performances 
but the synergistic effect obtained by optimizing the organization’s effectiveness 
(Doumeingts, et al., 2000). Thus, it is necessary to understand the interaction of the 
different variables involved in optimizing the organization. 
 A system is “a collection of elements such as people, resources, concepts, and 
procedures intended to perform an identifiable function or serve a goal (Turban, et al., 
1999, p. 40)”. Figure 2.3 graphically describes the different elements of a system. 
Systems are composed of inputs, outputs, processes, feedbacks and controls, and 
system and environmental boundaries (Turban, 1999, Wu, 1994). At the same time, 
systems have subsystems within the main system that are interconnected and cooperate to 









Organizations are dynamic systems since they are unstable, unpredictable and 
have the internal capacity to reconfigure themselves into new forms after a dramatic 












Fig. 2.3 Graphical representation of a system. 
   Adapted from Wu (1994) and Turban, et al. (1999) 
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dynamic complexity since they have complex relationships that allow them to be self-
organizing and adaptive. He adds that social systems within the organization are policy 
resistant and characterized by trade-offs, with tight relationships within the different 
elements composing the social systems. Finally, the response to change of a dynamic 
organization is non-linear (Anderson, 1999, Pascale et al., 2000, Sterman, 2001).  . 
Effects are rarely proportional to causes, and outcomes are different locally in the system 
than in distant regions of the area where the cause was generated. 
Sterman (2000) defines policy resistance as the action when “policies are delayed, 
diluted, or defeated by the unforeseen reactions of other people or nature (p.3).” 
Moreover, Larsen and Lomi (1999) assert that: 
“The problematic relationship between strategy conception 
and execution on the one hand, and between strategy 
execution and its consequences on the other, is rooted in the 
observation that business organizations exhibit many of the 
characteristics of policy-resistant dynamical systems (p. 
407).” 
 
Complexity in policy resistance systems arises from the interactions of the 
system’s most significant variables over time (Sterman, 2001). As Bal and Nijkamp, 
(2001) affirm, in complex systems, initial conditions may exert a significant impact on 
the system’s outcomes. These variables have to be studied and understood in terms of 
time, effect, influences and complete interaction of the change process within the system 
and its environment, and since the real world is constantly evolving, any study over 
complex systems can be considered as a sample of a complex universe.  The results of the 




The traditional approach to analyze organizations has been based on a functional 
perspective (Wu, 1994). As shown in figure 2.4, using this functional approach 
organizations are broken down into individual functions and each of them is analyzed 








But organizational behavior cannot be defined as an aggregate concept composed 
of individual entities with the same average behavior (Anderson, et al., 1999). It is 
necessary to define the organization as a set of subsystems all of them interrelated. The 
fundamental idea of seeing the organization from the perspective of a system approach 
(see figure 2.5), or system thinking, is to analyze it from an overall perspective, 











Fig. 2.4 A functional view of the organization 






Fig. 2.5 The organization from a system thinking approach 
    From Wu, 1994 
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It is possible to define systems thinking as a way to view the organization from a 
holistic point of view, trying to explain how to handle interdependent variables within a 
social system (Gharajedaghi, 1999, Gupta, et al., 1999).  It is possible to define the 
organization as a voluntary association of members with a common purpose. Systems 
thinking tries to respond to the challenge of combining the complexity of the organization 
with the interdependency, self-organization and choice in the context of social 
organizations (Gharajedaghi, 1999). 
  To explain the concept of voluntary association and how interdependent variables 
influence the purposefulness of the organization it is necessary to put the system in the 
context of the larger environment of which the organization is part. Introducing the 
system in the context of a larger environment defines the principle of the principal world-
view.  Gupta, et al (1999) define the concepts on which this principle is based: 
- Systems as cause: the dynamics of a system is a result of the relationships of causes 
within the system. 
- Operational thinking: it is possible to see the system in terms of how it really works, 
and to build an understanding of the interdependencies and causalities within the 
system. 
- Close-loop thinking: from a systems thinking approach, causal relationships can be 
seen as reciprocal.  Factors can be both cause and effect and they cease to be the 
relevant unit of causality; with the main cause being the relationships among 
variables within the system and between the system and the environment. 
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Jackson (2001) widens the concept of systems thinking when he defines the concept 
of critical systems thinking as combining concepts of social theory and systems thinking.  
He affirms that critical systems thinking  
“is essentially about putting all the different management sciences 
methodologies, methods and models to work in a coherent way, 
according to their strengths and weakness, and the social 
conditions prevailing, in the service of a general project of 
improving complex societal systems (Jackson, 2001, p. 238).” 
 
 According to Jackson (2001) there are three types of critical systems approaches 
that can be used to describe a complex system.  Hard or fundamentalist methodologies 
assume that the real world is systemic and modeling and analysis is conducted following 
these premises.  Soft or interpretive methodologies do not necessarily assume the world is 
a system.  The modeling and analysis is creative and may not be conducted under the 
assumption of a systemic world.  Finally, emancipatory or radical methodologies assume 
that the real world can become systemic in a manner alienating to individuals or groups 
of individuals. Models and analyses are performed in order to identify biases and 
alienation and are oriented to show the disadvantages of the current situation.  Finally, the 
author adds that no methodology is isolated and unique. While a dominant approach can 
be used to describe a complex system, dependent views can be used to describe new 
paradigms and possible alternate actions. 
Translating a complex social system into a model that is credible and appropriate 
becomes a monumental but challenging and necessary task for the theorist and 
practitioner of organizational change.  The next sections introduce the basic concepts of 
modeling and review some techniques that might be interesting to explore as tools to 
model complex systems. 
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2.4.2 Fundamental Concepts of Systems Modeling 
 Due to the complex relationships and great amount of variables involved in the 
organizational change process, it is necessary to use a tool that allows theorists and 
practitioners to understand the different variables and elements comprising any 
organizational change initiative.  
 Models are directed toward the ideal representation of complex systems (Mcleod, 
1998, Turban, et al., 1999) or entities, and are part of everyday life (Hillier and 
Lieberman, 1990). Vernadat (1996) defines a model as: 
“Useful representation of some subject.  It is a (more or less formal) 
abstraction of a reality (or universe or discourse) expressed in terms of 
some formalism (or language) defined by modeling constructs for the 
purpose of the user.  In other words, A is a model of reality B for an 
observer C, if C can use A to obtain information on B (p. 24).” 
 
 Vennix (1996) presents a similar definition.  He says that “a model is an 
external and explicit representation of part of the reality as seen by the people 
who wish to use that model to understand, to change, to manage and to control 
part of the reality (p. 15).” 
 Representation of real systems through models can be done at various 
levels of abstraction (Turban, et al., 1999).  Depending on the level of abstraction 
at which they express the information they contain, models can be classified as: 
- Mental or narrative models: seldom recognized as a model (McLeod, 1998), 
they describe the system or entity with written or spoken words.  As Turban, 
et al., (1999) affirm, normally mental or narrative models provide a 
description of how a person thinks about a situation and include beliefs, 
assumptions, relationships and structures, as they are perceived by an 
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individual or a group of individuals. Developing a mental model is usually the 
first step in the modeling process since they normally are used to describe and 
define problem structures or perceptions (McLeod, 1998, Turban, et al., 
1999). 
- Iconic or physical models: they are a physical representation of tangible 
entities. They are considered the least abstract type of model since they are 
normally a three-dimensional replica to scale or photograph of the entity to be 
represented (McLeod. 1998, Turban, et al., 1999). 
- Analog models: contrary to the physical or iconic model, analog models do 
not look similar to the entity they represent but behave like it. Maps, 
organizational charts, and simulators are examples of these models (Turban, et 
al., 1999). 
- Symbolic models: are those in which the properties of the system or entity are 
expressed with symbols (Pegden, et al., 1995). They can be expressed either 
graphically or in terms of mathematical equations. A graphic model represents 
an entity by an abstraction of lines, shapes, forms or symbols. Organizational 
charts, flow charts or graphics are examples of these types of symbolic 
models.  Mathematical or quantitative models, on the other hand use 
mathematical symbols, equations and relationships to express the complexity 
of real systems. They are the highest form of abstraction and are normally part 
of a more complex modeling abstraction, usually using a combination of 
model typologies (Turban, et al. 1999, Taylor and Karlin, 1994). 
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McLeod (1998) affirms that mathematical models account for most of the business 
interest in business and management modeling.  Hillier and Lieberman (1990) define 
certain common elements of a mathematical model.  These elements are: the decision 
variables that represent the quantifiable decisions to be made; the objective function that 
represents the appropriate measure of performance to be optimized; the constraints, 
which are restrictions to the possible values assigned to the decision variables; and the 
parameters, which describe the factors that limit the problem. Although the parameters 
tend to be constants, they are not under the control of the modeler, and are independent of 
the model solution. 
Kammath (1994) classifies mathematical models in terms of their purpose and how 
the model is solved. Based on the purpose of the mathematical model, it is possible to 
classify them in the categories of evaluative or descriptive models and generative or 
prescriptive models. Evaluative models describe the situation of the system and define 
the objective function in terms of a defined set of decision variables that meet a certain 
set of constraints.  On the other hand, generative or prescriptive models (also known as 
optimization models) prescribe a set of actions or decision variables that meet certain 
performance criteria or objective functions. 
Based on the solution methodology, mathematical models can be classified as 
analytical and simulation models.  Analytical models are based on mathematical 
relationships that are solved by means of computational procedures or algorithms.  
Although oriented to find the optimal solutions of a model, optimality tends to be an ideal 
concept.  As a result of this concept, analytical models are solved using a heuristic 
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procedure that does not guarantee an optimal solution, but the best possible solution that 
can be found (Hillier and Lieberman, 1990). 
A simulation model, on the other hand, predicts the behavior of complex systems by 
mimicking the interactions and relationships that exist among the components of the 
system (Pedgen, et al., 1995, Kammath, 1994).  As Pedgen, et al. (1994) affirm, through 
experimentation using simulation models it is possible for a decision maker not only to 
describe the behavior of the system but to construct propositions or theories that account 
for the observed behavior.  
A prescriptive or generative model can be classified according to the type of 
prediction that it makes (Tayor and Karlin, 1994).  Deterministic models predict a single 
outcome from a given set of decision variables. Stochastic models predict a set of 
possible outcomes as a function of the probability distribution of the different decision 
variables. 
A slightly different prescriptive model is the causal mathematical model.  A causal 
model tries to describe the best causal relationship between variables and predicts 
possible effects on the dependent variables as result of a change in the input or 
independent variables of the model (Cryer and Miller, 1991). Cook and Cambpell (1979) 
present a detailed discussion of the philosophical aspects and meanings of causality, but 
for the purpose of this research a causal relationship between two variables x and y exists 
if it “implies a time dependent controllability of x over y; y follows x in time and x is a 
necessary and sufficient condition for y (Klabbers, 2000, p. 382).” 
Loehlin (1998) introduces two types of causal models, one in which the different 
variables present in the relationship are observed and another in which some of the 
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variables are unobserved or latent. Typical cases of the formers are regression models, 
which try to define the best linear causal fit between the observed variables. On the other 
hand, latent causal models or latent variable analysis have been developed for dealing 
with situations where multiple variables, some of them unobserved, are involved.  
Encompassed in this category are path analysis, factor analysis and structural equations 
modeling.  Loehlin (1998) and Pearl (1999) among others, present the theoretical 
foundations and a detailed analysis of these methods. 
With respect to causal models, Pearl (1999) mentions that they are different from 
probabilistic models in that probabilistic models show how probable events are and how 
probabilities may change with subsequent observations, while causal models tell, in 
addition, how these probabilities change as a result of external interventions. The ability 
of a causal model to predict the effect of these interventions, Pearl (1999) adds, rests on 
the knowledge that causal relationships can be defined and that the system will respond to 
interventions locally, that is, only under the specified causal relations. 
Klabbers (2000) reflects on the limitation of traditional mathematical models when 
modeling social systems. The author summarizes these limitations as: inadequate 
knowledge of the state of the system; limitations in the identification of the system; 
interconnected systems are difficult to model by discrete equations; the need of a 
multidisciplinary approach to define the state variables, which normally are of different 
and incompatible dimensions, and difficulties in obtaining the necessary data to validate 
the model, which if obtained tend to be noisy. Sterman (2000) posits that that traditional 
causal models are based on correlations, which present relationships based on past 
behaviors of a system and do not represent the structure of a system. As a consequence, 
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traditional causal models do not show how the interactions occur and how a change in 
any element will affect future behaviors in the system.  Traditional causal or correlational 
models are based on the ceteris paribus clause (Bal and Nijkamp, 2001). Analyses are 
made based on the variation of a limited amount of variables while all the others remain 
constant.  Since organizations are part of a complex evolving world, other variables not 
considered might affect the existence of the system and the validity of observed 
behaviors may vary given slight changes in conditions. 
Which is the best model to represent the intricacies of a social system? The best 
model will be a function of the methodology selected and the usefulness of the model for 
the theorist or practitioners.  The next section explains about the usefulness concept and 
present an overview of modeling methodologies oriented towards modeling 
organizations. 
 
2.4.3 Modeling Methodologies 
Vernadat (1996) defines a modeling methodology as: 
“ A set of activities to be followed for creating one or more models of 
something (defined by its universe of discourse} for the purpose of 
representation, communication, analysis, design or synthesis, decision 
making or control (p. 24).” 
 
In addition, Vernadat (1996) explains that any modeling methodology is 
characterized by: 
- The definition or purpose of the model, that is, what is the objective of the model. 
- The viewpoint of the model, in other words, the extent of the model, variables and 
elements included and not included. 
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- The detailing level of the model, that is, the depth of the model or how detailed is the 
system explained by the model. 
Recall the definition of processes given by Giaglis (2001): 
“A collection of decision models, each of which is identified by the type 
of decision and contains a sequence of processing tasks.  These tasks are 
the smallest identifiable units of analysis, and their optimum arrangement 
is the critical design variable determining the efficiency of the resulting 
approach (p. 210). “ 
 
In this definition there are several elements that can be related to the modeling 
concepts mentioned in the previous section.  As seen, the decision variables for a model 
of the business processes would be the best way they can be arranged across the 
organization, with the objective of optimizing the outcomes from these processes. 
Taylor and Karlin (1994) introduce the concept of usefulness as a criterion for 
selecting the most appropriate model to develop. As they affirm, since there is not a best 
model to represent a system, usefulness allows the existence of more than one model to 
represent the same phenomenon, but each one with a different objective. While some 
models accomplish the desired objectives by quantitatively modeling a certain behavior, a   
different type of model may provide only general qualitative information about the 
relationships among elements of a system and their relative importance.  This model may 
accomplish the same objectives but in a different way. 
The most suitable modeling methodology is defined not only in terms of how elegant 
or complex it is, but how useful. The criterion of usefulness defines the choices and 
preferences of theorists and practitioners.  The selection of the most suitable model 
methodology will be a function of its capacity to fulfill the objectives that were defined at 
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the beginning of the modeling process. Finally, the modeling methodology will be a 
function of the principles, methods or tools relevant to the selected model and how useful 
the model is at representing the different aspects, components, relationships and 
complexity of the system. 
Giaglis (2001) affirms that because of the complex and dynamic nature of 
organizations, it is necessary to select a modeling methodology that helps to understand 
their behavior.  He adds that modeling methodologies are supported by techniques that 
provide diagramming tools for studying and analyzing the modeled system. Three 
techniques for causal modeling are briefly explained below.  These techniques are 
considered for this research effort since they can be used to present a graphical model of 
complex structures, processes and sequential decisions. The selected techniques are 
Influence Diagrams, Petri nets and System Dynamics. 
 
 2.4.3.1 Influence Diagrams 
Pioneered by Miller, Merkhofer, Howard and Rice in the mid 1970’s, influence 
diagrams were developed as tool to communicate with computers about the structure of 
decision problems intending to use the influence diagrams as a front end tool for decision 
analysis computer systems (Shachter, 1986).  Influence diagrams were developed in order 
to automate the modeling of complex decision problems involving uncertainty and 
incomplete information (Agogino, 1999). 
An influence diagram can be defined as an acyclic directed graph designed to solve 
Bayesian decision problems (López, 1994). It is a graphical representation of the 




Fig. 2.6 Interpretation of influences. 
   From Agogino (1999) 
sequential decisions.  It visually reveals the flow of information, influences and the 
overall structure of the problem (Agogino, 1999). 
The graph corresponding to an influence diagram is composed of three types of 
nodes: uncertainty or probability nodes represented as circles, decision or control nodes 
represented as rectangles and value nodes represented by a diamond-shaped node 
(Shachter, 1986). Uncertainty nodes are associated with random variables, decision nodes 
are associated with actions and value nodes are associated with the criterion to choose 
decisions (López, 1994).   
Consider the elementary graph shown in figure 2.6.  The circular nodes represent two 
state variables x and y. The arc that connects the two nodes can be seen as the possible 
existence of a conditional influence between the two variables (Agogino, 1999). A 
variable x is said to influence a variable y if information about x tells something about y. 
However, Agogino (1999) adds, this influence should not be interpreted as a causal 





           The arcs into the different nodes have different meanings.  Arcs into random 
variables or chance nodes indicate probabilistic dependency and do not represent 
causality or time dependency. Arcs into decisions specify the information available at the 
time of the decision. They indicate that the information must be available at the moment 
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of the decision and imply time precedence. Any uncertainty or decision preceding a 
decision node needs to be resolved before the decision at the head of the arc is made 
(Shachter, 1986). 
Figure 2.7 shows examples of each of the different relationships that can be shown in 
an influence diagram (Shachter, 1986). In case a) the value depends on the random 
variable which depends itself upon a decision. In case b) the value depends on both the 
random variable and the decision.  Case c) is similar to b) but the random variable does 
not depend on the decision. In case d) the random variable influences the decision and the 
value. Finally, in case e) a situation where the random variable only influences the 
decision is presented. In the last two cases, informational arcs are presented.  These arcs 
go into a decision node and indicate that the necessary information must be available at 







Shachter (1986) and Agogino (1999) present information on the conceptual 
foundations, methodology and use of influence diagrams.  Examples of their application 
in decision sciences can be found in López (1994), Crowe and Rolfes (1998), Agogino 





Fig. 2.7 Interpretation of the arcs. Adapted from Shachter (1986) 
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Since influences diagrams are acyclic directed graphs; cycles are not permitted.  
Cycles do not represent any expansion of the probability distribution of the variables 
involved in the problem representation (Agogino, 1999). Cycles might imply that the 
decision maker can make inferences about a decision that has not been made or might 
violate the assumption of time precedence (Shachter, 1986).  In addition, arcs do not 
necessarily present causality but show some type of dependency or influence between the 
variables.  For the previous reasons it is possible to affirm that influence diagrams, 
although an important and useful tool for Bayesian decision making processes, are not 
suited to represent the intricate relationships and causalities that are present in a complex 
social system. 
 
2.4.3.2 Petri Nets 
Petri Nets are mathematical/graphical representations of dynamic systems (Giaglis, 
2001, Odrey, et al., 2001). They were named after Carl A. Petri who created a 
mathematical tool expressed as a net for study of communication with robots in 1962 
(Zhou and Venkatesh, 1999). Petri nets can be used to study the qualitative and 
quantitative performance of complex systems with extensive internal dependencies 
(Kammath, 1994, Zhou and Venkatesh, 1999 ).  
Petri nets are based on the concept that the state of the system completely describes 
the current status of the entire system and any occurrence of an event may change the 
current status of the entire system (Zhou and Venkatesh, 1999). The state of the system is 
represented as a function of a transition diagram with two types of nodes named placed 
and transitions joint by directed arcs (Ben-Arieh and Carley, 1994.).  
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A formal definition of Petri nets can be found in Zhou and Venkatesh, (1999). A Petri 
net (PN) Z = (P, T, I, O, m) is a five tuple where: 
- P = {p1, p2, …, pn}, n > 0,  is a finite set of places pictured by circles. 
- T = {t1, t2, …, ts}, s > 0, is a finite set of transitions pictured by bars, with  
      P  T = ,  P  T = . 
- I: P  T → N, is an input function that defines the set of directed arcs from P to T 
where N = (0, 2, 3, …}. 
- O: P  T → N, is an output function that defines the set of directed arcs from T to P 
where N = (0, 2, 3, …}. 
- m: P → N, is a marking whose  jth  component represents the number of tokens in the 
jth  place.  An initial marking is denoted by mo.  Tokens are represented by dots in the 
places. 
The four tuple (P, T, I, O) is called a Petri net structure and defines a directed 
graph structure. The introduction of tokens into places and their flow through 
transitions enable the description and study of the behavior of the network 
decomposed in discrete-time events.  
The following example from Zhou and Venkatesh, (1999), shows a formal 
description of a Petri net. In addition, Figure 2.8 shows the graphical representation of 























































 Ben-Arieh and Carley, (1994) explain that the inputs and outputs of a transition in 
a Petri net are defined as a bag of places, allowing multiple occurrences of a particular 
place as an input or output of the transition.  Tokens allow the transitions to “fire”, which 
represents the execution of activities. A transition can fire when all of its input places 
have tokens. The firing process removes all the tokens from the input places and puts new 
tokens in all the output places of the transition that fires. More detailed explanations of 
the theoretical foundations and applications of Petri nets can be found in Jensen, (1996), 
Zhou and Venkatesh, (1999), and Nielsen and Simpson (2000) among others. 
Examples of Petri nets applications in organizational development and change are 
shown in Odrey et al. (2001) who use a Generalized Stochastic Petri net to model the 






Fig. 2.8 Graphical representation of a Petri 
net (From Zhou and Venkatesh, 1999) 
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net concepts to develop a Collaborative Design Process Petri net to manage the design 
process conflict and to improve the collaborative design productivity based on a 
sociotechnical design framework.  
According to Giaglis (2001) the Petri net has received great attention as a tool for 
modeling business processes. Petri nets have been expanded to include quantitative and 
qualitative variables.  However they have limited ability to represent reactive systems 
(Ben-Arieh and Carley, 1994) and they are not explicit and manageable enough to 
represent high level, complex business processes (Giaglis, 2001). Finally, a limitation in 
the application to model complex organizational change is that while it is necessary to 
picture the organization as a whole in order to understand the dynamic complexity of 
organizations (Gupta, et al. 1999), Petri nets focus on local information rather than a 
global view of the system under study (Zhou and Venkatesh, 1999). 
 
 2.4.3.3 System Dynamics 
System dynamics has been identified as an approach to introduce a more dynamic 
thinking approach to the fluctuating aspects of decision-making and organizational 
change (Winch, 1998). Systems Dynamics helps in explaining the relationships existing 
between the context of change and the behavior of the changing system (Morecroft, 1988, 
Rasmussen and Mosekilde, 1988). While its application in modeling managerial policies 
and as a management problem-solving tool has been widely reported, the potential for 
testing and building organizational theories is still largely unexplored (Larsen and Lomi, 
1999, Richardson, 1999). 
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Forrester (1961) defined system dynamics as  “… the investigation of the 
information-feedback characteristics of (managed) systems and the use of models for the 
design of improved organizational form and guideline policies (p. 13)”. On the other 
hand, Coyle (1996) defines system dynamics as “the branch of control theory that deals 
with socio-economic systems, and that branch of Management Science which deals with 
problems of controllability (p. 9).” Finally Gharajedaghi, (1999) defines system dynamics 
as an approach to “understand the interaction of critical variables in the context of the 
following: time, the totality and the interactive nature of the change with the system, and 
the system’s environment (p. 120).” To achieve this understanding, the combination of 
four different fields is necessary (Richardson, 1999, Gupta, et al. 1999): information-
feedback control theory, decision-making processes, information technology and 
simulation.  All together these fields help to explain the complexities that arise as part of 
the daily execution of activities in the organization and the interactions that appear within 
the different elements that are involved in any organizational change process (Sterman, 
2000). 
Using the concepts and ideas originally developed by Forrester (1961), it is 
possible to show how the system functions using a simple diagram, delineating 
information, activities and decision flow within the organization, and their influence on 
the different components integrated in the system.  At the qualitative level of analysis, 
systems dynamics provides a vehicle for structuring a concept that is otherwise too 
complex to analyze (Dangerfield, 1999, Richardson, 1999).   
As explained by Giaglis (2001) system dynamics models are based on cause and 
effect diagrams called Causal Loop Diagrams. They have the purpose of showing in an 
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explicit manner mental models about system structures and strategies. Giaglis (2001) 
adds that the structure of the system implies the information feedback and the 
relationships existing within the feedback, the decision-making elements and outcomes. 
The information contained in the following paragraphs has been summarized from 
Sterman (2000) who presents a detailed analysis on the foundations, methodologies and 
tools that comprise system dynamics. He affirms that causal loop diagrams are an 
important tool for representing the feedback structure of systems because they allow 
extraction and capturing of mental models of organizations, explaining the feedbacks that 
might cause problems and helping to expose the possible cause of dynamicity in a 
system.  
As shown in figure 2.9, a causal loop diagram consists of variables connected by 
arrows representing the causal influences among the variables. These causal links can be 
either positive or reinforcing, and negative or balancing links. The direction of the 
causality is called the polarity of the loop and indicates how the dependent variable 
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Figure 2.10 shows the concepts of links and causality among variables. A positive 
link means that if the cause increases (decreases) the effect should increase (decrease) 
above (below) what it otherwise could have been. On the other hand, a negative link 
means that if the cause increases (decreases) the effect should decrease (increase) below 









The loop polarity is a function of the feedback effect on the different variables.  If the 
feedback effect reinforces the original change, then it is a positive loop; if - it opposes the 
original change it is a negative loop.  A positive loop does not mean a beneficial change 
in one variable.  It means that the type of causality is positive, causing the effect to 
change in the same direction as the variation of the cause. 
It is important to stress two aspects from the definition of linking and polarity: the 
aspect that a variation in the cause should generate an effect over the entire model, and 
the aspect of increasing (decreasing) above (below).  The first aspect is concerned with 









All else equal, if X 
increases (decreases) 
then Y increases 
(decreases) above 
(below) what it would 
have been. 
 
In case of accumulations, 






































All else equal, if X 
increases (decreases) 
then Y decreases 
(increases) below (above) 
what it would have been. 
 
In case of accumulations, 































Fig. 2.10 Definitions and examples of link polarity. 
   From Sterman (2000) 
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the situation where more than one variable affects the output of the system.  It is possible 
that the other variables offset the effect of the cause under study.  To avoid this possible 
noise effect it is necessary to assume, at a certain point, that all the other variables remain 
constant. The second aspect is concerned with the non-linear behavior of social systems.  
An input will not necessarily produce the same type and amount of outputs at different 
time intervals.  The presence or absence of certain factors will affect the existing 
relationships in the system, making it necessary to define, by feedbacks and control, the 
variation of the different outputs once the causes have changed. 
 Causal loop diagrams, although well suited to represent relationships, causality 
and feedbacks, cannot handle the non-linear behavior typical of complex systems. Non-
linearity on system dynamics models is manipulated by means of calls stocks, flows and 
accumulations (Dutta and Roy, 2002, Sterman, 2000). Stocks are accumulations and 
characterize the state of the system since they accumulate the difference between inputs 
and outputs at a certain point of time. Figure 2.11 shows the diagramming notation for 
stocks and flows. 
 








Valve or flow regulator
Flow
Source or Sink - stocks
outside the model boundary
Stock
Key:
Fig. 2.11 Stock and flow diagramming notation 




 Stocks accumulate or integrate their flows.  In other words, if the net flow into the 
stock can be defined as the rate of change of the stock, then the total accumulation at time 
t of the stock can be defined by the following expression: 
 
 
In this expression, Inflow(s) represents the value of the inflow at any time s between 
the initial time to and the current time t. Equivalently, the rate of change of any stock at 
any time t is given by the differential equation: 
  
 
Stocks and flows contribute to system dynamics models since they characterize the 
state of the system and provide the basis for actions; provide the system with inertia and 
memory; are sources of delays; and create disequilibria by decoupling the flow rate. 
 Figure 2.12 shows a more complete vision of how system dynamics model a 
complex system. The diagram combines causal loop diagrams and stocks and flows in 
order to represent by means of a dynamic population model how food and birth rates 



























Fig. 2.12 A population model showing the different elements of a 
system dynamics model. From Sterman (2000) 
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 Giaglis (2001) posits that system dynamics has several limitations, including the 
fact that it places too much emphasis on feedback and control, which he contends may be 
of limited importance in many practical situations of business modeling. He asserts that 
these relationships are unable to cope with stochastic elements frequently found in real-
life business processes. Despite his position, it is precisely the use of feedbacks and 
causal relationships that makes system dynamics appropriate to model organizational 
change. System dynamics provides the possibility of mapping complex relationships that 
evolve as change is implemented (Dutta and Roy, 2002, Sterman 2000, Lomi, 1999). 
Causal loops aid in the understanding of these changing relationships and the effect that 
change has on the system’s outcomes. 
  It is possible to find different sources that support the claim that system dynamics 
is suitable for modeling complex organizational systems.  Richardson (1999) reflects 
about the future of system dynamics in different areas including health services and 
education. Klabbers (2000) summarizes epistemological views of learning in the context 
of system dynamics. Campbell (1998) models the process failure in a rapidly changing 
high-tech organization.  Finally Larsen and Lomi (1999) present an analysis of the 
dynamics of the organizational inertia model for organizational change using system 
dynamics. Other examples can be found in Rasmussen and Mosekilde (1988), Coyle, 
(1996), Vennix, (1996), Dangerfield (1999), and Bauer, et al. (2000), among others. 
 System dynamics models have been criticized because of the lack of formal 
validation methodologies (e. g., Wittenberg, 1992, Barlas, 1996, Larsen and Lomi, 1999, 
Klabbers, 2000) since the extent to which the model is useful is more the concern of the 
user than of the developer (Klabbers, 2000) thus models seem to be arbitrary for the 
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observer. Validation of a system dynamics model is concerned with two criteria 
(Wittenberg, 1992, Larsen and Lomi, 1999).  First of all, the model must generate 
behaviors that do not significantly differ from that of the real system.  Secondly, a model 
can be said to explain the behavior of a system if it reflects the real causal relations of the 
system.  Finally, Klabbers (2000) affirms that validation of a system dynamics model is 
more a function of the usefulness of the model and the purpose of it than of traditional 
techniques and methodologies that are oriented towards the analysis of more traditional 
correlational models. A more detailed discussion on the philosophy and fundaments of 
system dynamics models can be found in Barlas and Carpenter (1990), Barlas (1996) and 
Klabbers (2000) among others. 
 
2.5 Enterprise Modeling 
 As seen previously in this document, organizations are composed of a series of 
functions and processes that are performed by people and machines in a collaborative 
manner in order to attain the objectives on which the organization is based.  It is 
necessary to understand the enterprise from both the functional and behavioral point of 
view, that is, the processes and the actors of the processes (Vernadat, 1996). 
 The organization can be described using two approaches: from the point of view 
of business processes and information flow (Giaglis, 2001). Describing the organization 
from these two points requires the development of a special type of model that uses 
information technology in order to optimize the knowledge of the organization (Kirikova, 
2000).  These types of models are known as enterprise models. 
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.  Defined by Fox and Gruninger (1998), an enterprise model “is a computational 
representation of the structures, activities, processes, information, resources, people, 
behavior, goals and constraints of a business, government, or other enterprise (p. 109).”  
Vernadat, (1996) adds that the enterprise model is a representation of the perception of 
the organization. Enterprise models are aimed at representing the organization in terms of 
it functions and its dynamic behavior (Lin, et al., 1999). The basis of the representation is 
the model developed during a profound diagnosis of the organization (Kirikova, 2000) 
that would help in understanding not only the elements the organization consists of, but 
also how they are related.  
An enterprise model can be made of several sub-models, among which are  
process models, data models and organization models (Vernadat, 1996, Lin, et al. 1999, 
Kirikova, 2000). Enterprise models can have different purposes depending on the 
situation and environment under study (Kirikova, 2000): business analysis, new business 
definition, and organizational knowledge management among other uses. Enterprise 
models can range from organizational charts to flow complex information systems and 
dynamic programs that interrelate the different activities, processes and flows of the 
organization (Raczkowsky and Reithofer, 1998, Wortman, et al., 2000, Whitman and 
Huff, 2001) 
Enterprise models represent different levels of integration such as intercompany 
integration, intracompany integration and value chain integration (Lin, 1999). 
Intercompany integration represents the vertical integration of an organization with its 
partners, suppliers and customers. Intracompany integration refers to the integration of 
the processes and functions within the organization, and it is normally called horizontal 
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integration.  Finally, value chain integration combines both intra and intercompany 
integrations in terms of the organization’s mission, quality, customer satisfaction or some 
other different factors. 
An enterprise model can be studied from a system approach from three points of view 
(Doumeingts, et al., 2000): functional, structural and dynamic.  From the functional point 
of view, the organization is decomposed in a series of functional activities interconnected 
by a network.  From the structural point of view, the organization is described in terms of 
its different components and activities.  Finally, from the dynamic point of view, the 
organization can be decomposed in two related entities: a physical system that includes 
the elements or functions that are dynamically related, and control systems that carry the 








 Figure 2.13 presents a graphical representation of the fundamentals of an 
extended enterprise model.  As seen, it integrates the different levels of the organization 
with the different views, functional, structural and dynamic.  This complete integration 
allows the theorists and practitioners the complete understanding of the processes, 
Enterprise level 
control model 
Business unit level 
control model 
Fig. 2.13 An extended enterprise model with the different views embedded. 





relationships, links and outcomes of the organization based on the objectives and goals 
previously established. Using the extended model permits the complete representation of 
the intricacies of a complex and dynamic organization considering all the functional and 
behavioral elements embedded in the enterprise. 
 Because the goal of this section is the introduction to the fundamental concepts of 
an enterprise model, a description of the different enterprise modeling methodologies will 
not be included.  The reader can consult the existing literature to review the existing and 
proposed methodologies (e.g. Vernadat, 1996, Rackzowski and Reithofer, 1998, 
Cantamessa and Paolucci, 1998, and Doumeingts, et al., 2000). 
 
2.6 Modeling Organizational Change 
It is possible to describe organizational change as a series of coordinated efforts and 
processes oriented to achieve a transformation in the organization. Moreover, 
organizational change can be described as a reactive process (Ben-Arieh and Corley, 
1994), since change is the result of the reaction to different input signals from both 
internal and external sources.  Organizational components are constantly active and every 
input might cause a state change in the system.  
Organizational change models can be described as guidelines to implement 
organizational change and usually provide the recommended actions and variables to be 
considered to successfully achieve organizational change. There is a great amount of 
effort put into organizational change modeling. Much of the work found in the literature 
focuses on the development of new conceptual or theoretical organizational change 
models that present a global view of the process of organizational change (e. g. Lewin, 
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1951, Kelly and Amburgey, 1991, Filkenstein, 1992, Mayer and Schoorman, 1992, Burke 
and Litwin, 1992, Amburgey, et al., 1993, Barnett and Carroll, 1995, Farias and Varma, 
2000, Gordon, et al., 2001).  
Lewin (1951) proposed a classical model that has been the foundation of most of the 
organizational change models developed (Marshak, 1993, Armenakis and Bedeian, 1999, 
Grover, et al., 1995). Known as the “Force Field” model, it provides a simple 
representation and fundamental idea of the change process (Burke, 1992). The model 
describes change as a three-stage process in the implementation of change: unfreeze, 
change and refreeze. Burke (1992) explains that the unfreezing stage means confronting 
the present social system and depicting the need for change.  The change step includes a 
movement or a series of actions or interventions oriented towards achieving the desired 
change.  Finally, the refreeze stage contains deliberate actions to ensure that the new state 
of behavior remains permanent.  
Lewin’s model (Lewin, 1951) considered that the organization under change is in 
steady state or “quasi stationary equilibrium (p. 199)” by equal and opposing forces.  But 
as Burke and Trahant (2000) affirm, it is important to focus more on disequilibria than on 
equilibrium, implying that change is not linear.  Change in a social system is constant, but 
cannot be described as a constant. Social systems are constantly evolving and the change 
process must be defined and studied from different dimensions in order to understand it 
(Pacale, et al., 2000).   
Armenakis and Bedeian (1999) present a review of different models and theories 
developed in the 1990’s. They divide the models into three areas: content, context and 
process issues. Models dealing with content issues focus on the factors that are critical for 
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both successful and unsuccessful change efforts and their relationships with 
organizational effectiveness. Models dealing with contextual issues normally describe 
forces or conditions existing in an organization’s external and internal environments.  
The third area of research includes models that deal with the process of change.  These 
models generally describe the actions and activities executed during an organizational 
change effort. 
Figure 2.14 illustrates the distinction between content and process of change (Barnett 
and Carroll, 1995). The nodes represent two different states of the organization at any 
two points in time. A and B can represent the different strategies used by the 
organization, being A before and B after the change initiative, and r(A) and r(B) can be 
described as the rate of failure of organizations with strategies A and B respectively. 
When an organization changes, the content effect of change can be defined as r(B) – r(A). 
A negative value indicates that the adoption of strategy B indicates a better likelihood of 
success than strategy A. The process of change can be described by the function r(AB) 
which represents the hazards associated with changing from A to B. The total effect of 
change from strategy A to strategy B can be defined as r(B) – r(A) + r(AB).  Even if the 
hazard of change is substantial, if the change from A to B produces strong beneficial 







Fig. 2.14 The process and content of organizational change. 




The previous statement presented by Barnett and Carroll (1995) is precisely what 
Hammer and Champy (1993) described as the need of radical change and the dangers 
associated with BPR.  The results of the change effort offset the dangers of the process. 
The important point here, as Barnett and Carroll (1995) affirm, is to measure the 
outcomes of the change process and content in order to evaluate the organizational 
change.  Any change must be described in terms of outcomes variables that have to be 
measurable at the organizational level. There may be a gap between organizational 
strategies and the actions actually undertaken. In addition, the change effort could be 
affected by the existing gap between the perception of the importance of performance 
measures among users and process actors (Jiang, et al., 2000).  Kueng (2000) proposes 
that any performance measure system should not be focused on generic concepts such as 
effectiveness, efficiency, quality, costs and timeliness. He adds that these concepts should 
be measured from a stakeholders’ point of view.  Relevant strategic measures have to be 
introduced which can control and coordinate decisions during the change effort (Mayo 
and Brown, 1999, Nørreklit, 2000).  
Change is a dynamic process. A dynamic strategy is needed to increase the 
adaptability of the organization to accomplish present and future changes. To understand 
the dynamicity of the organization it is necessary to view it as a system and take a 
strategic and holistic approach to manage organizational change in order to achieve the 
desired outcomes (Ackerman, et al. 1999). 
Morel and Ramanujam (1999) affirm that the dynamics that guide organizational 
change are a mix of randomness and planned or unplanned reaction to internal and 
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external pressures.  The organization will self-adjust up to a point where the organization 
reaches a critical point and it is necessary to influence the adjusting process. Change will 
be successful if it leads to an increase in performance. Figure 2.15 graphically explains 
this concept. Changing the entire business is not an isolated process.  It requires that a set 
of competing processes be executed, normally at the same time in the organization, each 
of them with different individual goals but all of them oriented towards the same 
objective (Marshak, 1993, Dulton, et al., 2001). Organizational change becomes 
continuous and will be motivated by previous experiences and results (Kelly and 











Special attention has to be paid to several critical success factors in order to 
minimize the risk of failing on a radical change initiative.  First of all it is necessary to 
recognize the necessity of change and how profound the organization wants this change 
to be.  The change can be either at a core process level or at an organizational level, 




























affecting different units and areas of the organization and people, either participants, 
stakeholders or both. 
Secondly a complete definition of the processes involved in the change initiative 
is necessary in order to analyze them and determine the elements that have to be 
redesigned. It is necessary to define the appropriate measurements in order to assess the 
performance of the redesigned processes in contrast with the old ones. It becomes 
indispensable to communicate the necessity for change, and to use leaders who will 
convince people to join the change effort and overcome resistance. Finally, it is necessary 
to use a set of tools derived from BPR, OD and TQM to manage and control the 
activities, ideas and outcomes of the radical change processes executed within the 
organization. 
As mentioned in previous sections, complex systems show a complex and chaotic 
behavior since initial conditions may exert a significant impact in the final outcomes (Bal 
and Nijkamp, 2001). Thus, inputs may affect the systems depending on the temporal or 
environmental situations surrounding the boundaries of the system. On the other hand, 
organizational change affects not only physical and financial structures but essentially 
profoundly affects the many actors involved.  Hence, since organizational change affects 
all levels, structures and members of the organization (De Tombe, 2001), it is possible to 
affirm that it shows the characteristics and behavior of complex systems since it is 
composed of a set of competing processes that integrate different elements of the 
organization. Thus, it is important to develop a model that not only includes the elements 
that are involved in the change processes, but that integrates the dynamic behavior of 
change, the context in which organizational change is developed, the processes involved 
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in the change effort, and the pertaining measures of organizational change (Zayas-Castro, 
et al., 2002). 
 Hitherto, the reader has been exposed to a series of concepts and fundamentals of 
organizational change and modeling methodologies.  In spite of the large amount of 
research and theories in organizational change, the literature presents a series of 
contradictions with respect to the application of specific techniques for organizational 
change and the results thereafter.  It has been posited that it is necessary to model 
organizational change from a more dynamic perspective, considering the context of 
change, the internal and external characteristics of the change process and the 
organization subject to the change effort.  It is important to model the causal relationships 
that are present before, during and after the change effort has been attempted. 
 
2.7 Problem Statement and Objectives  
The literature attempts to explain the elements that are necessary for an 
organizational change initiative to be successful, and presents a series of models that 
elucidate the relationships among the different variables involved during an 
organizational change process and the influences that these variables might have on the 
resulting objectives. Change can be defined as the existing need to be different, while 
innovation might be seen as the actions directed toward accomplishing change.  Much of 
the reviwed literature uses the terms change and innovation interchangeably, prompting 
the question of whether change generates innovation or vice versa. 
However, the literature seems to fall short in attempting to explain how to model 
these interrelationships and how to control the influences such that a positive result can 
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be obtained. Much of the work focuses on conceptual or theoretical studies supporting 
new or existing change models (e. g. Lewin, 1951, Kelly and Amburgey, 1991, 
Filkenstein, 1992, Mayer and Schoorman, 1992, Burke and Litwin, 1992, Amburgey, et 
al., 1993, Barnett and Carroll, 1995, Farias and Varma, 2000, Gordon, et al., 2001). 
 Moreover, there is a significant amount of research attempting to test the validity of the 
different relationships explained in various theoretical studies using either large data sets 
or a large sample of different organizations, normally with 20 to 30% rate of return on the 
instruments used to test the different propositions developed.  Many publications present 
specific experiences and how these experiences align with the proposed hypotheses and 
the literature(e. g., Ettlie, et al., 1984, Damanpour, 1991,Grover, et al., 1995, Guimaraes, 
1997, Grover, 1999, D’ Aunno, et al., 2000, Greve and Taylor, 2000, Staw and Epstein, 
2000, Sørensen and Stuart, 2000).    These studies present profound and extensive 
statistical analysis based on correlational and structural relationships. The validity of the 
results might be contradictory because traditional correlational models show relationships 
over a certain period of time or at a specific time and do not present cyclical relationships 
that create dynamic causalities in reality. This may develop the problem of relating 
variables based on past behaviors of a system without introducing the actual dynamic 
structure of the organization (Hartman, et al., 1998, Sterman, 2000, Sterman, 2001, Bal 
and Nijkamp (2001). 
Despite the amount of existing information, there is a need for more profound 
studies in the area of organizational change exploring the contexts, content, and processes 
involved in a change initiative (Aguinis, 1993, Burke, 1997, Larsson, et al., 2001, 
Pettigrew, et al., 2001). Pettigrew, et al. (2001) posit that research in change processes 
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should include also the dynamic relationship between change processes and outcomes to 
detect how organizational change context, processes and the pace of change affect 
performance outcomes. 
 Change tends to be described as a discrete series of events that ends with the 
accomplishment of the proposed intervention (Marshak, 1993, Dulton, el al., 2001).  The 
seminal work of Lewin (1951) is being used as the base for the different models 
presented in the literature (Marshak, 1993, Armenakis and Bedeian, 1999, Grover, et al., 
1995). This model is discrete, as it describes the process of change as composed of three 
main processes: unfreeze, move and refreeze. Change consists of a set of competing 
processes with managers influencing them depending on the importance and priorities 
defined by the different influencing elements within the organization (Marshak, 1993, 
Dulton, et al., 2001).  
Furthermore, Murgatroyd, et al. (1998) assert that traditional approaches in 
change initiatives do not address the major gaps existing between top management 
conceptualizations of what has to be done, and lower-level understanding of what is 
actually needed and what can be achieved in order to successfully attain change.  In view 
of this situation, several authors (e. g. Cantamessa and Paolucci, 1998, Raczkowski and 
Reithofer, 1998) suggest a bottom-up approach for enterprise modeling.  The process is 
an iterative activity that includes the definition of the goals and objectives, the boundaries 
of the system, the definition of the functions, inputs and outputs and the definition of the 
existing constraints, all together with the relationships and activities that link every 
element together.  
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This research integrates knowledge on organizational change presented in the 
literature into a more detailed conceptual model that can explain the intricacies of 
adopting change and innovation in organizations using a systems thinking approach. The 
proposed model will incorporate not only factors that are potential obstacles for change 
and innovation, but also will introduce guidelines that can be applied to enhance the 
opportunity of succeeding in implementing change and innovation. In addition, this 
research attempts to develop a series of conceptual propositions that will be used as the 
foundation of new research efforts in organizational change, combining concepts from 
systems dynamics, management sciences and organizational behavior.  
This research effort explores the following question: How to model organizational 
change such that change context, processes and organizational outcomes can be 
dynamically related. 
 In order to attain the final goal of this initiative, three main objectives are 
proposed 
a. To develop and explore a new model for organizational change called The 
Influence Model for Organizational Change that dynamically links the content, 
context and processes of change with the organizational outcomes during and 
after the change initiatives have been conducted. 
b. To conduct a case study with the objective of describing and explaining the 
change processes that have been attempted at the Missouri Lottery and to use 
data, information and conclusions to corroborate, reject or explore different 
aspects that are linked to the different propositions on which IMOC is based. 
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c. To generate a series of assertions explaining the experiences and conclusions 
found in the case study that may be extended, for future research, to other entities.  
 
2.8 Scope of the Study 
Figure 2.16 describes the scope of this research. The research is limited to developing 
a conceptual model for organizational change using systems thinking methodologies as a 
framework. It attempts to present a qualitative approach to organizational change 
modeling, with the objective of exploring the gaps that have been presented in the 
literature, trying to link operational elements of the organization, the strategies and 
methodologies for radical change, with the human face of radical change (Ackerman, et 








































































































Model construction and validation 
Fig. 2.16 Scope of the research 
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  The model investigates the conceptualization of change in organizations that 
present policy resistance characteristics (Larsen and Lomi, 1999, Sterman, 2000), that is, 
situations where decisions are delayed by actions from people. Although the scope of the 
project was limited by the amount of information provided by the case study, it is 
important to realize the necessity of a qualitative analysis of a complex system in order to 
understand the complex relationships that are present in a changing system.  This 
understanding defines the framework for a more profound research initiative in which it 
would be possible to determine more detailed quantitative relations that can contribute to 
the decision process in organizations (Senge and Sterman, 1992, Van Dijkum, 2001).  
Within the context of this research, organizational change is defined as “any 
deliberate attempt to modify the functioning of the total organization, or one of its major 
components, in order to improve effectiveness (McAfee and Champagne, 1987, p. 451).” 
Innovation is viewed as the adoption of technologies, administrative systems, ideas or 
procedures that will modify everyday transactions (Edwards, 2000, Gopalakrishman and 
Damanpour, 2000). 
Because a case study is a main component of this research initiative, the effort is 
delimited by the boundaries of the study (Creswell, 1998), which are defined in this case 
as the Missouri Lottery.  The case study was comprised of two elements: a description of 
the activities performed at the Missouri Lottery aiming to generate organizational change, 
and an analysis of the situations and experiences presented during the execution of the 
different programs intended to generate this change. Throughout the case study different 
change programs and strategies attempted were analyzed without concentrating on a 
specific activity or result.   This information was used to test the Influence Model for 
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Organizational Change. Since the study will was conducted only at the Missouri Lottery, 
the amount of information explored and studied presented a limitation to the statistical 
analysis and conclusions. Thus, the data and experiences surveyed limited the analysis to 









  As mentioned in the previous chapters of this document, one of the main 
objectives of this research was to propose a model that will help organizations implement 
change initiatives with an increased likelihood of success. To achieve these goals it was 
necessary to define a methodology. The method selected was a function of the goals of 
the research and how they are to be reached (Howard, 1985).  
Because systems modeling through systems dynamics focuses the modeling 
process on the whole system (Garajedaghi, 1999), and it is based on synthesizing separate 
perceptions into a coherent whole, systems dynamics modeling suggests the use of a 
multidisciplinary approach to identify and structure the different relationships involved in 
a complex system. Thus, it was necessary to apply a methodology that allowed the 
analysis of the real systems as a whole, searching for the different variables, their 
relationships, causalities and influences within the system. Because a case study is a 
qualitative methodology designed to analyze situations where phenomena are little 
known (Yin, 1994), it seemed the most viable methodology to reach the goals of this 
research effort. Through the case study, the relevant relationships that mimic the real 




As part of the research effort, a case study in the Agency was conducted to obtain 
information that could corroborate the propositions derived from the proposed Influence 
Model for Organizational Change. Figure 3.1, repeated here from chapter 1, indicates the 
approach used to complete this research effort. As depicted in figure3.1, after a review of 
the literature and from previous experience, a series of propositions that support IMOC 
were generated.  These propositions were then analyzed by means of a case study, which 
helped to both corroborate these propositions and to generate new propositions that are 














Fig. 3.1 The integrated research approach 
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Fig. 3.2 The Role of the Case Study as a Research Methodology 
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The case study, as a research tool allows the investigation to directly study, 
analyze and draw conclusions about certain phenomena that may occur in a limited 
environment. The next sections of this chapter present a summary of the rationale of the 
case study as a qualitative research tool and the characteristics and uniqueness of the case 
study proposed for this research effort.  
 
3.2 The Rationale of the Case Study 
A methodology that allows an integrated study of the different relationships and 
actions generated during a complex and radical organizational change process is needed 
in this research effort.  Since the information needed to construct a system dynamics 
model comes mainly from interviews and observation (Sterman, 2000) the use of a 
qualitative approach is recommended to gather the necessary information to complete this 
research effort.  The following paragraphs attempt to summarize the fundamental 
concepts and characteristics of the case study as an approach for the proposed qualitative 
research paradigm. 
 
3.2.1 The Qualitative Research Paradigm 
Research methods are often classified as qualitative or quantitative methods, with 
the most important difference being the manner by which the method treats data 
(Brannen, 1992). As research methodology, qualitative methods are instruments that 
enable the researcher to understand phenomena that are little known or that present 
questions that are exploratory. They help to identify situations or to understand behaviors 
or events that could be used to compare existing theories with the objective of validating 
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or modifying them in a specific environment or to develop completely new ones 
(Remenyi, et al. 1998, Creswell, 1998, Morse and Field, 1995). 
“A qualitative research is an inquiry process of understanding based on 
distinct methodological traditions of inquiry that explore a social or human 
problem.  The researcher builds a complete, holistic picture, analyzes 
words, reports detailed views of informants, and conducts the study in a 
natural setting (Creswell, 1998, p. 18).” 
 
Based on this definition, qualitative research needs a high degree of flexibility in 
its design; allowing the researcher to observe the different settings of the environment in 
which the project is immersed, without losing the sense of a holistic picture (Morse and 
Field, 1995).  Although some of the qualitative data may be quantified, the analysis itself 
is generally qualitative (Remenyi, et al. 1998, Strauss and Corbin, 1990). 
 In contrast, quantitative methods isolate and define variables and their 
relationships. These relationships are then tested using the data in order to accept or reject 
hypotheses framed before the data was collected (Brannen, 1993). Quantitative methods 
seek relationships between variables in order to explain causality and predict outcomes.  
They are based on theories and hypotheses previously established and the relationships 
between variables are tested using abundant numerical data and rigorous statistical 
methods (Morse and Field, 1995).  
Quantitative methods are based on the deduction of potential relationships based 
on hypotheses generated from previous research and from intuitive knowledge of the 
phenomena.  Qualitative methods are based on the identification of patterns and 
commonalities with the goal of deriving new knowledge.  They identify variables to 
generate theories  (Morse and Field, 1995, Creswell, 1998). 
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Traditional quantitative research tries to identify and explain causality between 
variables that provoke a phenomenon while qualitative inquiry attempts to explain and 
interpret the phenomenon itself (Herda, 1999). To develop the dynamic relationships and 
propositions framed in a systems dynamics model it is necessary to discover the 
intricacies that exist in the real system.  Sterman (2000) affirms that this task is 
accomplished by conducting a series of interviews and conversations with people within 
and outside the organization.  This necessitates the adoption of qualitative research 
methods as the best approach to complete this research effort. 
 
 3.2.2 The Case Study 
 The case study is considered one of the fundamentals tools of qualitative research 
methods (Remenyi, et al. 1998, Creswell, 1998, Yin, 1994, Gummesson, 1991).  Case 
studies have been widely used in social sciences (Yin, 1994) and now are being used as a 
research methodology in business and management (Remenyi, et al. 1998) and decision 
sciences research (Clausen, et al., 2001) because they allow retention of a more holistic 
and realistic perspective than traditional cross-sectional or longitudinal studies (Remenyi, 
et al. 1998). In addition, the research approach in engineering management considers the 
use of the case study because it is changing from the “traditional problem solving or 
algorithmic flavor to empirical research on complex interactions of macro-level 






  3.2.2.1 The Design of a Case Study 
Yin (1994) defines a case study as an “empirical inquiry that investigates a 
contemporary phenomenon within its real-life context, especially when the boundaries 
between phenomenon and context are not clearly evident (p. 13)”. Shaughnessy and 
Zechmeister (1994) on the other hand define a case study as “an intensive description and 
analysis of a single individual (p. 297)”. Whereas traditional research pays attention to 
few variables that are controlled in order to analyze the outcomes from a phenomenon, 
case studies are preferred when questions about “how” or “why” are asked when relevant 
behaviors and variables cannot be controlled (Yin, 1994, Creswell, 1998). Its use is 
necessary when the results of particular treatments or interventions need to be described 
and explained (Shaughnessy and Zechmeister, 1994). Although qualitative methods are 
normally oriented towards the definition of new theories or hypotheses, the case study 
benefits from existing theoretical propositions to guide the development of the study, 
especially the data collection and analysis (Remenyi, et al. 1998, Yin 1994).  
Yin (1994) classifies case studies as exploratory, descriptive, and explanatory.  
Exploratory studies explore situations where the outcomes from a real-life intervention 
cannot be clearly defined.  Descriptive studies try to describe interventions in real-life 
settings and the results obtained.  Finally, explanatory studies aim to explain causal links 
resulting from complex interactions in real-life settings. 
Yin (1994) and Remenyi (1998) define five elements common to any case study 
design: 
a. Study questions: questions expressed as “why” and “how” give clues about how 
the case study is to be performed. 
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b. Study propositions: this component includes a set of propositions directed to some 
particular aspect to be examined within the scope of the case study. 
c. Unit of analysis: this component is related to the definition of the study and how 
the initial research questions have been defined. The definition should not be 
unique, allowing the study to be compared to or differentiated from similar 
research. 
d. Linking data to propositions: in this case, the data collected must be related to the 
research questions and propositions. Because normally in a case study there are 
more variables of interest than data points, multiple sources of evidence are 
needed, where the data must converge to confirm or reject the related proposition.  
This conversion is called triangulation. There are six sources of evidence that are 
used in case studies (Yin, 1994, Remenyi, et al. 1998). Table 4.1 shows the 
definition, examples, strengths and weakness of these sources.  
e. Criteria for interpreting the findings: a logical consequence of the previous 
element, it is necessary to define some measures that will help in interpreting the 
information obtained from the study.  These measures should address the ideas, 
concepts, relationships and issues being studied. 
 
3.2.2.2 Judging the Validity of a Case Study 
It is possible to judge the quality of a case study through four tests, construct 
validity, internal validity, external validity and reliability. 
Validity and reliability of a case study are direct functions of the advantages and 
disadvantages existing in this methodology. According to Shaughnessy and Zechmeister 
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(1994) among the main advantages of the case study is the possibility of challenging 
theoretical assumptions generally accepted and being the source of new ideas or theories.  
Among the main disadvantages of the case study is the possibility of bias in the 
interpretation of the results since the researcher might have been participant and observer 
























In addition the researcher might find bias in the data collection created by either 




Objective Strengths Weakness Examples 
Documentation Are primarily used to 
corroborate and augment 
evidence from other 
sources. 
- Can be reviewed 
repeatedly. 
- Not created as a result of 
the case study. 
- Contain exact 
information. 
- Long span of time, wide 
coverage of events 
- Can be of low 
retrievability. 
- Reporting bias. 










Are normally highly 
quantitative and are 
produced for a specific 
purpose and specific 
audience. 
- Same as in 
documentation 
- Precise and quantitative. 
- Same as in 
documentation 
- Accessibility 
Payroll records, old 
correspondence, 
accounting records, 
service records, lists, 
personal records, 
maps, and charts. 
Interviews Verbal reports that allow 
the recognition of facts 
- Targeted to the case 
topic. 
- Provide perceived causal 
inference 
- Bias due to 
construction of 
question. 
- Response bias. 
- Inaccuracies. 
- Reflexivity 
Open ended or 
unstructured, focused 
and structured 




evidence by visiting the 
case site and observing 
the environment,  
relevant interactions and 
behaviors. 
- Covers events in real 
time. 
- Covers the context of the 
event. 
- Time consuming. 
- Selectivity bias. 




dress code, corporate 
culture. 
 




Is the participation of the 
researcher in the daily 
work of the organization 
under study 
- Same as for direct 
observation. 
- Insights of interpersonal 
behaviors. 
- Same as for direct 
observations. 








 Collection of physical 
and cultural artifacts to 
study their use under 
specific events and 
circumstances 
- Insights to cultural 
elements. 






and equipment, art 
work, pictures, etc. 
 
Table 3.1 Sources of evidence for a case study 
(Adapted from Remenyi et al., 1998, Yin, 1994) 
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a single individual is also a disadvantage in the case study. The bias in both data and 
results may become a flaw in the validity of the case study, while the reliability can be 
compromised from the generalization if there is not enough variability in the population 
studied (Shaughnessy and Zechmeister, 1994). 
Construct validity refers to the existence of the correct operational measures for 
the propositions being studied. According to Remenyi et al., (1998) and Yin (1994), in 
order to meet the test of construct validity it is necessary to identify the ideas, concepts, 
relationships and issues to be studied. It is also necessary to demonstrate that the selected 
criteria actually give a measure of the ideas, concepts, relationships and issues to be 
studied. Finally, to guarantee construct validity it is necessary for the researchers to use 
triangulation to verify the information, to establish a chain of evidence to show a logical 
sequence of events and their relationships, and to make the draft of the case report to be 
reviewed by key informants. 
Internal validity can be defined as the inference that a particular result is caused 
by a particular phenomenon, without having all the evidence.  Having the necessary tools 
to inspect the evidence and to relate it to the original propositions are tactics that would 
help to increase internal validity.  Yin (1994) mentions pattern-matching, explanation-
building and time-series analysis as data analysis tools used to create internal validity. 
External validity deals with the generalization of the findings of the study for 
which it is necessary to replicate the study in other organizations. Generalization is 
possible only if the phenomenon exists in other settings (Aguinis, 1993, Remenyi, et al., 
1998).  With respect to generalization Gummesson (1991) affirms that: 
“It no longer seems so ‘obvious’ that a limited number of observations cannot be 
used as a basis for generalization.  Nor does it appear to be ‘obvious’ any 
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longer that properly devised statistical studies based on large numbers of 
observations will lead to meaningful generalizations (p. 79)”. 
    
 This statement is gaining support and credibility in business and management 
research where a large number of observations of a phenomenon are not necessary to 
draw conclusions about the findings in a case study (Remenyi, et al., 1998).  On the other 
hand, pure quantitative descriptions may not be the best approach to understand the effect 
of different phenomena since the lack of hard quantitative data is a characteristic of these 
cases, and generalization is done more on the basis of phenomena description and 
explaining than in terms of traditional quantitative analysis (Aguinis, 1993).  Finally, as 
Shaughnessy and Zechmeister (1994) affirm, “the ability to generalize from a single case 
study depends on the degree of variability in the population from which the case study 
was selected (p. 305).” 
When the evidence found and the measures used are consistent and stable, the 
study will be defined as reliable, which is especially important if the findings are going to 
be extended to other situations (Remenyi, et al. 1998, Gummesson, 1991). Reliability can 
be reached by means of a case protocol, which formalizes, standardizes and documents 
the procedures used in the case study, and by developing a case study database, which 
should contain the evidentiary data used to formulate the conclusions of the case study 
(Yin, 1994). 
Case studies do not serve to confirm existing knowledge by repetition of the 
experiments (Bal and Nijkamp, 2001). Instead, they aim at generating new knowledge. 
The ceteris paribus clause implies that only a subset of contextual variables is used in a 
specific study.  Since organizations are part of the complex evolving world, other 
variables not considered in the study and that do not remain constant in the study might 
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affect the existence of this subset. Variables such as time, space, environment and human 
preferences and ideas cannot be set constant during a study, hence the validity of 
repetition is dubious. As an example, not every organization reacts in the same way to 
environmental conditions.  During any given crisis, it is possible to observe organizations 
that successfully overcome critical moments and become leaders, while some leaders 
cannot survive under critical and extreme conditions. 
 
3.3 Case Study Elements 
 Yin (1994) affirms that before developing a case study, a series of basic elements 
has to be defined. Before detailing the main elements of the case study at the Agency it is 
important to recall that within the context of this study, organizational change was 
defined as “any deliberate attempt to modify the functioning of the total organization, or 
one of its major components, in order to improve effectiveness (McAfee and Champagne, 
1987, p. 451).” Innovation, on the other hand, was viewed as the adoption of 
technologies, administrative systems, ideas or procedures that will modify everyday 
transactions (Edwards, 2000, Gopalakrishman and Damanpour, 2000). 
 
 3.3.1 Study Questions 
 As stated previously in the present chapter, a series of questions was raised after 
an 18-month research experience at the Agency.  The following is a summary of the 
experiences obtained during this project and the main motivation for this research: 




- Is it possible to generate new propositions that can explain the results obtained 
in the Agency after the different initiatives that were attempted? 
- Why did the project not have the expected results? 
- Is there a missing link between organizational learning, organizational change 
and innovation that makes it difficult to implement new processes? 
- Is there a pattern in the results after a series of different organizational change 
initiatives? 
- What are the factors that were common during the different organizational 
change initiatives attempted at the Agency? 
- How must the Agency measure the results of the different change initiatives 
attempted? 
From the previous questions and the observations presented by Pettigrew, et al. 
(2001) and Dulton (2001) among others, the case study was conducted with the goal of 
exploring the following main research question: 
How to model organizational change such that change context, processes and 
organizational outcomes can be dynamically related. 
 Thus, the Influence Model for Organizational Change –IMOC- is developed to 
address the previous research question.  The case study was oriented to corroborate or to 
redefine the different propositions on which the model is based, leaving the door open for 
the possibility of more research in the area. 
 
 




 3.3.2 Study Propositions 
  With the main goal of devising a new model for organizational change, a series 
of propositions was generated, as seen in figure 3.2, after observing how different change 
projects were implemented at the Agency and the experience derived from these projects. 
The research questions that motivated this study indicated that there are factors that 
influence change that need to be studied with more detail. The following study 
propositions incorporate these factors with the objective of examining them within the 
scope of the proposed model for organizational change.  
 
Proposition 1: Radical change motivated by innovation is more difficult to 
implement than radical change motivated by strategic or environmental 
reasons. 
 
 This is the main proposition on which this research is based.  Radical change must 
be motivated by more profound reasons than the simple adoption of innovation.  Heller 
(2000) showed, through a series of case studies, that for manufacturing enterprises, the 
development of new products without considering the possibility of radical changes in the 
structure or processes in the organization is likely to be a failure. According to the author, 
it becomes extremely difficult to produce radical administrative and structural changes 
without a strategic agenda that guides the attempts. On the other hand, the strategic 
thinking of the radical changes needed before the introduction of new products, would 




This research extends this concept to a more general scope, with the premise that 
radical change should come before any innovation.  The adoption of innovation generates 
the need for incremental change that would positively induce transactional change.  
Under certain circumstances the innovation leads to a more profound type of change, 
which requires transformational variables, as defined by Burke and Litwin (1992), to be 
modified. 
It is possible to argue that developing transformational change at the same time 
that innovation is adopted is difficult. The model attempts to explain how to conduct 
these activities in parallel in a self-adjusting organization to avoid having people partially 
adopt the innovation while rejecting major changes that affect aspects beyond day-to-day 
activities. 
 
 Proposition 2. Environmental and internal forces will motivate radical 
change, while institutional forces will induce innovation. 
 
 Proposition 3.  A need for change will induce a need for innovation. 
 
Institutional forces induce the adoption of innovation in a search for prestige or 
desire to look like similar organizations. In contrast radical change is motivated by more 
profound reasons such as the need to survive or to cope with competition.  Both 
environmental and internal elements could force the organization to attempt radical 
change that would provoke then the adoption of different innovations.   
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Even if the radical change is not totally accomplished, the model argues, the 
innovation will be more easily adopted, and innertia would not impede partial or total 
radical change in transformational variables because the internal structures of the 
organization would be impregnated by the need for change.    
 
Proposition 4. Innovation will generate a change in transactional variables. 
  
Innovation, from the perspective of this research, consists of the adoption of new 
elements that will make everyday tasks easier to achieve.   Since transactional variables 
are based on the current climate of work and are dicected toward modifying or changing 
specific activities and processes (Burke and Litwin, 1992), the adoption of an innovation 
will modify some or all of the transactional variables currently present at the 
organization. 
 If transactional variables need to be modified to accommodate the adopted 
innovation the results will be observed as an improvement in the related performance 
outcomes of the organization if the innovation is related to internal organizational 
processes or will depend on other factors, such as market or customer preferences, to be a 







Proposition 5. Radical change will generate change in transformational 
variables. 
 
Proposition 6. Transformational variables will change in a positive direction 
even if the change initiative fails. 
 
As defined by Burke and Litwin (1992) transformational variables affect the 
culture of the organization, transforming it to a more holistic perspective. The model 
proposes that the need for radical changes will conduce to a continuous, concurrent 
process in which both transformational and transactional variables will change since the 
need for innovation will appear, as established in proposition 3. This argument is contrary 
to what is suggested by previous models derived from Lewin’s original work (Marshak, 
1993, Dulton, el al., 2001), which suggests separate change processes for both 
transformational and transactional variables. 
Radical change will positively influence changes in transformational variables.  
At the same time, the motivation for change in transactional variables will be induced, 
not only as part of the requirements resulting from the changes in transformational 
variables (Burke and Litwin, 1992), but also because radical change would induce the 
adoption of innovations.  Because radical change is induced by internal and strategic 
factors, the need for change in transformational variables would be institutionalized by 
the message from participants and the commitment from different members of the 




Proposition 7. The success of a radical change initiative will be negatively 
influenced by the differences between employees’ perceptions and 
expectations of the critical success variables influencing the change process. 
 
Proposition 8. The success of a radical change initiative will be negatively 
influenced by the difference between employees’ perceptions and 
management expectations of the different critical success variables 
influencing the change process. 
 
Proposition 9. Groups of people with similar perceptions and expectations of 
the critical success variables will positively influence radical change. 
 
Proposition 10. Length of employees’ tenure time at the Agency will 
positively influence the adoption of transactional change. 
 
Proposition 11. Length of employees’ tenure at the Agency time will 
negatively influence the adoption of transformational change. 
 
The concept of perception and expectation as a measure of organizational 
performance was originally adopted as a crucial element in the quality movement 
measure of quality on service (Parasuraman, 1988, Zeithaml, 1988, Duffy, et al., 1998, 
Lu, 1998). The first three propositions are derived from the fact that any type of radical 
change initiative should be supported by the presence of a series of critical variables that 
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help in internalizing the need for change in the organization and by the people’s 
perception of these variables (e.g Burke and Litwin, 1992, Armenakis, et al., 1999, 
Larsson, et al., 2001).  In addition, as transformational variables affect how the 
organization accomplishes its goals (Burke and Litwin, 1992), it is important not only 
that people’s perceptions and expectations be aligned in the same direction (Cook and 
Russeau, 1988), but also with management’s perceptions and expectations (Gordon, et 
al., 2001).  
Finally, the last two propositions come from previous studies on how time affects 
the adoption of organizational change (e. g., Damanpour, 1991, Amburgey, et al., 1993, 
Staw and Epstein, 2000, Sørensen and Stuart, 2000).  These studies conclude that old 
organizations resist radical change while accepting change that is based on previous 
experiences and affects more routine activities.  Using these conclusions, this research 
argues that the same can be concluded for people in the organization.  People with longer 
tenure time at the organization will accept change better if it is based on previous 
experiences and does not radically change their environment, while people with shorter 
time at the organization will accept more willingly radical change because they have not 
absorbed prevailing organizational culture.   
 
3.3.3 Unit of Study 
The case study was conducted at the Agency. Since their introduction to the 
United States in 1964, similar government-sponsored organizations have become a major 
source of revenue (Miyazaki, et al., 1998).  With sales in 37 states and the District of 
Columbia of $33.3 billion and proceeds of $12.2 billion in 1998 (U. S., Bureau of the 
 
 210 
Census, 1999), the services provided by state-sponsored organizations as the one studied 
are the leading product produced and sold by state governments to the public (Miyazaki, 
et al., 1998). As mentioned in the previous chapter, change is not exclusive for private 
organizations. Governments, state and federal, are looking for efficiency in the 
management of resources and competitiveness in terms of costs and services. Since the 
primary goal of the Agency is to generate the maximum amount of revenue for the state 
(Miyazaki et al., 1998), they are facing increasing pressures to innovate, to be more 
efficient, more creative, more effective, and more responsive.  
Agencies operate as a quasi-private organization, functioning in some situations 
like private service companies, while in other situations operating as pure government 
agencies.  In some states agencies are viewed as corporations, while in others they are 
defined as mainly a management office, outsourcing most of their operations. In still 
other states, agencies operate basically as pure state organizations. This fact shows that 
business processes differ from state to state, not always with the best business practices in 
any one state (Crowe, et al., 2000, Jang, et al. 1999). 
 Given that state agencies, as the ones studied are a distinct type of public agency, 
the revised literature does not present studies involving such a different and interesting 
setting. Instead the literature emphasizes studies in a more traditional type of state 
organization (Narismhan and Jayaram, 1998, Thong, et al.) 
The Agency was created in 1984 when Missouri voters approved Amendment 5, 
which modified the state constitution.  The Agency’s vision is: “That our products and 
promotions should be fun, innovative and provide players, retailers and employees with 
unsurpassed opportunities of success. ”  The Agency’s mission is defined as: ”To 
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maximize revenues for public education through the creation and sale of fun and 
entertaining products with the highest levels of service, integrity and public 
accountability.”  Sales at the Agency began in January 1986, and in fiscal year 2000 they 
reached $508 million, with a profit of near $154 million. 
The headquarters of the Agency are located in Jefferson City with three regional 
offices located in Springfield, Saint Louis and Kansas City.   A five-member commission, 
appointed by the Governor and approved by the State senate, governs the Agency, while 
the executive director manages the daily operations of the agency.  Its operations are 
supported by nearly 180 employees, and it is composed of four divisions- Finance & 
Administration, Marketing, Security, Communications - and the Executive Office, which 
contains other activities not included in the four divisions, such as Research & 
Development, Budgeting, Human Resources and Minorities Business Development 
among others. 
The Agency first attempted to accomplish important changes in the organization 
in part as a result of an organizational diagnosis performed by an external consulting firm 
during 1996.  This diagnosis revealed the need for change in different areas and the need 
for modernizing some processes and activities in order to improve the efficiency and 
effectiveness of the organization.  A series of projects has been attempted since then, 
some with a great impact on the performance of the organization, others without 
accomplishing the desired results.  As part of this research effort an analysis of the 
different projects was performed using the information collected from the case study.  
The means of data collection and the methodology used to classify and analyze the data is 





3.3.4 Data Collection 
 Yin (1994) affirms that case studies rely on different sources of evidence.  Six of 
these sources were studied in previous sections.  For this research effort, the necessary 
data to evaluate the different propositions presented was collected by means of: 
- Documentation:  relevant information for this case study came from sources such as 
strategic plans, direct documentation from the different organizational change 
efforts previously attempted, current projects, organizational charts and 
documentation from the researcher’s personal data base derived from the previous 
experience at the Agency. 
- Archival records: data from archival records consisted of data from the first year a 
formal strategic plan was developed up to the current year.  The data was located in 
financial information, or strategic performance information, such as sales per 
product, per region and per employee.  In addition, relevant performance 
information derived from the different projects was studied.  Information related to 
customer satisfaction, cycle times for certain important processes created or 
modified by previous organizational change initiatives and other relevant 
performance information was used to corroborate certain propositions presented in 
this proposal. 
- Interviews and surveys:  Two types of interviews were conducted: structured and 
semi-structured. The structured interview consisted of an instrument or survey that 
was applied to 100% of the employees at the Agency.  Using the total population in 
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the survey avoided complications related to the sampling procedures and possible 
bias in the answers (Gummesson, 1991, Thompson and Seber, 1996). Of the 177 
surveys distributed, 83 useful questionnaires were received with a response rate of 
47%. 
 The survey, shown in the appendix, consisted of three sections. The 
construction of this instrument followed a series of unstructured interviews with 
Agency’s personnel, including the Executive Director and other top executives in 
order to define different elements contained in the instrument, as well as to 
determine how to name them and how to phrase the different questions according to 
theAgency’s common language or semantics. In addition, the meetings helped to 
determine the necessary logistics to apply and return the survey and the necessary 
communication between the researcher and the participants. This process follows 
the ideas presented by Isabella (1990) for a case study and data gathering processes. 
The first section of the survey gathered demographic information necessary in the 
study.  In addition, it included questions regarding the type, purpose and result of 
different change initiatives attempted in recent years at the Agency. Finally, it 
presented a list of possible characteristics and motivators of change in order to 
define what are the main similarities or differences of the different projects. The 
second section of the questionnaire consisted of a series of questions that assessed 
important critical change variables, as defined by Burke and Litwin (1992).  The 
instrument was adapted from a 150-item instrument designed by Burke and Litwin 
as a diagnosis tool for their causal model for organizational change (Burke, 1994, 
Burke et al., 1996, Armenakis and Bedeian, 1999).  Anderson-Rudolf (1996) and 
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Falletta (1999) validated the Burke and Litwin instrument, with similar findings for 
the different constructs presented. Both studies derived high measures of internal 
consistency since both the Cronbach’s alpha and the item loading were higher than 
0.7.  Cronbach’s alpha is a measure of how well a set of items measures a construct 
or dimension (Nunnally and Berstein, 1994, Rea and Parker, 1997).  For this 
measure, the higher the value, the higher the inter-item correlation. Factor analysis 
is a statistical tool to reduce and group items in common factors or dimensions 
(Shaughnessy and Zechmeister, 1994), with high loadings between related items 
indicating a high significance of the item grouping (Lee, 1995). This section of the 
questionnaire consisted of 66 questions that were adapted from a sample of the most 
relevant items present in the original survey (Burke, 1994, Burke, et al., 1996), but 
worded and structured in a manner that is consistent with the Agency culture and 
metaphor.   Most of the questions were positively worded, with the exception of 
five of them, which were negatively worded (reverse order scaling) for control 
purposes.  Each question was rated on a 5-point Likert scale, for 1 being “To a very 
small extent” and 5 being “To a great extent”.  In addition, the questionnaire in this 
section included the option of “I don’t know” if the respondent considered himself 
not familiar with the question or the information asked and “Not Applicable” if the 
informant considered that the question or information asked does not relate to the 
individual’s personal condition. In addition, the respondent in this section had to 
answer each question for three possible scenarios. The first scenario described 
“Today” and it referred to the extent at which every situation presented is perceived 
for the day the respondent answered the survey.  The second scenario presented “A 
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year ago” which is the extent at which each situation is perceived, as it was a year 
before the respondent answered the instrument.  Finally, the “Preferred” scenario 
represented the expected or preferred situation.  
The third and final section of the instrument consisted of a series of open-ended 
questions to obtain information that explained trends and low or high variability between 
surveys in the results.  
In addition, 21 semi-structured interviews were conducted.  Participants from all 
the divisions, at different managerial levels and different tenure times were interviewed 
during a 3-week period. The interviews gave the respondents the opportunity of 
expressing personal concern with respect to the overall change process at the Agency.  
The answers to these questions gave a more centered perspective of the intricacies of the 
organizational change efforts attempted at the Agency, and the expectations and 
perceptions of the different members of the organization.  Information from these 
interviews helped to explain certain answers obtained from the questionnaires and to fill 
some gaps necessary to study and conclude with respect to the different propositions. 
 
3.3.5 Data Analysis 
Sterman (2000) posits that the data needed to develop the dynamic relationships 
implied in a system dynamics model should come from interviews and conversations 
with people within the organization. The use of surveys, interviews and observation 
together with quantitative data obtained from the organization’s archives and 
documentation fostered the development of the different causal relationships and loops 
relevant to the model. 
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  Figure 3.3 shows how each of the different propositions is to be related with the 
information gathered by the surveys. Since a qualitative methodological approach was 
used to gather the necessary information, it is difficult to conduct traditional and 
profound statistical analysis. As seen in Figure 3.3 statistical analyses such as Pearson’s 
correlation matrices and mean comparison were used to analyze the different propositions 
and to present the different variables and influences that are present in the change 
environment.  Furthermore, qualitative content analysis of the different open-ended 
questions served also as a verification tool for some of the propositions. 
Table 3.2 presents the structure of the questionnaire and the classification of items 
by the corresponding dimension measured. Transactional variables were assessed in 
questions 1 through 26 while questions 27 through 66 assessed transformational 
variables.  Questions 13, 14, 20,23, 27, 28 and 58 were evaluated in reverse order, and 





General information 1-9 
Business processes 10 
Change initiatives  11, 12 
Section II 
External environment 1 a, b, c, d, e, f, g 
Mission and strategy 2 – 14 
Leadership 15 – 18 
Organizational culture 19 – 26 
Structure 27 - 28 
Management practices 29 – 40 
Systems 41 a, b, d, d, e, f 
Work climate 42 a, b, c, d, e, f 
Job/skills match 43 – 49 
Motivation 50 – 53 
Individual needs and values 54 – 58 




















































Fig. 3.3 Verification Process 
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Total scores for section two were determined as the weighted average of the 
individual scores discounting the N/A, Don’t Know answers. These answers did not 
count on the scores but could be used for trend analysis if they presented a common 
pattern among the participants. The number of questions used to assess a corresponding 
variable determined the corresponding weight. This calculation was performed for both 
transformational and transactional variables for each of the scenarios presented in the 
survey. The internal consistency and reliability of the instrument was tested through a 
Confirmatory Factor Analysis and by the use of the Cronbach’s alpha estimate as shown 
in the following chapter.  
The assumption of normality is important in order to perform quantitative 
analyses using the mean as the population parameter. If the sample size, or the population 
is large, the use of the central limit theorem justifies the use of the normal distribution as 
the sample distribution.  Even if a modest departure from the assumption of normality is 
reported, the validity of the conclusions should not be compromised (Daniel, 1990). It is 
possible to argue that if the response rate of the survey is large enough, the normality 
assumption can be supported, and the use of traditional parametric statistical analysis can 
be explored.  Hereto, the mean will be used as a parameter of the population under study, 
and for the analysis of the different propositions presented in the previous sections. 
The expression used to determine the individual average for each set of variables 


























iX  : Is the mean for variable i, for i = Transformational or Transactional 
nk : Is the total number of items corresponding to dimension k for variable i. 
NN/A,k : Total number of items with N/A scores in dimension k for variable i.  
NNo,k : Total number of items with Don’t Know scores in dimension k for 
variable i. 
Xk,j : Score for item j in dimension k for all the items in this dimension. 
  
The difference between means for a corresponding variable, given by 
21 XXX −= , defines a measure of change. Comparing the corresponding means and 
testing for a null hypothesis defined as Ho: 21 XX − , where 1 and 2 depict the different 
scenarios defined in the survey, will determine if a significant change for the different 
variables exists.  X was correlated with the aggregate results for the different projects in 
order to verify propositions 1 through 8, as indicated in figure 3.2. 
 Propositions 9 through 11 were verified using data from questions 1 through 10 of 
the first section of the questionnaire.  These questions defined the demographics of the 
Agency. The information provided here was used to determine the trends and possible 
grouping that will verify the propositions, as shown in figure 3.2. It is important to 
consider the size effect of the results whenever a test of statistical significance is used 
(Vacha-Haase, 2001).    The use of ANOVA was explored to determine significant 
differences among groups of respondents. A high collinearity resulted during the analysis 
of some of the variables –as was expected since there is a great degree of collinearity 
among the different critical variables -, which made difficult the clustering of groups. The 
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use of qualitative analysis was necessary in order to determine possible similarities 
among groups of participants and the change in transformational and transactional 
variables as assessed by this study in the cases where ANOVA was of no use. 
 
3.4 Construction of the Model 
 DeTombe (2001) defines complex societal problems as real life problems that 
present a dynamic behavior. They can be classified in different subgroups such as 
complex social problems, complex technical policy problems and complex organization 
problems. Organizational change affects not only physical and financial structures but 
essentially profoundly affects the many actors involved in it.  Hence, organizational 
change can be viewed as a complex societal change since it affects all levels, structures 
and members of the organization. 
 The author presents Compram as a methodology for handling complex societal 
problems. Compram, which stands for COMplex societal PRoblems Analysis 
Methodology, is a prescriptive framework to analyze, guide and predict complex societal 
problems. The method indicates the necessary meta-steps that a multidisciplinary team 
should follow to define, to describe and to solve complex problems. DeTombe (2001) 
develops a seven-layer model that is the basic communication tool that helps actors with 
different backgrounds and organizational levels to understand not only the problem but 
the different facets and characteristics of the possible solutions. This approach is shown 
in Figure 3.4. 
 Layer I of the Compram methodology consists of the motivation and problem 
definition included in this document. Developing a formal model that describes not only 
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the content but also the process and context of change became the main objective of this 
research effort. Layer II contains the definition of the concepts and theory that support 
the necessity of a solution of the problem under analysis and the theoretical foundations 
that will later support the proposed model.   
 In Layer III, DeTombe (2001) proposes that the relationships between the theories 
and the phenomenon under study have to be described using natural language.  It is at this 
step that the Influence Model for Organizational Change –IMOC- is proposed as a 
conceptual model that explains in a more detailed and holistic manner radical change in 
organizations.   Layer IV considers the different knowledge islands required to develop a 
solution for the problem proposed.  In this layer the definitions of the different 
approaches combined to develop the model were explained.  
The use of knowledge from systems thinking, social and behavioral sciences, 
enterprise modeling and system dynamics is conjugated in this study to develop a three 
tier model that is defined in layers V, VI and partially in layer VI since the proposed 
model is a conceptual model that attempts to present a qualitative approach to 
organizational change modeling, without profound quantitative simulation or 
mathematical modeling at this step. 
 
3.5 Validation of the Model   
Barlas (1996) affirms that models can be defined from two points of view. The 
positivist or traditional approach sees the model as an objective representation of a real 
system. From this approach a model is correct or incorrect once it is compared with 
empirical facts from reality. On the other hand, the phenomenologist or holistic approach 
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sees the model as one of many possible ways to describe a system.  “No particular 
representation is superior to others in any absolute sense… for every model carries in it 






































































































































V.  Semantic Model: Global physical level of the 
Influence Model for Organizational Change 
VI. Causal Model: Global control level of the 
Influence Model for Organizational Change 
VII. Simulation Model: Detailed physical level of the 
Influence Model for Organizational Change 
II.  Definition, concepts and phenomena: Literature 
Review 
IV. Knowledge Islands: Literature Review, Methodology, 
Case Study 
III. Theories, hypotheses, assumptions, experience, and 
intuition: Literature Review, Propositions, Case Study 
I.  Description of the problem: Motivation and 
problem statement 
 
Fig. 3.4 The Compram Methodology applied to the model 




  Vennix (1996) defines the validation of a model as the ”degree to which the base 
model input: output relations map on those of the real system (p. 323)”. But, Vennix 
(1996) adds, the demonstration that a model is fully correct is impossible because the 
problems represented by the model are not independent of the observer or of other 
people. Validation is best understood as “an ideal towards which we must strive if we are 
to be at all faithful to the idea that management science aims to support action in the real 
world (Vennix, 1996, p. 318)’. 
IMOC is based on concepts of system dynamics underlying the relationships 
inherent to an organizational change process.  Klabbers (2000) affirms that when system 
dynamics models are developed for practical uses such as policy development of social 
systems, they are incomplete, relative and partly subjective. These characteristics make 
model validation a process related to the validity of the model with respect to the purpose 
of it (Taylor and Karlin, 1994). 
As Vennix (1996) states, a model is a deliberate creation that includes 
relationships that try to represent the real world, or at least part of it.  These relationships 
are supposed to be understood by the developers and users of the model. Thus, the 
detailed internal structure of the model should be compared with that of its reference 
system. Klabbers, (2000) posits that traditional validation, typical for data-driven 
econometric models or traditional simulation models, is based on the predictability, 
historical independence and deterministic nature of these problems. These procedures are 
not suited for validating system dynamics models.  Since they are descriptive models, the 
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validation would primarily cover the validity of the internal structures of the model and 
then the validity of the system behaviors.   
 Since validation of IMOC should be based more on the usefulness of the model 
rather than other aspects such as elegance, realism or reproducibility (Taylor and Karlin, 
1994), it would be necessary to answer the following questions stated by Klabbers 
(2000): 
- Since the validity of a system dynamics model is defined by its adequacy with 
respect to a purpose, who are the judges or owners of such purposes? 
- Because the knowledge about the structure of a social system is not only a 
matter of representing reality but understanding that the structures and 
relationships within the social system evolve with time, who can be the judges 
of such validity? 
Klabbers (2000) adds that the answer to these questions is more a matter of a 
profound study of social systems than a practical issue. The validation of a system 
dynamics model should include more a qualitative approach than the use of traditional 
quantitative techniques.  The qualitative approach should be based on (Vennix, 1996, 
Klabbers, 2000): 
- The knowledge about the structure of the system, 
- The knowledge about the dynamic characteristics of the system. 




Barlas (1996), argues that there is not an established definition of model validity 
and validation of system dynamics models.  As a tentative solution for this problem the 
author suggests a logical sequence of formal steps of model validation. To better 
understand the ideas on system dynamics model validation, the following information is 
taken from Barlas (1996).   
As seen in figure 3.5, the tests are carried out in a logical sequence, and the 
modeling process moves to the next step only if it is possible to establish confidence in 
the current step. First of all, direct structure tests assess the validity of the model structure 
by direct comparison with knowledge about real system structures. 
The tests compare the model’s causal relationships with both the relationships that 
characterize the real systems and with the structures and relationships proposed and 
explained by the literature. Secondly, the structure-oriented behavior tests assess the 
validity of the model by applying certain behavior patterns using simulation. These tests 
involve observing the behavior of the system under extreme conditions and comparing 
this behavior with the response of the system under the static conditions.   
Finally, behavior pattern tests involve testing the system based on pattern 
prediction rather than point or event prediction in order to see if the model shows the 
corresponding behavior for long term policy implementation shown in the real system. 
 For the current research effort, the validation process was concentrated in the first 
set of tests as shown in figure 3.5 by the shadowed area. The case study that was 
conducted as part of this research effort had the main objective of finding the answer to 
the challenges of validation. Observations through the questionnaire and interviews, 
added to the previous experiences at the Agency generated adequate information to verify 
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the suitability or usefulness of the proposed model to represent the different aspects 
involved during an organizational change effort. In conclusion, the proposed Influence 
Model for Organizational Change –IMOC-, rather than being an attempt to develop a 
complete representation of the organizational change process, was oriented towards the 
generation of a debate about the processes involved in organizational change and the 
possible results if the different variables and interdependencies could be observed and 
studied.  
 
Model construction and revisions
Perform structure-oriented behavior tests
Perform empirical direct
structure test
Perform theoretical direc structure
test
Perform behavior pattern test










Fig. 3.5 A logical formal procedure for dynamic systems 








 This section includes the results and diagnosis of the case study conducted at the 
Agency.  These results are necessary to analyze and understand the different propositions 
on which this study is based. The information summarized and presented in this chapter 
will then be used to develop and explain the proposed Model for Organizational Change 
in the next chapter.   
 This chapter is divided in different sections to discuss the characteristics of the 
instruments used to gather data, the environmental situation of the case study subject and 
participants and to better analyze the propositions presented in Chapter Three. 
 
4.2 Internal Validity and Reliability of the Survey 
 For the purpose of gathering data for this research, a questionnaire was distributed 
among the personnel at the Agency.  The questionnaire is shown in Appendix I.  
As mentioned in the previous chapter, the questionnaire was divided in two main 
sections. The fist section included questions concerning geographical area, administrative 
division, tenure at the Agency, time at current position, organizational level and 
functions. In addition the section included information about the main organizational 
projects executed at the Agency since 1994, the extent, depth, goals, and results.  
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Furthermore, the respondents had to answer questions regarding their roles in the 
different projects and the stage of the project at which they were involved. 
The second section consisted of 66 questions to measure the different constructs 
or critical variables originally defined by Burke and Litwin (1992). The section used as 
framework the Burke and Litwin 150-item instrument designed as a diagnosis tool for 
their causal model for organizational change (Burke, 1994, Burke et al., 1996, Armenakis 
and Bedeian, 1999).  Anderson-Rudolf (1996) and Falletta (1999) validated the original 
instrument with similar findings for the different constructs presented.  
 
4.2.1 Internal Validity 
The second section of the questionnaire was intended to asses the level of the 
critical variables grouped in two main dimensions: Transformational and Transactional 
Variables (Burke and Litwin, 1992), and three possible scenarios: “As today”, “A year 
ago”, and “Preferred”.  As Stevens (1996) affirms, this type of design using repeated 
measures ensure robustness of the instrument since the respondents are the same and are 
not affected by time, place or individual differences effects.  The different items included 
in this section were adapted form the original instrument based on the Agency’s culture 
and metaphor.  A Confirmatory Factor Analysis (CFA) was executed to verify the 
validity and internal consistency of the instrument used in this research, which confirmed 
that the adapted instrument was designed to assess these two different dimensions. CFA 
uses the obtained data to verify, based on strong theoretical or empirical foundations, that 
the instrument’s items are correlated to the different factors or dimensions measured 
(Stevens, 1996). The data used for the CFA corresponded to the answers for the “As 
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 Fig 4.1 Scree plot of the variables under analysis 
Today” scenario of the 66 questions in section two.  The reason of selecting these items 
for the analysis is that since this is the current situation analyzed by the respondents, it is 
possible to affirm that the majority of the participants would answer this scenario.  
A method to determine the amount of factors that can be explained with the 
variables used in the survey is the scree plot. The scree plot uses the eigenvalues of the 
correlation matrix - the points or roots that express maximum common correlations 
between factors and variables (Neter, et al., 1996, Loehlin, 1998) - versus the amount of 
possible factors influencing the model. The scree plot graphs successive eigenvalues and 
the user arrives at a decision based on the point at which the slope of the curve of 
eigenvalues rapidly changes declining to an almost flat slope (Loehlin, 1998). 
From the scree plot shown in figure 4.1 it is possible to see that effectively two 
factors group most of the variability of the items. The behavior of eigenvalues does not 
significantly change after the second factor.  This indicates that most of the variation 
among responses can be attributed to the two dimensions, transformational and 














































Fig. 4.2 Loading plot for the different variables under study 
Stevens (1996) defines the loading on each factor as the Pearson’s correlation 
between the factors and the variables; thus, the higher the loading, the better the existing 
correlation between the factor and the variable. An important step in factor analysis 
includes the transformation of the correlation matrices used in the analysis in order to 
minimize the amount of relations between variables (Loehlin, 1998).  The varimax 
rotation was used for the CFA since with this rotation each factor tends to load high in 
few variables and very low on the rest, helping in the interpretation of the resulting 
factors (Stevens, 1996). 
Moreover, Stevens (1996) affirms that the interpretation of the loadings must be 
carefully done, with larger samples giving a sounder analysis.  The critical values of the 
loadings must increase as the sample decreases.  In this study, the amount of valid 
responses is 72; thus, as he recommends, factors with a loading of approximately |0.6| 












Figure 4.2 shows a plot of the different factor loadings.  As seen, the loadings 
with values greater than |0.6| are not necessarily classified according to the original 
classification defined by Burke and Litwin (1992). Thus, although the second section of 
the survey measures the two dimensions – transformational and transactional - it seems 
that the items do not group as mentioned by Burke and Litwin (1992).  It is possible to 
argue that this behavior is due to three basic considerations: 
- Gorsuch (1983) indicated that for factor analysis to be effective, a minimum 
of five valid cases per survey item is needed. Otherwise, the efficiency of the 
method is not guaranteed.  This is because covariance and correlation 
coefficients tend to be greatly influenced by the presence of outliers if the 
sample size is not large. Since the second section of the survey consisted of 66 
items, a minimum of 330 surveys would be needed to accurately measure the 
loading of the different factors. 
- Furthermore, Loehlin (1998) affirms that factor analysis is highly restricted 
since causal links among variables might result in erroneous interpretation of 
the correlations. When a test over the 66 items was performed, the results 
indicated that the correlation matrix was not positively definite.  This result 
led to belief in the existence of high multicollinearity between the 66 items, 
which creates a problem because the determinant of the correlation matrix is 
close to zero (Neter, et al., 1996). To solve this problem, averages of the 
different items were used for the CFA. That is, instead of 66 independent 
items, the aggregate for 12 different variables was used. Since the instrument 
used was adapted from a tested instrument, it can be assumed that the 
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individual items are already grouped to assess the different variables included 
in the study. 
- The restriction previously mentioned implies additionally that the different 
variables and factors explained by Burke and Litwin (1992) should be 
independent and explained by simple correlations (Neter, 1996, Stevens, 
1996). Figure 4.3 shows that the relationships between the different variables 
and dimensions explained by Burke and Litwin (1992) are not simple.  
Actually, they tend to be complex and cyclical, which is one of the main 



































Fig. 4.3 Interrelationships among the critical variables of the Burke and Litwin 







4.2.2 Internal Reliability  
Once the validity of the instrument, in terms of the measured constructs has been 
assessed, it is necessary to determine if the instrument presents internal reliability, that is, 
how accurately the questions or items that compose the instrument measure the behavior 
that the research wants to assess. The coefficient alpha, commonly know as Cronbach’s 
alpha estimate is often used as an index of the homogeneity of a set of items.  The 
coefficient alpha should not be lower than 0.70 for presuming the reliability of the 
questionnaire (Nunnally and Berstein, 1994).  For this analysis, the Cronbach’s alpha for 
the different items was 0.8673, which can be considered high for this type of study. 
To guarantee internal validity it is necessary to triangulate the responses to verify 
the information (Yin, 1994). In addition to the Confirmatory Factor Analysis and the 
Cronbach’s alpha estimate a series of interviews were conducted during a three-week 
period. The interviews confirm some of the answers obtained and filled gaps present in 
the survey. To conduct the interviews a sample of 14 employees was selected. The 
sample included personnel from the different divisions and with different tenure time.  
Additionally the four division directors, the controller, and director of planning were also 
interviewed. 
 
4.3 Analysis of the Study Population 
 The survey was sent to 100% of the employees at the Agency. Of the 177 
questionnaires distributed, 84 were received and one of them was eliminated because the 
information was not complete.  The response rate was 47%, which is considered high for 
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this type of study since the average response rate is between 15%-30% (e. g., Bourque 
and Fielder, 1995, Guimaraes, 1997, Grover, et al., 1995, Grover, 1999). 
 The surveys were distributed using internal mail in a package for each Agency 
employee.  To guarantee anonymity and confidentiality a white envelope addressed to the 
Agency contact and a pre-stamped manila enveloped addressed to the researcher were 
included in the package.  If the person agreed to participate in the study he or she inserted 
the consent letter in the white envelope while mailing the survey in the pre-stamped 
envelope.  There was no control or identification number that could link the survey with 
the consent letter. An email from the Executive Director of the Agency was sent in 
advance to all the employees informing them of this research and requesting the 
participation of the employees in this research.  A follow up email was sent two weeks 
after the surveys were distributed to the employees.  
Table 4.1 shows how the surveys were distributed to the different regions across 
the State of Missouri, and the response rate from the different offices. As seen, 72% of 
the respondents were from Headquarters.  Furthermore, Headquarters also presented the 
highest individual return among the different regions with 54% response rate. 
 The great majority of the responses are from the Jefferson City area, which 
includes Headquarters and Vault, with a total of 79%. In addition, the individual response 
rate of these individual offices was also the highest, 54 and 60% respectively.  Therefore, 
the analysis of the information presented in the surveys was be analyzed as aggregate, not 
by individual regions, and conclusions drawn assuming a uniform behavior across the 
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K. C. (10, 12.0%)
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 Table 4.2 shows the responses by division.  Figure 4.5 graphically depicts these 
percentages. The divisions that have the greatest weight in the total responses are 
Administration and Marketing since they are the largest divisions at the Agency, with 
nearly 60% of all the employees. Nevertheless, Marketing presents the lowest rate of 
response among the different divisions. One reason for the lower rate of response could 
be that a majority of the employees in this division are field personnel who spent most of 
their time on the road.  In addition, it might be possible that since most of them do not 
Table 4.1 Responses by region 
 





Headquarters 112 60 54 72 
Jefferson City (Vault) 10 6 60 7 
Kansas City 19 10 53 12 
Saint Louis 23 3 13 4 
Springfield 13 4 31 5 
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Fig. 4.5 Participants by Division 
directly participate on any of the different projects –although being affected by them – 

















Figure 4.6 shows the participants by tenure at Agency and figure 4.7 shows the 
participants by time working at the current position. In addition, tables 4.3, 4.4, and 4.5 
show the frequencies and basic statistics for both variables: years at the Agency and years 
at the current position.  
 






received Total FTE % of FTE 
Administration 31 37 43 72 
Communication 8 10 13 62 
Executive Office 8 10 11 73 
Marketing 26 31 86 30 
Security 10 12 24 42 














Fig. 4.7 Years at the current position 



































Table 4.3 Frequency table: Years at the Agency and years at current position. 
 
  Years at  
 Agency Current position 
 N % N % 
Less than 2 years 14 16.87 25 30.12 
2 to 5 12 14.46 21 25.30 
5 to 10 16 19.28 15 18.07 
10 to 15 12 14.46 16 19.28 
15 to 20 29 34.94 5 6.02 
More than 20 years 0 0.00 1 1.20 




These tables show that almost 50% of the participants have been at the Agency 
for 10 or more years, 50% of them have been less than 5 years at the current position, and 
25% of them in the same position for less than two years. The average working time of 
the respondents is 10 years while the average time in the current position is over 6 years.  
Table 4.7 indicates that employees in Administration show the longest time working at 
the Agency and the longest time at the same position, while employees at both 
Communications and Executive Office present the shortest time for both total working 
time and time at the same position. 
Table 4.5 presents with more detail the basic statistics for the population at the 
Agency.  Tenure related variables are rounded to the nearest half.  For example, 0-years 
category includes individuals that have been up to 6 months working at the Agency.  In 
addition, even though the Agency has been in operation for less than 17 years, due to the 
round up procedure it appears as having being in operations for 17 years.  Finally, one 
respondent affirms that he has been working at the same position for near 25 years, while 
has been working at the Agency only 17.  After further analysis it was clear that the 
respondent has been working in the same position for the State of Missouri for 25 years. 
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Table 4.5 also shows the high variability of the responses, as depicted by standard 
deviations of 4 or more years.  It seems that while there are people that have been both 
working at the Agency and being in the same position for long time, others have at the 
Agency for few months. This apparently indicates a relatively high turnover among 
people with less tenure time while a long permanence in the same position among those 











Finally, the hierarchical level of the participants was measured in terms of the 
people supervised by the respondent. Several hierarchical levels were defined to facilitate 
the analysis.  As seen on table 4.6 and figure 4.8, the levels range from “none” to “More 
than 20” employees under supervision. Table 4.6 shows that 60% of the participants do 
not supervise employees, while 29% have between one and five.  It is difficult to define 
how high the level of the supervisor is because of the different size of the divisions.  For 
example, while Administration has over 50 employees, Communication has less than 15.   
Table 4.5 Basic statistics: Years working and tenure time in years at the 
                                      state and at the Agency by division   
 
Variable Division N Mean Median StDev Minimum Maximum 
Years at the Agency Admin. 31 10.81 15.00 6.02 1 16 
 Commun. 8 7.25 7.50 4.06 1 13 
 Exec. Of 8 7.25 4.50 6.58 0 17 
 Mktng. 26 10.77 12.00 .5.49 1 16 
 Secur. 10 9.90 9.50 5.59 2 16 
 All 
83 10.000 10.000 5.74 0 17 
Years at current 
position Admin. 31 7.48 5.00 5.74 1 16 
 Commun. 8 6.00 7.50 4.31 0 10 
 Exec. Of 8 4.06 2.50 4.54 0 11 
 Mktng. 26 6.65 5.00 4.89 0 15 
 Secur. 10 6.05 4.00 7.23 2 25 
  
























Two other characteristics of the population were assessed with the first section of 
the questionnaire.  These characteristics are more specific and assess the role and stage at 
which the different respondents participated in a series of change and innovation projects 
conducted at the Agency since 1994. Figure 4.9 shows that 81 of the 83 respondents 
Table 4.6 Participants by supervisory level 
 
Level N % 
1 to 5 24 29 
5 to 10 5 7 
10 to 15 1 1 
15 to 20 1 1 
More than 20 1 1 
None 50 60 
NA 1 1 
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Amount of people supervised by participant 




















Other    (19, 23.5%)
Project Leader
( 3,  3.7%)
 
Fig. 4.9 Respondents by role in the different projects 
participated in some degree in the different projects either as leaders, steering committee, 
direct participant, support or other, which included from advising and consulting to 








Additionally, as figure 4.10 shows, more than 50% of the respondents participated 
either on the implementation or execution of the different projects, while the rest were 
either at the definition or planning stages.  Finally, 10% of the respondents considered 
that they were final users or customers of the different projects.  The number of 
respondents for this section was 103.  This indicates that some respondents considered 









In conclusion, despite the fact that the results are aggregates from the different 
geographical locations, it is possible to see that the sample of respondents covers a wide 
variety of characteristics of the participants. 
Consequently, it is possible to affirm that the sample is a good representation of 
the Agency and that inferences about expected behaviors and situations could be done for 
the Agency from this sample. This confirms the external validity of the instrument 
(Hedrick, et al., 1993) 
 
4.4 Analysis and Verification of the Study Propositions 
 This section analyzes the information to corroborate or reject the different 
propositions that led to this research effort. Before analyzing the different propositions, 
it was appropriate to verify if the conditions of both transactional and transformational 
variables had changed from one year to another, and if there were significant differences 
among the preferred vs. the current conditions for both dimensions. 
 To verify the statistical significance of the change between years, the mean for 
both transactional and transformational variables was calculated for the following 
conditions: “Today vs. A year ago” and “Preferred vs. Today”. A paired t-test was used 
to verify if the differences between means were significant.  
Table 4.7 presents the results of the test for the alternate hypotheses that there is 
significant positive difference between the means of the assessed level for 
transformational variables today vs. a year ago.  The result is significant; there was a 
positive improvement in the transformational variables in the current year vs. a year ago. 
People at the Agency perceived that the extent to which the mission, vision, influence of 
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external environment and structure are influencing the organization has improved over 
time. 
Similarly, table 4.8 shows that there is a significant difference between the 
expected level of transformational variables vs. the perceived level today.  That is, even 
though there was a significant improvement in the perceived levels of transformational 
variables from a year ago with respect to the current year, people perceive that there is 
still room for improvement. 
 
 
Similar results were found after doing the corresponding paired t-test for 
transactional variables for analogous scenarios. Tables 4.9 and 4.10 show the 




Table 4.7 Paired t-test for Transformational Variables Today vs. A year ago 
 
















95% lower bound for mean difference: 0.0480 
T-Test of mean difference = 0 (vs > 0): T-Value = 3.57  P-Value = 0.000 
 
Table 4.8 Paired t-test for Transformational Variables Preferred vs. Today 
 
















95% lower bound for mean difference: 0.942 
























 The previous results supported the definition of a new variable that measures the 
total change of both transformational and transactional variables for the scenarios tested.  
These variables are used for further analysis in the following sections. 
 
Proposition 1. Radical change motivated by innovation is more difficult to 
implement than radical change motivated by strategic or environmental 
reasons. 
 To assess the validity of this proposition, it was necessary to compare different 
aspects corresponding to both the first and second section of the questionnaire.  The first 
aspect to consider is the definition of radical change.  Recalling the concepts presented in 
Chapter 2, radical change is any deliberate change that alters or modifies the core 
elements of the organization affecting either one or more of its major components or the 
organization as a whole. As Hall, et al. (1993) mentioned, to define the radicalness of the 




















95% lower bound for mean difference: 0.8323 
T-Test of mean difference = 0 (vs > 0): T-Value = 11.42  P-Value = 0.000 
 
Table 4.9 Paired t-test for Transactional Variables Today vs. a year ago 
 
















95% lower bound for mean difference: 0.0902 





change it is necessary to define both the extent and span of the change. The span of the 
change is defined as the degree to which the change affects one or more elements of the 
organization. The span of the different projects is assessed with question 12.b.1 for the 
different projects.  This question assesses how the respondents perceive the way change 
and innovation projects have affected different levels of the organization: specific 
functions, working unit, several working units, the division or the Agency. The 
respondent answered the question using a scale going from specific functions (one) to the 
entire Agency (five). 
The extent of change is defined as the degree to which the core elements of the 
organization have been affected. Question 12.d assesses the extent of change of the 
different projects. The literature (e.g., Damampour, 1991, Grover, et al., 1995, 
Guimaraes, 1997, Arora and Kumar, 2000, Amburguey et al., 1991) defines different 
types of project extents according to their goal or radicalness. These definitions were 
adapted to the survey to have a measure of the radicalness of the projects. The question 
asks the participant to answer to which degree the individual projects fall into the 
following categories: adoption of new working procedures, adoption of new working 
systems, adoption of new technology, adoption of new functions and responsibilities, and 
adoption of a new way of conducting business. Each category was assessed 
independently on a scale of 1 to 5, with 1 being to no extent at all, and 5 to a very great 
extent.  
In addition, question 12.b.2 assesses the perception of the respondent of the goal 
or radicalness of the process. This question is answered on a scale that ranges from 
continuous to incremental to radical. Question 12.b.3 assesses the degree of success of 
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the different projects as perceived by the participants. The assessment scale goes from 
total failure to total success. Both scales are coded similarly, using values from 1 to 5, 1 
being used to code the minimum level and 5 the maximum. Scores used to test the 
proposition are the average from the different projects and not single values of the 
individual initiatives. 
The perception of the influence of the different environmental and institutional 
elements over the decision of change is assessed on questions 1.a to 1.f of the second 
section of the questionnaire.  This question individually assesses the influence of: 
competitors, government, other lotteries, management, employees, players and retailers. 
For the purpose of this research, it is considered that competitors, players and retailers are 
environmental elements while government, lotteries, management and employees are 
institutional elements. 
Table 4.11 shows the perception of people about the span, goals and results of the 
different projects. Near 50% of the respondents saw the different projects as attempting to 
change more than their local activities, i. e., the projects are cross divisional.  In contrast, 
34% of the respondents considered the changes to be more as improving the current 
situation, while 24% considered the projects as radically changing the organization.  
Finally, 55% of the respondents valued the projects with a certain degree of success, 33% 
considered them a total success. This indicates that people consider that the different 
projects have influenced the daily activities of the Agency.  It is worth noticing that for 
all three variables, more than one third of the respondents did not know or could not 





In addition, table 4.12 shows the extent to which the participants perceive the 
influence of the different environmental and institutional elements over the decision for 
change. Over 65% of the respondents considered that management was the principal 
source of change at the Agency, while 60% consider that it is government, which is the 
main motivator. Additionally, employees and the effect of other lotteries have an equal 
weight of near 35%, but nearly one third of the respondents considered competitors, 
players and retailers as the drivers.  These answers led to the conclusion that institutional, 
with more weight on government and management, rather than environmental forces, are 
the main drivers of change at the Agency. 
Figure 4.11 shows the perception of the participants concerning the extent of the 
different projects. The percentages across the different projects’ extents are similar, 
except for the adoption of new technology which is described as the least significant type 
of project.  It is important to notice that 30% of the respondents considered that the 
different projects were oriented towards the definition of a new business.  
 
 
Table 4.11 Perceptions of span, goals and results of the different projects 
 
Level of Change Goal or radicalness Perceived success 
 N %  N %  N % 
My functions 1 1.20 Continuous 28 33.73 Total Failure 7 8.43 
My unit 1 1.20 Incremental 8 9.64 Some Success 20 24.10 
Several units 11 13.25 Radical 20 24.10 Total Success 27 32.53 
My division 23 27.71 NA 27 32.53 NA 29 34.94 
The Agency 18 21.69 All 83 100 All 83 100 
NA 29 34.94       





Technology   (11,  9.5%)
Systems  (21, 18.1%)
Procedures   (23, 19.8%)
Functions  (26, 22.4%)
 
Note: the frequencies add up more 
than the total of surveys since 
people answered in more than 
one category 












Table 4.13 shows the perception of the participants of the success of the different 
projects based on radicalness. Almost 90% of the respondents considered that projects 




      Table 4.12 Perceived extent for different environmental and institutional elements over the 
decision for change 
 










 N % N % N % N % N % N % N % 
Not at all 10 12.05 4 4.82 2 2.41 1 1.20 2 2.41 17 20.48 5 6.02 
Small 17 20.48 5 6.02 4 4.82 2 2.41 4 4.82 19 22.89 9 10.84 
Some 18 21.69 13 15.66 35 42.17 14 16.87 35 42.17 21 25.30 35 42.17 
Great 12 14.46 15 18.07 20 24.10 27 32.53 20 24.10 9 10.84 14 16.87 
Very great 12 14.46 35 42.17 9 10.84 28 33.73 9 10.84 10 12.05 12 14.46 
NA 14 16.87 11 13.25 13 15.66 11 13.25 13 15.66 7 8.43 8 9.64 



















According to table 4.13, almost 43% of the people participating in the study 
considered projects with an incremental approach – a combination of continuous 
improvement with radical or punctuated change- to be a complete failure. Despite this 
tendency, 75% of the people considered that radical –or real change- projects were 
successful. It is necessary to recall that only 8 people considered the projects to be 
radical, while 20 or more considered the projects to be either continuous or radical.  In 
addition, 27 respondents – or about one third of he respondents - did not answer the 
corresponding questions (i. e., N. A.). 










Success NA All 
Continuous 3 12 13 0 28 
  Mean 1.8333 3.3835 4.1495 -- 3.573 
  Median 2 3.4394 4 -- -- 
  StDev 0.7638 0.2533 0.3526 -- 0.798 
Incremental 3 3 0 2 8 
  Mean 1.5833 3.1548 -- -- 2.369 
  Median 1 2.875 -- -- -- 
  StDev 1.0104 0.4846 -- -- 1.1149 
Radical 1 5 14 0 20 
  Mean 2 3.2583 4.4452 -- 4.0263 
  Median 2 3.1667 4.4167 -- -- 
  StDev -- 0.2893 0.4082 -- 0.7951 
NA 0 0 0 27 27 
  Mean -- -- -- -- -- 
  Median -- -- -- -- -- 
  StDev -- -- -- -- -- 
All 7 20 27 29 83 
  Mean 1.75 3.3179 4.3028 -- 3.6071 
  Median -- -- -- -- -- 






Table 4.14 shows the Pearson’s correlation between the goals or radicalness of the 
projects and the different types of projects.  The higher the score on goals or radicalness 
the more radical the project is.  These results indicate that people who saw the projects as 
adopting a new way of doing business also defined the projects to be radical. Conversely, 
people who defined the projects as adopting new functions and responsibilities also 
considered the projects to be continuous improvement. Thus, it is possible to conclude 
that while people considered the adoption of a new business as radical, adopting new 







Furthermore, people perceive that the relationship between the radicalness and 
success of a change initiative is positive. Apparently respondents considered that the 
more radical the change higher the possibility of success. The previous result contradicts 
what the literature has been exposing.  According to the literature, there is a greater 
failure rate in radical change efforts (e.g., Hammer and Champy, 1993, Walston, et al., 
1999). A possible explanation of the results may be in the fact that most of the research 
conducted in this area includes different sectors but only one type of human element, 
basically either top level managers or individuals directly involved on the change process 
(see table 2.2 for a sample of different studies on radical change). In contrast, the present 














Goals 0.601 0.381 0.397 0.403 0.284 0.417 
 0.000 0.004 0.002 0.002 0.034 0.001 
Results  0.438 0.474 0.333 0.327 0.401 
  0.001 0.000 0.333 0.016 0.003 
        Cell Contents: Pearson correlation 




research reaches different individuals within the organization, with a wider variety of 
opinions. The results may indicate different perceptions of both the definition of radical 
and the definition of success. This fact was confirmed by the interviews conducted after 
the survey was applied. For certain people it is possible to say that a project radically 
changed the perspectives or operations of the organization, while for others it was simply 
a new procedure that simplified operations. Additionally, some of the interviewers 
perceived the projects as being a total failure and others perceived the projects as being 
successful. This aspect confirms the findings from different studies (e.g., Kennedy 1994, 
Irani and Rausch, 2000) that considered communication within the organization as a 
critical factor of success.  This supports the importance of defining specific measures to 
assess innovation and change effects in the organization (Johannessen, et al., 2001). 
Finally, certain moderating factors (Damanpour, 1991, Bhatt, 2000) such as type of 
organization, structure and leadership styles can influence the answers. 
Table 4.15 shows the perception of people regarding the extent of the different 
projects and their expected goals. Since only 8 respondents classified the projects as 
incremental (table 4.13), table 4.15 shows only the total responses for “Some”, “Much” 
and “Very Much” for projects classified as either “Radical” or “Continuous”, not 
considering “Little” or “Not at all” for the different projects. As seen, about one third of 














Table 4.16 shows the results of a Two-way ANOVA to verify if there were 
significant differences among the individual cells defined on table 4.15. No significant 
differences were found between the groups “Goals” and “Project extent”. These results 
indicate that the respondents do not have a clear view of how radical the different 
projects are, which was confirmed by the interviews when respondents answered that 
there was a lack of communication about the goals, objectives and definition of the 






A Pearson’s correlation analysis was performed to see if there was a statistically 
significant correlation between environmental and institutional factors and the different 
types of projects or span of the projects. Table 4.17 shows the correlation analysis 
between the perceived effect of the environmental and institutional factors and the extent 
Table 4.15 Frequency table: Project extent by goal 
 
 Project extent 
 





Project goal N % N % N % N % N % 
Continuous 22 37.29 20 35.10 10 22.73 20 35.10 23 38.33 
Radical 17 28.81 17 29.80 14 31.82 17 29.80 17 28.34 
NA 20 33.90 20 35.10 20 45.45 20 35.10 20 33.33 
Total 59 100 57 100 44 100 57 100 60 100 
 
Table 4. 16 Two-way ANOVA: Project goal by project extent 
 
Source  DF SS MS F P 
Goal 2 34.533 17.267 2.349 0.158 
Project extent 4 56.400 14.100 1.918 0.201 
Error 8 58.800 7.350   




of the projects as perceived today by the respondents. Table 4.18 summarizes table 4.17 
including only the environmental or institutional force and the projects that are 
significantly correlated to these factors. As seen, with the exception of government and 
retailers, all the other factors can be related to certain types of projects. These results lead 
to the conclusion that, for the Agency, it is important to consider different factors when a 
specific type of project is going to be initiated in order to improve the likelihood of 
success. Additionally, it is perceived that employees also have a great impact on any of 
the projects to be implemented. 
In conclusion, the study revealed that despite the fact that the answers do not 
clearly relate radicalness with the type of projects, there is a clear empirical relationship 
between effect of environment and type of project and a partial theoretical confirmation 
that environmental factors lead to radical change while institutional forces lead to 
continuous change. Consequently, it is possible to affirm that the first proposition of this 
research is partially supported at the Agency. 
 
Proposition 2. Environmental and Internal forces will motivate radical 
change, while Institutional forces will induce innovation. 
To assess the validity of this proposition, it is important to recall the definitions of 
radical change and innovation. While radical change attempts to drastically modify one 
or more core elements of the organization, innovation is more oriented toward alteration 





      Table 4.17 Correlations between extent of projects and perception of environmental and 
institutional factors as today 
     












































































































































        Cell Contents: Pearson correlation 
                                P-Value 
 
Table 4.18 Summary of the most significant relationships (p  0.05) 
 
Change Force Project type Radicalness 
Environmental   
· Competitors New technology Radical 
 New functions and responsibilities Radical 
 New business Radical 
· Similar agencies New procedures Continuous 
 New systems Continuous 
 New technologies Radical 
 New functions and responsibilities Radical 
 New business Radical 
· Players New functions and responsibilities Radical 
· Retailers No significant relationships  
Institutional 
  
· Government No significant relationships  
· Management New procedures Continuous 
 New functions and responsibilities Radical 
 New business Radical 
· Employees New procedures Continuous 
 New systems Continuous 
 New technology Radical 
 New functions and responsibilities Radical 




Table 4.19 shows a paired t-test performed to verify if there was a significant 
difference between today’s perception of the influence of the environmental and 
institutional factors over the decision of change and the preferred degree of influence of 
the same factors.  The respondents consider that both competitors and management are 
already influencing the decision to change and do not need to be altered. However, the 
influence of government and other lotteries should be reduced, while the effect of 
employees, players and retailers should increase in the decision of change. 
The integration of the definitions of radical change and innovation, with the 
perceived need for change on the different environmental elements shown in table 4.19, 
and the facts described in the previous section, support the second proposition. 
Continuous changes are more related to innovation and institutional forces motivate 
them, while environmental forces motivate radical changes, as depicted in table 4.18. 
 
Proposition 3. A need for change will induce a need for innovation. 
Recalling the definitions of transformational and transactional variables given in 
Chapter 2, transformational variables deal with core elements of the organization while 
Table 4.19 t-test for perception of change on environmental and institutional 




N Mean StDev 95.0% CI T P 
Competitors 61 0.180 1.42 (  -0.183,   0.544) 0.99 0.325 
Government 67 -1.149 2.888 (  -1.854,  -0.445) -3.26 0.002 
Similar agencies 64 -0.375 0.951 (  -0.613,  -0.137) -3.15 0.002 
Management 68 -0.118 1.388 (  -0.454,   0.218) -0.70 0.487 
Employees 70 1.200 1.258 (   0.900,   1.500) 7.98 0.000 
Players 69 0.638 1.098 (   0.374,   0.901) 4.83 0.000 




transactional variable deal with operational or peripheral elements. Therefore, these 
variables are directly related to radical change and innovation.  
Following the concepts supported by several authors (Parasuraman et al., 1988, 
Larsson, et al., 2001) linking the difference between expectations and perceptions with 
the success or failure of organizational activities and programs, the need of change and 
innovation can be defined as the difference between the perceived and the expected levels 
of transformational and transactional variables. According to this definition, the larger 
and more positive the difference between the preferred and the current situation, the 
larger the need of change to a preferred situation. This difference will be always greater 
or equal to zero since the current situation will be at the best equal to the expected or 
preferred condition (Parasuraman et al., 1988). 
To analyze proposition 3, two new variables, “change in transformational 
variables” and “change in transactional variables” were defined as the difference between 
the preferred and the current condition.  Table 4.20 shows the results of a t-test performed 
to verify if the difference between the two scenarios is statistically significant. As seen, 
the means for both variables are greater than zero, indicating that people at the Agency 
consider that the current level (or extent at which transactional and transformational 
variables are) can improve. 
Table 4.20 t-test for the difference between transformational and transactional 
variables today and preferred scenarios 
 































































Fig. 4.12 Plot diagram of Change in Transformational vs. Change in 
Transactional Variables – Today vs. Preferred scenarios 
 
In a correlation analysis between both variables, it was found that the Pearson’s 
correlation coefficient between them was 0.418, with significance of p = 0.000. Figure 
4.12 depicts the behavior of change of transactional variables as a function of change in 
transformational variables, showing a positive correlation between both variables, and so 
indicating that the need to innovate is a function of the need for radical change, which 













Proposition 4. Innovation will generate a change in transactional variables.  
 
To test this proposition a Pearson’s correlation between goals or radicalness, type 
of projects and change in transactional variables was performed. In addition, the 
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correlation analysis was done using two different scenarios, today vs. a year ago and 
preferred vs. today. 
 
 The results on table 4.21 show that there are not significant correlations between 
the variables. Despite these results, the interviews conducted indicate that people believe 
that successful projects that involved small changes or changes in day-to-day activities 
involved improvement in aspects like procedures, motivation and work climate. In 
conclusion, although the data do not support the proposition, the interviews did. This 
partially supports this proposition. 
 
 Proposition 5. Radical change will generate change in transformational 
variables. 
Similarly to proposition 4, this proposition was tested using Pearson’s correlations 
between change in transformational variables, goals and type of projects. Table 4.21 
Table 4.21 Pearson’s correlation between change in variables and goals and type of projects 
 
 
Change in variables: Today vs. A 
year ago 
Change in variables: Preferred vs. 
Today 
Type of projects Transformational Transactional Transformational Transactional 
Goal -0.053 -0.071 -0.1 0.169 
 0.703 0.603 0.491 0.217 
New process -0.221 -0.101 -0.25 -0.068 
 0.085 0.433 0.061 0.598 
New systems -0.214 -0.046 -0.264 -0.077 
 0.095 0.72 0.047 0.551 
New technology -0.198 -0.03 -0.281 -0.057 
 0.124 0.818 0.035 0.663 
New functions -0.272 -0.034 -0.206 -0.16 
 0.032 0.789 0.124 0.213 
New business -0.206 -0.023 -0.286 -0.152 
 0.108 0.858 0.031 0.239 
            Cell Contents: Pearson correlation 




shows that the data does not support the proposition. Again, from the interviews people 
perceived that the projects with more significance to the Agency improved conditions 
such as strategies, organizational culture and, at least in part, leadership. The proposition 
is partially supported. 
 
Proposition 6. Transformational variables will change in a positive direction 
even if the change initiative fails. 
Tables 4.7 and 4.11 are used to test this proposition. Table 4.7 shows that people 
consider that there have been improvements in transactional variables from a year ago to 
today. In addition, table 4.11 shows that more than 50% of the people perceive that the 
projects have been successfully implemented. Moreover, the interviews confirmed the 
data from the surveys. It is not possible to relate change on transformational variables 
with failure, concluding that proposition 6 is not supported. 
 
Proposition 7.  The success of a radical change initiative will be negatively 
influenced by the differences between employees’ perceptions and 
expectations of the critical success variables influencing the change process. 
To verify this proposition a correlation analysis was performed between the 
hierarchical level measured in terms of the amount of people supervised and results, 











 Due to the amount of missing data –30 out of 83 data points - and the high 
collinearity among the variables the use of ANOVA to determine significant difference in 
results by hierarchical level and change in variables was eliminated. Regression among 






Both tables indicate no significant relationship between the variables in the 
proposition. As depicted in table 4.21 there are no significant correlations between the 
different variables. Furthermore, the regression model indicates lack of significance of 
the different terms of the model. The previous results indicate that there is no relationship 
Table 4.22 Pearson’s correlation between amount of people 








Change in transformational 
variables: Today vs. a Year ago 
0.136 
0.253 
Change in transactional variables: 




                    Cell Contents: Pearson correlation 
                                            P-Value 
 
Table 4.23 Regression model: Results vs. hierarchical level and change in 
transformational and transactional variables 
 
Predictor Coef SE Coef T P 
Constant 
3.5912 0.1648 21.79 0.000 
Supervisory level -0.00511 0.0202 -0.25 0.802 










Change in transactional 
variables 




between the difference between the expectation and perception of the variables at the 
Agency with the success of the projects. This lack of relationship contradicts what the 
literature has exposed (e.g., Larsson, 2001). The large gap between perception and 
expectation of the current situation should influence the results of a change or 
administrative program. 
 From the interviews, an element that was found critical was communication. 
People considered the lack of communication critical when implementing programs. 
Employees believe that they do not have the opportunities or the empowerment to present 
ideas or contribute to any change initiative. There is a gap between what they expect to 
do and what they have to do. This gap affects the ability of the Agency to efficiently 
accomplish the different programs attempted. Thus, despite the data not having the 
statistical significance to support the proposition, the interviews help to partially support 
it. 
 
Proposition 8. The success of a radical change initiative will be negatively 
influenced by the difference between employees’ perceptions and 
management expectations of the different critical success variables 
influencing the change process. 
From tables 4.22 and 4.23 it is possible to conclude the same as in proposition 7. 
The interviews again gave information that partially supported the proposition despite no 







Proposition 9. Groups of people with similar perceptions and expectations of 
the critical success variables will positively influence radical change. 
Radical change is measured as the difference between transformational variables 
under today’s conditions and those a year ago. Table 4.24 shows the results for ANOVA 
for different groups of individuals at the Agency. Additionally, figure 4.13 shows various 
scattered plots for change in transformational variables for different groups.   
From table 4.24, with the exception of Years at Agency, there are no significant 
differences in the perceived change of these variables within individuals grouped by 
different demographic characteristics. Moreover, figure 4.13 does not show any clear 
pattern or correlation between change in transformational variables and different groups 
of people, even for category Years at Agency despite the relatively high significance 
depicted on table 4.24. Subsequent analysis eliminating points that outlay for the different 
groups confirmed the same trend. Finally, the interviews did not give any additional 
 
Table 4.24 ANOVA of change in transformational variables –Today vs. Year ago- 













Years at the Agency 























































information that could help in supporting or rejecting the proposition. Therefore, it is 
















Proposition 10. Length of employees’ tenure at the Agency time will 
positively influence the adoption of transactional change. 
 This proposition asserts that the longer an individual has been working at the 
same place and/or at the same position, the greater the response to transactional change. 
Table 4.25 shows the correlation between change in transformational and transactional 
variables and both, the time at the Agency and the time in current position. Additionally, 
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position




4.25 and figure 4.14 demonstrate that there is not a significant relationship between the 
length of time people have been working at the Agency or at the current position and the 



































































Figure 4.14 Scattered plots: change in transactional and transformational 
variables vs. tenure time 
Table 4.25 Pearson’s correlations between change in transformational and 



























                               Cell Contents: Pearson correlation 




On the other hand, the interviews presented a different scenario. Interviewees 
agreed that the longer the time individuals have been working at the Agency, the more 
willing they would be to adopt innovations that would simplify their daily work. 
Consequently the proposition is partially supported. 
Proposition 11. Length of employees’ tenure at the Agency time will 
negatively influence the adoption of transformational change. 
 This proposition asserts that people’s resistance to accepting transformational 
change is positively correlated to tenure time.  Table 4.25 and figure 4.14 do not show 
statistical significance to support this proposition. However, the interviews lead to the 
conclusion that the participants consider that one of the main obstacles for radical change 
at the Agency is precisely the length of time the majority of the employees have been 
working at the Agency and at the same position. Interviewees consider that employees 
with long tenure do not accept radical change due to the comfortable environment that 
routine and tradition have created.  In addition, they consider that there is a lack of 
motivation for employees with less time at the Agency to present ideas for change since 
“older” employees tend to reject them due to a lack of confidence in long term results and 
the influence that these results may have on their positions.  Finally, interviewees believe 
that some employees feel that newcomers and their ideas may threaten both their job and 
authority. These results lead to a partial support of proposition eleven. 
 
4.5 Discussion 
The objective of this chapter was to present the results of the case study conducted at the 
Agency and to use the information gathered to assess the validity of the different 
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propositions that lead to this research. The first step was to determine the internal 
consistency and reliability of the instrument used in the survey.  Information from 
previous strategic plans and organizational change projects, and interviews with top 
executives helped with preparation of the instrument.  
CFA partially confirmed the internal consistency of the instrument.  The apparent 
lack of consistency among the different variables and the two dimensions used in the 
study –transformational and transactional variables- is due mainly to the high collinearity 
existing between the variables. This phenomenon indicates cyclic relationships between 
variables that affect the results of CFA.  In addition, although the response rate is 
relatively high – 47%- for this type of study, the absolute number of elements in the 
respondents is low – 83- thus limiting the results of the CFA. 
 The internal reliability of the instrument was tested using the Cronbach’s alpha 
estimate.  The estimate for the instrument was 0.8673 which allows the presumption of 
reliability since is greater than 0.7 (Nunnally and Berstein, 1994). To guarantee the 
validity of the instrument, a series of interviews were carried out to triangulate the 
responses. Semi-structured interviews with 21 different members of the organization, 
including top executives, middle managers and employees from different divisions and 
different tenure times were conducted.  The information from the interviews was used for 
validation purposes and to help in the analysis of the different propositions. 
Table 4.26 summarizes the results for the different propositions.  As seen, with 
the exception of propositions 6 and 9 all the remaining propositions were either fully or 
partially supported.  For the propositions partially supported the information from the 




Table 4.26 Summary table: Propositions validation 
 
Proposition 1 
Radical change motivated by innovation is more difficult to implement than 





Environmental and Internal forces will motivate radical change, while 





A need for change will induce a need for innovation. : Supported 
Proposition 4 








Transformational variables will change in a positive direction even if the 





The success of a radical change initiative will be negatively influenced by 
the differences between employees’ perceptions and expectations of the 




The success of a radical change initiative will be negatively influenced by 
the difference between employees’ perceptions and management 





Groups of people with similar perceptions and expectations of the critical 




Length of employees’ tenure time at the Agency will positively influence 




Length of employees’ tenure time at the Agency will negatively influence 







The support of propositions 1, 2 and 3 implies that to implement change it is 
important to define if the change comes as a result of innovation or otherwise, and to 
develop the need for change before implementing innovations that would profoundly 
impact the way the organization conducts its daily business.  For example, the Agency 
implemented several projects called the 4C’s that resulted in a new way of performing 
business.  As a consequence of these changes new technology, procedures and structures 
were adopted. Since the projects were implemented as part of a strategic initiative, 
employees were ready to accept the new adoptions and to comply with the new ways of 
conducting business.  On the other hand, a BPR project, in which the researcher was 
involved, recommended implementation approaches to doing business and structural 
changes that required a more profound change than simply adopting new procedures.  
The recommendations implied merging processes executed in different divisions. The 
merger of processes and activities generated a power struggle between divisions that 
resulted in the partial adoption of the recommendations.  Divisions were willing to adopt 
the new procedures only without losing control of some of the activities and employees 
involved in them.  Hence, the adoption of new procedures required changes in core 
variables such as culture, leadership and organizational structure.  This change was not 
previously induced and the recommendations did not have the expected impact. 
 Propositions 4 and 5 are more related to the procedural component of 
implementing change.  It is important to initially determine the objectives and goals of 
the change project to pay special attention to the variables that are directly influenced by 
and at the same time directly influence change.  Following the previous example, if the 
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BPR team had paid more attention to the transformational variables, in addition to the 
transactional variables, it would have had a better impact on the implementation of the 
recommendations. 
 The lack of support of proposition 6 gives the opportunity of studying with more 
detail two aspects involved in this proposition: the definition of what is really new and 
the definition of success for individuals in the organization.  First, the effect of knowing 
not only what is new, but also for whom it is new, is extremely important.  Despite the 
fact that top management must inspire change, it is necessary that people across the 
organization be conscious of the need of change, the span of the process and its depth.  It 
can be argued that individuals in the organization will participate in the change process in 
the degree they believe change will affect them.  Employees will respond differently 
depending on their understanding and perceptions of the change initiative.  As different 
authors affirm (e.g., Ettlie, 2000, Dent and Goldberg 1999) people resist what they do not 
know or understand. If the change process is promoted from the top, but with the explicit 
participation of all the levels within the organization, the likelihood of success should 
increase.  Second, it is important to define measures to assess change.  The experience 
with this research indicates that for the Agency success is measured in terms of sales and 
revenues.  If change is an integrated process throughout the organization, it is necessary 
to develop performance measures that assess the different dimensions of change (Barnett 
and Carroll, 1995, Kaplan and Norton, 1992): human, financial, customer satisfaction, 
and others. 
 Despite the lack of support of proposition 9, propositions 7, 8 and 9 are directly 
related with the concepts of perceptions and expectations and the coordination that should 
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exists between management’s objectives and people’s actions. From the experience at the 
Agency, management should do what they say and employees should say what they do. 
Employees see management improvising on actions and decisions even when top 
executives affirm that planning and goals have been taken into account.  On the other 
hand, management considers that individuals do not do enough to achieve the proposed 
goals of change. In addition, people see that their ideas and suggestions are not taken into 
account because they believe that management does not have the confidence in their 
work and performance to accept ideas that might fail because people “do not know 
enough” to improve operations. Communication and assessing the individual’s 
performance turn out to be critical elements for integration and coordination of activities, 
goals and execution. 
Supporting propositions 10 and 11 implies that tenure time affects change.  From 
the experiences obtained at the Agency it is possible to affirm that interviewees in general 
agree that employees with longer time in the position have a better understanding of the 
intricacies of their job and can be a great source of ideas and opinions. However, they 
view time length as an impediment to accomplishing change. Employees with long tenure 
time feel that routine becomes comfortable and do not want to profoundly modify their 
activities and responsibilities. The case study also indicates that individuals with longer 
time might feel threatened by new comers with new ideas, knowledge and willingness to 
learn. 
The next chapter of this document analyzes with more detail the above aspects, 
from an integrated approach. The implications of the findings of this study can be 
examined from three points of views: the theorist, the researcher and the practitioner. For 
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the theorist it confirms that organizational change is not a discrete activity isolated from 
other aspects of the organization.  Explaining organizational change implies integrating 
different dimensions of change -environmental, operational, human- that interact 
simultaneously during any organizational change process.  These dimensions define a set 
of variables or elements that are also interrelated at different levels so change becomes an 
intricate network of activities and behaviors triggered by other interrelated networks of 
activities and behaviors. 
 For the researcher, it becomes necessary to develop and use research 
methodologies, tools and techniques that allow the analysis of these interrelated network 
without loosing the perspective of the dynamic effect of change.  The use of case studies 
is very effective since they allow the study of the change process from a holistic 
perspective. It is necessary to conduct meta-studies that allow the integration of 
commonalities of the change processes among different industries, sectors, cultures and 
temporal settings.  It is necessary to detect the differences of change processes to improve 
the development of new theories, concepts and procedures. Studies have to be done 
across the organization, considering not only the perceptions of specific hierarchical 
levels but the perceptions and expectations of a representative sample of the organization.  
The integration of multiple disciplines becomes important.  Organizational and 
behavioral sciences help to set the contextual considerations and to structure the theories 
and necessary knowledge to understand organizational change.  Systems and engineering 
approaches help in structuring and modeling the complex causal relationships that govern 
organizational change. Information technology aids in unifying all these concepts and the 
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myriad of data gathered in the different case studies in a more usable tool that explains 
what to change and how to perform it. 
 Finally, for the practitioner, it is important to consider the effect that the 
differences between perceptions and expectations of the change process have over the 
overall organization and the different change initiatives attempted. It is necessary to 
recognize that change is a function of both top management compromise and everyone’s 
involvement. Communication, coordination and empowerment are basic elements that 
have to be considered when implementing any organizational change initiative. Finally, it 
is necessary to have the methods and tools to effectively and efficiently measure change 
so it is possible to define the success or failure of any initiative at any point of time.  
Feedback and control are not only aspects to consider at the end of any project but during 
every stage of it: definition, development and implementation. 
 The next chapter introduces the Influence Model for Organizational Change –
IMOC- as a conceptual model that will unite the different views mentioned before and 
will serve as the framework for more detailed and profound research that, hopefully, will 








The goal of this research effort is to present a conceptual model that delineates the 
relationships involved in an organizational change process. The model represents the 
dynamic links and causalities presented in a complex social system such as an 
organization. This endeavor suggests the use of concepts and tools of systems dynamics 
and enterprise modeling to describe and model the different activities, relationships and 
effects produced during organizational change. 
 
5.2 Representation of Change 
  Change implies a multidimensional approach that includes human, operational 
and environmental dimensions. Figure 5.1 depicts the intricate and complex relationships 
that are involved in multidimensional change.  Human dimensions affect those variables 
directly related to the human component within the organization.  Organizational change 
might be triggered by human considerations such as the need to develop programs to 
improve or enhance climate or culture within the organization.   
Change directly affects the human component of the organization.  Since 
complexity in the organization arises due to the intimate and complicated relationships 
existing between individuals within the organization, any change that disrupts these 
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relationships affects the quasi-equilibrium that exists within the different entities that 













Change occurs when a punctuated event alters the current situation in the 
institution (Sastry, 1997, Kelly and Amburgey ,1991).  Since these punctuated events are 
multiple, the human systems that compose the organization are constantly fluctuating 
(Mitleton-Kelly, 2000), and these fluctuations influence and are influenced by the change 
process. 
Change also affects the normal procedures executed within the firm.  Radical 
change implies the review and redesign of main business processes to attain better ways 
to perform business (e.g., Hammer and Champy, 1993). Appropriate performance 





















Fig. 5.1 Change as a multidimensional process 
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resulted in improved business processes. Variables that are related to the way the 
organization performs business are part of the operational dimension of change. Again, a 
cyclical relationship exists between the need for change due to poor performance and the 
expected performance after change has been implemented. 
Finally, the effect of the environment on change is also critical.  Forces due to 
market, consumer expectations, government regulations or the effect of similar 
organizations on the firm are influential for change; however, lack of understanding of 
the purpose of change can have a negative influence over the environment. 
Environmental components such as consumer, market or society might, at some point, be 
negatively affected by the proposed change. They might reject the new approaches to 
conduct business since they may not be ready for what the organization is proposing or 
they do not understand the purposes and objectives of the change and have a different 
view of the final results.  
An example of the multidimensional effect of change can be the implementation 
of a new ERP system in an organization.  ERP requires a complete redefinition and 
change of organizational structures and procedures. Internal customers (or users) will be 
affected since procedures and processes will be different and will require a different 
approach in execution and performance evaluation. Furthermore, cross-functional 
processes resulting from the new definition of activities might be contrary to the 
traditional hierarchical structure of the organization, requiring a new approach to defining 
authority, functions integration and communication. Finally, customers and suppliers 
might not be ready to conduct business under the new rules and approaches, and might 
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need to change to adjust to the new requirements (e.g., Holland and Light, 1999, Umble 
and Umble, 2002, Crowe, et al., 2002, Powell. 2002).  
Table 5.1 shows a summary of the different critical variables, as defined in the 
literature, that affect and are affected by organizational change and how they can be 
classified depending on the different dimensions. As seen, the multidimensional effect of 
change is supported by the literature. Burke and Litwin (1992) defined transactional and 
transformational variables included in the dimensions, such as environment, culture, 
mission, procedures and performance measures.  It becomes important to link the targeted 
variables to the environmental and internal conditions existing in the organization before 
initiating change. It is possible then to affirm that these links define the actions that have 
to be taken to perform the required change or the process of change. 
Figure 5.2 describes organizational change using a closed-loop system’s 
perspective (Ogata, 1992). Let i(s) be the set of contextual conditions and strategic 
goals of change at a certain initial point of time. This set s is defined by measures that 
assess different aspects of the contextual conditions such as operational and financial 
measures, customer and supplier perceptions and organizational and internal measures.  
Let o(s) be the expected final results of the change initiative after a certain 
amount of time. The expected results are given in terms of new goals in the different 
areas that need to be improved or changed. These goals need to be assessed in some way 



























Table 5.1 Critical success variables classified by dimension of change 
 





Integration, goals and objectives, 
process definitions, resources, 
 
Hall, et al. (1993) Values and skills, leadership Roles and responsibilities, span, 
extend, performance measures, 
structure, IT 
 
Talwar (1993)  Extent  





Empowerment, commitment   





Lee (1995) Culture, leadership, 
commitment 
Work environment, management 
systems, formalization 
 
Fagan (1995) Creativity Innovative environment  
Clemons (1995)  Political risks Functional risks  
Kotter (1995) Culture, teamwork Strategic planning, communication, 
methodologies, time horizon 
 
Maull, et al. (1995) Human factors Strategic planning, definition of 
purpose, performance measures, 





Skills, motivation, culture, 
teamwork 





Involvement and commitment Process management, performance 
measures, process ownership, 






Guimaraes (1997) Education and training, 
empowerment, culture, 
commitment 
Efficient use of resources, project plan 
and management, integrated approach, 





Beugre (1998) Individual justice Procedural justice  
Jaffe and Scott 
(1998) 
Leadership, commitment Structure, system’s approach, 











Wu (2000)   Customer 
orientation 
Arora and Kumar 
(2000) 
Human factors Planning, data, IT, project definition 




Thong, et al., 
(2000) 
Empowerment, participation 




















Using closed-loop system’s properties (Ogata, 1992) it is possible to show that: 
 
 
Hence, expression 5.1 indicates that the results of the change process are a 
function of the process of change, the corrective actions taken during the change initiative 
and the initial conditions of the systems. Clearly, it is necessary to develop a complete 
diagnosis of the initial conditions of the organization before attempting to change, and to 
track the partial results of the change with the appropriate measures. The results of this 
diagnosis will indicate not only the set of initial conditions of the system, but will also 
define the expected results and the processes needed to generate change. Monitoring the 
results of the different change projects will provide the necessary information to perform 






Ÿ Environmental and institutional
factors trigger the need for change.
Ÿ Management decides where to
implement change and what type of
change is needed
Ÿ With this information, the required
methodology for change is defined
Change is implemented. Since
it is a dynamic process, partial
results are compared with
expected results
(Content)) Change, of  (Process





The difference between the
expected vs. the perceived
results of change is used as a
control variable
Corrective actions are taken depending on the
type of methodology used for change and the
continuos assessment of expected vs. perceived
results of change
Fig. 5.2 Closed-loop representation of the 
organizational change process 
(5.1)               )(t






control and corrective actions proactively. Thus, in addition to defining the content and 
process of change, the definitions of the initial contextual conditions and monitoring 
systems are necessary, but not sufficient, elements for change. The experience at the 
Agency indicated that a previous knowledge of the overall situation and readiness for 
change would have been important to increase the acceptance of the different changes 
recommended by the BPR group hired to redesign different processes in the firm. This 
previous knowledge would have been the initial point on which to base the different 
proposals and, in addition, would have been an indicator of which areas were the more 
critical for accepting change and innovation at the Agency.  
However, the process of change is not a discrete and easily predictable activity.  
Although previous experiences create a possible pattern of decisions in the change 
context (Amin, et al., 2000), individuals accept change as a conscious choice after a 
learning and adaptation process (Mitleton-Kelly, 2000). Thus, decisions and actions 
concerning organizational change can be defined as a process where decisions are based 
on past experiences and past results. 
Figure 5.3 depicts the stochastic behavior of change.  Using the three-stage model 
developed by Lewin (1951), it is possible to argue that each stage of the model defines a 
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Fig.5.3 Organizational change as a stochastic process 
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After the initial conditions described by i(s) define the necessary goals and 
actions to be executed, the physical process of change initiates. Lewin’s model describes 
this step as unfreezing or creating motivation and readiness to change (Burke, 1992). 
Actions resulting from this stage will be a function of the initial conditions. Thus, Action 
j will be taken at time ti with a probability p, which is a function of previous conditions 
that similar actions have been taken for similar initial conditions. Specific Action j to 
unfreeze will generate Result j with a probability pj as a function also of previous patterns 
of resulting actions. Result j will either provoke a redefinition of the unfreeze action or 
result in a set of changing actions, called here Action k. The probability of taking Action 
k is a function of previous experiences after having Result j. Finally, changing actions 
will result either in a final condition o(s) or in a feedback process consisting of 
corrective actions. Inputs corresponding to the different critical success factors motivate 
the adoption of change initiatives tending to redesign specific projects.  These projects, 
coordinated and applying different techniques, will be part of a more complete change 
process ending in a total organizational transformation. 
To understand organizational change, two characteristics that describe the process 
of change have to be considered:  the disequilibria induced by change and the 
interdependence of actions and results. Since change is induced through a disruption in 
the organizational routine, equilibrium is broken. Adjusting to the new situation becomes 
critical because of the necessity of diminishing the disrupting effects of change in the 
long term; however the actions taken to implement change are a function of the 
immediate results of previous actions. Thus, independence between the different stages in 
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 Sterman (2000) affirms that policy resistant organisms behave as damped 
systems. This behavior is shown in figure 5.4. There is a transition or adjusting period 
during which new policies are adopted or, in the case of organizational change, change is 
implemented. The objective of the change process is to minimize the difference between 
the desired and the resulting change behaviors. In figure 5.4 o represents the resulting 
changes after the initiative has been implemented and o
* represents the set of desired 
conditions and behaviors expected after the change initiative has been implemented.  The 
objective of the change process is to minimize the difference o
* - o. 
The control and corrective actions serve as feedback for the actions taken to 
accomplish change. It can be argued that these actions produce instability during the 
change period.  The instability generates an adjusting period that, as seen in figure 5.4, 
can be described as the disequilibria induced by radical change within the organization.  
The response of the system would be of adjusting and evolving towards the new 
behavior. However, this adjusting period can be seen as an erratic and chaotic period that, 


















Fig. 5.4 Critical elements in organizational change 
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When managing change it is important to minimize both the time and effect of the 
adjusting period. At the same time, change management should aim for optimizing the 
expected results of the change process. These activities need to be performed 
continuously during the life of the projects and then as a routine activity in the 
organization. 
The experiences at the Agency indicate that despite constant management 
monitoring of different variables, the primary performance measures used to assess the 
results of a project are sales and revenue.  Data from other aspects such as customer 
perception and personnel analysis is not efficiently used to assess the level of success of 
the different initiatives.  Communication between divisions has been a major difficulty 
during the implementation of different initiatives causing not only a high level of 
redundancy of the information, but the lack of integration needed to implement and 
follow up the projects.  
 
5.3 Characteristics of the Influence Model For Organizational Change 
Since organizational change is a complex set of competing processes that 
integrate different elements of the organization, it is important to develop a model that 
not only includes the elements that are involved in the change processes, but that 
integrates the dynamic behavior of change, the context in which organizational change is 
developed and the pertaining measures of organizational change (Zayas-Castro, et al., 
2002).  
Such a task needs the help of several tools that have been developed and oriented 
to model organizations and their behavior. As Vernadat (1996) mentioned, any modeling 
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methodology is characterized by the definition or purpose of the model, the aspects to be 
covered by the model and the detailing levels of the model. As a consequence, it is 
possible to posit that modeling methodologies oriented towards the modeling of 
manufacturing or business process are useful to model organizational change.  
First, critical systems thinking helps to describe problems in terms of social 
systems. Jackson (2001) defined critical systems thinking as an approach to analyze and 
solve complex societal problems through a combination of concepts derived from social 
theories and systems thinking. Complexity arises from the interrelationships of elements 
within a system and between the system and its environment. It provides a framework to 
see how intricate the interrelationships and interconnectivity between individuals, ideas, 
technology and behaviors are, and the environment that surrounds the organization 
(Mitleton-Kelly, 2000). Systems theory outlines the need of a holistic view of the 
organization including the most important relationships and feedbacks that are present 
across it (e.g. Barnett and Carroll, 1995, Ackerman, et al. 1999, Gharajedaghi, 1999, Wu, 
et al., 2000, Sterman, 2001).   
Second, the concepts of enterprise modeling help to develop the different levels of 
explanation that IMOC proposed in this research. Radical change affects the traditional 
relationships of the different elements of the organization.  At the same time it brings the 
organization to a condition of disequilibria, which requires the organization to seek 
different alternatives and strive for survival (Mitleton-Kelly, 2000).  IMOC integrates the 
functional, structural and dynamic views of the organization, which permits the complete 
representation of the intricacies of organizational change process considering the 
functional and behavioral elements embedded in the enterprise. These three views can be 
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analyzed in terms of both a physical system that includes the variables that are 
dynamically related, and a control system that models the decisions and information 
needed to control and operate the physical system. DeTombe’s (2001) Compram 
methodology to solve complex societal problems will be used as a guideline to model 
organizational change from the three different views proposed in enterprise modeling.  
The semantic model presents a global view of the physical system that defines the 
different actions involved in the decision of initiating a change project from a functional 
level.  The causal model includes a series of sub models that present a more detailed view 
of the different relationships and feedbacks involved in the decisions of initiating change.  
These sub models are presented using a structural approach that describes with more 
detail the information and decisions needed to generate the change. The representation of 
the dynamic model is conceptual with the use of several sub models detailing the 
causalities described in the previous layer. 
Finally, system dynamics models the different relationships, feedbacks and 
causalities that are present in a complex system. System dynamics models are suited to 
present social systems without the limitation of traditional mathematical models 
(Klabber, 2000). Conceptually the different layers of IMOC use the methodologies 
developed by Forrester (1961) and explained by Sterman (2000) among others to present 
the dynamicity and causality that characterize complex systems, rather than more 
concrete, organizational change. The model goes from a general or global view to a more 
detailed view, linking the different levels in order to show that organizational change is 
not an isolated process but a set of coordinated and integrated activities and competing 
processes all oriented towards the same objective. 
 
 285 
Social theories and change models provide the theoretical background of the 
proposed Influence Model for Organizational Change. The literature review presented in 
previous chapters described different concepts and theories that form the basis for 
organizational change.  Two lines of thought are used as a theoretical framework for the 
proposed model.  The Structural Inertia Theory developed by Tushman and Romanelli (in 
Sastry, 1997) and the inertia model for organizational change presented by Kelly and 
Amburgey (1991), provide the theoretical support to propose that radical change is a 
punctuated action that overcomes organizational inertia and that resistance to change 
appears when core elements of the organization are disturbed.  Secondly, the Burke and 
Litwin (1992) conceptual model provides the concepts of transformational and 
transactional change and the relationship between transactional and transformational 
variables with the outcomes of change. In addition, systems thinking responds to the need 
for viewing the organization, and the different activities, decisions and results as a 
complex combination of relationships and causalities in the context of a social 
environment. 
IMOC dynamically links the context and processes of organizational change with 
the organizational outcomes during and after the change initiatives have been conducted. 
The Organizational Model for Organizational Change is characterized by the following 
elements: 
- Dynamic System:  The model represents a dynamic system that is constantly 
changing over time.  This change is multidimensional and occurs simultaneously in 
the human, operational and environmental dimensions of the organization.  
Customers, society and employees are affected by change (Powell, 2002) and they are 
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active elements in the multidimensional boundaries of change. The model uses causal 
loop diagrams to show the constant feedbacks existing among the different variables 
and elements involved in the different change processes that are present at any 
moment in an organization. Feedback and control are part of a dynamic system and 
strategy integral to any change initiative (Barnett and Carroll, 1995, Ackerman, et al. 
1999, Larsen and Lomi, 1999, Winch, 1999, Sterman, 2001).  These feedbacks 
correct any factor whose level is less than the appropriate (Burke and Litwin, 1992, 
Barnett and Carroll, 1995, Ackerman, et al., 1999). It is necessary to acquire both 
qualitative and quantitative data to assess the changing process and to discover new 
opportunities for improvement and learning.  
- External Forces: External forces motivate organizational change (Porter, 1998, 
McAdam and Mitchell, 1998, Barnett and Carroll, 1995, Amburgey, et al., 1993, 
Ettlie and Reza, 1992, Burke and Litwin, 1992) and are inputs for the radical change 
effort (Barnett and Carroll, 1995). External Factors are: institutional environment, 
market volatility, competition, technology (Barnett and Carroll, 1995), external 
environment (Burke and Litwin, 1992), other similar organizations going through 
change, and organizations getting too similar (Bloodgood, et al.2000), among others. 
- Internal forces: Internal factors also motivate organizational change (Ackerman, et 
al., 1999, McAdam and Mitchell, 1998,GSA, 1996, Barnett and Carroll, 1995, 
Amburgey, et al., 1993, Ettlie and Reza, 1992, Burke and Litwin, 1992), and can be 
considered as inputs for the continuous transformation efforts (Barnett and Carroll, 
1995).  Burke and Litwin (1992) define mission and strategy, leadership, and culture 
as transformational factors that affect change at the organizational level. In addition 
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they define organizational structure, management practices, climate, systems, task 
requirements and individual skills, individual needs and values and motivation as the 
transactional factors that are based on the current climate of work and are directed to 
modify or change specific activities or processes. 
- Outcomes: Outcomes measure the content of the change, that is, what actually 
changed in the organization (Barnett and Carroll, 1995). It is necessary to have tools 
to measure the process of change and its results (Barnett and Carroll, 1995). A 
performance system must integrate all the areas of the organization and capture the 
interdependence between processes.  Literature about performance measures defines 
5 dimensions: financial performance, operational performance, human resources, 
customer satisfaction and innovation and change. Performance measures must link 
both transactional (processing) issues and transformational issues (Waggoner, et al. 
1999, Burke and Litwin, 1992, Kaplan and Norton, 1992) with the outcomes of the 
changing processes (Ackerman, et al. 1999).  
- Internal processes: Hall, et al. (1993) propose that in order to be successful a radical 
change initiative has to consider both the breadth and depth of the projects.  The 
breadth is concerned with how broadly the processes have to be redesigned in order to 
improve performance across the entire business unit. Depth is related to the degree to 
which the core of the organization is affected.  Hall (1993) defined core elements as 
roles and responsibilities, measurements and incentives, organizational structure, 
information technology, shared values and skills.  Core elements are those structures 
that are embedded in the organization’s culture and routines and that are elements 
that, subject to change, increase the probability of failure in the organization as stated 
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by the structural inertia model (Barnett and Carroll, 1995, Amburgey, et al., 1993, 
Kelly and Amburgey, 1991). 
This new model is a different approach to change, in that it attempts to explain 
how change can be implemented successfully instead of describing what to do in order to 
achieve change.  The model presumes that a diagnosis of the organization has been done 
and that the elements necessary to guarantee a successful transition have been taken into 
consideration. Diagnosis is not a unique tool and it needs to be used in conjunction with 
other tools so that it is possible to define not only what is necessary, but also how to do it 
(Armenakis and Bedeian, 1999). 
 
5.4 The Semantic Model: The Global View of the Model 
The first level of the Influence Model for Organizational Change models the 
global physical view of the change process.  It presents organizational change as a set of 
different change initiatives that are managed through different methodologies, but all 
coordinated towards the same purpose, which is a revised business.  The changing effort 
will be limited by both internal and external factors and will be constantly monitored by a 
set of performance measures that will serve not only as indicators of the resulting change, 
but also will serve as feedback in the continuous changing process.  Organizational 
characteristics limit the change process to the organization, and environmental factors 
would shape the change process depending on the motivational forces that generate the 
need for change. These performance measures must be able to present a holistic view of 
the organization, integrating multifunctional process and their interrelationships and at 
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the same time continuously monitoring the levels of the different critical factors affecting 
the change effort.  
Figure 5.5 shows a causal loop representation of the first level IMOC considering 
the different dimensions involved during the change process. In addition, table 5.2 








From figure 5.5 it is possible to express the different causal relationships implied 
in the first level of IMOC: 




Organizational change processes = ƒ(need for change) (
5.3) 
Need for change = ƒ(Change and innovation forces) (
5.4) 
Change and innovation forces = - ƒ(change in performance measures) (
5.5) 
Fig. 5.5 The Influence Model for Organizational Change. A causal loop 

























Table 5.2 Variables definition: The semantic model 
 
Variable Definition and Key Elements 
Organizational 
outcomes 
They are the results from the different activities executed by the 
organization.  Organizational outcomes can be seen in terms of 
products and/or services offered, internal processes and other 
activities that the organization executes in order maintain business. 
Change in performance 
measures 
It is the change over time of the performance measures used to 
assess the productivity of the organization.  Depending on the type 
of measure a positive change may indicate an improvement in the 
results compared from previous period.  On the other hand a 
negative change may indicate also an improvement in the actions 
that generate results. As an example a positive change on sales and a 
negative change on costs, both indicate an improvement in results. 
 
Managerial decisions They are the set of decisions taking by management as a response to 
the detected performance measures.  The decisions trigger actions 




They are the processes and actions routinely executed by the 
organization as part of its activities.  Among them are activities that 
involve customer’s supply chain, provider’s supply chain, internal 




They are the processes tending to achieve organizational change.  
Among them are organizational restructuring, organizational 
redesign, process modification, process redesign using continuous, 
incremental or radical change processes. 
Need for Change It is the existing perception among the members of the organization 
that change is needed in some way.  It is due to poor performance, 
lack of effectiveness, lack of consistency among others.  
Change and innovation 
forces 
They are the forces that pressure and motivate change.  They can be 
external and internal forces, and can be defined as coming from 
customers, market, similar institutions, government, employees and 
management, among others. 
 
Organizational outcomes = ƒ(organizational processes) (5.6) 
Organizational processes = ƒ(managerial decisions) (5.7) 




As seen in figure 5.5, change and innovation forces, both internal and external, 
trigger the need for change (expression 5.4). This need for change generates strategic and 
tactical change processes (expression 5.3). The greater the need for change the greater the 
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impact on the change processes defined by the organization. Success in change generates 
changes in performance measures (expression 5.2). If change improves the execution of 
the activities of the organization, a positive change in performance measures would be 
noticed. Conversely, if the change initiative fails, it is possible to argue that decremental 
performance may be obtained. Thus, a negative effect on the corresponding performance 
measures will appear.  
Furthermore, organizational outcomes have a positive feedback on performance 
measures (expression 5.2). Recalling the definition of a positive feedback, it occurs when 
an increment or reduction of the cause generates an increment or reduction in the effects. 
If organizational outcomes change, the corresponding performance measures should 
show the change. As a consequence of the feedback, managerial decisions are made 
accordingly either to improve a decreasing performance or to keep current performance 
levels. Performance measures have a negative feedback on management decisions 
concerning change (expression 5.8). Thus, good performance may decrease 
management’s desire to take new actions since the organization feels comfortable with 
the results. Decisions from management will influence organizational processes since 
they decide actions, policies and activities (expression 5.7).  If managerial decisions 
diminish because of good organizational performance, an effect in the same direction will 
affect organizational processes, which, in turn will have a direct effect on outcomes 
(expression 5.4). 
 Since it is important to develop appropriate performance measures to track the 
partial results of any change initiative, it is important to understand the different elements 
that influence performance measures as a variable in the change process. Figure 5.6 
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shows a cause tree2, showing the variables that have a direct influence on a dependent 
variable.  In this case the need for change, organizational processes, outcomes and change 





Two important aspects of measurement are depicted in figure 5.6: measures of 
objectives and goals and measures for assessing performance and operations. It has been 
found that organizations have inconsistencies between the measures used for setting 
objectives and goals and the measures used to evaluate organizational performance from 
a more traditional approach, such as financial measures (Crandall, 2002). To successfully 
implement change it is necessary not only to develop the appropriate performance 
measures according to the organization and its characteristics, but also it is necessary to 
use them. Measures need to be local so that they can be applied to different layers of the 
organization, but in addition, they need to be related globally with the performance of the 
organization (Crandall, 2002).  At the Agency, for example, sales and revenues are the 
main goals of the organization. It is necessary to develop measures that map the 
operational results to the main goals and to define key indicators that can explicitly 
explain variations in sales and revenue, as well as other indicators that indirectly offer 
information, to understand the behavior of the key performance variables. The use of 
                                                 
2 For more information on this and other operational concepts on System Dynamics, please refer to the 
Vensim® PLE User’s guide. 
change in performance measures
organizational change processneed for change
organizational outcomesorganizational processes
Fig. 5.6 Causal relationships for change in performance measures 
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techniques such as Activity Based Costing and Activity Based Management, plus the 
availability of information across divisions, may be useful when determining not only the 
effectiveness but also the efficiency of the operations. 
 
5.5 The Causal Model. A Global Control View of the Change Process 
The second level of the model presents a global control system of the actions and 
decisions that evolve when the decision to attempt a change initiative is taken. Figure 5.7 












 Table 5.3 defines the variables included in the global control view of the model 
that are not defined in the physical view. These are radical change and innovation, 
transformational and transactional variables and change outcomes. 






































Change and innovation forces motivate and press for change creating a need for it.  
The need for change is translated into a change initiative classified either as radical 















The model proposes that while environmental and internal forces are more likely 
to motivate organizational change, institutional forces would tend to motivate specific 
innovations within the organization. According to the model, once the need for change 
has been identified, the need for innovation is created.  During the case study and for the 
purpose of this study, forces such as competitors, other agencies, players and retailers 
were classified as environmental, while government, management and employees were 
Table 5.3 Variables definition: The causal model 
 
Variable Definition and Key Elements 
Radical Change A deliberate attempt to modify the entire organization, or one if its mayor 
components 
 
Innovation Adoption of technologies, administrative systems or procedures that will 




Variables concerned with core areas of the organization and their 
alterations are likely caused by interactions with environmental forces.  
Change in transformational variables would require an entire new 
behavior from the organization.  The transformational variables are 





Variables related to those elements that define the procedures and 
systems that execute the day-to-day transactions within the organization 
and between the organization and its environment. The primary ways of 
alterations of transactional variables are via short-term relationships and 
internal forces. They are structure, management practices, systems 
climate, tasks requirement, individual needs and values, motivation and 
performance measures. 
 
Change Outcomes They are the expected results of any change initiative. The expected 
outcomes can be improved. Outcomes can be improving customer 
services, shorter cycle times, better quality of services and products, 
improved organizational responsiveness, costs optimization and new 





defined as institutional.  Internal forces are a combination of institutional forces that can 
push the organization to strategic actions.  In the case of the Agency, participants in the 
study considered that management and government have triggered the adoption of new 
procedures and actions that have been applied in other agencies as a reaction to specific 
situations. These actions are taken without strategically linking them with what the 
environment (market, customers, etc.) needs. New games, promotions and internal 
procedures that have been adopted are considered total or partial failures because of the 
apparent lack of consistency between goals and objectives and current policies and 
decisions. In the end, the adoption of new systems results in different ways of performing 
the same tasks, without really introducing innovation to the business. This fact was 
confirmed in chapter 4. It was shown that there was not significant difference among the 
perceptions of the extent of the different projects. The same proportion of respondents 
perceived changes as ranging from new processes to new business, which indicates that 
there is not a clear definition of the goals and purposes of the different projects.   
A plan for implementing change has to determine whether radical or incremental 
change is needed.  Radical changes involve changes of transformational variables that 
will, as part of the process of change, generate transactional changes. Finally, the results 
of the change and innovation process will be shown in the performance of the 
organization. As an example, the Agency planned for more than a year the introduction of 
a new product that was rejected by the state legislature at some point.  Because of 
specific economic situations, the product had to be developed and implemented in a short 
period of time.  The product required a new approach from the Agency since it implied 
the use of innovative technologies.  The previous strategic and tactical development of 
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the product smoothed its introduction and implementation, with excellent results in sales 
and attractiveness. 
Change can generate a need for innovation. It is proposed that innovation, without 
real change, will influence transactional variables in the organization, resulting in 
changes in daily routine and operational performance.  In certain cases the adoption of a 
new system or procedure implies a more profound change in the organization, so once an 
attempt to adopt an innovation has been carried out, it is necessary to create detailed 
strategies to induce transformational change while the transactional change is attempted.  
The model proposes that inertia allows the organization to continue operating with the 
new adoption, even without implementing the necessary radical change. However, after a 
short time the organization will show diminishing performance.  
The following situation from the case study exemplifies the behaviors explained 
before. As part of the recommendations of a BPR team the Agency developed a new 
process for recruiting and licensing new retailers.  A new group formed by individuals of 
different divisions executed the new activities. Initially, the group performed well, 
streamlining the licensing process, reducing the amount of steps and forms needed. The 
new process won the Missouri governor’s award for productivity in 2000 and was 
considered by retailers a success. Internally, however, the new group generated a power 
struggle between divisions and responsibilities since the necessary cultural changes were 
not induced.  In conclusion, two years after the group was created there is uncertainty 
about its survival, group members have low motivation and their work is being 
considered of low priority for the Agency. 
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Figure 5.8 depicts the causes for change in transformational and transactional 
variables. The IMOC proposes that transformational variables change both from the need 
for innovation and because of radical change. 
 
Additionally, change in transactional variables is directly related to the need for 
innovation and the change in transformational variables. These relationships can be 
expressed as follows: 
Change in transformational variables = f(Innovation) + f(Radical Change) (5.9) 
Change in transactional variables = f(Innovation) + f(Change in transformational 
variables) 
(5.10) 
Expression 5.9 shows the direct effect innovation and radical change have on core 
variables in the organization.  Expression 5.10 shows that change in transformational 
variables is also influential on change in transactional variables.  This cyclic relationship 
is only one example of the complexity of change and the problematic tasks involved in 
modeling it. The previous example illustrates this fact.  The creation of the new group 
resulted in the modification of certain procedures that used to be performed by different 
Fig. 5.8 Cause trees: Change in transformational and transactional variables 
Change in transformational variables 
Innovation 
Need for change 
Change in transactional variables 
Change in transformational variables 
Radical Change Need for change 
Change in transactional variables 
Innovation 
Need for change 
Change in transactional variables 
Change in transformational variables 





divisions. The adoption of these new procedures required at the same time profound 
change in the way the different divisions viewed functions, responsibilities and power. 
Several sub models are derived from this view of IMOC.  These sub models are 
defined connecting the different propositions tested in Chapter Four. The sub models in 
IMOC link variables that are present in both the semantic model presented in the previous 
section, and variables defined in the global control view depicted in figure 5.7. 
Furthermore, the sub models include additional elements common to system dynamics 
models such as stocks and flows to better explain the relationships and propositions. 
Figure 5.9 depicts the causal dynamic relationships proposed in proposition 1 of 
the research effort: Radical change motivated by innovation is more difficult to 









































Dark lines indicate the possible actions and causalities defined by this proposition.  
Organizational outcomes should induce change.  If this change induces innovation, then a 
transactional change of some sort may be necessary. Furthermore, this transactional 
change may induce a more profound change that could trigger a need for a more radical 
change. In this case the adoption of the initiative may lead to negative results, which will 
generate resistance to change due to the negative perception of the past experience. This 
resistance will delay possible change actions and affect the expected results. The 
expected results of the change initiative will affect organizational outcomes, which then 
influence the forces of change.   
The variable resistance to change was introduced in this stage of the model due to 
the responses of the participants in the case study. The majority of the interviewees 
agreed that the effect of previous experiences affected their attitude toward participating 
in new change initiatives. Their experiences indicated that most of the projects were 
generated as a reaction to specific situations and were developed and implemented 
without the appropriate communication.  Individuals did not have the knowledge or the 
ability to adapt to the new systems and situations. 
Dotted lines indicate a different course of action.  A need for change must first be 
analyzed from a transformational perspective before attempting the adoption of an 
innovation. If the innovation is needed without a required transformational change, then 
the process will follow the needed transactional adjustments. But if a radical change is 
needed it is necessary to develop the required structures to achieve change before 
attempting the adoption of the innovation.  The diagram suggests that this process 
induces a positive causal relationship on organizational outcomes, which will reduce 
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resistance to change, accelerating the process of change and increasing the likelihood of 
success for the change process. 
 
Figure 5.10 shows the effect of different variables on resistance to change, and on 
the outcomes of the organizational change process.  As shown, previous experiences 
directly influence resistance to change.  This resistance then influences the expected 
outcomes of the change process.  This supports that fact that it is necessary to constantly 
monitor the outcomes of the change process to immediately analyze and implement the 
possible actions to correct it, as depicted in figures 5.2 and 5.4. The anticipated result of 
the change process can be expressed as: 
Organizational change outcome = f(Resistance to change)                                        (5.11) 
Replacing Resistance to change by an expression that includes other relevant 
variables can modify expression 5.11.  This new expression can be stated as: 
 Organizational change outcomet = f(Change and innovation forcest, Transformational 
changet, Organizational change outcomest-1)      (5.12) 
Expression 5.11 shows the time dependence of the process of change.  Outcomes 
of the change process are directly influenced by previous results.  Recalling from 
expression 5.1 that o(t) denotes the anticipated final results of the change effort and 
Resistance to change 
Need for radical change 
Change and innovation forces 
Transformational change 
Organizational change outcomes Resistance to change 
Fig. 5.10 Cause tree for resistance to change 
Organizational change outcomes Resistance to change 
Need for radical change 
Organizational change outcomes 
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I(to) expresses the set of initial conditions at a certain point of time, it is possible to 
combine both expression 5.1 and 5.11 such that: 
o(t) = f(I(to), Change and innovation forcest, Transformational changet, Process of 
changet, Control and corrective actionst)                                             (5.12) 
 Expression 5.12 indicates that the anticipated or expected results of a change 
process are a function of elements such as current and previous results, the process of 
change being used to implement the change initiative, the control and corrective actions 
taken to minimize the adjusting effects of change, the extent to which transformational 
change has been accomplished and the motivation forces that triggered the change 
initiative. Experiences at the Agency corroborate this relationship. Interviewees in the 
case study indicated that among the different factors necessary to successfully implement 
change are a diagnosis of the organization, efficient feedback mechanisms, planning and 
definition of the change process, and communications during and after the 
implementation process. Furthermore, as seen in chapter 4, respondents of the survey 
considered that employees’ perceptions are an important mechanism to trigger change 
and that their participation is essential to successfully develop organizational change. 
Thus, factors defined in expression 5.12 are essential components for change effort. 
Proposition 2 of the research effort states that environmental and internal forces 
will motivate radical change while institutional forces will motivate innovation. As 
an extension of this, proposition 3 asserts that a need for change will induce a need for 
innovation. Moreover, proposition 4, innovation will generate a change in 
transactional variables, is also a result of proposition 2.  Figure 5.11 depicts the 
relationships derived from the interconnectivity of these propositions. The need for 
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change grows as the pressure of change increases due to innovation and change forces.  
These forces are the result of existing influences from the environment, internal forces 










The need for change is reduced by managerial decisions concerning change.  
These decisions affect both transformational and transactional variables that at the same 
time affect innovation and change forces. Furthermore, similar organizations generate the 
urgency of adopting innovations to accelerate the goals of becoming similar to other 
institutions.  The adoption of innovations without a planned change will motivate 
changes in transformational variables that will negatively influence the adoption of the 
innovation, adversely affecting the innovation and change forces. 
Figure 5.12 shows that institutional, internal or environmental forces are not 
limited to defining the forces that trigger innovation and change. Alterations in 

































 According to the figure, the adoption of an innovation that requires changes in 
procedures and routines could provoke the need for a more radical change.  In addition, 
the influence of similar organizations in the adoption of an innovation could again, 
require a more profound change to make the innovation successful.  As an example, the 
Agency adopts games and projects that have been successfully adopted by similar 
agencies in other states.  The Agency attempts to adopt these projects after a study of the 
experiences in other agencies but without analyzing the effects of these adoptions on the 
Agency and on the retailers and players.  So far most of the adoptions have resulted in 
some success. However several games adopted in the past have been discarded because 
of the lack of attractiveness for the public.  Finally, according to the interviewees most of 
the adoptions tend to be related to daily activities or games and not more profound 
adoptions that will have effects over the way the organization conducts business as a state 
agency. 
Propositions 5 and 6 are also related. Proposition 5 asserts that radical change 
will generate change in transformational variables.  In addition, proposition 6 expands 
Innovation and change forces 
Change in transactional variables 






Fig. 5.12 Cause tree for innovation and change forces 
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the previous assertion as transformational variables will change in a positive direction 
even if the change initiative fails.  Figure 5.13 depicts the relationships expressed in 










 The figure shows that managerial decisions influence change in organizational 
variables.  These changes, even if the initiative is not totally successful, will influence 
internal variables - transformational and transactional - leaving the organization in a stage 
of semi-readiness to initiate a possible action to attempt a change initiative in the same 
area.  Nonetheless this argument seems to contradict both what has been stated in the 
theory and the fact that previous experiences have been found to have significant 
influence over future change efforts. It is possible to argue that any change attempt 
breaks the quasi-equilibrium or inertia of the organization. If the next change initiative is 
attempted during this timeframe, it is possible to take advantage of the momentum 



























Fig. 5.13 Causal relationships for propositions 5 and 6 
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The case study helps to clarify these relationships.  Despite the fact that from the 
recommendations made by the BPR team only one was originally implemented, and that 
currently this initiative is being endangered due to the lack of change in transformational 
variables that would have made possible the adoption of cross-functional processes, 
currently the Agency is implementing some of the other recommendations using 
multidivisional teams to plan, develop and implement the necessary changes and 
activities that would finalize the different projects being attempted.  
Propositions 7, 8 and 9 are important to accomplish a change initiative. 
Proposition 7 posits that the success of a radical change initiative will be negatively 
influenced by the differences between employees’ perceptions and expectations of 
the critical success variables influencing the change process. In addition proposition 8 
hypothesizes that the success of a radical change initiative will be negatively 
influenced by the difference between employees’ perceptions and management 
expectations of the different critical success variables influencing the change 
process. Finally, proposition 9 establishes that groups of people with similar 
perceptions and expectations of the critical success variables will positively influence 
radical change. Figure 5.14 shows the complex causalities resulting from the previous 
propositions. 
Both expectations and perceptions of change directly affect the perception of need 
for change from both management and employees. If there is a difference between 
employees and management perceptions and expectations, this difference will negatively 

















Several important aspects can be extracted from these relationships.  First, it is 
necessary to develop the tools and mechanisms to measure the expectations and 
perceptions of people. This relates to the need for measuring the effects of any change 
initiative across the organization and to relate these effects to the firm’s performance and 
objectives. Furthermore, expectations and perceptions are related to these objectives and 
the expected results of the change process. 
Figures 5.15 and 5.16 show that management’s and employees’ perceptions and 
expectations are function of what they anticipate and identify.  If their views of change 
are different, then the gap between employees’ and management’s views of the change 
process increases and no unified goal can be reached.  In addition, if there is no feedback 






























































mechanism that reports the outcomes from the change and innovation processes, 
individuals within the organization cannot relate the change process with the expected 
goals of the organization. 
This presents the second aspect to be considered.  The necessity of having wide 
and open communication channels is a primary goal of any change process in the 
organization.  Besides having the necessary measures and information, the results must 
be communicated; people within the organization will not dedicate their energy to actions 
blindly. Additionally, lack of coherence between what management says and does leaves 
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Figure 5.17 shows the need of change as a function of the differences between 
expectations and perceptions of management and employees. However, if there is 
uniformity of expectations and perceptions, the need for change becomes a unique goal 
within the organization. Unified criteria for change will result in a united effort triggering 
the appropriate mechanisms for change and optimizing the results of the effort. 
 
 
A third aspect to be considered from the relationships between the propositions is 
the effect of groups of people within the organization.  Despite the fact that proposition 9 
was not verified it is possible to argue that clusters of people with similar criteria or 
perceptions might be critical for the change process. Thus, a complete organizational 
diagnosis may be relevant to detect these clusters. If it is possible to detect clusters that 
favor the change process, it would be possible to benefit from their ideas, views and 
perceptions, which could lead the change process within their working units. On the other 
hand, the detection of clusters that might resist the change process would give 
information on how to approach them and the amount of effort needed to positively 
influence these clusters.  
The above was partially detected at the Agency during the BPR project. 
Individuals in the different working units that were critical to the operational success of 
the recommendations were proposed to be part of the new cross-functional groups. 




Difference between employees and 
 management perceptions and expectations 
Difference between perceptions and 
 expectations in management 




However, the BPR team did not consider the perceptions of and expectations for the 
change process of important individuals in the organization and the resulting 
implementation lacked the support of these individuals. In contrast, the organization is 
currently using a more integrated approach to implement other recommendations made 
by the BPR team, but still lacks the overall diagnosis that would provide knowledge 
about the perceptions and expectations of the change process within the organization. 
 The last two propositions on which IMOC is based are concerned with the effect 
of tenure time over the adoption of change and innovation. Proposition 10 suggests that 
length of tenure time will positively influence the adoption of transactional change. 
In addition, proposition 11 posits that the length of tenure time will negatively 
influence the adoption of transformational change. Figure 5.18 describes the causal 
relationships existing between tenure time and the organizational outcomes that result 
after change is attempted.  
 Tenure time has a direct effect on transactional variables. As experienced during 
the case study, the longer individuals have been working at the Agency, the more likely 
they are to accept change in daily activities that will streamline or facilitate their routine. 
However, the longer the tenure the harder to adopt changes that would radically modify 
their environment and functions. 
As shown in figure 5.18 the rejection of radical change results in a negative effect 
on transformational variables.  Instead of improving conditions such as culture, structure 























Resistance to change delays the organizational change process (Fig. 5.9), which 
has a negative effect on organizational outcomes. These influences are shown with more 








During the interviews at the Agency it was possible to detect a propensity to reject 
radical change from employees with seniority versus employees with relatively short  


























Fig. 5. 18 Causal relationships for propositions 10 and 11 
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Fig. 5.19 Cause trees for organizational outcomes 
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would only disturb the way the Agency has been operating and since they have 
continuously been increasing sales over time, major changes are not needed. 
 Finally, figure 5.20 presents an integrated view of IMOC. The figure depicts the 
different sub models as separate diagrams showing the different interrelations defined by 
the propositions presented in this research effort.  In addition, the figure shows the 
interrelations between the different views and sub models presented previously.  As 
shown, the process of modeling change through IMOC starts with the semantic model.  It 
depicts a holistic explanation of organizational change. The macro variables that govern 
change are represented in this view connected with causal relationships. These 
relationships model the behavior of the different variables with respect to the other 
variables, creating a cyclic representation.  The theorist, researcher or analyst selects one 
of the variables and can perform a backward or forward analysis to study how the 
selected variable affects other variables and how it is affected in the relationship. 
 Once a variable is selected it is possible to go to the next level and see with more 
detail how this factor influences change. Figure 5.20 shows the different sub models 
developed to represent the propositions of this research including the macro variables 
originally defined in the semantic model.   
Thus, it is possible to go back and forth between the sub models and observe how 
the selected variable or variables influence change.  As an example, the analysis might 
select the variable Organizational Outcomes and do a level-by-level analysis to assess 






























The next sections of this chapter contain detailed aspects of the sub models. These 
include a preliminary simulation, the discussion of this experiment and a discussion of 
the type of variables, information and relationships needed to develop a complete and 
detailed simulation of IMOC.  
 
5.6 The Simulation Model.  A Detail View of the Change Process 
To operationalize IMOC it is necessary to be able to construct more formal 
expressions that represent the causal relationships presented in the previous sections of 
this chapter. Even though the main objective of this research effort was to develop a 
conceptual model for organizational change, to construct these expressions this section 
presents an attempt to simulate independent entities of the model.  
The study of organizational change requires the analysis of processes and states 
that are dynamic and in disequilibria. (Larsen and Lomi, 1999). To model these 
characteristics it is necessary to distinguish between state variables, which represent the 
condition of the system at a certain point of time (Ogata, 1992), and variables that 
represent rate of change over time (Sastry, 1997). Despite the capacity of causal loop 
diagrams to model interdependencies and feedback processes, their main limitation is that 
they are not capable of modeling stock and flows, and hence unable to define the state of 
the system and the rate of change on it (Sterman, 2000). 
Ogata (1992) defines the state of a system at any time t as uniquely defined by the 
smallest set of state variables at t0 and the input to the system at t  t0. If at least n 
variables are needed to completely describe the behavior of a dynamic, then once the 
input is given for t  t0 and the initial state is specified for t0, the future state of the system 
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can be determined. Consider the dynamic system shown in figure 5.21, where ui is the set 





At any time t, the outputs of the system can be defined as fk(S1, S2,…, Sn; u1, 




The following paragraphs are extracted from Sterman (2000) and they explain 
with more detail aspects about stocks and flows that are essential in the development of 
the different expressions and relationships that govern IMOC. 
Stocks are accumulations that characterize the state of a system.  They accumulate 
past events and their content can only be changed through an inflow or outflow.  These 
inflows and outflows that characterize stocks provide the systems with inertia and 
memory since without a variation in the flows the stock does not change.  
Let Inflow(t) and Outflow(t) be the value of inflows and outflows that control the 
level of the stock at any time t respectively. Figure 5.21shows the corresponding system 
dynamics diagram for the stock and flow. It shows the effect of inflows and outflows 
over the stock. Inflows accumulate certain input over time in the stock, while outputs 
decrease the amount of stock over time. The difference Inflow[t-t0] – Outflow[t-t0] 
indicates the rate of change of the particular state variable. The behavior of inflows and 
Fig. 5.21 A typical dynamic system 
Adapted from Ogata (1992) 
 










f1(S1, S2,…, Sn; u1, u2,…,um) 
f2(S1, S2,…, Sn; u1, u2,…,um) 
fr(S1, S2,…, Sn; u1, u2,…,um) 
(5.13)                         
t















outflows can be exemplified by inventories.  Final inventories at the end of a period of 
time are a function of the initial inventory, the new inventory added and the amount of 





The behavior of a stock can be expressed by the following equations: 
  
 
Equation 5.14 shows the accumulation of the stock between times t0 and t1 while 
equation 5.15 expresses the rate of change of a given state variable at any time t, which is 
equivalent to the net inflow of the stock. 
System dynamics captures changes over time by the simulation of circular 
changing behaviors where variables influence and respond to each other.  System 
dynamics expresses causality in terms of positive or negative loops. A positive loop 
expresses a positive feedback into a variable.  A positive feedback of variable X into 
variable Y such that X →+ Y implies that          
It is possible to show that a positive loop causes an exponential growth of a state 
variable S. A state variable is defined by a stock.  In addition, the state variable S is a 
function of t, such that S = f(t).  A system dynamics model is said to be of order n if it has 
n state variables (n stocks) to describe the state of the system.  On the other hand, it is 
linear if the rate equation or net system is a linear combination of the state variables. 
Stock
OutflowInflow
Inflow[t-t0] + Stock[t0] – 
Outflow[t-t0] 
Fig. 5.22 Stocks and flows  
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Define S = (S(t)1, S(t)2, …, S(t)n) as the vector of n state variables describing the state of 
the system at time n. Let ai and bj be constants. Thus, the rate equation or net inflow of 
the system can be expressed as: 
 
 
Assume a first-order linear system with a positive feedback loop. In this case, the 
rate equation can be expressed as: 
 
Let S0 be the initial stock for t0, then solving for S, it is possible to express the net 
value of the stock at any time t as: 
      S(t) = S0e
gt                                                                                  (5.18) 
Equation 5.17 shows an exponential growth of the state variable. If the system is 
left without any control, the state variable will grow forever. To limit this growth it is 
necessary for a dynamic system to present a damping or balancing behavior that will 
equilibrate this exponential growth. In real life, this balancing behavior is represented by 
a policy resistant system where “policies are delayed, diluted, or defeated by the 
unforeseen reactions of other people or nature (p.3).” The balancing behavior shows an 
exponential decay and is generated by a negative feedback loop such that                 
implies that  
For a first-order linear negative feedback loop system: 
 
 
Once more, solving for S, defining S0 the state for t0: 




































-ct                                                                                    (5.20) 
The equilibrating effect of the negative loop can be assumed as : 
S(t)* = S0e
gt - S0e










  The resulting adjusted effect S* is shown in figure 5.22, where the exponential is 
somewhat controlled by the opposing effect of the two loops.  The behavior of S(t)* is a 
function of the variables g, c and S0 that are determined by the initial diagnosis of the 
organization. 
 
5.6.1 Components of the Simulation Model  
To explore the formal expressions that govern the causal sub models presented 
above, several of these sub models were structured to conduct a dynamic simulation. The 
sub models selected are those corresponding to proposition1 and propositions 7, 8 and 9. 
Theses sub models are shown in figure 5.24 (which repeats figures 5.9 and 5.14).   
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According to figure 5.25 once the need for change appears, it influences the 
innovation and change forces that govern the change process, which concludes with the 
desired outcomes. The need for change is influenced by the difference between 
perceptions and expectation among management and employees.  Both, employees and 
management perceive change in response to the current outcomes.  On the other hand, the 
expectations of the change process are a function of the forces that are triggering change. 
The difference between these expectations and perceptions create more need for change.   
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Fig. 5.25 Organizational outcomes as function of innovation and 


































































































Figure 5.26 shows the implications of resistance to change on the change process. 
As shown, resistance to change is influenced by aspects such as change in 
transformational variables, change and innovation forces and previous experiences.  
Furthermore, resistance to change delays the process of change. Thus, change is 
influenced not only by the effects of forces that trigger it, but is delayed by the effect that 
these forces had over previous experiences.  
Figure 5.27 shows the dynamic model resulting from integrating the two causal 
models shown in figure 5.24. External and internal innovation forces influence the need 
for change and the process of change.  External forces influence the need for change by 
modifying the perception that the organization has of its environment.  Internal forces 
influence the process of change by participating in the different activities involved in the 
change processes. The current need for change is affected by the difference between the 
perception that individuals have about the current condition of critical variables within 
the organization, and the conceived preferred condition that they have about them.  If the 
preferred level is higher than the current level of the variables, there is an indication that 
Fig. 5.26 The effect of resistance to change on change outcomes 
Organizational change 
outcome 
Resistance to change 
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a need for change exists.  The larger the gap between the preferred and the current 













Figure 5.27, shows the variable need of change as a state variable.  It defines the 
accumulation of need for change in the organization through time.  This need for change 
can grow indefinitely if no actions are taken. Internal innovation forces as mentioned 
above motivate these actions. Additionally, the effect of past results and the level of need 
for change increase the current need for change. However, the decisions over the process 
and the results of the change processes are delayed due to resistance to change 
The different variables used in the model are defined in table 5.4, including the 
potential measures used to represent them.  As seen, most of the measures are based on 
regression equations derived from the data collected during the case study at the agency.  
Fig. 5.27 Integrated dynamic model 
Need for change
through time






























Despite the fact that for this research the lack of sufficient data, the high 
variability of the responses and the collinerarity among variables makes regression 
models of low validity for the prediction of causal effects; they were used as a first 
attempt to model the dynamic relationships and behaviors present in organizational 
change. In addition, random numbers generated using the empirical distributions shown 
in table 5.5 model the effect of the different change and innovation forces over the need 
and process of change.  Responses on the extent to which each force influences the 
change process at the Agency vary from 1 to 5 based on a Likert scale. Since the 
responses are discrete and the probability distribution that governs these responses is not 
known, empirical distributions were developed after a frequency analysis of the responses 
for the different forces.  
Finally, table 5.6 shows the equations used in the dynamic model developed in 
this section. These equations are used to obtain simulated behaviors of the need for 
change in different scenarios, as explained in the next section.  
 
5.7 Simulating Organizational Change 
 Vensim ® PLE was used to perform the simulation of the model. The Personal 
Learning Edition of Vensim® is “a visual modeling tool that allows to conceptualize, 
document, simulate, analyze and optimize models of dynamic systems (Vensim® PLE 
user’s manual, p. 3.)” The simulation was performed under the following conditions: 
- State variable: the variable to be analyzed in the simulation study is need for 
change through time. The initial condition for the variable is 3, and is defined as 
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the average of the responses for the need for change as detected from the case 






















Table 5.4 Variable definitions and potential measures 
 
Variable Definition Potential Measures 
Process of change 
They are the processes tending to achieve 
organizational change.  Among them are 
organizational restructuring, organizational 
redesign, process modification, process 
redesign using continuous, incremental or 
radical change processes. 
The regression equation that models the 
different processes of change as a 
function of the need of change. Process 
of change is defined in the questionnaire 
based on a range going from continuous 
to radical. The delay in the decision-
making of the execution of the change 
process is represented by the function 
DELAY defined in Vensim ® PLE.  
Please refer to the manual for more 
information. 
Outcomes of the change 
process 
They are the expected results of any change 
initiative. The expected outcomes can be 
improved. Outcomes can be improving 
customer services, shorter cycle times, better 
quality of services and products, improved 
organizational responsiveness, costs 
optimization and new products and services, 
among others. 
Regression equation of results vs. process 
of change. The delay in the decision-
making and results is represented by the 
function DELAY defined in Vensim ® 
PLE.  Please refer to the manual for more 
information. 
Innovation and change 
forces 
They are the forces that pressure and motivate 
change.  They can be external and internal 
forces, and can be defined as coming from 
customers, market, similar institutions, 
government, employees and management, 
among others. 
The effect of each of the individual 
forces is represented by a random number 
generated based on the empirical 
distribution that govern each variable. 
Need for change 
It is the existing perception among the 
members of the organization that change is 
needed in some way.  It is due to poor 
performance, lack of effectiveness, lack of 
consistency among others. The variable has 
two components. Current need for change, 
which models the need of change at any point 
of time.  Need for change through time is a 
state variable that models the perceived need 
for change of the organization through time 
The current need for change is modeled 
by the regression equation of the need of 
change assessed by the open questions of 
the questionnaire vs. perceived and 
expected change in transformational and 
transactional change, and the effect of 
previous results. A scale from 1 to 5 was 
used to determine the level of need for 
change, being 1 the lowest and five the 
highest. 
The change of time through time is 
modeled based on the definition of stocks 
and flows as the difference between 
current need and process plus the 
accumulated need for change. 
Perceived level of 
transformational and 
transactional variables 
It is the perception that individuals have on 
how core and operational variables are 
currently at the organization. 
It is defined by the average of the 
perceived level of transformational and 
transactional variables as of today.  
Preferred level of 
transformational and 
transactional variables 
It is the perception that individuals have on 
how core and operational variables should be 
at the organization. 
It is defined by the average of the 
preferred level of transformational and 
transactional variables. 
Difference between 
preferred and perceived 
levels of transactional 
and transformational 
variables 
It is the existing gap between the preferred and 
the perceived levels of critical variables in the 
organization. The larger and positive the 
difference, the greater the existing need for 
change. 
The average of the differences of 
preferred and perceived levels of 






- Units: the different measures are dimensionless since they represent assessed 
levels of dimensionless variables. 
- Time units: the simulation time unit is months. A 100-month horizon was selected 
to be consistent with the fact that radical change projects can take between 6 
months to 3 years (Skarke, et al., 1995), and to have more flexibility in the use of 
delays and their effect on time. 
- Scenarios: different scenarios were developed to compare simulations and the 
effect of the different scenarios on the need for change through time.  The 
scenarios selected include an ideal situation where no forces and delays are 
considered and different cases changing the effect of forces and delays. 
The next sections cover the different scenarios used for the simulation experiment 
and the corresponding analysis. The reader is reminded that the equations that govern the 
model are only for the purpose of the experiment and that the results are applicable to the 
specific situation of the Agency. The information used to develop these equations is 
based on the data gathered during the case study. 








Management Employees Players Retailers 
Cumulative probabilities 
1 0.145 0.056 0.029 0.014 0.224 0.000 0.067 
2 0.391 0.125 0.086 0.042 0.474 0.176 0.187 
3 0.652 0.306 0.586 0.236 0.750 0.635 0.653 
4 0.826 0.514 0.871 0.611 0.868 0.811 0.840 






5.7.1 The First Scenario: the Base Model 
The first scenario that was modeled corresponds to a closed and ideal system.  In 
this case, there are no effects from external or internal forces and there are no delays. 
 
Table 5.6 Equations for the simulation model 
 
Variable Potential equations 
Process of change 
3.36 - 0.216*Management + 0.227*Employees + 
0.142*Need for change 
 
Outcome of change process 
 
3.52+0.037*Process 
Innovation and change forces 
Individual random functions depending on the characteristic 
empirical cumulative distribution that governs each force, i. 
e., for competitors: IF THEN ELSE(RANDOM 
UNIFORM(0,1,0) <=0.145,1,IF THEN ELSE( RANDOM 
UNIFORM(0,1,0) <=0.391 ,2,IF THEN ELSE(RANDOM 
UNIFORM(0,1,0) <=0.652,3,IF THEN ELSE 
(RANDOM UNIFORM(0,1,0) <=0.826,4,5 ) ) ) ) 
Need for change 
3.37 + 0.135*Result+0.071*Total difference-
0.147*Competitors+0.066*Government+0.088*Similar 
agencies-0.455*Players+0.273*Retailers+*need for change 
through time.  is a scaling factor for the feedback effect of 
the need for change and can be explained as the weight of 
this effect on the current need for change. 
Perceived level of 
transformational and transactional 
variables 
Transf t = 2.37+0.112*Result 
Trnst t = 2.88+0.0401*Result 
Preferred level of 
transformational and transactional 
variables 
Transf p = 3.86+0.054*Process 
Trnst p = 3.58+0.124*Process 
Difference between preferred and 
perceived levels of transactional 
and transformational variables 




Furthermore, the model assumes that there is no feedback effect from pre-existing 











As seen from figure 5.28, the need for change grows from its initial condition to a 
point where the need for change stabilizes.  This is true for this system since no external 
variable or delay is involved in the simulation and the change over time is due only to the 
behavior of stocks over time (exponential growth). 
 
5.7.2 The Second and Third Scenarios: Introduction of Innovation and 
Change Forces 
 To observe the influences of innovation and change forces over the need for 
change this section shows two different situations. The first is the case when only internal 
forces that influence the process of change are integrated. In this case, the effects of 
management and employees are included in the model. 
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Figure 5.29 compares the situation for the first scenario (run_1) depicted by line 2 
and the scenario when only internal forces are incorporated (run_2) depicted by line 1. As 
shown, the inclusion of these factors increases the need for change, which agrees with the 
experiences gathered through the case study.  Decisions considering only internal 
implications and managerial needs would produce, in the long term, the undesired effect 
of increasing dissatisfaction and lack of motivation, which in turn, creates a greater need 
for change.  
The second case is shown in figure 5.30 and depicts the integration of all the 
internal and external innovation and change forces. The simulated behavior depicted by 
line 1 (run_3) shows that if all the change and innovation forces are considered the effect 
over the need for change is of reducing the total need over time to a value that, even 
though not as stable as the two other simulations, is smaller, at any time, than the 














1 1 1 1 1 1 1 1
1 1 1 1 1
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Time (Month)
Need for change : run_2 1 1 1 1 1 1 1 1 1 1 1
Need for change : run_1 2 2 2 2 2 2 2 2 2 2 2
Fig. 5.29 Need for change if internal forces are included 
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Once more, the simulated behavior agrees with the experiences from the Agency.  
The interviewees and participants on the survey agreed that it is necessary to consider not 
only employees and management needs and priorities, but also it is required to consider 
other environmental elements in the implementation of any change program. Moreover, 
the literature (e.g., table 5.1) also agrees with the fact that external and internal factors 
must be considered to successfully implement change, hence diminishing the need for 
change in the organization. 
 
 5.7.3 The Fourth and Fifth scenarios: Introducing Delays in Actions 
 An additional important effect to be considered is the impact that the delays in 
policies and actions can cause over the system.  Figure 5.31 depicts the effect that 
different delay lengths in initiating the process of change have over the behavior of need 
for change through time. Curve 2 (run_4) depicts the situation when the delay in 
Fig. 5.30 Need for change when all the innovation and 
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0 10 20 30 40 50 60 70 80 90 100
Time (Month)
Need for change : run_3 1 1 1 1 1 1 1 1 1 1 1
Need for change : run_2 2 2 2 2 2 2 2 2 2 2 2
Need for change : run_1 3 3 3 3 3 3 3 3 3 3 3
Internal and external forces included 




implementing a change project is 10% of the simulation time. Curve 1 (run_4a) shows 
the simulation when the delay is 25% of the simulation time. In both cases the delay in 
obtaining results was assumed to be doubled. As seen, the simulated response shows that 
need of change increases as the delay increases. In addition, the curves show a cyclic 
behavior where the need of change increases every period. This behavior is better shown 
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Time (Month)
Need for change : run_4 1 1 1 1 1 1 1 1 1 1 1
Fig. 5.32 Increasing trend of need for change when delays are present 
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Time (Month)
Need for change : run_4a 1 1 1 1 1 1 1 1 1 1 1
Need for change : run_4 2 2 2 2 2 2 2 2 2 2 2






 The delay in implementing change and obtaining results generates a combined 
effect.  At the beginning it seems that the need for change diminishes due to the 
implementation of change projects.  On the other hand, the delay in the results makes the 
need for change jump, mainly due to the effect of the selected change process on the 
preferred level and the delayed results on the perceived level of the critical variables. 
 Figure 5.33 shows the effect of increasing the effect of employees over the model.  
As seen, the introduction of more employees’ actions reduces the effect of the delays 
over the need for change. The experiences obtained in the Agency indicate that increasing 
employees’ participation over the implementation and execution of change projects 
reduced uncertainty and balanced the effects of delays in management decisions 
regarding change objectives. Employees felt as if the projects were their own initiative 













Fig. 5.33 Corrective actions by increasing the effect of employees 
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Time (Month)
Need for change : run_7 1 1 1 1 1 1 1 1 1 1 1




 5.7.4 The Sixth Scenario: The Effect of Existing Need of Change  
 A further analysis of the model includes the effect that the accumulated need for 
change has over the current need for change.  To study this effect, a feedback mechanism 
connecting the current need for change and the accumulated need for change was added. 
This feedback adds a certain amount of the accumulated need to the current situation 
based on a constant   R. The value of  indicates the degree to which the 
accumulated need for change influences the current level of need. Thus, a positive  can 
be seen as how much weight the accumulated need has over the current need. For 
example,  = 0.05 indicates that 5% of the accumulated need for change is included in 
the current need.  The effect of the constant  over the model can be related to the effect 
of accumulated frustration of individuals on the organization.  The effect of frustration 
can be added to the current experiences to increase the need for change and to increase 
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0 10 20 30 40 50 60 70 80 90 100
Time (Month)
Need for change : run_6 1 1 1 1 1 1 1 1 1 1 1
Need for change : run_5 2 2 2 2 2 2 2 2 2 2 2
Need for change : run_3 3 3 3 3 3 3 3 3 3 3 3
 = 10% 
 = 5% 
 = 0 
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 Figure 5.34 depicts the effect of  over the simulation.  In this case, line 3 (run_3) 
depicts the original scenario defined in figure 5.30 with all the innovation and change 
forces included. Line 2 (run_5) corresponds to the case when delays are included (run_4a 
on figures 5.31 and 5.33). Line 1 (run_6) depicts the current need for change after being 
influenced by an  of 10%.  The simulation has an uncontrollable exponential growth 
after 20 time units (months), hence a small portion of accumulated need has an 










Figure 5.35 shows the responses of a simulation of the same experiment if the 
effects of management and employees are modified and included on the system.  
Increasing employees’ participation to 50% and decreasing management influence to 5% 
produced a desired control effect.  Line 2 (run_7) shows the simulation for the first 20 
time units for the scenario depicted in run_6.  Line 1 (run_9) shows the effect of 
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Time (Month)
Need for change : run_9 1 1 1 1 1 1 1 1 1 1 1
Need for change : run_7 2 2 2 2 2 2 2 2 2 2 2
Fig. 5.35 Correcting effect of empowerment and management 
 = 10%, no correcting 
effect 
 = 10%, correcting 




change through time tends to decrease thanks to the modified effect of management and 
employees despite the effect of the feedback . 
The experiences at the Agency corroborate the results of the simulation.  The 
frustration accumulated due to past experiences and discomfort would diminish if 
employees are empowered and management gives them more flexibility in their actions 
and decisions. Therefore, the simulation model corroborates that an equilibrated 
participation of management and employees in the change process is essential to 
successfully accomplish organizational transformation. 
 
5.8 Validation and Generalization of IMOC  
The objective of this chapter was to present the conceptual foundations and the 
different elements and levels that compose the Influence Model for Organizational 
Change - IMOC.  In addition, a simulation experiment was performed to verify if the 
relationships suggested by IMOC can be supported.  Two aspects are necessary to 
analyze the validity and possibility of generalization for IMOC.        
 
5.8.1 Validation of IMOC 
Barlas (1996) affirms that although the majority of researchers see a model as an 
objective representation of a real system, it is possible to see a model as one of many 
possible ways to describe a system. Thus, it is not possible to posit that a model is correct 
or incorrect once it is compared with empirical facts from reality since the modeler’s 
views and ideas are present in it.  
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Vennix (1996) defines the validation of a model as the “degree to which the base 
model input: output relations map on those of the real system (p. 323)”. Traditional 
validation is based on the predictability, historical independence and deterministic nature 
of the problems. On the other hand, system dynamics models have the goal of describing 
complex social systems and for that reason they are incomplete, relative and partly 
subjective (Klabbers, 2000); hence traditional procedures are not suited for validating 
them.  The usefulness of the model rather than aspects such as elegance, realism or 
reproducibility should lead the validation process of a system dynamics model (Taylor 
and Karlin, 1994). 
As suggested by Klabbers (2000) the validation of IMOC should cover the 
validity of the internal structures of the model and the validity of the system behaviors. 
Finally, it is necessary to study the usefulness of the model in terms of possible solutions, 
ideas and actions to successfully implement organizational change.  
Recalling the information presented in previous chapters of this document, IMOC 
is built on propositions that were founded on theoretical concepts supported by different 
sources found in the literature. Moreover, IMOC is founded on a series of 
multidisciplinary concepts and tools described at the beginning in this chapter.  A case 
study was conducted to verify these propositions and to gather information, observations 
and experiences that would help to develop the causal relationships that govern IMOC. 
Finally, a series of causal sub-models were developed based on the relationships and 
experiences from the case study. Therefore, the internal structures that support IMOC are 




The validity of IMOC’s behaviors is supported to some extent by a more detailed 
dynamic simulation model constructed in the previous section. A series of simulation 
experiments were conducted to ensure that the relationships developed could explain 
some behaviors that were found during the case study.  The dynamic model lacked 
comprehensiveness due to the complexity of the relationships and the scarcity of 
information from different sources. Nonetheless, the simulation experiments confirmed 
some of the strategies, actions and policies that are recommended by the literature to 
increase the likelihood of success of a radical change initiative.  More specifically, the 
results from the scenarios modeled confirmed the importance of considering the different 
dimensions of the model - human, environmental and operational- and to integrate them 
in more efficient and holistic administrative and strategic policies in the organization. In 
addition, the simulation showed the importance of having a feedback system that could 
measure and control the different dimensions of the organization in a timely manner.  It is 
necessary to develop and apply measures that integrate the objectives of the organization 
with the objectives of the change process to effectively assess the results of the different 
change initiatives. Moreover, these measures must be capable of assessing the critical 
core and operational variables necessary for a successful change.  
Finally the usefulness of the model can be related with the two previous factors – 
internal structures and system’s behaviors - given the possibility of deriving actions and 
policies from IMOC. If a new BPR project were implemented at the Agency the 




- Perform a diagnostic study of the organization considering not only the current 
situations but also management and employees’ expected or preferred situations. The 
information from the diagnostic study would define the organization’s initial situation 
and would help in developing strategies, goals and activities to improve, if necessary, 
some of the variables assessed by the study. For the Agency, this initial condition 
would have provided with the assessment of transformational and transactional 
variables, perceptions about previous projects and demographic information that 
increases understanding of where the organization is in terms of the profile of its 
human resources. 
- Clearly define the goals and objectives of the change initiative and develop the 
necessary metrics to assess the results. To assess the results of the change initiative, it 
is necessary to define and use specific metrics that are related to the goals and 
objectives of the organization. These metrics should provide an integrated 
performance view of the different dimensions of the organization, i. e., operational, 
human and environmental. Furthermore, these metrics facilitate the comparison of the 
results of the different stages of the change initiative.  
- Define the means for feedback and follow-up for the projects. It is necessary to 
monitor and assess the partial results of the projects. Additionally, projects do not end 
when the change has been implemented. A follow-up strategy is necessary to detect, 
analyze and correct deviations from the original expectations. The feedback and 
follow-up mechanisms use the different metrics mentioned above as guidelines in the 
control of the different change projects.  
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- Communicate the need for change. Communication, coordination and integration of 
working units are essential to increase the likelihood of success of any change 
initiative, as perceived in the case study. Participants in the change projects and 
stakeholders must know the reasons for implementing change; otherwise their effort 
might not be directed toward the expected objectives.  Moreover, the partial results 
detected by the feedback mechanisms have to be communicated to better fine tune 
and implement the new systems, activities and climate due to the change initiatives. 
- After defining the processes that need review or redesign, establish a task force 
composed of people from the different working units affected by the change 
initiative, to develop an implementation plan. Participation of individuals from the 
affected areas in the change process is influential in determining the effect of the 
proposed changes on the operation, administration and power structure of the 
different divisions involved in the initiative. Furthermore, the input from the team 
members would help develop change strategies and activities that might reduce 
uncertainty and resistance to change. 
 
5.8.2 Generalization of IMOC 
Up to this point the development of IMOC allows the verification of the change 
processes at the Agency and the prediction results based on previous information from 
the organization. In addition, IMOC allows developing strategies, tactics and internal 
policies that can help in achieving successful change. The next step is to generalize the 
findings and concepts of IMOC to different settings. 
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To extend IMOC’s validation to more general settings, a meta-study of the results, 
methodologies and critical variables in organizational change and innovation is 
necessary. Bal and Nijkamp (2001) suggest the use of a meta-analysis that will integrate 
knowledge from different sources and transfer it; hence it is possible to conform the 
information to common rules and theories. According to their definition a meta-analysis 
consists of a series of studies and investigations from the literature and organizational 
settings that will provide sufficient data to analyze complex societal problems and to 
validate common theories and problem solving methodologies. 
Meta-analyses on organizational change are not new. For instance Damanpour 
(1991) performed a meta-analysis of different case studies reports and articles to find 
causes and moderators of innovation adoption. This study has been used as fundamental 
for other studies and more specific research on organizational change (e.g., Barnett and 
Carroll, 1995, Armenakis and Bedeian, 1999) 
The proposed meta-analysis would include a longitudinal and a cross-sectional 
study of different sectors and types of organizations within the sectors. These studies 
would consider different aspects to help determine expressions, relationships and 
conditions to validate the different propositions of this study under specific settings. The 
different levels and sub-models of IMOC have to be tested under these settings to find 
three elements: commonalities, differences and uniqueness of the individual 
organizations, sectors and conditions.  
Figure 5.36 shows the process concerning the meta-analysis. Through a series of 
case studies information is collected regarding demographics, critical variables, 
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Fig. 5.36 IMOC validation meta-analysis  
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studies should be cross-sectional, considering different areas, processes and function 
within the different organizations. At the same time, the case studies should be 
longitudinal, considering the variation of the information through time to effectively 
assess change. The meta-analysis should consider organizations in different sectors and 
different sizes, locations and age. The information collected through these case studies 
should be compared with IMOC’s sub-models to validate, reconstruct or complete them.  
The analysis should provide the necessary information to complete the different 
expressions shown throughout this chapter, helping define the type and form of the 
expressions, the constants in them, and their relationship with time to represent a more 
realistic model. In addition, it should help in finding the commonalities and differences of 
the change processes among sectors. Moreover, the study should help with discovering 
the unique characteristics of the different change processes and comparing them to see 
the possibilities of including them in the final model.  
The final result should present IMOC as a series of layers serving as shells for 
describing the change process in different settings and environmental conditions, but 
flexile enough to accommodate the particularities and uniqueness of the change process 
in specific types of organizations. The dynamic simulation model should have the 
capability of adjusting to the different conditions presented in the organizations, with 
expressions and relationships that could represent the causalities between the model’s 
variables. 
IMOC is not a panacea to solve the problems of implementing successful 
organizational change. The purpose is to create an integrated model that can help in 
predicting responses and actions to achieve change but does not perform the activities or 
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provide the willingness, commitment and leadership necessary to succeed. IMOC is part 
of the tools that can be used to develop strategic and internal policies to create change but 
needs to be used in concordance with objectives and plans and not as an isolated 
instrument for change. 
The next chapter of this document summarizes the accomplishments of this 








 Organizational change can be described as a series of activities oriented towards 
modifying behaviors and structures within the organization. This series of activities is 
interconnected internally and externally and is affected by human, operational and 
environmental factors that dynamically influence decisions and processes in the 
organization. This research effort was born with the main objective of using 
multidisciplinary knowledge and tools to explore a new model for organizational change 
combining the dynamic aspects of change and innovation and the causal relationships that 
govern an organization’s activities to promote and implement change. More specifically 
the goals of this research were: 
a. To develop and explore a new model for organizational change called The 
Influence Model for Organizational Change that dynamically links the content, 
context and processes of change with the organizational outcomes during and 
after the change initiatives have been conducted. 
b. To conduct a case study with the objective of describing and explaining the 
change processes that have been attempted at the Agency and to use data, 
information and conclusions to corroborate, reject or explore different aspects that 
are linked to the different propositions on which IMOC is based. 
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c. To generate a series of assertions explaining the experiences and conclusions 
found in the case study that may be extended, for future research, to other entities.  
The next sections of this chapter are dedicated to expressing the conclusions and 
future research derived from this work in terms of the objectives and goals presented 
above.   
 
6.2 Summary of Results 
 The main conclusion derived from this research effort is a disagreement with what 
Lewin proposed in the early 1950s, that change is a discrete series of activities towards 
the achievement of with a unique goal. On the contrary, as proposed by different authors 
(e.g, Burke, 1992, Burke, 1994, Pettigrew, et al., 2001) and as demonstrated by the case 
study conducted in this research, change can be defined as a complex set of elements, 
process and related activities, that evolve as time advances. The results of a particular set 
are multidimensional and consist of particular and unique behaviors that continually 
serve as input to it. Change does not occur individually, but as a parallel series of 
activities competing for limited resources and strongly influenced by human attitudes and 
beliefs. 
 Thus, it is possible to argue that in order to model change it is necessary to view it 
as a system not as a process. IMOC is presented in this research effort as an attempt to 
model the system of change. To develop IMOC, eleven propositions were established and 




Only two of the propositions could not be supported by the case study. It is 
possible to argue that it was mainly because of the lack of definitions for success, 
newness and objectives and goals of the change program.  Despite the fact that people 




Radical change motivated by innovation is more difficult to implement than 
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The success of a radical change initiative will be negatively influenced by the 
differences between employees’ perceptions and expectations of the critical 








The success of a radical change initiative will be negatively influenced by the 
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want change, they did not know what was planned and how to do it well in advance to 
successfully and efficiently accomplish it. 
IMOC proposes the need for an initial diagnosis to define the conditions on which 
the change process is going to be based and to compare final results.  In addition IMOC 
proposes the need of a feedback and control system to continuously monitor the process 
of change and to trigger corrective actions as soon as they are needed or even in a 
proactive manner, predicting possible flaws before they occur. 
As part of the feedback and control system, a complete set of performance 
measures is needed. The measures should be in accordance with the objective of the 
organizations and should be developed so they can be used across the organization, 
providing information to all levels and to all units of the firm. The measures have to be 
capable of integrating the different dimensions that are affected and that affect change –
human, operational, environmental- and should be capable of measuring change through 
time. Finally, information technologies are necessary to collect, manage and report the 
information needed and provided by the performance measures to the different levels and 
responsibility centers throughout the organization. 
IMOC supported the fact that it is necessary to know and understand the different 
forces that motivate and trigger change. Considering these forces in the change process 
should help in controlling the future need for change and should be part of the proactive 
vision that every organization should have.  It is equally important to consider the 
feedback effect from previous experiences and the delays in deciding and implementing 
change processes. The feedback effect from previous experiences increases resistance to 
change to such a degree that the need for change becomes so extensive that it goes out of 
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control, generating a crisis within the organization.  It is necessary to diminish this 
feedback effect by motivation, training and communication to minimize its effect on the 
organization.  Delays in the decisions and implementation of the change process become 
critical as time goes on.  If the time between the moment the need of change is detected 
and the decision to implement it is large enough, it becomes a triggering factor that can 
make the need for change out of control.  Time between the decision and the 
implementation is also an important factor in decreasing future need for change and as a 
result, in increasing the likelihood of success for future change initiatives. 
Finally, the effect of internal forces –employees and management- was found to 
be of great impact on the change process. IMOC shows that increasing empowerment and 
balancing the role of management would help in controlling the process through 
decreasing the need for change. Thus, these factors are crucial for the success of a change 
initiative. 
From the methodological point of view, two aspects are worth mention here, that 
change has to be studied from a multidisciplinary approach, and the importance of case 
studies.  This research demonstrated that it becomes an urgent necessity to integrate 
knowledge from social and organizational sciences, management science, engineering 
and systems methodologies in order to better understand and explain change. Modeling 
organizational change becomes an incredibly complex and immense task that can be 
accomplished only with the participation of people from different areas, all of them aware 
of the importance of the different areas of knowledge within the modeling process and 




Case studies provide the knowledge and experiences needed to really understand, 
describe, explain and possibly predict change. Through observation, documentation, 
surveys and interviews the veil that covers the uniqueness and particularities of different 
change processes can be uncovered. This understanding will permit a generalization of 
IMOC to be developed with sufficient flexibility to accommodate particularities, 
commonalities and differences. 
 
6.3 Contributions of this Research Effort 
 This research contributes to the fundamental understanding of organizational 
change and innovation in two different ways, through fulfilling the need for more 
multidisciplinary research, and through developing a new model to explain, analyze and 
predict the results of an organizational change initiative. The Influence Model for 
Organizational Change uniquely presents change as a complex system of multiple 
interrelated tasks and multidimensional variables. The three levels that compose the 
model present a different view of change in terms of causal relationships that are 
generated from and for the units to the organization as a whole. 
 The use of system dynamics as a tool to develop and explain IMOC allows the 
analysis of the effects that variables, defined in this study and in the literature (e.g., Burke 
and Litwin, 1992, Barnett and Carroll, 1995, Armenakis and Bedeian, 1999) as critical 
for success in organizational change, have over the change system. In addition, IMOC, 
through system dynamics simulation, allows the study of change over time.  Change has 
to be analyzed not only from the point of view of the discrete influence of critical 
variables over the system, but also as time dependant. The incorporation of time in social 
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and organizational studies has been proposed by different authors (Ancona, et al., 2001, 
Ofori-Dankwa and Julian, 2001) and is included in IMOC since it is implicit in any 
system dynamics model.  
 Although the literature mentions the need for multidisciplinary research in social 
and organizational sciences (e. g., Bal and Nijkamp, 2001, van Dijkum, 2001, Jackson, 
2001), there is a lack of studies in organizational change that supported this trend.  
Organizational change involves more that single activities oriented towards modifying 
specific behaviors. These activities and the results are often taken for granted, assuming 
that the participants can clearly define the direction of change (Quattrone and Hopper, 
2001). The integration of multidisciplinary concepts and tools to understand 
organizational change allows practitioners, participants and researchers to understand the 
process of change (Scherer and Smid, 2000). IMOC presents a novel attitude towards 
research in engineering and social and organizational sciences.  The trend presented in 
this research effort is to integrate people, knowledge and ideas in a common ground with 
a common objective. It integrates theories, concepts and tools from organizational 
sciences, engineering and management sciences to develop a framework for analysis and 
understanding of the process of organizational change and innovation from a holistic 
perspective. 
 
6.4 Future Research 
 The refinement, extension and generalization of IMOC are the next steps in future 
research. The meta-analysis proposed in Chapter 5 is the framework for the future steps. 
This meta-analysis has to be performed using multiple disciplines and tools and is a long-
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term effort. It should take between 3 to 5 years to accomplish the data gathering and 
analysis necessary to complete it. The final objective is to develop an integrated model 
that “… is rich enough to be useful, simple enough to be tractable, and that uses data that 
can obtain without excessive investment of time or money (Grossman, 2002, p. 43)”. 
 The meta-analysis should provide enough information to develop more realistic 
expressions relating the causal relationships between critical variables, context and 
results. The meta-analysis should be able to address issues related to the type and form of 
the relationships, their stochasticity and how these relationships behave with respect to 
time. For example, it would be important to address the effect of  as a measure of 
frustration and resistance to change and how this factor influences current needs for 
change, i.e., if its effect is additive or multiplicative or if this effect has a stochastic 
behavior over time. 
 Of equal importance, is knowing the relationship between having and using the 
right performance measure and the perception of success of the change process. Issues 
such as what is a right set of performance measures, and how this rightness affects the 
perception of the change processes are important to consider since one of the important 
elements proposed by IMOC is the control and feedback systems that should constantly 
provide information about performance and results of the change process.  
 Finally, the use of system dynamics presents an interesting tool to understand 
different processes that involve complex human and technological relationships. For 
example, modeling multiple tier supply chains with stochastic behaviors could be an 
application for system dynamics. Adapting IMOC to this structure would show how 
different levels and related variables could affect decisions on policies or strategies.  
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From the conclusions it can be seen that IMOC presents a different approach to 
modeling organizational change since it is based on dynamic and causal structures and 
analyzes change from a systemic point of view. Much has to be done in this area and it is 
time to continue with this effort. Even though surviving change is an important goal in 
organizations, the returns on all the effort in time and financial resources dedicated to it 
seem to be low (e. g., Lahoti, 2002, Samuelson, 2002). Events in the past years have 
demonstrated that organizations are not flexible enough to accommodate change. New 
rules and political developments are showing that traditional approaches to change and 
adaptation might not be enough to cope with uncertainty (Brant and Isikoff (2002), 
Clausen, et al., 2001, Horner, 2002, Gaboury, 2001). As said before IMOC is not the 
panacea to cure organizations but is a first step in a more systematic and multidisciplinary 
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Included in his study is the application of a series of surveys and interviews to some of the employees at 
different levels in this organization in order to gather information pertaining to the readiness of the 
Missouri Lottery to successfully implement large scale change within the organization. The information 
obtained from this study will be used to corroborate or reject a series of change hypotheses and models 
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Good (morning, afternoon) my name is Humberto Alvarez and I will like to ask you some 
questions about organizational change at the Missouri Lottery.  The objective of this 
interview is to confirm the compiled final results of the questionnaire that was distributed 
in January.  In addition, this interview will help to fill some gaps that have been found 
after the final compilation. 
 
As mentioned in the email, this interview should not take more than 30 minutes of your 
valuable time, and again, if you feel that the questions that I will ask to violate in any way 
your confidence, you need not answer it.  Further, you may withdraw from the study at 
any time.  All the information provided here is confidential and only group results will be 
used to verify the previous results. 
 
First I would like to ask some questions about you: 
 




How long have you been in your current position?  
In which division do you work?  




Can you tell me your perceptions about the current performance of MoLo?  
 















1. Do you think MoLo needs to change? Why? 










     What type of change is needed? (please give some examples) 






































I will mention some elements or factors that might motivate change at MoLo.  Which of 
them you think are the main motivators of change right now: 






































3. Here is a list of some of the most important projects that have been executed or 
attempted in the last 8 years at MoLo. Please briefly comment about the objectives, 





Success Radicalness Significance 
  Perceived Desired 
  
4C’s Courier     
4C’s Cross Redemption 
 



































































































Other__________________________      
Please indicate for each one:  
-  Its degree of success:  
        Total failure, some success, total success, etc.[or how would you classify the degree of success 
[extraordinary, high, average, fair, no success] 
-  Radicalness: 
          Something completely new in the lottery business (totally radical) 
          Something completely new to MoLo but already existing somewhere else 
          Something that modifies somewhat what your department actually do 
          A change in your daily activities and routines 





4. Following are a series of questions regarding the process of organizational change at 
MoLo.  Please answer each to best of your recollections. 
 

















Is there any way to determine this willingness? 
a. If so, how do you measure it? 
 
 
Is there any measure to determine whether a change attempt has been successful? 




Do you think that to increase the opportunity of success of new change or innovation 
initiatives it is necessary to generate a more profound change in the culture, perceptions or 






Anything else you would like to add as part of this interview? 
 
Thanks again for your participations and for making possible the success of this project. 
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