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Abstract
To study the reflecting diffusion processes on manifolds with boundary, some
new curvature operators are introduced by using the Bakry-Emery curvature and
the second fundamental form. As applications, the gradient estimates, log-Harnack
inequality and Poincare´/log-Sobolev inequalities are investigated for the Neumann
semigroup on manifolds with boundary.
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1 Introduction
The Bakry-Emery curvature condition [3] has played a crucial role in the study of diffusion
semigroups on Riemannian manifolds. When the reflecting diffusion processes are consid-
ered on a manifold with boundary, both the curvature of the generator and the second
fundamental form of the boundary have to be taken into account, see [6, 10, 11, 15, 16]
and references within. It has been observed in [13, 14] that the curvature and the second
fundamental form play essentially different roles in the study of functional inequalities for
∗Supported in part by WIMCS and SRFDP.
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the reflecting diffusion processes, so that they can not be compensated each other. More-
over, since the geometry of the boundary works to a reflecting diffusion process only when
the process reaches the boundary, the second fundamental form appears in the study as
integrals w.r.t. the local time of the process on the boundary (see [6, 15, 16]). To avoid
using the local time which is in general less explicit, we aim to derive explicit results
for the reflecting diffusion processes by using modified curvature tensors consisting of the
Bakry-Emery curvature and information from the boundary.
Let (M, 〈·, ·〉) be a d-dimensional complete connected Riemannian manifold with bound-
ary ∂M . Let Pt be the semigroup of the reflecting diffusion generated by L := ∆+ Z for
some C1-vector field Z on M . We assume that the reflecting diffusion process generated
by L is non-explosive, so that Pt is a Markov semigroup. According to e.g. Lemma 3.2
below, Pt is the Neumann semigroup generated by L; that is, for a reasonable reference
function f , the times-space function u := P·f solves the Neumann problem
∂tu = Lu, Nu|∂M := 〈N,∇u〉|∂M = 0, u(0, ·) = f,
where N is the inward unit normal vector field of ∂M .
Recall that for any f ∈ C∞(M), the Bochner-Weitzenbo¨ck formula implies
(1.1) Γ2(f) :=
1
2
L|∇f |2 − 〈∇Lf,∇f〉 = (Ric−∇Z)(∇f,∇f) + ‖Hessf‖2HS,
where Ric and Hess stand for the Ricci curvature and the Hessian tensor respectively,
and ‖ · ‖HS is the Hilbert-Schmidt norm. Consequently, for a function g on M , the
Bakry-Emery curvature condition
Γ2(f) ≥ g|∇f |2, f ∈ C∞(M)
is equivalent to Ric−∇Z ≥ g. Here and in the sequel, for a 2-tensor T and a function g,
T ≥ g means that T(X,X) ≥ g|X|2 holds for any X ∈ TM , the tangent space of M .
Next, The second fundamental form is a two-tensor on ∂M given by
I(X, Y ) := −〈∇XN, Y 〉, X, Y ∈ T∂M,
where T∂M is the tangent space of ∂M .
Now, for any strictly positive φ ∈ C2(M), we introduce a family of modified curvature
tensors
Ricφ,pZ := Ric−∇Z −
1
p
(φpLφ−p)〈·, ·〉, p > 0.
To ensure that these tensors contain also information from the boundary, the function φ
will be taken from the class
D :=
{
φ ∈ C2b (M) : inf φ = 1, Nφ = 0, I ≥ −N log φ
}
.
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Note that for a vector X and a function f we write Xf = 〈X,∇f〉, and conditions on N
and I are automatically restricted to ∂M and T∂M . If I and the sectional curvatures of
M are bounded and the injectivity radius of the boundary is positive, then the class D
is non-empty, see [11, Page 1436] for construction of φ using the distance function to the
boundary. We also remark that the condition inf φ = 1 in the definition of class D is not
essential but for convenience, since our results (see Theorem 1.1 below) do not change if
one replaces φ by cφ for a constant c > 0.
To construct the reflecting diffusion process, let Bt be the d-dimensional Brownian
motion on a complete filtered probability space (Ω, {Ft}t≥0,P). Then the reflecting diffu-
sion process Xt and its local time lt on ∂M can be constructed by solving the Stratonovich
stochastic differential equation on M :
(1.2) dXt =
√
2 ut ◦ dBt + Z(Xt)dt+N(Xt)dlt,
where ut is the horizontal lift of Xt on the frame bundle O(M); i.e. ut satisfies
dut = Hut ◦ dXt
for a fixed initial data u0 ∈ OX0(M) and the horizontal lift H from TM to TOM (the
tangent space of O(M)). We have
Ptf(x) = E
xf(Xt), t ≥ 0, x ∈ M, f ∈ Bb(M),
where Bb(M) is the set of all bounded measurable functions on M , and E
x is the expec-
tation taken for the process Xt starting at point x.
Let Xφt be the reflecting diffusion process generated by
Lφ := L− 2∇ logφ.
Since Xt is non-explosive, so is X
φ
t provided ∇ logφ is bounded. Below is the main result
of the paper, which provides sharp gradient estimates of Pt without using the local time.
Let ρ be the Riemannian distance on M , i.e. for any x, y ∈ M , ρ(x, y) is the length of
the shortest curve on M which links x and y. For a fixed point o ∈ M , let ρo = ρ(o, ·).
We will need the following technical assumption:
(A) Either |∇φ| · |Z| is bounded, or Ric is bounded below and |Z| ≤ ψ ◦ ρo holds for
some strictly positive function ψ ∈ C([0,∞)) with ∫∞
0
1
ψ(r)
dr =∞.
Theorem 1.1. Let φ ∈ D such that (A) holds. Then for any K ∈ Cb(M), the following
statements are equivalent to each other:
(1) Ricφ,1Z ≥ K;
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(2) For any f ∈ C1b (M),
|∇Ptf(x)| ≤ 1
φ(x)
E
x
{
(φ|∇f |)(Xt)e−
√
2
∫ t
0
〈u−1s ∇ log φ(Xs), dBs〉−
∫ t
0
(K+|∇ log φ|2)(Xs)ds
}
holds for t ≥ 0 and x ∈M ;
(3) For any f ∈ C1b (M) and t ≥ 0, |∇Ptf(x)| ≤
1
φ(x)
E
x
{
(φ|∇f |)(Xφt )e−
∫ t
0
K(Xφs )ds
}
.
As applications of Theorem 1.1, we have the following explicit gradient/Poincare´/Harnack
type inequalities for Pt.
Corollary 1.2. Let φ ∈ D such that (A) and Ricφ,2Z ≥ Kφ hold for some constant Kφ.
Then:
(1) φ2|∇Ptf |2 ≤ e−2KφtPt(φ|∇f |)2 holds for any f ∈ C1b (M) and t ≥ 0.
(2) For any measurable function f ≥ 1, the log-Harnack inequality
Pt log f(y) ≤ logPtf(x) + ‖φ‖
2
∞Kφρ(x, y)
2
2(e2Kφt − 1) , t ≥ 0, x, y ∈M
holds.
(3) Ptf
2 ≤ (Ptf)2 + ‖φ‖
2
∞(1− e−2Kφt)
Kφ
Pt|∇f |2 holds for any f ∈ C1b (M) and t ≥ 0.
(4) Ptf
2 ≥ (Ptf)2 + e
2Kφt − 1
‖φ‖2∞Kφ
|∇Ptf |2 holds for any f ∈ C1b (M) and t ≥ 0.
Remark. (a) The log-Harnack inequality was introduced in [9] for diffusion semigroups
on Hilbert spaces with non-constant diffusion coefficients, which implies heat kernel
bounds and the HWI (energy/cost/information) inequality. This inequality has been
established in [15, Section 5] on manifolds with boundary by using exponential estimates
on the local time.
(b) Let Z = ∇V for some V ∈ C2(M) such that µ(dx) := eV (x)dx is a probability
measure, where dx stands for the volume measure on M . Then Pt is symmetric in L
2(µ)
and Ptf → µ(f) in L2(µ) as t → ∞ for any f ∈ L∞(M), where µ(f) :=
∫
M
fdµ. If
Kφ > 0, by letting t→∞ in Corollary 1.2(3) we obtain the Poincare´ inequality
(1.3) µ(f 2) ≤ µ(f)2 + ‖φ‖
2
∞
Kφ
µ(|∇f |2), f ∈ C1b (M).
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Below we establish the corresponding log-Sobolev inequality and the HWI inequality,
which generalize the existing ones in the case without boundary. In particular, if ∂M is
convex we may take φ ≡ 1 so that Corollary 1.3(1) goes back to the Bakry-Emery criterion
while Corollary 1.3(2) reduces to the HWI inequality derived in [8] and [5] on manifolds
without boundary. Moreover, Corollary 1.3(3) provides explicit heat kernel bounds.
Corollary 1.3. Let Z = ∇V for some V ∈ C2(M) such that µ(dx) := eV (x)dx is a
probability measure. Let φ ∈ D such that (A) and Ricφ,2Z ≥ Kφ hold for some constant
Kφ.
(1) If Kφ > 0 then
µ(f 2 log f 2) ≤ µ(f 2) log µ(f 2) + 2‖φ‖
6
∞
Kφ
µ(|∇f |2), f ∈ C1b (M), µ(f 2) = 1.
(2) If Kφ ≤ 0 then
µ(f 2 log f 2) ≤ 2‖φ‖4∞
√
µ(|∇f |2)W ρ2 (f 2µ, µ)−
‖φ‖2∞Kφ
2
W ρ2 (f
2µ, µ)2
holds for any f ∈ C1b (M) with µ(f 2) = 1.
(3) Let pt(x, y) be the heat kernel of Pt w.r.t. µ. Then
pt(x, y) ≥ exp
[
− ‖φ‖
2
∞Kφρ(x, y)
2
2(eKφt − 1)
]
, and∫
M
pt(x, z) log
pt(x, z)
pt(y, z)
µ(dz) ≤ ‖φ‖
2
∞Kφρ(x, y)
2
2(e2Kφt − 1)
hold for all t > 0 and x, y ∈M.
We will prove Theorem 1.1 and its Corollaries in Sections 2 and 3 respectively. Indeed,
Section 2 proves more than Theorem 1.1: a result more general than the equivalence of
(2) and (3) in Theorem 1.1 is proved (see Proposition 2.4 below), and I ≥ −N logφ is
deduced from Theorem 1.1(3) for a class of manifolds with boundary including compact
ones (see Proposition 2.5 below).
2 Proof of Theorem 1.1
2.1 From (1) to (2)
We will make use of [15, Proposition A.2], for which we have to confirm that for any
f ∈ C1b (M) and T > 0, P·f is bounded on [0, T ]×M . To this end, we first extend a result
in [11] to make the boundary convex by using conformal changes of metric, then prove
the boundedness of the gradient by following the line of [15].
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Lemma 2.1 ([11]). Let φ ∈ C2(M) be strictly positive with Nφ = 0. If I ≥ −N logφ then
∂M is convex under the metric 〈·, ·〉′ := φ−2〈·, ·〉.
Proof. Let∇′ be the Levi-Civita connection for the metric 〈·, ·〉′.We have (see [4, Theorem
1.159(a)])
∇′XY = ∇XY − 〈X,∇ logφ〉 − 〈Y,∇ logφ〉X + 〈X, Y 〉∇ logφ.
Since 〈X,∇φ〉 = 0 for X ∈ TM and noting that the inward unit normal vector field of
∂M under the metric 〈·, ·〉′ is N ′ := φN , we obtain
−〈∇′XN ′, X〉′ = φ−2〈N ′,∇ logφ〉|X|2 − φ−2〈∇XN ′, X〉
= φ−1
(
I(X,X) + (N log φ)|X|2) ≥ 0.
The second lemma is essentially due to [15]. But we are using a different condition.
Lemma 2.2. Let φ ∈ D such that Ricφ,1Z is bounded below and (A) holds, then
‖∇Ptf‖∞ ≤ cect‖∇f‖∞, t ≥ 0, f ∈ C1b (M)
holds for some constant c > 0.
Proof. (a) Let |∇φ| · |Z| be bounded. By Lemma 2.1, ∂M is convex under the metric
〈·, ·〉′ := φ−2〈·, ·〉. Let ∆′ and Ric′ be the Laplacian and the Ricci curvature for the metric
〈·, ·〉′. We have
φ2L = ∆′ + (d− 2)φ∇φ+ φ2Z =: ∆′ + Z ′.
Since |∇ logφ| and |Z| · |∇ logφ| are bounded, according to the calculations in the proof
of [15, Lemma A.4], Ric′ − ∇′Z ′ is bounded below and the desired gradient inequality
holds for some constant c and all f ∈ C10(M). By an approximation argument as in the
proof of [15, Proposition A.2], this inequality holds for all f ∈ C1b (M).
(b) Let Ric be bounded below and |Z| ≤ ψ◦ρo holds for some strictly positive function
ψ ∈ C([0,∞)) with ∫∞
0
1
ψ(r)
dr =∞. Then
ϕ :=
∫ ρo
0
dr
ψ(r)
is a compact function, i.e. {ϕ ≤ r} is compact for any constant r. For any n ≥ 1, let
hn = (2− ϕ/n)+ ∧ 1 and Zn = hnZ. Then |∇φ| · |Zn| is bounded and by our condition
Ricφ,1Zn = hnRic
φ,1
Z + (1− hn){Ric− φ∆φ−1〈·, ·〉}+ (∇hn)⊗ Z ≥ K0
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holds for some constant K0 independent of n. Therefore, by (a) there exists a constant
c0 > 0 such that
‖∇P (n)t f‖∞ ≤ c0ec0t‖∇f‖∞, t ≥ 0, n ≥ 1, f ∈ C1b (M),
where P
(n)
t is the semigroup of the reflecting diffusion process generated by ∆+Zn. Since
P
(n)
t f → Ptf as n→∞, we obtain
|Ptf(x)− Ptf(y)|
ρ(x, y)
=
|P (n)t f(x)− P (n)t f(y)|
ρ(x, y)
≤ c0ec0t‖∇f‖∞, x, y ∈M.
Therefore, the desired gradient inequality holds.
Finally, the following lemma is an extension of [1, Lemma 2.3] where the initial points
is outside the boundary.
Lemma 2.3. For any x ∈M and r0 > 0, there exists a constant c > 0 such that
P(σr ≤ s) ≤ e−cr2/t, r ∈ [0, r0], t > 0
holds, where σr = inf{s ≥ 0 : ρ(Xs, x) ≥ r} and Xs is the reflecting diffusion process
generated by L with X0 = x.
Proof. Let φ ∈ C∞b (M) such that φ ≥ 1 and ∂M is convex in B(x, r0) under the metric
〈·, ·〉′ := φ−2〈·, ·〉. As in the proof of Lemma 2.2, we have L = φ−2(∆′ +Z ′). Let ρ′ be the
Riemannian distance function to x induced by the metric 〈·, ·〉′. By taking smaller r0 we
may and do assume that (ρ′)2 ∈ C∞(B(x, 2r0)). By the convexity of the boundary under
the new metric and using the Itoˆ formula, we obtain
dρ′(Xt)2 ≤
√
2φ−1(Xt)ρ′(Xt)dbt + c1dt, t ≤ σr0
for some constant c1 > 0 and an one-dimensional Brownian motion bt. Due to this
inequality, the remainder of the proof is completely similar to that of [1, Lemma 2.3].
Proof of (1) implying (2). Let φ ∈ D such that (1) holds. Since (1) implies Ric−∇Z ≥
K+φLφ−1 while φ ∈ D ensures I ≥ −N log φ, according to [15, Proposition A.2] we have
|∇Ptf(x)| ≤ Ex
{
|∇f |(Xt)e−
∫ t
0
(K+φLφ−1)(Xs)ds+
∫ t
0
N log φ(Xs)dls
}
provided Eeλlt < ∞ holds for any λ, t > 0. In general, the proof of [15, Proposition A.2]
implies that
ηs := |∇Pt−sf |(Xs)e−
∫ s
0
(K+φLφ−1)(Xr)dr+
∫ s
0
N log φ(Xr)dlr , s ∈ [0, t]
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is a local submartingale; that is, letting
τn = inf{s ≥ 0 : ls ∨ ρo(Xs) ≥ n}
which goes to ∞ as n→∞, {ηs∧τn}s∈[0,t] is a submartingale for each n ≥ 1. So,
(2.1) |∇Ptf(x)| ≤ Ex
{
|∇P(t−τn)+f |(Xt∧τn)e−
∫ t∧τn
0
(K+φLφ−1)(Xs)ds+
∫ t∧τn
0
N log φ(Xs)dls
}
holds for n ≥ 1.
On the other hand, by (1.2) and the Itoˆ formula, we have
d log φ(Xs) =
√
2〈u−1s ∇ logφ(Xs), dBs〉+ L logφ(Xs)ds+N log φ(Xs)dls.
Then∫ t∧τn
0
N logφ(Xs)dls = log
φ(Xt∧τn)
φ(x)
−
√
2
∫ t∧τn
0
〈u−1s ∇ logφ(Xs), dBs〉−
∫ t∧τn
0
Lφ(Xs)ds.
Combining this with (2.1) and noting that
φLφ−1 − L logφ = −|∇ log φ|2,
we obtain
|∇Ptf(x)| ≤ 1
φ(x)
E
x
{
(φ|∇P(t−τn)+f |)(Xt∧τn)
· e−
√
2
∫ t∧τn
0
〈u−1s ∇ logφ(Xs), dBs〉−
∫ t∧τn
0
(K+|∇ log φ|2)(Xs)ds
}
.
Since K, |∇ logφ| are bounded and due to Lemma 2.2 |∇P·f | is bounded on [0, t] ×M ,
according to the dominated convergence theorem we complete the proof by letting n →
∞.
2.2 Equivalence of (2) and (3)
The equivalence of (2) and (3) follows from the following result by taking Z˜ = −√2∇ logφ.
Proposition 2.4. Let Z˜ be a bounded C1-vector field on M , and let Yt be the reflecting
diffusion process generated by L +
√
2 Z˜ starting at x. Then for any bound measurable
function F of X[0,t] := {Xs}s∈[0,t],
E
x
{
F (X[0,t])e
∫ t
0
〈u−1s Z˜(Xs), dBs〉− 12
∫ t
0
|Z˜|2(Xs)ds
}
= ExF (Y[0,t]).
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Proof. Let
R = exp
[ ∫ t
0
〈u−1s Z˜(Xs), dBs〉 −
1
2
∫ t
0
|Z˜|2(Xs)ds
]
.
By the Girsanov theorem, under the probability measure RdP the process
B˜s := Bs −
∫ s
0
〈u−1r Z˜(Xr), dBr〉, s ∈ [0, t]
is a d-dimensional Brownian motion. Obviously, the equation (1.2) can be reformulated
as
dXs =
√
2us ◦ dB˜s +
(
Z +
√
2 Z˜
)
(Xs)ds +N(Xs)dls.
Therefore, under the new probability measure, X[0,t] is the reflecting diffusion process
generated by L+
√
2 Z˜. Hence, Ex{RF (X[0,t])} = ExF (Y[0,t]).
2.3 From (3) to (1)
The desired assertion follows from the following result, which also indicates that for a
class of manifolds including compact ones, the condition I ≥ −N log φ in the definition of
D is essential for (3), and hence (2).
Proposition 2.5. For any strictly positive function φ ∈ C2b (M), the gradient inequality
in Theorem 1.1(3) implies Ricφ,1Z ≥ K. If there exists r0 > 0 such that on {ρ∂ ≤ r0} the
distance function ρ∂ to the boundary is smooth with bounded Lρ∂, then Theorem 1.1(3)
also implies I ≥ −N log φ.
Proof. (a) Let x ∈M\∂M andX ∈ TxM with |X| = 1, we aim to prove Ricφ,1Z (X,X) ≥ K
from (3). Let f ∈ C∞0 (M) with suppf ⊂ M \ ∂M be such that ∇f(x) = X and
Hessf (x) = 0. Let ε > 0 such that |∇f | ≥ 12 on B(x, ε), the geodesic ball at x with radius
ε. Let Xφt be the reflecting diffusion generated by L
φ with Xφ0 = x, and let
σε = inf{t ≥ 0 : ρ(Xφt , x) ≥ ε}.
By Lemma2.3,
P(σε ≥ t) ≤ e−c/t, t ∈ (0, 1]
holds for some constant c > 0. Since ls = 0 for s ≤ σε, this implies that
E
x
{
(φ|∇f |)(Xφt )e
∫ t
0
K(Xφs )ds
}
= Ex
{
(φ|∇f |)(Xφt∧σε)e
∫ t∧σε
0
K(Xφs )ds
}
+ o(t)
= (φ|∇f |)(x) + t{Lφ(φ|∇f |) +Kφ|∇f |}(x) + o(t),(2.2)
where o(t) stands for a t-dependent quantity such that o(t)/t→ 0 as t→ 0. On the other
hand, since suppf ⊂ M \ ∂M so that Nf = 0, we have
Ptf = f +
∫ t
0
PsLfds.
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This and ∇f(x)| = |X| = 1 imply that
|∇Ptf(x)| = |∇f + t(∇Lf)|(x) + o(t) = |∇f |(x) + 〈∇Lf,∇f〉(x)t+ o(t).
Combining this with (2.2) and the gradient inequality in Theorem 1.1(3), we arrive at
(2.3)
{
Lφ(φ|∇f |)− φ〈∇L,∇f〉}(x) ≥ −{Kφ|∇f |}(x) = −(Kφ)(x).
Noting that Hessf (x) = 0 and |∇f(x)| = 1 imply
Lφ(φ|∇f |)(x) = Lφφ(x) + {φL|∇f |2}(x) = {φ(L|∇f |2 − φLφ−1)}(x),
combining (2.3) with (1.1) we obtain
Ricφ,1Z (X,X) = Ric
φ,1
Z (∇f,∇f)(x) ≥ −K(x).
(b) Let x ∈ ∂M and X ∈ Tx∂M with |X| = 1. Let f ∈ C∞0 (M) be such that Nf = 0
and ∇f(x) = X . We have
Ptf = f +
∫ t
0
PsLfds.
Consequently, for small t,
(2.4) |∇Ptf(x)|2 = |∇f(x)|2 + o(t1/2) = 1 + o(t1/2).
On the other hand, according to [15, Proposition 4.1],
E
xlφt =
2
√
t√
pi
+ ◦(t1/2),
where lφt is the local time of X
φ
t on ∂M . Therefore, since |∇f(x)| = 1 and
lim
s→0
N(φ2|∇f |2)(Xφs ) = N(φ2|∇f |2)(x),
we have
E
x
{
(φ|∇f |)(Xφt )e−
∫ t
0
K(Xφs )ds
}2
= P φt (φ|∇f |)2(x) + o(t1/2)
= (φ2|∇f |2)(x) +
∫ t
0
P φs L
φ(φ2|∇f |2)(x)ds+ Ex
∫ t
0
N(φ2|∇f |2)(Xφs )dlφs
= φ2(x) +
2
√
t√
pi
N(φ2|∇f |2)(x) + o(t1/2).
Combining this with (2.4) and the gradient inequality in Theorem 1.1(3), we conclude
that
N(φ2|∇f |2)(x) ≥ 0.
This implies I(X,X) ≥ −N logφ(x) since X = ∇f(x) and by [16, (3.8)], N |∇f |2 =
2I(∇f,∇f).
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3 Proofs of Corollaries 1.2 and 1.3
We first present two lemma which are known when M is compact, where the first extends
[12, Theorem 2.1] and the second is crucial in order to use Bakry-Emery’s semigroup
argument. For readers’ convenience we include below complete proofs for both of them.
Lemma 3.1. Let x ∈ ∂M and let σr be in Lemma 2.3 for a fixed constant r > 0. Then
lim sup
t→0
1
t
∣∣∣Elt∧σr − 2
√
t√
pi
∣∣∣ <∞.
Proof. The proof is modified from [12]. Let ρ∂ be the Riemannian distance to ∂M , and
let r0 ∈ (0, r) be such that ρ∂ is smooth on B(x, 2r0). Let
τ = inf{t ≥ 0 : ρ(Xt, x) ≥ r0}.
By the Itoˆ formula we have
(3.1) dρ∂(Xt) =
√
2 dbt + Lρω(Xt)dt + dlt, t ≤ τ,
where bt is an one-dimensional Brownian motion. Let B˜t solve
db˜t = sgn(b˜t)dbt, b˜0 = 0.
then b˜t is an one-dimensional Brownian motion such that
d|b˜t| = dbt + dl˜t,
where l˜t is the local time of B˜t at 0. Combining this with (3.1) and noting that dlt is
supported on {ρ∂(Xt) = 0} while dl˜t is supported on {b˜t = 0}, we obtain
d
(
ρ∂(Xt)−
√
2 |b˜t|
)2
= 2
(
ρ∂(Xt)−
√
2 |b˜t|
)
Lρ∂(Xt)dt+ 2
(
ρ∂(Xt)−
√
2 |b˜t|
)
(dlt −
√
2 dl˜t)
≤ 2(ρ∂(Xt)−√2 |b˜t|)Lρ∂(Xt)dt ≤ c1∣∣ρ∂(Xt)−√2 |b˜t|∣∣dt, t ≤ τ
for some constant c1 > 0. This implies
E
(
ρ∂(Xt∧τ )−
√
2 |b˜t∧τ |
)2 ≤ c21
4
t2, t ≥ 0.
Since due to (3.1) one has |Elt∧τ −Eρ∂(Xt∧τ )
∣∣2 ≤ c2t2 for some constant c2 > 0, it follows
that ∣∣Elt∧τ −√2E|b˜t∧τ |∣∣ ≤ c3t, t ≥ 0
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holds for some constant c3 > 0. Noting that E|b˜t| =
√
2t/pi and Eb˜2t = t, combining this
with Lemma 2.3 we arrive at
∣∣∣Elt∧τ − 2
√
t√
pi
∣∣∣ = ∣∣Elt∧τ −√2E|b˜t|∣∣ ≤ c3t+√2E(|b˜t|1{t>τ})
≤ c3t+
√
2tP(t > τ) ≤ c4t, t ∈ [0, 1]
(3.2)
for some constant c4 > 0. Finally, using t ∧ σr in place of t, the proof of [12, Lemma 2.3]
leads to El2t∧σr ≤ c0t for some constant c0 > 0 and all t ∈ [0, t]. Therefore, it follows from
(3.2) and Lemma 2.3 that
∣∣∣Elt∧σr − 2
√
t√
pi
∣∣∣ ≤ c4tE(lt∧σr1{t>τ}) ≤ c4t+√c0tP(t > τ) ≤ c5t
holds for some constant c5 > 0 and all t ∈ [0, 1]. This completes the proof.
Lemma 3.2. Let f ∈ C , the class of all functions f ∈ C2(M) such that Nf = 0 and Lf
is bounded. Then
(1) d
dt
Ptf = PtLf = LPtf, t ≥ 0;
(2) NPtf = 0, t ≥ 0;
(3) Let t > 0 and F ∈ C2b ([inf f, sup f ]). If |∇P·f | is bounded on [0, t]×M , then
d
ds
PsF (Pt−sf) = Ps
(
F ′′(Pt−sf)|∇Pt−sf |2
)
, s ∈ [0, t].
Proof. (1) The first equality follows from Ptf = f+
∫ t
0
PsLfds implied by the Itoˆ formula.
To prove the second equality, it suffices to show that for any x ∈ M \ ∂M ,
(3.3)
d
dt
Ptf(x) = LPtf(x).
Let r0 > 0 be such that B(x, r0) ⊂M \∂M , and take h ∈ C∞0 (M) such that h|B(x,r0/2) = 1
and h|B(x,r0)c = 0. By the Itoˆ formula we have
Pt+sf(x) = E
x(hPtf)(Xs)+E
x{(1−h)Ptf}(x) = Ex
∫ s
0
L(hPtf)(Xr)dr+E
x{(1−h)Ptf}(x).
Since L(hPtf)(Xr) is bounded and goes to LPtf(x) as r → 0, and noting that by Lemma
2.3
E
x|(1− h)Ptf |(Xs) ≤ ‖f‖∞e−c/s, s ∈ (0, 1]
12
holds for some constant c > 0, we conclude that
d
dt
Ptf(x) = lim
s↓0
Pt+sf(x)− Ptf(x)
s
= LPtf(x),
that is, (3.3) holds.
(2) Let x ∈ ∂M . If NPtf(x) 6= 0, for instance NPtf(x) > 0, then there exists r0, ε > 0
such that NPtf ≥ ε holds on B(x, 2r0). Moreover, by using f + ‖f‖∞ in place of f , we
may assume that f ≥ 0. Let h ∈ C∞0 (M) such that 0 ≤ h ≤ 1, Nh = 0, h|B(x,r0) = 1 and
h|B(x,2r0)c = 0. By the Itoˆ formula and using (1), we obtain
Pt+sf(x) ≥ Ps(hPtf)(x) = Ptf(x) +
∫ s
0
PrL(hPtf)(x)dr + E
x
∫ s
0
(hNPtf)(Xr)dr
≥ Ptf(x) + sPtLf(x) + o(s) + εExls∧σ,
where σ := inf{s ≥ 0 : Xs /∈ B(x, r0)}. Combining this with (1) we arrive at
(3.4) ε lim
s→0
1
s
E
xls∧σ ≤ 0,
which is impossible according to Lemma 2.3 and [12, Theorem 2.1]. Indeed, since ls∧τ
only depends on the process before exiting B(x, r0), we may assume that M is compact
(otherwise, simply use a large enough smooth bounded domain to replace M). In this
case [12, Theorem 2.1] implies that Exls ≥ c
√
s holds for some constant c > 0 and small
s > 0. Thus, it follows from Lemma 3.2 and [12, Lemma 2.2] that
E
xls∧σ ≥ Exls − (Exl2s)1/2P(σ < s)1/2 ≥ c′
√
s
holds for some constant c′ > 0 and small s > 0. This is contradictive to (3.4).
(3) By (1) and (2) and using the Itoˆ formula, there is a local martingale Ms such that
dF (Pt−sf)(Xs) = dMs{LF (Pt−sf) + F ′(Pt−sf)LPt−sf}(Xs)ds
= dMs + {F ′′(Pt−sf)|∇Pt−sf |2}(Xs)ds, s ∈ [0, t].
Since |∇P·f | is bounded on [0, t]×M and F ∈ C2b ([inf f, sup f ]), we see that Ms is indeed
a martingale. Therefore,
PsF (Pt−sF ) = EF (Pt−sf)(Xs) = F (Ptf) +
∫ s
0
Pr{F ′′(Pt−sf)|∇Pt−sf |2}dr.
This completes the proof.
Next, we present a result on the Poincare´ type inequalities and the log-Harnack in-
equality for Pt by using an L
2-gradient estimate. Having Lemma 3.2 in hands, the proof
of (3.5) is standard according to Bakry and Ledoux (see e.g. [2, 7]), while that of (3.6) is
essentially due to [9].
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Lemma 3.3. If |∇Ptf |2 ≤ ξtPt|∇f |2 holds for some strictly positive ξ ∈ C([0,∞)) and
all t ≥ 0 and f ∈ C1b (M), then
(3.5) 2|∇Ptf |2
∫ t
0
ds
ξs
≤ Ptf 2 − (Ptf)2 ≤ 2(Pt|∇f |2)
∫ t
0
ξsds, t ≥ 0, f ∈ C1b (M),
and for any measurable function f with f ≥ 1,
(3.6) Pt log f(y) ≤ logPtf(x) + ρ(x, y)
2
4
∫ t
0
ξ−1s ds
, t > 0.
Proof. It suffices to prove for f ∈ C such that f ≥ 1. For any ε > 0 let γ : [0, 1]→M be
the minimal curve such that γ(0) = x, γ(1) = y and |γ˙| ≤ ρ(x, y) + ε. Let
h(s) =
∫ s
0
ξ−1r∫ t
0
ξ−1r dr
, s ∈ [0, t].
By Lemma 3.2, we have
d
ds
(Ps logPt−sf)(γ ◦ h(s))
≤ −Ps|∇ logPt−sf |2(γ ◦ h(s)) + (ε+ ρ(x, y))h˙(s)|∇Ps logPt−sf |(γ ◦ h(s))
≤ {− Ps|∇ logPt−sf |2 + (ε+ ρ(x, y))h˙(s)√ξsPs| logPt−sf |2}(γ ◦ h(s))
≤ 1
4
ρ(x, y)2h˙(s)2 =
(ε+ ρ(x, y))2
4ξs(
∫ t
0
ξ−1r dr)2
, s ∈ (0, t).
Integrating over [0, t] and letting ε ↓ 0, we obtain (3.6).
Next, noting that
d
ds
Ps(Pt−sf)2 = 2Ps|∇Pt−sf |2
{
≤ 2ξt−sPt|∇f |2,
≥ 2
ξs
|∇Ptf |2,
s ∈ (0, t),
we prove (3.5).
Proof of Corollary 1.2. Due to Lemma 3.3 and φ ≥ 1, it suffices to prove the first asser-
tion. Obviously, Ricφ,2Z ≥ Kφ implies that Ricφ,1Z ≥ K := Kφ + |∇ logφ|2. Let
Rt = exp
[
−
√
2
∫ t
0
〈u−1s ∇ logφ(Xs), dBs〉 −
∫ t
0
|∇ logφ(Xs)|2ds
]
.
By Theorem 1.1 and φ ≥ 1, we obtain
(φ|∇Ptf |)2(x) ≤
(
E
x
{
Rt(|∇f |φ)(Xt)e−
∫ t
0
K(Xs)ds
})2
≤ {Pt(φ|∇f |)2(x)}Ex
(
R2t e
−2 ∫ t
0
K(Xs)ds
)
≤ {Pt(φ|∇f |)2(x)}e−2KφtExe−2
√
2
∫ t
0
〈u−1s ∇ log φ(Xs),dBs〉−4
∫ t
0
|∇ log φ(Xs)|2ds
= e−2KφtPt(φ|∇f |)2(x).
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To prove Corollary 1.3, we present a log-Sobolev inequality which generalizes the
corresponding known one on manifolds without boundary.
Lemma 3.4. Let φ ∈ D such that Ricφ,2Z ≥ Kφ holds for some constant Kφ. Let P¯ φt be
the semigroup of the reflecting diffusion process generated by L¯φ := L− 4∇ logφ. Then
(3.7) Pt(f
2 log f 2) ≤ (Ptf 2) logPtf 2 + 4‖φ‖2∞
∫ t
0
e−2Kφ(t−s)PsP¯
φ
t−s|∇f |2 ds
holds for all t ≥ 0 and f ∈ C1b (M).
Proof. It suffices to prove for f ∈ C with inf f 2 > 0. Let Rt be in the proof of Corollary
1.2. Since Ricφ,2Z ≥ Kφ implies that Ricφ,1Z ≥ K := Kφ + |∇ logφ|2, by Theorem 1.1 and
φ ≥ 1 we have
|∇Ptf 2(x)|2 ≤
(
E
x
{
Rt(φ|∇f 2|)(Xt)e−
∫ t
0
K(Xs)ds
})2
≤ 4‖φ‖2∞(Ptf 2(x))Ex
{
R2t |∇f |2(Xt)e−2
∫ t
0
K(Xs)ds
}
≤ 4‖φ‖2∞(Ptf 2(x))Ex
{
|∇f |2(Xt)e−2
√
2
∫ t
0
〈u−1s ∇ log φ(Xs), dBs〉−2
∫ t
0
(|∇ log φ(Xs)|2+K(Xs))ds
}
= 4‖φ‖2∞(Ptf 2(x))e−2KφtEx{R¯t|∇f |2(Xt)},
where
R¯t := e
−2√2 ∫ t
0
〈u−1s ∇ log φ(Xs), dBs〉−4
∫ t
0
|∇ log φ(Xs)|2ds.
Combining this with Proposition 2.4 for Z˜ = −2√2∇ logφ, we obtain
|∇Ptf 2|2 ≤ 4‖φ‖2∞(Ptf 2)e−2KφtP¯ φt |∇f |2, t ≥ 0.
Therefore, by Lemma 3.2,
d
ds
Ps
{
(Pt−sf 2) logPt−sf 2
}
= Ps
|∇Pt−sf 2|2
Pt−sf 2
≤ 4‖φ‖2∞e−2Kφ(t−s)PsP¯ φt−s|∇f |2.
Then the proof is completed by integrating over [0, t].
Proof of Corollary 1.3. Let f ∈ C1b (M) such that µ(f 2) = 1 and µ(|∇f |2) > 0. Since µ is
Pt-invariant while φ
−4dµ is P¯ φt -invariant, integrating (3.7) w.r.t. µ gives
µ(f 2 log f 2) ≤ µ((Ptf 2) logPtf 2) + 4‖φ‖2∞
∫ t
0
e−2Kφsµ(P¯ φs |∇f |2)ds
≤ µ((Ptf 2) logPtf 2) + 4‖φ‖6∞
∫ t
0
e−2Kφsµ(φ−4|∇f |2)ds
≤ µ((Ptf 2) logPtf 2) + 2‖φ‖
6
∞(1− e−2Kφt)
Kφ
µ(|∇f |2).
(3.8)
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If Kφ > 0, then letting t→∞ we prove Corollary 1.3(1).
Now, the proof of the second assertion can be done as in [5] by using (3.8) and Corollary
1.2(2). Applying Corollary 1.2(2) for Ptf
2 in place of f , we find
Pt logPtf
2(y) ≤ logP2tf 2(x) + ‖φ‖
2
∞Kφρ(x, y)
2
2(e2Kφt − 1) , x, y ∈M, t > 0.
Integrating w.r.t. the optimal coupling of f 2µ and µ, which reaches the inf in the definition
of W ρ2 (f
2µ, µ), and noting that Pt is symmetric in L
2(µ), we obtain
µ((Ptf
2) logPtf
2) ≤ ‖φ‖
2
∞KφW
ρ
2 (f
2µ, µ)2
2(e2Kφt − 1) .
Combining this with the first inequality in (3.8), we arrive at
(3.9) µ(f 2 log f 2) ≤ ‖φ‖6∞µ(|∇f |2)rt +
‖φ‖2∞
rt
W ρ2 (f
2µ, µ)2 − ‖φ‖
2
∞Kφ
2
W ρ2 (f
2µ, µ)2,
where
rt :=
2(1− e−2Kφt)
Kφ
, t ≥ 0.
If Kφ ≤ 0 then {rt : t ∈ [0,∞]} = [0,∞]. So, there exists t ∈ [0,∞] such that
rt =
W ρ2 (f
2µ, µ)
‖φ‖2∞
√
µ(|∇f |2) .
Therefore, the desired HWI inequality follows from (3.9).
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