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Combining Survey and Non-survey Data for
Improved Sub-area Prediction Using a
Multi-level Model
Jae Kwang Kim , Zhonglei Wang, Zhengyuan Zhu, and Nathan B. Cruze
Combining information from different sources is an important practical problem in
survey sampling. Using a hierarchical area-level model, we establish a framework to
integrate auxiliary information to improve state-level area estimates. The best predictors
are obtained by the conditional expectations of latent variables given observations, and
an estimate of the mean squared prediction error is discussed. Sponsored by the National
Agricultural Statistics Service of the US Department of Agriculture, the proposed model
is applied to the planted crop acreage estimation problem by combining information from
three sources, including the June Area Survey obtained by a probability-based sampling
of lands, administrative data about the planted acreage and the cropland data layer,
which is a commodity-specific classification product derived from remote sensing data.
The proposed model combines the available information at a sub-state level called the
agricultural statistics district and aggregates to improve state-level estimates of planted
acreages for different crops.
Supplementary materials accompanying this paper appear on-line.
Key Words: Agricultural survey; Hierarchical model; Mean squared prediction error;
Small area estimation; Survey integration.
1. INTRODUCTION
Combining information from several sources to improve estimates for population param-
eters is an important practical problem in survey sampling. In the past decade, more and more
auxiliary information becomes available, including large administrative record datasets and
remote sensing data derived from satellite images. How to combine such information with
survey data to provide better estimates for population parameters is a new challenge that sur-
vey statisticians face today. Tam and Clarke (2015) present an overview of some initiatives
of big data applications in official statistics of the Australian Bureau of Statistics.
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We first provide a brief review of classical methods in survey statistics for combining
information from multiple sources. One way is through calibration weighting, or bench-
marking weighting. Perhaps, the first application using calibration weighting was discussed
by Deming and Stephan (1940), where the census information is incorporated by the raking
ratio method. Zieschang (1990), Renssen and Nieuwenbroek (1997), Dever and Valliant
(2010) among others used weighting methods to combine information from different sur-
veys; see Kim and Park (2010) and Wu and Lu (2016) for a comprehensive overview of
the calibration estimation in survey sampling. Survey integration is another approach to
combine information of several surveys from the same target population. Hidiroglou (2001)
proposed to combine two surveys in the context of a non-nested double sampling. Merkouris
(2004, 2010) gave a rigorous treatment of the survey integration through the generalized
method of moments. Legg and Fuller (2009) and Kim and Rao (2012) developed synthetic
imputation approaches to combining two surveys.
Small area estimation is an emerging research area in survey sampling, and it addresses
the best prediction problem for small areas where auxiliary information is available outside
the sample; see Fay and Herriot (1979), Pfeffermann (2002) and Rao and Molina (2015) for
details. A multi-level model is useful for analyzing data with hierarchical structures. Torabi
and Rao (2008) proposed a two-level model approach by assuming an equal slope for the
entire population. Torabi and Rao (2014) investigated the small area estimation problem by
a sub-area-level model based on a linear regression with normal random effects. Datta and
Ghosh (1991) used a hierarchical Bayesian approach in a mixed linear model. Raghunathan
et al. (2007) discussed a hierarchical Bayesian model by an arcsine transformation for the
bounded variable. Datta and Ghosh (2012) proposed a Bayesian shrinkage method to borrow
strength for the small area estimation. Manzi et al. (2011) considered a Bayesian model to
incorporate the uncertainties of estimates from different surveys. Elliott and Davis (2005)
discussed a Bayesian approach to adjust the survey weight using a propensity score method.
For more Bayesian methods handling small area estimation problems, see Ghosh and Rao
(1994), Datta (2009) and Ghosh et al. (1998).
In this paper, we generalize the model considered by Torabi and Rao (2014) and consider
a more comprehensive application for the crop acreage estimation problem. To achieve this
goal, we first build a level-one model for each area using area-specific parameters, which
account for the heterogeneity among areas. Then, a level-two model for area parameters is
developed to borrow strength across areas. Sampling error models are also set up for both
levels to link the observed data with latent variables, such as the regression coefficients
involved in the level-one and level-two models. A novel frequentist approach is developed
to estimate parameters, and it can be generalized to multi-level models. An estimate of
the mean squared prediction error is derived through a Taylor linearization. The proposed
method is similar in spirit to a hierarchical Bayesian approach applied to the small area
estimation problem, but it uses a frequentist approach to estimate model parameters and
quantify their uncertainties. A simulation study is conducted to test the proposed method,
and it shows that estimates from the two-level model improve the direct survey ones by
incorporating auxiliary information. The two-level model is applied to estimate the state-
level planted acreage of corn, soybean, and winter wheat from 2011 to 2013, and the result
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shows that there is an about 20% efficiency gain on average compared with the direct survey
estimates.
2. THE PLANTED CROP ACREAGE ESTIMATION PROJECT
As a major industry in the USA, agriculture is a source of livelihood to millions of farmers,
and it is a vital contributor to the global food security. Timely and reliable information
about planted crop acreages and productions is very important in that it enables planners
and policy makers to propose appropriate strategies for the storage, distribution, and trade
of agricultural products. The same information also has a significant impact on farmers
through its influence on food prices and crop insurance policies. In the USA, the National
Agricultural Statistics Service (NASS) is the federal statistical agency of the US Department
of Agriculture (USDA) and is responsible for providing such information, including the
estimated planted acreages for different crops on the state level, to the public.
Official crop acreage estimates published by NASS are vetted by the Agricultural Statis-
tics Board, a group of commodity experts who review and assimilate the available survey data
and auxiliary information to produce the official estimates. NASS is interested in pursuing
model-based estimation strategies for combining information in order to provide accurate
crop acreage estimates as well as their uncertainties, and this is the main objective of this
project. The methodology we developed in this paper is one of the solutions we provide to
address such a practical problem.
In our collaboration with NASS, three sources of information about the planted crop
acreage are available. The main source is the June Area Survey (JAS), a national survey
conducted annually by NASS to obtain state-level estimates of the planted acreages for
various commodity crops. It is an area sample of about 11,000 segments (parcels of land
which average approximately 1 square mile in area) selected by a two-stage sampling design.
In the first two weeks of June, farm operators who use the land in those segments for
agricultural production are interviewed about crops they plant, and the state-level official
estimates of planted crop acreages are released later that month in the Acreage Report
(United States Department of Agriculture 2015). In addition to JAS data, we have two
sources of auxiliary information. One source comes from administrative records collected
by the USDA’s Farm Service Agency (FSA), which is responsible for the local administration
of federal farm programs. Farmers who want to participate in certain federal farm programs
will register with FSA and provide the tract-level information, including the planted crop
acreage each year. Since the participation in federal agricultural programs is voluntary, not all
farmers register with FSA, and those who produce program crops and anticipate government
subsidies are more likely to sign up. The other auxiliary information is from NASS’s cropland
data layer (CDL), a geo-reference crop-specific land cover data layer (Boryan et al. 2011).
It has a ground resolution of 30 m and is produced using satellite imageries collected during
the current growing season. The primary imagery source is the Indian Remote Sensing
IRS-P6 Advanced Wide Field Sensor (AWiFS), which is supplemented by imageries from
the Landsat 5 TM and/or Landsat 7 ETM+. Data from FSA and the USDA National Land
Cover Dataset 2001 (NLCD 2001) are used as the training and validation dataset, and a
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decision tree algorithm C5 is used for classification. The accuracies of large area row crops
are between 80 and 90%, but the ones for other crops can be much lower.
3. MODEL SETUP
Direct survey estimates can be improved by a statistical model incorporating auxiliary
information. If a model is built by treating individuals as the analysis units, it is called a
unit-level model. If a model is constructed using small areas as the analysis units, it is called
an area-level model. The unit-level model approach was first considered by Battese et al.
(1988) and extended by You and Rao (2002) who developed a pseudo-EBLUP estimator.
However, the unit-level model is not applicable when auxiliary variables are not available
at the individual level. In many practical situations including our planted crop acreage
project, auxiliary information may not be available for each individual. Even if it is available,
matching auxiliary information is often difficult or practically impossible at the individual
level. In this paper, we consider a hierarchical area-level approach. To be specific, a level-
one model is used to reflect the heterogeneity among areas, and a level-two model is used
to borrow strength across areas.
The level-one model is specified within areas, and we need to choose the area unit for
the level-one model. One choice is the county, which is a natural administrative unit. How-
ever, a preliminary analysis indicates that the number of sample units in each county is not
large enough to provide reliable results. Instead, we aggregate individual information to a
district level, which is an officially predefined grouping of neighboring counties within the
same state; more details about the districts are available in the USDA repository https://www.
nass.usda.gov/Charts_and_Maps/Crops_County/boundary_maps/indexpdf.php. At the dis-
trict level, we have more reliable JAS estimates, and there are enough districts to estimate
parameters for the level-one model. Note that each state is partitioned into several districts,
and information is available for each district. The area unit for the level-two model is chosen
to be state, which enables us to provide state-level predictors.
Let h ∈ {1, . . . , H} be the state index, H be the number of states, and i be the district
index within each state. The number of districts in state h is denoted as nh , and it ranges
from 6 to 9 for most states. Let Yhi be the true planted acreage of a specific commodity crop
in the i th district of state h, and it is the district-level quantity we are interested in. Denote
Yˆhi to be the design-unbiased estimate of Yhi from JAS, and Vˆhi to be its design-unbiased
variance estimator. Denote Xhi = (Xhi1, Xhi2)T to be the auxiliary information, where Xhi1
is the planted crop acreage estimate from FSA, X2ih is the one from CDL, and AT is the
transpose of a matrix A. We assume that Yˆhi is conditionally independent of Xhi given Yhi ,
so we treat Yˆhi as a surrogate variable for Yhi . Furthermore, we assume that the observations
for different districts are independent with each other since we do not have enough districts
to study the spatial dependence structure within each state. Our goal is to obtain the best
predictor of Yh = ∑nhi=1 Yhi for state h by combining auxiliary information.
By incorporating Xhi , we first construct a structural error model (Fay and Herriot 1979),
Yhi ∼ f1(Yhi | Xhi ; θh), (1)
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for some model f1(·) known up to a state-specific parameter θh . To borrow strength from
other states, we assume
θh ∼ f2(θh | Zh; ζ ) (2)
for some parametric model f2(·) known up to a parameter ζ , where Zh is a predefined
state-specific covariate indicating the similarity among states. Thus, model (2) is based on
groups of similar states. We treat (1) as the level-one model (within-state model) and (2) as
the level-two model (between-state model). The state-specific level-one model is helpful to
handle the heterogeneity among states, and the level-two model is used to borrow strength
from observations outside the state. The two-level model is very useful in describing the
hierarchical structure of the data. In addition to structural error models, we use the following
sampling error model to incorporate the design-unbiased estimate Yˆhi , that is,
Yˆhi ∼ g1(Yˆhi | Yhi )
for a distribution g1(·). In many cases, we can assume that Yˆhi follows from a normal
distribution with mean Yhi and variance Vˆhi .
In our particular application, the level-one model in (1) is not necessarily parametric.
Specifically, for each district, an accurate measure of total cultivated acres, denoted as Mhi ,
is available, and it is the upper bound of our planted crop acreage estimate. In order to
incorporate such information, let Y¯hi = Yhi/Mhi be the proportion of the planted crop
acreage, and the ones for FSA and CDL estimates are defined in a similar manner. Since
Y¯hi takes value from 0 to 1, we consider the following level-one model, that is,
Y¯hi = p(βh0 + βh1 X¯hi1 + βh2 X¯hi2) + ehi , (3)
where p(x) = {1 + exp(−x)}−1, E(ehi |phi ) = 0, var(ehi |phi ) = ψh phi (1 − phi ),
var(ehi |phi ) is the conditional variance of ehi given phi , ψh is a state-specific parame-
ter explaining the over-dispersion among states, and phi = p(βh0 + βh1 X¯hi1 + βh2 X¯hi2).
Berg and Fuller (2014) also considered model (3) in a single-level model approach. For the
level-two model, we use
θh ∼ N (θ (k),(k)) for h ∈ U (k), (4)
where θh = (βh0, βh1, βh2)T , N (θ ,) is a normal distribution with mean θ and covariance
, {U (k) : k = 1, . . . , K } is a prespecified partition of states based on a certain criterion,
which serves to group similar states together, and K is the number of groups. This normal
assumption for the level-two model is often used in practice. Note that we do not specify a
level-two model for the variance parameter φh . The sampling error model for Yˆhi is
ˆ¯Yhi = Y¯hi + uhi , uhi ∼ N (0, vˆhi ), (5)
where vˆhi = Vˆhi/M2hi .
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Table 1. Probabilistic structure for the two-level model.
Model Data Parameter Latent variable
Level-one Yˆh = (Yˆh1, . . . , Yˆhnh ) θh Yh = (Yh1, . . . , Yhnh )
Level-two θˆ = (θˆ1, . . . , θˆ H ) ζ θ = (θ1, . . . , θ H )
4. PARAMETER ESTIMATION
We now discuss the parameter estimation procedure for the proposed two-level model.
The estimation procedure is carried out for each state group independently, and we omit
Zh explicitly without loss of generality. Note that there are two types of parameters, that
is, θh in the level-one model and ζ in the level-two model. The true planted crop acreage
Yh = (Yh1, . . . , Yhnh )T is regarded as the latent variable for the level-one model, and θh is
the latent variable for the level-two model.
In each level, there are three components, that is, observed data, parameter, and latent
variables, and Table 1 presents a summary of the probabilistic structure of these three
components. For each level, there are two models involved: one is the structural error model
f (latent | parameter), and the other is the sampling error model g(data | latent), which is
assumed to be known.
For the case where a distribution is assumed for the structural error model f (latent |
parameter), the prediction model for the latent variable is
p(y | yˆ; θ) = f (y | θ)g(yˆ | y)∫ f (y | θ)g(yˆ | y)dy , (6)
where p(y | yˆ; θ) is the density function of y given yˆ with θ being the parameter and
yˆ, y, and θ denote data, latent variable, and parameter, respectively. Thus, we can use the
following learning algorithm to estimate parameters for each level. That is,
Step 1 Summarization Obtain the sampling error model for observations of latent
variables.
Step 2 Combination Find a prediction model for latent variables by combining the
sampling error model and the structural error model, and Bayes formula is used as
in (6).
Step 3 Learning Estimate the parameters.
The proposed estimation procedure can be called a two-level learning algorithm since the
learning algorithm will be separately applied at each level.
In the level-one model, we treat θh to be fixed and obtain the best predictor of θh using
the proposed learning algorithm. To be more specific, the sampling distribution of the survey
estimates Yˆh = (Yˆh1, . . . , Yˆhnh )T is set to be g1(Yˆh | Yh), and the prediction model for Yhi
is given by
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p(Yhi | Xhi , Yˆhi ; θh) = f1(Yhi | Xhi ; θh)g1(Yˆhi | Yhi )∫ f1(Yhi | Xhi ; θh)g1(Yˆhi | Yhi )dYhi
. (7)
If f1(Yhi | Xhi ; θh) is a normal distribution with mean XThiβh and variance σ 2hi , and g1(Yˆhi |
Yhi ) is also a normal distribution with mean Yhi and variance Vˆhi , model (7) reduces to
Yhi | (Xhi , Yˆhi , θh) ∼ N
[
chi Yˆhi + (1 − chi )XThiβh, chi Vˆhi
]
,
where chi = σ 2hi/(Vˆhi +σ 2hi ). In the learning step, the following EM algorithm can be used.
1. E-step: Given the current estimate θ (t)h , find the conditional distribution of Yh given
(Xh, Yˆh), where Xh contains the auxiliary information for state h. That is,
p(Yh | Xh, Yˆh; θ (t)h ) =
f1(Yh | Xh; θ (t)h )g1(Yˆh | Yh)
∫ f1(Yh | Xh; θ (t)h )g1(Yˆh | Yh)dYh
.
2. M-step: Update the estimate of θh by solving
E{S1(θh) | Xh, Yˆh; θ (t)h } = 0,
where S1(θh) = ∂ log f1(Yh | Xh; θh)/∂θh is the complete-sample score function
of θh .
3. Repeat E-step and M-step until convergence.
In order to guarantee the convergence property of the EM algorithm, certain restrictions on
f1(Yh | Xh; θh) and g1(Yˆh | Yh) should be satisfied (Wu 1983). Once θˆh is obtained from
the above EM algorithm, we also need to obtain the covariance matrix of θˆh , denoted as
Vˆ h , and it can be derived using the Louis formula (Louis 1982), that is,
Iobs(θh) = E{Icom(θh) | Xh, Yˆh; θh}
+ E{S1(θh)⊗2 | Xh, Yˆh; θh} −
[
E{S1(θh) | Xh, Yˆh; θh}
]⊗2
,
where Icom(θh) = −∂S1(θh)/∂θTh and A⊗2 = AAT . There are several ways to obtain
Iobs(θh); see Kim and Shao (2013) for details.
However, for the case where no parametric model is assumed for the structural error
model f (latent | parameter), the EM algorithm cannot be used in the learning step. Specific
for the NASS project, by combining (3) with (5), we have
ˆ¯Yhi = p(βh0 + βh1 X¯hi1 + βh2 X¯hi2) + ehi + uhi ,
where E(ehi + uhi ) = 0, var(ehi + uhi | phi ) = ψh phi (1 − phi ) + vˆhi , and recall that
vˆhi = Vˆhi/M2hi . We can use a quasi-likelihood method to estimate θh and ψh ; see “Appendix
A” in the Supplementary Material for details.
For the parameter estimation with respect to the level-two model, use the following
learning algorithm.
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Step 1 Summarization: Assume the sampling error model to be
θˆh | θh ∼ N (θh, Vˆ h), (8)
where θˆh and Vˆ h are obtained from the learning algorithm for the level-one
model. This is a commonly used assumption in practice.
Step 2 Combination The prediction model for θh is
p(θh | θˆh; ζ ) = f2(θh; ζ )g2(θˆh | θh)∫ f2(θh; ζ )g2(θˆh | θh)dθh
, (9)
where g2(θˆh | θh) is the normal distribution shown in (8).
Step 3 Learning: The parameter is estimated using the EM algorithm as we assume a
normal distribution for f2(θh; ζ ). That is,
ζˆ
(t+1) = arg max
ζ∈Z
Q(ζ | ζˆ (t)),
where Z is the feasible region for ζ , and Q(ζ | ζˆ (t)) = ∑Hh=1 E{log f2(θh; ζ ) |
θˆh; ζˆ (t)}.
Based on the model assumptions, we have
θh | (θˆh, ζ ) ∼ N
(
θ∗h, V ∗h
)
with θˆ
∗
h =
(
Vˆ−1h + −1
)−1 (
Vˆ−1h θˆh + −1θ
)
and V ∗h =
(
Vˆ−1h + −1
)−1
. The conver-
gence of {ζ (t)} is guaranteed since it can be shown that Q(ζ | ζˆ ) has finite stationary points,
and f2(θh; ζ ) belongs to the exponential family (Wu 1983).
Figure 1 shows a graphical summary for the two-level learning algorithm using a directed
acyclic graph. The nodes in the bottom part (Yˆhi , Xhi , Zh) are the actual observations, and
the ones in the upper part (Yhi , θh) are latent variables that we want to predict. The latent
variables are used to combine the observed information through statistical models. By the
learning procedure with respect to the level-one model, we can estimate θˆ h and its covariance
estimate Vˆ h . Once they are obtained, we can use them in the summarization step of learning
procedure for the level-two model and apply the EM algorithm to estimate ζ . When all
parameters are estimated, we can get the best predictors, which will be discussed in the next
section.
5. PREDICTION
Once the parameters are estimated, we can obtain the best predictor of Yh = ∑i Yhi .
Under the model setup in Sect. 3, given θh , the best predictor of Yhi is
Y˜ ∗hi (θh) = E(Yhi | Xhi , Yˆhi ; θh), (10)
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Figure 1. Two-level learning
algorithm.
Yˆhi
Yhi
Xhi
θˆh
Zh
θh ζˆM-step
E-step
where the conditional expectation is taken with respect to the prediction model in (7). Since
the conditional expectation in (10) involving a latent variable θh , we use
Y˜ ∗∗hi = E{E(Yhi | Xhi , Yˆhi ; θh) | θˆh; ζ },
where the first conditional expectation is with respect to the second-level prediction model
in (9). Thus, the best predictor of Yhi under the two-level model and mean squared error
loss is
Yˆ ∗∗hi = E{E(Yhi | Xhi , Yˆhi ; θh) | θˆh; ζˆ }.
Because θˆ
∗
h is used in (10) in place of θˆh , the state-level prediction Yˆ ∗∗h =
∑
i Yˆ
∗∗
hi borrows
strength from observations outside states h.
Specific for the logistic model (3) with a normal distribution assumption for the level-two
model (4), the best predictor of Y¯hi is
ˆ¯Y ∗hi = cˆhi ˆ¯Yhi + (1 − cˆhi ) pˆ∗hi , (11)
where pˆ∗hi = p(βˆ∗h0 + βˆ∗h1 X¯hi1 + βˆ∗h2 X¯hi2) and cˆhi = [ψˆh pˆ∗hi (1 − pˆ∗hi )]/[vˆhi + ψˆh pˆ∗hi (1 −
pˆ∗hi )]. Thus, Yˆ ∗h =
∑mh
i=1 Mhi
ˆ¯Y ∗hi is the best predictor of Yh .
The mean squared prediction error of Yˆ ∗h is used to assess the uncertainty of this best
predictor, and it is defined by
MSPE(Yˆ ∗h ) = E
{(
Yˆ ∗h − Yh
)2
}
,
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where the expectation is taken conditional on the observations. A detailed estimation proce-
dure for the mean squared prediction error is given in “Appendix B” in the Supplementary
Material.
Remark. By resembling a real case study, Ghosh and Rao (1994) conducted a simulation
to compare different small area estimates. Instead of our multi-level model, Torabi and Rao
(2014) considered a sub-area-level model, and a simulation study is used to test its perfor-
mance. The proposed two-level model differs from the sub-area-level model considered by
Torabi and Rao (2014) in the following aspects. Instead of specifying the regression param-
eter to be the same for different areas and using an area random effect model, we build a
level-two model for all parameters in the level-one model such that we can characterize
the heterogeneity among the coefficient parameters. By resembling the NASS planted crop
acreage estimation project, a simulation study is carried out to test the performance of the
proposed two-level model, and it shows that the proposed estimation procedure works well,
and the two-level model can be used to improve the estimates by incorporating auxiliary
information; see “Appendix C” in the Supplementary Material for details. Since the estimate
of the mean squared prediction error is based on asymptotic results, there may exist some
numerical issues when the sample size is small.
6. APPLICATION TO NASS PROJECT
In this section, we apply the two-level model to improve the planted crop acreage estimate
by combining information from the JAS, FSA, and CDL. The datasets for districts, FSA and
CDL, are available in the USDA repositories https://www.nass.usda.gov/Charts_and_Maps/
Crops_County/boundary_maps/indexpdf.php, https://www.fsa.usda.gov/news-room/efoia/
electronic-reading-room/frequently-requested-information/crop-acreage-data/ and https://
www.nass.usda.gov/Research_and_Science/Cropland/Release/, respectively. State- and
district-level direct estimates obtained from the June Area Survey are not publicly avail-
able in conformance with NASS disclosure guidelines, but a surrogate can be obtained by
contacting the authors.
For the NASS planted crop acreage estimation project, we classify states into two crop-
specific groups, that is, a “major” group and a “minor” group. A state is classified to the
“major” group of a commodity crop if the median of district-level planted crop acreages is
greater than 150,000 acres, and CDL classified acreages are used to make this determination.
Otherwise, the state is in the “minor” group. For a specific crop, let Zh = 1 if state h belongs
to the “major” group, and Zh = 0 otherwise. Then, Zh is a predefined covariate in model
(2), and it determines the sets U (1) and U (2) in model (4). Since the group is crop specific,
it is possible for a state to be classified to the “major” group with respect to one commodity
(e.g., corn) and being classified to the “minor” group of another (e.g., winter wheat).
We use (3) as the level-one model, (4) as the level-two model, and (5) and (8)
as the sampling error models. Since the collinearity between the FSA and CDL esti-
mates may cause numerical issues, we also apply the proposed model by using FSA or
CDL as the single covariate. Before making inference, we check the assumption made
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Figure 2. Relationship between the normalized residuals and the fitted values from the level-one model for
soybeans in 2013. The result on the left panel is for ‘major’ crop states, and the one on the right panel for ‘minor’
crop states.
for the error term in the level-one model based on the normalized residuals eˆhi =
( ˆ¯Yhi − pˆhi )/
√
vˆhi + ψˆh pˆhi (1 − pˆhi ), where pˆhi = p(βˆh0 + βˆh1 X¯hi1 + βˆh2 X¯hi2), βˆh0,
βˆh1, βˆh2, and ψˆh are the estimators by the learning algorithm for the level-one model. Fig-
ure 2 shows the relationship between eˆhi and pˆhi for the soybeans in 2013. No obvious trend
or pattern is apparent, and the variance can be regarded as constant. Thus, the assumptions
made in the level-one model are valid. Similar results hold for other cases.
Different estimates are compared by averaging the relative efficiencies on the state level.
That is,
ARE = 1
H
H∑
h=1
MSPE(Yˆ ∗h )
∑nh
i=1 Vˆhi
,
where
∑nh
i=1 Vˆhi is the variance of Yˆh =
∑nh
i=1 Yˆhi according to the independence assumption
for Yˆh . Table 2 shows the results of the average relative efficiencies for corn, soybean, and
winter wheat, which are three major row crops in the USA. The estimates by the proposed
two-level model are more efficient than direct survey estimates for all cases in the sense that
the average relative efficiencies are smaller than 1. The estimates using both FSA and CDL
as covariates have smaller estimated mean square prediction errors on average than the ones
using a single covariate, but there may exist some numerical issues due to the collinearity
problem. On general, there is about 20% improvement in efficiency by using the proposed
two-level model compared with the direct survey estimate.
Figure 3 demonstrates a comparison among different estimates of the planted crop acreage
for states in the “major” group of soybeans in 2013. For each state, we present six estimates:
JAS, FSA, CDL, and three estimators by the proposed two-level model using both FSA and
CDL as covariates, FSA as the single covariate and CDL as the single covariate, respectively.
The 1.96 standard errors (square roots of the estimated mean squared prediction error) are
also shown for the JAS estimate and the ones by the proposed two-level model, and the
corresponding interval can be used to approximate the 95% confidence interval based on
186 J. K. Kim et al.
Table 2. Summaries of the average relative efficiencies for different estimation methods.
Year Crop Group Both FSA CDL
2011 Corn Major 0.73 0.76 0.79
Minor 0.64 0.72 0.72
Soybeans Major 0.76 0.75 0.80
Minor 0.71 0.72 0.73
Winter Wheat Major 0.62 0.79 0.74
Minor 0.75 0.82 0.83
2012 Corn Major 0.77 0.82 0.79
Minor 0.68 0.75 0.77
Soybeans Major 0.79 0.86 0.87
Minor N.A.a 0.72 0.64
Winter Wheat Major 0.74 0.80 0.80
Minor 0.63 0.70 0.69
2013 Corn Major 0.74 0.78 0.81
Minor 0.56 0.68 0.68
Soybeans Major 0.64 0.71 0.74
Minor 0.57 0.62 0.67
Winter Wheat Major N.A.a 0.74 0.84
Minor 0.50 0.66 0.69
Both shows the results by using both FSA and CDL in the proposed two-level model, “FSA” the ones using only
FSA as the single covariate, and “CDL” the ones using CDL as the single covariate.
aThe two-level model encounters numerical problems due to the collinearity between the FSA and CDL estimates
within some states. Thus, no result is available in this case.
the asymptotic normality. The estimates by the proposed two-level model are more efficient
than the direct survey estimate since the estimated mean squared prediction error is smaller
than the variance of JAS estimate. Besides, the estimated mean squared prediction error of
the estimates by using both FSA and CDL as covariates is similar or smaller than the ones
by using a single covariate for most states.
7. CONCLUDING REMARKS
We consider a hierarchical area-level approach for a small area estimation problem by
combining information from three sources. A two-level model is developed to characterize
the state-specific heterogeneity as well as to borrow information from other states. To esti-
mate parameters in the two-level model, we propose a frequentist learning algorithm, and
it can be naturally extended for general multi-level models. If the distribution assumption
is made for the level-one model, a Bayesian method can also be applied. The proposed
two-level model is applied to estimate the state-level planted crop acreages for the NASS
project, and it shows improvement over the direct survey estimates since the estimated mean
squared prediction error is smaller than the design variance on general.
The proposed method is based on the Fay–Herriot model approach. Instead of a Fay–
Herriot model approach, one can also consider a measurement error model approach, where
the structural model is made to regress (Xhi , Yˆhi ) on Yhi (Kim et al. 2015). Extension of
the proposed method to two-level measurement error model approach will be a topic of
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Figure 3. State-level estimates of the planted crop acreage of the 2013 soybeans for the “major” crop group. For
each state, we compare six estimates, including FSA, CDL, JAS and the ones by the proposed two-level model
using both FSA and CDL as covariate (TL_Both), FSA as the single covariate (TL_FSA) and CDL as the single
covariate (TL_CDL). The vertical line shows the 1.96 standard errors for JAS, and 1.96 square roots of mean
squared prediction error for the estimates by the two-level model.
future research. We did not consider the spatial dependence structure of the observations
among different districts in the same state due to the limited information. For the case where
there are enough district-level observations for each state, we could either use a parametric
spatial model (Cressie 2015) or a nonparametric one (Lahiri and Zhu 2006) to improve the
level-one model, and this could be another research topic in the future.
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