Definitions and terminology
All input graphs are simple, connected, unweighted and undirected. A walk W is a sequence of vertices where each consecutive pair of vertices is connected by an edge. If the first and last vertex of W are the same we say that W is cyclic. If all vertices in W are unique we say that the walk is a path. If W has at least 3 vertices and all vertices of W are unique, but the first and last vertex are the same, W is a cycle. The length of a walk is the number of edges in it. The number of edges in the shortest path between two vertices u and v in a graph G is denoted d G (u, v) and is called the distance between u and v. When the graph is not specified we implicitly mean distance in G and will write d (u, v (u, v) . Notice that an isometric subgraph is an induced subgraph.
A useful auxiliary graph
In this section we are going to concentrate upon an auxiliary graph that we can use to test whether a given graph G has an isometric cycle of length exactly k. We will assume that k ≥ 3. Using G we build an new graph G k . The set of vertices of G k is the set of ordered pairs {(u, v) ∈ V : d(u, v) = k/2 } and there is an edge between (u, v) and (w, x) in G k if (u, w) ∈ E(G) and (v, x) ∈ E(G). In order to use G k we must say something about the relationship between distances in G and distances in G k . 
which insures equality and completes the proof.
Lemma 2.3 If k is even and the distance between
, u} is a cyclic walk of length k. By definition of a walk, W is also a subgraph in G. In order to obtain a contradiction let us assume that there is a pair of vertices a and
. Now, let x be a vertex in W so that either (a, x) or (x, a) is in P . As a and x are on opposite sides of the cyclic walk W , there is a walk of length k/2 from a to x going through
for every a and b in V (W ), meaning that W is an isometric cycle of length k.
Together the lemmas above yield an equivalence.
Corollary 2.4 If k is even, there is an isometric cycle of length k in G going through u and v if and only if the distance between
(u, v) and (v, u) is k/2 in G k .
Corollary 2.5 If k is even, there is an isometric cycle of length k in G if and only if there is a pair of vertices, u and v, with
d G k [(u, v), (v, u)] = k/2.
Now we have an analogous result for odd
Using this set, we can show the following.
Lemma 2.6 If k is odd and there is an isometric cycle of length k in G, going through u and v, the distance between (u, v) and a vertex
Again we can see that there is an edge between each consecutive pair of vertices, and that (c k/2 +1 , c k ) must be in M k (v, u), because c k/2 +1 actually is v and there is an edge between c k and c 1 in G. The given path assures us that
and ensures equality.
Lemma 2.7 If k is odd and the distance in
We can always find such a vertex by starting at a and walking k/2 steps along W either clockwise or counterclockwise. The direction to walk in is the one that makes us visit b on the way to z. But we assumed that
. This can only mean that W is an isometric cycle.
Corollary 2.8 If k is odd, there is an isometric cycle of length k in G going through u and v if and only if the distance in
G k between (u, v) and a vertex (v, x) in M k (v, u) is k/2 .
Corollary 2.9 If k is odd, there is an isometric cycle of length k in G if and only if there are vertices u, v and x so that
In order to simplify notation, and to be able to treat k odd and k even as one case, for a (u, v) ∈ V (G k ) we define the set M k (u, v) to be (u, v) if k is even and M k (u, v) if k is odd. Now we are able to summarize the above section in one result.
Lemma 2.10 G has an isometric cycle of length k if and only if there are vertices u and v and x
Proof. If k is even the result is equivalent to Corollary 2.5, in the odd case it is the same as Corollary 2.9.
Algorithm and complexity analysis
It should be clear how one can use G k to check whether G has an isometric cycle of length k. We use a straightforward approach -For a given k, compute G k , and find out whether there is a pair of vertices (u, v) and
If such a pair exists we have a cycle of length k, if not -we don't. Now we do this for every k between 3 and n, and this way we find the longest isometric cycle. We observe that Lemma 2.1 
Theorem 3.2 Given a graph G, Algorithm 3.1 computes the length of the longest isometric cycle of G
Proof. If G is a tree it has no cycles the algorithm correctly returns 0. If it has a cycle, it must have an isometric cycle of length at least 3 and at most n. Assume the longest isometric cycle of G has length k . Then Theorem 2.10 states that G k must have a pair of vertices (u, v) 
so the variable ans will be set to k in the iteration of the outer loop that has k = k . For all iterations after this, e.g. with k > k , the same theorem states that there cannot be any vertices (u, v) and (v, x) that satisfy the above conditions. This ensures that the command ans := k will not be executed. Thus the algorithm terminates with the value of ans equal to k -the length of Gs longest isometric cycle. Now that we have proven the correctness of Algorithm 3.1 we can move on to analyzing its time complexity and discussing some of the implementation details. As the algorithm is fairly straightforward, the complexity analysis also is quite simple. We can compute the distance matrix and find out whether G is acyclic using naive algorithms in O(n 3 ) time. Having pre-computed the distance matrix of G, we now can make queries about the distance between two vertices in G in constant time. Using this we see that V k is computed in O(n 2 ) time for a given k. Now we observe that E k is computed in |V k | 2 time. At this point, we arrive at the spot where we have to compute G k/2 k . The fastest known way to do that is to use the folklore algorithm for computing graph powers; To compute G x we write x in base 2 and let d i+1 be the i'th digit in this string counting from right to left. Now we find G 2 k for 2 k ≤ x and compute the matrix product
log(x) i=0
A i where and the distance matrix of G, we can perform all the tests in the following if-sentence in O(1) time. Note that we do not actually compute the set M k (v, u), we only test whether (v, x) satisfies the conditions to be in the set. To conclude the analysis we just need to summarize the discussion above and make a couple observations.
By summing over all even and all odd k's we obtain
Theorem 3.4 If n α is the time needed to multiply two n by n binary matrices and α ≥ 2, Algorithm 3.1 terminates in O(n 2α log(n)) steps.
Proof. Let T be the total number of steps performed by the algorithm. By the discussion above, we see that
] By rearranging our terms and summing the terms not dependant on k 
Conclusion
A way to view isometric subgraphs is as a generalization of induced subgraphs. While finding the longest induced cycle in a graph is hard [2] , we have seen that finding the longest isometric cycle is easy. Finding the longest isometric path is trivial, as any isometric path must be a shortest path and vice versa. This might lead us to believe that finding out whether a graph G contains a given graph H as an isometric subgraph also might be solvable in polynomial time. However, letting H be the complete graph on k vertices for a given k yields a direct reduction from Clique and proves the problem NP-hard. Actually the problem is NP-complete even if we demand that H is a star. To see this, consider the following reduction from Independent Set. For a given graph G construct G by adding a universal vertex u and connecting u to all vertices of G. It is now easy to see that G has an isometric star on k edges if and only if G has an independent set of size k.
