The notion of noncontextuality pertains to sets of properties measured one subset at a time, with different subsets (contexts) generally overlapping. A noncontextual description of a system is such that measurement outcomes of any one property in different contexts are perfectly correlated (equal to each other with probability 1). Here we extend this notion to include so-called inconsistentlyconnected systems, for which the measurement outcomes of a given property in different contexts may have different distributions, due to contextual biases in experimental design or physical interactions (signaling). The extended notion, maximal noncontextuality, merely requires the outcomes in different contexts to be maximally correlated (equal to each other with maximal probability) given their different distributions in different contexts. We derive necessary and sufficient conditions for maximal noncontextuality within a broad class of quantum-mechanical systems including KlyachkoCan-Binicioğlu-Shumvosky-type (KCBS), EPR-Bell-type, and Leggett-Garg-type systems. Because these conditions allow for inconsistent connectedness, they are applicable to real experiments with measurement errors and interactions. We illustrate this by analyzing an experiment by Lapkiewicz and colleagues aimed at testing contextuality in a KCBS-type system.
Contextuality is arguably the most remarkable property of Quantum Mechanics (QM): the outcome of a measurement of a physical property q seems to depend on the choice of properties q , q , . . . co-measured with q. The set of comeasured properties q, q , q , . . . forms a measurement context for each of its members. This is the root of the word contextuality [1] . Traditionally, contextuality is translated into the following probabilisitic statement [2] [3] [4] : if (the measurement of) each property q in a contextual QM system is represented by a random variable R q , then the random variables representing all properties involved in the system do not have a joint distribution.
We use here a different formulation, which, although formally equivalent, lends itself to more productive development [5] [6] [7] [8] [9] [10] . First, we label all random variables representing physical properties contextually: this means that one and the same property q is represented by different random variables R c q depending on the measurement context c = {q, q , q , . . .}. We say that the system has a noncontextual description if there exists a joint distribution of all these random variables in which any two of them, R c1 q and R c2 q , are perfectly correlated (equal with probability 1) as they represent the same property q in different contexts c 1 = {q, q 1 , q 1 , . . .} and c 2 = {q, q 2 , q 2 , . . .}. If no such description exists we say that the system is contextual. Note that the existence of a joint distribution of several random variables is equivalent to the possibility of presenting them as measurable functions of one and the same, "hidden" variable λ [2, 3, 5, 11] . * To whom correspondence should be addressed. E-mail: jvk@iki.fi † E-mail: ehtibar@purdue.edu ‡ E-mail: jan-ake.larsson@liu.se
The formulations just given apply to systems in which the random variables R c1 q , R c2 q , . . . representing a given property q in different contexts always have the same distribution. We call such systems consistently connected, because we call the set of all such variables R c1 q , R c2 q , . . . for a given q a connection. If q and other properties in the contexts containing q are space-time separated, consistent connectedness coincides with the no-signaling condition [12] . The central aim of this paper is to generalize the notion of contextuality to include the cases of inconsistent-connectedness where the measurement outcomes of a given property may have different distributions in different contexts. The distributions of R c1 q , R c2 q , . . . in a connection may be different in different contexts c 1 , c 2 , . . . due to a contextually biased measurement design or due to physical interactions ("signaling") between q and choice of context. The necessary and sufficient conditions for contextuality we derive below are formulated for inconsistently connected systems, treating consistent connectedness as a special case. This makes them applicable to real experimental data, subject to errors and unaccounted-for interactions. For example, the experiment in Ref. [20] aimed at testing the Klyachko-Can-Binicioğlu-Shumvosky (KCBS) [21] inequality does show inconsistent connectedness, so that a sophisticated work-around is needed to provide a proper test (see Refs. [22, 23] ). Below, we apply our extended notion to the same data to show, with no work-arounds, that maximal noncontextuality is indeed ruled out by the experiment even though inconsistent connectedness is present . Another example is Leggett-Garg (LG) systems [17] , where our approach allows for the possibility that later measurements may be affected by previous ones ("signaling in time," [18, 19] ). And finally, in EPR-Bell-type systems [13, 14] our approach allows for the possibility that Alice's measure-ments are affected by Bob's settings [15] , say when experiments are time-like separated; and even with space-like separated particles, there may be systematic errors that result in statistically different distributions for different settings [16] . Our extended notion will be useful in experiments that aim to test any of these three, be it noncontextuality, noninvasive measurements, or locality.
Earlier treatments of experimental error.-In the Kochen-Specker theorem [1] or its variants [24, 25] , contexts are chosen so that each property enters in more than one context, and in each context, according to QM, one and only one of the measurements must have a nonzero value. The proof of contextuality, using the language of this paper, consists in showing that the variables R c q cannot be jointly assigned values consistent with this constraint so that two variables representing the same property q are assigned the same value. An experimental test of contextuality following such a theorem simply consists in showing that the observables it specifies can be measured in the contexts it specifies, and that the QM constraint in question is satisfied in each context.
To accommodate experimental errors in Kochen-Speckertype systems, there has been a more recent move towards inequalities giving necessary conditions for noncontextuality. The first minimal-dimension (a single spin-1 system) noncontextuality inequalities translating the value assignment proofs into probabilistic statements were presented in two parallel papers [5, 26] ; these are sometimes called Kochen-Specker inequalities. The inequalities that do not use value-assignment requirements but only the assumption of noncontextuality are known as noncontextuality inequalities, see, e.g., Refs. [21, 27, 28] . Bell inequalities [3, 13, 14, 29, 30] and LG inequalities [2, 17] are also established through noncontextuality [31] , motivated by specific physical requirements on the system (locality and noninvasive measurement, resp.).
Moving from value assignment considerations to inequalities does allow one to more readily accommodate experimental errors, but it does not resolve the problem of defining and determining contextuality under inconsistent connectedness, if the random variable R c1 q representing q in context c 1 is distributed differently from R c2 q for the same q in context c 2 . An extension of the notion of noncontextuality that allows for inconsistent connectedness was suggested in Refs. [5, 32] , but the error probability proposed in those papers as a measure of change in a random variable cannot be measured experimentally. The suggestion in both Refs. [5, 32] is to estimate the accuracy of the measurement and from that argue for a particular value of the error probability. For example, Ref. [32] uses the quantum description of the system for the estimate (quantum tomography), but there is no clear reason why or how the quantum error model would be related to that of the proposed noncontextual description. A noncontextuality test should not mix the two descriptions, as it attempts to show their fundamental differences.
In this paper we generalize the definition of contextuality in a different manner, to allow for inconsistent connectedness while only using directly measurable quantities.
We derive a criterion (necessary and sufficient condition) of (non)contextuality in a broad class of systems that includes as special cases the systems that have been intensively studied in the recent literature on contextuality: KCBS, EPRBell, and LG systems [21, 33, 34] , with their inconsistently connected versions [35, 36] .
Basic Concepts and Definitions.-We begin by formalizing the notation and terminology. Consider a finite set of distinct physical properties Q = {q 1 , . . . , q n }. These properties are measured in subsets of Q called contexts, c 1 , . . . , c m . Let C denote the set of all contexts, and C q the set of all contexts containing a given property q. Without loss of generality, we can assume that each property q is measured in at least two different contexts c, c .
The result of measuring property q in context c is a random variable R [9, 10] . The set of random variables representing the same property q in different contexts is called a connection (for q). So the connections are sets R c q : c ∈ C q , whose elements are pairwise stochastically unrelated. If all random variables within each connection are identically distributed, the system is called consistently connected ; if it is not necessarily so, it is inconsistently connected.
The set Q of all properties together with the set C of all contexts and the set {R c : c ∈ C} of all sets of random variables representing contexts is referred to as a system. The systems considered in this paper are finite in the following two meanings: the set of properties q is finite (whence the set of contexts c is finite too), and each random variable has a finite number of possible values (e.g., spin measurement outcomes). Some relaxations of these constraints are straightforward, but some are not: the finiteness constraints therefore should be viewed as essential for the subsequent theory.
We introduce next the notion of a (probabilistic) coupling of (or for) all the random variables R c q in our system. Intuitively, this is simply a joint distribution imposed, or "forced" on all of them (recall that they include stochastically unrelated variables from different contexts). Formally, a coupling is any jointly distributed set of random variables S = S c q : q ∈ c ∈ C such that, for every c ∈ C, S c q : q ∈ c ∼ R c q : q ∈ c , where ∼ stands for "has the same (joint) distribution as." More generally [37] , one can speak of a coupling for any subset of the random variables R c q . Thus, fixing a property q, for a connection R c q : c ∈ C q a coupling is any jointly distributed X The traditional understanding of noncontextuality, if ex-pressed in the language of this paper, is to consider a system noncontextual if there is a coupling S of the random variables R c q , such that for every property q the random variables S c q : c ∈ C q in S are perfectly correlated (equal to each other with probability 1). This means that for every possible coupling S of the random variables R c q and every property q we consider the marginal S c q : c ∈ C q corresponding to the connection R c q : c ∈ C q , and we compute
If there exists a coupling S for which this probability equals 1 for all q, this S provides a noncontextual description for our system. Otherwise, if in every possible coupling S the probability in question is less than 1 for some property q, the system is considered contextual.
This understanding, however, only applies to consistently connected systems. As mentioned in the introduction, a system may not be consistently connected due to systematic biases or interactions (such as "signaling in time" in LG systems). If for some q and some contexts c, c ∈ C q , the distribution of R There would be nothing wrong if one chose to say that any inconsistently-connected system is contextual, but contextuality due to systematic measurement errors or signaling is clearly a special, trivial kind of contextuality. One should be interested in whether the system exhibits any contextuality that is not reducible to (or explainable by) the factors that make distributions of random variables within a connection different. For systems in general therefore we propose a different definition. Definition 1. A system is said to have a maximally noncontextual description if there is a coupling S of the random variables R c q , such that for any q the random variables S c q : c ∈ C q in S are equal to each other with the maximum probability allowed by the individual distributions of R c q .
To explain, consider first a connection R c q : c ∈ C q in isolation, and let X c q : c ∈ C q be its coupling. Among all such couplings there must be maximal ones, those in which the probability that all variables in X c q : c ∈ C q are equal to each other is maximal possible, given the distributions of X 
with this expectation is maximal. Now take every possible coupling S of all our random variables R c q , consider the marginals S c q : c ∈ C q corresponding to connections R c q : c ∈ C q , and for each of these marginals compute the probability (1). If there is a coupling S in which this probability equals its maximal possible value for every q, this S provides a maximally noncontextual description for our system. For consistently connected systems Definition 1 reduces to the traditional understanding: the maximal probability with which all variables in X c q : c ∈ C q can be equal to each other is 1 if all these variables are identically distributed. Thus, in the case with two dichotomic variables R 
Cyclic systems of dichotomic random variables.-We focus now on systems with the following properties: (S1) each context consists of precisely two distinct properties; (S2) each property belongs to precisely two distinct contexts; and (S3) each random variable representing a property is dichotomic (±1). As shown in Lemma A1 (Appendix), a set of properties satisfying S1-S2 can be arranged into one or more distinct cycles q 1 → q 2 → . . . → q k → q 1 , in which any two successive properties form a context. Without loss of generality we will assume that we deal with a single-cycle arrangement q 1 → q 2 → . . . → q n → q 1 of all the properties {q 1 , . . . , q n } in the system. The number n in such a system is referred to as the rank of the system.
A schematic representation of a cyclic system is shown in Figure 1 . The LG paradigm exemplifies a cyclic system of rank n = 3, on labeling the observables q 1 , q 2 , q 3 being measured chronologically. The contexts {q 1 , q 2 } , {q 2 , q 3 } , {q 3 , q 1 } here are represented by, respectively, pairs R are connections representing q 1 , q 2 , q 3 , respectively. The EPRBell paradigm exemplifies a cyclic system of rank n = 4, on labeling the observables q 1 , q 3 for Alice and q 2 , q 4 for Bob. Cyclic systems of rank n = 5 are exemplified by the KCBS paradigm, on labeling the vertices of the KCBS pentagram by q 1 → q 2 → q 3 → q 4 → q 5 . For instance, the context {q 2 , q 3 } is represented by R are connections for, respectively q 2 and q 3 . Contextuality Criterion.-For any n, and any x 1 , . . . , x n ∈ R, we define the function
Here, the maximum is taken over all combinations of ±1 coefficients ι 1 , . . . , ι n containing odd numbers of −1's. The following is the main theorem of this paper.
Theorem 2. A cyclic system of rank n > 1 with dichotomic random variables (see Figure 1 ) has a maximally noncontextual description if and only if , then all these maximal values equal 1. By Corollary A10, the criterion (3) then reduces to the formula
well-known for n = 3 (the LG inequality in the form derived in Ref. [2] ) and for n = 4 (CHSH inequalities [29] ). For n = 5, (4) contains the KCBS inequality (which by Corollary A.11 is not only necessary but also sufficient for the existence of a noncontextual description). Finally, for any even n ≥ 4, inequality (4) contains the chained Bell inequalities studied in Refs. [39, 40] . It is known that for n > 4 the chained Bell inequalities are not criteria, the latter requiring many more inequalities [41] [42] [43] [44] . For inconsistently connected systems, some of the terms
in (3) may be nonzero. Thus, in an LG system (n = 3), if inconsistency is due to "signaling in time" [18, 19] , these may include R 1 may be nonzero due to contextual biases in design, if something in the experimental procedure of measuring q 1 is different depending on whether the next measurement is going to be of q 2 or q 3 .
Conclusion.-A criterion for maximal noncontextuality derived in this paper for a broad class of QM systems is of interest not only for its generality. It has practical value for experimentation. Our analysis treats experimental errors as part of a system. A "system" is not just a system of properties being measured, but also a system of measurement procedures being used, with possible contextual biases and unaccounted-for interactions. Our analysis opens the possibility of studying contextuality without attempting to eliminate these first, whether by statistical analysis or by improved experimental procedure.
Consider, e.g., the data from the KCBS experiment of Ref. [20] . The target inequality here is (4) for n = 5, predicated on the assumption of consistent connectedness, R can also be statistically challenged for i = 4: using the same t-test as above, the difference between R 4 4 = .122(4) and R 3 4 = .142(4) is significant at 1%. We see that the traditional approach adopted in Ref. [20] encounters considerable experimental and analytic difficulties due to the necessity of avoiding inconsistent connectedness.
Using our notion of maximal noncontextuality allows one to analyze the data directly as found in the measurement record. It is convenient to do this is by using the inequality
5) which, by Corollary A9, follows from the criterion (3) and constitutes therefore a necessary condition for the existence of a maximally noncontextual description [38] . One way of using it is to construct a conservative 100 (1 − α) % confidence interval with, say, α = 10 −10 for the left-hand side of (5) with n = 5 and show that its lower endpoint exceeds n − 2 = 3. One can, e.g., construct 10 Bonferroni 100 (1 − α/10) % confidence intervals for each of the approximately normally distributed terms R Table 1 of Ref. [20] , and from these determine the range of (5). Thus, treating each estimated term as the mean of 20 observations, we have t 1−α/10 (19) < 14 and so a conservative confidence interval for each term is given by ±14 × standard error. Using these intervals, we can calculate the conservative 100 1 − 10 −10 % confidence interval for (5) as 
We conclude that the system is contextual. The conclusion is the same as in Ref. [20] , but we arrive at it by a shorter and more robust route.
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APPENDIX TO "NECESSARY AND SUFFICIENT CONDITIONS FOR MAXIMAL NONCONTEXTUALITY IN A BROAD CLASS OF QUANTUM MECHANICAL SYSTEMS." PROOF OF THE MAIN CRITERION AND ITS CONSEQUENCES
The (non)contextuality criterion derived in this main text is a corollary to Theorem A.8 proved in this appendix. We first need the following simple result (see properties S1 and S2 formulated in section Cyclic systems of dichotomic random variables):
Lemma A.1. In a system satisfying S1-S2, the physical properties {q 1 , . . . , q} can be (re)indexed and arranged in one or more non-overlapping cycles (q 11 , . . . , q 1n1 , q 11 ) , (q 21 , . . . , q 2n2 , q 21 ) , . . . , (q k1 , . . . , q kn k , q k1 ) , (A.1) with n 1 + . . . + n k = n and n i > 2 (i = 1, . . . , k), such that any two successive properties in each cycle form a context. Our proof of Theorem A.8 uses the fact that the connections and context representations enter a circular system symmetrically, so that it is possible to view circular systems as a circular arrangement of random variables A 1 , . . . , A n , A 1 in which any two successive variables have a joint distribution (see Figure A. 3).
We need some auxiliary results. In addition to s 1 defined in the main text, we use function
in which the maximum is taken over all combinations of ±1 coefficients ι 1 , . . . , ι n containing even numbers of −1's.
Lemma A.2. For any a 1 , . . . , a n , b 1 , . . . , b m ∈ R,
The proof is obvious.
Lemma A.3. Jointly distributed ±1-valued random variables A and B with given expectations A , B , AB exist if and only if
Proof. For jointly distributed (A, B) , from the table of probabilities 
The statement of the lemma obtains by any algorithm (facet enumeration and reduction) analogous to that described in Text S3 of Ref. [1] .
Remark A.5. One can also obtain the proof by using Fine's theorem [2] , presenting it as (using Fine's notation for the random variables)
and then putting A 1 = B 1 = A, B 2 = B, and A 2 = C. Theorem A.8. Jointly distributed ±1-valued random variables A 1 , . . . , A n (n ≥ 3) with given expectations
exist if and only if these expectations satisfy Lemma A.3 and
Proof. For n = 3 the statement follows from Lemma A.4. Assume that the statement holds up to and including some n ≥ 3. We will prove that (i) jointly distributed ±1-valued random variables A 1 , . . . , A n+1 with given expectations
exist if and only if
(ii) these expectations satisfy Lemma A.3 and (iii) they satisfy 
Applying now Lemma A.2 to these inequalities and adding the condition of Lemma A.3 for the consistency of A n A 1 with A n and A 1 , we obtain the following system
Statement (i) holds if and only if this system is satisfied, for some real value of A n A 1 . And it is satisfied if and only if
with the inequality holding for any left-hand expression combined with any right-hand expression. The inequalities with matching rows are satisfied always: the first two because s 0 (a 1 . . . , a n )+s 1 (a 1 , . . . , a n ) = 2
for a 1 , . . . , a n ∈ [−1, 1]; the third one due to the fact that 1] . This leaves the following six inequalities
They simplify to
and we combine pairs of inequalities using Lemma A.2 to obtain
These three inequalities are satisfied if and only if Statement (i) holds. In particular, Statement (i) implies (A.10), and this completes the proof by induction of the necessity part of the theorem: for any n > 1, if A 1 , . . . , A n are jointly distributed with expectations (A.8) then these expectations satisfy (A.9) (and Lemma A.3). Now, Corollary A.7 implies that a joint distribution of A 1 , . . . , A n with expectations A 1 , . . . , A n , A 1 A 2 , . . . , A n−1 A n (satisfying Lemma A.3) always exists. If we close this chain into a cycle by introducing a constant variable A n+1 ≡ 1, we get n+1 jointly distributed variables with expectations A 1 , . . . , A n , A n+1 = 1, A 1 A 2 , . . . , A n−1 A n , A n A n+1 = A n , A n+1 A 1 = A 1 . Applying to it the just established necessary part of the theorem, we conclude that (A.11) always holds. Similarly, considering the chain A n , A n+1 , A 1 (whose joint distribution always exists) and adding the constant variable A ≡ 1 to close the chain into a cycle, the necessary condition implies (A.12) with A ≡ 1. Thus, (A.12) also holds always, leaving just (A.10) as the equivalent condition for Statement (i). 
