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В работе рассматриваются результаты опытной эксплуатации внутреннего частного облако на базе
технологии VMware vCenter решением VMware Horizon. Выполнен анализ показателей производительно-
сти нагрузок учебных лабораторий УО БГУИР.
Облачные вычисления сегодня активно
применяются в различных отраслях. Их потре-
бители могут значительно уменьшить расходы
на инфраструктуру информационных техноло-
гий и гибко реагировать на изменения вычис-
лительных потребностей. В тоже время, балан-
сировка нагрузки в облачных вычислительных
системах все еще является значительной пробле-
мой. В работе предлагается оценить возможно-
сти внедрения облачных вычислений в органи-
зацию работы учебных лабораторий.
С 1 сентября 2019 года на базе Центра
информатизации и инновационных разработок
для общеуниверситетских компьютерных клас-
сов запущено внутреннее частное облако на базе
технологии VMware vCenter решением VMware
Horizon [1–2]. Технология подразумевает работу
студентов по различным дисциплинам посред-
ством доступа к полноценной операционной си-
стеме и приложениям посредством обращения к
серверу через тонкие клиенты. Для работы пре-
подавателей установлено два класса по 15 тонких
клиентов и соответственно по 15 терминальных
сессий на виртуальные сервера (termsrvclass9 и
termsrvclass11).
Аппаратные составляющие на один терми-
нальный сервер класса: CPU – Intel Xeon 2 про-
цессора по 2.2 ГГц 6 ядер, 16 Гб RAM, HDD
– 230 Гб. Реальная загрузка памяти в режиме
ожидания – 6 Гб из 16 Гб. Однако при проведе-
нии лабораторных работ (работа с процессором и
памятью) сказывается высокая потребляемость
ресурсов виртуальных серверов. Собрана стати-
стика работы 30 виртуальных машин за недель-
ный период (см. рис.1). На рисунке представлена
загруженность центрального процессора в про-
центном отношении за весь период мониторинга.
По графику видно, что при проведении по
расписанию занятий, связанных с программиро-
ванием, во время которых компиляция проек-
та напрямую зависит от мощности центрально-
го процессора, загруженность растет, но не до-
стигает даже половины выделенной мощности.
Максимальное наблюдаемое значение – 11 %.
Рис. 1 – Показатель загруженности процессора
(среднее значение)
По полученным через vCenter графикам
можно построить рейтинг самых загруженных
машин, и уже на его основе выделить топ 3 (см.
рис.2). Анализ установленного на машинах про-
граммного обеспечения позволит найти пробле-
мы в перегрузках хостов.
Проведя анализ показателей загрузки цен-
трального процессора для данных виртуальных
машин, можно сделать вывод, что производи-
тельности оборудования дата-центра, а также
выделенных мощностей на виртуальные сервера
вполне достаточно для решаемых задач.
Рис. 2 – Топ 3 загруженных виртуальных машин
Однако, стоит отметить, что хотя произво-
дительности процессора и достаточно для вы-
полняемых задач, но существует другая пробле-
ма – нехватка оперативной памяти, на что ука-
зывают данные графиков использования опера-
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тивной памяти как среднего значения, так и для
сервера в целом (см. рис.3).
(а)
(б)
Рис. 3 – Использование памяти (уровень загрузки)
в разрезе недели: (а) на виртуальных машинах; (б)
на сервере
Из графика видно, что ресурсы оператив-
ной памяти, которые выделены на Horizon при-
ближаются к пиковым значениям. Даже при ми-
нимальной загруженности используется 25 Гб
памяти (см. рис.4).
Рис. 4 – Загрузка памяти для терминальных
классов
При этом в работе системы хранения дан-
ных (СХД) и локальной сети большие загрузки
не наблюдаются (см. рис.5).
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Рис. 5 – Уровень загрузки при работе ВМ: (а) СХД;
(б) сетевого оборудования
Выбросы в показаниях графиков в виде пи-
ковых значений загрузки оборудования объясня-
ются временными курсами EPAM, которые про-
водятся в указанное время (во вторую смену) на
базе общеуниверситетских компьютерных клас-
сах.
Таким образом, можно сделать вывод
о целесообразности перехода с персональных
электронно-вычислительных машин на тонкие
клиенты и организации работы их через внут-
реннее гибридное облако в учебных лаборатори-
ях, что подтверждается стабильной работой ВМ
и распределение нагрузки на оборудование в це-
лом. Дальнейшее исследование будет направлено
на изучения вопросов динамического распреде-
ления нагрузки на оперативную память.
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