Abstract
Introduction

29
Modern engineering systems are designed with increasing complexity and expectation of 
48
is the determination of the failure probability ) (F P for a specified failure event F , 49 which can be formulated as an n-dimensional integral or an expectation: (2) 53 is the n-dimensional standard Gaussian PDF.
Subset Simulation is based on the idea that a small failure probability can be expressed 
96
Generation of conditional samples
97
The efficient generation of conditional failure samples, i.e., samples that are conditional 98 on intermediate failure events, is pivotal to Subset Simulation. This is conventionally 99 performed using an independent-component Markov Chain Monte Carlo (MCMC) 100 algorithm [12] [31] [7] , which is applicable for high dimensional problems and makes the 101 algorithm robust to applications. For 
108
Algorithm I (independent-component MCMC)
109
Step I. Generate 
114
End i 115
116
Step II (Check failure)
119
In the above, 
138
142
Step II (Check failure) 
173
This follows directly from the fact that 1) any linear combination of Gaussian variables 174 is also Gaussian; and 2) the RHS of (4) has zero mean and unit variance. The total 175 number of random variables in the problem is now n n′ . Clearly, 1 ≥ ′ n but is otherwise 176 arbitrary. The representation in (4) is not unique but it is the one studied in this work.
177
The set of random variables in the equivalent problem is 178 } ,..., 1 ; ,..., 1 : 
201
End j 202
207
Set the next sample equal to Z′ if F ∈ ′ X (accept). Otherwise set the next sample equal 208 to Z (reject). 209
210
In the above algorithm we have deliberately avoided the symbol for the next sample (in
211
Step II) to simplify notations. Although MCMC in Step I is performed in the Z -space, it 212 is the value of X that directly determines failure in Step II. For given X , we shall 213 study the limiting distribution of X′ in Step I when ∞ → ′ n . That is, we shall determine 214 the following conditional PDF in the limit: 
249
failure by exactly the same argument in [12] . That is, for all 
Intrinsic parameter
266
The parameter κ (omitting index i for simplicity) in (11) determines the limiting 267 algorithm and is an intrinsic characteristic of the proposal PDF. Figure 1 
272
For both types of PDF there is a lower limit for a (near 0.6) and an upper limit for s 273 (near 0.8). These limits arise from the distribution type and not from the inequalities in 274 (12) . Choosing directly the parameters a and s ( 'o' and diamond. For simulation level 0 ('x') the acceptance probability in Step I is trivially 1 327 because no MCMC is involved. For simulation levels 1 ('o') and 2 (diamond), the acceptance 328 probability in Step I (dashed line) quickly rises to 1 as the number of hidden variables n′ 329 increases. This increase is geometric in nature because to reject the n′ -dimensional candidate 330 in Step I it is required to reject the candidates in all the n′ components. The acceptance 331 probability in Step II (solid line) is insensitive to n′ , although a slight increase is observed. 
is the number of samples per chain 342
is the correlation coefficient of the indicator functions of failure at k steps apart. 343
The correlation coefficients and hence the correlation factor are estimated using the samples 344 in the simulation. The correlation factor is presented as it directly affects efficiency. For 345 example, if the samples at different levels are uncorrelated, the coefficient of variation 346 (c.o.v.=standard deviation/mean) of the failure probability estimate at level i is 347 
409
Consider a single-degree-of-freedom structure starting from rest and subjected to white noise 410 excitation. The displacement ) (t y satisfies the following governing equation: 411 
462
End j 463 464
We shall first study the PDF of 
472
This constraint can be written as
is an n′ -by-1 vector of ones. Let 
494
Using a Taylor series with respect to the small parameter
where '~' reads 'asymptotic to', denoting mathematically that the ratio of the LHS to the 499 RHS is equal to 1 in the limit. These asymptotic expressions shall be used for deriving 
The double sum can be evaluated by separating the terms for 
562
Since each j Z′ is generated according to MCMC, the one-dimensional PDF ) | (
satisfies detailed balance with a stationary PDF 
568
The above argument stems directly from the original independent-component algorithm.
570
The transition PDF from X to X ′ also satisfies detailed balance with the stationary 571 
578
Completing the square on x , the term in the exponent can be written as 579 
