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Abstract Isogeometrically enriched finite elements (Corbett and Sauer [2014], Rasool et al.
[2016], Harmel et al. [2017]) offer efficient localized isogeometric analysis (IGA) enrichment for
numerical simulations involving large computational domains. This is achieved by employing
surface enriched elements to interface isogeometric elements with classical Langrangian finite
elements. In this paper, we explore their applicability and merits for fluid-structure interaction
(FSI) analysis. The implemented approach not only offers an enrichment of the finite element
space, but also offers a framework for discretizing and analyzing fluid and structure with differ-
ent finite element approaches, namely, classical Lagrange finite elements and IGA.
In this context, a monolithic solution approach with an explicit grid update mechanism is im-
plemented for FSI. The applicability and the impact of the isogeometric enrichment approach
on the accuracy of the numerical solution is assessed by comparing the obtained results with
existing reference solutions of FSI benchmark examples involving two- and three-dimensional
incompressible fluid flow past hyper-elastic solids.
Keywords: FSI benchmarking, isogeometric analysis, isogeometric enrichment, fluid-structure
interaction, monolithic solver, nonlinear finite elements.
1 Introduction
Fluid-structure interaction (FSI) belongs to a special class of multi-physics where a deformable
solid structure interacts with a body of fluid. The interactions between the constituent media
occur at the interface, where the two media meet, and typically involve transfer of interfacial
forces from one media to the other. These forces then determine the kinematical response of
the constituent media. These interactions are typically strong for many physical and engineer-
ing applications, and the absence of a coupled analysis will lead to misleading, and possibly
catastrophic conclusions. Blood flow in arteries and veins, design of mechanical cardiovascular
valves and pumps, flutter and fatigue of aircraft wing and turbine blades under aerodynamic
loadings, and safety calculations of suspension bridges and tall buildings under strong winds,
are only a few of the many examples that demand a coupled analysis approach that takes into
account the cross-interactions between solid and fluid media.
Mathematical models of FSI problems are often too complex to be analyzed analytically. There-
fore such problems are largely investigated through experiments and numerical simulations. In
the context of numerical analysis, the available modeling approaches for FSI analysis can broadly
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be categorized into three groups, namely field elimination, partitioned approaches and monolitic
approaches. Field elimination methods (e.g. see Belvins [1990], Du¨tsch et al. [1998], Ohayon
[2004]) constitute the simplest of these approaches, where one or more of the associated field
variables are eliminated from the governing model through reduction techniques such as substi-
tution, integral transforms or model reductions. Such approaches, however, are restricted to the
modeling of linear problems where a decoupling between the field variables can be formulated.
On the other hand, available FSI solvers are generally classified as a partitioned (Felippa et al.
[2001]) or a monolithic (Bendiksen [1991]) approach, depending upon the mechanism by which
the kinematic and the kinetic description is transfered between solid and fluid media at the
fluid-solid interface.
Partitioned approaches make use of existing stand-alone fluid and structure solvers by invok-
ing them in a sequential manner. The coupling interactions at the interface are enforced as
forcing effects communicated through prediction, substitution and synchronization techniques.
Whether these communications are performed iteratively or in a staggered manner, partitioned
approaches are further categorized as strongly (Tezduyar et al. [2006], Dettmer and Peric´ [2006],
Matthies et al. [2006], Ku¨ttler and Wall [2008]) or weakly coupled schemes (Piperno et al. [1995],
Farhat [2004], Wang et al. [2004], van Zuijlen et al. [2007]), respectively. In contrast, mono-
lithic solvers cast the governing equations of the fluid and the solid model into a singular unit
and attempt a solution in a single iteration with consistent time integration schemes (Hu¨bner
et al. [2004], Walhorn et al. [2005], Bazilevs et al. [2008], Klo¨ppel et al. [2011], Mayr et al.
[2015]).
Partitioned and monolithic approaches have been compared by many researchers (e.g. see Ru-
gonyi and Bathe [2001], Heil et al. [2008], Ku¨ttler et al. [2010]), however the choice of a preferred
approach for a particular application predominantly remains problem and resource specific. The
strongest merit of partition approaches is the flexibility to incorporate validated and optimized
stand-alone fluid and solid solvers in the coupled analysis framework, irrespective of the spatial
discretization methodology. Finite volume method (FVM) is a popular choice for fluid flow
problems, while finite element method (FEM) is used extensively in the structural mechanics
community. However, the sequential invocation of the solvers leads to time-inconsistent field
description, which if left untreated, can lead to numerical instabilities (e.g. the added mass
effect Causin et al. [2005], incompressibility dilemma at the interface Ku¨ttler et al. [2006], etc.).
Although monolithic methods lead to time-consistent solutions and subsequently to a more ro-
bust solution approach, they demand larger computational resources due to storage and solution
of a larger system of equations. Moreover, due to a combined cast for the governing equations of
both models, monolithic schemes tend to lead to ill-conditioned global matrices for cases where
material parameters of the constituents are orders of magnitude different from one-another. For
such cases, preconditioning strategies (such as Heil [2004], Gee et al. [2011]) should be employed
or developed before the monolithic system is solved.
In this paper, we present a monolithic FSI solution procedure in the framework of isogeometric
finite elements. Initially proposed as a subset of the FEM in Hughes et al. [2005], isogeometric
analysis (IGA) offers an improvement to the classical FEM by incorporating CAD discretizations
based on NURBS (Piegel and Tiller [1997]) and T-splines — rather than interpolatory Lagrange
polynomials — to the trial and test function spaces of the discrete finite element formulation. In
this manner, the original CAD description (and consequently the original geometry) is retained
in the discrete finite element setting and a direct correspondence between CAD and finite
element analysis is maintained. Although initially formulated to speed-up the design-to-analysis
transition, the use of spline-based functions provides additional merits for numerical analysis
over classical interpolatory polynomials due to many desirable properties of the spline basis
(such as accurate geometry representation, higher continuity across elements and the variation
2
diminishing property). As a results, IGA has lately been the focus of intense technical research
with wide-range engineering and biomedical applications. For an elaborate overview, interested
readers are invited to consult Cottrell et al. [2009].
From biomedical applications (Zhang et al. [2007], Bazilevs et al. [2008, 2009], Chivukula et al.
[2014]) to the design of wind turbines (Bazilevs et al. [2011, 2012, 2016]), IGA has been suc-
cessively applied to various FSI problems. The superiority of IGA over interpolatory FEM
for uncoupled problems has been investigated by many researchers, e.g. Bazilevs et al. [2007],
Akkerman et al. [2008], Motlagh et al. [2013], Rasool et al. [2016] for fluid dynamics and Cot-
trell et al. [2006], Hughes et al. [2008], Sauer et al. [2014], Morganti et al. [2015] for structural
mechanics applications. For many of these studies, IGA yields higher accuracy per degree-of-
freedom (dof) than the classical FEM. However, modeling the entire computational domain with
spline-based isogeometric elements may not be desirable for every problem. Due to recursive
evaluation of the basis functions (which for the case of NURBS and T-splines can be distinct
over each element), IGA demands additional computational resources for discretizations with
comparable dofs. Moreover, it has also been observed that the extended continuity of the basis
across element boundaries incurs additional burden on linear solvers (see Collier et al. [2012,
2013]). For many problems, especially true for simulation of physical flow in unbounded regions,
it is sufficient to have an enriched analysis only in certain localized regions of the discretized
domain, while the remaining bulk can be represented with a low-order computationally efficient
discretization, e.g. Rasool et al. [2016] and Harmel et al. [2017]. Such applications motivates
a framework where an interpolatory finite element discretization is enriched with isogeometric
elements only at regions where an enhanced representation and analysis is beneficial.
The motivation to blend isogeometric elements to an interpolatory finite element discretization
is certainly not novel. Perhaps, the earliest reference in this regard can be found in Bazilevs et al.
[2012], where T-spline shells for solids were interfaced with low-order Lagrangian finite elements
for fluid at the fluid-solid interface. Such a treatment was achieved by weakly enforcing the
coupling conditions at the interface, which also relieved the necessity of a matching discretization
at the interface. However, the interfacing between isogeometric and Lagrange finite elements
is only available at the fluid-solid interface. Interpolating B-spline curves with Lagrangian
functions, transformation maps were developed in Lu et al. [2013] and Ge et al. [2016] to
construct “Blended elements” which can interface two- and three-dimensional NURBS-based
elements with Lagrangian elements.
Another strategy developed with a similar motivation is the isogeometric zone enrichment ap-
proach. It was proposed in Rasool et al. [2016] for fluid flow problems and in Harmel et al.
[2017] for thermal analysis. In this paper, we explore its applicability and benefits for FSI
applications. Isogeometrically enriched surface elements (see Corbett and Sauer [2014, 2015])
are used to interface IGA elements with Lagrange finite elements, yielding the possibility of a
locally enriched analysis. The strategy additionally offers a monolithic mechanism, where one
medium can be analyzed in the framework of IGA, while the other in the classical finite element
setting. The potential of such an analysis is also investigated.
The remainder of this paper is organized in the following manner: The framework of the gov-
erning monolithic FSI model is discussed in Section 2. It includes the continuous differential
model, its discretized weak form and a grid motion mechanism for incorporating moving sur-
faces. The isogeometric zone enrichment strategy is explained in Section 3, while results from
several numerical experiments are presented in Section 4. Conclusions from the analysis are
discussed in Section 5.
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2 Monolithic FSI model
The theoretical framework for the developed monolithic FSI solver is discussed in this section.
It begins with the description of the governing equations that describe momentum and mass
balance for the entire system. The equations are first expressed in strong form. Their varia-
tional (weak) description follows consequently. The implemented finite element formulation, in
conjunction with the stabilization technique used in this study, is then presented. A note on
the explicit grid motion mechanism concludes this section.
2.1 Governing equations in monolithic setting
Let us consider disjointed spatial domains Bf ⊂ Rd and Bs ⊂ Rd at any given time t ∈ [0, T ].
Here d denote the number of spatial dimensions involved, while Bf and Bs represent the solid and
the fluid domain respectively. Let ∂Bf = ∂vBf∪∂tBf represent the boundary of the fluid domain
with ∂vBf as the Dirichlet part and ∂tBf as the Neumann part of ∂Bf. Similarly, for the solid
domain we denote ∂Bs = ∂uBs ∪ ∂tBs as the boundary of Bf with the associated Dirichlet and
Neumann boundary segments, respectively. The fluid-solid interface can then be represented as
∂Bf ∩ ∂Bs.
2.1.1 Conservation laws for the fluid
Let us consider incompressible fluid flow within Bf. The conservation law for momentum and
mass of the fluid thus reads,
ρf af = divσf + ρf bf , ∀x ∈ Bf , (1)
divvf = 0 , ∀x ∈ Bf , (2)
where ρf is the density of the fluid at time t, σf denotes the Cauchy stress tensor and bf represents
external volumetric forces acting on Bf. The variables af and vf represent the acceleration and
the velocity of the fluid at a given point x. In order to accommodate moving surfaces, typically
at the fluid-solid interface, we express the conservation laws for the fluid media in an arbitrary
Lagrangian-Eulerian (ALE) framework (for details, refer to Donea and Huerta [2003]). Within
the ALE description of motion, the acceleration of a particle is given as
af =
∂vf
∂t
∣∣∣∣
χ
+ c · gradvf , (3)
where c := vf − vˆ, with vˆ being the velocity of the fluid mesh. The notation (·)
∣∣
χ
denotes an
observation made in the referential domain described by χ, relative to which both the material
X and the mesh x can deform.
2.1.2 Conservation law for the solid
Let us express the solid body Bs with a purely Lagrangian representation, which can also be
inferred as a special case of ALE with coincident referential and material coordinates for all t.
The conservation of momentum for Bs then follows,
ρs as = divσs + ρs bs , ∀x ∈ Bs , (4)
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where ρs is the solid density, σs is the Cauchy stress tensor and bs is the cumulative external
body force acting on Bs. The acceleration as, in terms of the displacement us is given as
as =
∂2us
∂t2
∣∣∣∣
X
=:
D2us
Dt2
. (5)
It is often convenient to express Eq. (4) over a reference configuration, for which we will par-
ticularly consider the initial configuration (distinguished as Bso) at t = 0 such that
ρso
D2us
Dt2
= Div (F Ss) + ρsobs , ∀X ∈ Bso , (6)
where ρso is the solid density at t = 0, F = ∂x/∂X is the deformation gradient and Ss is the
second Piola-Kirchhoff stress tensor.
2.1.3 Constitutive laws
For the fluid model, let us consider an incompressible Newtonian fluid, for which the shear stress
is modeled as a linear function of the strain-rate tensor (symmetric gradient of the fluid velocity).
Air and water are typical examples of Newtonian fluids. For such fluids, the relation between
stress and velocity is expressed as,
σf = −pf I + µf
(
gradvf + grad
Tvf
)
, (7)
where pf is the pressure, µf is the dynamic viscosity, vf is the velocity of the fluid and I is the
identity tensor. For Bs, we consider a rubber-like hyper-elastic solid capable of undergoing large
deformations. In keeping consistency with the benchmark problems considered in this study, we
employ the Saint Venant-Kirchhoff material model for the constitution of the solid, i.e.,
Ss = λs tr(Es) I + 2µsEs . (8)
Here λs and µs represents the material parameters known as the Lame´ constants, while Es is the
Green-Lagrange strain tensor. Having formulated Ss, the Cauchy stress tensor can be readily
obtained by employing the push-forward operation
σs =
1
J
F Ss F
T , (9)
with J = det(F ). The above discussed material models are chosen specifically to suit the
benchmark configurations and represent only two of the many possible constitutive models for
the continuum. It should be noted that the enrichment strategy discussed in this paper is
a discretization strategy and can be easily used together with alternative material constitu-
tions.
2.1.4 Initial, boundary and interface conditions
In order to close the continuum model, we need to specify a suitable combination of initial and
boundary conditions for the continuum. For the fluid, we assume a velocity description vfo that
essentially satisfies Eq. (2) at t = 0. For the solid, we assume a stress-free initial state and
refer to it as the reference configuration, i.e., x = X at t = 0. Hence the initial conditions are
formulated as
vf = vfo(x) , ∀x ∈ Bf at t = 0 , (10)
us = 0 , ∀x ∈ Bs at t = 0 , (11)
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while the boundary conditions, comprising the Dirichlet and the Neumann boundaries, are
vf = v¯f(x, t) , ∀x ∈ ∂vBf , (12)
us = u¯s(x, t) , ∀x ∈ ∂uBs , (13)
σf · nf = t¯f(x, t) , ∀x ∈ ∂tBf , (14)
σs · ns = t¯s(x, t) , ∀x ∈ ∂tBs . (15)
Here nf and ns denote the outward normal vectors at the Neumann boundary surface for the
fluid and solid media respectively, while the entities with an over-bar represent the imposed fields
at the boundary. The interface boundary should ensure a continuous transfer of kinematic and
kinetic field, which is enforced through the following conditions:
x = X + us ,
vf = vs ,
σf · nf + σs · ns = 0 ,
 ∀x ∈ ∂Bs ∩ ∂Bf . (16)
The kinematic condition on the position of the grid points x demands a pure Lagrangian
description at the interface. It is automatically satisfied across the entire Bs, since conservative
laws for the solid continuum are expressed in the Lagrangian frame of reference. For Bf, this
condition at the interface is accommodated through the ALE description. It should also be
noted that the interfacial condition on the velocity field, together with Eq. (2), necessitates a
divergence-free velocity of the solid interface. For a partitioned FSI solution procedure such a
description is not always guaranteed and may lead to numerical artifacts (e.g. see Ku¨ttler et al.
[2006]).
2.2 Weak form and the finite element model
The continuum model presented in the previous section is analyzed in the framework of the
FEM. To obtain the discrete finite element equations, let us first express Eqs. (1-2) and Eq. (6)
in its variational, i.e., weak form. We define the following functional spaces for the unknown
field variables (vf, pf,us) and their respective test functions (w, q, δu):
Sv =
{
vf |vf ∈ H1(Bf), vf = v¯f on ∂vBf
}
, (17)
Su =
{
us |us ∈ H1(Bs), us = u¯s on ∂uBs
}
, (18)
Vv =
{
w |w ∈ H1(Bf), w = 0 on ∂vBf
}
, (19)
Vu =
{
δu | δu ∈ H1(Bs), δu = 0 on ∂uBs
}
, (20)
Sp = Vp =
{
q|q ∈ L2(Bf)
}
, (21)
where L2(·) represents a collection of functions that are square-integrable over the given domain,
while H1(·) is a subclass of L2(·) comprising functions that additionally posses finite square-
integrable first-order derivatives. The weak form can now be obtained by multiplying Eqs. (1-2)
with the test function w and Eq. (6) with δu, and integrating over the entire domain. After
6
certain mathematical manipulations, we arrive at the following weak form:
Find vf ∈ Sv, pf ∈ Sp and us ∈ Su, such that∫
Bf
ρfw · ∂vf
∂t
∣∣∣∣
χ
dv +
∫
Bf
ρfw · c · gradvf dv +
∫
Bf
gradw : σf dv −
∫
Bf
ρfw · bf dv
−
∫
∂tBf
w · t¯f da = 0 , (22)
∫
Bf
q divvf dv = 0 , (23)
∫
Bso
ρsoδu ·
D2us
Dt2
dV +
∫
Bso
Grad δu : (FSs) dV −
∫
Bso
ρso δu · bs dV −
∫
∂tBso
δu · t¯s dA = 0 , (24)
∀w ∈ Vv, q ∈ Vp and δu ∈ Vu .
2.2.1 Spatially discrete stabilized formulation
Let us now discretize the spatial domains Bf and Bs with nfe and nse non-overlapping finite
elements such that
Bhf =
nfe⋃
e=1
Ωef and Bhs =
nse⋃
e=1
Ωes (25)
constitute a reasonable approximation of the respective continuous domains. Here Ωe denotes
a unique finite element identified with the index e, while the superscript h denotes a discretized
entity. We further define a discrete subset of our trial and test function spaces, denoted as
Shv ,Shp ,Shu,Vhv ,Vhp and Vhu, such that the chosen functions now only span in the vicinity of
element e and vanish elsewhere. The discrete formulation, also known as the Bubonov-Galerkin
finite element formulation, is readily obtained by formulating the weak form of Eqs. (22-24)
over the discretized space.
The Bubonov-Galerkin formulations leads to a discretization scheme that is similar in character
as the central-difference scheme. Central-difference schemes are known to be numerically unsta-
ble for problems where the advection operator dominates the diffusion term, such as convective
fluid flows. These instabilities manifest themselves in the form of spurious node-to-node oscil-
lations, primarily in the velocity field. Moreover for incompressible fluid flow, the peculiar form
of Eq. (2), which is devoid of the pressure, leads to a saddle-point problem where the pressure
merely acts as a Lagrange multiplier to satisfy the incompressibility constraint. Such problems
are constrained by a solvability condition, known as the LBB (Ladyzhenskay-Babusˇka-Brezzi)
condition, the violation of which leads to spurious oscillations in the pressure field.
Several solution strategies were developed to circumvent the numerical instabilities associated
with the Bubonov-Galerkin form for problems involving incompressible fluid flow. For this
study, we employ the consistently stabilized approach, the streamline upwind Petrov-Galerkin
(SUPG) (Brooks and Hughes [1982]) to overcome the difficulties associated with the convec-
tive operator, while the pressure stabilizing Petrov-Galerkin (PSPG) (Hughes et al. [1986])
approach is used to circumvent the LBB constraint. Additionally, the least-square incompress-
ibility stabilization (LSIC) (Hansbo and Szepessy [1990]) approach is utilized for ensuring mass
conservation at the discrete level. The discrete stabilized formulation of the coupled problem is
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given as:
Find vhf ∈ Shv , phf ∈ Shp and uhs ∈ Shu, such that∫
Bhf
ρfw
h · ∂v
h
f
∂t
∣∣∣∣
χ
dv +
∫
Bhf
ρfw
h · ch · gradvhf dv +
∫
Bhf
gradwh : σhf dv
−
∫
Bhf
ρfw
h · bf dv −
∫
∂tBhf
wh · t¯f da+
nfe∑
e=1
∫
Ωe
τm c
h · gradwh ·Rm(vhf , phf ) dv
︸ ︷︷ ︸
SUPG stabilization
+
nfe∑
e=1
∫
Ωe
τc ( divw
h )Rc(vhf ) dv
︸ ︷︷ ︸
LSIC stabilization
= 0 , (26)
∫
Bhf
qh divvhf dv +
nfe∑
e=1
∫
Ωe
τm grad q
h ·Rm(vhf , phf ) dv
︸ ︷︷ ︸
PSPG stabilization
= 0 , (27)
∫
Bhso
ρsoδu
h · D
2uhs
Dt2
dV +
∫
Bhso
Grad δuh :
(
FShs
)
dV −
∫
Bhso
ρso δu
h · bs dV −
∫
∂tBhso
δuh · t¯s dA = 0 ,
(28)
∀wh ∈ Vhv , qh ∈ Vhp and δuh ∈ Vhu .
Here Rm(vhf , phf ) and Rc(vhf ) represent the residuals obtained from Eqs. (1-2), such that
Rm(vhf , phf ) := ρf
(
∂vhf
∂t
∣∣∣∣
χ
+ ch · gradvhf
)
− divσhf − ρf bf , (29)
Rc(vhf ) := divvhf , (30)
while τm and τc are stabilization parameters which are also known as the intrinsic time scales.
The optimal definition of the stabilization parameters has been an area of intense research and
over the years several alternate definitions have been proposed in the context of stabilized finite
elements for fluid dynamics (e.g. see Brooks and Hughes [1982], Hughes et al. [1986], Codina
[2000], Franca and Valentin [2000], Tezduyar and Osawa [2000], Bazilevs et al. [2007]). Here,
we employ the definition presented in Bazilevs et al. [2007] in the context of the variational
multiscale approach. Thus, for τm, we have
τm =
[
4
∆t2
+ ch ·Gch + 12
me
ν2f G : G
]− 1
2
, (31)
with the tensor G defined by
Gij =
df∑
k=1
∂ξk
∂xi
∂ξk
∂xj
. (32)
Here, ∂ξ/∂x can be construed as the inverse Jacobian matrix of the mapping between the
parametric and physical element, ∆t is the discrete time step size and νf = µf/ρf is the kinematic
viscosity of the fluid. Additionally, τm also depends on the constant m
e, where
me = min
{
1
3
,Cinv
}
. (33)
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The value of Cinv is chosen such that the stabilized weak form is coercive for a given discretiza-
tion. Estimates for Cinv for triangular and quadrilateral Lagrangian elements were formulated
in Harari and Hughes [1992], which were later shown to be reasonable estimates for NURBS-
based finite elements as well in Gamnitzer [2010]. For τc, we have
τc = ( τm g · g )−1 , (34)
where
gi =
df∑
j=1
∂ξj
∂xi
. (35)
Within a unique finite element e, the discrete value of the involved variables are obtained through
a linear combination of basis functions chosen from the discrete functional space. We retain
the isoparameteric concept and represent all variables with similar basis functions. Hence, the
value of the test functions and the trial solutions within the element e are estimated as
w ≈ wh = N we , q ≈ qh = N˜ qe , δu ≈ δuh = N δue , (36)
vf ≈ vhf = N vef , pf ≈ phf = N˜ pef , us ≈ uhs = N ues , (37)
respectively, and a similar representation of the geometry is employed, i.e.,
x ≈ xh = N xe and X ≈Xh = N Xe . (38)
The basis functions for the element e are collected in the vectors N and N˜, such that
N = [N1 I, N2 I, · · · , NnnI ] , (39)
N˜ = [N1, N2, · · · , Nnn ] , (40)
where nn denotes the total number of nodes and control points of element e. The definition of
the individual basis functions NA is discussed in Section 3. The scalar and the vector variables
are collected as
(we)T =
[
wT1 , w
T
2 , · · · , wTnn
]
, (41)
(qe)T = [ q1, q2, · · · , qnn ] , (42)
and similar arrangements for δue, vef , p
e
f , u
e
s , x
e and Xe. The approximations of Eqs. (36-38)
are substituted into Eqs. (26-28) and a finite element assembly operation is performed to obtain
the discrete balance equations at the global level. Considering that the weak form is valid for all
admissible choices of (w, q, δu), we obtain the nodal force balances at the non-Dirichlet nodes
of the FSI model:
Mf
∂vf
∂t
∣∣∣∣
χ
+ fadv(vf) + ffint(vf,pf) + fSUPG(vf,pf) + fLSIC(vf)− ffext = 0 =: Rm , (43)
fcon(vf) + fPSPG(vf,pf) = 0 =: Rc , (44)
Ms
D2us
Dt2
+ fsint(u)− fsext = 0 =: Rs . (45)
The terms fcon and fsint (and subsequently fSUPG and fPSPG) are inherently nonlinear in nature
due to the solid material model and the Eulerian description of the fluid, respectively. A Newton-
Raphson method based predictor-multicorrector algorithm is used to linearize and obtain the
solution of this system. A detailed derivation and the definition of the individual terms involved
in Eqs. (43-45) is presented in Appendix A.
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2.2.2 Temporal discretization and linearization
Eqs. (43-45) represent a set of first- and second-order ODEs in time, respectively. In order to
integrate these equations in time, we employ the generalized-α method, which is an extension
of the Newmark method. It was first presented in Chung and Hulbert [1993] in the context
of second-order systems (solid mechanics) and was later extended to first-order Navier-Stokes
in Jansen et al. [1999]. It has since been successively applied to many FSI problems (e.g.,
see Kuhl et al. [2003], Bazilevs et al. [2010], Eken and Mehmet [2016]).
Let us proceed by first expressing the nodal force balance of Eqs. (43-45) in a unified residual
vector such that,
R (v˙f,vf,pf, u¨s,us) :=

Rm(v˙f,vf,pf)
Rc(v˙f,vf,pf)
Rs(u¨s,us)
 = 0 , (46)
where an over-dot denotes a time-derivative. The generalized-α method requires the evaluation
of the residual at intermediate time-levels n + αm and n + αf to advance the system from
time-level n to n+ 1, i.e.,
Rn+1 = R
(
v˙n+αmf ,v
n+αf
f ,p
n+1
f , u¨
n+αm
s ,u
n+αf
s
)
, (47)
where the intermediate time-levels are given as
tn+αm = tn + αm ∆t = t
n + αm ( t
n+1 − tn ) , (48)
tn+αf = tn + αf ∆t = t
n + αf ( t
n+1 − tn ) (49)
and consequently the intermediate description of the field variables is obtained as
v˙n+αmf = v˙
n
f + αm ( v˙
n+1
f − v˙nf ) , (50)
v
n+αf
f = v
n
f + αf ( v
n+1
f − vnf ) , (51)
u¨n+αms = u¨
n
s + αm ( u¨
n+1
s − u¨ns ) , (52)
u
n+αf
s = u
n
s + αf ( u
n+1
s − uns ) . (53)
Additionally, the discrete Newmark formulae are used to estimate the field description at time
level n+ 1, i.e.,
vn+1f = v
n
f + ∆t
[
(1− γ) v˙n + γ v˙n+1f
]
, (54)
un+1s = u
n
s + ∆t u˙
n
s +
∆t2
2
[
(1− 2β) u¨ns + 2β u¨n+1s
]
. (55)
Here, αm, αf , γ and β are real-valued parameters that determine the character of the time-
integration scheme. A subsequent Taylor expansion of a two-step time-integration scheme ob-
tained through the generalized-α method reveals a second-order accurate method if
γ =
1
2
+ αm − αf and β = 1
4
(1 + αm − αf )2 , (56)
and a subsequent evaluation of the eigenvalues associated with the amplification matrix of the
scheme guarantees unconditional stability if
αm ≥ αf ≥ 1
2
. (57)
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Using the spectral radius ρ∞ of the amplification matrix of the two-step method, a family of
methods were proposed in Chung and Hulbert [1993] to obtained second-order, unconditionally
stable schemes for second-order system. It was suggested to have
αm
∣∣
2
=
2− ρ∞
1 + ρ∞
and αf
∣∣
2
=
1
1 + ρ∞
, (58)
for second-order systems, while a similar analysis in Jansen et al. [1999] recommends
αm
∣∣
1
=
1
2
(
3− ρ∞
1 + ρ∞
)
and αf
∣∣
1
=
1
1 + ρ∞
, (59)
for the first-order Navier-Stokes system. A value of ρ∞ = 1 results in a non-dissipative scheme,
where all frequencies are retained in the analysis, essentially requiring a very fine time discretiza-
tion. While ρ∞ = 0 corresponds to the asymptotic annihilation case, where high-frequency
components are annihilated in a single solution step. It is evident from Eqs. (58-59), that in the
context of FSI analysis, there is a mismatch between αm
∣∣
2
and αm
∣∣
1
. Such an arrangement has
the tendency to lead to asynchronous evaluation of time-derivatives, which can subsequently
lead to the loss of accuracy. We employ the definition given by Eq. (59) for both the fluid
and the solid system, as suggested in Bazilevs et al. [2008]. Such an arrangement guarantees
consistent evaluation of all the time-derivatives and provides optimal numerical dissipation for
the fluid problem, which is stiffer in nature. Moreover, with this choice it is ensured that the
spectral radius for the second-order system remains well bounded and always stays below 1,
hence a stable scheme. For all subsequent examples we consider ρ∞ = 1/2.
As mentioned earlier, the semi-discrete system of Eqs. (43-45) is inherently nonlinear by nature.
The generalized-α method is invoked in the framework of a Newton-Raphson method to linearize
and subsequently advance the simulation in time. Using an iterative predictor-multicorrector
approach, we expand the residual of Eq. (47) about a previously kth-iterate solution for the
residual at (k + 1)th-iterate, which should ideally be zero, i.e.,
Rn+1,k+1 = Rn+1,k +
∂Rn+1,k
∂a¯n+1
∆a¯n+1,k = 0 , (60)
where a¯ =
[
v˙Tf , p
T
f , u¨
T
s
]T
is a vector composed of the nodal accelerations and fluid pressure
dofs. In the predictor-multicorrector framework, the solution procedure is implemented as
follows:
Predictor: The counter k is set to zero and a reasonable prediction is made for the field
variables. We employ a constant velocity predictor such that:
vn+1,0f = v
n
f , (61)
pn+1,0f = p
n
f , (62)
u˙n+1,0s = u˙
n
s , (63)
v˙n+1,0f =
(
γ − 1
γ
)
v˙nf +
vn+1,0f − vnf
γ∆t
, (64)
u¨n+1,0s =
(
γ − 1
γ
)
u¨ns +
u˙n+1,0s − u˙ns
γ∆t
, (65)
un+1,0s = u
n
s + ∆t u˙
n
s +
∆t2
2
[
(1− 2β) u¨ns + 2β u¨n+1,0s
]
. (66)
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Corrector: After the predictor step, the execution of the solver moves into an iterative cor-
rector step for k = 0, 1, 2, . . . , kmax or until an acceptable convergence is achieved. The multi-
corrector step conducts the following sequence recursively:
1: Collocation of field entities at the intermediate time-level:
v˙n+αm,kf = v˙
n
f + αm
(
v˙n+1,kf − v˙nf
)
, (67)
v
n+αf ,k
f = v
n
f + αf
(
vn+1,kf − vnf
)
, (68)
pn+1,kf = p
n+1,k
f , (69)
u¨n+αm,ks = u¨
n
s + αm
(
u¨n+1,ks − u¨ns
)
, (70)
u˙
n+αf ,k
s = u˙
n
s + αf
(
u˙n+1,ks − u˙ns
)
, (71)
u
n+αf ,k
s = u
n
s + αf
(
un+1,ks − uns
)
. (72)
2: Setup of the linear system of Eq. (60) using the intermediate field entities and the solution
for the incremental improvements ∆a¯ for the kth-iteration:
∂Rn+1,k
∂a¯n+1
∆a¯n+1,k = −Rn+1,k . (73)
3: Update of the field variables using the incremental vector ∆a¯n+1,k:
v˙n+1,k+1f = v˙
n+1,k
f + ∆v˙
n+1,k
f , (74)
vn+1,k+1f = v
n+1,k
f + γ∆t∆v˙
n+1,k
f , (75)
pn+1,k+1f = p
n+1,k
f + ∆p
n+1,k
f , (76)
u¨n+1,k+1s = u¨
n+1,k
s + ∆u¨
n+1,k
s , (77)
u˙n+1,k+1s = u˙
n+1,k
s + γ∆t∆u¨
n+1,k
s , (78)
un+1,k+1s = u
n+1,k
s + β (∆t)
2∆u¨n+1,ks . (79)
The convergence of the algorithm for the iteration k is tested by formulating a relevant
norm which is a function of the incremental vector ∆a¯n+1,k and the residual vector Rn+1,k.
If this value is less than an acceptable convergence criteria, the time step n+1 is considered
converged, otherwise the flow of the program is transfered back to corrector-step 1 for the
(k + 1)th corrector iteration.
2.2.3 The linearized monolithic coupled system
The construction and the solution of the linearized system of Eq. (73) constitute the most
computational intensive part of the predictor-multicorrector algorithm. Once all the element
level contributions have been calculated, the entries are moved to a global system through a
finite element assembly operation. For a monolithic solution procedure, the global system prior
to the enforcement of the coupling conditions is of the form:[
Kf 0
0 Ks
] {
∆a¯f
∆a¯s
}
= −
{
ff
fs
}
, (80)
where Kf and ff are the tangent and the residual force vector associated with the fluid media,
while Ks and fs are corresponding entities for the solid media. Detail derivations for these term
12
are given in Appendix A. It should be noted that ∆a¯f =
[
∆v˙Tf , ∆p
T
f
]T
, while ∆a¯s = ∆u¨s. In
order to enforce the interfacial conditions at the fluid-solid interface in a finite element setting,
let us isolate the interfacial dofs. Let I be the set of interfacial dofs for the respective media on
which it operates. Consequently, we define A as a set that holds all non-interfacial dofs for the
fluid, while the set B is comprised of all non-interfacial dofs for the solid media. The coupling
conditions of Eq. (16) in a monolithic finite element setting are enforced as
KAAf K
AI
f 0
KIAf
(
KIIf + K
II
s
)
KIBs
0 KBIs K
BB
s


∆a¯Af
∆a¯I
∆a¯Bs
 = −

fAf
f If + f
I
s
fBs
 . (81)
Eq. (81) constitute the fully-coupled linearized FSI system. Dirichlet boundary conditions
can now be imposed on the coupled system and a solution to Eq. (81) yields the incremental
improvements ∆a¯ for the iterate k.
2.3 Grid motion
For FSI simulations, the motion of the fluid-solid interface boundary needs to be accommodated
smoothly within the fluid mesh Bhf . At the discrete level, the ALE representation of Eq. (1) needs
to be augmented with a mesh update algorithm such that the motion of the interface boundary
can be adjusted in Bhf without excessive degradation and distortion of the computational mesh.
Several mesh update algorithms exist in this regard. These include algebraic schemes (e.g. Yigit
et al. [2008], Ahn et al. [2010]), Laplace smoothers (e.g. Lo¨hner and Yang [1996]), spring/elastic
medium analogy (e.g. Farhat et al. [1998], Johnson and Tezduyar [1994]) and mesh regeneration
schemes (e.g. Johnson and Tezduyar [1999]), among others.
Ω2
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(a) standard FEM (b) surface enrichment (c) zone enrichment
standard elements enriched elements IGA elements
Figure 2: Discretization of an exemplary two-dimensional domain with and without isogeometric
enrichment. The enrichment strategies can be applied analogously in three-dimensions.
1
Figure 1: Region decomposition for the mesh motion technique. The rigidly moving region in
the immediate vicinity of Bs is denoted as Ω1, while (Bf\Ω2) is the region farthest away from
Bs and remains static. (Bf\Ω1) is the buffer region where the displacements are absorbed.
For this study, we employ a simplistic algebraic mesh motion algorithm, similar to the strategy
described in Ahn et al. [2010]. With reference to Figure 1, let us consider a rigidly moving solid
body Bs. We identify three distinct regions in Bf. The region Ω1 contains all those points of
Bf whose radius from the center of Bf doesnot exceed r1. Similarly, Ω2 contains points of Bf
whose radius is smaller than r2. Note that Ω1 and Ω2 are overlapping. The remaining outer
region of Bf can then be identified as Bf\Ω2. A purely Lagrangian description is imposed on
the points included in Ω1. This is achieved by moving the points with the same velocity as
the rigidly moving solid body Bs. At the same time, points in the Bf\Ω2 are kept static. The
region between these two domains (i.e., Ω2\Ω1) then constitutes the buffer region, where points
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are moved so as to gradually absorb the largest displacements occuring at the periphery of Ω1
to zero displacement of points in Bf\Ω2. Several weighting functions ϑ can be formulated to
interpolate the displacement of the points in the buffer region, the simplest of which is of the
following linear form:
ϑ(r) =

1 , ∀x ∈ Ω1 ,
r2 − r
r2 − r1 , ∀x ∈ (Ω2\Ω1 ) ,
0 , ∀x ∈ (Bf\Ω2) .
(82)
Once the weighting associated with a particular point in the fluid domain has been determined,
the new position and the velocity of the point are given as
x = X + ϑ(r)us , (83)
vˆ = ϑ(r)vs . (84)
The scheme is easily extended to problems involving solid bodies undergoing deformations. This
is achieved by coupling discrete points in Bf to the closest point on the fluid-solid interface. The
updated configuration of the candidate point can then be obtained as a weighted multiple of
the coupled interface point, as done in Eqs. (83-84). For the numerical examples considered
in this study, we employ an explicit representation of the mesh update scheme, i.e., the mesh
configuration of the domain Bhf for the time step (n + 1) is determined from the interface
description of the state at the time step n. Such a treatment allows mesh updates without
the need of solving additional equations and is observed to be reliable for the time step sizes
considered in this study.
3 Isogeometric enrichment of the discretized domain
Isogeometric analysis has the potential to increase the accuracy of finite element simulations,
but it simultaneously increases the required computational effort (see Section 1 and Section 4).
Moreover, pure isogeometric discretization of volumetric domains is a challenging task that is
still not solved for arbitrary geometries. Isogeometric enrichment mixes isogeometric elements
(spline interpolation) with standard finite elements (Lagrange interpolation) in order to over-
come these deficiencies. Within this framework, two general isogeometric enrichment strategies
are described in Section 3.1, while the construction of the enriched elements for interfacing
standard elements with isogeometric regions is presented in Section 3.2.
3.1 Enrichment strategies
The discretization of an entire domain with standard finite elements (see Figure 2a)) leads to
an approximative representation of the geometry and to low-order continuity throughout the
whole domain. Such drawbacks are addressed by isogeometric enrichment. The key idea is to
identify and discretize regions that are most crucial for the accuracy of the physical problem with
accurate and smooth isogeometric elements. These crucial regions of interest can be identified
from a-priori knowledge of the physical problem being modeled. The remaining domain is
discretized with efficient and low-order standard elements. The following two cases can be
distinguished:
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Figure 2: Discretization of an exemplary two-dimensional domain with and without isogeometric
enrichment. The enrichment strategies can be applied analogously in three-dimensions.
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Figure 2: Discretization of an exemplary t o- i ithout isogeometric
enrichment. The enrichment strategies can e li i ree-di ensions.
3.1.1 Surface enrichment
Isogeometric surface enrichment of the standard FEM (see Figure 2b) results in the exact
representation of the underlying surface geometry. Moreover, such an enrichment provides
a representation, where the field and the solution variables at the surface are continuously
differentiable. In order to obtain a surface enriched discretization, a layer of isogemeotrically
enriched elements (see Section 3.2) is created at the surface. These special elements interface
smooth spline representation at the surface with standard finite elements in the bulk volume.
Surface enrichment yields significantly more accurate results and is particularly beneficial for
surface-dominated engineering problems such as contact, friction and adhesion (see Sauer [2011,
2013] for two-dimensional and Corbett and Sauer [2014, 2015] for three-dimensional analysis).
At the same time, the number of dofs is only slightly increased compared to pure standard finite
element discretizations. For coupled problems, isogeometric surface enrichment additionally
offers the possibility of employing formulations that demand continuous surface representations
without performing IGA for the entire coupled domain. An example is a wind turbine discretized
with rotation-free shell elements (e.g. formulated in Kiendl et al. [2009] and Duong et al. [2017])
in a discretized fluid domain that is composed largely of standard finite elements. However,
for problems where solution gradients are dominant within the volume, surface enrichment
offers only marginal accuracy gains as demonstrated in Rasool et al. [2016] and Harmel et al.
[2017].
3.1.2 Zone enrichment
Zone enrichment (see Figure 2c) denotes isogeometric discretization of certain volumetric re-
gions of the domain, while the remaining domain is discretized with standard elements. A
layer of isogeometrically enriched elements (see Section 3.2) interfaces these regions. In physical
problems, large gradients of the solution variables typically occur only in certain regions of the
domain, such as boundary layers in flow problems or stress-concentrations in structural prob-
lems. Accurate representation of these potentially nonlinear gradients with smooth spline basis
functions increases the accuracy of the numerical solution significantly compared to standard
finite element discretizations, while the computational effort is substantially less than for pure
isogeometric discretizations. Such an enrichment promises significant potential for many engi-
neering applications such as fluid flow (see Rasool et al. [2016]) and heat transfer (see Harmel
et al. [2017]).
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3.2 Isogeometrically enriched elements
The isogeometrically enriched finite element is crucial to constructing surface enriched and zone
enriched discretizations. It has a spline-based representation at one of its surfaces where it
can interface with a pure IGA representation, while the opposite surface has a Lagrange-based
representation where it connects with standard finite elements. For simplicity, the construction
of two-dimensional elements are presented first, while the extension of the concept to the three-
dimensional setting is discussed afterwards.
(a) standard FEM (b) surface enrichment (c) zone enrichment
standard elements enriched elements IGA elements
Figure 1: Discretization of an exemplary wo-dimensional domain with and without isogeometric
n ichment. The enr chme t strategies can be applied analogously in three-dimensi .
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Figure 2: Examples for two- and three-dimensional isogeometrically enriched master elements.
Control points of the spline curve are depicted as circles, while standard nodes are represented
with squares.
1
Figure 3: Examples for two- and three-dimensional isogeometrically enriched master elements.
Control points of the spline curve are depicted as circles, while standard nodes are represented
with squares.
An isogeometrically enriched quadrilateral element can be obtained by replacing an edge of a
standard quadrilateral element (i.e., Lagrange basis functions of order p) with a spline curve
of order q. Without loss of generality, let us locate the spline curve at η = −1 (see Figure 3a
and Figure 3b). We denote the respective element type as LpSq, where q denotes the order
of the spline curve (B-Spline, NURBS, T-Splines etc.) used to enrich the element at η = −1.
An enriched element with linear Lagrange basis functions (i.e., L1Sq) will possess two standard
finite element nodes and q+ 1 control points of the spline curve. The basis functions of such an
element are
N1 = S
q
1(ξ) L
1
1(η) = S
q
1(ξ)
1
2
(1− η) ,
...
Nq+1 = S
q
q+1(ξ) L
1
1(η) = S
q
q+1(ξ)
1
2
(1− η) , (85)
Nq+2 = L
1
1(ξ) L
1
2(η) =
1
4
(1 + ξ)(1 + η) ,
Nq+3 = L
1
2(ξ) L
1
2(η) =
1
4
(1− ξ)(1 + η) .
Here Lpi (·) denotes the ith Lagrangian basis function of order p, while Sqj(·) represents the
jth spline basis function of order q. For the elements in Figure 3a and Figure 3b, i = [1, 2] and
j = [1, 2, . . . , q + 1].
A three-dimensional enriched element can be obtained by replacing one face of a standard
hexahedral element (e.g. the surface at ζ = −1 surface) with a spline surface (see Figure 3c
and Figure 3d). The shape functions corresponding to the control points of the enriched sur-
face will be a tensor product of the spline basis (in ξ- and η-direction) and Lagrangian basis
(ζ-direction). Extending the earlier defined nomenclature, three-dimensional isogeometrically
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enriched elements are denoted as LpSqSr where q and r are the order of the polynomial defining
the enriching spline surface. A three-dimensional element with linear Lagrangian basis functions
(i.e., L1SqSr) will have (q + 1)(r + 1) control points and four interpolatory nodes.
Isogeometric enrichment of standard elements leads to continuous representation of the field
and the solution variables at the enrichment interface. The enriched basis functions retain the
partition of unity over the entire element. Moreover, at the enriched surface, the enriched ele-
ment type fulfills the variation diminishing property and its basis functions are always pointwise
non-negative, similar to spline basis functions.
4 Numerical examples
The monolithic FSI model and the proposed IGA enrichment strategy, discussed in the previous
sections, is validated and assessed in this section for different FSI benchmark problems. These
include two-dimensional fluid-flow in a box cavity with a flexible base, the propagation of a
pressure pulse in a deformable pipe and channel flow past a circular cylinder with a flexible tail.
The consistency of the implemented model and the influence of the zone enrichment strategy is
assessed through convergence analysis of relevant error norms for successive spatial refinements.
Due to the non-availability of an exact solution and dearth of robust mesh convergence reference
studies, relative error measures are formulated in relation to the obtained numerical solution
of the finest discretization. Only for the third example, the obtained numerical solution is
benchmarked with an available reference solution of very fine discretization. The response from
the finest discretizations are also provided for future benchmark studies.
4.1 Lid driven cavity with a deformable base
Internal fluid flow within a square cavity, due to the motion of the top surface, is a popular
benchmark problem for fluid flow solvers. A modification to the pure fluid flow setup was
proposed in Wall [1999] to account for a base that could deform under the influence of fluid forces,
essentially setting up an FSI example. Since then the problem has been used as a demonstration
example for many numerical FSI studies (Mok et al. [2001], Gerbeau and Vidrascu [2003], Fo¨rster
et al. [2007], Kassiotis et al. [2011], Mayr et al. [2015]).
Let us consider a square cavity where the fluid domain is enclosed in a box of [0, 1]× [0, 1] m2.
The boundaries of the fluid domain are modeled as no-slip walls, where the lateral faces of
the cavity are kept stationary, while the top surface (i.e., the lid) moves with an oscillating
velocity vlid resulting in a flow with Reynolds number 0 ≤ Relid ≤ 200. The base of the cavity
is modeled as a thin hyper-elastic solid of dimensions [0, 1]× [−0.002, 0] m2, fixed permanently
at its lateral boundaries. The material parameters for the fluid and the solid are listed in
Table 1. To avoid numerical singularities in the pressure field associated with typical cavity
flow benchmark studies (e.g. see Donea and Huerta [2003]), small segments close to the lid are
modeled as traction free boundaries on both lateral faces, consequently allowing fluid inflow
and outflow at these segments. Figure 4 illustrates this setup in its entirety.
For the discretization, four enrichment cases are considered. A discretization composed entirely
of second-order isogeometric spline elements S2S2 (i.e., with p = q = 2) for both Bhf and Bhs
corresponds to the pure IGA case. This case can be considered as the maximum IGA enrich-
ment level. A subsequently reduced enrichment level is the zone enriched case, where only the
fluid domain near the interface Bhf ∩ Bhs is represented with S2S2 elements, while most of Bhf
is represented by first-order Lagrange elements L1L1 (i.e., with p = q = 1). The solid domain
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Figure 1: Lid driven cavity with a deformable base: Problem description with associated di-
mensions and boundary conditions.
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i 4 f r le base: Problem description with a sociated di-
i .
parameters values units
ρso 500
kg
m3
Es 250
N
m2
νs 0.0 -
ρf 1.0
kg
m3
µf 0.01
kg
m s
Relid =
ρf ||vlid||L
µf
0 ≤ Relid ≤ 200 -
Table 1: Lid driven cavity with a deformable base: Material parameters for the fluid and the
solid continua.
is continually discretized with S2S2 IGA elements. A further special case of the zone enriched
case is the surface enriched discretization, where only the interface is provided with NURBS
representation using L1S2 elements, while the remaining bulk is discretized with L1L1 elements.
A discretization with no IGA enrichment is termed as the pure L1 case and is composed en-
tirely of L1L1 Lagrange elements. Figure 5 shows the different enriched discretization at the
coarsest level, while the respective element and dofs population data for each considered mesh
are tabulated in Table 2.
Numerical simulations are performed over the interval t ∈ [0, 50 s] with a time step size of 0.1 s.
Figure 6 depicts the fluid pressure field at different stages of the simulation. Additionally, the
vertical displacement u2 of three reference points on the fluid-solid interface, points A, B and
C as shown in Figure 4, are recorded over the course of the entire simulation. The obtained
response for the evolution of the vertical displacement of these reference points over the entire
time interval is shown in Figure 7. This response is similar in character to those reported
in Mok et al. [2001] and Gerbeau and Vidrascu [2003]. For subsequent convergence analysis,
the numerical solution corresponding to the finest pure IGA discretization (i.e., m = 5) is
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Figure 1: Lid driven cavity with a deformable base: The problem description with the associated
dimensions and the boundary conditions is shown on the left, while the coarsest zone enriched
discretization is represented at the right. The solid domain Bhs is shown disconnected from Bhf
and stretched along the vertical axis for representation purposes.
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Figure 2: Lid driven cavity with a deformable base: The coarsest mesh (i.e., m = 0) for different
enrichment cases. The solid domain Bhs is shown disconnected from Bhf and stretched along the
vertical axis only for representation purposes.
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Figure 5: Lid riven cavity with a deformable base: e i. ., 0) for different
enrichment case . The solid domain Bhs is shown disco f stretched along the
vertical xis only for epresentation purposes.
Refinement pure L1 surface enrich zone enrich pure IGA
Elements dofs Elements dofs Elements dofs Elements dofs
m h¯e(m) L1 L1 L1S2 L1 L1S2 S2S2 S2S2
0 0.06250
Fluid 256 578 240 16 580 144 32 80 700 256 720
Solid 16 68 - 16 70 - - 16 108 16 108
1 0.03125
Fluid 1,024 2,178 992 32 2,180 640 64 320 2,406 1,024 2,448
Solid 64 198 32 32 200 - - 64 272 64 272
2 0.01563
Fluid 4,096 8,450 4,032 64 8,452 2,688 128 1,280 8,890 4,096 8,976
Solid 256 650 192 64 652 - - 256 792 256 792
3 0.00781
Fluid 16,384 33,282 16,256 128 33,284 11,008 256 5,120 34,146 16,384 34,320
Solid 1,024 2,322 896 128 2,324 - - 1,024 2,600 1,024 2,600
4 0.00390
Fluid 65,536 132,098 65,280 256 132,100 44,544 512 20,480 133,810 65,536 134,160
Solid 4,096 8,738 3,840 256 8,740 - - 4,096 9,288 4,096 9,288
5 0.00195
Fluid 262,144 526,338 261,632 512 526,340 179,200 1,024 81,920 529,746 262,144 530,448
Solid 16,384 33,858 15,872 512 33,860 - - 16,384 34,952 16,384 34,952
Table 2: Lid driven cavity with a deformable base: Element and dof population data for
successive spatial mesh refinements.
considered as the reference solution.
In order to assess the convergence behavior of the obtained dynamic numerical response, we
formulate a Fourier approximation of the resulting discrete data and compare the relative dif-
ferences in the approximated Fourier coefficients. Such a treatment allows us to encapsulate
relative differences in the amplitude, the frequency and the phase-shift between the reference
and the obtained solution in a single measure. The convergence of this measure is then studied
for successive mesh refinements. A Fourier representation of an evolutionary function is given
as
f(t) = a0 +
∞∑
k=1
[
ak cos
(
kpi
L
t
)
+ bk sin
(
kpi
L
t
)]
(86)
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(a) at t = 2.5 s (b) at t = 7.5 s (c) at t = 19.5 s (d) at t = 22 s
Figure 1: Lid driven cavity with a deformable base: Contours of fluid pressure pf together with
flow streamlines at different time steps for mesh m = 5
.
1
Figure 6: Lid driven cavity with a defor able base: t f fl
flow streamlines at different ti e steps for esh
.
Figure 7: Lid driven cavity with a deformable base: Evolution of the vertical displacement u2
of reference points A, B and C on the fluid-solid interface ∂Bf ∩ ∂Bs for mesh m = 5.
where
a0 =
1
2L
L∫
−L
f(x) dx , (87)
ak =
1
L
L∫
−L
f(x) cos
(
kpi
L
x
)
dx , (88)
bk =
1
L
L∫
−L
f(x) sin
(
kpi
L
x
)
dx , (89)
with 2L being the period of the function f(t). For a finite summation of Fourier coefficients ak
and bk (i.e., k = 1, . . . , n), only an approximation of f(t) is obtained. The value of n is reflective
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of the number of distinct frequencies inherent in f(t). Using the discrete data and a predeter-
mined value of n, a Fourier approximation comprising the Fourier coefficients can be obtained
using a curve fitting algorithm (e.g., see Bates and Watts [1988]). For the analysis performed
in this study, we employ the nonlinear least square method to fit the obtained numerical data
to a Fourier approximation. Once the Fourier coefficients have been approximated, the relative
difference between the reference and the obtained solution is assessed using the following error
measure:
E(·) :=
√√√√√√√
(
Lref − Lh
Lref
)2
+
(
aref0 − ah0
)2
+
n∑
k=1
[(
arefk − ahk
)2
+
(
brefk − bhk
)2]
(
aref0
)2
+
n∑
k=1
[(
arefk
)2
+
(
brefk
)2] , (90)
where the superscript “ref” denotes Fourier approximation using the reference solution, while
the superscript h denotes Fourier approximation using the obtained solution.
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Figure 8: Lid driven cavity with a deformable base: Convergence of the error norm Eu2 , i.e., the
norm formulating the relative error in the Fourier approximation of the vertical displacement
(u2) of the point A with n = 1.
Figure 8 shows the behavior of the error measure Eu2 for the response in the vertical displace-
ment of the reference point A. Here, h¯
e
denotes the average length of the elements in the domain
Bhf . The last four periods of the response depicted in Figure 7 were used to construct a Fourier
approximation with n = 1. A subsequent increase in the value of n essentially results in plots
identical to Figure 8. It is evident from Figure 8 that the relative error decreases consistently for
all enrichment cases, reflecting a consistent behavior. The use of S2S2 elements in the enriched
zones results in a significantly improved solution for the zone enriched case, as compared to the
pure L1 and the surface enriched cases. The region near the fluid-solid interface and the fluid
domain near the lid of the cavity experiences rapid movements of the boundary surface and
therefore inherently retains strong velocity gradients. An IGA zone enrichment only in these
areas improves the analysis considerably as Figure 8 shows.
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4.2 Pressure pulse in a deformable tube
For the second benchmark example, we consider the case of incompressible fluid flow in a cir-
cular tube with a traveling pressure wave generated at the inlet. Although initially proposed as
a simplified model for a human cardiovascular system in Formaggia et al. [2001], the problem
setup has since been widely employed with different geometrical and boundary condition imple-
mentations in many FSI numerical studies (e.g., see Gerbeau and Vidrascu [2003], Ku¨ttler and
Wall [2008], Gee et al. [2011], Malan and Oxtoby [2013], Mayr et al. [2015], Eken and Mehmet
[2016], Eken and Sahin [2017]).
parameters values units
ρso 1.2 10
3 kg
m3
Es 3 10
5 N
m2
νs 0.3 -
ρf 1 10
3 kg
m3
µf 3 10
−3 kg
m s
Repulse =
dp
√
ρf ppulse
µf
3,800 -
Table 3: Pressure pulse in a deformable tube: Material properties for fluid and solid.
The problem setup comprises a 0.05 m long tube of circular cross-section. The inner region of
the pipe constitutes the fluid domain Bf and has a diameter (dp) of 0.01 m. The wall of the
tube, which is 0.001 m thick, constitutes the solid domain Bs. Material properties of the fluid
and the solid are summarized in Table 3. The tube wall at the inlet and the outlet are held
clamped over the entire simulation. The inlet and the outlet for the fluid domain are modeled
as traction free boundaries, where σf · nf = 0. For a small time interval, i.e. for t < 0.003 s, a
fluid pressure (ppulse) of 1300 N/m
2 is applied at the inlet. This impulse generates a pressure
pulse that continues to travel along the length of the tube, while interacting with the deformable
tube. When the pulse reaches the outlet boundary, part of it gets reflected back towards the
inlet due to the clamped nature of the outlet boundary.
Refinement pure L1 surface enrich zone1 enrich zone2 enrich
Elements dofs Elements dofs Elements dofs Elements dofs
m h¯e(m) L1L1L1 L1L1L1 L1S2S2 L1L1L1 L1S2S2 S2S2S2 L1L1L1 L1S2S2 S2S2S2
0 0.00156
Fluid 640 3,828 512 128 3,984 512 128 - 3,984 384 128 128 4,956
Solid 256 1,485 - 256 1,719 - - 256 2,448 - - 256 2,448
1 0.00078
Fluid 5,120 25,220 4,608 512 25,520 4,608 512 - 25,520 3,584 512 1,024 28,760
Solid 2,048 8,775 1,024 1,024 9,225 - - 2,048 11,880 - - 2,048 11,880
2 0.00039
Fluid 40,960 182,148 38,912 2,048 182,736 38,912 2,048 - 182,736 30,720 2,048 8,192 194,448
Solid 16,384 59,211 12,288 4,096 60,093 - - 16,384 70,200 - - 16,384 70,200
3 0.00020
Fluid 327,680 1,382,660 319,488 8,192 1,383,824 319,488 8,192 - 1,383,824 253,952 8,192 65,536 1,428,224
Solid 131,072 393,216 114,688 16,384 434,277 - - 131,072 473,688 - - 131,072 473,688
Table 4: Pressure pulse in a deformable tube: Mesh statistics for successive spatial mesh refine-
ments.
Due to the geometry and the applied boundary conditions, the problem is expected to yield
a symmetric solution within the laminar flow regime. Therefore only a single quadrant of the
problem domain is simulated to save computational cost, while retaining a three-dimensional
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(a) pure L1 (b) surface enriched (c) zone1 enriched (d) zone2 enriched
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Fluid
L1S2S2
Fluid
S2S2S2
Fluid
L1L1L1
Solid
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Solid
Figure 1: Pressure pulse in a deformable tube: Types of enrichment cases investigated for tube
example at the coarsest refinement level (i.e., m = 0). The figure shows a cutout view of the
computational domain. For analysis, only a single quadrant of the domain is utilized.
1
Figure 9: Pressure pulse in a defor a le t e: y es of enrichment cases investigated for tube
example at the coarsest refine e t l l (i. ., ). he figure shows a cutout view of the
domain. For the computational analysis, only a single quadrant of the domain is utilized.
analysis configuration at the same time. Four IGA enrichment cases, as shown in Figure 9, are
considered for this benchmark example. The surface enriched case comprises a discretization,
where the tube’s outer surface and the fluid-solid interface are discretized with L1S2S2 elements
to have a NURBS representation of the curved surfaces, while the remaining bulk is composed of
linear Lagrange elements (L1L1L1). The zone1 case is an enrichment of the surface enriched case
where the solid domain Bhs is discretized entirely with second-order IGA hexahedral elements
(S2S2S2). For the zone2 enriched case, only a thin layer of IGA hexahedral elements are added
in the boundary layer region of the fluid domain, while the major fluid bulk is discretized
with linear Lagrange elements. IGA hexahedral elements constitutes the discretization of Bhs
for zone2 as well. Figure 9 shows the four enrichment cases at the coarsest level, while mesh
statistics are tabulated in Table 4.
Figure 10: Pressure pulse in a deformable tube: Contours of fluid velocity magnitude
||vf|| =
√
v21 + v
2
2 + v
2
3 at different stages for the zone2 enriched discretization (m = 2). The
displacement of the solid is increased by a factor of 10 for illustration purposes.
Numerical simulations are performed over the interval t ∈ [0, 0.02 s] with 85 time steps. During
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Figure 11: Pressure pulse in a deformable tube: Contours of pressure at different stages for the
zone2 enriched discretization (m = 2). The displacement of the solid is increased by a factor of
10 for illustration purposes.
Figure 12: Pressure pulse in a deformable tube: Evolution of the radial ur and the axial ua
displacement of a point on the tube’s inner surface at halfway length of the pipe (pure L1 case).
this interval, a complete reflection of the pulse from the outlet to the inlet is observed. Figure 10
illustrates the fluid velocity field in the tube’s interior together with the deformations of the
solid domain, as the pulse travels from the inlet to the outlet. Pressure contours are shown in
Figure 11. In order to assess the convergence behavior of the enrichment cases, we measure the
radial and the axial displacement of a point (ur and ua, respectively) located on the tube’s inner
surface at halfway length. The evolution of these entities are shown in Figure 12 for the pure L1
discretizations, in comparison to the findings from Eken and Mehmet [2016]. It is evident from
the figure that the numerical solution will converge to a unique finite element solution as the
mesh is refined. The difference between the obtained results and the findings from Eken and
Mehmet [2016] can be attributed to the different boundary conditions at the outlet. Zero fluid
pressure was imposed at the outlet in Eken and Mehmet [2016], whereas we impose a traction
free outlet surface. It is also observed that all the considered enrichment cases tend to converge
to identical numerical solutions with spatial refinements. This is evident from the response
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history of ur for different enrichment cases at the finest level, as shown in Figure 13.
Figure 13: Pressure pulse in a deformable tube: Evolution of the radial ur displacement of a
point on the tube’s inner surface at halfway length of the pipe (m = 3).
Figure 14: Pressure pulse in a deformable tube: Mesh convergence behavior of the error norm
in the Fourier coefficients, i.e., Eur and Eua .
To perform a comparative analysis for the different IGA enrichment strategies considered for
this example, we use the error measure of Eq. (90) to judge the relative difference between the
obtained numerical solutions. For this purpose, we consider the response history of ur and ua
obtained from the finest discretization (i.e., m = 3) for the zone enriched case as the reference
response. The numerical solutions are fitted to a Fourier series with n = 7, where the first
acceptable approximation of the reference solution is obtained. Mesh convergence analysis for
the parameters Eur and Eua are shown in Figure 14. It is evident, that the solution obtained
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from the zone1 enriched discretization, with S2S2S2 IGA elements only in Bhs , is much better
than the ones obtained from the surface enriched and the pure L1 discretizations. However, the
most important observation is regarding the performance of zone2 enriched discretization, where
the obtained results are significantly more accurate than all other enrichment cases. This clearly
advocates the benefit of incorporating a thin layer of S2S2S2 IGA elements in the boundary
layer region of Bhf .
4.3 Flow past a circular cylinder with flexible tail
Laminar flow past a circular cylinder with a thin flexible tail is a popular two-dimensional
numerical benchmark for FSI solvers. The benchmark configuration was first proposed in Turek
and Hron [2006], and has since been adopted by many researchers to validate different FSI solvers
(e.g., Heil et al. [2008], Kollmannsberger et al. [2009], Bhardwaj and Mittal [2012], Lee and You
[2013] among others). Three different test cases — based on the fluid velocity at the inlet and
the material parameters of the deformable tail — were proposed in the original paper of Turek
and Hron [2006]. Here, we investigate the more challenging unsteady test cases FSI-2 and FSI-3
of the original proposal.
parameters FSI-2 FSI-3 units
ρso 10.0 1.0 10
3 kg
m3
µs 0.5 2.0 10
6 kg
m s2
νs 0.4 0.4 -
ρf 1.0 1.0 10
3 kg
m3
µf 1.0 1.0
kg
m s
vin 1.0 2.0
m
s
Rein =
ρf vin dc
µf
100 200 -
Table 5: Flow past a circular cylinder with flexible tail: Material paramteres for the FSI-2 and
FSI-3 benchmark cases.
Table 5 summarizes the material parameters for the fluid and the solid domain, while Figure 15
provides the geometrical details of the benchmark problem. The problem domain is the union of
the fluid domain Bf and the solid domain Bs. Let us denote the left-most face of the solid body
with ∂uBs. Then, the boundary conditions associated with the problem are expressed as
vf = (vin, 0) , ∀x ∈ ∂Bin , (91)
vf = 0 , ∀x ∈ ∂Bf\ [ ∂Bin ∪ ∂Bout ∪ (∂Bf ∩ ∂Bs) ] , (92)
σf · nf = 0 , ∀x ∈ ∂Bout , (93)
us = 0 , ∀x ∈ ∂uBs , (94)
while at the fluid-solid interface
vf = vs , ∀x ∈ ∂Bf ∩ ∂Bs , (95)
σf · nf + σs · ns = 0 , ∀x ∈ ∂Bf ∩ ∂Bs . (96)
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The nature of the fluid flow within the domain is essentially controlled through the fluid velocity
at the inlet i.e., with vin, while the behavior of the solid is regulated through the material
parameters ρso and µs.
∂Bin ∂Bout
(Bf)
(Bs)
Figure 1: Flow past a circular cylinder with flexible tail: The problem description together with
the associated dimensions of the analysis domain.
1
Figure 15: Flow past a circular cylinder with flexible tail: The problem description together
with the associated dimensions of the analysis domain.
For this example we consider four IGA enrichment levels, which are similar in construction as
those of the deformable tube example of Section 4.2. These include the pure L1 case (with only
L1L1 elements), the surface enriched case (with L1S2 elements only at Bf ∩ Bs), the zone1 en-
riched case (with S2S2 elements only for Bs) and the zone2 enriched case (with zones of S2S2
elements for Bf and Bs). Spatial meshes corresponding to the coarsest refinement level for dif-
ferent enriched discretization are shown in Figure 16, while element and dofs population data
is tabulated in Table 6.
Refinement pure L1 surface enrich zone1 enrich zone2 enrich
Elements dofs Elements dofs Elements dofs Elements dofs
m h¯e (m) L1L1 L1L1 L1S2 L1L1 L1S2 S2S2 L1L1 L1S2 S2S2
0 0.05125
Fluid 816 1,800 742 72 1,820 742 72 - 1,820 348 68 400 2,096
Solid 80 210 38 40 220 - - 80 276 - - 80 276
1 0.02563
Fluid 3,264 6,864 3,114 148 6,884 3,114 148 - 6,884 1,528 136 1,600 7,416
Solid 320 738 234 84 748 - - 320 860 - - 320 860
2 0.01281
Fluid 13,056 13,392 12,754 300 26,804 12,754 300 - 26,804 6,384 272 6,400 27,848
Solid 1,280 2,754 1,106 172 2,764 - - 1,280 2,988 - - 1,280 2,988
3 0.00641
Fluid 52,224 105,792 51,618 604 105,812 51,618 604 - 105,812 26,080 544 25,600 107,880
Solid 5,120 10,626 4,770 348 10,636 - - 5,120 11,084 - - 5,120 11,084
Table 6: Flow past a circular cylinder with flexible tail: Mesh statistics for succesive spatial
mesh refinement study.
Numerical simulations are performed over the interval t ∈ [0, 15 s] for the FSI-2 test case and
t ∈ [0, 10 s] for the FSI-3 test case with a time step size of 0.001 s. The displacement of the
reference point A (see Figure 15) is recorded over the entire simulation. Figure 17 shows
contours of the velocity magnitude of the fluid at different deflection stages of the tail for
the two investigated cases. Contours for fluid pressure at identical time-instances are shown
in Figure 18. Although the FSI-3 test case represents a higher Reynolds number flow (i.e.,
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(a) zone2 enriched
(b) pure L1 enriched (c) surface enriched (d) zone1 enriched
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Fluid
L1S2
Fluid
S2S2
Fluid
L1L1
Solid
L1S2
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S2S2
Solid
Figure 1: Flow past a circular cylinder with flexible tail: Different enriched discretizations at
the coarsest mesh level (i.e., m = 0). While (a) depicts the entire spatial domain, the subplots
of (b), (c) and (d) provide exploded views of the discretization in the vicinity of the cylinder
and the tail.
1
Figure 16: l t l li i fl i l il: i i ti s t
the coarsest esh level (i.e., ). il l ts
of (b), (c) and (d) provide ex lo e i f li r
and the tail.
Re = 200), the FSI-2 test case (with Re = 100) is the more challenging one as the solid
structure is softer and thus undergoes much larger deformations. The difference in the fluid-
induced deformations in the flexible tail for the two test cases is also evident from Figure 19,
where the evolution of the displacement of point A is plotted in terms of components u1 and
u2.
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t = 14.8 st = 14.7 st = 14.6 s
t = 9.7 s t = 9.8 st = 9.76 s
||vf|| (m/s)
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Figure 1: Flow past a circular cylinder with flexible tail: Contours of velocity magnitude at
instants where u2 of reference point A is minimum, zero and maximum.
1
Figure 17: Flow past a circular cylinder with flexible tail: Contours of velocity magnitude at
instants where u2 of reference point A is minimum, zero and maximum.
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Figure 1: Flow past a circular cylinder with flexible tail: Contours of fluid pressure at instants
where u2 of reference point A is minimum, zero and maximum.
1
Figure 18: Flow past a circular cylinder with flexible tail: Contours of fluid pressure at instants
where u2 of reference point A is minimum, zero and maximum.
Figure 19: Flow past a circular cylinder with flexible tail: Evolution of the displacement of the
reference point A for the FSI-2 and the FSI-3 benchmark case. A dotted blue line is used. Due
to the periodic nature of the response, the dotted blue line appears to become a solid line due
to proximate overlapping.
To gauge the effectiveness of different enrichment strategies used within this benchmark prob-
lem, we compare the error in the Fourier norm (see Eq. 90) of the obtained numerical solutions
with a reference solution. For this purpose, we use the benchmarking data available at fea [2016]
as our reference solution, against which all the obtained numerical solutions are compared with.
The response history of the horizontal (u1) and the vertical (u2) displacement of the reference
point A corresponding to the last two seconds of the simulation is used for this comparison.
Within this interval, the displacement of the point A becomes truly periodic. A Fourier series
with n = 2 offers a sound approximation, as any further increase in the number of Fourier coeffi-
cients n yields identical approximation of the reference solution, and hence identical error plots.
The results for this comparison are shown in Figure 20 for the FSI-2 test case and Figure 21
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for the FSI-3 test case.
Figure 20: Flow past a circular cylinder with flexible tail: Mesh convergence behavior of the
error norm in the Fourier coefficients, i.e., Eu1 and Eu2 , for the FSI-2 benchmark case.
Figure 21: Flow past a circular cylinder with flexible tail: Mesh convergence behavior of the
error norm in the Fourier coefficients, i.e., Eu1 and Eu2 , for the FSI-3 benchmark case.
It is evident from the figures that the implemented scheme results in a consistent method. The
consistent reduction in the Fourier error norms (Eu1 and Eu2) reflects that with each subsequent
increment of the refinement level of the spatial mesh, the numerical solutions get closer to the
reference solution reported in fea [2016]. This is particularly true for the FSI-2 case, as seen in
Figure 20. However, for the FSI-3 test case, the behavior of the error norms for the finer meshes
(e.g., at m = 2, 3) reflect a minor difference between the reference solution and the converged
solution from the obtained results. For both test cases, the zone2 enriched discretization yields
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results that are remarkably improved than all other enrichment cases. While all other enriched
discretizations results in similar solutions (including the zone1 enriched with S2S2 elements for
only Bs), the zone2 enriched results are significantly more accurate and demonstrate higher
order of convergence than others, particularly for the FSI-2 case. Hence for some applications,
only analyzing the structure domain with IGA elements may not be enough and the inclusion
of IGA zones for crucial fluid regions has the potential to offer significant accuracy gains.
5 Conclusion and outlook
In this paper the efficacy of enriched finite element discretizations — where isogeometric anal-
ysis is blended with classical Lagrangian finite elements — is investigated in the context of
fluid-structure interaction problems. In this regard, several different IGA enrichment strate-
gies are considered. These include, among others, discretizations with IGA enriched surfaces
and discretizations with IGA enriched volumetric zones. Results obtained from the studied
numerical examples reveal interesting findings. For all the examples, similar solutions are ob-
tained for the case of surface enriched discretizations (i.e., with IGA only at the surface of
the fluid-solid interface) and classical Lagrangian finite elements discretizations. In some cases,
classical Lagrangian finite elements even yield better accuracy than the surface enriched ones.
However, with the addition of volumetric zones of IGA elements to the classical finite element
mesh, the accuracy of the analysis increases remarkably. Analyzing only the solid domain with
IGA analysis offers accuracy gains, however for some problems (as is the case in Section 4.3)
these gains are not substantial. In this regard, enriching important regions of the much larger
fluid domain (i.e., regions where flow gradients are expected to be large) offers a strategy that
promises substantial accuracy gains. For all the studied examples, discretizations with IGA
enriched elements in both the solid and the fluid domain offer the best quality numerical results
without resorting to a full IGA analysis of the numerical problem.
IGA enriched finite elements offer a mechanism to enrich the classical finite element method
with localized IGA. Such a treatment is extremely beneficial for FSI problems, where often large
computational domains are employed to mitigate farfield boundary effects for the fluid domain.
In this regard, careful IGA enrichment of only the crucial regions will result in improved numer-
ical solutions with minimal increase in computational cost. Moreover, the strategy also provides
a mechanism to analyze different interacting physical domains with different discretizations ap-
proaches in a conforming mesh setting (e.g., IGA for the solid and classical Lagrangian finite
elements for the fluid).
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Appendix A The finite element equations
In this section, we concisely present the implemented finite element formulation. In this re-
gard, the derivation of the discrete residual vectors is first presented, which is followed by the
important derivation of the tangent vectors. The formulation follows Sauer and Luginsland
[2017].
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A.1 The residual vectors
To obtain the discrete finite element system discussed in Section 2, let us start with a finite
element discretization of Eq. (26) as suggested by Eq. (25), i.e.,
nfe⋃
e=1
 ∫
Ωe
ρfw
h · ∂v
h
f
∂t
∣∣∣∣
χ
dv +
∫
Ωe
ρfw
h· ch · gradvhf dv +
∫
Ωe
gradwh : σhf dv −
∫
Ωe
ρfw
h · bf dv
]
−
nfl⋃
l=1
∫
Γl
wh · t¯f da+
nfe∑
e=1
∫
Ωe
τm c
h · gradwh ·Rm(vhf , phf ) dv
+
nfe∑
e=1
∫
Ωe
τc ( divw
h )Rc(vhf ) dv = 0 . (97)
where nfl is the total number of surface elements in ∂tBhf and Γl is its lth-element. Upon the
substitution of approximation relations of Eqs. (36-38), we obtain∫
Ωe
ρfw
h · ∂v
h
f
∂t
∣∣∣∣
χ
dv = (we)T
∫
Ωe
ρf N
T N dv
∂vef
∂t
∣∣∣∣
χ
= (we)T Mef
∂vef
∂t
∣∣∣∣
χ
, (98)
∫
Ωe
ρfw
h · ch · gradvhf dv = (we)T
∫
Ωe
ρf N
T
(
ch · gradvhf
)
dv = (we)T f eadv(v
e
f ) , (99)∫
Ωe
gradwh : σhf dv = (w
e)T
∫
Ωe
BT σhf dv = (w
e)T f efint(v
e
f ,p
e
f ) , (100)∫
Ωe
ρfw
h · bf dv = (we)T
∫
Ωe
ρf N
T bf dv = (w
e)T f efextb , (101)∫
Γl
wh · t¯f da =
(
wl
)T ∫
Γl
NT t¯f da =
(
wl
)T
f lfextt , (102)
where σ now has a Voigt representation with the arrangement σ = [σ11, σ22, σ33, σ23, σ13, σ12]
T ,
while B is the strain rate-velocity matrix which in a three-dimensional setting takes the form
B =
[
B1, B2, . . . , Bnn
]
, (103)
such that BA =
 NA,1 0 0 0 NA,3 NA,20 NA,2 0 NA,3 0 NA,1
0 0 NA,3 NA,2 NA,1 0
T , (104)
The discrete Cauchy stress tensor σhf , using the constitutive law of Eq. (7), is expressed as
σhf = −Cp N˜ pef + 2µf IB vef , (105)
where Cp = [ 1, 1, 1, 0, 0, 0 ]
T and I = (δikδjl+δilδjk)/2. Let us now represent the terms involving
the SUPG and the LSIC stabilization as,∫
Ωe
τm c
h · gradwh ·Rm(vhf , phf ) dv = (we)T
∫
Ωe
τm B
T
v Rm(vhf , phf ) dv = (we)T f eSUPG(vef ,pef ) ,
(106)∫
Ωe
τc ( divw
h )Rc(vhf ) dv = (we)T
∫
Ωe
τc DRc(vhf ) dv = (we)T f eLSIC(vef ) , (107)
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where Bv in Eq. (106) is given as,
BTv =

ch · grad(N1) I
ch · grad(N2) I
...
ch · grad(Nnn) I
 , (108)
while the finite element divergence operator D is formulated as,
D =
[
G1, G2, . . . ,Gnn
]
, (109)
with G =
[
G1, G2, . . . , Gnn
]
, (110)
such that GA = [NA,1 , NA,2 , NA,3 ] . (111)
The discrete residuals are evaluated through Eqs. (29-30). The divergence of σhf can be obtained
as
divσhf = −G pef + C vef , (112)
with
C = µf
[
C1, C2, . . . , Cnn
]
, such that (113)
CA =
2NA,11+NA,22+NA,33 NA,12 NA,13NA,21 NA,11+2NA,22+NA,33 NA,23
NA,31 NA,32 NA,11+NA,22+2NA,33
. (114)
We can now collect the individual terms representing Eq. (97) such that
nfe⋃
e=1
(we)T
[
Mef
∂vef
∂t
∣∣∣∣
χ
+ f eadv(v
e
f ) + f
e
fint(v
e
f ,p
e
f ) + f
e
SUPG(v
e
f ,p
e
f ) + f
e
LSIC(v
e
f )− f efextb
]
−
nfl⋃
l=1
(wl)T f lfextt = 0 . (115)
The necessary ingredients for computing the element level representation of Eq. (115) have been
defined. The element level contributions are then relocated to a global system using a finite
element assembly operation, which ultimately results in
(w)T
[
Mf
∂vf
∂t
∣∣∣∣
χ
+ fadv(vf) + ffint(vf,pf) + fSUPG(vf,pf) + fLSIC(vf)− ffext
]
= 0 , (116)
where
ffext =
nfe⋃
e=1
f efextb +
nfl⋃
l=1
f lfextt , (117)
and w contains the values of the test functions w for all the nodes in Bhf . Noting that the weak
form holds for all admissible choice of test functions, we arrive at Eq. (43), i.e.,
Rm := Mf
∂vf
∂t
∣∣∣∣
χ
+ fadv(vf) + ffint(vf,pf) + fSUPG(vf,pf) + fLSIC(vf)− ffext = 0 . (118)
33
Adopting a similar procedure for Eq. (27), the discrete finite element equation is of the form
nfe⋃
e=1
∫
Ωe
qh divvhf dv +
nfe∑
e=1
∫
Ωe
τm grad q
h ·Rm(vhf , phf ) dv = 0 , (119)
where∫
Ωe
qh divvhf dv = (q
e)T
∫
Ωe
N˜
T
D dv vef = (q
e)T f econ(v
e
f ) , (120)∫
Ωe
τm grad q
h ·Rm(vhf , phf ) dv = (qe)T
∫
Ωe
τp G
TRm(vhf , phf ) dv = (qe)T f ePSPG(vef ,pef ) , (121)
The individual terms can be collected and then subsequently moved to a global system using a
finite element assembly operator. Further noting that the global discrete system holds true for
all admissible q, we arrive at Eq. (44), i.e.,
Rc := fcon(vf) + fPSPG(vf,pf) = 0 . (122)
Applying a finite element discretization to Eq. (28), we obtain
nse⋃
e=1
∫
Ωeo
ρsoδu
h · D
2uhs
Dt2
dV +
∫
Ωeo
Grad δuh :
(
FShs
)
dV −
∫
Ωeo
ρso δu
h · bs dV

−
nsl⋃
l=1
∫
Γlo
δuh · t¯s dA = 0 . (123)
Here, Ωeo represents a unique finite element obtained from the discretization of the reference
configuration. The lth surface element on the boundary ∂tBhso is represented as Γlo, while nsl
represents the total number of surface elements on ∂tBhso . The individual terms of Eq. (123) can
be further expressed as∫
Ωeo
ρsoδu
h · D
2uhs
Dt2
dV = (δue)T
∫
Ωeo
ρsoN
T N dV
D2ues
Dt2
= (δue)T Mes
D2ues
Dt2
, (124)
∫
Ωeo
Grad δuh :
(
FShs
)
dV = (δue)T
∫
Ωeo
BTL S
h
s dV = (δu
e)T f esint(u
e
s) , (125)
∫
Ωeo
ρso δu
h · bs dV = (δue)T
∫
Ωeo
ρso N
T bs dV = (δu
e)T f esextb , (126)
∫
Γlo
δuh · t¯s dA =
(
δul
)T ∫
Γlo
NT t¯s dA =
(
δul
)T
f lsextt . (127)
where BL is the strain-displacement matrix, which in Rd is taken as
BL =
[
B1L, B
2
L, . . . , B
nn
L
]
, (128)
such that
BAL =

F11NA,1 F21NA,1 F31NA,1
F12NA,2 F22NA,2 F32NA,2
F13NA,3 F23NA,3 F33NA,3
F12NA,3 + F13NA,2 F22NA,3 + F23NA,2 F32NA,3 + F33NA,2
F11NA,3 + F13NA,1 F21NA,3 + F23NA,1 F31NA,3 + F33NA,1
F11NA,2 + F12NA,1 F21NA,2 + F22NA,1 F31NA,2 + F32NA,1
 , (129)
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while the value of the second Piola-Kirchhoff stress tensor Shs can be obtained using Eq. (8)
with Es = (F
TF − I)/2. Subsequently performing the finite element assembly procedure, we
obtain the global nodal force balance of the solid system, represented by Eq. (45), i.e.,
Rs := Ms
D2us
Dt2
+ fsint(us)− fsext = 0 . (130)
A.2 The tangent matrices
The nodal force balance system of Eqs. (43-45) consists of a system of nonlinear equations. Using
a predictor-multicorrector algorithm, a Newton-Raphson approach is employed to linearize the
nonlinear system, and subsequently advanced in time using the generalized-α-method. A major
component of this solution approach is the setup and solution of the linearized system of Eq. (73).
In-order to derive the terms associated with this system, let us expand Eq. (73) in terms of its
components, i.e.,
∂Rn+1,km
∂v˙n+1f
∂Rn+1,km
∂pn+1f
∂Rn+1,km
∂u¨n+1s
∂Rn+1,kc
∂v˙n+1f
∂Rn+1,kc
∂pn+1f
∂Rn+1,kc
∂u¨n+1s
∂Rn+1,ks
∂v˙n+1f
∂Rn+1,ks
∂pn+1f
∂Rn+1,ks
∂u¨n+1s


∆v˙n+1f
∆pn+1f
∆u¨n+1s

= −

Rn+1,km
Rn+1,kc
Rn+1,ks

, (131)
where each component is a finite element assembly of the corresponding element-level compo-
nents. With reference to the notation used in Eq. (80), we have
Kf =
nfe⋃
e=1

∂Rem
∂v˙n+1f
∂Rem
∂pn+1f
∂Rec
∂v˙n+1f
∂Rec
∂pn+1f
 , ff =
nfe⋃
e=1

Rem
Rec
 , (132)
Ks =
nse⋃
e=1
∂Res
∂u¨n+1s
, fs =
nse⋃
e=1
Res , (133)
where we have temporarily dropped the superscript (n + 1, k) for clarity. All subsequent rep-
resentation of the residual and its tangent are understood to be evaluations at iteration k for
time-level n+ 1. Using Eqs. (43-45), it is it is evident that
∂Rm
∂u¨n+1s
= 0 ,
∂Rc
∂u¨n+1s
= 0 ,
∂Rs
∂v˙n+1f
= 0 and
∂Rs
∂pn+1f
= 0 . (134)
Since the residual in Eq. (73) is obtained using the field representation at the state n+αm and
n+αf , we express the corresponding tangent at the state n+ 1 in the following manner:
∂Rm
∂v˙n+1f
=
∂Rm
∂v˙n+αmf
∂v˙n+αmf
∂v˙n+1f
+
∂Rm
∂v
n+αf
f
∂v
n+αf
f
∂v˙n+αmf
∂v˙n+αmf
∂v˙n+1f
= αm
∂Rm
∂v˙n+αmf
+ αf γ∆t
∂Rm
∂v
n+αf
f
. (135)
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Adopting the above given definition, we express the tangents associated with Kf as
∂Rem
∂v˙n+1f
= αm
 ∫
Ωe
ρf N
T N dv +
∫
Ωe
τm B
T
v ρf N dv
+ αfγ∆t
 ∫
Ωe
ρf N
T Nv dv
+
∫
Ωe
BTCB dv +
∫
Ωe
τm
(
BTv ρf Nv −BTv C + BTf N
)
dv +
∫
Ωe
τc D
T D dv
 ,
(136)
∂Rem
∂p˙n+1f
=
∫
Ωe
(−1) DT N˜ dv +
∫
Ωe
τm B
T
v G dv , (137)
∂Rec
∂v˙n+1f
= αm
∫
Ωe
τm G
T ρf N dv + αfγ∆t
 ∫
Ωe
N˜
T
D dv +
∫
Ωe
τm G
T (ρf Nv −C) dv
 , (138)
∂Rec
∂p˙n+1f
=
∫
Ωe
τm G
T G dv , (139)
where C = 2µf I, while the matrices
NTv =

ch · grad(N1) I +N1 grad(vhf )
ch · grad(N2) I +N2 grad(vhf )
...
ch · grad(Nnn) I +Nnn grad(vhf )
 and BTf =

R⊗ grad(N1)
R⊗ grad(N2)
...
R⊗ grad(Nnn)
 . (140)
For the tangent matrices associated with the solid model, we note that using the chain-rule and
the definitions from the generalized α-method, we have
∂Rs
∂u¨n+1s
= αm
∂Rs
∂u¨n+αms
+ αf γ∆t
∂Rs
∂u˙
n+αf
s
+ αf β∆t
2 ∂Rs
∂u
n+αf
s
. (141)
Hence the element-level tangent matrix associated with Ks is expressed as
∂Res
∂u¨n+1s
= αm
∫
Ωeo
ρsoN
T N dV + αf β∆t
2
[
Kegeo + K
e
mat
]
, (142)
where
Kegeo =

K11geo K
12
geo . . . K
1nn
geo
K21geo K
22
geo . . . K
2nn
geo
...
...
. . .
...
Knn1geo K
nn2
geo . . . K
nnnn
geo
 with KABgeo = I
∫
Ωeo
NA,I SIJ NB,J dV (143)
is the geometrical stiffness contribution (SIJ is a component of Ss), while
Kemat =
∫
Ωeo
BTL DBL dV (144)
is the material stiffness with D being the fourth-order constitutive tensor, such that Ss = D : Es.
For the considered Saint-Venant material model, the constitutive tensor is
D = λs I⊗ I + 2µs I . (145)
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