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1. INTRODUCTION
In this paper we study a piecewise-smooth minimax solu-
tion of the Hamilton-Jacobi-Bellman equation. Particular
attention is paid to the problem of finding bifurcation
points. One of the close works in this topic is Uspenskii
and Lebedev (2018).
2. PIECEWISE SMOOTH SOLUTION OF
HAMILTON–JACOBI–BELLMAN EQUATION
2.1 Problem statement
Consider the Cauchy boundary value problem for the
Hamilton–Jacobi–Bellman equation
Dtϕ(t, x) +H(t, x,Dxϕ(t, x)) = 0, ϕ(T, x) = σ(x), (1)
where t ∈ [0, T ], x ∈ Rn,











Define ΠT = {(t, x) : t ∈ [0, T ] , x ∈ Rn}, the symbol
intΠT denotes the interior of the set ΠT .
We investigate problem (1) under the following assump-
tions:
(A1) the function H(t, x, s) is continuously differen-
tiable with respect to the variables t, x, s and it is con-
cave(convex) with respect to the variable s;
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(A2) the function σ(x) is continuously differentiable;
(A3) there exist α > 0 and β > 0 such that
‖DxH(t, x, s)‖ ≤ α(1 + ‖x‖+ ‖s‖),
‖DsH(t, x, s)‖ ≤ β(1 + ‖x‖+ ‖s‖)
for any point (t, x, s) ∈ ΠT ×Rn.
Here, the symbol ‖ · ‖ denotes the Euclidean norm in Rn.
2.2 Generalized solution to problem (1)
Under the above assumptions, a classical solution ϕ(·) to
problem (1) may exist only locally in a neighborhood of
the boundary manifold
CT = {(t, x, z): t = T, x = ξ, z = σ(ξ); ξ ∈ Rn} .
This solution ϕ(·) can be constructed using the Cauchy
method of characteristics Petrovskii (1984). The charac-
teristic system with the boundary conditions at t = T for
problem (1) has the form:
˙̃x = DsH(t, x̃, s̃), ˙̃s = −DxH(t, x̃, s̃), (2)
˙̃z = 〈s̃, DsH(t, x̃, s̃)〉 −H(t, x̃, s̃),
x̃(T, ξ) = ξ, s̃(T, ξ) = Dxσ(ξ), (3)
z̃(T, ξ) = σ(ξ) ∀ξ ∈ Rn.
The symbol 〈·, ·〉 denotes the inner product.
The solutions x̃, s̃, and z̃ are called, respectively, the state,
adjoint, and cost characteristics of the Hamilton–Jacobi–
Bellman equation (1).
We note that, under conditions (A1)–(A3), for any ξ ∈ Rn
a solution of the characteristic system exists, it is unique,
and can be extended to the interval [0, T ] .
17th IFAC Workshop on Control Applications of Optimization
Yekaterinburg, Russia, October 15-19, 2018
Copyright © 2018 IFAC 866
Bifurcation points of the generalized
solution of the Hamilton-Jacobi-Bellman
equation 
.
A.S. Rodin ∗ L.G. Shagalova ∗∗
∗ N.N. Krasovskii Institute of Mathematics and Mechanics of the Ural
Branch of RAS, S. Kovalevsk ya Str., 16, Yekaterinburg, 620990
Russia; Ural Federal Univ r ity named after the first P esident of
Russia B.N. Yeltsin (e-mail: alex y.rodin.ekb@gmail.com)
∗∗ N.N. Krasovskii Ins itute of Mathematics and Mechanics f the Ural
Branch of RAS, S. Kovalevskaya Str., 16, Yekat rinburg, 620990
Russia; Ural Federal Univ r ity named after the first P esident of
Russia B.N. Yeltsin (e-m il: sh g@imm.u an.ru)
Abstract: Properties of a minimax piecewise smooth solution of the Hamilton-Jacobi-Bellman
equa ion are c nsidered in the article. We study neces ary and sufficient conditions for finding
bif rcation points. Such points are points of “nucleation” of the set where the solution is not
differentiable.
Keywords: Hamilton–Jacobi–Bellman equation, minimax solution, piecewise smooth solution,
bifurcation points, singular set
1. INTRODUCTION
In this paper we study a piecewise-smooth minimax solu-
tion of the Hamilton-Jacobi-Bellman equation. Particular
attention is paid to the proble of finding bifurcation
points. One of the close works in this topic is Uspenskii
and Lebed v (2018).
2. PIECEWISE SMOOTH SOLUTION OF
HAMILTON–JACOBI–BELLMAN EQUATION
2.1 Problem statement
Consider the Cauchy boundary value problem for the
Hamilton–Jacobi–Bellman equation
Dtϕ(t, x) +H(t, x,Dxϕ(t, x)) = 0, ϕ(T, x) = σ(x), (1)
where t ∈ [0, T ], x ∈ Rn,











Define ΠT = {(t, x) : t ∈ [0, T ] , x ∈ Rn}, the symbol
intΠT denotes the interior of the set ΠT .
We investigate problem (1) under the following assump-
tions:
(A1) the function H(t, x, s) is continuously differen-
tiable with respect to the variables t, x, s and it is co
cave(convex) with respect to the variable s;
 This work is supported by the Program of the Presidium of the
Russian Academy of Science No. 01 ‘Fundamental Mathematics and
its Applications’ (grant PRAS-18-01) and Russian Foundation for
Basic Research (project 17-01-00074
(A2) the function σ(x) is continuously differentiable;
(A3) there exist α > 0 and β > 0 such that
‖DxH(t, x, s)‖ ≤ α(1 + ‖x‖+ ‖s‖),
s , , β
for any point (t, x, s) ∈ ΠT ×Rn.
Here, the symbol ‖ · ‖ denotes the Euclidean norm in Rn.
2.2 Generalized solution to problem (1)
Under the above assumptions, a classical solution ϕ(·) to
problem (1) may exist only locally in neighb rhood of
the boundary manifold
CT = {(t, x, z): t = T, x = ξ, z = σ(ξ); ξ ∈ Rn} .
This solution ϕ(·) can be constructed using the Cauchy
method of characteristics Petrovskii (1984). T charac-
teristic system wi h the boundary conditions at t = T for
problem (1) has the form:
˙̃x = DsH(t, x̃, s̃), ˙̃s = −DxH(t, x̃, s̃), (2)
˙̃z = 〈s̃, DsH(t, x̃, s̃)〉 −H(t, x̃, s̃),
x̃(T, ξ) = ξ, s̃(T, ξ) = Dxσ(ξ), (3)
z̃(T, ξ) = σ(ξ) ∀ξ ∈ Rn.
The symbol 〈·, ·〉 denotes the inner product.
The solutions x̃, s̃, and z̃ are called, respectively, the state,
adjoint, and cost characte istics of the Hamilton–Jacobi–
Bellman equation (1).
We note that, under conditions (A1)–(A3), for any ξ ∈ Rn
a solution of the characteristic system exists, it is unique,
nd can be extended to the interval [0, T ] .
17th IFAC Workshop on Control Applications of Optimization
Yekaterinburg, Russia, October 15-19, 2018
Copyright © 2018 IFAC 866
if ti i ts f t li
s l ti f t ilt - i- ll
ti
.
.S. odin ∗ . . Shagalova ∗∗
∗ . . rasovskii Institute of athe atics and echanics of the ral
ranch of S, S. ovalevsk ya Str., 16, ekaterinburg, 620990
ussia; ral ederal niv r ity na ed after the first esident of
ussia . . eltsin (e- ail: alex y.rodin.ekb g ail.co )
∗∗ . . rasovskii Ins itute of athe atics and echanics f the ral
ranch of S, S. ovalevskaya Str., 16, ekat rinburg, 620990
ussia; ral ederal niv r ity na ed after the first esident of
ussia . . eltsin (e- il: sh g i .u an.ru)
bstract: roperties of a ini ax piece ise s ooth solution of the a ilton-Jacobi- ell an
equa ion are c nsidered in the article. e study neces ary and su cient conditions for finding
bif rcation points. Such points are points of “nucleation” of the set here the solution is not
differentiable.
ey ords: a ilton–Jacobi– ell an equation, ini ax solution, piece ise s ooth solution,
bifurcation points, singular set
1. I I
In this paper e study a piece ise-s ooth ini ax solu-
tion of the a ilton-Jacobi- ell an equation. articular
attention is paid to the proble of finding bifurcation
points. ne of the close orks in this topic is spenskii
and Lebed v (2018).
2. I IS S S L I
IL –J I– LL I
2.1 roble state ent
onsider the auchy boundary value proble for the
a ilton–Jacobi– ell an equation
t (t, x) (t, x, x (t, x)) 0, (T, x) σ(x), (1)
here t [0, T ], x n,











efine T {(t, x) : t [0, T ] , x n}, the sy bol
int T denotes the interior of the set T .
e investigate proble (1) under the follo ing assu p-
tions:
( 1) the function (t, x, s) is continuously differen-
tiable ith respect to the variables t, x, s and it is co
cave(convex) ith respect to the variable s;
 This work is supported by the Progra of the Presidiu of the
Russian Acade y of Sci nce No. 01 ‘Funda ental athe atics and
its Applications’ (grant PRAS-18-01) and Russian Found on for
Basic Research (projec 17-01-00074
( 2) the function σ(x) is continuously differentiable;
( 3) there exist α 0 and β 0 such that
‖ x (t, x, s)‖ α(1 ‖x‖ ‖s‖),
s , , β
for any point (t, x, s) T
n.
ere, the sy bol ‖ · ‖ denotes the uclidean nor in n.
2.2 eneralized solution to proble (1)
nder the above assu ptions, a classical solution (·) to
proble (1) ay exist only locally in neighb rhood of
the boundary anifold
T {(t, x, z): t T, x ξ, z σ(ξ); ξ n} .
his solution (·) can be constructed using the auchy
ethod of characteristics etrovskii (1984). charac-
teristic syste i h the boundary conditions at t T for
proble (1) has the for :
˙̃x s (t, x̃, s̃), ˙̃s x (t, x̃, s̃), (2)
˙̃z 〈s̃, s (t, x̃, s̃)〉 (t, x̃, s̃),
x̃(T, ξ) ξ, s̃(T, ξ) xσ(ξ), (3)
z̃(T, ξ) σ(ξ) ∀ξ n.
he sy bol 〈·, ·〉 denotes the inner product.
he solutions x̃, s̃, and z̃ are called, respectively, the state,
adjoint, and cost characte istics of the a ilton–Jacobi–
ell an equation (1).
e note that, under conditions ( 1)–( 3), for any ξ n
a solution of the characteristic syste exists, it is unique,
nd can be extended to the interval [0, T ] .
17th IFAC orkshop on Control Applications of Opti ization
Yekaterinburg, Russia, October 15-19, 2018
Copyright © 2018 IFAC 866
Bifurcation points of the generalized
solution of the Hamilton-Jacobi-Bellman
equation 
.
A.S. Rodin ∗ L.G. Shagalova ∗∗
∗ N.N. Krasovskii Institute of Mathematics and Mechanics of the Ural
Branch of RAS, S. Kovalevskaya Str., 16, Yekaterinburg, 620990
Russia; Ural Federal University named after the first President of
Russia B.N. Yeltsin (e-mail: alexey.rodin.ekb@gmail.com)
∗∗ N.N. Krasovskii Institute of Mathematics and Mechanics of the Ural
Branch of RAS, S. Kovalevskaya Str., 16, Yekaterinburg, 620990
Russia; Ural Federal University named after the first President of
Russia B.N. Yeltsin (e-mail: shag@imm.uran.ru)
Abstract: Properties of a minimax piecewise smooth solution of the Hamilton-Jacobi-Bellman
equation are considered in the article. We study necessary and sufficient conditions for finding
bifurcation points. Such points are points of “nucleation” of the set where the solution is not
differentiable.
Keywords: Hamilton–Jacobi–Bellman equation, minimax solution, piecewise smooth solution,
bifurcation points, singular set
1. INTRODUCTION
In this paper we study a piecewise-smooth minimax solu-
tion of the Hamilton-Jacobi-Bellman equation. Particular
attention is paid to the problem of finding bifurcation
points. One of the close works in this topic is Uspenskii
and Lebedev (2018).
2. PIECEWISE SMOOTH SOLUTION OF
HAMILTON–JACOBI–BELLMAN EQUATION
2.1 Problem statement
Consider the Cauchy boundary value problem for the
Hamilton–Jacobi–Bellman equation
Dtϕ(t, x) +H(t, x,Dxϕ(t, x)) = 0, ϕ(T, x) = σ(x), (1)
where t ∈ [0, T ], x ∈ Rn,











Define ΠT = {(t, x) : t ∈ [0, T ] , x ∈ Rn}, the symbol
intΠT denotes the interior of the set ΠT .
We investigate problem (1) under the following assump-
tions:
(A1) the function H(t, x, s) is continuously differen-
tiable with respect to the variables t, x, s and it is con-
cave(convex) with respect to the variable s;
 This work is supported by the Program of the Presidium of the
Russian Academy of Science No. 01 ‘Fundamental Mathematics and
its Applications’ (grant PRAS-18-01) and Russian Foundation for
Basic Research (project 17-01-00074
(A2) the function σ(x) is continuously differentiable;
(A3) there exist α > 0 and β > 0 such that
‖DxH(t, x, s)‖ ≤ α(1 + ‖x‖+ ‖s‖),
‖DsH(t, x, s)‖ ≤ β(1 + ‖x‖+ ‖s‖)
for any point (t, x, s) ∈ ΠT ×Rn.
Here, the symbol ‖ · ‖ denotes the Euclidean norm in Rn.
2.2 Generalized solution to problem (1)
Under the above assumptions, a classical solution ϕ(·) to
problem (1) may exist only locally in a neighborhood of
the boundary manifold
CT = {(t, x, z): t = T, x = ξ, z = σ(ξ); ξ ∈ Rn} .
This solution ϕ(·) can be constructed using the Cauchy
method of characteristics Petrovskii (1984). The charac-
teristic system with the boundary conditions at t = T for
problem (1) has the form:
˙̃x = DsH(t, x̃, s̃), ˙̃s = −DxH(t, x̃, s̃), (2)
˙̃z = 〈s̃, DsH(t, x̃, s̃)〉 −H(t, x̃, s̃),
x̃(T, ξ) = ξ, s̃(T, ξ) = Dxσ(ξ), (3)
z̃(T, ξ) = σ(ξ) ∀ξ ∈ Rn.
The symbol 〈·, ·〉 denotes the inner product.
The solutions x̃, s̃, and z̃ are called, respectively, the state,
adjoint, and cost characteristics of the Hamilton–Jacobi–
Bellman equation (1).
We note that, under conditions (A1)–(A3), for any ξ ∈ Rn
a solution of the characteristic system exists, it is unique,
and can be extended to the interval [0, T ] .
17th IFAC Workshop on Control Applications of Optimization
Yekaterinburg, Russia, October 15-19, 2018
Copyright   IFAC 866
Bifurcation points of the generalized
solution of the Hamilton-Jacobi-Bellman
equation 
.
A.S. Rodin ∗ L.G. Shagalova ∗∗
∗ N.N. Krasovskii Institute of Mathe atics and Mechanics of the Ural
Branch of RAS, S. Koval vskaya Str., 16, Yekaterinburg, 620990
Russia; Ural Federal University na ed after the first President of
Russia B.N. Yeltsin ( -mail: alexey.rodin.ekb@gmail.com)
∗∗ N.N. Krasovskii Institute of Mathe atics and Mechanics of the Ural
Branch of RAS, S. Kovalevskaya Str., 16, Yekate inburg, 620990
Russia; Ural Federal University named after the first President of
Russia B.N. Yeltsin ( -mail: shag@imm.uran.ru)
Abstract: Properties of a minimax piecewise smooth solution of the Hamilton-Jacob -Bellman
equation are considered in the article. We study necessary and sufficient conditions for finding
bifurcation points. Such points are points of “nucleation” of the set where the solution is not
differentiable.
Keywords: Hamilton–Jacobi–Bellman equation, minimax solution, piecewise smooth solution,
bifurcation points, singular set
1. INTRODUCTION
In this paper we study a piecewise-smooth minimax solu-
ti n of the Hamilton-Jacobi-Bellman equation. Particular
ttention is paid to the problem of finding bifurcation
points. One of the close works in this topic is Uspenskii
and Lebedev (2018).
2. PIECEWISE SMOOTH SOLUTION OF
HAMILTON–JACOBI–BELLMAN EQUATION
2.1 Problem statement
Consider the Cauchy boundary value problem for the
Hamil on–Jacobi–Bellman equation
Dtϕ(t, x) +H(t, x,Dxϕ(t, x)) = 0, ϕ(T, x) = σ(x), (1)
where t ∈ [0, T ], x ∈ Rn,











Define ΠT = {(t, x) : t ∈ [0, T ] , x ∈ Rn}, the ymbol
intΠT denotes the interior of the set ΠT .
We investigate pr blem (1) under the foll wing assump
ions:
(A1) th function H( , x, s) is continuously differen-
tiable ith respect to the variables t, x, s and it is con-
cave(convex) with esp ct to the variable s;
 This work is supported by the Program of the Presidium of the
Russian Academy of Science No. 01 ‘Fundamental Mathematics and
its Applications’ (grant PRAS-18-01) and Russian Foundation for
Basic Research (project 17-01-00074
( 2) the function σ(x) is continuously differentiable;
(A3) there exist α > 0 and β > 0 such that
‖DxH(t, x, s)‖ ≤ α(1 + ‖x‖+ ‖s‖),
‖DsH(t, x, s)‖ ≤ β(1 + ‖x‖+ ‖s‖)
for any point (t, x, s) ∈ ΠT ×Rn.
Here, th symbol ‖ · ‖ den tes th Euclidean norm in Rn.
2.2 Generalized solution o problem (1)
Under the above assumptions, a classical solution ϕ(·) to
problem (1) may exist only locally in a neighborhood of
the boundary manifold
CT = {(t, x, z): t = T, x = ξ, z = σ(ξ); ξ ∈ Rn} .
Th solution ϕ(·) can be constru ted usi g the Cauchy
method of c ract ristics Petrovskii (1984). The charac-
teristic system with the boundary condition at t = T for
problem (1) has the form:
˙̃x = DsH(t, x̃, s̃), ṡ = −DxH(t, x̃, s̃), (2)
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According to the Cauchy method Petrovskii (1984), we
have the formulas x = x̃(t, ξ), ϕ(t, x) = z̃(t, ξ), and
Dxϕ(t, x) = s̃(t, ξ), t ∈ [0, T ], ξ ∈ Rn, if the Jacobian
∂x̃(t, ξ)
∂(t, ξ)
is not equal to zero.
As a rule, classical solution does not exist in ΠT . So, we
consider generalized solutions. We recall (see Subbotina
et al. (2013),Kolpakova (2010)) the definition.
Definition 1. The superdifferential D+ϕ(t0, x0) of a func-
tion ϕ(·): ΠT → R at a point (t0, x0) is defined as the
following set co
{
(α, s) ∈ Rn+1 : lim sup
∆t→0,‖∆x‖→0





The symbol coS denotes the convex hull of the set S.
Definition 2. A generalized solution to problem (1) is
a locally Lipschitz superdifferentiable(suberdifferentiable)
function ΠT  (t, x) → ϕ(t, x) ∈ R such that, for any
point (t0, x0) ∈ ΠT , there exist ξ0 ∈ Rn and solutions
x̃(·, ξ0), s̃(·, ξ0), and z̃(·, ξ0) of system (2), (3) satisfying
the condition
x̃(t0, ξ0) = x0, z̃(t0, ξ0) = ϕ(t0, x0),
z̃(t, ξ0) = ϕ(t, x̃(t, ξ0)) ∀t ∈ [t0, T ].
The following assertion in valid on the connection of Def-
inition 2 with the definitions of the minimax solution and
the viscosity solution is a consequence of results in Sub-
botina et al. (2013), Kolpakova (2010), Subbotin (1995),
Crandall and Lions (1983), Subbotina and Kolpakova
(2010).
Proposition 3. If conditions (A1)–(A3) are satisfied to
problem (1), then there exists a unique generalized solu-
tion to problem (1) in the sense of Definition 2. Definition 2
is equivalent to the definitions of the minimax solution and
the viscosity solution to problem (1).
2.3 Singular set of a generalized solution
Let us recall the definition of the singular set of a gener-
alized solution ϕ(·) to problem (1).
Definition 4. The singular set Q of a generalized solution
ϕ(·) to problem (1) is the set of points (t, x) ∈ ΠT where
the function ϕ is not differentiable.
According to Subbotina et al. (2013), Kolpakova (2010),
the following proposition holds.
Proposition 5. Let conditions (A1)–(A3) be satisfied for
problem (1). Then (t, x) ∈ Q if and only if there exist
ξ1, ξ2 ∈ Rn, ξ1 = ξ2, such that x̃(t, ξ1) = x̃(t, ξ2) = x,
z̃(t, ξ1) = z̃(t, ξ2) = ϕ(t, x), s̃(t, ξ1) = s̃(t, ξ2),
where x̃(·, ξi), s̃(·, ξi), and z̃(·, ξi), i = 1, 2, are solutions of
the characteristic system (2), (3).
2.4 Class of piecewise smooth functions
In this paper, we consider generalized solutions ϕ(·) to
problem (1) in the class of piecewise smooth functions (see,
for instance, Subbotin (1995)).
Definition 6. A continuous function ϕ(·) : ΠT → R is
called piecewise smooth in ΠT if





Mi, Mi ∩Mj = ∅ for i, j ∈ I, i = j,
where I = {1, 2, . . . , N} ,Mi are differentiable submani-
folds in ΠT ;
(2) the restriction of a piecewise smooth function ϕ(·) to
M j , j ∈ J , is a continuously differentiable function, where
J := {i ∈ I : Mi is an (n + 1)-dimensional manifold},
M j is the closure of the set Mj ;
(3) for any i ∈ I, (t1, x1), (t2, x2) ∈ Mi, the condition
J(t1, x1) = J(t2, x2) holds, where
J(t, x) := {j ∈ J : x ∈ M j}.
3. BIFURCATION POINTS
We introduce the following definition
Definition 7. The point of bifurcation (t∗, x∗) is the point
(t∗, x∗) ∈ Q \Q.




where cross(·) : Rn → [0; +∞].
Remark 8. To every bifurcation point (t∗, x∗) there corre-
sponds a point (ξ∗, cross(ξ∗)), which is a minimum point
of the graph of the function cross(·).
3.1 Simple Hamiltonian
Consider the case as H = H(s).
Theorem 9. Let conditions (A1)–(A3) be satisfied for
problem (1), H=H(s), than the function cross(·) is con-
tinuous at the point ξ∗.
Proof. We prove the fact by reductio ad absurdum. Con-
sider a point (t, x) ∈ Q where at least two characteristics
intersect that satisfy, and (t∗, x∗) ∈ Q \ Q, the assertion
(3).
Consider the difference for the state characteristic x̃(·):
x−x∗ = ξ−ξ∗−(T−t)DsH(Dσ(ξ))+(T−t∗)DsH(Dσ(ξ∗)).
From this equalities we can get
‖x− x∗ + (t∗ − t)DsH(Dσ(ξ))‖ =
= ‖ξ − ξ∗ + (T − t∗)(DsH(Dσ(ξ∗)−DsH(Dσ(ξ))‖ ;
Let us pass to the limit, as x → x∗, t → t∗ and
ξ → ξ∗∗ = ξ∗.
We get
0 = ‖x− x∗‖+ (t− t∗) ‖DsH(Dσ(ξ))‖ ≥





‖ξ∗∗ − ξ∗ + (T − t∗)(DsH(s∗)−DsH(s∗)‖ = 0,
IFAC CAO 2018
Yekaterinburg, Russia, October 15-19, 2018
867
 A.S. Rodin  et al. / IFAC PapersOnLine 51-32 (2018) 866–870 867
According to the Cauchy method Petrovskii (1984), we
have the formulas x = x̃(t, ξ), ϕ(t, x) = z̃(t, ξ), and
Dxϕ(t, x) = s̃(t, ξ), t ∈ [0, T ], ξ ∈ Rn, if the Jacobian
∂x̃(t, ξ)
∂(t, ξ)
is not equal to zero.
As a rule, classical solution does not exist in ΠT . So, we
consider generalized solutions. We recall (see Subbotina
et al. (2013),Kolpakova (2010)) the definition.
Definition 1. The superdifferential D+ϕ(t0, x0) of a func-
tion ϕ(·): ΠT → R at a point (t0, x0) is defined as the
following set co
{
(α, s) ∈ Rn+1 : lim sup
∆t→0,‖∆x‖→0





The symbol coS denotes the convex hull of the set S.
Definition 2. A generalized solution to problem (1) is
a locally Lipschitz superdifferentiable(suberdifferentiable)
function ΠT  (t, x) → ϕ(t, x) ∈ R such that, for any
point (t0, x0) ∈ ΠT , there exist ξ0 ∈ Rn and solutions
x̃(·, ξ0), s̃(·, ξ0), and z̃(·, ξ0) of system (2), (3) satisfying
the condition
x̃(t0, ξ0) = x0, z̃(t0, ξ0) = ϕ(t0, x0),
z̃(t, ξ0) = ϕ(t, x̃(t, ξ0)) ∀t ∈ [t0, T ].
The following assertion in valid on the connection of Def-
inition 2 with the definitions of the minimax solution and
the viscosity solution is a consequence of results in Sub-
botina et al. (2013), Kolpakova (2010), Subbotin (1995),
Crandall and Lions (1983), Subbotina and Kolpakova
(2010).
Proposition 3. If conditions (A1)–(A3) are satisfied to
problem (1), then there exists a unique generalized solu-
tion to problem (1) in the sense of Definition 2. Definition 2
is equivalent to the definitions of the minimax solution and
the viscosity solution to problem (1).
2.3 Singular set of a generalized solution
Let us recall the definition of the singular set of a gener-
alized solution ϕ(·) to problem (1).
Definition 4. The singular set Q of a generalized solution
ϕ(·) to problem (1) is the set of points (t, x) ∈ ΠT where
the function ϕ is not differentiable.
According to Subbotina et al. (2013), Kolpakova (2010),
the following proposition holds.
Proposition 5. Let conditions (A1)–(A3) be satisfied for
problem (1). Then (t, x) ∈ Q if and only if there exist
ξ1, ξ2 ∈ Rn, ξ1 = ξ2, such that x̃(t, ξ1) = x̃(t, ξ2) = x,
z̃(t, ξ1) = z̃(t, ξ2) = ϕ(t, x), s̃(t, ξ1) = s̃(t, ξ2),
where x̃(·, ξi), s̃(·, ξi), and z̃(·, ξi), i = 1, 2, are solutions of
the characteristic system (2), (3).
2.4 Class of piecewise smooth functions
In this paper, we consider generalized solutions ϕ(·) to
problem (1) in the class of piecewise smooth functions (see,
for instance, Subbotin (1995)).
Definition 6. A continuous function ϕ(·) : ΠT → R is
called piecewise smooth in ΠT if





Mi, Mi ∩Mj = ∅ for i, j ∈ I, i = j,
where I = {1, 2, . . . , N} ,Mi are differentiable submani-
folds in ΠT ;
(2) the restriction of a piecewise smooth function ϕ(·) to
M j , j ∈ J , is a continuously differentiable function, where
J := {i ∈ I : Mi is an (n + 1)-dimensional manifold},
M j is the closure of the set Mj ;
(3) for any i ∈ I, (t1, x1), (t2, x2) ∈ Mi, the condition
J(t1, x1) = J(t2, x2) holds, where
J(t, x) := {j ∈ J : x ∈ M j}.
3. BIFURCATION POINTS
We introduce the following definition
Definition 7. The point of bifurcation (t∗, x∗) is the point
(t∗, x∗) ∈ Q \Q.




where cross(·) : Rn → [0; +∞].
Remark 8. To every bifurcation point (t∗, x∗) there corre-
sponds a point (ξ∗, cross(ξ∗)), which is a minimum point
of the graph of the function cross(·).
3.1 Simple Hamiltonian
Consider the case as H = H(s).
Theorem 9. Let conditions (A1)–(A3) be satisfied for
problem (1), H=H(s), than the function cross(·) is con-
tinuous at the point ξ∗.
Proof. We prove the fact by reductio ad absurdum. Con-
sider a point (t, x) ∈ Q where at least two characteristics
intersect that satisfy, and (t∗, x∗) ∈ Q \ Q, the assertion
(3).
Consider the difference for the state characteristic x̃(·):
x−x∗ = ξ−ξ∗−(T−t)DsH(Dσ(ξ))+(T−t∗)DsH(Dσ(ξ∗)).
From this equalities we can get
‖x− x∗ + (t∗ − t)DsH(Dσ(ξ))‖ =
= ‖ξ − ξ∗ + (T − t∗)(DsH(Dσ(ξ∗)−DsH(Dσ(ξ))‖ ;
Let us pass to the limit, as x → x∗, t → t∗ and
ξ → ξ∗∗ = ξ∗.
We get
0 = ‖x− x∗‖+ (t− t∗) ‖DsH(Dσ(ξ))‖ ≥





‖ξ∗∗ − ξ∗ + (T − t∗)(DsH(s∗)−DsH(s∗)‖ = 0,
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s∗ = Dσ(ξ∗), s∗∗ = Dσ(ξ∗∗).
It means, that
‖ξ∗∗ − (T − t∗)DsH(Dσ(ξ∗∗))− x∗‖ = 0. (4)
Similarly, we obtain the condition for the cost character-
istic.
Consider the difference for the cost characteristic:
‖σ(ξ∗∗)− (T − t∗)(〈s∗∗, DsH(s∗∗)〉 −H(s∗∗))− z∗‖ = 0,(5)
where s∗∗ = Dσ(ξ∗∗).
It follows from conditions (4) and (5) that characteristics
(x̃(t∗, ξ∗), z̃(t∗, ξ∗), s̃(t∗, ξ∗)) and
(x̃(t∗, ξ∗∗), z̃(t∗, ξ∗∗), s̃(t∗, ξ∗∗)) are intersected at the point
(t∗, x∗). Therefore (t∗, x∗) /∈ Q. We have obtained a
contradiction: the point (t∗, x∗) = Q.
Thus, we obtained, that ξ∗∗ = ξ∗.
Theorem 10. Let conditions (A1)–(A3) be satisfied for
problem (1), H = H(s) and Dξi(DsiH(Dσ(ξ))) is con-




∗))), i ∈ 2, n,
is true.
Proof. We consider the condition when the state charac-
teristic belongs to the singular set
ξ1 − ξ2 = (T − t)(DsH(Dσ(ξ1))−DsH(Dσ(ξ2))),
T − t = cross(ξ1) = cross(ξ2).
We expand in a Taylor series the function DsH(Dσ(ξ1))−
DsH(Dσ(ξ2)) in the neighborhood of the point ξ
∗:
ξ1 − ξ2 = cross(ξ1)(Dξ(DsH(Dσ(ξ∗))(ξ1 − ξ∗))−
−DξDsH(Dσ(ξ∗))(ξ2 − ξ∗) +M(ξ1 − ξ2)),
where M,Dξ(DsH(Dσ(ξ
∗))− n× n−matrix,
(ξ1 − ξ2) ∈ Rn.




k − ξ∗k)Dξj (Dξk(DsiH(Dσ(ϑikj
1))))) +
((ξ2




We introduce a parametrization ξ1 = ξ1(τ), ξ2 = ξ2(τ),
where τ = t− t∗.
There exist a vector h = 0 and the smallest number r such
that:
ξ1(τ)− ξ2(τ) = h(τ)τ r,
where h(τ)
τ→0−→ h.
We obtain in the limit τ → 0
Eh = cross(ξ∗)(Dξ(DsH(Dσ(ξ
∗)))h.
(E − cross(ξ∗)(Dξ(DsH(Dσ(ξ∗)))))h = 0. (6)
Let us find a value ξ∗ such that equality (6) holds for any
h, then





∗))), i ∈ 1, n.





1 + s2, σ(ξ) = sin(ξ), ξ, s ∈ R.












Consequently ξ ∈ [−π + 2πk, 2πk] , k ∈ Z.
cross(ξ) = − (1+cos
2(ξ))1,5
sin(ξ) .
In order to find a value ξ∗, it is necessary that
Dcross(ξ) = 0:
Dcross(ξ) = 2
(1 + cos2(ξ))0,5cos(ξ)(1 + sin2(ξ))
sin2(ξ)
= 0.
Found ξ∗ = −π2 + 2πk, k ∈ Z. Let us find the point of
bifurcation (t∗, x∗):
t∗ = cross(ξ∗) = 1,
x∗ = ξ∗ − (T − t∗)DsH(Dσ(ξ∗)) = −
π
2
+ 2πk, k ∈ Z.




1 + ‖s‖2, σ(ξ) = ‖ξ‖
2
2
, ξ, s ∈ Rn.
























Consequently ξ2i = ξ
2
j = a
2, i, j ∈ 1, n. We get
cross(a) =
(1 + na2)1,5
1 + (n− 1)a2
.
In order to find a value ξ∗(a), it is necessary that
Dcross(a) = 0:
Dcross(ξ) =
a((n+ 2) + n(n− 1)a2)
(1 + (n− 1)a2)
= 0.
Found ξ∗ = 0. Let us find the point of bifurcation (t∗, x∗):
t∗ = cross(ξ∗) = 1, x∗ = ξ∗ − (T − t∗)DsH(Dσ(ξ∗)) = 0.
(t∗, x∗) = (1, 0).
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3.2 Case when the Hamiltonian has the form H = H(t, s)
For the case of the Hamiltonian H = H(t, s), the proof of
the following theorems is carried out in a similar way as
in the previous subsection.
Theorem 13. Let conditions (A1)–(A3) be satisfied for
problem (1), H = H(t, s), then the function cross(·) is
continuous at the point ξ∗.
Theorem 14. Let conditions (A1)–(A3) be satisfied for
problem (1), H = H(t, s) and Dξi(DsiH(t,Dσ(ξ))) is
continuous with respect to the variables ξ. If there exists





∗)))dτ, i ∈ 1, n,
is true.
3.3 Case when the Hamiltonian has the form H = H(x, s)
In paper Subbotina and Shagalova (2017) the following
Hamilton-Jacobi equation originated in molecular genetics
for Crow–Kimura model of molecular evolution is studied.
Dtϕ(t, x) +H(x,Dxϕ(t, x)) = 0, ϕ(0, x) = σ(x),
x ∈ [−1, 1], t ≥ 0,
where H(x, s) = −f(x) + 1− 1+x2 e
2s − 1−x2 e
−2s,
and where the function f(·) called fitness is assumed to be
twice continuously differentiable.
We write down the characteristic system for the Hamilton-
Jacobi equation:







ż = sDsH(x, s)−H(x, s),
with initial conditions:
x(0, ξ) = ξ, s(0, ξ) = Dσ(ξ), z(0, ξ) = σ(ξ), ξ ∈ [−1, 1] .
Consider the system of the first two ODE.






We can reduce the system to an ordinary differential
equation with respect to the phase characteristic:
√
ẋ2 + 4(1− x2) = 2(1−H(ξ,Dσ(ξ))−f(x)), x ∈ (−1, 1) .







x2 − 1 + (1−H(ξ,Dσ(ξ))− f(x))2
is true.





































Using the first two equations and passing to the limit, as
ξ1 → ξ∗, ξ2 → ξ∗, we obtain
1√








(y2 − 1 + (1−H(ξ∗, Dσ(ξ∗))− f(y))2)1,5
.





y2 − 1 + (1−H(ξ∗, Dσ(ξ∗))− f(y))2
= 2t∗;
1√








(y2 − 1 + (1−H(ξ∗, Dσ(ξ∗))− f(y))2)1,5
.
4. CONCLUSION
In the paper, for different types of Hamiltonians, it was
possible to obtain the necessary conditions for finding the
bifurcation point. The results are illustrated by examples.
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