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DERIVATION MODULES OF JOINS
JOYDIP SAHA AND INDRANATH SENGUPTA
ABSTRACT. In this paper we explicitly compute the derivation module
of quotients of polynomial rings by ideals formed by the sum or by some
other gluing technique. We discuss cases of monomial ideals and bino-
mial ideals separately.
Let k denote a field and R = k[x1, x2, . . . , xn] the polynomial ring over
k. We have used the word “join” in the title in a more generic sense, where
it could mean sum of ideals or the join of simplicial complexes or the gluing
of numerical semigroups. A natural question one can ask is the following:
Given ideals I and J in R, what can one say about the structure of the
derivation module Derk(R/I + J,R/I + J)? This question is difficult in
general and in this paper we aim to answer this question partially for some
good cases. We consider a few instances in the following two sections. In
the first section we use the result proved by Brumatti and Simis in [1]; see
1.3 to study Derk(R/I + J,R/I + J), where I and J are monomial ideals
with the property that I∩J = IJ . As a consequence, we derive the structure
of the derivation module of the Stanley-Reisner ring of the simplicial com-
plex obtained by the join of two simplicial complexes. The second section
is devoted to the study of the structure of the derivation module of the glued
numerical semigroup ring formed by the gluing of numerical semigroups.
We use a theorem of Kraft [4] to prove our result.
1. SUM OF MONOMIAL IDEALS
Ideals I and J in R are said to intersect transversally if I ∩ J = IJ .
Transversal intersection of monomial ideals and ideals of the form I + J ,
where I and J intersect transversally have been studied in detail in [7] and
[8] respectively. Syzygies of ideals of the form I + J can be read easily
when I and J intersect transversally. This section is devoted to describe the
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structure of the derivation module Derk(R/I + J,R/I + J), where I and J
are monomial ideals with the property that I ∩ J = IJ . We will be using
the structure theorem proved by Brumatti and Simis in [1]; see 1.3.
Let k be a field and I a monomial ideal in the polynomial ring R =
k[x1, x2, . . . , xn]. Let us denote its unique minimal generating set by G(I)
and Mon(R) denote the set of all monomials in R. Let us recall some
definitions and basic facts from [7].
Definition 1. Let ∅ 6= T ⊂Mon(R). We define
supp(T ) = {i | xi dividesm for somem ∈ T}.
If T = {m}, we simply write supp(m) instead of supp({m}). Given a
nonzero polynomial f in R, the set Mon(f) denotes the set of monomials
appearing in f with nonzero coefficients and supp(f) is defined similarly. If
S and T are two nonempty subsets ofMon(R), then, supp(S)∩supp(T ) = ∅
if and only if supp(f) ∩ supp(g) = ∅, for every f ∈ S and g ∈ T .
Theorem 1.1. Let I and J be two monomial ideals of R. Then, I ∩ J = IJ
if and only if supp(G(I))∩ supp(G(J)) = ∅.
Proof. See theorem 2.2 in [7]. 
Proposition 1.2. Let I be a monomial ideal and G(I) = {M1, . . . ,Mk}
be the minimal generating set. Suppose m ∈ R be a monomial and mi =
Mi
gcd(Mi, m)
. Then (I : m) = 〈{m1, . . . , mk}〉.
Proof. Note that gcd(Mi, m) | m and therefore gcd(Mi, m)mi | mmi for
all i ∈ {1, . . . , k}. Therefore Mi | mmi, i.e., mi ∈ (I : m) and hence
〈{m1, . . . , mk}〉 ⊂ (I : m). We pick an element N ∈ (I : m); without loss
of generality we may assume that N is a monomial. Since mN ∈ I , there
exists Mi ∈ G(I) such that Mi | mN . Which implies that
Mi
gcd(Mi, m)
|
mN
gcd(Mi, m)
, i.e., mi |
mN
gcd(Mi, m)
. Since gcd(mi, m) = 1, we have mi |
N , therefore N ∈ {m1, . . . , mk}. 
Theorem 1.3 (Brumatti, Simis; [1]). Let I ⊂ R = k[x1, x2, . . . , xn] be an
ideal generated by monomials whose exponents are prime to char k. Then
Derk(R/I,R/I) =
n⊕
i=1
((I : (I : xi))/I)
∂
∂xi
⊂
n⊕
i=1
(R/I)
∂
∂xi
.
Proof. See Theorem 2.2.1 in [1]. 
DERIVATION MODULES OF JOINS 3
Lemma 1.4. Let I, J ⊂ R be monomial ideals in R, with I ∩ J = IJ .
Let G(I) = {M1, . . . ,Mk} and G(J) = {N1, . . . , Ns} be the minimal
generating sets of I and J respectively. Then
((I + J) : ((I + J) : xi)) =


(I : (I : xi)) + J if i ∈ supp(G(I))
I + (J : (J : xi)) if i ∈ supp(G(J))
R if i /∈ supp(G(I)) ∪ supp(G(J)).
Proof. We have I ∩ J = IJ if and only if supp(G(I))∩ supp(G(J)) =
∅, by theorem 1.1. Suppose that i ∈ supp(G(I)), we have (I : xi) =
〈mi1, . . . , mik〉, where mij =
Mj
gcd(Mj , xi)
by proposition 1.2.
Claim 1. ((I + J) : xi) = 〈mi1, . . . , mik, N1, . . . , Ns〉.
Proof of Claim 1. It is obvious that 〈mi1, . . . , mik, N1, . . . , Ns〉 ⊂ (I + J :
xi). Conversely, let N be a monomial such that xiN ∈ I + J . There exists
T ∈ G(I) ∪G(J) such that T | xiN . If T = Mj for some J ∈ {1, . . . , k},
then Mj | xiN implies that
Mj
gcd(Mj , xi)
|
xiN
gcd(Mj , xi)
, i.e., mij | N . If
T = Nj for some j ∈ {1, . . . , s}, then Nj | xiN . Therefore Nj | N , since
xi ∤ Nj . 
Now (I+J : 〈mi1, . . . , mik, N1, . . . , Ns〉) = (I+J : mi1)∩· · ·∩(I+J :
mik) ∩ (I + J : N1) ∩ · · · ∩ (I + J : Ns).
Claim 2.
k⋂
j=1
((I + J) : mij) = (I : (I : xi)) + J .
Proof of Claim 2. We use Proposition 1.2 and get
k⋂
j=1
((I + J) : mij) =
k⋂
j=1
〈M1, . . . ,Mk, N1, . . . , Ns : mij〉
=
k⋂
j=1
〈
M1
gcd(M1, mij)
, . . . ,
Mk
gcd(Mk, mij)
, N1, . . . , Ns
〉
=
k⋂
j=1
〈
M1
gcd(M1, mij)
, . . . ,
Mk
gcd(Mk, mij)
〉
+ J
= (I : (I : xi)) + J 
Therefore, if i ∈ supp(G(I)), we have
((I + J) : ((I + J) : xi)) = (I : (I : xi)) + J.
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Similarly, if i ∈ supp(G(J)), we have
((I + J) : ((I + J) : xi)) = I + (J : (J : xi)).
If i /∈ supp(G(I)) ∪ supp(G(J)), then, by Proposition 1.2 we get
(I + J : xi) = I + J.
Therefore, ((I + J) : ((I + J) : xi)) = R; this completes the proof of the
Lemma. 
Corollary 1.5. Let I, J ⊂ R = k[x1, x2, . . . , xn] be ideals generated by
monomials whose exponents are prime to char k. Then
Derk(R/I + J,R/I + J) = Derk(R/I,R/I)⊕ Derk(R/J,R/J).
Proof. Follows from Theorem 1.1, Theorem 1.3 and Lemma 1.4. 
Join of Simplical Complexes. A simplicial complex on {1, . . . , n} is a
collection∆ of subsets of {1, . . . , n}, such that if F ∈ ∆ and F
′
⊂ F , then
F
′
∈ ∆. The set {1, . . . , n} is usually called the vertex set of ∆, denoted
by V (∆). An element of ∆ is called a face of ∆. A facet is a maximal face
of ∆, with respect to inclusion. Let F(∆) denote the set of all facets of ∆.
A nonface of ∆ is a subset F of {1, . . . , n}, such that F /∈ ∆. Let N (∆)
denote the set of minimal nonfaces of ∆. For each subset F ⊂ {1, . . . , n},
we set xF =
∏
i∈F
xi. The Stanley-Reisner ideal of∆ is the ideal ofR defined
as I∆ = 〈{xF | F ∈ N (∆)}〉 and the quotient ring k[∆] := R/I∆ is called
the Stanley-Reisner ring of ∆.
Definition 2. Let Γ and ∆ be simplicial complexes on disjoint vertex sets
V and W , respectively. The join Γ ∗ ∆ is the simpilicial complex on the
vertex set V ∪W with F(Γ ∗∆) = {F ∪G | F ∈ Γ, G ∈ ∆}.
Corollary 1.6. Let k be a field of characteristic zero. Then
Derk(k[Γ ∗∆], k[Γ ∗∆]) = Derk(k[∆], k[∆])⊕ Derk(k[Γ], k[Γ]).
Proof. Here we note that IΓ∗∆ = IΓ + I∆ and IΓ ∩ I∆ = IΓI∆, therefore
result follows from Corollary 1.5. 
Example 1.7. Let us understand Corollary 1.6 with the help of an example.
Let Γ be a simplicial complex with V (Γ) = {1, 2, 3, 4, 5} and F(Γ) =
{{1, 2, 4}, {1, 2, 5}, {2, 3}, {3, 4}}. Then
N (Γ) = {{1, 3}, {4, 5}, {3, 5}, {2, 3, 4}}
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and IΓ = 〈x1x3, x4x5, x3x5, x2x3x4〉. Let ∆ denote the simplicial complex
with V (∆) = {6, 7, 8, 9, 10} and F(∆) = {{6, 7, 8}, {7, 9}, {8, 9}, {10}}.
ThenN (∆) = {{6, 9}, {6, 10}, {7, 8, 9}, {7, 10}, {8, 10}, {9, 10}}, and we
have I∆ = 〈x6x9, x6x10, x7x8x9, x7x10, x8x10, x9x10〉. Therefore, the ver-
tex set of the join is V (Γ ∗∆) = {1, . . . , 10} and
F(Γ ∗∆) = {{1, 2, 4, 6, 7, 8}, {1, 2, 4, 7, 9}, {1, 2, 4, 8, 9}, {1, 2, 4, 10},
{1, 2, 5, 6, 7, 8}, {1, 2, 5, 7, 9}, {1, 2, 5, 8, 9}, {1, 2, 5, 10},
{2, 3, 6, 7, 8}, {2, 3, 7, 9}, {2, 3, 8, 9}, {2, 3, 10}, {3, 4, 6, 7, 8},
{3, 4, 7, 9}, {3, 4, 8, 9}, {3, 4, 10}}.
It follows that N (Γ ∗ ∆) = N (Γ) ∪ N (∆), hence IΓ∗∆ = IΓ + I∆.
We have (IΓ : (IΓ : x1)) = 〈x1, x2x4, x5〉 and (IΓ∗∆ : (IΓ∗∆ : x1)) =
〈x1, x2x4, x5, x6x9, x6x10, x7x8x9, x7x10, x8x10, x9x10〉. Therefore
(IΓ∗∆ : (IΓ∗∆ : x1)) = (IΓ : (IΓ : x1)) + I∆
It is easy to see that
(IΓ : (IΓ : x2)) = 〈x1, x2, x5〉
(IΓ : (IΓ : x3)) = 〈x3, x4x5〉
(IΓ : (IΓ : x4)) = 〈x1x3, x3x5, x4〉
(IΓ : (IΓ : x5)) = 〈x1x3, x2x3x4, x5〉
(I∆ : (I∆ : x6)) = 〈x6, x7x8, x7x10, x8x10, x9x10〉
(I∆ : (I∆ : x7)) = 〈x6, x7, x8x10, x9x10〉
(I∆ : (I∆ : x8)) = 〈x6, x7x10, x8, x9x10〉
(I∆ : (I∆ : x9)) = 〈x6x10, x7x10, x8x10, x9〉
(I∆ : (I∆ : x10)) = 〈x6x9, x7x8x9, x10〉
and we have,
(IΓ∗∆ : (IΓ∗∆ : x2)) = 〈x1, x2, x5〉+ I∆ = (IΓ : (IΓ : x2)) + I∆
(IΓ∗∆ : (IΓ∗∆ : x3)) = 〈x3, x4x5〉+ I∆ = (IΓ : (IΓ : x3)) + I∆
(IΓ∗∆ : (IΓ∗∆ : x4)) = 〈x1x3, x3x5, x4〉+ I∆ = (IΓ : (IΓ : x4)) + I∆
(IΓ∗∆ : (IΓ∗∆ : x5)) = 〈x1x3, x2x3x4, x5〉+ I∆ = (IΓ : (IΓ : x5)) + I∆
(IΓ∗∆ : (IΓ∗∆ : x6)) = IΓ + 〈x6, x7x8, x7x10, x8x10, x9x10〉 = IΓ + (I∆ : (I∆ : x6))
(IΓ∗∆ : (IΓ∗∆ : x7)) = IΓ + 〈x6, x7, x8x10, x9x10〉 = IΓ + (I∆ : (I∆ : x7))
(IΓ∗∆ : (IΓ∗∆ : x8)) = IΓ + 〈x6, x7x10, x8, x9x10〉 = IΓ + (I∆ : (I∆ : x8))
(IΓ∗∆ : (IΓ∗∆ : x9)) = IΓ + 〈x6x10, x7x10, x8x10, x9〉 = IΓ + (I∆ : (I∆ : x9))
(IΓ∗∆ : (IΓ∗∆ : x10)) = IΓ + 〈x6x9, x7x8x9, x10〉 = IΓ + (I∆ : (I∆ : x10))
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Therefore, it is evident from the computation of colon ideals and Theorem
1.3 that
D(k[Γ ∗∆], k[Γ ∗∆]) = D(k[∆], k[∆])⊕D(k[Γ], k[Γ]).
2. DERIVATION MODULES OF GLUED SEMIGROUP RINGS
A numerical semigroup Γ is a subset of the set of nonnegative integersN,
closed under addition, contains zero and generates Z as a group. It follows
that (see [3]) the set N \ Γ is finite and that the semigroup Γ has a unique
minimal system of generators n0 < n1 < · · · < np. The greatest integer not
belonging to Γ is the Frobenius number, n0 is the multiplicity and p + 1 is
the embedding dimension of the numerical semigroup Γ. The Ape´ry set of Γ
with respect to a non-zero a ∈ Γ is the set Ap(Γ, a) = {s ∈ Γ | s− a /∈ Γ}.
Let p ≥ 1 and n0, . . . , np be positive integers with gcd(n0, . . . , np) = 1.
Let us assume that no ni can be written in terms of linear combination of
other nj’s over Z≥0. The set Γ(n0, . . . , np) := {
∑p
i=0 cini | ci ∈ Z≥0} is
a numerical semigroup and it is minimally generated by n0, . . . , np. Let k
denote a field and R denote the polynomial ring k[x0, . . . , xp]. One can
define a k-algebra homomorphism η : k[x0, . . . , xp] → k[t] as η(xi) =
tni, 0 ≤ i ≤ p. Let p(n0, . . . , np) = ker(η). The map η is a parametriza-
tion of a curve, known as a monomial curve in the affine space Ap+1. The
ideal p(n0, . . . , np) is called the defining ideal of the curve C. The affine
k-algebra RΓ = k[x0, . . . , xp]/p(n0, . . . , np) = k[t
n0 , . . . , tnp] is called the
coordinate ring of the curve C. We fix some notations first:
• Γ(n0, . . . , np)+ := Γ(n0, . . . , np) \ {0};
• ∆Γ := {α ∈ Z+ | α + Γ(n0, . . . , np)+ ⊆ Γ(n0, . . . , np)};
• ∆
′
Γ := ∆Γ \ Γ(n0, . . . , np).
Lemma 2.1. Let Γ be a numerical semigroup with a ∈ ∆
′
Γ and b ∈ Γ, then,
∆
′
Γ ⊂ Ap(Γ, b)− b.
Proof. There exists w ∈ Ap(Γ, b), such that a ≡ w(mod b). If a ≥ w, then
a − w = kb for some k ≥ 0. This implies that a = w + kb ∈ Γ, which is
a contradiction. Therefore, a < w. Let w − a = kb, where k > 0 (since
a ≡ w(mod b)). If k > 1, then w − b = (k − 1)b + a. Since a ∈ ∆
′
Γ
and (k − 1) > 0, therefore a + (k − 1)b ∈ Γ implies that w − b ∈ Γ,
which gives a contradiction to the fact that w ∈ Ap(Γ, b). Hence k = 1,
i.e., a = w − b. 
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Definition 3. Let Γ1 and Γ2 be two numerical semigroups minimally gen-
erated by {n1, . . . , nr} and {nr+1, . . . , ne}, respectively. Let λ ∈ Γ1 \
{n1, . . . , nr} and µ ∈ Γ2 \ {nr+1, . . . , ne} be such that gcd(λ, µ) = 1.
We say that Γ := 〈{µn1, . . . , µnr, λnr+1, . . . , λne}〉 is a gluing of the nu-
merical semigroups Γ1 and Γ2 and it is denoted by µΓ1#λΓ2.
Lemma 2.2. Let Γ1 and Γ2 be two numerical semigroups minimally gen-
erated by {n1, . . . , nr} and {nr+1, . . . , ne}, respectively. Let λ ∈ Γ1 \
{n1, . . . , nr} and µ ∈ Γ2 \ {nr+1, . . . , ne} be such that gcd(λ, µ) = 1.
(1) The numerical semigroup Γ = µΓ1#λΓ2 is minimally generated by
set {µn1, . . . , µnr, λnr+1, . . . , λne}.
(2) Ap(Γ, λµ) = {µw1 + λw2 | w1 ∈ Ap(Γ1, λ), w2 ∈ Ap(Γ2, µ)}
Proof. See Lemma 9.8, Proposition 9.11 and Theorem 9.2 in [3]. 
LetDerk(RΓ) denote the set of all k-derivations ofRΓ, called theDeriva-
tion module of RΓ. It is a finitely generated module overRΓ. The following
theorem by J. Kraft in [4], page 875, gives an explicit minimal generating
set of the RΓ-module Derk(RΓ).
Theorem 2.3 (Kraft; [4]). The set
{
tα+1 d
dt
| α ∈ ∆′Γ ∪ {0}
}
is a minimal
set of generators for the RΓ-module Derk(RΓ), where Γ(n0, . . . , np) is the
numerical semigroup minimally generated by the sequence n0, . . . , np of
positive integers. In particular, µ(Derk(RΓ)) = card
(
∆
′
Γ
)
+ 1.
Proof. See [4] page no 875. 
We now prove the following theorem, which gives the description of∆
′
Γ,
where Γ is the numerical semigroup obtained by gluing the numerical semi-
groups Γ1 and Γ2.
Theorem 2.4. Let Γ1 and Γ2 be two numerical semigroups minimally gen-
erated by {n1, . . . , nr} and {nr+1, . . . , ne}, respectively. Let λ ∈ Γ1 \
{n1, . . . , nr} and µ ∈ Γ2 \ {nr+1, . . . , ne} be such that gcd(λ, µ) = 1. Let
Γ be their glued semigroup, i.e., Γ = µΓ1#λΓ2. If ∆
′
Γ1
= {a1, a2, . . . , an}
and∆
′
Γ2
= {b1, b2, . . . , bm}, then,∆
′
Γ = {aiµ+ bjλ+ λµ | 1 ≤ i ≤ n, 1 ≤
j ≤ m}. Hence card
(
∆
′
Γ
)
= card
(
∆
′
Γ1
)
· card
(
∆
′
Γ2
)
.
Proof. It is enough to prove the statements (i), (ii), (iii) and (iv) given below:
(i) For every 1 ≤ i ≤ n, 1 ≤ j ≤ m, we have µai + λbj + λµ /∈ Γ.
(ii) For t ∈ Γ \ {0}, µai + λbj + λµ+ t ∈ Γ.
(iii) Let a /∈ Γ, a + µni ∈ Γ and a + λnj ∈ Γ, where 1 ≤ i ≤ r,
r + 1 ≤ j ≤ e. Then, a is of the form µai + λbj + λµ; 1 ≤ i ≤
n, 1 ≤ j ≤ m.
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(iv) Given i, i′ ∈ {1, . . . , n}, j, j′ ∈ {1, . . . , m} and (i, j) 6= (i
′
, j
′
),
we have µai + λbj + λµ 6= µai′ + λbj′ + λµ.
Proof of (i). Suppose we consider µa1 + λb2 + λµ ∈ Γ, then, we have
µa1 + λb2 + λµ =
r∑
i=1
diµni +
e∑
i=r+1
diλni.
Therefore we get,
µ(a1 −
r∑
i=1
dini) = λ(
e∑
i=r+1
dini − b2 − µ).
If a1 >
r∑
i=1
dini, then λ|(a1 −
r∑
i=1
dini) and a1 −
r∑
i=1
dini = λk, k > 0.
Therefore, a1 =
r∑
i=1
dini + λk ∈ Γ1, since
r∑
i=1
dini ∈ Γ1 and λk ∈ Γ1;
which is a contradiction.
Next we consider the case a1 <
r∑
i=1
dini. Then we have,
λ(b2 + µ−
e∑
i=r+1
dini) = µ(
r∑
i=1
dini − a1).
Therefore µ|(b2+ µ−
e∑
i=r+1
dini), which implies that b2+ µ−
e∑
i=r+1
dini =
k′µ, for some k′ > 0. Hence b2 = (k
′− 1)µ+
e∑
i=r+1
dini, k
′− 1 ≥ 0, which
implies that b2 ∈ S2, since (k′ − 1)µ ∈ Γ2 and
e∑
i=r+1
dini ∈ Γ2. This is
again a contradiction.
Proof of (ii). t ∈ Γ \ {0} implies that t =
r∑
i=1
diµni+
e∑
i=r+1
diλni. Now we
have µai+λbj+λµ+t = µai+λbj+λµ+
r∑
i=1
diµni+
e∑
i=r+1
diλni. Therefore
µai + λbj + λµ+ t = µ(ai +
r∑
i=1
dini) + λ(bj +
e∑
i=r+1
dini) + λµ ∈ Γ.
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Proof of (iii). Let a ∈ ∆
′
Γ. By lemma 2.1 there exists w ∈ Ap(Γ, λµ) such
that w = a + λµ. We know that w ∈ Ap(Γ, λµ), therefore, by lemma 2.2
we have w = µw1 + λw2, where w1 ∈ Ap(Γ1, λ) and w2 ∈ Ap(Γ2, µ).
Therefore a = µw1 − λµ + λw2 = µ(w1 − λ) + λw2. Note that w1 ∈
Ap(Γ1, λ) implies w1 − λ /∈ Γ1. Now we have,
a+ µni = µ(w1 − λ+ ni) + λw2, for all 1 ≤ i ≤ r.
We claim that, w1 − λ + ni ∈ Γ1, for all 1 ≤ i ≤ r. We know that
w1 + ni ∈ Γ1 for all 1 ≤ i ≤ r, therefore, it is enough to show that
w1 + ni /∈ Ap(Γ1, λ), for all 1 ≤ i ≤ r.
We have a + µni = µ(w1 − λ + ni) + λw2 ∈ Γ, for all 1 ≤ i ≤ r.
Suppose that w1 + ni ∈ Ap(Γ1, λ). Then µ(w1 + ni) + λw2 ∈ Ap(Γ, λµ)
by lemma2.2, which implies that µ(w1+ ni) + λw2− λµ /∈ S, i.e., µ(w1−
λ + ni) + λw2 /∈ Γ, which is a contradiction. Now we have w1 − λ /∈ Γ1
and w1 − λ + ni ∈ Γ1 for all 1 ≤ i ≤ r, so that w1 − λ = ai for some
i ∈ {1, . . . , n}. Therefore, a = µai+λw2 = µai+λ(w2−µ)+λµ. Similarly
we get w2 − µ = bj for some j ∈ {1, . . . , m}. Hence a = µai + λbj + λµ
for some i ∈ {1, . . . , n} and j ∈ {1, . . . , m}.
Proof of (iv). Without loss of generality we may assume that ai > ai′ .
Suppose that µai+λbj+λµ = µai′+λbj′+λµ, then we have µ(ai−ai′) =
λ(bj′ − bj). Since(µ, λ) = 1, we have λ|(ai − ai′) and µ|(bj′ − bj). Let
ai − ai′ = kλ, for some k ≥ 0. If k = 0, then ai = ai′ , which is a
contradiction. If k > 0, then ai = ai′ + kλ ∈ Γ1. Now kλ ∈ Γ1 and
ai′ ∈ ∆
′
Γ1
imply that ai ∈ Γ1, which is absurd since ai ∈ ∆
′
Γ1
. 
Example 2.5. Let Γ1 = 〈4, 7, 9〉 and Γ2 = 〈3, 8〉 be two numerical semi-
groups. Take λ = 8 ∈ S1 \ {4, 7, 9} and µ = 11 ∈ S2 \ {3, 8} so that
gcd(λ, µ) = 1. The glued semigroup Γ = µΓ1#λΓ2 = 〈44, 77, 99, 24, 64〉.
It not difficult to show that∆
′
Γ1
= {5, 10},∆
′
Γ2
= {13} and∆
′
Γ = {247, 302}.
We observe that 247 = 5× 11+13× 8+8× 11 and 302 = 10× 11+13×
8 + 8× 11.
Corollary 2.6. Let Γ1 and Γ2 be two numerical semigroups minimally gen-
erated by {n1, . . . , nr} and {nr+1, . . . , ne}, respectively. Let λ ∈ Γ1 \
{n1, . . . , nr} and µ ∈ Γ2 \ {nr+1, . . . , ne} be such that gcd(λ, µ) = 1.
Suppose Γ be their glued semigroup, i.e., Γ = µΓ1#λΓ2. Then the set{
taµ+bλ+λµ+1 d
dt
| a ∈ ∆′Γ1 , b ∈ ∆
′
Γ2
}
∪ {t d
dt
} is a minimal set of generators
for the RΓ-module Derk(RΓ) and
µ(Derk(RΓ)) = card
(
∆
′
Γ
)
+ 1 = card
(
∆
′
Γ1
)
· card
(
∆
′
Γ2
)
+ 1.
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Proof. Follows from theorems 2.4 and 2.3. 
Theorem 2.7. Suppose that a numerical semigroup 〈Γ〉 is obtained by glu-
ing the numerical semigroups Γ1 and Γ2. Let β(RΓ), β(RΓ1) and β(RΓ2)
denote the last Betti numbers of the numerical semigroup ringsRΓ,RΓ1 and
RΓ2 respectively. Then
β(Γ) = card
(
∆
′
Γ1
)
· card
(
∆
′
Γ2
)
= β(Γ1).β(Γ2).
Proof. For every numerical semigroup Γ, it is true that β(RΓ) = tRΓ =
µ(Derk(RΓ))− 1; see corollary 6.2 in [6] for a proof. Therefore,
β(RS) = µ(Derk(RΓ))− 1
= card
(
∆
′
Γ1
)
· card
(
∆
′
Γ2
)
= (µ(Derk(RΓ1))− 1) · (µ(Derk(RΓ2))− 1)
= β(RΓ1).β(RΓ2).
This result also follows from Theorem 3.1 in [2] proved by Gimenez and
Srinivasan. However, an explicit computation of β(RΓ) is possible from
their result if β(RΓ1) and β(RΓ2) are known and that is not easy to compute
through homological tools. On the other hand, we only need to calculate
card
(
∆
′
Γ1
)
and card
(
∆
′
Γ2
)
in order to calculate β(RΓ). 
The GAP program1 for calculating ∆
′
S
gap > p := [n1, . . . , ne]; //{n1, . . . , ne} areminimal generators of S
gap > m := n1;
gap > S := NumericalSemigroup(p);
gap > AP := AperyListOfNumericalSemigroupWRTElement(S,m);
gap > AP[1] := m;
gap > F := FrobeniusNumberOfNumericalSemigroup(S);
gap > L := [ ];
gap > a := 0;
gap > while a < F + 1 do
> if a in S then
> d := 1;
> else
> c := 0;
> for i in [1..m] do
> if a + AP[i] in S then
> c := c + 1;
1The authors thank Amogh Parab for writing this program, which has helped immensely
in calculating∆
′
S
for various test cases at the formative stage of this work.
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> fi;
> od;
> if c = m then
> Append(L, [a]);
> fi;
> fi;
> a := a + 1;
> od;
gap > L; //Lwill give∆
′
S
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