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ABSTRACT 
Many stochastic models in queueing, inventory, communications, and dam theo- 
ries, etc., result in the problem of numerically determining the minimal nonnegative 
solutions for a class of nonlinear matrix equations. Various iterative methods have 
been proposed to determine the matrices of interest. We propose a new, efficient 
successive-substitution Moser method and a Newton-Moser method which use the 
Moser formula (which, originally, is just the Schulz method). These new methods 
avoid the inverses of the matrices, and thus considerable savings on the computational 
workloads may be achieved. Moreover, they are much more suitable for implementing 
on parallel multiprocessor systems. Under certain conditions, we establish monotone 
convergence of these new methods, and prove local linear convergence for the 
substitution Moser method and superlinear convergence for the Newton-Moser 
method. 0 1997 Elsevier Science Inc. 
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1. INTRODUCTION 
Many problems in applied probability, operations research, and perfor- 
mance evaluation can be modelled by an irreducible Markov chain of 
M/G/l type with a transition matrix given by 
P= 
c, c, c, c, ... 
A, A, A, A, ... 
0 A,, A, A, ... 
0 0 A, A, ... 
. . . . . . . . . . . . . 
where Ai, Cj (i > 0) are square matrices of order m. To determine the 
existing stationary probability vector rr, i.e., the unique solution of the linear 
system 
rrP= Ti-, rre = 1, 
with e being the column vector with all components equal to one, we need to 
find a particular solution of the matrix equation 
G = c A,G’. (1.1) 
i a 0 
Various iterative methods such as direct iteration (see [15]), successive- 
substitution iteration (see [ll]), and Newton iteration (see [14]) have been 
proposed for computing G, and their convergence has been established 
under certain reasonable conditions. With regard to numerical behavior, 
successive-substitution iteration and Newton iteration are of particular inter- 
est, since both of them have faster convergence than direct iteration (see 
[14]). Besides, it deserves mention that recently some quadratic convergence 
rate methods for M/G/l have been proposed [l-3]. 
In this paper, based on an investigation of the aforementioned methods, 
we propose new, efficient modifications corresponding to successive-substitu- 
tion iteration and Newton iteration by making use of the well-known Moser 
formuZa (originally called the “Schulz formula”). These new methods are 
called the successive-substitution Moser method (SSM method) and the 
Newton-Moser method (NM method), respectively. Since inverses of matri- 
ces are avoided in these two methods, considerable savings in their computa- 
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tional workloads may be achieved. Moreover, besides convergence rates 
competitive with their originals, these new methods are much more suitable 
for implementing on parallel multiprocessor systems. Under certain condi- 
tions, we establish local as well as monotone convergence of the SSM method 
and the NM method, and we can estimate their convergence rates precisely. 
2. MARKOV CHAINS OF M/G/I TYPE 
In the subsequent discussions, without loss of generality, we will only 
consider the class of discrete-time Markov chains, for which P > 0 and 
Pe = e. The case of continuous-time Markov chains can be treated in a 
similar fashion. 
We see that the series A = Ci B a Aj is convergent, and the matrix A is 
stochastic, that is, Ae = e. Reasonably, we can further assume that A is 
irreducible. Then this matrix has a unique stationary probability vector v, or 
in other words, there exists a vector u > 0 with ue = 1 such that vA = v. 
Now, from [5] we know that the matrix equation X = Ci > a Ai Xi has at least 
one solution in the matrix set (X > O]Xe < e}. The matrix G of interest is the 
minimal nonnegative solution. 
The Markov chain is transient if and only if u = vx > 1, where x = 
Ci B ,iA,e; then the matrix G is substochastic and its spectral radius p(G) is 
strictly less than one. The Markov chain is recurrent if cr < 1; then the matrix 
G is stochastic and p(G) = 1. Moreover, it is ergodic if and only if (T < 1 
and the matrix Ci,aiCi is finite. 
Let us assume that the Markov chain is ergodic, and partition its station- 
ary probability vector to be rr = (7r0, 7~i, . . . > in a manner congruent to the 
partition of the transition matrix P. Then the matrix C* = xi, ,C,G’ is 
clearly stochastic. The subvector z-” is proportional to the stationaryprobabil- 
ity vector C * and is normalized by rrO K = 1, where 
K=e+ cci c G%> 
ial O<kQi- I 
5= (I - ,FIAi c 
O<k<i-1 
G’)-le. 
From [I71 we know that the other subvectors are recursively given by 
rjAz+jp i (I -AT)-‘, n = 1,2 ,..., 
l<jCn- 1 
222 
where 
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C,* = c CiGi-“, A*, = c AiGi-“. 
ian i>n 
These equations illustrate well the fundamental importance of the matrix G 
in determining the stationary probability vector T. 
For the convenience of our subsequent discussions, we note that the 
so-called Moserformula (see [3]) for app roximating the inverse of a nonsingu- 
lar matrix Q is as follows: 
&+I = & - &(Q& - I>, k = 0,1,2,..., 
where X, is given. This formula was originally called the “Schulz formula.” It 
has been proved that if III - QX,II < 1, then limk,,Xk = Q-r, and the 
convergence rate is quadratic. 
3. THE SSM METHOD AND ITS CONVERGENCE 
The so-called successive-substitution iteration can be expressed as 
G, = (I -AJ’A, (3.la) 
G k+l = k = 1,2,... . (3.lb) 
This sequence has been shown to converge to G monotonically in a nonde- 
creasing fashion. To avoid calculating the inverse of the matrix 
Qk=z- xA,G;-’ (Go = 0) (3.2) 
i> 1 
we suggest a successive-substitution Moser method, a modification of (3.1) by 
successively approximating Q; ’ with the Moser formula, for obtaining the 
solution G of Equation (1.1) as follows: 
SSM METHOD. Given an approximate matrix B, for (I - A,)-‘, e.g., 
B, = WI with w E (0, l] being properly chosen. For k = 0, 1,2,. . . , com- 
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pute 
G k+l = BkAo> 
B k+l = Bk - Bk(Qk+lBk - I>> 
where Qk+ 1 is defined by (3.2). 
In the practical implementation, the matrix Qk in (3.2) is computed 
approximately in such a manner that only the first sk terms are preserved in 
the matrix sum, that is, 
Qk = Z - 5 AiG;-? 
i=l 
At this point, if we measure the complexity C,,, of the method by the 
number of multiplications and divisions of two floating-point numbers, we 
find that 
JSSM 
c SSM = kg1 [2(sk + 2)m3 - (Sk + 2)m2 + 34, 
where JssM is the number of iterations. In particular, if sk = s (k = I, 2, . . . >, 
we have 
c SSM =.hSM(2(s + 2)m3 - (s + 2)7722 + 34 = O(sJs,,m”). 
We remark that another possible choice of the matrix B, is B, = cfi,‘A:, 
where K is a properly chosen positive integer. 
From the structure of the SSM method, we easily see that at every 
iteration step this method only requires the operations of matrix-matrix 
addition and matrix-matrix multiplication. These operations have “level three” 
and can be easily implemented in parallel on a parallel computing system. 
Note that Qk+ i is really a matrix polynomial with respect to the matrix G,, i. 
Hence, if the standard efficient parallel methods for matrix-matrix addition, 
matrix-matrix multiplication, and the evaluation of matrix polynomial are 
utilized in the implementation of the SSM method, this method can show 
good parallel computational property. 
The following theorem characterizes the monotone convergence property 
of the SSM method. 
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THEOREM 1. Let G be the solution of the matrix equation (1.11, and B, 
be a given nonnegative matrix such that (I - A,) B, < I. Then 
(1) G,<G,<Gk+r<G,k=0,1,2 ,...; 
(2) lim k,,Gk = G. 
Proof. We first verify (1). F or this we only need to test the following 
inequalities by induction: 
(i) G, < G, k = 0, 1,2,. . . ; 
(ii) G,, r > G, , k = 0, 1,2, . . . ; 
(iii) B, > 0, Qk + 1 B, < I, k = 0, 1,2, . . . ; 
(iv) B k+, > B,, k = 0,1,2,. . . . 
When k = 0, simple manipulations show that (i)-(iv) hold. Suppose that 
(i)-(iv) are valid for all k E (0, 1, . . . , m - 1). For k = m by the induction 
hypothesis we have 
2 Z - c A&’ := Q 
ial 
and 
hence 
Z- Qn-1B,-, = (I- Q,,_,B,_2)2 > 0; 
B,_, < Q& =z Q-? 
Applying this inequality we see that 
G, = B,,p,A, < Q-lA, = G, 
that is, (i) holds for k = m. 
For k = m, (ii) follows directly from (iv) and the definition of the matrix 
sequence {Gk). 
Again, by the induction hypothesis we have 
B, = B,_, - B,_,(Q,nB,-l - I) 2 B,_, > 0. 
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On the other hand, as 
z - QmBm = (Z - QmB,_$ 2 0, 
we see that 
QmBm Q I. 
Therefore, by making use of (ii) for k = m we have 
Q m+lBm = Z - C AiGk+l Brn ( i>l 1 
The above demonstrations show that (iii) is correct for k = vn, too. 
For k = m, (iv) is obvious from (iii) and the definition of the matrix 
sequence ( Bk). 
At this point, the induction principle clearly shows us that (i)-(iv) hold for 
all k = 0, 1,2, . . . , and therefore conclusion (1) is true. 
We now turn to demonstrate (2). In accordance with the proof of (1) we 
can obtain 
B, =s Qkl < Q-', k=0,1,2 ,..., 
which, when combined with the monotone nondecreasing property of {Bk., 
insures that there exists a matrix B such that limk ~~ B, = B. Moreover, 
from (1) we know that there exists 6 such that limk ~ ~ G, = d. Therefore 
G=BA,, B = B - B(QB - Z) 
with@=Z-Xi>,, Aidi-l, which shows that G satisfies the matrix equation 
(1.1). Easily, we can also demonstrate that 6 is the minimal nonnegative 
solution of (1.1). Hence, G = G. 
For the local convergence and the convergence rate of the SSM method, 
we have the following theorem. 
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THEOREM 2. Let G be the solution of the matrix equation (l.l), Q = 
Z - Xi ~ 1 A,G’- ‘, and let the series Ci ~ oiA, be convergent. Denote 
q = [IQ-'IL ai = II&II, (i > 0), y = C (i - l)ai. 
i21 
Assume that B, is nonnegative with (I - A,)B, < I, and that for some 
r E (0, 1) there exist nonnegative constants P, S satisfying 
a,q G r, 6 + (1 + 8)rPr < r, 
6 + (1 + Sly mm{ P, q(1 + 6)) G 1 
such that 
llB,IIm < P, 111 - QB,lI, =s 6. 
Then the matrix sequence {G,} generated by the SSM method converges 
linearly to the solution G of the matrix equation (1.1). 
Proof. In light of Theorem 1 we know that the matrix sequence (G,} 
converges to G monotonically nondecreasingly. Therefore, we only need to 
verify that the convergence rate of {Gk} is linear. 
Since G is stochastic and G, < G (k = 0, 1,2, . . . ), we have 
llGkllm < ll~lla G 1, k=O,1,2 ,.... 
By applying the mean-value theorem, we can obtain for all k E (0, 1,2,. . . } 
that 
IIQ - QkIIm ~11 C Ai(G:-’ - 6’-‘)I/ 
i,l m 
< c a,llG:-’ - G’-‘llm 
i>l 
< C (i - l)ai/olII tG + (1 - t)G, 11:” dt - IlGk - Gllm 
iz,l 
=G yllG, - Gil,. (3.3) 
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For each k E (0, 1,2,. . .} define 
8, = 111 - QB&+ Pk = llB,IL, sk = IIG, - GII,. 
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Because of 
Z - QBk+l = (I- Qk+lBk+d + (Qk+, - Q)Bk+l 
= (I- Qk+A)2 + (Qk+l - Q)&+I 
= [V - Q&J + (0 - Qk+A&12 
+(Qk+l - Q)f%(2Z - Qk+lBk) 
= (I- QW2 - Q&(Q - Qk+l)Bk 
= (1 - Q&l2 + [(I - QBL) - Z](Q - Qk+l)Bk> 
we have 
Observing 
we obtain 
B k+l = Q-‘[I - (1 - Q%+J]> 
&+I G 41 + %-tl). 
Additionally, it follows from 
(3.5) 
G ki I - G = (Bk - Q-l)A, 
= Q-'(QBk - Z)A, 
that 
(3-Q 
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Based on (3.4)-(3.6), we conclude the following to be true: 
(i> Ek+l <r k+lS, k = 0,1,2 ,...; 
(ii) 6, < rkS, k = 0, 1,2,. . .; 
(iii) & ,< maxi p, q(1 + S)}, k = 0, 1,2, . . . . 
Indeed, for k = 0, (i>-(iii) are obviously true. Now, suppose that (i>-(iii) are 
true for all k < m - 1. We are going to verify that so are they for k = m. 
By (3.4) we have 
47, G Sk 1 + (1 + s,r,- 1) a,,- , %I 
< r2('n-')S2 + (1 + r”-‘S)y ma.x{ p, q(I + S)} . rq 
< [s + (1-t S)y m={ P, ~(1 + S)}]rmS 
< 7-V; 
thus (ii) is true for k = m. Similarly, from (3.5) we know that 
P, =z q( 1 + S”,,) < q( 1 + T’S) 
< q(1 + 6) =G max{ p,9(1+ S)}, 
i.e., (iii) is valid for k = m, too. It follows from (3.6) that 
q,,+ 1 < a,qS,,, =s rm+ ‘S. 
Therefore, (i>-(iii) hold for all k = 0, 1,2,. . . . 
(i) clearly implies that {Gk) converges to G linearly. 
4. THE NM METHOD AND ITS CONVERGENCE 
Let us define 
F(X) =x- (I - CAJq4, 
i>l 
for all matrices X with 0 < X < G. Then the operator F is well defined for 
any (sub)stochastic matrix X, and the solution G of the matrix equation (1.1) 
is also the minimal nonnegative solution of fi X) = 0. 
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The Newton iteration discussed in [5, 141 for solving the matrix equation 
(1.1) has the form 
G k+, = G, -F’(G,)-‘F(G,), k=0,1,2 )..., (4.1) 
where 9’ (G,) denotes the Jacobi matrix of Fat G,. This iteration has been 
proved to be well defined, and converges monotonically nondecreasingly to 
G if 
G, E (0, G> = { XI0 < X < G) , 
and the convergence is quadratic. 
Analogously, to avoid computing the inverse of 9’ (G,) so that the 
computational workload of the above iteration can be greatly decreased, we 
consider a Newton-Moser method, a reasonable modification of (4.1) by 
successively approximating 9’ (Gk) with the Moser formula, for obtaining 
the solution G of the matrix equation (1.1) numerically. 
NM METHOD. Given an approximate matrix B, for (I - A,A$r, e.g., 
B,, = WZ with w E (0, 11 being properly chosen. For k = 0, 1,2,. . . , com- 
pute 
G k+ I = Gk - BkflGk)> G, = 0, 
B k+ I = B, - Bk[~‘(hk+@k - I]. 
Likewise, if the matrix sum in F(X) is truncated after s terms, we know 
that the complexity C,, of this method is C,, = O(sJ,,m3), where JNM 
is the number of iterations. We also remark that another possible choice of 
the matrix B,, is B, = Cfzd( A, A,jk, where K is a properly chosen positive 
integer. 
Also, from the structure of the NM method, we easily see that at every 
iteration step this method only requires the operations of matrix-matrix 
additions and matrix-matrix multiplications. These operations have “level 
three” and can be easily implemented in parallel on a parallel computing 
system. Note that the matrices F(G,) and F’(G,+ r> involve matrix polynomi- 
als with respect to the matrices G, and G, + r, respectively. Hence, if the 
standard efficient parallel methods for matrix-matrix addition, matrix-matrix 
multiplication, and the evaluation of matrix polynomials are utilized in the 
implementation of the NM method, this method can yield good parallel 
computation. 
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It has been demonstrated in [5] that the operator F is order-concave on 
(0, G), while the operator 9 is antitone and Lipschitz-continuous on 
(0, G), namely, there exists a nonnegative constant y such that 
I/T’(X) -9’(Y)lloo < TllX - Yll, VX,Y E (O,G). 
By making use of these properties, we can establish monotone as well as local 
convergence theorems for the NM method. 
THEOREM 3. Let G be the solution of the matrix equation (1.1) and B, 
be a giuen nonnegative matrix such that (I - A, A,)B, < 1. Then 
(1) G, < G, < Gk+i < G, k = 0, 1,2,. . .; 
(2) lim k,,Gk = G. 
Proof. We first verify (1). Evidently, we only need to test the following 
relations by induction: 
(i> G, < G, k = 0, 1,2, . . . ; 
(ii) 9(G,) < 0, k = 0, 1,2,. . . ; 
(iii) G,, i &G,,k=0,1,2 ,...; 
(iv) B, > 0, .F’(Gk+I>Bk < I, k = 0,1,2,. . . . 
When k = 0, through simple manipulations we know that @-(iv> hold. 
Suppose that (i)-(iv> are valid for all k E {O, 1,. . . , m - 1). For k =.m the 
induction hypothesis yields 
Z -.F’(Gm_l)B,_, = [I -Ff(G,,,_1)B,_2]2 2 0, 
i.e., 
and 
G = G - B,_ lF( G) 
= G - B,_,F(G) + G, - [G,,+ - B,_,F(G,-,)I 
= G, + (G - G,_,) + B,_1[9-(Gm-J -F(G)] 
> G,,, + (G - Gm-1) + B,_F’(G,,-l)(G,-1 - G) 
= G, + [I - B,_,F’(G,_,)](G - Gm-,) 
2 G,, 
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where the first inequality is obtained by using the concavity of the operator Z 
Therefore, (i) holds for k = m. Again, from the induction assumption and the 
concavity of x we can obtain 
=F(G,_,) -F’(G,-,)B,-,F(Gm-,) 
= [Z -~‘(G,-,)B,-,l~(G,-,) 
Q 0, 
namely, (ii) is true for k = m, too. Since 
B, = B,_, - B,_,[.F’(G,,,)B,_1 - Z] 
(iii) follows directly from (ii) as k = m. Observing that 
from the antitonicity of F’, and 
Z -F’(G,)B, = [I -F’(Gm)B,_1]2 > 0 
by the induction assumption, we can immediately confirm the validity of (iv) 
for k = m. Now the induction principle obviously shows us that (i)-(iv) hold 
for all k = 0, 1,2,. . . , and thus (1) is true. 
We now turn to (2). From the concavity of 9 we obtain 
B, c~-~I(G~+~)-~ &+-l(G)-‘, k=0,1,2 ,..., 
which, together with the monotone nondecreasing property of (~~1, gives us 
that there exists B such that limk ~ p B, = B. Moreover, from (1) we know 
that there exists d such that limk ~~ G, = 6. Therefore 
F(6) = 0, F’(6) B = 1. 
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We easily see that d is the minimal nonnegative solution of 9(X) = 0. So 
d = G. ??
For local convergence and the convergence rate of the NM method, we 
have the following theorem. 
THEOREM 4. Let G be the solution of the matrix equation (1.1). Assumx 
there exist nonnegative constants E and 6 such that 
IIG,, - Gllm < E, I( Z - B,F’( G) Ila < 8. 
Then the matrix sequence {Gk) generated by the NM method converges at 
least super-linearly to the solution-G of the matrix equation (1.1). 
Proof. The Lipschitz continuity of the operator 9’ on (0, G) is equiva- 
lent to 
IIF’(G)-l[F’(X) -9-'(Y)]/_ < 711X - Yll,, VX,Y E (O,G) 
(4.2) 
for some nonnegative constant 7. This yields the important inequality 
IlF’(G)-‘[F’(X) -Y-‘(Y) -F’(G)(X- Y)]lla 
< ;llX - Y IL max{llX - Glls, IIY - GIL) VX,Y E (0,G) (4.3) 
from the mean-value theorem. 
Let E and 6 be small enough that 
where 
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Define 
& k = II& - Gllm, 
6, = III - B,.F’(G)IIm, 
Pk = IIB,~‘(G)lI=, 
vk = m4Ek, Sk), k=0,1,2 ,..., 
with E_~ = 0, E” = E, 6, = 6, and 77” = 77. Obviously, PO < p. Moreover 
we have the following estimates: 
(i> -zkfl < ~~(1 + i%$kk, k = 0,1,2,...; 
(ii) a,+ I < 6: + @t&k + 1, k = 0, 1,2, . . . ; 
(iii) & =S 1 + Sk, k = 0, 1,2, . . . . 
In fact, from (4.1) we obtain 
Gk+l - G = G, - G - B,F(G,) 
= G, - G - Bk[F(Gk) -F(G) -9’(G)(G, - G)] 
- B,F’( G)( G, - G) 
= [I - BkF’(G)](Gk - G) - B,F’(G) 
T(G)-‘[F(G,) -F(G) -F’(G)(Gk - G)]. 
By taking norms of both sides of this identity and applying (4.3) we see that 
IIG k+l - GIIm G 11 1 - BkF’(G) II,IIGk - Gllm 
+ (1 ft@-‘(G) lImII~‘(G) -’ 
x [F(G,) -F(G) - F’(G)(Gk - G)] iia 
G 11  - &F’(G) IlrnllGk - Gllcc + ;ll B@-‘(G) II,IIGk - Gil;; 
that is, (i) holds for k = 0, 1,2, . . . . 
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Noticing 
z - B,F’(G,) = [I - Bk_,9-f(Gk)]2, k=0,1,2 ,..., 
from the definition of the sequence (BkJ we have 
z - Z&P-‘(G) = Z - B,Si’( G,) + B, [F’( Gk) - y’(G)] 
= [I - B,&-t’(Gk)]2 + B,[Y-‘(GG) -W(G)] 
= {Z - B,~,cF’(G) + Bk_,[F’(G) -F(Gk)]}’ 
+ [2z - B,_ IF’(G,>] B,-,[F’(Gk) -F’(G)] 
= [I - Bk_15=‘(G)]2 
- Bk&F’(G) -3’(G,)]B,-,9’(G). 
Again taking norms on both sides of these identities and applying (4.2), we 
see that 
II z - BkF’T’(G) IL 
+IIB,~,~‘(G)II%lI~~(G)~l(~r(Gk) -~W))IIm 
< 11 Z - B,_ ,Fr( G) 11: + 711 B,_ ,F’( G) l12,11Gk - llm, 
namely, (ii) holds for k = 0, 1,2, . . . , too. 
(iii) is obvious, since 
IIh2@-‘(G) Ila = 11 Z - [ Z - %WG)] \lm 
< 1 + 11 Z - Bk9-‘( G) Ilm 
holds for k = 0, 1,2, . . . . 
From (i)-(iii), we can immediately deduce the following inequalities by 
induction: 
(a) &k < v(I + p-y/2)+- ,> k = 0, I, 2, . . . ; 
(b) 6, < 7, k = 0,1,2,. . .; 
Cc) pk < p, k = 0, 1,2, . . . . 
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Indeed, (a>, (b), and Cc> are clearly valid for k = 0. Now, suppose that they 
are valid for some k > 0. In accordance with (a) and (b) we see that 
and Q < 77. Thereby, (i) gives us 
at once, that is, (a) also holds for k + 1. Because of 
we know that (b) holds for k + 1, too. Additionally, (c) is evidently true for 
k + 1. 
From (a) we obtain 
Sk =G [v(l+ ;P)lk&> 
which clearly implies the superlinear convergence of the sequence {G,} to G. 
??
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5. NUMERICAL EXAMPLES 
Consider the Markov chain of the M/G/l type for which 
and 
‘0.05 0.1 0.2 0.3 0.1 
0.2 0.05 0.1 0.1 0.3 
A, = C,, = 0.1 0.2 0.3 0.05 0.1 
0.1 0.05 0.2 0.1 0.3 
\0.3 0.1 0.1 0.2 0.05 
A,, = C, = 0.25” x A,,, 12 = 1,2,.... 
We use the truncated SSM method and NM method to solve the 
nonlinear matrix equation (1.1). Both methods are started from either B, = 
OZ with w E (0, l] or 
K-l 
c A’; for the SSM-method, 
B, = 
i=O 
K-l 
c (Az4Ji for the NM method 
i = 0 
with K (1 < K < 5) being a positive integer, and are terminated once 
IIG k+l - Gk]]m < 2 x lo-‘. 
From the computations we see that all our iterations converge monotoni- 
cally increasingly to 
’ 0.097667 0.134806 0.264991 0.342949 0.159588 
0.253115 0.084801 0.159105 0.156711 0.346271 
G= 0.149056 0.239059 0.365120 0.093991 0.152776 
0.154429 0.087513 0.261612 0.150510 0.345938 
\ 0.341804 0.133255 0.163923 0.254732 0.106288 
Although the NM method seems more complicated than the SSM-method, 
its computational complexity has the same quantitative magnitude as that of 
the SSM method, that is, O(sJnl”), where J is the number of iterations. 
Moreover, the NM method shows very much faster convergence than the 
SSM method. This fact can be further confirmed by the numerical data in 
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TABLE 1 
” 
1.0 
0.8 
1.0 
s k SSM NM 
10 1 750000.06 304687.63 
3 62566.79 54747.72 
5 730.58 52.36 
6 57.63 0.09 
7 4.68 
9 0.22 
10 0.17 
5 1 600000.08 487500.07 
3 138491.01 8682.85 
4 33858.98 55.07 
5 3673.79 0.14 
6 295.9 
8 2.0 
10 0.05 
5 1 750000.06 609375.06 
3 62539.65 10978.24 
4 8528.25 51.0 
5 726.28 0.16 
6 56.84 
8 0.41 
9 0.12 
Table 1, where, for simplicity, we choose B, = OZ and sk = s (k = 
0, 1,2, . . . ). Here and in the sequel, we adopt the following abbreviations: 
SSM: the truncated SSM method; 
SS: the truncated successive-substitution (SS) method; 
NM: the truncated NM method; 
N: the truncated Newton (N) method. 
More generally, we consider the Markov chain of the M/G/l type for 
which 
lo.05 0.1 0.2 0.3 0.1 
0.2 0.05 0.1 0.1 0.3 
A, = C, = $(l - p) x 0.1 0.2 0.3 0.05 0.1 
0.1 0.05 0.2 0.1 0.3 
,0.3 0.1 0.1 0.2 0.05 
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A,, = C,, = p” x A,, n = 1,2,..., 
where p E (0,l). Ob . vrously, when p = 0.25 the previously considered exam- 
ple can be recovered. 
Likewise, we use the novel truncated SSM method and NM method in 
this paper as well as the known truncated SS method and N method in [ll, 
141 to solve the nonlinear matrix equation (1.1). The truncated SSM method 
and NM method are started from 
(K-l 
for SSM, 
B, = 
i = 0 
K-1 
c (A2Ao)t for NM, 
\ i=O 
with K (1 < K < 5) being a given positive integer; the truncated SS method 
is started from G, = (I - A,)-‘A,, and the N method from G, = 0. All our 
iterations are terminated once IIG,e - ellna < lo-“. 
From the computations we again see that all our iterations converge 
rapidly to an approximate solution of the nonlinear matrix equation (1.1). 
Some numerical data about the iterative errors .sck) = llGke - ell&k = 
1,2,. . .) and the CPU times in seconds for the afore-mentioned four 
methods are reported in Tables 2-5. These tables further show that our new 
methods are superior to the known corresponding ones. 
TABLE 2 
10” x Eck) AND CPU TIMES (S) FOR p = 0.1 
SSM ss NM N 
k s = 10 s = 15 s = 10 s = 15 s = 10 s = 15 s = 10 s = 15 
1 19 90 1000 1000 
2 0.586 1.1237 2.913 2.107 
3 0.008 0.0138 0.009 0.007 
4 0.0001 
(CPU> 0.01 0.01 0.02 0.03 0.02 
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TABLE 3 
lo3 X dk) AND CPU TIMES (S) FOR p = 0.25 
SSM ss NM N 
k s = 10 s = 15 s = 10 s = 15 s = 10 s = 15 s = 10 s = 15 
1 109.375 187.5 187.5 1000 1000 1000 1000 
2 21.264 22.723 22.727 43.290 43.29 35.176 35.176 
3 2.699 2.549 2.551 2.667 2.666 2.026 2.025 
4 0.306 0.282 0.284 0.158 0.156 0.119 0.118 
5 0.034 0.03 0.032 0.011 0.009 0.008 0.007 
6 0.004 0.002 0.004 0.002 
(CPU) 0.01 0.01 0.01 0.02 0.04 0.05 0.03 0.05 
TABLE 4 
10” X .&) AND CPU TIMES (S) FOR p = 0.4 
SSM ss NM N 
k s = 15 s = 20 s = 15 s = 20 s = 15 s = 20 s = 15 s = 20 
1 
3 
6 
9 
11 
12 
13 
14 
15 
(CPU) 
255.999 255.999 240 
52.344 52.344 77.068 
4.475 4.474 7.868 
0.393 0.392 0.698 
0.078 0.077 0.136 
0.036 0.034 0.059 
0.016 0.015 0.024 
0.008 0.007 0.009 
0.02 0.02 
240 1000 1000 1000 1000 
77.108 49.201 49.200 42.174 42.173 
7.878 1.77 1.767 1.493 1.489 
0.702 0.069 0.066 0.059 0.055 
0.139 0.011 0.007 0.009 0.006 
0.062 0.006 
0.028 
0.012 
0.006 
0.03 0.12 0.17 0.12 0.18 
TABLE 5 
CPU TIMES FOR p = 0.45. 
CPU time (s) 
s SSM ss NM N 
50 0.1 a 1.61 1.67 
80 0.15 a 4.0 4.09 
100 0.18 a 6.19 6.30 
150 0.27 a 13.74 13.92 
200 0.35 a 24.27 24.51 
250 0.43 a 37.80 38.08 
300 0.51 B 54.28 54.63 
500 0.84 a 150.05 150.64 
“Stopping criterion not satisfied after 30,000 iterations. 
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