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Abstract: Those functions on arbitrary subsets of R, which admit smooth extensions to Iw, as well 
as those, which admit k-times differentiable extension having locally Lipschitzian derivatives, are 
characterized in terms of a simple boundedness condition on the difference quotients. In case 
of finite order differentiability also a continuous linear extension operator is constructed for the 
corresponding function spaces even for vector valued functions. 
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1. Introduction 
An important problem is to determine those functions on a given subset A c X 
which have an extension of a certain class. If for example A is a closed subset of a 
normal space X then the real-valued functions which have a continuous extension are 
by the Tietze-Urysohn extension theorem [8, Bern. 281 exactly the continuous ones. In 
functional analysis the theorem of Hahn-Banach [3, l] asserts that for a subspace A of a 
normed space E those real valued functions on A which extend to a linear contraction 
on E are exactly the linear contractions. 
In analysis Whitney’s extension theorem [lo] found many applications and so became 
famous. Its statement is however sometimes misinterpreted, since it rather concerns 
extensions of jets and not of functions. In particular, it says that a real-valued function 
f from a closed subset A c R has a smooth extension iff there exists a (not uniquely 
determined) sequence fn : A + IR, such that the formal Taylor series satisfies the 
appropriate remainder conditions. 
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In this paper we characterize, in terms of a simple boundedness condition on the dif- 
ference quotients, those functions f : A + Iw on an arbitrary subset A c IR which admit 
a smooth extension 7 : R -+ IR as well as those which admit an m-times differentiable 
extension f having locally Lipschitzian derivatives. 
The corresponding function spaces are in a natural way Frechet spaces, the semi- 
norms being given by the local Lipschitz constants. Thus another problem that arises 
is whether there exists a continuous linear extension operator f H j. The existence of 
such an operator can be reduced to the problem of extending a function f : A + E 
having values in the appropriate function space E. However, these spaces E are not 
Banach or not even Frechet spaces, and this is one reason why we consider functions 
with values in so-called convenient vector spaces. In this way we are able to give a 
positive answer in case of finite order differentiability. Whereas the smooth case is still 
open in general. 
2. The main results 
In the following A will be an arbitrary subset of R. 
2.1 Finite Order Extension Theorem. Let E be a convenient vector space (or in 
particular a Fre’chet space) and m be a natural number or 0. A function f : A +. E 
admits an extension to R which is m-times differentiable with locally Lipschitzian mth 
derivative if and only if its diflerence quotient of order m + 1 is bounded on bounded 
sets. 
See 3.1 for the definition of difference quotients and 3.9 for the definition of conve- 
nient vector spaces and that of differentiable curves therein. 
2.2 Smooth Extension Theorem. Let E be a Fre’chet space (or, slightly more gen- 
eral, a convenient vector space satisfying Mackey’s countability condition). A function 
f : A --+ E admits a smooth extension to IR if and only if each of its dijference quotients 
is bounded on bounded sets. 
See 5.6 for the definition of Mackey’s countability condition. 
2.3 Extension Operator Theorem. Let E be a convenient vector space (or in par- 
ticular a Fre’chet space) and let m be finite. Then the space JCipzt(A, E) of func- 
tions having an extension in the sense of Theorem 2.1 is a convenient vector space 
(resp. Fre’chet space) and there exists a continuous linear extension operator from 
fZipgt(A, E) to ,Cip”(IR, E). 
See 3.8 for the definition of these function spaces. 
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3. Difference quotients and Lip”‘-function spaces 
3.1 Definition of difference quotients. Let f : A -+ R be a function. Iterating the 
usual difference quotient 
(pf(to, tl) := f@;) 1 tf@O) 
1 0 
one obtains the following recursive definition of the difference quotient skf of order k: 
SOf := f, 
bkf (to, * * 
.,tk):=k Sk-lf(to )..‘) tk-l)-Sk-'f(tl,...,tk). 
t0 - tk 
An explicit formula for it is 
k 
S"f (to, * ..,t/J = k! c f Cti> 
i=O l-u ti - tj)’ 
j#i 
from which one easily concludes that Skf is symmetric in its k + 1 variables. 
The natural domain of definition of Sk f is the subset A(“) of A”+’ of pairwise distinct 
points, i.e. 
A(“) := {(to,. . . , tk) E A”+’ : ti # tj for all i # j}. 
The constant factor k in the definition of S” is chosen in such a way that the following 
mean value theorem holds: 
3.2 Proposition. Let f be a k-times diflerentiable function defined on an open in- 
terval A and let (to,. . . , tk) E Alk) be given. For every j < k there exists some [ E A(j) 
with G"f(to,. ..,tlc) = Sjf("-j)(6). 
See [2, Proposition 1.3.151 for a proof. 
The following product rule can be found for example in [9]. 
3.3 Leibniz product rule for difference quotients. 
S"(f 3) (to, . . ..tk) = 6 (f) (?f(tO,.. *,ti) .6k-ig(ti~-*-~tk)- 
i=o 
Proof. We use induction on k. The case (k = 0) is trivial. Now the induction step 
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fromk tok+l: 
6”+l (f . g)(to, . * * 7 tlc+1) 
Ic+-l 
= t0 - tk+l 
S”(f ?7)(to, * * .,tk)-~lc(f'g)(b* t *Y k+l 
)> 
Sif (to, . . . , t;) . bk-ig(t;, *- -7 tk) 
- @f(tl,...,ti+l)d"-ig(ti+l,w,tk+l) 
. , t;) . dk-ig(t;, . . . , tk) 
,...,t&6k-ig(t;+l,.**,tk+l) 
t i?f(to , . . a ) ti) ’ 6k-ig(ti+l 7 . t .a, k+l > 
- @f (t1 ,...,ti+l)'sk-ig(t;+l,' t a*, k+l 
)> 
Sif(to,...,t;). ti - tk+l 6k-i+1g(t;, . . . , tk+l) 
k-i+1 
t 
tO -ti+l 
it1 SZ’lf(tO,“‘,ti+l)‘Sk-zg(ti+l,...,tk+l 
)> 
bif(to,...,t;). ;I?_+; fik-i+‘g(ti,. dk+l) 
k+l 
+): i”l ~~if(tO,...,t+!jk-i+l&,.*.>tk+l) 
i=l ( > 
k-t-1 
= to - tk+l 
~((g~r:~:(il,)~). 
. Sif(to,. . .,t;). 6k-i+1g(t;,. * *,tk+l) 
k-t1 
= to-&+1 c( 
i,ck _“,! + l+tO - h+d)’ 
. 
i 
Sif (to, . . . ,t;) . bk-i+lg(t;, . . . , tk+l) 
= E (kT1) @f(tO,...,t;).dk+l-ig(ti,***,tk+l)* 
’ 
i=O 
We will make strong use of interpolation polynomials. The following descriptions 
are valid for them: 
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3.4 Lemma. Let f : A + E be a function with values in a vector space E and let 
(to, * - .,tm) E A(“). Th en there exists a unique polynomial P(TO,...,t,)f of degree at 
most m which takes the values f (tj) on tj for all j = 0,. . . , m. It can be written in the 
following ways: 
m 1 k-l 
q;,...,tm) 
f: tc~--6kf(t0,...,tk)II(t-tj), 
k=O k! j=O 
tH ef(tk)n 2. 
k=O j#k 
3 
(Newton) 
(Lagrange) 
See, for example, [2,1.3.7] f or a proof of the first description. The second one is obvious. 
3.5 Lemma. For pairwise distinct points a, b, tl, . . . , t, one has: 
P&,.&4 f(t) - P&l,...,tm,f (t) 
=(a-b).(t-tl).....(t-t,)(m~1)16mtlf(a,b,tl ,..., tm). 
Proof. For the interpolation polynomial we have 
q?&.., t,)f(t) = pilf ,...J,,a)f(t) 
= f(tl)+...+(t-tl) . . . . . (t-t,_l)(m!1),61”-1f(tI ,...) tm) 
+ (t - t1) . . . (t-t,,,)~Smf(tl,...,t,,a). 
Thus we obtain 
P(:,tl,...,tm) f(t) - p&,,...,,m)f(t) 
=o+.. .+0+(t-t+.. ..(t-t,,,)-$6mf(tl ,..., &,a) 
-(t-t&.. .-(t-t,,,);~mf (tl,...,tm,b) 
=(t-tl).....(t-t,)-$$$P+'f(tl,..., tm,a,b) 
=(a-b).(t-t,).....(t-t,)(m:1),~~flf(a,b,tl,...,tm). •I 
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3.6 Corollary. For k < m one has: 
> 
(k) 
P;,tl )...) t,,f - PI& (..., t,)f (t> 
= (a-b)(m: 1), bm+lf(a,b,tl ,..., tm> 
.k! c (t-tl).....(txl).... 
il <...<ik 
(CQ.. . . . (t - tm), 
Proof. One differentiates 3.5 using the product rule. 0 
3.7 Proposition. Let f : A --f R be a function, whose difference quotient of order 
m + 1 is bounded on A(“+l). Then the approximation polynomial PC f converges to 
some polynomial denoted by Pz f of degree at most m if the point a E A(“) converges 
to x E Am+l. 
Proof. We claim that PF f is a Cauchy net for A(“) 3 a --) x. Without loss of gen- 
erality we may assume that the entries xj of x satisfy 50 6 21 6 . . 6 xm, since Pz f 
is symmetric in the entries of a. For a point a E A(“) which is close to x and any 
two coordinates i and j with xi < xj we have a; < aj. Let a and b be two points 
close to x. Let J be a set of indices on which x is constant. If the set {aj : j E J} 
differs from the set {bj : j E J} then by [2,1.3.13] we may order them in such a way 
that a; # bj for i < j in J. If the two sets are equal we order both strictly increas- 
ing and thus have ai < aj = bj for i < j in J. Since x is constant on J the distance 
Iai-bj] < ]a;-x;(t ]xj-bj] g oes to zero as a and b approach x. Altogether we obtained 
that a; # bj for all i < j and applying now 3.5 inductively one obtains: 
p&l,...,h) f(t) - P&...,bm)f (t) 
= p;,, ,..., a,_l,b, ,..., b,)f (t) - ‘~~,...,n,,bl+l,...,b,) f(t)) 
=I f’(aj - bj)(t - ao) . . . (t - aj_l)(t - bj+l). . . (t - bm) 
j=o 
. (,,i 1)!6mt'f(ao,...,aj,bj,...,b,,). 
Where those summands with aj = bj have to be defined as 0. Since aj - bj - 0 the 
claim is proved and thus also the convergence of Pp f. Cl 
3.8 Definition of Lip” function spaces. Let A be a subset of R and k a natural 
number or 0. Then we denote with Cipt&(A,~) the vector space of all maps f : A - R 
for which the difference quotient of order k + 1 is bounded on bounded subsets of A(“). 
This space is a metrizable locally convex space if we take as seminorms the functions 
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p;,j which map f to the minimal bounds of ]S’j] on Ati) n [-j,j];+l for all i < k + 1 and 
all j. In order to see this, use that, as in [2,1.3.14], the boundedness of the difference 
quotient of order i implies that of order i - 1. If A is bounded, then finitely many of 
these seminorms already generate the topology, and hence we get a normed space. 
In case where A = R the elements of Li&(A,R) are exactly the k-times differen- 
tiable functions on R having a locally Lipschitzian derivative of order k + 1 and the 
locally convex space Ciptx,(A, R) coincides with the convenient vector space ,C~$(R, iR) 
studied in [2, 4.41. 
If k .is infinite, then Cipg,(A, R) or alternatively Cg,(A,R) denotes the intersection 
of LCip;,,(A,R) f or all finite j. This space is also metrizable if one takes as seminorms 
the p;,j for all i and all j. 
If A = IR then the elements of C~~(R,lR) are exactly the smooth functions on R and 
the space C,$‘~(R,R) coincides with the usual Frechet space Cm(iR,R) of all smooth 
functions. 
3.9 Definition. A locally convex vector space E is called a convenient vector space if 
it is separated, bornological and Mackey complete. There are various other structures 
on such spaces, in terms of which the convenient vector spaces can be equally described, 
see [2, Chapter 2] for a detailed discussion of these relations. 
Every Frechet space and in particular every Banach space is convenient. 
For any convenient vector space E we denote with Cipzn,,(A, E) the space of all func- 
tions f : A + E such that the difference quotient P+l f is bounded on bounded subsets 
of A(“+‘). Since boundedness can be tested by the continuous linear functionals, the 
function f belongs to Cipz;,(A, E) if and only if 1 o f E Lipz”,,(A, R) for all C E E’. 
In case A = R this space coincides with Lipm(R, E) as discussed in [2, 4.41. The 
elements of Cipm(R, E) are those maps which are m-times differentiable with locally 
Lipschitzian derivative of order m. 
3.10 Definition. Let E be a convenient vector space. We consider on Cipzt(A, E) 
the initial structure induced from the mappings 1, : Ciprxnx,(A, E) --t Cip~x,(A,IR) with 
e E E’. A set B is bounded in Lip,mX,(A, E) for th is structure if and only if the set 
&(a) := {C 0 f : f E B} c Lipzn,,(A,iR) is bounded for each e E E’. A basis of the 
topology on Cipznxt(A, E) is formed by the absolutely convex sets which absorb each 
bounded set described above. 
For A = IR this space coincides with the convenient vector space Cipm(R, E) discussed 
in [2,4.4]. 
3.11 Proposition. For any finite or infinite m and any convenient vector space E 
the space Cip,“,,(A, E) as also convenient. In particular it is a Fre’chet space if E is 
F&he t. 
Proof. We consider the linear mappings 
6j : LCip,mxt(A, E) + f?(A(j), E) for j < m + 2. 
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The latter space is formed by all functions bounded on bounded subsets of A(j) and is 
supplied with the topology of uniform convergence on such subsets, see [2,3.6.8]. These 
spaces are convenient by [2,3.6.1]. S ince the structure on ,Cip,“,,(A,E) introduced in 
Definition 3.10 is the initial one with respect to these mappings, and since the image 
in the product of the spaces P(A(j), E) can be described by equations involving point 
evaluations, ,Cipz,(A, E) is convenient by the closed embedding lemma [2,2.6.4]. 
A more direct proof goes as follows: Let fn be a Cauchy-sequence in CipG;,(A,R). 
Since the supremum of the difference quotient of order 0 on some bounded subset of A 
is a continuous seminorm, we conclude that fn is a Cauchy-sequence in the supremum 
norm taken on any bounded subset of A. So fn converges to some f, uniformly on 
bounded subsets of A. It remains to show that f is in Cipg2,,(A,R) and all required 
difference quotients of fn converge to that off uniformly on bounded sets. Let B c A(j) 
be a bounded subset and E > 0 be given. Since fn is Cauchy, there exists an N such 
that for all 72, k > N and all (lo,. . . , tm) E B one has 
rfn(to, . . . ,tm) - Pf&, . . .) tm)l < E. 
Since fn converges pointwise to f, we choose for fixed (to,. . . , tm) E B an m > N such 
that 
iSmfk(tO, * ..,tm)-Syf(t0 ,..., tm)l <E. 
Thus we obtain for all (to,. . . , tm) E B and all k 3 N that 
IVfn(to, *. .,tm>-6mf(to,...,t,)l 
,< Pfn(to ,...,tm.)-6mfk(t0,...,tm)l 
t lbmfk(tO, * * .) tm) - pf(t0,. . . &)I < 2E. 
This shows that fn converge to f in the structure of cipz”,,(A,R) and f lies in this 
space, since a uniform limit of bounded functions is bounded. 
Now let E be convenient. We only have to show that Cipzn(A,E) is Mackey com- 
plete. This follows from the closed embedding lemma [2, 2.6.41 applied to the em- 
bedding Cipg,(A, E) - fl,,,, lipEt(A,IR). It has Mackey closed image, since for a 
Mackey Cauchy sequence fn E ,Cipznx,(A, E), th e values fn(a) form a Mackey Cauchy 
sequence in E hence converge to some f(u) E E. The so obtained function f belongs to 
,Cipr&(A, E), since its composite with ! E E’ is the limit of the Cauchy sequence e o fn 
in Cip~,(A,R). 0 
Since we will have to show that several linear operators between Lip”-function spaces 
are continuous we give the following 
3.12 Uniform boundedness principle. Let k be finite or infinite and let E and F 
be convenient vector spaces. Then a linear map T : F - Cip2x,(A, E) is continuous 
if and only if the composite ev, oT : F -+ E is continuous for every point evaluation 
ev, : Lipkx,(A, E) + E with a E A. 
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Proof. This follows from the corresponding statement for P’(A(“), E) which was 
proved in [2,3.6.6] using the initial cone 
bj : Lipzn,,(A, E) + f!?(A(j), E) for j < m + 2. 
A more direct proof goes as follows: We consider first the case where E = IIR and 
F is a Frechet space. (e) is obvious, since the point evaluations are continuous and 
linear. 
(+) We apply the closed graph theorem for Frechet spaces (see [4, 46.4.11). So we 
only have to show that the graph of T in F x Lip2x,(A,lR) is closed. Let (sn,T(xn)) 
converge to (z,f). We have to show that T(z) = f on ,Ciptx,(A,R). So let a E A. Then 
T(z)(a) = (ev, oT)(z) = (ev, oT)(i?m xn) 
= &+nm(ev, oT)(z,) = nlimm eva(T(zn)) 
= eva(lemT(zn)) = ev,(f) = f(a). 
Now the case of a general convenient vector spaces E and F. Since F is convenient 
and hence bornological, a linear map T : F + Lip$(A, E) is continuous if and only 
if it is bornological, or equivalently if TIF, : FB + Lipg-,,(A, E) is bornological for 
all absolutely convex bounded subsets B c F for which the linear subspace FB of F 
generated by B is complete with respect to the Minkowski norm generated by B. By 
definition of CipE,(A, E) this is exactly the case when 1, o TIP, : FB + CipE,(A, E) + 
Cip,m,,(A,IR) is continuous for all fJ E E’. By the particular case proved above this is 
equivalent to the continuity of 
ev, o C, o T[F, = e o ev, oT[F~ : FB + Liprxn,,(A, E) + Cipzn,,(A, IR) -+ R. 
Hence ev,oTIF, : FB -+ Cip,mX_(A, E) + E is bornological and also ev, oT : F + 
Lipyxt(A, E) + E, which is then automatically continuous. This was to be shown. 0 
3.13 Proposition. For a convenient vector space E the following operators are well- 
defined continuous linear mappings: 
(1) The restriction operator Cipgn(A1,E) + ,CipE,(A2, E) defined by f H fly, for 
A2 c AI. 
(2) For g E Lipgn,,(A,R) th e multiplication operator Lipzt(A, E) + Cipz”,,(A, E) 
defined by f H g . f. 
(3) The gluing operator 
LipZ(A1, E) XA~~A~ Wi&h, El + ML(A E) 
defined by (fd2) ++ h u f 2 f or any covering of A by relatively open subsets Al c A 
and A2 2 A. 
The fibred product (pull-back) Lip;,(Al, E) XAIn& C~P~~(A~,E) + LCipEn,,(A,E) 
is the subspace of LipE,(Al, E) x Cipz-,,(Az, E) formed by all (fr, f2) with fr = f2 on 
Ao := AI n A2. 
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Proof. It is enough to consider the particular case with E = R. The general case 
follows easily by composing with e, for each L E E’. 
(1) is obvious; 
(2) follows from the Leibniz formula 3.3. 
(3) First we show that the gluing operator has values in Cipzn,,(A,IR). Suppose the 
difference quotient SJf is not bounded for some j < m + 1, which we assume to 
be minimal. So there exists a bounded sequence xn E A(j) with (djf)(xn) converges 
towards infinity. Since A is compact we may assume that xn converges to some point 
xoo E A(j+l). If xo3 does not lie on the diagonal, there are two indices il # i2 and some 
6 > 0, such that 1~~;~ - xni21 2 6. But then 
s~f(x”)(x”;l - xy = ; (Ff(. . .,XT2,.. .) - sj-‘f(. . . ,xT1 ) . . 4) 3 
which is a contradiction to the boundedness of 6j-l f and hence the minimality of j. SO 
xc0 - (200,. . .) x:“) and since the covering {Al, AZ} of A is open, zoo lies in A; for i = 1 
or i = 2. Thus we have that xn E A;(j) f or almost all n, and hence Sjf(xn) = Sjf;(x”), 
which is bounded by assumption on f;. 
By the Uniform boundedness principle 3.12 it only remains to show that (fi,f~) H 
f(a) is bounded, which is obvious since f(a) = f;(u) for some i depending where a 
lies. Cl 
4. Proof of the Finite Order Extension Theorem 2.1 
4.1 Remark. If A is finite, we define the extension J‘ of the given function f : A -+ R 
as the interpolation polynomial of f at all points in A. In this case the Theorems 2.1, 
2.2 and 2.3 are obviously true. So we may from now on assume that A is infinite. And 
we will first restrict our considerations to the case where A is compact and will show 
later on (in 4.10 and 4.9) that the general case can be deduced from this particular 
one. 
For the proof of the real-valued case we shall use Whitney’s extension theorem in 
the formulation given in [6]. I n order to formulate it we recall some definitions. 
4.2 Definitions. An m-jet on A is a family F = (F”)kG, of continuous functions on 
A. With J”(A) one denotes the vector space of all m-jets on A. 
The canonical map J’” : P’(R,lR) + J”(A) is given by f H (f(“)I_,~)k<~. 
For k < m one has the ‘diflerentiution operator’ D” : ,.Y(A) -+ g”-“(A) given by 
D” : (F$+ I-+ (Fi+“);<,_k. 
For a E A the Taylor-expunsion operator T,” : J”(A) + Cw(~,~) of order m at a 
is defined by 
T,“((Fi);<,) : z H c (’ ;,‘jk F’“(u). 
k<m * 
Finally the remainder 
F H F - Jm(T,mF). 
In [6, p.1761 the space 
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operator RT : J’” (A) + Jm(A) at a of order m is given by 
Cip(m + 1, A) d enotes all m-jets on A for which there exists 
a constant h4 > 0 such that 
]Fj(a)J < M and I(R:F)j(b)\ < M Ja - blm+= 
for all a, b E A and all j < m. 
The smallest constant M defines a norm on Cip(m •t 1,A). 
4.3 Remark. Whitney’s construction for finite order m goes as follows, see [5,7 or 61: 
First one picks a special partition of unity @ for lRn \ A satisfying in particular 
diam(supp 9) 6 2d(suppp, A). F or every 9 E + one chooses a nearest point acp E A, 
i.e. a point aP with d(suppv,A) = d(suppv,a,). Th e extension p of the jet F is then 
defined by 
F(x) := 
FOG4 for x E A, 
‘&Q, q(x)T,“, F(x) otherwise, 
where the set @’ consists of all 9 E @ such that d(suppv,A) 6 1. 
The version of [6, Theorem 4, p. 1771 of the classical Whitney extension theorem is: 
4.4 Theorem. Let m be an integer and A a compact subset of Iw. Then the assignment 
F I--+ p defines a continuous linear mapping P : ,Cip(m t 1, A) -+ Cip(m + 1, I!%) such 
that P(F)JA = F”. 
In order that ,P makes sense, one has to identify Lip(m + 1, IR) with a space of 
functions (and not jets), namely those functions on R which are m-times differentiable 
on IR and the mth derivative is Lipschitzian. Thus Cip(m + l,R) gets identified with 
our space ,Cip”(lw, IK). 
Remark. The original condition of [lo] which guarantees a (?-extension is: 
(RrF)“(b) = o(la - blm-lc) for a, b E A with la - bl --+ 0 and Ic < m. 
We will replace the Taylor polynomial in the original definition 4.3 of the extension 
by the interpolation polynomial at appropriately chosen points near av. For this we 
associate to each point a E A a sequence a = (ao, al,. . .) of points in A starting from 
the given point ao = a. 
. . 
4.5 Defimtlon of a H a. Let A be a closed infinite subset of R, and let a E A. Our aim 
is to define a sequence a = (ao, al, ~2,. . .) in a certain sense close to a. The construction 
is by induction and goes as follows: au := a. For the induction step we choose for every 
non-empty finite subset F c A a point UF in the closure of A \ F having minimal 
distance to F. In case F does not contain an accumulation point the set A\ F is closed 
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and hence aF $ F, otherwise the distance of A\ F to F is 0 and aF is an accumulation 
point in F. In both cases we have for the distances d(aJ?, F) = d(A\F, F). Now suppose 
( ao,.. . , aj_1) is already constructed. Then let F := {ao, . . . ,aj-1) and define aj := aF. 
Originally we minimalized the distance from the barycenter of F and we want to 
thank Claude Alain Faure for having suggested this modification, which yields a greatly 
simplified proof of the following lemma. 
4.6 Lemma. Let a = (ao,. . .) and b = (bo,. . . ) be constructed according to Definition 
4.5. U {ao, . . . , akl # {h, . . . , bh} then ‘we have for all i, j < k the estimates 
la; - bjl < (i + j t 1) la0 - bol, 
la; - ajl 6 max{i,jI Ia0 - bl, 
lb; - bjl < max{i,j} Ia0 - bol. 
Proof. First remark that if {a,,,. . . , a;} = {bo, . . . , b;} for some i, then the same is 
true for all larger i, since the construction of a;+1 depends only on the set {ao, . . . , a;}. 
Furthermore the set {ao, . . . , a;} contains at most one accumulation point, since for an 
accumulation point aj with minimal index j we have by construction that aj = aj+r = 
. ..=a. 
We iow show by induction on i E (1,. . . , k} that 
d(a;+r , h, . . . , ad) < Ia0 - hl, 
@i+, , {bo , . . . , &I) 6 Ia0 - bl. 
We proof this statement for a;+l, it then follows for b;+l by symmetry. 
In case where {ao, . . . , ai} > {bo, . . . , bi} we conclude that {ao, . . . , a;} 1 {bo, . . . , b;} 
by assumption. Thus some of the elements of {bo,. . . , b;} have to be equal and hence 
are accumulation points. So {ao,. . . , a;} contains an accumulation point, and hence 
ai+r E ta0, -. . , a;} and the claimed inequality is trivially satisfied. 
In the other case there exist some j < i such that bj $ {ao, . . . , a;}. We choose the 
minimal j with this property and obtain 
d(ai+l, {ao, . . ., ai}) := d(A \ {ao, . . . , a;), {ao,. . . ,ai)> 
< d(bj, {ao, . - -,a;)>. 
If j = 0, then this can be further estimated as follows 
d(bj, {ao,. . . ,a;>) < Ia0 - bol. 
Otherwise { bo , . . . , bj_1) C_ {ao,. . . , aj} and hence we have 
d(bj, {au,. . . , 4) < d(bj, {bo , . . -7 bj-11) < Ia0 - bol 
by induction hypothesis. Thus the induction is 
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From the proven inequalities we deduce by induction on Ic := max{i,j} that 
la; - ajJ < max{i,j} la0 - buJ 
and similarly for Ibj - b;l: For C = 0 this is trivial. Now for k > 0. We may assume 
that i > j. Let i’ < i be such that la; - a;,1 = d(u;, {an,. . . , u;_l}) < Ia0 - bol. Thus by 
induction hypothesis Ia;, - ujl < (k - 1) ian - bul and hence 
la; - ujl < la; - ui,l + Ia;, - ujl < k lao - bol. 
By the triangle inequality we finally obtain 
la;--bjl6 l~;-~0l+l~0-~0l+I~0-bj~~(it~tj)l~0-b0l. 0 
Remark. It is easy to see that the given inequalities are the best possible ones by 
taking for d > 1 the set A = {*(id + k) : k E WU (0)) and for au := id and bu := -id. 
Then -bh = uk = id + k and luk - ael = k. 
4.7 Definition of the extension for infinite compact A. With acp we denote the 
sequence obtained by this construction starting with the point G+, chosen in Remark 
4.3. 
With Pzf we denote the interpolation polynomial of f at the first m + 1 points of 
a if these are all different; if not, at least one of these m •t 1 points is an accumulation 
point of A and then Pz f is taken as limit of interpolation polynomials according to 
Proposition 3.7. 
Let @ be the partition of unity mentioned in Remark 4.3 and @’ the subset specified 
there. 
We define j by: 
4.8 Proof of Theorem 2.1 for compact infinite A. Let f : A -+ R be given. We 
want to apply the classical Theorem 4.4. So we have to find an m-jet F on A. For this 
we define 
F”(u) := (Pa”f)‘“‘(u). 
In order to verify that F belongs to Lip(m t 1, A) we need the Taylor polynomial 
Z’,mF(z) := 2 (’ I;$ F”(u) 
k=O * 
= 
c 
m @ ;;)k(P~f)yu) 
k=o 
= Pa”f(4 
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where the last equation holds since PC f is a polynomial of degree attmost m. This 
shows that our extension 7 coincides with the classical extension F given in 4.3 of the 
m-jet F constructed from f. 
The remainder term RFF := F - Jm(TrF) is given by: 
(RrF)“(b) = F’“(b) - (T,mF)@)(b) = (PDF)‘“‘- (P,“f)@)(b). 
We have to show that for some constant M one has \(RyF)“(b)l < Mla - blrn+lmk for 
all a,b E A and all C < m. 
In order to estimate this difference we write it as a telescoping sum of terms which 
can be written by Corollary 3.6 as 
> 
(k) 
‘(T~,...,az_l,b;,bi+l,..., b,)f - ‘(To ,... ,ai_l,a;,b,+1,..., b,)f (t > 
= (,,,Y l)! Sm+lf(ug,. . . ,u;,b;, . . . ,bm) 
(b; - a;) c (t - uo). . .(tzyl). . .(t-q). . .(t - bm). 
Remark that this formula remains valid also in case where the points are not pairwise 
different. This follows immediately by passing to the limit with the help of Proposi- 
tion 3.7. 
We have estimates for the distance of points in {a~,. . . , a,; bo,. . . , bm} by Lemma 
4.6 and so we obtain the required constant M as follows 
lPW’)k(~)l 6 (mYl)!g (2i + 1) (b - ay+l-k 
. c 1.2... - . . (1 + il). . A;. . . . m 
il<...<ik 
. max{]Sm+rf({ae,. . .,u,,bo,. . .,bm}(“+‘))l}. 0 
4.9 Generalization from compact to closed A. Theorem 2.1 for closed A follows 
from its particular case where A is compact. 
Proof. Let the compact subsets A, c Iw be defined by A1 := A n [-2,2] and A, := 
[-n $ l,n - l] u (A n [-n - l,n + 11) f or n > 1. We define recursively functions fn E 
Cipg”,,(A,,IW) as follows: Let fr be a Lip”-extension of f]~~. Let fn : A, -+ Ilk be a 
Cip”-extension of the function which equals fn-r on [-n + 1, n - l] and which equals 
f on A n [-n - 1, n + 11. This definition makes sense, since the two sets 
A,\[--n+l,n-l]=An([-n-l,ntl]\[-n+l,n-l]), 
A,\([-n-l,-n]U[n,ntl])=[-ntl,n-l]u(An[-n,n]) 
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form an open cover of A,, and their intersection is contained in the set An [-n, n] on 
which f and fn-r coincide. Now apply Proposition 3.13. 
The sequence fn converges uniformly on bounded subsets of IR to a function 7 : R + 
IR, since fj = fn on [-n,n] for all j > n. Since each fn is Lipm, so is j. And j is an 
extension off, since j = fn. on [-n,n], and hence on AII [-n+ l,n- l] equal to f. 0 
4.10 Generalization from closed to arbitrary A. Theorem 2.1 follows from its 
particular case where A is closed. 
Proof. Let A denote the closure of A in R. Since the first difference quotient is bounded 
on bounded subsets of A one concludes that f is Lipschitzian and hence uniformly 
continuous on bounded subsets of A. Thus f has a unique continuous extension f to A. 
The difference quotients of order j off at (&,, . . . , ii) E A(j) is the limit of Sjf(to, . . . , tj), 
where A(j) 3 (to, . . . , tj) converges to (-to , . . . , Ej), since in the explicit formula for Sj the 
factors f(t;) converge to j(Z;). Cl 
4.11 Proof of the vector-valued version of Theorem 2.1. Let E be a convenient 
vector space. First we consider the case, where A is compact. For f E Cipz”,,(A,E) 
we define an extension f by the same formula as in 4.7. Since W is locally finite, this 
defines a function j : IFi -+ E. In order to show that j E Lipm(IR, E) we compose it with 
an arbitrary C E E’. Then I! o f is just the extension of Co f given in 4.7, thus belongs 
to Cipm(R,R). 
Next the case, where A c R is closed. In 4.9 we defined f as limit of a recursively 
constructed sequence fn of Cip”-extensions from compact sets A, c Et. The same 
construction works in the vector valued case, since for compact A we have already 
proved the existence of an extension, and since gluing is well defined by 3.13. 
Finally the case, where A c R is arbitrary. Since f is Lipschitzian, the values f(a) 
form a Mackey Cauchy net for A 3 a t ti E Iw. So the limit f(si) := lim,,ii f(a) exists 
in E, because E is Mackey complete. That this gives a function again denoted by f in 
Lip,“,,(A, F) follows again by composing with e E E’. Cl 
5. Proof of the Extension Theorems 2.3 and 2.2. 
5.1 Proof of the Extension Operator Theorem 2.3. For any convenient vector 
space E we have to construct a continuous linear operator 
T : Lipz”(A, E) --f Cipm(R, E) 
satisfying T(f)l~ = f for all f E .Cipg”,,(A, E). Since Cipz,(A, E) is a convenient vector 
space, this is by [2,4.4.5] via a flip of variables equivalent to the existence of a ,Cipm- 
curve 
?’ : R -+ L(CipTxxt(A, E), E) 
satisfying p(a)(f) = T(f)(a) = f(a). Thus i; should be a &pm-extension of the map 
e : A + L(Cipz”-,,(A, E), E) defined by e(a)(f) := f(a) = eva(f). 
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By the vector valued Finite Order Extension Theorem 2.1 it suffices to show that 
this map e belongs to Cip,mXt(A, L(LipE,(A, E), E)). S o consider the difference quotient 
P+le of e. Since, by the linear uniform boundedness principle [2, 3.6.41, boundedness 
in L( F, E) can be tested pointwise, we consider 
P+re(uu, . . . , a,+1 j(f) = Sm+l(evf oe)(a0,. . . , h+l) 
= Sm+ff(ao, * * * , Gn+1). 
This expression is bounded for (au,. . . ,a,+~) varying in bounded sets, since f E 
W$(A, E). 0 
For the proof of Theorem 2.2 we will use the following lemma, for which we refer 
the reader to [5, Lemma 4.21 or [7, Lemme 3.31. 
5.2 Lemma. There exist constants ck, such that for any compact set K c IR and any 
S > 0 there exists a smooth function hh on R which satisfies 
(1) h6 = 1 locally around Ii and h6(x) = 0 for d(x, Ii) > 6; 
(2) for all x E IR and k > 0 one has: 
I I hp(x) < 25 6”’ 
5.3 Lemma. Let A be compact and A,,, be the compact set of accumulation points 
of A. We denote by CJ$‘(IR,R) th e set of smooth functions on IR which vanish on A. 
For finite m we denote by C~(IR,R) the set of P-functions on I% which vanish on A, 
which are m-fiat on A,,, and are smooth on the complement of A,,,. Then C~(R,R) 
is dense in CT+’ (l&R) with respect to the structure of P(R,R). 
Proof. Let E > 0 and let g E Cy+’ (R,R) be the function which we want to approxi- 
mate. By Taylors theorem we have for f E Cm+l(R,~) the equation 
Ic f ‘i’(u) 
f(x) - c -+x - u>; = (x - u)k+l $;$) 
i=O 
for some E between a and x. If we apply this equation for j < m and k = m - j to 
g(j) for some point a E A,,, we obtain 
/gqx) _ 01 < 12 - uIm+l-j (mg;ml+~j)!(F)~ * 
Taking the infimum over all a E A,,, we obtain a constant 
K := sup 
{ 
g(m+l) 
1 (m + 1 _ j)!(t)l : 4~JL4 6 1 
> 
satisfying: 
I I g(j)(x) < A’ . d(x, AaccJm+l-j 
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for all x with d(z,A) 6 1. 
We choose 0 < S < 1 depending on E such that 
6. max{c; : i < m} . Ii. 2m < E, 
and let h6 be the function given in Lemma 5.2 for K := A,,,. The function (1 - hb) g 
is smooth, since on R \ A,,, both factors are smooth and on a neighborhood of A,,, 
one has hs = 1. The function (1 - hh) . g equals g on {X : d(z, A,,,) 2 6}, since h6 
vanishes on this set. So it remains to show that the derivatives of hs . g up to order m 
are bounded by E on (5 : d(z,Aacc) < 6). By the Leibniz rule we have: 
(h6 .,)(d = L (;) hF)g(+i). 
i=O 
The ith summand can be estimated as follows: 
An estimate for the derivative now is 
< 2j K P+‘-j maX{C; : 0 < i < j} < E. Cl 
5.4 Proof of real-valued version of Theorem 2.2. For k 2 0 let f” be a Lip”- 
extension of f according to Theorem 2.1. The difference jk+’ - j” is an element of 
C$(I@,IR): It is by construction C” and smooth on LR \ A. At an accumulation point a 
of A the Taylor expansion of 7” of order j < k is just the approximation polynomial 
yih . . ..a) f by 4.8. Thus the derivatives up to order k of Tk+l and f” are equal in a, 
an d hence the difference is k-flat at a. Locally around any isolated point of A, i.e. a 
point a E A\A,,,, the extension 7” is just the approximation polynomial Pk and hence 
smooth. In order to see this, use that for 2 with IZ - al < $d(a, A \ {u}) the point a+, 
has as first entry a for every p with x E supp v: Let b E A \ {a} and y E supp p be 
arbitrary, then 
Jb - 21 > lb - al - la - LC( > d(u, A \ {a}) - Ia - 21 > (4 - 1) la - xl 
lb - y/) > (b - XI- lx - yI > 3 la - ~1 - diam(supp 9) 
2 3 d(e, SUPP 9) - 2 d(% SUPP v> = d(a, SUPP $g 
3 4b, SUPP 4 > 4 a,supp$9) * uv = a. 
By Lemma 5.3 there exists an hk E C~(R,iR) such that 
I(jk+l - 7” - hk)(j)(,)l ,< $ for all j < k - 1. 
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Now we consider the function f := fO+Ck,O(jlc+l -f” -hk). It is the required smooth 
extension of f, since the summands jk+l I jk - h k vanish on A, and since for any n 
it can be rewritten as j = p + xk_+ hl, + zkan(fk+’ - j” - hk), where the first 
summand is C”, the first sum is C”, and the derivatives up to order n- 1 of the terms 
of the second sum are uniformly summable. •i 
5.5 Remark. The restriction operator Cip”(R, E) 4 Lipgt(A, E) is a quotient map- 
ping. We constructed a section for it, which is continuous and linear in the finite order 
case. It is unclear, whether it is possible to obtain a continuous linear section also in 
the smooth case, even if E = R. 
If the smooth extension theorem were true for any arbitrary convenient vector space 
E, then it would also give the extension operator theorem for the smooth case. Thus 
in order to obtain a counterexample to the latter one, the first step might be to find a 
counterexample to the vector valued extension theorem. 
the values lie in a Frechet space E the vector valued 
however true. 
In the particular cases, where 
smooth extension theorem is 
5.6 Definition. A convenient vector space is said to satisfy Mackey’s countability 
condition if for every sequence of bounded sets B, c E there exists a sequence X, 
such that UnEN X, B, is bounded in E. 
>o 
5.7 Proof of the Smooth Extension Theorem 2.2. It is enough to show the 
result for compact subsets A c R, since the generalization arguments given in 4.11 can 
be equally applied in the smooth case. First one has to give a vector valued version 
of Lemma 5.3. Let a function g E Cipm(IIR, E) with compact support be given, which 
vanishes on A, is m-flat on A,,, and smooth on the complement of A,,,. Then for every 
E > 0 there exists a h E C”(IR,R), which equals 1 on a neighborhood of A,,, and such 
that P(h .g)(Rm+l) is contained in E times the absolutely convex hull of the image of 
Sm+lg. 
The proof of this assertion is along the lines of that of 5.3. One only has to define 
Ir’ as the absolutely convex hull of the image of brn+lg and choose 0 < 6 < 1 such that 
S. max{c; : i < m} .2” < E. 
Now one proceeds as in 5.4: Let j” be the Lip”-extension of f according to Theorem 
2.1. Then gk := jk+r - jk satisfies the assumption of the vector valued version of 5.3. 
Let Ir’l, be the absolutely convex hull of the bounded image of 6”+‘gk. By assumption 
on E there exist X, > 0 such that K := U kEN A/, . Kl, is bounded. Hence we may choose 
an hl, E C~(&~) such that S”(hk . gk)(Rtk+‘)) C Xk/zk Kk. Now the extension f is 
given by 
j = j” + c h,, . gk = J‘” + c( 1 - hk) . gk + c hl, . gk 
k>O k<n k>n 
and the result follows as in 5.4 using convergence in the Banach space EK. Cl 
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6. Examples 
We conclude this paper by giving some examples to problems of infinite interpolation. 
6.1 Proposition. Let A be the image of a strictly monotone bounded sequence {a, : 
n E W}. Then a map f : A -+ I$ has a Lipm- extension to R if and only if the sequence 
6”f (a n,an+l,...,%+k ) isboundedfork=m+l f i m is finite, respectively for all k if 
m = 00. 
Proof. By [2,1.3.10] the difference quotient bkf(uiO,. . . , a;,) lies in the convex hull 
of the difference quotients 6” f(a,, . . . , a,+k) for all IIk{io, . . . , ik} < n < n $ k < 
max{iO, . . . , k i }. So the result follows from the Extension Theorems 2.1 and 2.2. 0 
6.2 Example. Let A be as in Proposition 6.1 with a, := 1/2n. Then a function 
f : A + R has a Cipl-extension to JR if and only if the sequence 
22” 
( 
3 f (G&+2)--W@n+l W(4) 
is bounded. It has a ,Cip2-extension to R if and only if the sequence 
23n 8 f(an+3> - 14f( 
( 
an+21 t 7 f (%+I > - f(an)) 
is bounded. 
6.3 Example. Let again A be as in Proposition 6.1 with a, := l/n. Then a function 
f : A ---) R has a Cipl-extension to R if and only if the sequence 
n3((n-l)f (A) -2nf (;) +(TL+1)f (A)) 
is bounded. 
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