Abstract. In this paper we show that the moduli spaces of representations associated to the deformed multiplicative preprojective algebras recently introduced by Crawley-Boevey and Shaw carry a natural Poisson structure. This follows the fact that appropriately localized path algebras of double quivers carry a certain kind of non-commutative quasi-Hamiltonian structure.
Introduction
In this introduction we assume that k is an algebraically closed field of characteristic zero. We start with our original motivating example (taken from [8] ). Let Q = (Q, I, h, t) be a finite quiver with vertex set I = {1, . . . , n} and edge set Q. The maps t, h : Q → I associate with every edge its starting and ending vertex. We letQ be the double of Q.Q is obtained from Q by adjoining for every arrow a an opposite arrow a * . We define ǫ :Q → {±1} as the function which is 1 on Q and −1 onQ − Q.
Let α = (α 1 , . . . , α n ) ∈ N n be a dimension vector and fix scalars q = (q 1 , . . . , q n ) ∈ (k * ) n . Put R α = a∈Q M α t(a) ×α h(a) . The group Gl α = i Gl αi acts on R α by conjugation.
Let S α,q be the Gl α invariant subscheme of R α consisting of matrices (X a ) a∈Q such that 1+X a X a * is invertible for all a ∈Q and such that the following equations are satisfied for all i ∈ I.
a∈Q,h(a)=i
(1 + X a X a * ) ǫ(a) = q i
(it is shown in [8] that S α,q is independent of the ordering on these products). We prove the following result in this paper.
Theorem 1.1. The GIT quotient S α,q / / Gl α is in a natural way a Poisson variety.
This result is not unexpected since if Q is a "star" then it is shown in [8] that the points in S α,q / / Gl α correspond to local systems on P 1 whose monodromy lies in the closure of specific conjugacy classes. The result then follows from the work of Atiyah and Bott [3] .
Different proofs of the Atiyah-Bott result were given in [1, 2] using quasi-Hamiltonian reduction and fusion. It is possible to give a proof of Theorem 1.1 in the same spirit. First one considers the small quiverQ consisting of two vertices and two arrows a, a * and one shows that in that case R α is quasi-Hamiltonian. This is then extended to general quivers using a process called "fusion". Finally we obtain a Poisson structure on S α,q by quasi-Hamiltonian reduction.
While working out this proof I noticed that all computations could be done directly in the path algebra kQ ofQ (suitably localized). If computations are organized this way explicit matrices occur, somewhat as an afterthought, only in the very last step. Trying to understand why this is so then became the second motivation for writing this paper.
So we restart this introduction! Throughout A is a k-algebra which for simplicity we assume to be finitely generated. For N ∈ N the associated representation space of A is defined as Rep(A, N ) = Hom(A, M N (k)) The group Gl N acts on Rep(A, N ) by conjugation on M N (k).
A well-known philosophy in non-commutative algebraic geometry (probably first formulated by Maxim Kontsevich) is that for a property of the non-commutative ring A to have geometric meaning it should induce standard geometric properties on all Rep(A, N ). The case of symplectic geometry was worked out in [4, 10, 11] . In this paper we discuss Poisson geometry. More precisely we work out what kind of structure we need on A in order that all Rep(A, N ) are Poisson varieties.
To motivate our definitions we have to look in more detail at the coordinate ring O(Rep(A, N )) of Rep(A, N ). For every a ∈ A we have a corresponding matrix valued function (a ij ) i,j=1,...,N on Rep(A, N ). It is easy to see that the ring O(Rep(A, N )) is generated by the functions a ij , subject to the relations (ab) ij = a il b lj (where here and below we sum over repeated indices). Hence to define a Poisson bracket {−, −} on Rep(A, N ) we have to fix the values of {a ij , b uv } for all a, b ∈ A. Now {a ij , b uv } depends on four indices so it is natural to assume that it comes from an element of A ⊗ A. This leads to the following definition. A double bracket on A is a bilinear map { {−, −} } : A × A → A ⊗ A which is a derivation in its second argument (for the outer bimodule structure on A) and which satisfies { {a, b} } = −{ {b, a} }
• where (u ⊗ v) • = v ⊗ u. We say that A is a double Poisson algebra if { {−, −} } satisfies in addition a natural analog of the Jacobi identity (see §2.3). A special case of one of our results is the following (see §7.5). [12, 15] . I.e. {−, −} satisfies the following version of the Jacobi identity {a, {b, c}} = {{a, b}, c} + {b, {a, c}}
. Assume that A, { {−, −} } is a double Poisson algebra. Then the following holds (1) {−, −} is a derivation in its second argument and vanishes on commutators in it is first argument. (2) {−, −} makes A into a left Loday algebra

(3) {−, −} makes A/[A, A] into a Lie algebra (this is a well-known and easy consequence of (2)).
In commutative geometry it is customary to describe a Poisson bracket on a smooth variety X in terms of a bivector field, i.e. in terms of a section P of 2 T X satisfying {P, P } = 0 where {−, −} is the so-called Schouten Nijenhuys bracket on Γ(X, T X ). Our next aim is to give non-commutative version of this.
In the rest of this introduction we assume for simplicity that A is smooth by which we mean that A is finitely generated and Ω A = ker(A ⊗ A → A) is a projective A-bimodule. It is easy to see that this implies that all spaces Rep(A, N ) are smooth over k.
We first have to find the correct non-commutative analogue of a vector field. There are in fact two good answers to this. If we insist that a vector field on A induces vector fields on all Rep(A, N ) then a vector field on A should simply be a derivation ∆ : A → A. The induced derivation δ on O(Rep(A, N )) is then given by δ(a ij ) = ∆(a) ij A second point of view is that a vector field ∆ on A should induce matrix valued vector fields (∆ ij ) i,j=1,...,n on all Rep(A, N ). Since now ∆ ij (a uv ) depends on four indices ∆(a) should be an element of A ⊗ A.
In this paper we accept the second point of view, i.e. vector fields on A will be elements of D A def = Der(A, A ⊗ A) where as usual we put the outer bimodule structure on A ⊗ A. The corresponding matrix valued vector fields on Rep(A, N ) are then given by ∆ ij (a uv ) = ∆(a)
′′ iv D A contains a remarkable element E which acts as E(a) = a ⊗ 1 − 1 ⊗ a. We will call this element the gauge element since we have Proposition 1.5. The matrix valued vector field (E ji ) ij on Rep(A, n) is the derivative of the action of Gl N by conjugation.
The importance of Der(A, A ⊗ A) was first emphasized in [6] .
Starting with D A we define the algebra of polyvector fields DA on A as the tensor algebra T A D A of D A where we make D A into an A-bimodule by using the inner bimodule structure on A ⊗ A.
Another main result of this paper is (see §3.2) Proposition 1.6. The graded algebra DA has the structure of a double Gerstenhaber algebra i.e. a (super) double Poisson algebra with a double Poisson bracket { {−, −} } of degree −1.
We call { {−, −} } the Schouten-Nijenhuys bracket on DA. It is somewhat hard to construct, but as we will see below, in the case of quivers it takes a very trivial form.
The elements of DA define matrix valued polyvector fields on Rep(A, N ) by the rule
The compatibility between the matrix valued polyvector fields and the Schouten brackets on DA and Γ(Rep(A, N ), T Rep(A,N ) ) is given by a formula which is entirely similar to (1.1)
Let us write tr(P ) = P ii . Then the previous formula yields a morphism of graded Lie algebras
To reconnect with double Poisson structures on A we show that there is a bijection DA/[DA, DA] 2 ↔ {double brackets on A} which sends δ 1 δ 2 for δ 1 , δ 2 ∈ D A to the double bracket
An element P ∈ (DA) 2 corresponds to a double Poisson bracket if and only if
Having a rudimentary differential geometric formalism in place we can now define various related notions. For example we say that µ ∈ A is a moment map for a double Poisson bracket P if the following identity holds:
The reason is of course that if µ ∈ A then the corresponding matrix valued function (µ ij ) ij defines a moment map Rep(A, n) → M N for the action of Gl N on Rep(A, N ) (where we identify, as is customary, M N with its dual through the trace map).
We can also define the corresponding multiplicative notions (see [1] ). An element P ∈ (DA) 2 is said to be a quasi-Poisson bracket if the following identity holds
and an element Φ ∈ A * is a multiplicative moment map for P if
Again these notions induce the corresponding notions on representation spaces. The second part of this theorem is an application of (quasi) Hamiltonian reduction [1] . Now we discuss quivers. Thus we return to the setting in the beginning of this introduction. In order for things to work nicely we must set things up in a relative setting. I.e. we let B a fixed commutative semi-simple algebra of the form ke 1 ⊕· · ·⊕ke n with e 2 i = e i . A B algebra is a k-algebra A equipped with a morphism of k-algebras B → A. For B-algebras we may define relative versions of the notions introduced above e.g.
where N = α 1 + · · · + α n and we view B as being diagonally embedded M N (k). Let us put φ(p) = i for i = 1, . . . , N and p ∈ I if i is in the subinterval corresponding to p when we decompose [1 . . N ] into intervals of length (α p ) p . Now let A = kQ. In this case the idempotents e i are the paths of length zero corresponding to the vertices of I. For a ∈ Q we define the element 
The Schouten bracket on A is as follows. Let a, b ∈ Q. Then
We prove This theorem is more or less a reformulation of known results. The induced Lie algebra structure on kQ/[kQ, kQ] is the so-called necklace Lie algebra [4, 10, 11] . However it is noteworthy that this Lie algebra structure is induced from a Loday algebra structure on kQ. In §6. 4 we work out what it is.
The algebra A λ introduced in Proposition 1.7 is the so-called deformed preprojective algebra [9] Π λ . The Poisson bracket on Rep(Φ Λ , α) is obtained from the standard Poisson bracket on R α = Rep(kQ, α) given by
in the notations of the first paragraph.
We then prove the main result of this paper. 
and a corresponding moment map given by
In the definition of Φ the product is taken with respect to the chosen ordering onQ.
The algebra A q introduced in Proposition 1.7 is now the deformed multiplicative preprojective algebra Λ q as introduced in [8] . Combining the previous theorem with Proposition 1.7 proves Theorem 1.1 since S α = Rep(Λ q , α).
The reader will find that this paper is rather peculiarly organized. As we have seen above the most interesting and motivating example we consider is not actually a double Poisson algebra but only a double quasi-Poisson algebra. But it seemed difficult to treat double quasi-Poisson algebras without first introducing the algebra of polyvector fields and its Schouten bracket. This Schouten bracket is a graded version of a double Poisson bracket. But again it seemed unreasonable to start this paper with graded double Poisson brackets since the many signs would have obscured the simplicity of the theory. So we have chosen to treat double Poisson brackets first, and then to accept the (routine) generalizations of our statements to super Poisson brackets without further proof or discussion.
1.1. Acknowledment. This paper came out of discussions with Crawley-Boevey and Alexei Bondal. It was Crawley-Boevey who suggested that the element Φ occurring in the definition of a multiplicative preprojective algebra could perhaps be interpreted as a multiplicative moment map. I am very grateful for this. The principle that one can meaningfully study non-commutative notions through their effect on representation spaces I learned from Lieven Le Bruyn [13] .
I have also received an interesting manuscript by Crawley-Boevey, Etingof and Ginzburg which contains results which are clearly closely related to this paper [7] .
2. Double brackets and double Poisson algebras 2.1. Generalities. Throughout we work over a field k of characteristic zero although this is not an essential condition. Unadorned tensor products are over k. If V , W are k-vector spaces then an element a ∈ V ⊗ W is written as a ′ ⊗ a ′′ . This is a short hand for i a
A similar convention is sometimes used for longer tensor products. We put a
Below we fix a k-algebra A. Throughout we denote the multiplication map A ⊗n → A by m. We will also view A ⊗n as an A-bimodule via the outer bimodule structure
Of course A ⊗n has many other bimodule structures. For n = 2 we will frequently use the inner bimodule structure on A ⊗2 given by
If B is a (not necessarily commutative) k-algebra then a B-algebra will be an kalgebra equipped with an (unnamed) k-algebra map B → A.
Double brackets.
Definition 2.2.1. A n-bracket is a linear map
which is a derivation A → A ⊗n in its last argument for the outer bimodule structure on A ⊗n i.e. (2.1) { {a 1 , a 2 , . . . , a n−1 , a n a ′ n } } = a n { {a 1 , a 2 , . . . , a n−1 , a
. . , a n−1 , a n } }a ′ n and which is cyclically anti-symmetric in the sense
If A is a B-algebra then an n-bracket is B-linear if it vanishes when its last argument is the image of B.
Clearly a 1-bracket is just a derivation A → A. We will call a 2-and a 3-bracket respectively a double and a triple bracket. A double bracket satisfies.
The formulas (2.2) (2.3) imply that { {−, −} } is a derivation A → A ⊗ A in its first argument for the inner bimodule structure on A ⊗ A. I.e.
where by " * " we mean the inner action. Combining (2.3)(2.4) we obtain (2.5)
Associated to a double bracket { {−, −} } we define a tri-ary operation { {−, −, −} } as follows:
So { {−, −, −} } is cyclically invariant, in the sense that
Proof. The cyclic invariance property has already been established. We now check the derivation property.
where in the second line we use the convention that (x ⊗ y)(s ⊗ t) = x ⊗ ys ⊗ t. We will often use the same convention below.
Taking the sum of (2.7)(2.8)(2.9) yields the desired result. We will call the identity { {−, −, −} } = 0 the double Jacobi identity.
. It is easy to check that the only double Poisson brackets on A are given by Proof. Left to the reader. Proof. This follows from
Example 2.4.5. In [14] Lieven Le Bruyn and Geert Van de Weyer define n √ A as the B-algebra which represents the functor of B-algebras to sets given by
A is e(A * B M n (B))e where e is the upper left corner idempotent of M n (B). So we obtain that if A, { {−, −} } is a double Poisson algebra over B then there is an induced double Poisson structure on n √ A.
Now we discuss "fusion". This is a procedure which allows one to collapse two idempotents into one. In the case of quivers it amount to gluing vertices. This is explained in more detail in §6.
Assume that e 1 , e 2 ∈ B are orthogonal idempotents. ConstructĀ from A by formally adjoining two variables e 12 , e 21 satisfying the usual matrix relations e uv e wt = δ wv e ut (with e ii = e i ). We havē
where we should remember that the map ke 1 ⊕ ke 2 → A is not unital.
The fusion algebra of A along e 1 , e 2 is defined as
where ǫ = 1 − e 2 . ClearlyĀ is aB algebra and A f is a B f algebra. We obtain. We recall the definition of the trace map. Let e ∈ B be an idempotent such that BeB = B. Write 1 = i p i eq i . Then we put
The trace map depends on the chosen decomposition 1 = i p i eq i . However it gives a uniquely defined isomorphism
which is an inverse to the obvious map
Proof. This is a simple computation.
It is clear that {−, −} is a derivation in its second argument. I.e.
(2.12) {a, bc} = {a, b}c + b{a, c} and furthermore by (2.2)
Finally an easy computation shows (2.14) {bc, a} = {cb, a} Lemma 2.5.1. {−, −} induces well defined maps
where the latter one is anti-symmetric.
Proof. The map (2.15) is well defined by (2.14). From (2.14) together with (2.13) it follows that {a, bc} is symmetric in b, c modulo commutators. Thus (2.16) is well defined as well. Its anti-symmetry follows also from (2.13).
Proposition 2.5.2. If { {−, −} } is a double bracket on A then the following identity holds in
where m is the multiplication map and {a, −} acts on tensors by {a,
Proof. First we record a useful identity.
We now compute
Collecting everything we obtain the desired result. 
when A is a double Poisson algebra) then A becomes a left Loday.
Proof. Applying the multiplication map to (2.17) we obtain (2.19) which in case {−, −, −} = 0 yields {a, {b, c}} = {{a, b}, c} + {b, {a, c}} i.e. the defining equation for a left Loday algebra. We then have the following result
Proof. This is a combination of (2.15) and Corollary 2.5.5.
Remark 2.6.3. Note that a Poisson structure is in fact a map
where "HH" denotes Hochschild (co)homology.
The following definition will be motivated afterward. We assume that B = ke 1 ⊕ · · · ⊕ ke n is semi-simple. Definition 2.6.4. Let A, { {−, −} } be a double Poisson algebra. A moment map for A is an element µ = (µ i ) i ∈ ⊕ i e i Ae i such that for all a ∈ A we have
A double Poisson algebra equipped with a moment map is said to be a Hamiltonian algebra.
One application of a moment map is the following. It is easy to verify that the existence of a moment map is compatible with the induction procedures described in §2.4. For further reference we record the following. 
Proof. Left to the reader.
Super version.
As usual it is possible to define Z-graded super versions of double Poisson algebras. As usual the signs are determined by the Koszul convention. We write |a| for the degree of a homogeneous element a of a graded vector space. If V i , i = 1, . . . , n are graded vector spaces and a = a 1 ⊗· · ·⊗a n is a homogeneous element of
Let D be a graded algebra. We will call D a double Gerstenhaber algebra if it is equipped with a graded bilinear map
of degree −1 such that the following identities hold: 3. Polyvector fields 3.1. Generalities. In this section we assume that A is a finitely generated Balgebra. Following [6] We define
The bimodule structure on A ⊗ A is the outer structure. The surviving inner bimodule structure on
3.2. The double Schouten Nijenhuys bracket. Our aim is to define the structure of a double Gerstenhaber algebra on D B A.
, where the bimodule structure on A ⊗3 is the outer structure.
Since Ω A/B is finitely generated we obtain
We will view { {δ, ∆} }˜l and { {δ, ∆} }˜r as elements of (12) • { {δ, ∆} }˜r and we write
Here we consider the righthand sides of (3.2) as elements of D A B. Proof. Uniqueness is clear. Furthermore it is easy to see that the derivation property and anti-symmetry of { {−, −} } have to be checked only on generators. Using (a graded version of) Proposition 2.3.1 and (2.6) it follows that we have to check the double Jacobi only on generators also. Thus we need to check the following list of identities. For a ∈ A, α, β, γ ∈ D A/B we need
Taking into account cyclic symmetry it is sufficient to prove these identities after projection on the first factor. So it is sufficient to prove the following identities.
We now check these identities systematically. By convention σ permutes factors in tensor products of D B A and τ permutes factors in tensor products of A (so no signs occur in τ ).
where ǫ is a map A → A ⊗3 satisfying for c ∈ A:
and thus
Here α(a) is to be interpreted as an element of
A through the outer bimodule structure.
Thus we obtain 
The sum of these three terms is indeed zero. (3.7-1) This is the most tedious computation. We compute again the individual terms.
And again the sum of the three terms is zero.
3.3. Gauge elements. We now assume in addition that B is commutative semisimple. I.e. B = ke 1 ⊕ · · · ⊕ ke n such that e 2 i = e i . We will define some special elements E i of D A/B which we call "Gauge elements". This terminology will be explained in §7.9.
We will also put E = i E i . Clearly E i = e i Ee i .
(where in the third line we use the B-linearity of δ).
= −e i ⊗ (e i δ)(a)
Taking the sum of these two expressions and letting a vary we obtain [6] but for the convenience of the reader we restate the proof. We will only consider the case when the Morita equivalence is given by an idempotent (since this is the only case we will need). It is well-known that this implies the general case.
Lemma 3.4.1. Let M be an A bimodule and let e ∈ A be an idempotent such that AeA = A. Then
and furthermore
Proof. Since AeA = A we have Ae ⊗ eAe eA ∼ = A. Thus for A-bimodules M , N we obtain
This implies (3.9). The second assertion is clear since 
It is easy to see that this is a well-defined element of eD A/B e and that c −1 is indeed a twosided inverse to c. Proof. Since e(D B A)e = T eAe (eD A/B e) it suffices to check that the Schouten bracket on D eAe/eBe and the restricted Schouten bracket on eD A/B e coincide. Since δ ∈ eD A/B e restricts to a derivation eAe → eAe ⊗ eAe it is easy to see that both Schouten brackets are given by the same formulas.
4.
The relation between polyvector fields and double brackets 4.1. Generalities. We assume that A is a finitely generated B-algebra.
Proposition 4.1.1. There is a well defined linear map
where
Let us say that A/B is smooth if Ω A/B is a projective projective A-bimodule (in addition to A/B being finitely generated). Proof. To prove this it will be convenient to work in slightly greater generality.
Let M be an A-bimodule. We put M * = Hom A e (M, A ⊗ A) where we use the outer bimodule structure on A ⊗2 . We view M * as an A-bimodule through the inner bimodule structure on A ⊗2 . We will consider M ⊗n as a (A e ) ⊗n -modules where the the i'th copy of A e acts on the i'th copy of M . We will also consider an (A e ) ⊗n -module [A ⊗(n+1) ] which is equal to A ⊗n+1 as vector space and where the i'th copy of A e act as follows
All these bimodule structures commute with the outer bimodule structure on [A ⊗(n+1) ]. There is a morphism of A-bimodules
given by
In case M is a finitely generated projective bimodule then this is an isomorphism. To prove this one may assume M = A ⊗ k A, in which case it is easy. Let [A ⊗n ] be the (A e ) ⊗n -module which is A ⊗n as a vector space and where the i'th copy of A e for i = 1, . . . , n − 1 acts as on [A ⊗n+1 ] but where the n't copy acts by the outer bimodule structure. The map
We define ψ as the composition
It is clear that ψ will also be an isomorphism if M is finitely generated projective.
The cyclic group C n acts on (M * ) ⊗An ⊗ A e A by
An easy verification shows that the following diagram is commutative.
Let inv and coinv denote respectively the signed invariants and coinvariants for the action of C n . We view T A M * as a graded ring with M * in degree 1. In that case we have
where [−, −] means signed commutators. We define µ as the composition of the maps.
If M is finitely generated projective then µ is an isomorphism.
Now consider the case M = Ω A/B . In that case there is an isomorphism
Composing this identification with the map µ defined by (4.2) gives us precisely (4.1).
Compatibility.
Proposition 4.2.1. For Q ∈ (D B A) n the following identity holds { {a 1 , . . . , a n } } Q = (−1)
Proof. It suffices to prove this for Q = δ 1 · · · δ n with δ i ∈ D B A. We compute
We concentrate on the first term. The other terms are obtained by cyclically permuting the δ's. We find
which is what we want.
We have the following identity for a, b, c ∈ A:
Proof. By (the graded version of) (2.19) we have Where in the second line we have used the graded version of (2.17). In the third line we have used
Recall that the grading on D B A is shifted so P, a both have odd degree. This explains the signs. A similar computation yields
Collecting everything proves the proposition.
Summarizing we obtain On the other hand it easy to check that every element of Der(A, A⊗A) has degree ≥ 0 (for the induced filtration on A⊗A). Hence every element of (D B A) 2 has degree ≥ 0. But the bracket mentioned above has degree −1. This is a contradiction. 
Thus µ is indeed a moment map if and only if {P, µ i } = E i .
It seems logical to call a differential double Poisson algebra equipped with a moment map a differentiable Hamiltonian algebra.
Double quasi-Poisson algebras
We now we introduce a twisted version of double Poisson algebras. For simplicity we assume throughout that B = ke 1 ⊕ · · · ⊕ ke n is semi-simple. Proof. According to Corollary 2.5.4 we have to show
This identity is immediate from the definition.
In a similar way we obtain Proof. This is proved as Lemma 2.6.2. 
A double quasi-Poisson algebra equipped with a moment map is said to be a quasiHamiltonian algebra. Proof. Left to the reader.
Differentiable versions. Definition 5.2.1. We say that A is a differential double quasi-Poisson algebra (DDQP-algebra) over B-algebra A if A is equipped with an element
It follows from Theorem 4.2.2 that a DDQP-algebra is a double quasi-Poisson algebra. For smooth algebras the two notions are equivalent by Proposition 4.1.2. 
Proof. This is similar to the proof om 4.4.3.
A differential quasi-Hamiltonian algebra is a quasi-Hamiltonian algebra where the double bracket coming from an element of (D B A) 2 .
Calculus on fusion algebras. In this section the notations are as in §2.4.
Our aim is to show that if A is double quasi-Poisson algebra or a quasi-Hamiltonian algebra over B then the same is true for the fused algebra A f . Why this is to be expected will be explained in §7.10. The methods in this section are basically translations of the methods in [1, §5] .
The non-quasi-versions of these methods are easy and have been treated in Corollary 2.4.6 and Proposition 2.6.6. The quasi-case is more tricky notation wise. For this reason we will restrict ourselves to the differentiable case.
Extending derivations yields a canonical map
and hence a corresponding map(
We will often identify D B A with its image in DBĀ. It is easy to see that(−) is compatible with the Schouten bracket. By composition we define a map
where we compute Tr using the decomposition 1 = 1 · ǫ · 1 − e 21 ǫe 12 . It follows from §4.3 that (−) f is compatible with Schouten brackets. For convenience we now define some operators in DĀ /B . In order to avoid confusion notations we define F i ∈ D ǫBǫ (ǫAǫ) for i = 2 by F i (a) = ae i ⊗ e i − e i ⊗ e i a Note that E f i = F i for i > 2 but this is not case for i = 1. In this section we prove the following two results. 
is a differential double quasi-Poisson algebra. 
The proof of these theorems needs some preparation. We put In each of the cases we find the correct result.
We now compute the Schouten brackets between the operators E,Ē. =Ê ⊗ e 1 − e 1 ⊗Ê We also need the following Schouten bracket. 
Using the fact that ǫĒ 2 = 0 we have
Applying (−) f to the identity
We compute (modulo commutators)
This finishes the proof.
Proof of Theorem 5.3.2. We need to prove
Since the case i > 2 is easy we assume i = 1. In that case we have to prove.
We compute the left hand side of this equation. We have
where Φ =Φ 1 ,Φ = e 12Φ2 e 21 . We compute {P , ΦΦ} = {P , Φ}Φ + Φ{P ,Φ} where
and {P ,Φ} = {P , e 12Φ2 e 21 } = e 12 {P, Φ 2 } e 21
Taking things together we find
Next we compute {EÊ, ΦΦ}. We need the following preliminary results. =Φ ⊗ e 1 − e 1 ⊗Φ
We then compute
and hence (5.6) {EÊ, ΦΦ} = ΦΦE − ΦEΦ − ΦÊΦ +ÊΦΦ Combining (5.5) and (5.6) we obtain
and hence we obtain .4) 6. Quivers 6.1. Generalities. Below Q = (Q, I, h, t) is a finite quiver with vertex set I = {1, . . . , n} and edge set Q. The maps t, h : Q → I associate with every edge its start and end. We extend the definitions of h, t to paths in Q. By e i we denote the idempotent associated to the vertex i and we put B = ⊕ i ke i . We letQ be the double of Q.Q is obtained from Q by adjoining for every arrow a an opposite arrow a * . We define ǫ :Q → {±1} as the function which is 1 on Q and −1 on Q − Q. Depending on the situation A will be either kQ or kQ * . Note that A/B is smooth so we don't have to make a difference between differential and ordinary notions (see §5.2).
Vector fields and the Schouten bracket.
For a ∈ Q we define the element (1) For δ ∈ D A/B we have the equality
. . , n we have the equality.
Proof.
(1) Let b ∈ Q. Evaluated on b (6.1) can be rewritten as
The righthand side of this equation is indeed equal to δ(b)
If we substitute δ = E i in (6.1) then we obtain
Remark 6.2.3. The expression for E i can be conveniently rewritten as follows. Put
6.3. Hamiltonian structure.
Theorem 6.3.1. A = kQ has a Hamiltonian structure given by
Proof. The fact that {P, P } = 0 is trivial. For the moment map property we compute 
If we restrict this bracket to closed paths we obtain the so-called necklace Lie algebra structure on kQ/[kQ, kQ] [4, 10, 11].
6.5. Quasi-Hamiltonian structure for a very simple quiver. In this section we consider the quiver Q given by a a *
2
We let A be the path algebra of kQ with e 1 + aa * and e 2 + a * a inverted.
Theorem 6.5.1. A has a quasi-Hamiltonian structure given by
Proof. We first consider the quasi-Poisson structure. For simplicity we introduce the following elements of D A/B .
We have to prove
By (6.2) we have
Here { {U, U } } and { {V * , V * } } have been computed using Lemma 6.5.2 below. Hence we obtain
We need some more computations
∂ ∂a * Similarly, commutating modulo commutators we obtain
Combining everything we find
On the other hand we have
and also
So it follows that (6.7) is indeed true.
Now we prove that Φ is a multiplicative moment map. We have Φ = Φ 1 + Φ 2 where
We will first consider Φ 1 . We compute
We obtain
We also have ∂ ∂a
Taking everything together we obtain
Now we consider Φ 2 . Applying the involution e 1 ↔ e 2 , a ↔ a * has the effect P → −P (up to commutators) and
Hence we obtain the following identity for Ψ = e 2 + a * a:
Since Φ 2 = Ψ −1 and {P, −} is a derivation we obtain
Lemma 6.5.2. Let Q be an arbitrary quiver, a ∈ Q and h(e) = t(e) (i.e. a is not a loop). Put e = e t(e) , f = e h(e) . If X is in the subring of D B A generated by a and
Proof. By (6.2) we obtain
Using (3.8) this implies what we want.
Fusion for quivers.
We now discuss what happens if we perform fusion on path algebras. This will be used in the next section. Put A = kQ. It is clear that A is generated over B by a ∈ Q and e 12 , e 21 , subject to the relations e 12 e 21 = e 1 , e 21 e 12 = e 2 . Then it is not hard to see that A f is freely generated over B f by a h(a) = 2, t(a) = 2
Now let Q f be the quiver obtained from Q by "fusing" vertices 1 and 2. I.e. Q f has the same edges as a and vertices I f = I − {2}. The maps t, h are redefined as follows.
The following result is easy to prove Proposition 6.6.1. The map
which is defined by (for a ∈ Q) a → a h(a) = 2, t(a) = 2
is an isomorphism.
We need a slight extension of this result.
Proposition 6.6.2. Let S ⊂ i,j e i Ae j and let A S be the algebra obtained from A by formally adjoining for all s ∈ S an element s −1 which satisfies the relations s −1 s = e h(s) , ss −1 = e t(s) . Then one has
6.7. Quasi-Hamiltonian structure for general quivers. In this section we prove the following result.
Theorem 6.7.1. Let A be obtained from kQ by inverting all elements (1+aa * ) a∈Q . Fix an arbitrary total ordering onQ. Then A has a quasi-Hamiltonian structure given by
Proof. We will deduce this result from Theorem 6.5.1 using fusion (as discussed in §6.6). Let Q sep be the quiver with the same edges asQ but with vertices (v a ) a∈Q . The head and tail of an edge are defined by
Let A sep be the algebra obtained from kQ sep by inverting all (1 + aa * ) a∈Q env . By Theorem 6.5.1 kQ sep has a quasi-Hamiltonian structure (P sep , Φ sep ) where
To obtain kQ from kQ sep we need to fuse certain vertices. More precisely for a vertex i ∈ I we need to fuse the vertices v a such that t(a) = i. The fusing process depends on the order in which we perform it. To fix this we fix a total ordering of all edges inQ. We put the same total ordering on the vertices v a .
By Theorems 5.3.15.3.2 and (6.2) we see that fusing the vertices v a with t(a) = i has the effect of adding
to P sep where
where the order on the product is given by the ordering of the edges. Performing this for all vertices inQ proves the theorem.
Remark 6.7.2. The total ordering on the edges ofQ actually contains too much information. It is sufficient to order for every vertex i the edges starting in i.
Remark 6.7.3. It follows from the formulas for P and Φ that kQ has always double quasi-Poisson structure. However in order to has quasi-Hamiltonian structure we need to invert the elements (1 + aa * ) a∈Q .
6.8. Preprojective algebras and multiplicative preprojective algebras. Fix λ ∈ B. The algebra
is the so-called "deformed preprojective algebra" It was introduced by CrawleyBoevey and Holland in [9] . A multiplicative version was introduced by CrawleyBoevey and Shaw in [8] . Let Fix q ∈ B * and put
The product is taken with respect to an arbitrary ordering ofQ but is is shown in [8] that the resulting algebra is independent of this ordering. Combining Propositions 2.6.5,5. 7. Representation spaces 7.1. General principles. We put I = {1, . . . , n}. Let α = (α 1 , . . . , α n ) ∈ N n and put |α| = i α i . Define the function
by the property
Throughout we assume that B = ke 1 ⊕ · · · ⊕ ke n is semi-simple. As usual A is a finitely generated B algebra.
We view an element X of M |α| (k) as a block matrix (X uv ) uv with u, v = 1, . . . , n and X uv ∈ M αu×αv (k). We will also consider B as being diagonally embedded in M |α| (k) where e i is the identity matrix in M αi×αi (k).
We define Rep(A, α) as the affine scheme representing the functor
from commutative k-algebras to sets. The coordinate ring of Rep(A, α) is generated by symbols a pq for a ∈ A, p, q = 1, . . . , |α| subject to the relations
where we have followed the Einstein convention, i.e. we sum over repeated indices. A map f ∈ Hom B (A, ⊕ i M |α| (R)) corresponds to the point x ∈ Rep(A, α)(R) if the following relation holds for a ∈ A, p, q = 1, . . . , |α|
Below we identify Rep(A, α)(R) and Hom B (A, ⊕ i M |α| (R)).
For a ∈ A It will be convenient to introduce the M |α| (k)-valued function X(a) on Rep(A, α) by the rule X(a) ij = a ij . The defining relations on Rep(Q, α) may then be written as
X(e i ) = e i Put Gl α = i Gl αi . Gl α acts by conjugation on M |α| . This induces an action on Rep(Q, α). To work out what this action is let x ∈ Rep(Q, α)(R) = Hom B (A, M |α| (R)). We have for a ∈ A. a ij (x) = x(a) ij and hence for g ∈ Gl α (R)
In terms of the X(a) we may write:
where the "·" means that we apply the action of g entry wise.
Let M α = i M αi . We consider M α as being diagonally embedded in M |α| . M α is the Lie algebra of Gl α . The derivative of the Gl α -action on Rep(A, α) yields an M α action which has the following formula for v ∈ M α (k):
We now indicate how some of the possible properties of A we have introduced induce standard geometrical properties on Rep(Q, α).
Functions.
We have already seen that a ∈ A induces functions (a ij ) ij on Rep(Q, α).
(ω ij ) ij is a matrix valued differential form on Rep(Q, α). If we write it as X(ω) then (7.2) may be rewritten as
7.4. Polyvector fields. If δ ∈ D A/B then we define corresponding vector fields δ ij ∈ on Rep(Q, α) by the rule
or in the standard matrix notation
7.5. Brackets. We have the following result. 
with the property
Proof. It is a routine verification that (7.4) is compatible with the defining relations of O (Rep(A, α) ). The antisymmetry of {−, −} may be checked on the generators (a ij ) ij where it follows from the corresponding property of { {−, −} }.
The following proposition gives the connection between the double Jacobi identity in A and the Jacobi identity on Rep(A, α). Proof. We compute
and hence
Example 7.5.3. Recall that if g is a Lie algebra then the functions on g * carry a Poisson bracket defined by {ev v , ev w } = ev [v,w] where v, w ∈ g and ev v is the evaluation of an element of g * at v. Clearly ev v defines a set generating functions for O(g * ). Since M n (k) can be identified with its dual through the trace pairing it follows that the functions on M n have a canonical Poisson bracket. On the other hand Proof. We claim that the correctness of (7.5) is multiplicative in both arguments.
To check this put first Q = RS and assume that P , R, S are homogeneous. Assume that (7.5) holds for Q = R, S. We compute
We now check multiplicativity in the other argument. Put P = U V and assume that (7.5) holds with P = U, V .
If follows that we have check (7.5) only on elements of (D B A) i with i = 0, 1. If P, Q ∈ A then there is nothing to prove. So assume P = δ ∈ D A/B and Q = a ∈ A. Then we need to prove
but this is precisely (7.3).
The case P ∈ A and Q ∈ D B A follows from the previous case by antisymmetry of both {−, −} and { {−, −} }. Hence we concentrate on the final case P = δ ∈ D A/B and Q = ∆ ∈ D A/B . Let a be an arbitrary element of A. We will show
and in the same way
We deduce
Now we look at the righthand side of (7.6).
and similarly
which finishes the proof.
7.7. Invariant functions. We leave it to the reader to check the following property. Let a ∈ A, ω ∈ (Ω B A) n , δ ∈ (T B A) n . Then Tr X(a), Tr X(ω), Tr X(δ) depend only on the value of a, ω, δ, modulo commutators. For simplicity we write tr(−) = Tr X(−). The famous Artin, Le Bruyn, Procesi theorem reformulated in this language reads.
Glα is the ring generated by the functions tr(a) for a ∈ A.
The following result was proved by Crawley-Boevey [5] . Proof. This is an easy computation. , α) ). On the other hand tr(P ) also induces an antisymmetric biderivation on O (Rep(A, α) ). We claim that these are the same. More precisely we want to show for f, g ∈ O(Rep(A, α)) that {f, g} P = tr(P )(f, g)
It suffices to check this for P = δ∆ with δ, ∆ ∈ D A/B . Recall that we have for a, b ∈ A { {a, b}
Hence we compute
7.9. Basis change. Proof. Consider first the case φ(i) = φ(j) = p. The formula (7.1) becomes:
(here δ is the Kronecker delta).
where we have used (ae p ) uj = a uw (e p ) wj = a uw δ wj = a uj . If it is not true that φ(i) = φ(j) = p then a similar computation shows that (E p ) ij acts as zero. , α) ) is a Poisson algebra. In this section we discuss the Hamiltonian structure.
If G is an algebraic group, with Lie algebra g, acting on an (affine) Poisson variety X then a moment map for this action is by definition an invariant map ψ : X → g * such that for all v ∈ g and f ∈ O(X) we have Proof. We verify this (7.7) in the case X = Rep(A, α) and ψ = X(µ p ) p . It suffices to check (7.7) with v = f ji with φ(p) = i = j and f = a uv , a ∈ A. Then (7.7) becomes p {Tr(f ji X(µ p ) p ), a uv } = (E p ) ij (a uv )
We compute the left hand side of this equation
7.12. Quasi-Poisson structure. Let g be a Lie algebra equipped with an invariant non-degenerate symmetric bilinear form (−, −). Let (f a ) a , (f a ) a be dual bases of g. Then there is a canonical invariant element φ ∈ ∧ 3 g given by
If G acts on an affine variety then we have an induced three vector field φ X on X. Following [1] an element P ∈ 2 O(X) Der(O(X)) is said to be a quasi-Poisson bracket if {P, P } = φ X Now we compute φ for M α with the trace pairing. In that case (f a ) a = (f ij ) ij , (f a ) a = (f ji ) ij . Hence We can now compute φ.
From Proposition 7.9.1 we obtain. Proof. This follows by applying taking the trace of the defining property
(see §5.2) together with Propositions 7.7.3 and 7.12.1.
Remark 7.12.3. By a somewhat tedious verification using Proposition 7.5.2 it follows that Theorem 7.12.2 is also true in the non-differentiable case. We omit this. for a function g on X.
Definition 7.13.1.
[1] Assume that O(X), P is a quasi-Poisson algebra Let (f a ) a be (f a ) a be a pair of dual bases for g. An Ad-equivariant map Φ : X → G is a multiplicative moment map if for all functions g on G we have
We can now prove the following result. Proof. As dual bases (for the trace pairing on M α ) we choose (f ij ) ij and (f ji ) ij . We apply (7.8) with v = f ij and g = g uv where g uv is the projection on the uv'th entry of M α and u, v are such that φ(u) = φ(v) = q. This yields From this computation we obtain (with X = Rep(A, α))
Thus for a ∈ A: (7.10)
On the other hand (7.11) {g uv • X(Φ), a rs } = {Φ q,uv , a rs } = { {Φ q , a} } ′ rv { {Φ q , a} }
′′ us
We obtain that (7.10) is indeed equal to (7.11) from the defining identity for a multiplicative moment map.
{ {Φ q , a} } = 1 2 (Φ q E q + E q Φ q )(a) 7.14. Interpretation for quivers. It follows from Proposition 6.8.1 together with Proposition 7.7.2 that if A is either a deformed preprojective algebra or a deformed multiplicative preprojective algebra then O(Rep(A, α)) Gl(α) has a Poisson structure. The explicit formulas for the Poisson bracket may be obtained from (6.3) and (6.4) provided we can interpret the partial derivatives that occur.
It is easy to see that Rep(kQ, α) is the polynomial algebra with generators a ij for a ∈ Q and φ(i) = h(a), φ(j) = t(a). It may be convenient to set a ij = 0 if this last condition is not satisfied. So assume b = a. Then (7.12) ∂ ∂a ij (a uv ) = (e t(a) ) uj (e h(a) ) iv if φ(u) = t(a) or φ(v) = h(a) then both sides of (7.12) are zero. So let us assume that φ(u) = t(a) or φ(v) = h(a). Then (7.12) becomes ∂ ∂a ij (a uv ) = δ uj δ iv = ∂a uv ∂a ji
In the case of the deformed preprojective algebra we obtain the classical result that the Poisson bracket is given by a∈Q ∂ ∂a ij ∂ ∂a * ji For the deformed multiplicative preprojective algebra we obtain (using (6.4)) a similar but more complicated Poisson bracket.
