Abstract. The sedimentation of a suspension of small particles dispersed in a viscous fluid can be described by a scalar, nonlinear conservation law, whose flux function usually has one inflection point. The identification of the flux function is a problem of theoretical interest and practical importance for the implementation of plant-scale simulators of continuous sedimentation. For a real suspension, the Kynch test and the Diehl test, which are based on an initially homogenous suspension either filling the whole settling column or being initially located above clear liquid, respectively, provide data points that represent curved (convex or concave, respectively) suspension-supernate interfaces from which it is possible to reconstruct portions of the flux function to either side of the inflection point. Several functional forms can be employed to generate a provably convex or concave, twice differentiable accurate approximation of these data points via the solution of a constrained least-squares minimization problem. The resulting spline-like estimated trajectory can be converted into an explicit formula for the flux function. It is proved that the inverse problem of flux identification solved this way has a unique solution. The problem of gluing together the portions of the flux function from the Kynch and Diehl tests is addressed. Examples involving synthetic data are presented.
1. Introduction 1.1. Scope. The sedimentation of small particles dispersed in a viscous fluid under the influence of a (mostly gravitational) body force is a process of theoretical and practical interest that appears as a controlled unit operation in mineral processing, wastewater treatment, the pulp-and-paper and chemical industry, medicine, volcanology, and other areas where a suspension must be separated into a clarified liquid and concentrated sediment. The particles are small compared with typical length scales (diameter and depth) of the settling vessel. Moreover, sedimentation models for these applications should be able to predict the behaviour of a given unit on relatively large temporal and spatial scales, and cover the full range of concentrations from the dilute limit to the packed sediment bed. These considerations justify representing the liquid and the solid particles as superimposed continuous phases, namely a liquid phase and one or several solid phases.
Most mathematical models for the simulation and control of sedimentation processes that incorporate these properties go back to the kinematic sedimentation model by Kynch [44] , also known as the solids-flux theory, which is based on the following constitutive assumption. We consider batch sedimentation of an ideal suspension of monosized particles that show no compressive behaviour. The sedimentation takes place in a cylindrical vessel of height H. Let φ(x, t) be the local concentration (or volume fraction) of solids at height x, measured from the bottom of the vessel, and at time t. For ideal suspensions, the constitutive assumption by Kynch states that the settling velocity v s of the particles depends on the local concentration φ only; v s = v s (φ) ≥ 0. The function v s is assumed to satisfy v s ∈ C 2 , v ′ s (φ) ≤ 0 for 0 ≤ φ ≤ φ max , and v s (φ max ) = 0, where φ max is the maximum packing concentration. Thus, the evolution of φ as a function of x and t is governed by the scalar conservation law with nonlinear flux
supplied with suitable initial and boundary conditions. (The unconventional negative sign for the flux term originates from our upwards pointing x-axis, which is opposite to the flux direction.)
The so-called batch-settling flux f b , or equivalently, the function v s , reflects specific material properties of the material under study. In most circumstances, f b is convex-concave with one inflection point φ infl . The same function f b also appears in extensions of (1) to models of continuous sedimentation. The reliable identification of the function f b from experimental data is therefore of considerable practical and theoretical interest. Entropy solutions of (1) for a constant or piecewise constant initial concentration can be constructed explicitly. Specific curved discontinuities (shocks) of such solutions, corresponding to curves in the standard height versus time settling plot, arise from an explicit transformation of a concave or convex portion of f b . Physically, these trajectories correspond to the temporal evolution of the suspension-supernate interface. This interface is fairly easy to observe, and its measurement has been documented in numerous papers in literature; e.g. [16, 18, 29, 38, 42, 47, 48, 51, 56, 59] .
The purpose of this paper is to introduce a technique that permits to reconstruct the aforementioned convex or concave portions of f b (located to the right and left of φ infl , respectively) from measurements of curved suspension-supernate interfaces and to obtain explicit formulas for the estimation of these portions of f b . One curved interface separates the suspension from the supernatant liquid in a standard batch-settling test of an initially homogeneous suspension (the Kynch test). Another curved interface separates the fan of characteristics forming a transsonic rarefaction wave emerging from the interface between a column of a highly concentrated suspension that is initially located above, and initially separated by a membrane from, a column of clear liquid (the Diehl test). The main novelty lies in the technique of approximating the height versus time data points by representing the interface (but affected by errors in measurement, etc.) by a smooth function that is defined piecewise by either quadratic polynomials, cubic polynomials, or rational functional forms. The salient feature of the present approach is the particular approximation of the data points by the solution of a constrained optimization problem, which ensures that the identified curved interface is C 2 and either convex or concave, and that the corresponding portion of f b has the same property. The Kynch and Diehl tests can be conducted independently for the same material, and the problem of properly "gluing" together the separate portions of f b identified by either test is made so that a final explicit formula for the estimation of f b is obtained.
Related works.
Inverse problems for scalar conservation laws of type (1) , where (a portion of) the flux function f b (or −f b ) is identified without any assumed parametric form, can be found in [30, 40, 41, 53] . James and Sepúlveda [40] analyze the minimization of a nonstandard cost function which contains the difference between observed data and the solution of (1) at a fixed time point. This is done via an adjoint equation obtained from a formal computation of the gradient of the cost function, in spite of the fact that the latter may not be differentiable. The nonuniqueness of identifying f b when the direct problem contains discontinuities still remains, and in a particular example the authors resolve this by assuming a physically motivated parametric function for f b . Kang and Tanuma [41] deal with the case when −f ′′ b (φ) > C > 0 for some constant C and the identification of f b is made from observations of the shock formed for large time for initial data with compact support. Fernández-Berdaguer and Savioli [30, 53] consider the displacement of oil by water in petroleum reservoirs where the oil fractional flux function is to be identified. This is done with a relatively advanced method including a least-squares technique in functional spaces. Their method is successful in their presented examples; however, they need to start with a continuous solution of the direct problem (1) for small times and hence need to assume that the initial datum is smooth. This is not satisfied in our sedimentation problems.
To put the paper into the proper perspective with respect to sedimentation, we mention that formulas equivalent to v s = v s (φ) were derived in the dilute limit φ φ max ≪ 1 more than a century ago by A. Einstein [27] , and in the 1940s for both dilute and concentrated suspensions (see, e.g., [37, 54, 55, 58] ). It was Kynch's specific contribution [44] that he explicitly solved the governing equation (1) for initially constant concentrations. His arguments concerning characteristics, discontinuities, and their possible intersections led to solutions that coincide with those singled out by the current entropy solution theory for scalar hyperbolic conservation laws. Historical accounts and overviews related to sedimentation models based on (1) are provided in [10, 24, 25] .
Of particular importance is the extension of (1) to models of continuous sedimentation in secondary settling tanks (SSTs) or clarifier-thickener units handling suspensions forming compressible sediments. For that application the governing equation (1) is replaced by a degenerate parabolic equation with discontinuous coefficients, which are however still based on knowledge of f b . We refer to [5, 6, 7, 8, 19, 20] for the mathematical and numerical analysis of these models (this list is incomplete). During normal operation of SSTs, it is well known that solutions of the model PDE contain concentrations in the convex part of the flux function f b . During transient solutions with a highly loaded SST at the limit to overloaded situations, the concave part of f b influences the solution; see [22] . An accurate determination of the concave part of f b is therefore crucial for the saturating bounds of the regulator for SSTs presented in [23] .
The problem of determining the flux f b for a given material has been solved in several ways by using measurements from the standard Kynch test; see the references in [21] . Roughly speaking, one approach consists in choosing a global parametric form for f b with a vector of a small number of parameters. One then compares an observed temporal or spatial solution profile with a numerically simulated one, and seeks to minimize the distance between both by successively varying the parameter vector. One can employ a variety of descent methods to determine the direction of the parameter correction (which should be aligned with the gradient of the cost functional) [3, 4] ; another technique is based on solving an adjoint problem [14] . These techniques are most common when there is an additional degenerate diffusive term accounting for sediment compressibility, and exact closed-form solutions of the direct problem are not at hand.
Alternatively, one may identify certain observed trajectories with portions of an exact solution, and determine the flux parameters by a constrained least-squares technique. This procedure does not require the numerical solution of PDEs. Neither does the graphical estimation method presented by Kynch [44] . For the Kynch test available treatments pursuing such approaches include [2, 26, 31, 32, 33, 34, 35, 36, 45, 60, 61] .
The graphical method by Kynch utilizes the PDE theory connection between the flux function and the curved discontinuity of the Kynch test. An explicit formula for the estimated flux function in terms of measurable variables was presented by Lester et al. [45] . However, their formula contains an integral over the measured settling velocities. Diehl [21] presented a simpler formula, which has been used by Grassia et al. [35] and is utilized herein together with a constrained least-squares method to obtain closed-form estimations for f b . In Section 7 some of the previous treatments will be compared with ours in a more detailed way.
With the aim of a new batch-settling experiment, called the Diehl test, a portion of the concave part of the flux function can also be estimated with explicit formulas (Diehl [21] ). The experiment requires a special arrangement, since a highly concentrated suspension should initially be applied on top of clear liquid. On the other hand, the solution of the PDE is more involved with a richer behaviour than the Kynch test. This initial datum has also been used for simulation and parameter identification elsewhere; see e.g. [3, 4] .
1.3.
Outline of the paper. The remainder of this paper is organized as follows. In Section 2 we first describe the direct problem, namely the initial-boundary value problem (IBVP) for (1) that models batch sedimentation (Section 2.1). We then recall in Section 2.2 the construction of the unique solution of the IBVP for a constant initial datum φ 0 , and specify the range of initial concentrations φ 0 for which the solution exhibits a lower rarefaction fan (needed for flux identification). The present flux identification method is based on a pair of representation formulas due to Diehl [21] , which expresses the pairs of values (φ, f b (φ)) assumed within the rarefaction fan (in a sense that will be made precise) as an explicit function of pairs (t, h(t)), where h(t) is the position of the curved interface at time t. This pair of representation formulas is introduced in Section 2.3, along with an alternative pair due to Kunik [43] that expresses (t, h(t)) as an explicit function of (φ, f b (φ)). In that section it is also shown that if Diehl's formulas are applied to an estimated portion of the curved interface ⌣ h(t) with ⌣ h ∈ C 2 and if ⌣ h is strictly convex, then the resulting estimated portion of f b , denoted by ⌣ f b , is also C 2 and strictly convex.
In Section 3 we describe how the "raw" data typically available from measurements of a Kynch test, namely data points (t j , x j ) that represent the curved discontinuity (Section 3.1), give rise to a once or twice continuously differentiable and convex curve ⌣ h(t) that estimates the real curved interface. This is done by representing ⌣ h(t) by piecewise quadratic, piecewise cubic, or particular piecewise rational functional forms per segment, which give rise to the "quadratic-fit", "spline-fit" and "special-fit" methods, respectively. Convexity conditions for each of these methods are identified along with certain auxiliary functions appearing in the Diehl formula. While Section 3 is focused on the functional forms, Section 4 deals with the actual solution of the inverse problem, namely of the quadratic programming problem of computing the coefficients appearing in ⌣ h(t) such that the resulting function is globally convex. An optimization problem is formulated for all three methods (Section 4.1), and it is proved that the problem has a unique solution (Section 4.2). In Section 4.4, we present the application of the flux identification techniques to synthetically produced Kynch-test data.
In Section 5, we summarize the steps and modifications necessary for the analogous treatment of the curved supernate-suspension interface arising in the Diehl test. This interface is concave, and its reconstruction provides an estimate of the concave portion of f b . This is illustrated with synthetic data in Section 5.1. Combining the treatments of both the Kynch and Diehl tests for one and the same material, one is able to reconstruct the portions of f b to either side of φ infl . In Section 6, we describe how to complement the two estimated portions of f b to obtain an entire flux function. Conclusions are summarized in Section 7.
2. The Kynch model of batch sedimentation: the direct problem 2.1. The initial-boundary-value problem. We use the convention that the settling velocity v s and the flux f b are positive in the downward direction, which is opposite to the direction of the x-axis. The batch-settling flux f b has generally inflection points. For simplicity, we consider here only the case of one inflection point φ infl , which necessarily satisfies f ′ b (φ infl ) < 0; see Figure 1 (left). Our analysis will use results by Diehl [21] , where the case when f b has two inflection points is also covered. The identification method presented here can in principle be applied to a flux function with several inflection points. The φ-intervals of estimation will then be a subset of the union of the convex (concave) parts f b (cf. the "convex hull" of f b ), and special care has to be taken for the corresponding convex (concave) continuous discontinuity where its slope make jumps. We leave the details.
The conservation of mass implies an initial-value zero-boundary-flux problem. For a piecewise smooth initial-value function φ init (x) that satisfies φ init (H − ) < φ max and φ init (0 + ) > 0 (one-sided limits), an entropy condition at the boundaries (Diehl [19, Section 5] ) yields the initial-boundary-value problem
In a standard batch-settling experiment, here called the Kynch test, it is assumed that the suspension is initially homogeneous, i.e. φ init (x) ≡ φ 0 , and in an alternative batch-settling test, called the Diehl test [21] , there is initially a high concentration φ 0 in a top layer, below which there is liquid. A solution of (2) is then piecewise smooth. For a function f b with exactly one inflection point there are three qualitatively different solutions of the Kynch test, called modes of sedimentation, depending on the value of φ 0 ; for exactly two inflection points, there are in total seven modes (under the assumption that the settling velocity v s is a decreasing function; see [21] ). These modes of sedimentation are derived in detail in [11] and are summarized in [9] . (In the terminology of [9, 11] , the choice of φ 0 , considered herein for the Kynch test, corresponds to modes of sedimentation MS-2 and MS-3.)
Across each smooth curve of discontinuity x = x(t), between the values φ ± ∶= φ(x(t) ± 0, t), the jump condition (also known as Rankine-Hugoniot condition; and which is a mere consequence of the conservation of mass)
holds. The solution is unique if every discontinuity satisfies the following entropy condition by Oleinik [50] :
where (for convenience) we define
Construction of the solution. We need the following operations for the construction of the solution of (2) (cf. Ballou [1] ). Given φ ∈ [0, φ max ], we define
The solution of (2) for φ 0 ∈ (φ * * max , φ max ] is shown in Figure 1 (right). The line
max , then the lines x = x 1 (t) and x = x 2 (t) in Figure 1 (right) coincide, t start = t end and there is no expansion wave. In the present paper we consider only the case φ 0 ∈ (φ * * max , φ max ), i.e. when there is a non-trivial expansion wave. We denote the height of the uppermost discontinuity between zero and nonzero concentrations by h(t). According to (3) , the function h(t) satisfies
where t start is the time of intersection with another discontinuity, namely
originating from the bottom. Between x 1 (t) and down to the line of continuity x = x 2 (t) = −f ′ b (φ max )t there is an expansion wave of continuously increasing concentrations from φ * 0 to φ max . The solution φ in the expansion wave satisfies
at the time t end , after which the solution is stationary. If f ′ b (φ max ) = 0, then φ * * max = 0 and x 2 (t) ≡ 0, i.e. the expansion wave fills out the region down to the t-axis (t end = ∞). Since the derivative h ′ may be discontinuous at t start , we use the convention h
Diehl's and Kunik's representation formulas.
Given the upper curved discontinuity h(t), t ∈ [t start , t end ], of the solution of (2), Kynch [44] presented a graphical procedure for obtaining the flux function f b in the interval [φ * 0 , φ max ] (the "tail"). Diehl [21] showed that Kynch's graphical procedure can be written by representation formulas; namely the tail of the flux function can be expressed as a function of the curved discontinuity h and its derivative h ′ . This is a solution of the inverse problem of obtaining (the tail of) the flux function f b given the solution of (2). Kunik [43] presented representation formulas for the global solution of the forward problem (2) for a monotone initial-value function φ init . In the special batch-sedimentation case where φ init ≡ φ 0 , Kunik's formulas relate the curved discontinuity h as a function of the flux function f b in precisely the same way as Diehl's formulas relate f b as a function of h. We will here explore this symmetry.
We denote the concentration just below the curved discontinuity by
where φ h is an increasing C 1 function that maps the interval [t start , t end ] to [φ * 0 , φ max ]. In the rest of this section we restrict the two functions h and f b to these two intervals. Evaluating (6) at the discontinuity x = h(t) and inserting (7) we get
The jump condition (3) for x = h(t), t start ≤ t ≤ t end , implies that
Since φ ∈ C 1 and f b ∈ C 2 , (9) implies that h ∈ C 2 and h ′ < 0. Differentiating (8), we get
Furthermore, differentiating (9), we get (for
Since f ′ b (φ h (t)) < 0 and the other functions are positive, there holds h
Thus, f b and h are both decreasing, strictly convex and C 2 functions (as restrictions to the intervals of interest).
Let us now define the following auxiliary functions:
Since
< 0 on the intervals of interest, both η and Φ are invertible. Adding equations (8) and (9), we get
which (by (10) and (11)) is equivalent to φ h (t)η(t) = tΦ(φ h (t)). The expressions on both sides are actually constant and equal to the total mass per unit area, i.e.,
This was proved by Diehl [21] , utilizing (4), (8) and (9).
Remark 2.1. The left equality of (12) was in fact derived already by Kynch [44] , who used the following physical argumentation together with (8) and (9) . Consider a fixed time point t ∈ (t start , t end ) and the characteristic in the expansion wave between the origin and the point (t, h(t)). Along this characteristic, the concentration has the constant value φ h (t) and the slope −f
which is equal to the speed of the characteristic upwards. All particles pass this characteristic with the constant relative speed v s (φ h (t)) − f ′ b (φ h (t)) and, hence, constant flux (mass per unit area and unit time) given by
The total mass of the particles per unit area is Hφ 0 . During the time period [0, t] all particles have passed, which together with (8) and (9) yields
which in view of (10) is equivalent to
The following representation formulas by Diehl [21] are obtained by (12) and (9). The parametrization of the tail of the flux function is
Since η is invertible, we may solve the first equation in (13) for t and insert the result into the second to obtain the explicit formula The representation formulas by Kunik [43] are obtained by (12) and (8):
Since f b is invertible, we may solve the first equation in (15) for φ to obtain the explicit formula
Given an estimated curved discontinuity ⌣ h, we may define an estimated flux function ⌣ f b via (13) . Then these functions satisfy (9), but it is not obvious that they satisfy (8) . Hence, there is no direct information on ⌣ f b ′ and whether the regularity of ⌣ f b is equal to that of ⌣ h. The following lemma and theorem resolve this issue.
Lemma 2.1. Assume that h, f b ∈ C 2 are decreasing and strictly convex functions. Then Equations (13) and (15) are equivalent.
Proof. We have h ∈ C 2 and hence η, η −1 ∈ C 1 . The first equality of (13) is equivalent to
where t(⋅) ∈ C 1 . Differentiating φη(t(φ)) = Hφ 0 , see (12) , with respect to φ, we get
Writing the second equality of (13) as f b (φ) = −φh ′ (t(φ)), differentiating it and using (17), we obtain
Now we get the first equation of (15) from
and then the second from (18) . By the symmetry between (13) and (15), one could start with the latter equations and derive the former in the same way.
In Section 3, we will use functions ⌣ h consisting of piecewise highly regular functions with the regularity C 1 or C 2 at the fitting points.
2 except at a finite number of points. Then the estimated flux function defined by (13) 
Proof. For k ≥ 2, the proof of Lemma 2.1 can be repeated with C 2 replaced by C k and C 1 replaced by C k−1 . Then (18) gives that
are not defined at a finite number of points. However, outside these finite number of points, (17) holds and states that the product
equal to a function, which is defined and continuous for all φ ∈ [φ * 0 , φ max ]. Hence, (18) also holds, so that
3. Piecewise fitting of the convex discontinuity of a Kynch test 3.1. Preliminaries. Assume that we are given N pairs of data points that represent the curved discontinuity in the interval [t start , t end ]; see Figure 1 (right):
Let j 1 ∶= 1 and j n+1 ∶= N . The number of data points belonging to each interval
We would like to fit smooth functions ⌣ h i , i = 1, . . . , n close to these data such that the graph of
where
is an estimation of the curved discontinuity of the function h of the solution of the PDE. The goal is to substitute (20) into (14) to obtain an explicit formula for a portion of the batch settling flux function ⌣ f b . The functions ⌣ h i will be chosen such that they are sufficiently smooth in a neighbourhood of the interval (t ji , t ji+1 ). We present below three functional forms for ⌣ h i , all with a linear dependence in the parameters, the number of which are either 3 or4. At the end points of the n intervals, we require continuity in the function value and derivatives up to the number of parameters minus 2. For ⌣ h ∈ C 2 , each ⌣ h i contains four parameters, a i , b i , c i and d i , and we require ⌣ h to be twice continuously differentiable, which leads to the continuity constraints
These constitute 3(n − 1) equations of the 4n parameters (in the 4-parameter case).
To obtain a unique solution of a least-squares minimization problem (see Theorem 4.1 in Section 4.2), it turns out that in each interval (t ji , t ji+1 ], there should be at least as many data points as parameters, i.e., j i+1 − j i ≥ 4, which implies that the total number N of data points should satisfy
In accordance with the properties of the solution of (2), we require
. . , n, and
Because of the continuity constraint (22), we can conclude that ⌣ h ′ is increasing (in both 3-and 4-parameter cases). Hence, (24) can be replaced by the single constraint
The parameters are determined as the solution of a least-squares optimization problem in Section 4, where the constraints are such that they imply (21)- (23) and (25)- (26) . Once the optimization problem is solved, we may continue by defining
. . , n. The continuity constraints (21)- (22) imply that
The inverse of ⌣ η can be written by means of a sum of the inverses of all ⌣ η i . We have to transform the characteristic functions χ i . Since ⌣ η is decreasing, it maps the interval (t ji , t ji+1 ] to the interval [ ⌣ η(t ji+1 ), ⌣ η(t ji )). Because of the argument of η −1
in (14), the corresponding interval for φ is
.
Consequently, to express the inverse of ⌣ η we define the characteristic functions
0 otherwise,
Finally, (14) yields the following explicit formula for the estimated portion
We note that ⌣ f b has the same regularity as ⌣ h by Theorem 2.1.
3.2. Quadratic-fit method. A 3-parameter functional form with the quadratic polynomial ⌣ h i (t) = a i t 2 + b i t + c i together with (21), (22) yields that ⌣ h ∈ C 1 . The convexity constraints (25) are a i > 0 for i = 1, . . . , n − 1 and a n ≥ 0. We require now that all a i > 0. It is straightforward to compute
where we note that a i > 0 and c i > y. After the 3n parameters have been determined (see Section 4), (27) yields
Here we note that b i < 0 since a i > 0 and
3.3. Spline-fit method. In order to increase the regularity so that
An explicit representation for the inverse ⌣ η −1 i requires some preparation. Note that the convexity conditions (25) 
and that ⌣ η
, which should be negative in the interval (t ji , t ji+1 ]. Furthermore, ⌣ η i has the two stationary points t = 0 and t = −b i (3a i ). In these points the function values are
To simplify calculations and implementation, we impose the additional constraints
The graph of ⌣ η i has its decreasing part within the two stationary points, i.e. in the interval (0, −b i (3a i )). Hence, when solving the equation
we are interested in the middle root of the three real ones. Details of the solution procedure can be found in the Appendix. The inverse is
This function should be used in formula (27) for the estimated flux function. The result is too long to write down and it is not advisable to use in a computer program, wherefore we instead summarize the method in Section 4.3.
3.4. Special-fit method. With the following four-parameter functional form we will obtain the same regularity as the splines:
Then we have
which means that each ⌣ η i is decreasing, and, together with the continuity constraints (21)- (22) , ⌣ η is decreasing. By imposing the constraints
the convexity constraints (34) are satisfied. Hence, each ⌣ η i is invertible and the second-order equation ⌣ η i (t) = y, that is,
has the unique positive solution
Note that (35) and (36) imply that y > c i . We get
which should be composed with ⌣ h ′ i in the formula (27) for the estimated flux function. This is too long to write down and it is not advisable to use in a computer program, wherefore we instead summarize the method in Section 4.3. 
Then one can write
to cover all our three fitting methods. Defining also the matrices
we can express the objective function of the minimization problem as follows:
We note that the size of Q is N × 4n and the Hessian of J has the size 4n × 4n. To express the equality constraints (21)- (23) in standard matrix form, we define
For the quadratic-fit method, only (21)- (22) are used, wherefore we define
T and R quad in the same ways as for the other methods. Then the equality constraints (21)-(23) are equivalent to R method i (p i−1 − p i ) = 0 for i = 2, . . . , n, or more compactly, R method p = 0, where "method" equals "quad", "spline" or "special". The inequality constraints for the three methods are different and some are strict. Therefore, we let ε > 0 be a small number and 1 m×n denote an m × n matrix full of ones. We define
Then the inequality constraints I method p ≤ b method imply (25) and (26) .
For data points (19) representing the curved discontinuity, the parameters p are determined by the following quadratic programming problem:
where "method" is equal to one of the three methods described above.
4.2.
Well-posedness of the inverse problem.
Theorem 4.1. Consider the data points (19) and one of the three fitting methods described in Section 3. If the number of data points
where p is the number of parameters of h i , then there exists a unique solution p of the quadratic program (40) . Furthermore, the estimated tail of the flux function ⌣ f b , explicitly given by (14) , depends continuously on the data points.
Proof. The uniqueness of the solution of (40) is obtained by proving that the Hessian ∇ 2 J = Q T Q is positive definite. To this end, we may temporarily consider the calculations in (38) with x = 0 and let p be an arbitrary vector. Then p T Q T Qp ≥ 0 holds, with equality if and only if
. . , n, and q(t N ) T p n = 0.
These equalities are equivalent to the fact that each polynomial of degree p − 1 has N i ≥ p roots (the t k are distinct), which, in view of the fundamental theorem of algebra, implies that p = 0. To prove that there exists a feasible solution of (40), we state explicitly a such for each of the methods. A feasible point for the quadratic-fit method is given by the following parameters:
A feasible point for the spline-fit method is given by the following parameters:
A feasible point for the special-fit method is given by the following parameters:
It is straightforward to check that the constraints are satisfied in each of the three cases, and ⌣ f b depends continuously on p since it is composed of functions that are continuous with respect p. It is well known (cf. [15, 17] ) that the unique minimum p depends continuously on the matrices of the quadratic program (40) , hence on the data points (19).
4.3.
Summary of the three curve-fitting methods. As the coefficients a i , b i , c i , d i have been determined as the unique solution of the quadratic programming problem (40), they should be plugged into the explicit formulas according to the following. For the quadratic-fit method, the expression for the tail of the batchsettling flux function is For the other two methods, the explicit expressions for ⌣ f b are easier presented in the following step-wise ways. For each given volume fraction φ in the interval
one determines to which interval φ belongs; i.e., one determines the integer I that satisfies
Then one sets y ∶= Hφ 0 φ. For the spline-fit method one then computes
. and for the special-fit method, one computes
4.4. Estimation from synthetic data. We exemplify the three estimation methods applied to synthetic data produced by a numerical simulation of a Kynch test, where the flux function is known. One advantage of using synthetic data is that the accuracies of the three methods can be compared. The simulation was performed with the Godunov numerical flux and the batch-settling flux function chosen is
with v 0 = 10 and the Richardson-Zaki [52] exponent n RZ = 10; see the dashed graph in Figure 3 (upper right). This function has an inflection point at φ infl = 2 11 ≈ 0.182. We have chosen an initial concentration slightly less than the inflection point; φ 0 = 0.15. The numerical solution and contours of it are presented in Figure 2 .
In (39) and (52), we have used ε = 10 −5 . The division of the data points into n subintervals is made such that the points are evenly distributed with the remainder of the points put in the last interval. From the contour plot 47 data points were selected on the computer screen. Some estimation results of the three methods are 
regularity. For the special-fit method, there seems to be no improvement with more than one subinterval; see Figures 5 and 6. 
The inverse problem of estimating a concave part of the flux function from a Diehl test
The initial data are now
where H 0 is the height of clear liquid from the bottom. The solution of (2) with the initial data (42) and φ infl < φ 0 < φ max is shown in Figure 7 . For details on the solution, including the cases not treated here, we refer to [21] . (In the case φ 0 = φ max , the uppermost first discontinuity has zero speed, i.e., it stays at the liquid surface until t = ⌢ t start .) Of our interest is the upper curved discontinuity x = h(t) for ⌢ t start < t < ⌢ t end , which is now concave. Below this, the concentration values, in the expansion wave originating at (0, H 0 ), decreases from φ 0 * to φ a , where the latter is unknown beforehand but can be calculated given the time pointt end :
Note that the interval [φ a , φ 0 * ] corresponds to a concave part of the flux function f b . With similar derivations as for the convex tail of f b and the convex h of the Kynch test, one can obtain the parametric formulas for the concave part of f b :
where η(t) = h(t) − th ′ (t) as before. The explicit representation is
where φ a is given by (43) . By analogy with the analysis in Section 2.3, one can conclude that h, f b ∈ C 2 are strictly concave functions and that η is increasing. Furthermore, the analogous results of Lemma 2.1 and Theorem 2.1 hold, so that ⌢ h and ⌢ f b have the same regularity. Given M data points, a piecewise fitting of m functional forms can be done in a similar way as in Section 3, however, with some adjustments. For the estimated functions corresponding to the concave part of the flux, we use the accent ⌢ instead of ⌣. Inequalities (24) and (25) 
Since ⌢ h ′ is now decreasing, all inequalities in (44) can be replaced by the single inequality (
For the quadratic-fit method, we require that all a i < 0 (reversed in comparison to the Kynch test). The inverse of ⌢ η is the same as for ⌣ η, but the explicit formula for the subinterval (46) is slightly different:
For the spline-fit method, we require that the coefficients have the opposite signs as for the Kynch test, i.e., a i > 0 and b i < 0. Then ⌢ η has the same two stationary points as in the Kynch test but is now increasing in the interval between these; (0, −b i (3a i )). Hence, when solving the equation
we are again interested in the middle root of the three real ones. Note that d i < y (opposite to the Kynch test). The inversion of the cubic polynomial in the Appendix can be repeated with the conclusion that p < 0 and q < −b
), which are the same as for the Kynch test. Hence, the same final formula is valid, i.e., set
and calculate
For the special-fit method, we require a i < 0 and b i ≤ 0. Then the unique positive inverse of ⌢ η is
(with c i > y) instead of (37) for the Kynch test. Inserting (49), one obtains
Finally, set 
This inequality replaces (31) for the Kynch test. Therefore, the matrices
are used in the optimization problem
where "method" is equal to one of the three methods. We finally note that a corresponding well-posedness result to Theorem 4.1 also holds for the case of determining ⌢ f b .
5.1.
Estimation from synthetic data. By analogy with the examples in Section 4.4 for the Kynch test, we here show estimations from synthetic data for the Diehl test produced by simulations with the flux function (41) . The (upper) initial concentration is slightly larger than the inflection point (φ infl = 2 11 ≈ 0.182); φ 0 = 0.25. The results of the simulation can be found in Figure 8 .
From the contour plot 37 data points were selected on the computer screen. Some results of the three methods are presented in Figures 9-11 .
We note that the special-fit method is not able to produce an acceptable estimation in this example. Finally, we show in Figure 12 the values of J of the minimization problem. 
Obtaining the entire flux function
To obtain an entire estimated flux function, denoted byf b , the estimated convex and concave parts have to be complemented in the following three intervals of φ:
Middle:
Right:
6.1. The left interval. For the left interval [0, φ 1 ], one may extend the leftmost estimated function for the concave part
It is essential that ⌢ f b (φ) ↘ 0 as φ ↘ 0. This holds for the quadratic-fit method, which follows from the explicit formula (47) . For the special-fit method, (51) yields
For the spline-fit method, this cannot be done since φ ↘ 0 implies y → ∞ in (49) and then α i in (50) is not defined. Instead, one can fit a quadratic polynomial r 01 to definef b all the way down to φ = 0. The unique such polynomial that 
This means thatf b ∈ C 1 at φ 1 . The numerical value of
be obtained easily by the corresponding formula of (8) for the Diehl test (see [21, Eq. (27) simply assume that the interval (φ 2 , φ 3 ) has a positive length. In this interval, one can fit a cubic polynomial
satisfying the four equations
which have a unique solution when φ 2 ≠ φ 3 .The coefficients are then given by Figure 11 . Special-fit method with 1 (two uppermost plots) and 5 intervals for the estimation of ⌢ h. • If a ≠ 0 and b ≠ 0, then compute the inflection point of r 23 :
note that r If one had an estimation or guess of φ max , of course a spline fit (e.g. similar to the one for the middle interval in Section 6.2) could be made; however we choose here the most simple alternative. A C 1 functionf b is obtained by extending
Note that (8) yields
Denote the intersection of this line with the φ-axis by
This is an approximation of φ max .
6.4. Estimation from synthetic data. As a demonstration with the synthetic data from the two simulations above, one may decide, from inspection of Figures 6  and 12 , to choose the following methods for the different intervals: These correspond to the five dashed vertical lines in Figure 13 , which shows the graph of the following estimated flux function (for simplicity, numerical values are given by three significant figures): 
Conclusions
Given data from a Kynch batch settling test, there are two ways to determine an explicitly given flux function with respect to the representation formulas in Section 2.3. In Section 3, we start from functional forms of the curved discontinuity, denoted by ⌣ h, containing parameters to be determined and where the functional form is such that the inverse of ⌣ η(t) ∶= ⌣ h(t) − t ⌣ h ′ (t) can be expressed as an explicit function so that eventually (14) can be an explicit expression for a smooth and convex function ⌣ f b . An alternative treatment could consist in starting with functional forms of the settling velocity function f b , or equivalently v s , (rather than ⌣ h), and using (16) to get an expression with parameters, and which is fitted to data by a least-squares minimization. A version of the latter idea has been applied by Grassia et al. [36] , who use a piecewise linear approach for the function r(φ) = (1 − φ) 2 v s (φ) = φ(1 − φ) 2 f b (φ). The decisive difference in results consists in the observation that their approach leads to an estimated portion of the flux ⌣ f b which is not convex; moreover, their identified portions of f b are only piecewise differentiable and have slight but appreciable "kinks" at boundaries defined by the subintervals of piecewise definition of r(φ).
The main feature of the method presented herein consists in the fact that the approximations ⌣ h and ⌢ h of the data points (19) arising from the Kynch and Diehl tests are provably convex and concave, respectively (cf. Theorem 4.1). This property ensures that the flux f b identified can be directly used to determine exact solutions of (2) . Moreover, one should keep in mind that the function f b appears in models of continuous sedimentation, which are (roughly speaking) posed as conservation laws with the flux f (φ, t) = q(t)φ − f b (φ), where q is a controllable positive or negative bulk velocity (see [6, 8, 19, 24] for details). Note carefully that f (φ, t) has the same second derivative (with respect to φ) as f b . For the implementation of control strategies and numerical simulators, accurate knowledge of the location of the extrema of f (φ, t) (as a function of φ) is very important. For instance, according to a theorem in [22] related to transient solutions, the maximum of the flux function is very important for the distinction whether overflow situations will occur or not (cf. the "safe" and "dangerous" regions in that paper). Reliable and efficient numerical methods for the numerical simulation of SSTs, for example those based on the Engquist-Osher scheme [28] (see [6, 8] ), are likewise based on a reliable computation of these extrema.
Clearly, the present treatment has certain limitations. For example, while the Kynch and Diehl tests provide convex and concave portions of f b , respectively, one has to apply special care in gluing these portions together in such a way that the global flux has one inflection point only. Section 6 discusses this problem and presents an ad-hoc treatment of this problem. However, this problem is not inherent to the flux identification technique. Furthermore, the method presupposes that the suspension under study behaves indeed according the model (2), which means, for example, that effects of sediment compressibility are absent. These effects are, however, significant for suspensions that are flocculated, and which are described by (1) only for concentrations φ ≤ φ c , where φ c is a material-dependent critical concentration or gel point at which particles touch each other. Nevertheless, in these cases the present treatment can still provide a valid starting point for flux identification. The authors plan to apply the present technique to a number of published and original experimental data.
Hyperbolic conservation laws of the form (1) have arisen in the macroscopic modelling of vehicle traffic flow for more than a century [46] . Of course, more sophisticated models have been developed; however, the need for model calibration is always present; see e.g. [12, 13, 39, 49, 57] and references therein. For the identification of the "fundamental diagram", i.e. flux function f b of (1), we note that the upper part of the solution of the Diehl test (see Figure 7 , right) can be interpreted as the event when vehicles in a queue of length H − H 0 start to drive as the red light at x = H 0 turns into green at t = 0. Thus, the techniques presented here may also be employed in applications other than sedimentation.
Appendix A. An inverse of the cubic polynomial (32) The three roots of the cubic equation (32) 
