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STABILITY IN THE HIGH-DIMENSIONAL COHOMOLOGY OF
CONGRUENCE SUBGROUPS
JEREMY MILLER, ROHIT NAGPAL, AND PETER PATZT
Abstract. We prove a representation stability result for the codimension-one cohomology of the
level three congruence subgroup of SLn(Z). This is a special case of a question of Church–Farb–
Putman which we make more precise. Our methods involve proving several finiteness properties
of the Steinberg module for the group SLn(K) for K a field. This also lets us give a new proof
of Ash–Putman–Sam’s homological vanishing theorem for the Steinberg module. We also prove an
integral refinement of Church–Putman’s homological vanishing theorem for the Steinberg module
for the group SLn(Z).
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1. Introduction
1.1. Cohomology of congruence subgroups. The (co)homology of arithmetic groups is a rich
subject that has had many applications in number theory and algebraic K-theory. In this paper,
we focus on congruence subgroups of SLn(Z). Let Γn(p) denote the kernel of the reduction mod p
map
SLn(Z)→ SLn(Fp).
For i small compared to n, which we shall refer to as the low-dimensional case, the rational cohomol-
ogy groups Hi(Γn(p);Q) are completely known by the work of Borel [Bor74]. From this calculation,
one sees that congruence subgroups exhibit rational homological stability.
Our work focuses on integral (co)homology, so all homology and cohomology groups will have
integer coefficients unless otherwise specified. The torsion in the integral (co)homology of Γn(p) is
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quite complicated even in the low-dimensional case and there are hardly any explicit calculations.
For n sufficiently large, the groups H1(Γn(p)) and H2(Γn(p)) were respectively computed by Lee–
Szczarba [LS76b] and F. Calegari [Cal15]. Even H3(Γn(p)) is currently unknown for large n. There
are however homological and representational stability results for the torsion in the low-dimensional
homology of congruence subgroups [Cha84, Put15, CEFN14, CE17, PS17, MPW, CMNR18, GL].
In contrast to this complete calculation of the stable rational cohomology and stability results for
the torsion, very little is known about the cohomology outside of the stable range, even rationally.
Let p be an odd prime. The virtual cohomological dimension, denoted vcd, of Γn(p) is known to
be
(
n
2
)
. Since the cohomology groups Hi(Γn(p)) vanish if i > vcd, we shall refer to H
vcd−i(Γn(p))
as the codimension i cohomology. When i is small compared to n, we informally call this the high-
dimensional case. This case is even more mysterious than the low-dimensional case and the only
calculations known (rational or integral), for a general n, exist only in codimension-zero and level
three (Lee–Szczarba [LS76b]):
Hvcd(Γn(p)) ∼= Stn(Fp) for n ≥ 3 and p = 3.(1)
Here Stn(R) denotes the Steinberg module of SLn(R). In particular, an explicit formula for the
dimension of Hvcd(Γn(p)) is not known for p > 3. In a series of papers, Ash–Gunnells–McConnell
have calculated the codimension-one cohomology of certain finite index subgroups of SL4(Z); see
[AGM02, AGM08, AGM10].
Since Stn(Fp) is a free abelian group of rank p
(n2), the calculation (1) shows that the codimension-
zero cohomology does not stabilize in the classical sense. However, for n ≥ 3, it does admit a
uniform description independent of n – it is the Steinberg module for each n. This is the key feature
of representation stability.
There are many different notions of representation stability with the most basic being finite
generation degree. Let
G0 →֒ G1 →֒ G2 →֒ . . .
be a sequence of groups and let
M0 →M1 →M2 → . . .
be a sequence with Mn a Gn-representation and with Mn → Mn+1 a Gn-equivariant map. We say
{Mn}n≥0 has generation degree ≤ d if
Ind
Gn+1
Gn
Mn →Mn+1
is surjective for n ≥ d. This is the definition of representation stability that we will use.
Note that H∗(Γn(p)) has a natural GL
±
n (Fp) action. Here the superscript ± means we restrict
to matrices with determinant equal to ±1. Using Borel–Serre duality [BS73], one can construct
equivariant maps
Hvcd−i(Γn(p))→ H
vcd−i(Γn+1(p))
and thus one can make sense of the generation degree of the codimension-i cohomology of congruence
subgroups. Our main theorem is the following.
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Theorem 1.1. The sequence
{
Hvcd−1(Γn(3))
}
n≥0
has generation degree ≤ 4. In other words, the
GLn(F3)-equivariant map
Ind
GLn(F3)
GL4(F3)
H(
4
2)−1(Γ4(3))→ H
(n2)−1(Γn(3))
is surjective for n ≥ 4.
In Proposition 6.2, we also show that
{
Hvcd(Γn(p))
}
n≥0
has generation degree equal to 0 for all
p, although this follows fairly quickly from known results. Finite generation degree allows one to
control how fast the dimensions grow. In particular, Theorem 1.1 has the following corollary.
Corollary 1.2. Let k be a field. Then for n ≥ 4, we have that
dimkH
vcd−1(Γn(3);k) ≤
3(
n−4
3 )|GLn(F3)|
|GLn−4(F3)||GL4(F3)|
dimkH
5(Γ4(3);k) ≤
3(
n−4
3 )|GLn(F3)|
|GLn−4(F3)||GL4(F3)|
227340.
Remark 1.3. On our request, Mark McConnell is currently running a computer computation for
H5(Γ4(3);k) which is likely to take several months to complete. The code for this calculation is based
on an upcoming paper of Ash–Gunnells–McConnell [AGM]. We obtain a very rough upper bound
227340 on dimkH
5(Γ4(3);k). The current paper will be updated to include better bounds when the
computation finishes.
Remark 1.4. We note that it follows from the work of Ash in [Ash94] that the maps
Hvcd−i(Γn(p))→ H
vcd−i(Γn+1(p))
are injective. Since vcd (Γ2(p)) = 1, we have:
Hvcd−1(Γ2(p)) = H
0(Γ2(p)) ∼= Z
and so Hvcd−1(Γn(p)) contains a subgroup isomorphic to Z for all n ≥ 2. By the work of Lee-Szczarba
[LS76b, Theorem 1.4],
Hvcd−1(Γ3(p)) ∼= Z
26 ⊕ (Z/3)8
and so Hvcd−1(Γn(p)) contains a subgroup isomorphic to Z
26 ⊕ (Z/3)8 for all n ≥ 3. In particular,
Theorem 1.1 concerns nonzero groups.
Theorem 1.1 can be viewed as a special case of a conjecture of Church–Farb–Putman [CFP14].
We pose a refined version of this conjecture in §6.
Although Theorem 1.1 appears to be the first representation stability result concerning cohomol-
ogy groups near the cohomological dimension, we expect similar patterns to exist more generally.
For example, we would be interested in knowing if representation stability results hold in other
contexts such as congruence subgroups of mapping class groups or pure braid groups.
1.2. Finiteness properties of the Steinberg module. Let
∏
n≥0ModZ[GLn(R)] denote the prod-
uct of the categories of Z[GLn(R)]-modules. There is a natural monoidal structure on this category
often called the convolution product given by the formula
(M ⊗N)n :=
⊕
i+j=n
Ind
GLn(R)
GLi(R)×GLj(R)
Mi ⊗Z Nj
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whereM = {Mn}n≥0 and N = {Nn}n≥0 are two sequences of representations in
∏
n≥0ModZ[GLn(R)].
Let St denote the sequence {Stn(R)}n≥0. Since GLn(R) acts on Stn(R), we can regard St as an
object in the category
∏
n≥0ModZ[GLn(R)]. In fact, St is a monoid object in this category with
respect to this monoidal structure and for this reason we call St the Steinberg monoid. We show
that St is a “Poincaré–Birkhoff–Witt”-monoid which allows us to follow an argument due to Priddy
(see [Pri70]) to prove the following finiteness result on the Steinberg module.
Theorem 1.5. Let K be a field. Then St = {Stn(K)}n≥0 is Koszul in the monoidal category
(
∏
n≥0ModZ[GLn(K)],⊗).
Let A =
∧
(triv1) be the exterior algebra on triv1 = {En}n≥0 where
En :=

0 if n 6= 1Z if n = 1 (with the trivial action of GL1(K)).
By exterior algebra, we mean the free skew commutative monoid with respect to this monoidial
structure. We call this exterior algebra the apartment monoid and construct a surjective map
A→ St of monoids (surjectivity of this map reflects the fact that Stn(K) is generated by apartment
classes; see Remark 2.7 for more on this). Koszulness of exterior algebras is well-known, and so the
theorem above tells us that A → St is a map of Koszul monoids. We prove a general technical
result (Proposition 4.6) on maps of Koszul monoids which we expect to be useful in many other
situations. This result applied to the map A→ St proves the following finiteness theorem which is
the main technical result of our paper.
Theorem 1.6. For a field K, the group TorAi (St,Z) of i-th syzygies is supported in degrees ≤ 2i.
The theorem above is equivalent to proving a finiteness property of the Sharbly resolution (as in
[AGM12]) of the Steinberg module. This is formalized in Theorem 4.9.
Let A be the apartment monoid defined above for K = F3. The sequence {Hi(Γn(3); St(Z))}n≥0
forms an A-module which we call Hi(Γ(p); St(Z)). Using Borel–Serre duality, Theorem 1.1 can be
rephrased as saying that
TorA0 (H1(Γ(p); St(Z)),Z)
is supported in degree ≤ 4 (see Proposition 5.14). The monoid A plays a similar role in this
paper as FI plays in Church–Ellenberg–Farb [CEF15] and VIC and SI play in Putman–Sam [PS17];
the category of A-modules is the category governing representation stability in this context. To
prove Theorem 1.1, we will only need Theorem 1.6 (and hence Theorem 1.5) for K = F3. However,
Koszulness of the Steinberg monoid in the general case lets us provide a new proof of the following
theorem due to Ash–Putman–Sam.
Theorem 1.7 ([APS18]). Hi(GLn(K); Stn(K)) = 0 for all n ≥ 2i+2 where K is a field and Stn(K)
is the Steinberg module for the group SLn(K).
This vanishing result for Steinberg modules follows from a more general result on Koszul monoids.
Theorem 1.8. Let A be a (skew) commutative Koszul monoid in
∏
n≥0ModZ[GLn(R)] where R is a
PID. Assume that the following holds:
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(a) H0(GL2(R);A2) = 0.
(b) The product map H0(GL1(R);A1)⊗H1(GL2(R);A2)→ H1(GL3(R);A3) is surjective.
Then we have the following:
(a’) The product map H0(GL1(R);A1)⊗Hi(GLn−1(R);An−1)→ Hi(GLn(R);An) is surjective for
n ≥ 2i+ 1.
(b’) Hi(GLn(R);An) = 0 in degrees n ≥ 2i+ 2.
The above theorem can be generalized by replacing the groupoid {GLn(R)}n≥0 with other braided
monoidal groupoids such as the groupoids formed by braid groups or symmetric groups. In this
generality, one can see that Hypotheses (a) and (b) are necessary by considering symmetric groups
and the sign representation. See Remark 7.7. We also point out that there are some recent general
results along the lines of our theorem above; see Remark 7.8 for details.
It is not known whether St is Koszul in
∏
n≥0ModZ[GLn(Z)]. In particular, the analogue of
Theorem 1.7 for GLn(Z) is not known. However, Church–Putman proved the following homological
vanishing theorem for i = 1.
Theorem 1.9 (Church–Putman, Theorem A [CP17]). For k a field of characteristic zero, we have:
H1(GLn(Z); Stn(Z)⊗Z k) = 0 for n ≥ 0,
H1(SLn(Z); Stn(Z)⊗Z k) = 0 for n ≥ 3,
We use our main result, Theorem 1.1, to prove the following integral refinement.
Theorem 1.10. Let k be an arbitrary commutative ring. For n ≥ 6, we have that:
H1(GLn(Z); Stn(Z)⊗Z k) = 0,
H1(SLn(Z); Stn(Z)⊗Z k) = 0.
Remark 1.11. Although GLn(Z) is only a duality group with Q coefficients and, for n even, the
Steinberg module is not the dualizing module, the groups Hi(GLn(Z); Stn(Z)) are still of interest.
For R a ring of integers in a number field, there is a spectral sequence due to Quillen [Qui73] with
E1ab = Hb(GLa(R); Sta(R)) =⇒ Ha+b(Ω
∞−1(K(R))).
Here Ω∞−1(K(R)) denotes the one-fold delooping of the infinite loop space associated to the algebraic
K-theory spectrum of R. Many of the calculations of algebraic K-groups using this spectral sequence
have relied on homological vanishing results to simplify the E1-page (see e.g. [LS76a, LS78, SGG+,
EV16, EVMS, Kup]). We hope this new vanishing result will also be useful for computations.
Outline of the paper. In §2, we discuss algebraic preliminaries and define the Steinberg monoid
and the apartment monoid. In §3, we prove our Koszulness result for the Steinberg monoid of a
field (Theorem 1.5). In §4, we use Koszulness of the Steinberg monoid to prove a finiteness property
of the Sharbly resolution (which is equivalent to Theorem 1.6). In §5, we use these finiteness
properties to prove our main representation stability result for the codimension-one cohomology
of level 3 congruence subgroups (Theorem 1.1). We pose a refined version of a conjecture due to
Church–Farb–Putman in §6 that generalizes Theorem 1.1 to all primes, all codimensions, and also
addresses a more robust notion of representation stability. Finally, in §7, we give a new proof of the
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homological vanishing theorem of Ash–Putman–Sam (Theorem 1.7), and an integral refinement of
Church–Putman’s homological vanishing theorem (Theorem 1.10).
Acknowledgments. We thank Avner Ash, Martin Bendersky, Thomas Church, Benson Farb, Paul
Gunnells, Richard Hepworth, Alexander Kupers, Mark McConnell, Andrew Putman, David Sprehn,
and Jennifer Wilson for helpful conversations.
2. The apartment and Steinberg monoids
In this section, we define the apartment monoid and the Steinberg monoid. We begin by discussing
the category of VB-modules and its symmetric monoidal product.
2.1. VB-modules. Fix a commutative base ring R and a commutative coefficient ring k. Let VB
(or VBR when we need to be more precise) be the groupoid whose objects are finite-rank free
R-modules and whose morphisms are R-linear bijections. There is a natural symmetric monoidal
structure ⊕ on VB given by direct sum. A VB-module is a covariant functor VB → Modk. The
symmetric monoidal structure ⊕ on VB induces a symmetric monoidal structure ⊗ on ModVB given
by:
(M ⊗N)(X) =
⊕
X1⊕X2=X
M(X1)⊗k N(X2).
We reserve the symbol ⊗ without subscript for this product. Note that if X1 and X2 are rank n
free R-modules then there is a VB-isomorphism X1 → X2. We define M(n) to be M(R
n). We will
often denote GL(Rn) = GLn(R) by GLn when the ring is understood. There is an action of GLn
on M(n) and a natural isomorphism:
(M ⊗N)(n) ∼=
⊕
i+j=n
IndGLn
GLi×GLj
M(i)⊗k N(j).
The support of a VB-module M is the set of numbers such that M(n) is not zero. We say that M
is supported in a set if the support is contained in that set. If the support of M is non-empty, we
define the degree of M to be the supremeum of the support and otherwise define it to be −1. We
denote the degree of M by degM .
Remark 2.1. We note that the monoidal structure ⊗ on ModVB is given by the composite:
ModVB×ModVB
⊠
−→ ModVB×VB
Lan⊕
−−−→ ModVB
where ⊠ is the external tensor product and Lan⊕ is the left Kan extension along ⊕ : VB×VB→ VB.
In particular, ⊗ is the tensor product ⊗[VB,⊕] defined in [Dja]. This remarks allows us to quote results
from [Dja].
2.2. The apartment monoid. Let A be a monoid object in the category of VB-modules. An
A-module M is a VB-module together with an action A⊗M →M satisfying the usual associativity
and unitality conditions. If M is a right A-module and N is a left A-module, we define M ⊗AN as
the coequalizer of the two natural maps:
M ⊗A⊗N ⇒M ⊗N.
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Let TorA∗ (M,N) denote the associated left-derived functors. We say that the monoid A is skew
commutative if precompositing the multiplication A ⊗ A → A map by the map that flips the
factors of A⊗A has the effect of multiplication by (−1)nm. We regard k as the monoid in ModVB
concentrated in degree 0. All the monoids that we consider in this paper admit a natural surjective
map of monoids A→ k whose kernel A+ is supported in degrees > 0. In particular, k will have the
structure of an A-module and so we can make sense of TorA∗ (k,−).
Let
∧
denote the left adjoint of the forgetful functor from the category of skew commutative
VB-monoids to the category of VB-modules. Let triv1 be the VB-module such that triv1(n) = 0 for
n 6= 1, and triv1(1) is the rank 1 trivial representation of GL1. We call the skew commutative VB-
monoid
∧
(triv1) the apartment monoid, and we denote it by A. See Remark 2.7 for a discussion
of the name apartment monoid and the connection with apartments in the Tits building. Unraveling
the definition, we obtain the following result:
Proposition 2.2. Let X be a free R-module of rank n. Then A(X) is a k-module generated by
elements of the form [v1, . . . , vn], one for each basis v1, . . . , vn of X, subject to the following relations:
(a) [v1, . . . , vn] = sgn(σ)[vσ(1), . . . , vσ(n)] for σ a permutation.
(b) [rv1, v2, . . . , vn] = [v1, . . . , vn] for r ∈ R
×.
Moreover, the multiplication map
A(X1)⊗k A(X2)→ A(X)
is given by
[u1, . . . , uk][v1, . . . , vn−k] = [u1, . . . , uk, v1, . . . , vn−k].
In addition to exterior algebras, we will also need tensor algebras and symmetric algebras. The
free (commutative) monoid functor is defined to be the left adjoint of the forgetful functor from
the category of (commutative) monoid objects in ModVB to ModVB. The tensor algebra T(M)
on a VB-module M is the free monoid on M . Similarly the symmetric algebra SymM is the free
commutative monoid on M .
Remark 2.3. Monoid objects in a related representation theoretic monoidal category have been
studied extensively by Sam–Snowden and others under the name twisted commutative algebras (tcas);
see [SS15] for example. It is easy to spot the influence of the theory of tcas in this paper.
2.3. The Steinberg monoid. Let K be a field and X an n-dimensional K-vector space. The Tits
building for X is denoted Tn(X) and is the geometric realization of the poset of nonempty proper
subspaces of X ordered by inclusion. Given an integral domain R and a free R-module X of rank
n, the Steinberg module with coefficients in k is defined to be
St(X) ∼= H˜n−2(T(X ⊗R Frac(R));k)
where Frac(R) denotes the field of fraction. Note that here we are denoting the Steinberg module
by a bold symbol which is in contrast to our notation in the introduction. We do this to take into
account that now the coefficients are in a general ring k. We have chosen to introduce generalized
coefficients to be able to talk about dimensions and characteristic zero settings.
8 JEREMY MILLER, ROHIT NAGPAL, AND PETER PATZT
Since GL(X ⊗R Frac(R)) ∼= GLn(Frac(R)) acts on T(X ⊗R Frac(R)), St(X) is a representation
of GL(X⊗Frac(R)) and hence also a representation of GL(X) ∼= GLn(R). For X = R
n, we denote
St(X) by Stn(R). We now recall some presentations of Steinberg modules.
Theorem 2.4 (Lee–Szczarba [LS76b, §3]). Let K be a field and X an n-dimensional K-vector
space. As a k-module, St(X) is generated by elements of the form [v1, . . . , vn], one for each basis
v1, . . . , vn of X, subject to the following relations:
(a) [v1, . . . , vn] = sgn(σ)[vσ(1), . . . , vσ(n)] for σ a permutation.
(b) [rv1, v2, . . . , vn] = [v1, . . . , vn] for r ∈ K
×.
(c)
∑
i(−1)
i[v0, v1, v2, . . . , vˆi, . . . , vn] = 0 where v0, . . . , vn are nonzero vectors and terms of the
form [v0, v1, v2, . . . , vˆi, . . . , vn] with v0, v1, v2, . . . , vˆi, . . . , vn not a basis are omitted from the
sum.
The GL(V ) action is given by the formula g[v1, . . . , vn] = [gv1, . . . , gvn].
Note that relation (c) implies the first two relations.
Theorem 2.5 (Bykovskii [Byk03]). Let X be a free Z-module of rank n. As a k-module, St(X)
is generated by elements of the form [v1, . . . , vn], one for each basis v1, . . . , vn of Z
n, subject to the
following relations:
(a) [v1, . . . , vn] = sgn(σ)[vσ(1), . . . , vσ(n)] for σ a permutation.
(b) [−v1, v2, . . . , vn] = [v1, . . . , vn].
(c) [v1, v2, . . . , vn]− [v0, v2, . . . , vn] + [v0, v1, . . . , vn] = 0 where v0 = v1 + v2.
The GL(X) action is given by the formula g[v1, . . . , vn] = [gv1, . . . , gvn].
The Steinberg modules assemble to form a VB-module. We now define a monoid structure on St
when R is a field or the integers. We call this the Steinberg monoid.
Proposition 2.6. Let R be Z or a field and let X and Y be free R-modules of rank n and m
respectively. The map St(X)⊗k St(Y )→ St(X ⊕ Y ) given by
[v1, . . . , vn]⊗ [u1, . . . , um] 7→ [v1, . . . , vn, u1, . . . , um]
is well-defined and gives St the structure of a monoid object in (ModVB,⊗).
Proof. The only thing that is not trivial is that the function is well-defined. This follows from the
above presentations. 
A monoid structure on St actually exists for all integral domains but we will not need this. For
R a field or the integers, there is a natural surjective map A → St which is a map of monoids. This
gives St the structure of an A-module.
Remark 2.7. For every integral domain R, there is a natural map A → St which is not always
surjective. The image of generators [v1, . . . , vn] in H˜n−2(Stn(R)) are known as apartment classes
and are the fundamental classes of spheres in T(Frac(R)n) known as apartments. The apartment
associated to [v1, . . . , vn] is the full subcomplex of T(Frac(R)
n) with vertices given by the span of
nonempty proper subsets of {v1, . . . , vn}. When R is the ring of integers in Frac(R), these classes
are known as integral apartment classes. It is an interesting question to classify when the
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Steinberg module is generated by integral apartment classes. See [AR79, CFP] for more on this
question.
The following theorem seems to be known to experts but we could not find a reference for it in
the literature so we will sketch a proof.
Theorem 2.8. Let K be a field and X an n-dimensional K-vector space. As a k-module, St(X)
is generated by elements of the form [v1, . . . , vn], one for each basis v1, . . . , vn of X, subject to the
following relations:
(a) [v1, . . . , vn] = sgn(σ)[vσ(1), . . . , vσ(n)] for σ a permutation.
(b) [rv1, v2, . . . , vn] = [v1, . . . , vn] for r ∈ K
×.
(c) [v1, v2, . . . , vn]− [v0, v2, . . . , vn] + [v0, v1, . . . , vn] = 0 where v0 = v1 + v2.
The GL(X) action is given by the formula g[v1, . . . , vn] = [gv1, . . . , gvn].
Proof. Call S(X) the k[GL(X)]-module with the above presentation. By Theorem 2.4, sending
a generator to the generator with the same name gives a well-defined surjective map f : S(X) →
St(X). Pick an isomorphism X ∼= Kn. To see that f is injective, note that we can use relations (a),
(b), and (c) to show that S(Kn) is generated as a k-module by symbols [v1, v2, . . . , vn] where the
vectors assemble to form a unit upper triangular matrix with respect to the standard basis of Kn.
The Solomon–Tits theorem (see [Bro89, Theorem IV.5.2]) implies that Stn(K) has a basis given by
unit upper triangular matrices. Thus, f is also injective. 
3. Koszulness of the Steinberg monoid of a field
In this section, we prove that the Steinberg monoid of a field is Koszul. We follow an argument
of Priddy [Pri70].
3.1. Preliminaries on Koszulness. Recall that we regard k as a VB-module supported in degree
0. Let A be a monoid in (ModVB,⊗) admitting a surjective map of monoids A → k whose kernel
A+ is supported in degrees ≥ 1. The two-sided reduced bar resolution B∗(A,A) → A → 0 of A is
given by
A⊗ T∗(A+)⊗A→ A→ 0
where T(.) denotes the tensor algebra (we have borrowed our notation from [Pri70]). If M is a right
A-module and N is a left A-module, then TorA∗ (M,N) is the homology of
B∗(M,A,N) :=M ⊗A B∗(A,A) ⊗A N.
The module Bs(M,A,N) is generated by elements of the form m⊗ a1⊗ · · · ⊗ as⊗n where m ∈M ,
n ∈ N and ai ∈ A+. Such elements are written as m⊗ [a1|a2| · · · |as]⊗ n for historical reasons. We
shall only need the special case when M = N = k. We denote the complex B∗(k, A,k) calculating
TorA∗ (k,k) simply by B∗(A). In this case, the differential is given by
∂([a1|a2| · · · |as]) =
s−1∑
j=1
(−1)j−1[a1| · · · |ajaj+1| · · · |as].
For every element [a1|a2| · · · |as] ∈ B∗(A), the homological degree is defined to be s and internal
degree is defined to be
∑s
i=1 deg ai. We shall denote the homological degree s and internal degree
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n piece of B∗(A) by B
n
s (A). We say that A is Koszul if Tor
A
i (k,k) is supported only in internal
degree i (for each i ≥ 0). Equivalently, A is a Koszul monoid if, for each n ≥ 0, the homology of
B
n
∗ (A) is supported in homological degree n.
3.2. Koszulness of the apartment and the Steinberg monoids. Recall that the apartment
monoid A is by definition
∧
(triv1), the exterior algebra on triv1. Koszulness of exterior algebras
is quite well-known in other contexts and the usual proof carries over to the symmetric monoidal
category of VB-modules.
Theorem 3.1 (Koszulness of the apartment monoid). Let R be a PID, and A be the apartment
monoid in (ModVBR ,⊗). Then A is Koszul.
We shall not prove Theorem 3.1 but an interested reader can obtain proofs by following the proof
of Koszulness of the Steinberg monoid St. Also see the discussion in §3.3. We prove Koszulness of
St in the case when R is a field as follows:
• Using the Solomon–Tits theorem, we obtain a basis of the Steinberg module consisting of
unit upper triangular matrices.
• We define a well-ordering on the basis of B∗(St) obtained above which makes St a “Poincaré–
Birkhoff–Witt-like" (PBW-like) monoid (we chose not to make this precise).
• We follow Priddy’s argument as in [Pri70] that PBW algebras are Koszul to finish our
argument.
Theorem 3.2 (Koszulness of the Steinberg monoid). Suppose R is a field. Then TorSti (k,k) is
supported in degree i.
Fix a field K, and assume that R = K throughout the rest of this subsection. Proposition 3.5
below immediately implies the theorem above. We now provide some preliminaries needed for the
proposition.
Proposition 3.3. Let W be a d-dimensional K-vector space. Let B = (v1, . . . , vd) be an ordered
basis of W , and let Ud be the unipotent group, that is the subgroup of GLd(K) of unit upper
triangular matrices. Ud acts on ordered bases of W from the right, so if (w1, . . . , wd) = B · g then
wi = vi +
∑
j<i cijvj for some cij ∈ K. Then St(W ) is freely generated as a k-module by the
apartment classes
PBWW := {[v1, . . . , vd] · g | g ∈ Ud}.
Proof. This is the Solomon–Tits theorem (see [Bro89, Theorem IV.5.2]). 
To prove Theorem 3.2, it suffices to show that the homology of B
n
∗ (St) is supported in homological
degree n. We now describe B
n
∗ (St) in more detail. Since we are only interested in internal degree
n, we can work with the K-vector space Kn and its subspaces. In particular, we note that
B
n
s (St) =
⊕
⊕s
j=1Wj=K
n
[St(W1)| · · · |St(Ws)].
Given a subspace W of Kn, we describe below a PBW-like basis of St(W ). Let the dimension of
W be d ≤ n. We now assign to W a canonical subset SW ⊂ [n] of size d, a canonical K-basis BW
of W , and a canonical PBW-like k-basis, denoted PBWW , of St(W ):
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(a) Let v1, . . . , vd be a basis ofW . Put v1, . . . , vd as column vectors (with respect to the standard
basis of Kn) in an n× d matrix M .
(b) Let N be the column-reduced Echelon form of M . Recall that the column-reduced Echelon
form is unique and does not depend on the choice of v1, . . . , vd made earlier.
(c) Define SW to be the set of row indices that contain a leading one in N , and define BW to be
the columns of N . Note that there is a natural ordering on BW coming from column indices.
(d) Define PBWW to be the basis as described in Proposition 3.3 with respect to the ordered
basis BW .
Note here that we can think of SW as the index of the lexicographically least nonzero Plücker-
coordinate of W . As an example, suppose n = 4 and let W be the subspace of K4 of dimension
d = 3 generated by the columns of the following matrix M :
M =


1 0 0
2 0 0
0 1 0
0 0 1


Since M is in column-reduced Echelon form already, we have N = M . By definition, we have
SW = {1, 3, 4}, and BW consists of rows of M . Moreover, PBWW consists of rows of matrices of
the following form: 

1 0 0
2 0 0
0 1 0
0 0 1



1 ∗ ∗0 1 ∗
0 0 1


We have a partial order ≺ on subsets of [n] given by S1 ≺ S2 if maxS1 < minS2. We now list
some crucial properties of our construction above:
(P1) If W1 ⊕W2 is a summand of K
n and SW1 ≺ SW2 , then SW1⊕W2 = SW1 ⊔ SW2 .
(P2) If W1 ⊕W2 is a summand of K
n and SW1 ≺ SW2 , then the multiplication
St(W1)⊗ St(W2)→ St(W1 ⊕W2)
takes PBWW1 × PBWW2 inside PBWW1⊕W2 .
(P3) Given a partition S1 ⊔ S2 of SW with S1 ≺ S2, there is a natural map
PBWW →
∐
W1⊕W2=W
PBWW1 × PBWW2
which we now describe. Suppose the ordered basis is BW = (v1, . . . , vd). Then every element
in PBWW can be written uniquely in the form [w1, w2, . . . , wd] = BW · g for some g ∈ Ud.
Suppose the sizes of S1 and S2 are d1 and d2 respectively, then the claimed natural map is
given by
[w1, w2, . . . , wd] 7→ ([w1, w2, . . . , wd1 ], [wd1+1, . . . , wd]).
The correspondingW1 andW2 are given by the spans of {w1, w2, . . . , wd1} and {wd1+1, . . . , wd},
respectively. Note that then SW1 = S1 and SW2 = S2.
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Remark 3.4. We restrict to the case when R = K is a field because the property (P3) as above does
not have an analogue for more general rings. For example, the issue when R = Z is the existence
of a finite-rank free abelian group W together with a decomposition A ⊕ B of W ⊗Z Q such that
(W ∩A)⊕ (W ∩B) 6=W .
We now follow Brunetti–Ciampella’s argument [BC07, Theorem 2.5] which in turn is based on an
argument of Priddy [Pri70, Theorem 5.3] to complete our proof of Koszulness with Proposition 3.5.
Proposition 3.5. Hs(B
n
∗ (St)) = 0 for s 6= n.
Proof. Because B
n
∗ (St) is supported in homological degrees ≤ n, it is enough to prove that
Hs(B
n
∗ (St)) = 0 for s < n.
We define a k-linear map Φ: B
n
s (St)→ B
n
s+1(St) on every x = [aW1 | · · · |aWs ] with aWj ∈ PBWWj
for each j (such elements form a k-basis of B
n
s (St)) as follows:
(a) Set k to be the smallest index such that rankWk > 1. (If such k does not exist, Φ(x) = 0
automatically because x is in top degree.) We call this the widening index of x.
(b) If SWj ≺ SWj+1 , we call j an orderpreserving index of x. If there is an orderpreserving
index j strictly smaller than k, set Φ(x) = 0.
(c) Otherwise, let m = minSWk and S be the complement of m in SWk .
(d) By property (P3), the partition {m} ⊔ S gives rise to a map
PBWWk →
∐
W⊕W ′=Wk
PBWW × PBWW ′ .
Let (b, b′) be the image of aWk under this map.
(e) Set Φ(x) = (−1)k−1[aW1 | · · · |aWk−1 |b|b
′|aWk+1 | · · · |aWs ].
Let us furthermore define a filtration on B
n
s (St):
(a) To every basis element x = [aW1 | · · · |aWs ] with aWj ∈ PBWWj we associate a word wx in [n]
n
by concatenating SW1 , . . . , SWs , where the elements of SWj are ordered as natural numbers.
(b) Let [n]n be ordered lexicographically, i.e. w < w′ if wi < w
′
i for some i ∈ [n] and wj = w
′
j
for all j < i.
(c) Let F≥wB
n
s (St) be generated by all x such that wx ≥ w.
A crucial property of this order is the following. Let x = [aW1 | · · · |aWs ] be a basis element and let
y = [aW1 | · · · |aWj−1 |aWjaWj+1 |aWj+2 | · · · |aWs ], where aWjaWj+1 is the image of aWj ⊗ aWj+1 under
the map St(Wj) ⊗ St(Wj+1) → St(W1 ⊕W2). Then we have wx ≤ wy and the equality holds if
and only if SWj ≺ SWj+1 (if and only if y is a basis element). In particular, F≥wB
n
∗ (St) defines a
filtration on the chain complex B
n
∗ (St). We also note here that wΦ(x) = wx for every basis element
x for which Φ(x) is nonzero.
In the remainder of the proof, we will verify that ∂Φ+Φ∂ − id sends F≥wB
n
s (St) to F>wB
n
s (St)
for all s < n. This then shows that
Hs
(
F≥wB
n
∗ (St)/F>wB
n
∗ (St)
)
= 0 for s < n,
because every cycle
c = (∂Φ+ Φ∂)(c) = ∂(Φ(c))
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in degree less than n is also a boundary. By induction on the filtration, we deduce that Hs(B
n
∗ (St)) =
0 for s < n. We prove the claim by a complete case study. Let x = [aW1 | · · · |aWs ] with aWj ∈
PBWWj and s < n. Set k to be the smallest index such that rankWk > 1.
Case 1: Assume there is a j < k such that SWj ≺ SWj+1 . Also let j0 be the smallest orderpre-
serving index. Then (∂Φ + Φ∂)(x) = Φ∂(x). Let yi = [a1| . . . |aiai+1| . . . |as], so that
∂(x) =
s−1∑
i=1
(−1)i−1yi.
First we see that Φ(yj0) = x, because j0 is the widening index of yj0 and there is no orderpreserving
indices smaller than j0. For i < j0, we get that wyi > wx, because i is not an orderpreserving
index of x. Hence wΦ(yi) = wyi > wx. If i = j0 + 1, we have two cases. If j0 is an orderpreserving
index of yj0+1, then Φ(yj0+1) = 0 because its widening index is j0 + 1. It is possible that j0 is
not an orderpreserving index if SWj0 6≺ SWj0+2 , but then j0 + 1 cannot be orderpreserving and
wΦ(yj0+1) = wyj0+1 > wx. Finally, if i ≥ j0 + 2, j0 is orderpreserving and smaller than the widening
index of yi. Therefore Φ(yi) = 0.
Case 2: Assume there is no j < k such that SWj ≺ SWj+1 . Again let yi = [a1| . . . |aiai+1| . . . |as].
Let us write Φ(x) = (−1)k−1[aW1 | · · · |aWk−1 |b|b
′|aWk+1 | · · · |aWs ] as in its definition and
zi =


[aW1 | . . . |aiai+1| · · · |aWk−1 |b|b
′|aWk+1 | · · · |aWs ] if i < k,
[aW1 | · · · |aWk−1 |bb
′|aWk+1 | · · · |aWs ] if i = k,
[aW1 | · · · |aWk−1 |b|b
′aWk+1 | · · · |aWs ] if i = k + 1,
[aW1 | . . . |aWk−1 |b|b
′|aWk+1 | · · · |ai−1ai| · · · |aWs ] if i > k.
Then
∂(x) =
s−1∑
i=1
(−1)i−1yi and ∂Φ(x) =
s∑
i=1
(−1)i−1(−1)k−1zi.
Both wΦ(yi) = wyi and wzi are larger than wx if i < k because i is not an orderpreserving index of
x or Φ(x). zk = x and Φ(yi) cancels with zi+1 in (∂Φ + Φ∂)(x) if i > k. If zk+1 and Φ(yk) do not
cancel, k cannot be an orderpreserving index of x, which implies that both wΦ(yk) = wyk and wzk+1
are larger than wx.
This completes the proof. 
The proposition above immediately implies Theorem 3.2.
Question 3.6. Can one prove a version of Theorem 3.2 when R is not a field, for example, when
R = Z? A version of Theorem 3.2 or even Theorem 4.2 for R = Z would establish the Church–
Farb–Putman conjecture [CFP14, Conjecture 2] on vanishing of the high-dimensional cohomology of
SLn(Z) (except with a slightly worse range).
3.3. Koszul resolutions. It is a standard result that if A is Koszul then it admits a linear resolution
V∗ ⊗A→ k→ 0
such that Vi is a VB-module concentrated only in degree i. The converse is also true. This resolution
is called the Koszul resolution. In fact, we can take Vi = Tor
A
i (k,k) in the Koszul resolution. As
14 JEREMY MILLER, ROHIT NAGPAL, AND PETER PATZT
an example, let reg1 be the VB-module such that reg1(n) = 0 for n 6= 1, and reg1(1) is the regular
representation of GL1. The following sequence is exact on the nose:
0→ T(reg1)⊗ reg1 → T(reg1)→ k→ 0.
In particular, Tor
T(reg1)
1 (k,k) = reg1 and Tor
T(E′)
i (k,k) = 0 for i > 1. This proves the following
result.
Proposition 3.7. If R is a PID, then the tensor algebra T(reg1) is Koszul.
The Koszul resolution for exterior algebras is well-known. In particular, the Koszul resolution for
the apartment monoid A =
∧
(triv1) is given by the following:
Sym∗(triv1)⊗A → k→ 0.
This is equivalent to TorA∗ (k,k) = Sym
∗(triv1). Let M be an A-module. Since Sym
∗(triv1)⊗A is
a flat A-resolution of k, one can calculate TorAi (k,M) using the Koszul resolution. In other words,
we have
TorAi (k,M) = Hi(Sym
∗(triv1)⊗M).
We will need the following calculation later.
Lemma 3.8. Let K = Fq be a finite field of size q, and let A and St be the apartment and the
Steinberg monoids in ModVBFq . If k is a field, then
dimkTor
A
2 (k,St)(F
4
q) ≤
(q4 − 1)(q3 − 1)q6
2(q − 1)2
.
Proof. By the previous paragraph, we have
dimkTor
A
2 (k,St)(F
4
q) ≤ dimk(Sym
2(triv1)⊗ St)(F
4
q) =
(q4 − 1)(q3 − 1)q6
2(q − 1)2
,
finishing the proof. 
We do not know an explicit description of the Koszul resolution for the Steinberg monoid, but it
is possible to compute its dimension.
Proposition 3.9. Let K = Fq be a finite field of size q, and let St be the Steinberg monoid in
ModVBFq . If k is a field, then dimkTor
St
n (k,k) = q
n2−n.
Proof. TorStn (k,k) is the top dimensional homology of B
n
∗ (St) and the homology of B
n
∗ (St) is
concentrated in top dimension. Thus we can calculate the rank of this group by calculating the
Euler characteristic. This gives
dimkTor
St
n (k,k) =
n∑
s=1
(−1)n−s dimkB
n
s (St) = q
n2−n.
This completes the proof. 
Question 3.10. Can one give a conceptual description of the Koszul dual of the Steinberg monoid,
or explicitly describe the cycles in B
n
n(St)?
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4. Finiteness properties of resolutions of the Steinberg module
In this section, we study the groups TorAn (St,k). Then we use it to show finiteness properties of
known resolutions of the Steinberg module.
4.1. Presentation of the Steinberg monoid as a module over the apartment monoid. We
reinterpret the Bykovskii presentation [Byk03] and the presentation appearing in Theorem 2.8 as
presentations of St as an A-module and use this to prove the following.
Proposition 4.1. For R = Z or a field, we have degTorAi (k,St) = 2i for i = 0, 1.
Proof. The Bykovskii presentation [Byk03] (here Theorem 2.5) in the case of the integers and
Theorem 2.8 in the case of fields implies we have an exact sequence
A⊗M → A→ St→ 0
of A-modules where M is a VB-module supported only in degree 2 and is given by
M(X) = 〈[v1, v2]− [v0, v2] + [v0, v1] | v0 = v1 + v2〉 ⊂ A(X)
where X is a free R-module of rank 2. The assertion is immediate from this partial resolution. 
4.2. Higher syzygies. In the previous subsection, we showed that for R = Z or a field, we have
degTorAi (k,St) = 2i for i = 0, 1. In this subsection, we prove that if R is a field, we may drop the
restriction on i. Fix a field K. Throughout this subsection we shall assume that R = K. Let St
and A be the Steinberg and the apartment monoids in ModVB = ModVBK , respectively. The main
theorem of this section is the following.
Theorem 4.2. For K a field, degTorAi (k,St) ≤ 2i for i ≥ 0.
Basic properties of Tor∗ and the theorem above implies the following:
Corollary 4.3 (Existence of an improved resolution). There is a resolution of the form A⊗ V∗ →
St→ 0 where Vi is a VBK-modules supported in degrees ≤ 2i.
Below we prove a result on surjections of Koszul monoids (Proposition 4.6) and combine it with
the Koszulness results from the previous section to prove Theorem 4.2.
Lemma 4.4. Suppose A is a Koszul monoid in (ModVB,⊗). If M is an A-module supported in
degrees ≤ d, then degTorAi (M,k) ≤ i+ d.
Proof. Let A ⊗ V∗ → k → 0 be the Koszul resolution. In particular, Vi is concentrated in degree i.
Now note that TorAi (M,k) = Hi(M ⊗ V∗). Since Vi is concentrated in degree i and M is supported
in degrees ≤ d, we see that M ⊗ V∗ is supported in degrees ≤ (i+ d). This finishes the proof. 
Lemma 4.5. Let A → B → k be surjections of (skew) commutative monoids in (ModVB,⊗).
Assume that the kernels A+ and B+ of the surjections A→ k and B → k are supported in degrees
> 0. Then
TorA∗ (k, B)⊗B k = Tor
A
∗ (k, B).
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Proof. Let P∗ → k and Q∗ → B be free A-resolutions. Then Tor
A
i (k, B) = Hi(k⊗A Q∗). Since A+
acts trivially on k⊗AQi = Qi/(A+Qi), we conclude that A+ acts trivially on Tor
A
i (k, B). However,
A+ acts via its image B+ on Tor
A
i (k, B) = Hi(P∗ ⊗A B). Thus B+ acts trivially on Tor
A
i (k, B).
The assertion is immediate from this. 
The following result is inspired by Chardin–Symonds [CS16, §5].
Proposition 4.6. Let A → B → k be surjections of (skew) commutative monoids in (ModVB,⊗).
Assume that the kernels A+ and B+ of the surjections A→ k and B → k are supported in degrees
> 0. If A and B are Koszul, then
degTorAi (k, B) ≤ 2i for all i ≥ 0.
Proof. Denote degTorAi (k, B) by si. We prove by induction on i that si ≤ 2i. The base case i = 0
is trivial. Let i > 0. Consider the base change spectral sequence
E2ab = Tor
B
a (Tor
A
b (k, B),k) =⇒ Tor
A
a+b(k,k).
Let tAi denote degTor
A
i (k,k). By Koszulness of A, we know that t
A
i ≤ i. Now suppose b < i. By
induction, sb ≤ 2b. By Lemma 4.4 and Koszulness of B, we have
degE2ab ≤ a+ sb ≤ a+ 2b.
The spectral sequence now implies that
degE20,i ≤ max(t
A
i , max
a+b=i+1,b<i
degE2ab) ≤ 2i.
Now note that E20,i = Tor
B
0 (Tor
A
i (k, B),k) = Tor
A
i (k, B) by Lemma 4.5. Thus si ≤ 2i, completing
the proof. 
Proof of Theorem 4.2. The theorem follows immediately from the previous proposition and Koszul-
ness of the apartment and the Steinberg monoids (Theorem 3.1 and Theorem 3.2). 
4.3. Classical resolutions of the Steinberg module and their finiteness properties. In
this subsection, we use Theorem 4.2 to analyze a resolution of the Steinberg module known as the
Sharbly resolution. We also prove new connectivity results for certain simplicial complexes. The
contents of this subsection are not needed for our stability results but we believe they may be of
independent interest.
Let X be an object in VB = VBR of rank n. Let Shi be the VB-module defined as follows.
The module Shi(X) is a k-module generated by symbols of the form [v1, . . . , vn+i] where the vj are
nonzero elements of X and where we impose the following relations:
(a) [v1, . . . , vn+i] = sgn(σ)[vσ(1), . . . , vσ(n+i)] for σ a permutation.
(b) [rv1, v2, . . . , vn+i] = [v1, . . . , vn+i] for r ∈ R
×.
(c) [v1, . . . , vn+i] = 0 if v1, . . . , vn do not span X.
There is an equivariant map
A(X1)⊗ Shi(X2)→ Shi(X)
given by
[u1, . . . , uk][v1, . . . , vn−k+i] = [u1, . . . , uk, v1, . . . , vn−k+i].
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This gives Shi the structure of an A-module.
Proposition 4.7. We have the following:
(a) Sh0 = A as an A-module.
(b) Shi = A⊗Wi where Wi is the VB-module given by Wi = k⊗A Shi.
(c) TorA0 (k,Sh0) = k.
(d) TorAk (k,Shi) = 0 for k > 0.
(e) degTorA0 (k,Shi) = degWi =∞ for i > 0.
Proof. This is an easy exercise. 
There is a natural differential Sh∗ → Sh∗ given by the alternating sum map
[v1, . . . , vn+i] 7→
n+i∑
j=1
(−1)j−1[v1, v2, . . . , vˆj , . . . , vn+i].
This defines a complex which is called the Sharbly complex. Building on the work of Lee–Szczarba
[LS76b], Ash–Gunnells–McConnell proved the following.
Theorem 4.8 ([AGM12, Theorem 5]). Sh∗ → St→ 0 is exact.
Part (e) of Proposition 4.7 and Corollary 4.3 can be interpreted as saying that the Sharbly res-
olution is not optimal. On the other hand, Corollary 4.3 is sharp for i = 0 or 1 for all fields K
and computer evidence shows that Corollary 4.3 is sharp for i = 2 and K = F2. We now state a
finiteness property of the Sharbly resolution whose direct proof even in the case i = 2 seems hard.
Theorem 4.9 (Finiteness property of the Sharbly resolution). degHi(k⊗A Sh∗) ≤ 2i for all i ≥ 0.
Proof. Proposition 4.7 and Theorem 4.8 implies that Hi(k ⊗A Sh∗) = Tor
A
i (k,St). The assertion
now follows from Theorem 4.2. 
Theorem 4.9 can be rephrased as high connectivity for certain simplicial complexes. For K a
field, let Xn(K) be the simplicial complex with vertices given by lines in K
n and with every finite
collection of vertices forming a simplex. Let Yn(K) be the subcomplex of Xn(K) where a collection
of lines L0, . . . , Lp forms a p-simplex if either one of the following holds:
(a) L0 + . . .+ Lp 6= K
n,
(b) there exists an i such that Li ⊕ (L0 + . . .+ L̂i + . . . + Lp) = K
n.
Proposition 4.10. Let K be a field. We have that Yn(K) is ⌊
3n−5
2 ⌋-connected.
Proof. For n ≤ 2, the result is straightforward. We assume n ≥ 3 from now on. Since Xn(K) is
contractible and Yn(K) andXn(K) have isomorphic (n−1)–skeletons, Yn(K) is simply connected for
n ≥ 3. Thus, by the Hurewicz theorem, it suffices to prove that H˜i(Yn(K)) ∼= 0 for 2i ≤ 3n− 5. By
the long exact sequence of the pair (Xn(K), Yn(K)), we see that H˜i(Yn(K)) ∼= Hi+1(Xn(K), Yn(K)).
The relative cellular chain group Ccelli (Xn(K), Yn(K)) is isomorphic toWi−n+1. HereWi = k⊗AShi
and we take k = Z. We define W∗ to be 0 in negative degrees. Thus,
Hi(Yn) ∼= Hi+1(Xn(K), Yn(K)) ∼= Hi−n+2(W∗)(K
n) ∼= TorAi−n+2(k,St)(K
n).
18 JEREMY MILLER, ROHIT NAGPAL, AND PETER PATZT
Since degTorAi (k,St) ≤ 2i, the claim follows.

Remark 4.11. Let Yn(Z) be the subcomplex of Xn(Q) where a collection of lines L0, . . . , Lp in Q
n
forms a p-simplex if either one of the following holds:
(a) L0 + . . .+ Lp 6= Q
n,
(b) there exists an i such that (Zn ∩ Li)⊕
(
Zn ∩ (L0 + . . .+ L̂i + . . .+ Lp)
)
= Zn.
Let rn be the connectivity Yn(Z). Showing limn→∞(rn − n) = ∞ would imply the Church–Farb–
Putman conjectures concerning SLn(Z) [CFP14, Conjectures 1 and 2] except possibly with a worse
range.
5. Codimension one cohomology of the level 3 congruence subgroup
Let Γn(p) be the level p congruence subgroup of SLn(Z). In this section, we show that the integral
codimension-one cohomology of Γn(3) is representation stable in the sense that the sequence
{H(
n
2)−1(Γn(3))}n≥0
of representations is generated in degrees ≤ 4. In other words, the GLn(F3)-equivariant map
Ind
GLn(F3)
GL4(F3)
H(
4
2)−1(Γ4(3))→ H
(n2)−1(Γn(3))
is surjective for n ≥ 4. We also bound the dimensions of these groups with fields coefficients. By
Borel–Serre duality [BS73], we have
H(
n
2)−i(Γn(3);k) = Hi(Γn(3); Stn(Z)⊗Z k)
for every coefficient ring k. Thus, it suffices to prove the following representation stability result.
Theorem 5.1. The sequence
{H1(Γn(3); Stn(Z)⊗Z k)}n≥0
is generated in degrees ≤ 4. Moreover, if k is a field and n ≥ 4 then we have
dimkH1(Γn(3); Stn(Z)⊗Z k) ≤
3(
n−4
3 )|GLn(F3)|
|GLn−4(F3)||GL4(F3)|
dimkH1(Γ4(3); St4(Z)⊗Z k).
We begin by explaining our setup and constructing a spectral sequence in §5.1. Our setup is quite
similar to that of [Dja] and that of [PS17], but we believe that our spectral sequence is new. In §5.2,
we use Theorem 4.2 on resolutions of the Steinberg monoid and the spectral sequence of Theorem 5.9
to prove Theorem 5.1 above. We also obtain a rough upper bound on dimkH1(Γ4(3); St4(Z)⊗Z k)
to obtain the following corollary.
Corollary 5.2. Suppose k is a field and assume that n ≥ 4. Then
dimkH1(Γn(3); Stn(Z)⊗Z k) ≤
3(
n−4
3 )|GLn(F3)|
|GLn−4(F3)||GL4(F3)|
227340.
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X1 X2
X1 X2
f
g f∗(g)
f
5.1. A spectral sequence. Given a groupoid C, AutC defines a functor from C to the category
Grp of groups. Using this, we define GL : VB → Grp given by GL(X) = AutVB(X). Moreover,
it has the following properties:
• The following diagram commutes (also see [Dja, Definition 1.1]):
• There is a natural inclusion GL(X1) ×GL(X2)→ GL(X1 ⊕X2) which is functorial in X1
and X2.
Definition 5.3. Let G ⊂ GL be a sub-functor. We call G a strong sub-functor if the following
condition holds
G(X1 ⊕X2) ∩ (GL(X1)×GL(X2)) = G(X1)× G(X2).
For a strong sub-functor G, we define VBZ/G to be the category with the same objects as VBZ and
whose morphisms are HomVBZ/G(X1,X2) = G(X2)\HomVBZ(X1,X2). There is a natural full and
essentially surjective symmetric monoidal functor ΠG : VBZ → VBZ/G.
Example 5.4. Clearly, GL itself is strong. For a more sophisticated example, consider the natural
strong symmetric monoidal functor Φ: VBZ → VBFp given by X 7→ Fp ⊗Z X. Then
Γ(p)(X) = ker(AutVBZ(X)→ AutVB(Φ(X)))(2)
defines a functor Γ(p) : VBZ → Grp which is strong. We shall use the usual abbreviation Γn(p) for
Γ(p)(Zn). The functor Φ factors through ΠΓ(p). The monoidal functor ι : VBZ/Γ(p) → VBFp as in
VBZ VBFp
VBZ/Γ(p)
Φ
ΠΓ(p) ι
the diagram is essentially surjective. Moreover,
(a) ι is full if p ≤ 3.
(b) ι is faithful if p ≥ 3.
In particular, ι is a monoidal equivalence of categories if p = 3. To see this when p = 3, just note
that we have Z× = F×3 = {±1}, and so it follows from the strong approximation theorem that there is
a natural isomorphism Γn(3)\GLn(Z) ∼= GLn(F3). Thus ι is a monoidal equivalence of categories.
In fact, more is true when p = 3. We claim that the map ι∗ : ModVBF3 → ModVBZ/Γ(3) induced by ι
is a monoidal equivalence. Note that ι induces the following isomorphism of transformations which
can easily be verified.
Moreover, we have a natural isomorphism (which is equivalent to the strongness of Γ(3), and can be
easily seen via an application of the second isomorphism theorem)
ι : Γ(3)(X)\GL(X)/(GL(X1)×GL(X2))→ GL(ι(X))/(GL(ι(X1))×GL(ι(X2)))
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AutVBZ/Γ(3)(X1)×AutVBZ/Γ(3)(X2) AutVBZ/Γ(3)(X1 ⊕X2)
AutVBF3 (ι(X1))×AutVBF3 (ι(X2)) AutVBF3 (ι(X1)⊕ ι(X2))
ι ι
where X = X1 ⊕X2. This shows that the left Kan extensions as in Remark 2.1 agrees for the two
categories. In particular, ι∗ : ModVBF3 → ModVBZ/Γ(3) is a monoidal equivalence.
For an odd prime p, the category VBZ/Γ(p) is equivalent to the category VB
±
Fp
which has appeared
in the work of Putman–Sam on congruence subgroups [PS17]. An orientation on a finite dimensional
Fp-vector space X of dimension n is a choice of generator of
∧nX defined up to multiplication by
±1. Let VB±Fp be the category with objects given by finite dimensional oriented Fp-vector spaces and
with morphisms given by isomorphisms preserving the orientation. The automorphism groups in this
category are isomorphic to GL±n (Fp), the subgroup of GLn(Fp) consisting of matrices with determi-
nant ±1. Using strongness, as in the case p = 3, one can check that ModVBZ/Γ(p) is monoidally
equivalent to ModVB±
Fp
From now on, we will assume that G is an arbitrary strong sub-functor of GL. The reader is
advised to keep in mind the sub-functors in the example above as we will focus only on these later.
Proposition 5.5. We have the following:
(a) The pullback functor Π∗
G
: ModVBZ/G → ModVBZ has a left adjoint H0(G;−) given by
H0(G;M)(X) = H0(G(X);M(X)).
(b) H0(G;−) is strong monoidal.
Proof. We note that our tensor product is the same as Djament’s; see Remark 2.1. Part (a) is proven
in [Dja, Proposition 1.3, 1.4]. Now we prove Part (b). In [Dja, §1.5], it is shown that H0(G;−) is
lax monoidal. We claim H0(G;−) is in fact strong monoidal which we verify as follows:
H0(G;M ⊗N)(X) = H0(G(X); (M ⊗N)(X))
= H0(G(X);
⊕
X1⊕X2=X in VBZ
M(X1)⊗k N(X2))
= H0(G(X);
⊕
X1⊕X2=X in VBZ/G
Ind
G(X)
G(X)∩(GL(X1)×GL(X2))
M(X1)⊗k N(X2))
=
⊕
X1⊕X2=X in VBZ/G
H0(G(X); Ind
G(X)
G(X1)×G(X2)
M(X1)⊗k N(X2))
=
⊕
X1⊕X2=X in VBZ/G
H0(G(X1)× G(X2);M(X1)⊗k N(X2))
= (H0(G;M)⊗H0(G;N))(X).
where the third equality follows from the Mackey decomposition theorem, and the fourth equality
follows from the fact that G is strong. This completes the proof. 
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Since H0(G;−) is monoidal, it takes a monoid A in ModVBZ to a monoid B := H0(G;A) in
ModVBZ/G. Moreover, H0(G;−) restricts to a functor
HA0 (G;−) : ModA → ModB .
The functors H0(G;−) and H
A
0 (G;−) are right exact. We denote their left derived functors by
H∗(G;−) and H
A
∗ (G;−) respectively.
Remark 5.6. A VBZ-module P is projective if and only if P (X) is projective as a k[GL(X)]-module
for all X. This shows that Hi(G;M)(X) ∼= Hi(G(X);M(X)). We warn the readers that, for a general
monoid A, we do not have any natural relationship between HAi (G;M)(X) and Hi(G(X);M(X)) for
i > 0. This is because a projective module in ModA may not be projective (or even flat) as a
VBZ-module. See Lemma 5.10 for more on this.
Proposition 5.7. H0(Γ(p);−) commutes with tensor, symmetric and exterior algebras. In other
words, if M is a VBZ-module, then we have
(a) H0(Γ(p); T(M)) = T(H0(Γ(p);M)) where T is the tensor algebra.
(b) H0(Γ(p); Sym(M)) = Sym(H0(Γ(p);M)).
(c) H0(Γ(p);
∧
(M)) =
∧
(H0(Γ(p);M)).
Proof. Part (a) follows immediately from the fact that H0(G;−) is strong monoidal. Moreover, since
the action of the symmetric group on tensors commutes with the action of the congruence subgroup,
we see that parts (b) and (c) hold as well. 
Proposition 5.8. Let A→ k be a surjection of monoids in ModVBZ whose kernel A+ is supported
in degrees > 0. Set B = H0(G;A). Then the following diagram commutes.
ModA ModB
ModVBZ ModVBZ/G
HA0 (G;−)
k⊗A− k⊗B−
H0(G;−)
Proof. Let IA and IB be the right adjoints of k⊗A − and k⊗B − respectively. By our assumption
on A, IA(M) is the same as M regarded as an A-module via the surjection A → k. A similar
statement is true for IB. This shows that H
A
0 (G;−) ◦ IA = IB ◦ H0(G;−).
Let ǫ : id → IA ◦ (k ⊗A −) be the unit of the adjunction. By the previous paragraph, we have a
natural transformation HA0 (G;−)→ IB ◦H0(G;−) ◦ (k⊗A−) obtained by composing H
A
0 (G;−) with
the unit ǫ. By adjunction, there exists a natural transformation
(k⊗B −) ◦ H
A
0 (G;−)→ H0(G;−) ◦ (k⊗A −)
which we claim is an isomorphism. Since all the functors involved are right exact, it suffices to prove
the claim for objects of the form A⊗ V (projective objects are of this form). We now check this as
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follows:
(k⊗B −) ◦H
A
0 (G;−)(A⊗ V ) = k⊗B H
A
0 (G;A⊗ V )
= k⊗B (H0(G;A)⊗H0(G;V )) since H0(G;−) is monoidal
= k⊗B (B ⊗H0(G;V ))
= H0(G;V ) = H0(G;k⊗A (A⊗ V ))
= H0(G;−) ◦ (k⊗A −)(A⊗ V ).
This completes the proof. 
Theorem 5.9. Let A→ k be a surjection of monoids in ModVBZ whose kernel A+ is supported in
degrees > 0. Set B = H0(G;A). Then there exists a spectral sequence
E2ab(−) = Tor
B
a (k,H
A
b (G;−)) =⇒ La+b(H0(G;−) ◦ (k⊗A −)).
In particular, if M is an A-module such that maxi≤n(deg Tor
A
i (k,M)) ≤ d, then E
∞
ab (M) is sup-
ported in degrees ≤ d for all a+ b ≤ n.
Proof. We first verify that HA0 (G;−) preserves projectives. It is an easy fact that every projective
A-module is of the form A ⊗ V where V is a projective VB-module, and the same holds for B-
modules; see [Nag, Proposition 3.2] for a proof in a similar setting. Since H0(G;−) is monoidal, we
see that HA0 (G;A⊗ V ) = B ⊗H0(G;V ). By definition, H0(G;−) is a left adjoint of an exact functor
Π∗
G
and so it preserves projectives. Since HA0 (G;A⊗ V ) = B⊗H0(G;V ), we conclude that H
A
0 (G;−)
preserves projectives. This verifies our claim.
Note that ModB has enough projectives. We conclude that there exists a Grothendieck spectral
sequence
E2ab(−) = Tor
B
a (k,H
A
b (G;−)) =⇒ La+b((k⊗B −) ◦ H
A
0 (G;−)).
By the previous proposition (k⊗B −) ◦ H
A
0 (G;−) = H0(G;−) ◦ (k⊗A −), and so the first assertion
follows.
It is clear from the last paragraph that k⊗A − preserves projectives. Also, ModVB has enough
projectives. This shows that we have another Grothendieck spectral sequence
Ha(G; Tor
A
b (k,−)) =⇒ La+b(H0(G;−) ◦ (k⊗A −)).
If maxi≤n(deg Tor
A
i (k,M)) ≤ d, then we have deg La+b(H0(G;−) ◦ (k⊗A −)) ≤ d for all a+ b ≤ n
(also see Remark 5.6). This proves the second assertion. 
The following lemma shows that our spectral sequence is particularly useful when A is the exterior
algebra (see Remark 5.6). Similar results hold for tensor and symmetric algebras.
Lemma 5.10. Assume that G(X) is torsion-free for all X (this happens, for example, when p is an
odd prime and G = Γ(p)). Let A =
∧
(triv1) be the apartment monoid in ModVBZ. Then for every
A-module M and every X ∈ VBZ, we have an isomorphism
HAi (G;M)(X)
∼= Hi(G(X);M(X))
of GL(X)-modules for each i ≥ 0.
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Proof. It suffices to show that a projective A-module in ModA is H0(G;−)-acyclic when regarded as
a VBZ-module. Let P be a projective A-module. Then P is of the form A⊗ V for some projective
VBZ-module V . We claim that Hi(G(X);P (X)) = 0 for all X and all i > 0. Note that we have:
Hi(G(X);P (X)) = Hi(G;A⊗ V )(X)
= (Hi(G;A)⊗H0(G;V ))(X)
where the first equality follows from Remark 5.6. The second equality is obtained by taking a
projective resolution Q∗ → A in ModVBZ , and then calculating Hi(G;A ⊗ V ) using the projective
resolution Q∗⊗V → A⊗V and monoidality of H0(G;−). Thus, it suffices to show that Hi(G;A) = 0
for i > 0. We have that A(Zn) is isomorphic to H0(Z/2 ≀Sn;k[GLn(Z)]) where Z/2 ≀Sn acts on the
right as in the definition of the apartment monoid. Since Z/2 ≀ Sn is a finite group, the stabilizer of
G(Zn) acting on A(Zn) must have finite order. Since G(Zn) is torsion free, this stabilizer is trivial.
Thus, A(X) is a free k[G(X)]-module. This shows that Hi(G;A)(X) = 0 for i > 0. This verifies
our claim, and the proof is complete. 
Often a H0(G;A) structure on Hi(G;A) is defined directly using the Künneth map and the Shapiro
lemma instead of relying on any isomorphisms as in the previous lemma. We now describe it and
compare it with our setup. For this, we define an enrichment
H∗(G;−) : ModVBZ → Mod
gr
VBZ/G
of H(G;−), where ModgrVBZ/G is the category of graded VBZ/G-modules, and
H∗(G;−) =
⊕
t≥0
Ht(G;−).
Note H∗(G;M) is bigraded with one grading coming from the VBZ/G-module structure and the
other grading coming from homological degree. The tensor product on ModgrVBZ/G is the usual
convolutional tensor product with respect to both of the gradings.
Proposition 5.11. H∗(G;−) is a lax monoidal functor.
Proof. The natural map H∗(G;M) ⊗ H∗(G;N) → H∗(G;M ⊗N) given by composing the Künneth
map with the Shapiro isomorphism provides the required lax monoidal structure. The details are
very similar to the ones in Proposition 5.5 Part (b). We get lax monoidality instead of strong
monoidality because the Künneth map is not an isomorphism in general. 
The proposition above shows that if A is a monoid and M is an A-module, then H∗(G;A) is
a monoid and H∗(G;M) is an H∗(G;A)-module. Note that H0(G;A) is naturally a sub-monoid of
H∗(G;A), and so H∗(G;M) is an H0(G;A)-module. Let
HA∗ (G;M) =
⊕
t≥0
HAt (G;M).
By definition, HA∗ (G;M) is an H0(G;A)-module. We now relate the H0(G;A)-modules H∗(G;M) and
HA∗ (G;M).
Proposition 5.12. Suppose f : A→ B is a map of monoids in ModVBZ and assume that projective
A-modules are H∗(G;−)-acyclic. Then we have the following:
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(a) For any A-module M , HA∗ (G;M) and H∗(G;M) are isomorphic as H0(G;A)-modules.
(b) Denote the isomorphism in the previous part by ϕ. For any B-module M , the following
diagram commutes:
H0(G;A) ⊗H
A
∗ (G;M) H∗(G;M)
H∗(G;A) ⊗H∗(G;M) H∗(G;M)
H∗(G;B)⊗H∗(G;M)
productinclusion⊗ϕ
product
H∗(G;f)⊗id product
Proof. Proof of Part (a). It is clear from the H∗(G;−)-acyclicity of projective A-modules that
HA∗ (G;M) and H∗(G;M) are isomorphic as Mod
gr
VBZ/G
-modules. In particular, an A-projective reso-
lution P∗ →M of M can be used to calculate both H∗(G;M) and H
A
∗ (G;M). The H0(G;A) action
on H0(G;Pi) is given by composing the Künneth map and the Shapiro isomorphism. Since these
two maps are functorial, we see that the action of H0(G;A) on
Hi(H0(G;P∗)) = H
A
i (G;M)
is given by composing the Künneth map and the Shapiro isomorphism. This completes the proof
of Part (a).
We now prove Part (b). The commutativity of the top triangle is exactly Part (a). The bottom
triangle commutes because of the proposition above and functoriality of the Künneth and the
Shapiro maps. This finishes the proof. 
5.2. Proof of Theorem 5.1 (the main theorem on congruence subgroup). We now use our
main technical result (Theorem 4.2) on the Steinberg monoid as an apartment module and the
spectral sequence in Theorem 5.9 to prove Theorem 5.1 on level 3 congruence subgroup. We first
explain how to use our spectral sequence.
Let A and St be the apartment and the Steinberg monoids in ModVBZ . Let p be a prime, and
let Γ(p) be as described in (2). Applying Theorem 5.9 to the A-module St, we obtain the following
spectral sequence:
E2ab = Tor
H0(Γ(p);A)
a (k,H
A
b (Γ(p);St)) =⇒ La+b(H0(Γ(p);−) ◦ (k⊗A −))(St).
We now simplify this spectral sequence. Since H0(Γ(p);−) is monoidal, H0(Γ(p);A) is a monoid
in ModVBZ/Γ(p) and H0(Γ(p);St) is a module over it. For brevity, we set AΓ(p) := H0(Γ(p);A)
and StΓ(p) := H0(Γ(p);St). Lemma 5.10 tells us that H
A
b (Γ(p);−) is isomorphic to Hb(Γ(p);−) as
VBZ/Γ(p)-modules, but comes equipped with an action of AΓ(p). Thus we can drop the superscript
A without causing any issues. We now obtain the following simplified spectral sequence
E2ab = Tor
AΓ(p)
a (k,Hb(Γ(p);St)) =⇒ La+b(H0(Γ(p);−) ◦ (k⊗A −))(St).(3)
We need one more ingredient to be able to use this spectral sequence to prove our main theorem. The
following proposition is this ingredient and is precisely the place where we use our main technical
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result (Theorem 4.2) and the assumption that p = 3. We defer the proof of this proposition until
the next subsection and concentrate on using it first.
Proposition 5.13. We have degTor
AΓ(3)
i (k,StΓ(3)) ≤ 2i for all i ≥ 0. Moreover, we have
dimk StΓ(3)(Z
n) = 3(
n
2).
The following proposition is a more abstract version of our main theorem.
Proposition 5.14. H1(Γ(3);St) is an AΓ(3)-module generated in degrees ≤ 4.
Proof. When p = 3, the spectral sequence (3) becomes
E2ab = Tor
AΓ(3)
a (k,Hb(Γ(3);St)) =⇒ La+b(H0(Γ(3);−) ◦ (k⊗A −))(St).
Note that degTorAi (k,St) ≤ 2i for i = 0, 1 (by Proposition 4.1). Thus by the second assertion of
Theorem 5.9, we see that E∞ab is supported in degrees ≤ 2 for a+ b ≤ 1. Now note that E
∞
0,1 is the
cokernel of the map
Tor
AΓ(3)
2 (k,H0(Γ(3);St)) = Tor
AΓ(3)
2 (k,StΓ(3))→ Tor
AΓ(3)
0 (k,H1(Γ(3);St)).
By the previous proposition, Tor
AΓ(3)
2 (k,StΓ(3)) is supported in degrees ≤ 4, and so we conclude
that
degTor
AΓ(3)
0 (k,H1(Γ(3);St)) ≤ 4,
completing the proof of the proposition. 
Corollary 5.15. H1(Γ(3);St) is a StΓ(3)-module generated in degrees ≤ 4.
Proof. This is immediate from the proposition above and Proposition 5.12 Part (b). 
Remark 5.16. Bounds on degTorA2 (k,St) could be used together with the arguments of this pa-
per to bound Tor
AΓ(3)
1 (k,H1(Γ(3);St)). Similarly, bounds on degTor
A
i (k,St) seem likely to be
useful for bounding degrees of the higher syzygies Tor
AΓ(3)
i (k,Hj(Γ(3);St)). However, bounds on
degTorAi (k,St) are not known for i > 1.
Proof of Theorem 5.1. Proposition 5.14 implies that⊕
X1⊕X2=X in VBZ/Γ(3),
rankX2=4
AΓ(3)(X1)⊗k H1(Γ(3);St)(X2)→ H1(Γ(3);St)(X)
is surjective for rankX ≥ 4. Setting X = Zn for n ≥ 4, we obtain the following surjection:
Ind
AutVB
Z
/Γ(3)(Z
n)
AutVB
Z
/Γ(3)(Zn−4)×AutVB
Z
/Γ(3)(Z4)
AΓ(3)(Z
n−4)⊗k H1(Γ(3);St)(Z
4)→ H1(Γ(3);St)(Z
n).
As noted in Example 5.4, we have AutVBZ/Γ3(Z
n) = GLn(F3). Using the monoidal equivalence ι
∗
as in that example, we see that the following map is a surjection:
Ind
GLn(F3)
GLn−4(F3)×GL4(F3)
AΓ(3)(Z
n−4)⊗k H1(Γ(3);St)(Z
4)→ H1(Γ(3);St)(Z
n).(4)
We also have a natural surjection:
k[AutVBZ/Γ(3)(Z
n−4)] = k[GLn−4(F3)]→ AΓ(3)(Z
n−4).
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Combining it with (4), we obtain the desired surjection:
Ind
GLn(F3)
GL4(F3)
H1(Γ(3);St)(Z
4)→ H1(Γ(3);St)(Z
n).
The first assertion now follows from the equality H1(Γ(3);St)(Z
n) = H1(Γn(3);Stn(Z)).
For the second assertion, note that by Corollary 5.15 we have the following analogue of (4):
Ind
GLn(F3)
GLn−4(F3)×GL4(F3)
StΓ(3)(Z
n−4)⊗k H1(Γ(3);St)(Z
4)→ H1(Γ(3);St)(Z
n).(5)
The second assertion now follows from the fact that dimk StΓ(3)(Z
n−4) = 3(
n−4
2 ). 
We now concentrate on proving the dimension bounds in Corollary 5.2.
Lemma 5.17. Suppose k is a field. We have dimkH1(Γ3(3); St3(Z)⊗Z k) ≤ 35.
Proof. By [LS76b, Theorem 1.4], we have dimkHomZ(H2(Γ3(3)),k) ≤ 27. Moreover, by [LS76b,
Lemma 12.1] we have
dimk Ext
1
Z(H2(Γ3(3)),k) =

8 if Char(k) = 30 otherwise.
Thus by the universal coefficient theorem, we have dimkH
2(Γ3(3);k) ≤ 35. By Borel–Serre duality,
we conclude that dimkH1(Γ3(3); St3(Z)⊗Z k) ≤ 35. 
The following lemma and Theorem 5.1 complete the proof of Corollary 5.2.
Lemma 5.18. Suppose k is a field. Then we have
dimkH1(Γ4(3); St4(Z)⊗Z k) = dimkH1(Γ(3);St)(Z
4) ≤ 227340.
Proof. Denote the AΓ(3)-module H1(Γ(3);St) by M , and let M
′ be the maximal submodule
of M generated in degrees ≤ 3. Let V be the degree 4 piece of the VBZ/Γ(3)-module
Tor
AΓ(3)
0 (k,H1(Γ(3);St)). Then by the definition of Tor
AΓ(3)
0 (k,−), we have an isomorphism
V (Z4) ∼= (M/M ′)(Z4).
This shows that
dimkM(Z
4) = dimkM
′(Z4) + dimk V (Z
4).
The proof of Proposition 5.14 shows that the map Tor
AΓ(3)
2 (k,StΓ(3)) → Tor
AΓ(3)
0 (k,H1(Γ(3);St))
is surjective in degrees 3 and 4. In particular, we have
dimk V (Z
4) ≤ dimkTor
AΓ(3)
2 (k,StΓ(3))(Z
4).
By Proposition 5.19 and Lemma 3.8 (for q = 3), we have
dimk Tor
AΓ(3)
2 (k,StΓ(3))(Z
4) ≤
(34 − 1)(33 − 1)36
8
= 189540.
By the previous lemma, dimkM
′(Z3) ≤ 35. Since M ′ is generated in degrees ≤ 3, we see that
dimkM
′(Z4) ≤
35|GL4(F
3)|
|GL3(F3)×GL1(F3)|
≤ 37800.
Finally, we conclude that dimkM(Z
4) ≤ 189540 + 37800 = 227340. This completes the proof. 
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5.3. Proof of Proposition 5.13. Using the monoidal equivalence ι∗ : ModVBF3 → ModVBZ/Γ(3)
as in Example 5.4, we now identify ModVBZ/Γ(3) with ModVBF3 . Proposition 5.13 is immediate from
Theorem 4.2, the following proposition, and the fact that dimk Stn(Fq) = q
(n2).
Proposition 5.19. The monoidAΓ(3) is naturally isomorphic to the apartment monoid inModVBF3 ,
and under this isomorphism, StΓ(3) is the Steinberg monoid in ModVBF3 .
Proof. The first assertion follows immediately from Proposition 5.7 and the fact that the apartment
monoid is an exterior algebra.
Let us denote the apartment and the Steinberg monoids in ModVBF3 by A and St respectively.
By Theorem 2.5 and Theorem 2.8 (also see the proof of Proposition 4.1), we have an exact sequence
of A-modules
A⊗M → A→ St→ 0(6)
and an exact sequence of A-modules
A⊗M → A→ St→ 0.(7)
Here M and M are supported only in degree 2 and are given by
M(Z2) = 〈[v1, v2]− [v0, v2] + [v0, v1] | v0 = v1 + v2〉 ⊂ A(Z
2)
and
M(F23) = 〈[v1, v2]− [v0, v2] + [v0, v1] | v0 = v1 + v2〉 ⊂ A(F
2
3).
We note that the units in Z and F3 are both {1,−1}. Applying the monoidal functor H0(Γ(3);−)
to Equation (6), we obtain an exact sequence:
AΓ(3) ⊗H0(Γ(3);M)→ AΓ(3) → StΓ(3) → 0(8)
which we will show is isomorphic to Equation (7). Under the isomorphism AΓ(3) → A as in
the first assertion, we note that both StΓ(3) and St are quotients of A by an ideal generated
in degree 2. To show that the two ideals are the same, all we need is to check that the image
of H0(Γ2(3);M(Z
2)) → H0(Γ2(3);A(Z
2)) is equal to the image of M(F23) → A(F
2
3) under the
isomorphism H0(Γ2(3);A(Z
2)) → A(F23). This last isomorphism is just reduction mod p and is
given by
[v1, v2] 7→ [v1, v2].
The statement about images being equal now follows immediately from the explicit descriptions of
M and M (see [LS76b, Lemma 5.2] for a similar argument). 
Remark 5.20. Lee–Szczarba [LS76b, Theorem 1.2] proved that Stn(Z)Γn(3)
∼= Stn(F3) for n ≥ 3.
Proposition 5.19 shows that this is in fact true for all n.
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6. A stability conjecture
In [CFP14], Church, Farb, and Putman conjectured that for all i, the codimesion i rational
cohomology of mapping class groups, automorphism groups of free groups, and SLn(Z) stabilize.
Here codimension i means i below the virtual cohomological dimension. These groups are rational
duality groups so this stability conjecture is equivalent to homological stability with coefficients in
the dualizing modules. In particular, they conjectured that Hi(SLn(Z); Stn(Z)) does not depend
on n for n ≫ i. In the case of Hi(SLn(Z); Stn(Z)), if one could show that these groups stabilized,
it would also imply that the stable homology groups are zero [CFP14, §2].
Since it is known that the cohomology groups of congruence subgroups in the virtual cohomolog-
ical dimension are nonzero and in fact grow with n [LS76b, Par97], Church, Farb, and Putman did
not conjecture that the cohomology of congruence subgroups vanishes or stabilize in high-dimensions.
Nevertheless, they said regarding the codimension i cohomology of congruence subgroups that they
“do expect that the stability conjectured in Conjecture 1 should persist in some form” [CFP14, Page
7]. Given that the untwisted homology of congruence subgroups exhibits representation stability,
it is reasonable to conjecture that the stability pattern exhibited by the homology of congruence
subgroups with coefficients in Steinberg modules should also be a form of representation stability.
We propose the following conjecture as a way of making Church–Farb–Putman’s statement more
precise.
Conjecture 6.1. Let p be a prime. For each i, j ≥ 0, the VBZ/Γ(p)-module
Tor
AΓ(p)
i (k,Hj(Γ(p);St))
is supported in finitely many degrees.
Before we unpack what this conjecture means in the some special cases, we note that most
representation stability results currently in the literature can be rephrased in terms of vanishing of
certain Tor groups.
We concentrate on the case when p is an odd prime. As explained in Example 5.4, VBZ/Γ(p)
is monoidally equivalent to an oriented version VB±Fp of VBFp . Moreover, it induces a monoidal
equivalence betweenModVBZ/Γ(p) andModVB±
Fp
. We now define an oriented version of the apartment
monoid in ModVB±
Fp
. Recall that an orientation as in Example 5.4 is a generator of top exterior
power of X up to multiplication by ±1. The oriented apartment monoid denoted A
±
is given
on a vector space X of dimension n and orientation ω as follows. It is generated as a k-module
by symbols [v1, . . . , vn], one for each basis v1, . . . , vn of X satisfying
∧n
i=1vi = ±ω, subject to the
following relations:
(a) [v1, . . . , vn] = sgn(σ)[vσ(1), . . . , vσ(n)] for σ a permutation.
(b) [−v1, v2, . . . , vn] = [v1, . . . , vn].
In other words, A
±
is the exterior algebra
∧
(triv1) in ModVB±
Fp
where triv1 is supported only in
degree 1, and triv1(1) is the trivial representation of GL
±
1 (Fp). By Proposition 5.7, we know that
the monoidal equivalence ModVBZ/Γ(p) → ModVB±
Fp
takes AΓ(p) to the oriented apartment monoid
A
±
. By Borel–Serre duality, our conjecture for i = 0 is the statement that the GL±n (Fp)-equivariant
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map
Ind
GL
±
n (Fp)
GL
±
n−1(Fp)×GL
±
1 (Fp)
H(
n−1
2 )−j(Γn−1(p))⊗k k→ H
(n2)−j(Γn(p))
is surjective for n sufficiently large. In other words, the i = 0 case of Conjecture 6.1 is the statement
that the sequences {
H(
n
2)−j (Γn(p))
}
≥n
have finite generation degrees. Since GL±n (F3) = GLn(F3), Theorem 1.1 establishes this conjecture
for i = 0, j = 1, and p = 3.
Since exterior algebras are Koszul, there is a Koszul resolution
A
±
⊗ Sym∗(triv1)→ k→ 0.
This resolution can be used to calculate TorA
±
i (k,M) for any A
±
-module M . In particular, if
degTorA
±
i (k,M) ≤ d for i = 0, 1 then the following sequence is exact in degrees > d:
M ⊗ Sym2(triv1)→M ⊗ Sym
1(triv1)→M → 0.
Concretely, if we think of M as a sequence {Mn}≥0 of representations of GL
±
n , then we have
Mn = coker
(
Ind
GL
±
n (Fp)
GL
±
n−2(Fp)×(Z/2≀S2)
Mn−2 ⊗k k→ Ind
GL
±
n (Fp)
GL
±
n−1(Fp)×GL
±
1 (Fp)
Mn−1 ⊗k k
)
for n > d. In particular, in a stable range, the representation of Mn is determined by the repre-
sentations Mn−1 and Mn−2 along with the stabilization map Mn−1 → Mn−2. This phenomenon is
often called central stability [Put15, Pat] or finite presentation degree [CE17]. We shall refer
to d as the central stability degree of the sequence {Mn}n≥0. We see that the conjecture for
i = 0 and 1 is the statement that the following sequence has finite central stability degree:{
H(
n
2)−j (Γn(p))
}
n≥0
.
We prove this for j = 0 and all p in the proposition below. We need a definition first. Given a
prime field R = Fp, we define the oriented Steinberg monoid St
±
= StΓ(p). Using Bykovskii’s
presentation (see Theorem 2.5) the following presentation of St
±
is immediate. On a vector space X
of dimension n and orientation ω as follows, it is generated by as a k-module by symbols [v1, . . . , vn],
one for each basis v1, . . . , vn of X satisfying
∧n
i=1vi = ±ω, subject to the following relations:
(a) [v1, . . . , vn] = sgn(σ)[vσ(1), . . . , vσ(n)] for σ a permutation.
(b) [−v1, v2, . . . , vn] = [v1, . . . , vn].
(c) [v1, v2, . . . , vn]− [v0, v2, . . . , vn] + [v0, v1, . . . , vn] = 0 where v0 = v1 + v2.
Note that in (b), we are only allowed to scale by −1, not arbitrary units. This is what differentiates
St
±
n (Fp) from Stn(Fp) for p > 3. It is clear from this description that degTor
A
±
i (k,St
±
) ≤ 2i for
i = 0, 1. Thus the following sequence has central stability degree ≤ 2:{
St
±
n (Fp)
}
n≥0
=
{
Hvcd(Γn(p);k)
}
n≥0
.
Proposition 6.2. Let p be an odd prime. Then degTor
AΓ(p)
i (k,H0(Γ(p);St)) ≤ 2i for i = 0, 1.
In other words, the sequence
{
H(
n
2)(Γn(p))
}
n≥0
has generation degree 0 and central stability degree
≤ 2.
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Proof. An argument similar to the one in Proposition 5.19, shows that the monoidal equivalence
ModVBZ/Γ(p) → ModVB±
Fp
takes AΓ(p) to the oriented apartment monoid A
±
, and the AΓ(p)-module
StΓ(p) to the A
±
-module St
±
. The result now follows from the previous paragraph. 
When p = 3, we know by Lee–Szczarba’s result [LS76b, Thorem 1.2] that StΓ(p) ∼= St (see
Proposition 5.19 and Proposition 5.13). We see that
Tor
AΓ(p)
i (k,H0(Γ(p);St))
∼= TorAi (k,St).
Thus, Theorem 4.2 implies Conjecture 6.1 for p = 3, j = 0, and all i.
Remark 6.3. If one could prove Conjecture 6.1 for i = 0 and j = 2, the arguments of this paper
would also establish a version of Theorem 1.1 for all primes. By the work of Paraschivecu [Par97],
H(
n
2)(Γn(p)) ≇ Stn(Fp) for p > 3.
Thus, Theorem 4.2 is not directly relevant for primes larger than 3.
There is no known conceptual description of the top homology group of congruence subgroups
for p > 3 and n large nor are the ranks of these groups known. Lee-Szczarba [LS76b, Page 28]
conjectured that
H(
n
2)(Γn(p)) ∼= H˜n−2(Tn(Q)/Γn(p)).
However, in [MPP], it is shown that this conjecture is wrong for p > 5.
7. Homological vanishing for the Steinberg module
In [APS18], Ash–Putman–Sam proved that Hi(GLn(K);Stn(K)) vanishes forK a field and n suf-
ficiently large compared with i. Similarly, Church–Putman [CP17] proved that H1(GLn(Z); Stn(Z)⊗
Q) vanishes for all n ≥ 0 and that H1(SLn(Z); Stn(Z)⊗ Q) vanishes for n ≥ 3. In this section, we
give a new proof of the result of Ash–Putman–Sam and give integral refinements of these results of
Church–Putman.
7.1. Homological vanishing for the Steinberg module of a field. Ash–Putman–Sam proved
the following.
Theorem 7.1 (Ash–Putman–Sam [APS18]). Let K be a field. Then Hi(GLn(K); Stn(K)⊗Zk) = 0
for all n ≥ 2i+ 2.
We use Koszulness of the Steinberg monoid (Theorem 3.2) to give a new proof of the theorem
above. Unlike the original proof, our proof does not make use of high connectivity of the complex
of partial bases. We will deduce homological vanishing for the Steinberg module using the following
general criterion for homological vanishing for Koszul monoids which may be of independent interest.
Note this is equivalent to Theorem 1.8.
Theorem 7.2. Let A be a (skew) commutative Koszul monoid in ModVB. Assume that k is a field
such that the following holds:
(a) H0(GL2;A2) = 0.
(b) The product map H0(GL1;A1)⊗H1(GL2;A2)→ H1(GL3;A3) is surjective.
Then we have that:
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(a’) The product map H0(GL1;A1)⊗Hi(GLn−1;An−1)→ Hi(GLn;An) is surjective for n ≥ 2i+1.
(b’) Hi(GLn;An) = 0 in degrees n ≥ 2i+ 2.
We shall refer to (a) and (b) in the theorem above as hypotheses or initial conditions. We use the
setup in §5.1 with G = GL to prove the theorem. In this case, ModVB/GL is equivalent to Mod
≥0
k
– the category of non-negatively graded k-modules.
Proposition 7.3. There is a spectral sequence of non-negatively graded k-modules with
E1ab = Ha(GL;Bb(A)) =⇒ La+b(H0(GL;−) ◦ (k⊗A −))(k).
For A Koszul, we have that E∞ab is supported in degrees ≤ (a+ b).
Proof. We have the following equality of the total derived functors
L(H0(GL;−) ◦ (k⊗A −))(k) = (LH0(GL;−) ◦ (k⊗
L
A −))(k) = LH0(GL;k⊗
L
A k)
where the first equality holds because the hypotheses for the Grothendieck spectral sequence are
satisfied. This involves noting that functors preserve projectives; see §5.1. Since the bar resolution
for A is acyclic with respect to the functor k⊗A −, the total derived functor k⊗
L
A k is represented
by the complex B∗(A) from §3. Thus there exists a spectral sequence given by
E1ab = Ha(GL;Bb(A)) =⇒ La+b(H0(GL;−) ◦ (k⊗A −))(k).
For the second statement, consider the Grothendieck spectral sequence
′E2ab = Ha(GL; Tor
A
b (k,k)) =⇒ La+b(H0(GL;−) ◦ (k⊗A −))(k)
as in the proof of Theorem 5.9. Since A is Koszul, we see that ′E2ab is supported in degrees ≤ (a+b).
This shows that E∞ab is supported in degrees ≤ (a+ b). 
Lemma 7.4. Assume that k is a field.
(a) If Theorem 7.2 holds for i ≤ d. Then for any a ≤ d and b > 0, we have
degHa(GL;Bb(A)) ≤ 2a+ b.
(b) If Theorem 7.2 holds for i ≤ d. Then for any 0 < a ≤ d and b > 0, the differential
Ha(GL;Bb+1(A))→ Ha(GL;Bb(A))
is surjective in degree 2a+ b.
(c) If b = 0, then we have degHa(GL;Bb(A)) ≤ 0.
Proof. Proof of Part (a): By definition, we have
Ha(GL;Bb(A)) = Ha(GL;A
⊗b
+ ).
If k is a field, then by the Künneth formula, Ha(GL;A
⊗b
+ ) in degree n is a direct sum of k-modules
of the form
b⊗
j=1
Haj (GLnj ;Anj )
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where
∑b
j=1 aj = a,
∑b
j=1 nj = n and nj > 0 for all j. If n > 2a + b, then by the pigeonhole
principle we have nj ≥ 2aj + 2 for some j. Thus we have
b⊗
j=1
Haj (GLnj ;Anj ) = 0,
completing the proof of Part (a).
Proof of Part (b): By the pigeonhole principle, Ha(GL;A
⊗b
+ ) in degree 2a+ b is a direct sum of
k-modules of the form
b⊗
j=1
Haj (GLnj ;Anj )
where
∑b
j=1 aj = a, nj = 2aj + 1 for all j. We say that such a direct summand is of type j0 if j0
is the largest such that nj0 ≥ 2. This must exist as a > 0. For a type j0 direct summand as above,
define a′j and n
′
j for 1 ≤ j ≤ b+ 1 by
(a′j , n
′
j) =


(aj , nj) if j < j0,
(0, 1) if j = j0,
(aj0 , nj0 − 1) if j = j0 + 1,
(aj−1, nj−1) if j > j0 + 1.
Then
b+1⊗
j=1
Ha′j (GLn′j ;An′j )
is a direct summand of Ha(GL;Bb+1(A)) and the differential is given by the alternating sum of
multiplying two of the consecutive factors. Since the theorem holds for a ≤ d, we have the following:
• Multiplication of any of these consecutive factors besides j0-th and (j0 + 1)-th factors, or
(j0 + 1)-th and (j0 + 2)-th factors is zero.
• Multiplying j0-th and (j0 + 1)-th factors yields a surjective map
b+1⊗
j=1
Ha′j (GLn′j ;An′j )→
b⊗
j=1
Haj (GLnj ;Anj ).
• Multiplying (j0 + 1)-th and (j0 + 2)-th factors takes
b+1⊗
j=1
Ha′j (GLn′j ;An′j )
inside a direct summand of type > j0.
Let Type≥j0 denote the direct sum of summands of type j for j ≥ j0. Our argument above shows,
by an easy reverse induction on j0, that the image of the differential
Ha(GL;Bb+1(A))→ Ha(GL;Bb(A)),
in degree 2a + b, contains Type≥j0 for any j0. Thus the differential is surjective, completing the
proof of Part (b).
Proof of Part (c): Part (c) is immediate from A⊗0+ = k. 
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We now use this lemma to prove our homological vanishing criterion for Koszul monoids.
Proof of Theorem 7.2. The base case i = −1 is trivial. Assume now that i ≥ 0 and that the theorem
holds for a < i. Consider the spectral sequence
E1ab = Ha(GL;Bb(A)) =⇒ La+b(H0(GL;−) ◦ (k⊗A −))(k)
as in Proposition 7.3, and assume that n ≥ 2i+1. In the following two paragraphs, we analyze this
spectral sequence of graded k-modules on the diagonals a+ b = i+1 and a+ b = i+ 2 in degree n.
Assume that a + b = i + 1. If a < i, then by induction and Part (a) of the previous lemma, we
have
degHa(GL;Bb(A)) ≤ 2a+ b = 2(i+ 1)− b ≤ 2i < n.
Moreover if a = i+1, then by Part (c) of the previous lemma, we have degHa(GL;Bb(A)) < n. In
particular, the only degree nonzero entry in degree n on the diagonal a+ b = i+1 comes from E1i,1.
Assume that a+ b = i+ 2. If a < i− 1, then by Part (a) of the previous lemma, we have
degHa(GL;Bb(A)) ≤ 2a+ b = 2(i+ 2)− b = 2i+ 4− b < n.
If a = i− 1 and n > 2i+ 1, then by Part (a) of the previous lemma, the differential
Hi−1(GL;B4(A))→ Hi−1(GL;B3(A))
is surjective in degree n as the target vanishes. If a = i− 1 > 0 and n = 2i+ 1, then by Part (b) of
the previous lemma, the differential
Hi−1(GL;B4(A))→ Hi−1(GL;B3(A))
is surjective in degree n. In the remaining case, a = i− 1 = 0, n = 2i+ 1, and the differential
Hi−1(GL;B4(A))→ Hi−1(GL;B3(A))
may not be surjective in degree n, and that is why we need an additional hypothesis, namely
Hypothesis (b), in the case i = 1.
We now use the paragraphs above to show that the differential
E1i,2 = Hi(GL;A
⊗2
+ )→ Hi(GL;A+) = E
1
i,1
is surjective in degree n. The case i = 0 and n = 1 follows from Hypothesis (a). In the remaining
cases, we have n ≥ i + 2. Since E∞ab is supported in degrees ≤ (a + b), we see that E
∞
ab vanishes
in degree n on the line a + b = i + 1. Since n ≥ i + 2, some differential at some page must kill
the degree n piece of the entry E1i,1. By the paragraph above, we have E
2
ab = 0 in degree n for
a+ b = i+2 for a ≤ i−1 except when n = 2i+1 = i+2. In this exceptional case, our claim follows
from Hypothesis (b). Away from this exceptional case, we have E2ab = 0 in degree n for a+ b = i+2
and a ≤ i− 1. Since E∞i,1 = 0, we must have that
E1i,2 = Hi(GL;A
⊗2
+ )→ Hi(GL;A+) = E
1
i,1
is surjective in degree n, proving our claim.
By induction, the theorem holds for a < i. Hence the degree n piece of Hi(GL;A
⊗2
+ ) is given by
Hi(GLn−1;An−1)⊗H0(GL1;A1)
⊕
H0(GL1;A1)⊗Hi(GLn−1;An−1).
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By the previous paragraph and the (skew) commutativity of A, we conclude that
H0(GL1;A1)⊗Hi(GLn−1;An−1)→ Hi(GLn;An)
is surjective for n ≥ 2i+ 1. This proves Part (a’).
For Part (b’), note that
H0(GL1;A1)⊗H0(GL1;A1)⊗Hi(GLn−2;An−2)→ Hi(GLn;An)
is surjective by Part (a’). But, by associativity of multiplication, this map factors through
H0(GL2;A2)⊗Hi(GLn−2;An−2)→ Hi(GLn;An),
which vanishes by Hypothesis (a). This completes the proof. 
We now show that the initial conditions in Theorem 7.2 are satisfied when A = St. Let T =
T(reg1) be the algebra as in Proposition 3.7 for R = K. Then H0(GL;T ) is naturally isomorphic
to the polynomial ring k[t] which is a monoid in Mod≥0
k
. Thus H0(GL;−) induces a functor
HT0 (GL;−) : ModT → Modk[t] .
Note that there are natural surjections T → St → k of monoids, and so St is a module over T .
Note here that Proposition 4.6 is not applicable as T is not (skew) commutative. Now we apply the
Grothendieck spectral sequence from the proof of Theorem 5.9 to the T -module St to obtain:
E2ab = Tor
k[t]
a (k,H
T
b (GL;St)) =⇒ La+b((k⊗k[t] −) ◦ H
T
0 (GL;−))(St).
A version of Lemma 5.10 for T , implies that HTq (GL;−) is isomorphic to Hq(GL;−) as a graded
k-module and so we shall now drop the superscript T from our notation. Note that Hq(GL;−) has
the structure of a k[t]-module. The spectral sequence above simplifies to
E2ab = Tor
k[t]
a (k,Hb(GL;St)) =⇒ La+b((k⊗k[t] −) ◦ H0(GL;−))(St).
Lemma 7.5. If L1((k⊗k[t] −) ◦ H0(GL;−))(St) vanishes in degree d, then the product map
H0(GL1;St1)⊗H1(GLd−1;Std−1)→ H1(GLd;Std)
is surjective.
Proof. Since Tor
k[t]
i = 0 for i > 1, we have E
2
ab = E
∞
ab . Thus, if L1((k ⊗k[t] −) ◦ H0(GL;−))(St)
vanishes in degree d, then E20,1 vanishes in degree d. Since k[t] = H0(GL;T ), this is equivalent to
the surjectivity of the product map
H0(GL1;T1)⊗H1(GLd−1;Std−1)→ H1(GLd;Std).
The assertion now follows from Proposition 5.12 Part (b) applied to A = T and B = St. 
To calculate L1((k⊗k[t]−)◦H0(GL;−))(St), we need a resolution of St by projective T -modules.
The Sharbly resolution described in §4.3 is a variant of another resolution due to Lee–Szczarba
[LS76b, Theorem 3.1] which we denote by LS∗ → St → 0. The Lee–Szczarba resolution has the
advantage that LS∗ is a projective T -module resolution for any coefficient ring k. This is not true
for the Sharbly resolution. We now describe the Lee–Szczarba resolution.
STABILITY IN THE HIGH-DIMENSIONAL COHOMOLOGY OF CONGRUENCE SUBGROUPS 35
Let X be an object in VB = VBK of rank n. Let LSi be the VB-module defined as follows.
The module LSi(X) is a k-module generated by symbols of the form [v1, . . . , vn+i] where the vj are
distinct nonzero elements of X and where we impose the following relation:
[v1, . . . , vn+i] = 0 if v1, . . . , vn do not span X.
There is an equivariant map
T (X1)⊗ LSi(X2)→ LSi(X)
given by
[u1, . . . , uk][v1, . . . , vn−k+i] = [u1, . . . , uk, v1, . . . , vn−k+i].
This gives LSi the structure of a T -module. It is easy to see that LSi is a projective T -module.
There is a natural differential LSi → LSi−1 given by the alternating sum of forgetting vectors. By
[LS76b, Theorem 3.1], LS∗ → St is a T -projective resolution. In particular, we have
Li((k ⊗k[t] −) ◦ H0(GL;−))(St) = Hi(k⊗k[t] H0(GL; LS∗)).
Since deg k⊗k[t]H0(GL; LS0) = 0, any element of k⊗k[t]H0(GL; LS1) in positive degrees is a cycle.
Thus to show that L1((k⊗k[t]−) ◦H0(GL;−))(St) vanishes in degree 3, it suffices to show that the
following map is surjective in degree 3:
d2 : k⊗k[t] H0(GL; LS2)→ k⊗k[t] H0(GL; LS1).
Recall that a minimal linearly dependent subset of a vector space is called a circuit.
Lemma 7.6. L1((k⊗k[t] −) ◦ H0(GL;−))(St) vanishes in degree 3.
Proof. Let v1, v2, v3, v4 be nonzero vectors in K
3. By the previous paragraph, it suffices to show
that the image of [v1, v2, v3, v4] in coker d2 vanishes. We do this case-by-case as follows.
Case (a). {v2, v3, v4} is not a basis of K
3.
We can assume without loss of generality that {v1, v2, v3, v4} spans K
3. The hypothesis
implies that v1 does not lie in the span of {v2, v3, v4}. Thus we have
[v1, v2, v3, v4] = [v1][v2, v3, v4] ∈ T+LS1,
and so its image in H0(GL; LS1) is contained in k[t]+H0(GL; LS1). The assertion follows
from this.
Case (b). {v1, v2, v3, v4} is a circuit.
Note that we have
d2([v1, v2, v3 + v4, v3, v4]) = [v2, v3 + v4, v3, v4]− [v1, v3 + v4, v3, v4] + [v1, v2, v3, v4]
− [v1, v2, v3 + v4, v4] + [v1, v2, v3 + v4, v3].
By Case (a), the first two terms vanish in coker d2. Let g ∈ GL3(K) be the linear involution
which fixes v1 and v2 and takes v3 to v4. Then g interchanges the last two terms in the
expression above, and so the last two terms cancel each other out in coker d2. Thus the
middle term vanishes in coker d2, completing the proof in Case (b).
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Case (c). {v2, v3, v4} is a basis of K
3 and v1 is a constant multiple of either v2, v3, or v4.
Let u = v2 + v3 + v4. Then we have
d2([u, v1, v2, v3, v4]) = [v1, v2, v3, v4]− [u, v2, v3, v4] + [u, v1, v3, v4]− [u, v1, v2, v4] + [u, v1, v2, v3].
Each of the last four terms fall under Case (a) or Case (b), and so the images of the last four
terms vanish in coker d2. Thus the image of the first term vanishes in coker d2, completing
the proof in Case (c).
Case (d). {v2, v3, v4} is a basis of K
3 and v1 = a2v2+a3v3+a4v4 such that exactly one of a2, a3, a4
is 0.
The hypothesis implies that there exists a unique i ∈ {2, 3, 4} such that ai = 0. Set u = vi.
Then we have
d2([u, v1, v2, v3, v4]) = [v1, v2, v3, v4]− [u, v2, v3, v4] + [u, v1, v3, v4]− [u, v1, v2, v4] + [u, v1, v2, v3].
For each of the last four terms, if vi is present in it then the term falls under Case (c), and
if vi is not present in it then the term falls under Case (a). Thus the last four terms vanish
in coker d2. This shows that the first term vanish in coker d2, completing the proof in Case
(c).
The four cases above are exhaustive, and so our proof is complete. 
Proof of Theorem 7.1. It suffices to prove the theorem when k is a field as the general case follows
from the field case via the universal coefficient theorem. By Theorem 3.2, we know that St is
Koszul. Thus it suffices to verify Hypotheses (a) and (b) in Theorem 7.2. Hypothesis (a) follows
from [APS18, Lemma 2.6], and Hypothesis (b) follows from Lemma 7.5 and Lemma 7.6. 
Remark 7.7. As noted earlier, one can generalize our homological vanishing criterion for Koszul
monoids replacing general linear groups with certain other families of groups.
Our hypotheses in (a) and (b) are likely necessary. In particular, they are necessary if one
replaces general linear groups by symmetric groups. This can be seen from the known calculations for
Hi(Sn; sgnn) where sgnn is the sign representation of Sn. The exterior algebra A in
∏
n≥0ModZ[Sn]
is Koszul and we have An = sgnn. For k a field of characteristic 2, Hypothesis (a) fails. We have
Hi(Sn; sgnn)
∼= Hi(Sn;k) which does not vanish and so conclusion (b
′) does not hold. Now consider
the case k is a field of characteristic 3. It follows from the work of Vogel (see [Hau78, Proposition B])
that the Hypothesis (b) in the theorem above (with GLn replaced by Sn) is false. Moreover, it is
known that Hi(Sn; sgnn) only vanishes for n ≥ 3i + 2 [Hau78]. This is in some sense all that can
go wrong. If one drops Hypothesis (b), the homology still vanishes but in this worse range.
If k is a field of characteristic greater than 3, then Hypotheses (a) and (b) hold [Hau78, Proposi-
tion B]. This gives a new proof of vanishing for Hi(Sn; sgnn) in the range n ≥ 2i+2 after inverting
6. These results can be used to show homological stability for alternating groups.
Remark 7.8. Theorem 7.2 is analogous to a homological stability result of Hepworth [Hep, Theorem
A] (also see [GKRW18, Theorem 18.1] for a related result). We now make this analogy precise. Let
triv be the VB-module which is k in each degree with GLn acting trivially. This is a monoid via
the natural isomorphism k ⊗k k → k. Note that triv-modules are the same as VIC-modules in the
sense of Putman–Sam [PS17]. Koszulness of triv can be easily seen to be equivalent to the fact
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that Charney’s split building is homotopy equivalent to a wedge of top dimensional spheres [Cha80,
Theorem 1.1]. Thus [Hep, Theorem A] for general linear groups can be restated as follows:
• If the monoid triv is Koszul, then {GLn}n≥0 has homological stability in the range n ≥ 2i+2.
This makes it clear that Theorem 7.2 is analogous to [Hep, Theorem A]. We note that our theorem
is applicable to any Koszul monoid rather than just triv but has the disadvantage that it is applicable
only for showing homological vanishing. We expect that [Hep, Theorem A] should admit a general-
ization to Koszul monoids different from triv. Possibly, [Hep, Theorem A] and Theorem 7.2 admit
a common generalization. Also see [GKRW18, §19].
An analogue of the monoid triv can be defined in exactly the same way for various braided
monoidal groupoids {Gn}n≥0. Hepworth defined a complex associated to the groupoid {Gn}n≥0
called the splitting complex generalizing Charney’s split building complex. Koszulness of triv for
the groupoid {Gn}n≥0 is equivalent to the condition that this splitting complex is a wedge of top
dimensional spheres. Thus [Hep, Theorem A] states that if the monoid triv is Koszul, then {Gn}n≥0
has homological stability in the range n ≥ 2i + 2. Hepworth also notes that this theorem applies
when Gn is either one of the following:
• The symmetric group Sn
• The general linear group GLn(R) for R a PID.
• The automorphism group Aut(Fn) of free groups.
• The braid group Brn.
We expect that our Theorem 7.2 should hold for all of these groupoids.
7.2. Homological vanishing for the Steinberg module of the integers. We now prove inte-
gral refinements of Church–Putman’s homological vanishing theorem (Theorem 1.9) for the Stein-
berg module of the integers.
Theorem 7.9. Let k be an arbitrary commutative ring. For n ≥ 6, we have that:
H1(GLn(Z); Stn(Z)⊗Z k) = 0,
H1(SLn(Z); Stn(Z)⊗Z k) = 0.
Proof. It suffices to prove the assertion for SL. The Lyndon–Hochschild–Serre spectral sequence
corresponding to the short exact sequence
1→ Γn(3)→ SLn(Z)→ SLn(F3)→ 1
is given by
Hp(SLn(F3); Hq(Γn(3); Stn(Z)⊗Z k)) =⇒ Hp+q(SLn(Z); Stn(Z)⊗Z k)
Thus it suffices to show that
H1(SLn(F3); H0(Γn(3); Stn(Z)⊗Z k)),
H0(SLn(F3); H1(Γn(3); Stn(Z)⊗Z k))
vanish for n ≥ 6. By [LS76b, Theorem 1.2], we know that H0(Γn(3); Stn(Z) ⊗Z k) = Stn(F3)⊗Z k.
Thus H1(SLn(F3); H0(Γn(3); Stn(Z) ⊗Z k)) = 0 for n ≥ 4 by the homological vanishing result of
Ash–Putman–Sam ([APS18, Theorem 1.1]).
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Let St be the Steinberg monoid inModVBF3 . By Proposition 5.19 and Corollary 5.15, H1(Γ(3),St)
is an St-module generated in degrees ≤ 4. In particular, if n ≥ 4 then we have a surjection
Ind
GLn(F3)
GLn−4(F3)×GL4(F3)
Stn−4(F3)⊗k H1(Γ4(3);St4(Z))→ H1(Γn(3);Stn(Z)).
Now if n ≥ 6, then n−4 ≥ 2, and so by [APS18, Lemma 2.6] we have H0(SLn−4(F3);Stn−4(F3)) = 0.
This shows that H0(SLn(F3); H1(Γn(3); Stn(Z)⊗Z k)) = 0 for n ≥ 6, completing the proof. 
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