Introduction
Given an integer q ≥ 2 and a number θ ∈ (0, 1], consider the collection of all subsets of Z q := Z/qZ having at least θq elements. Among the sets in this collection, suppose S is any one having the minimal number of three-term arithmetic progressions, where in our terminology a three-term arithmetic progression is a triple (x, y, z) ∈ S 3 satisfying x + y ≡ 2z (mod q). Note that this includes trivial progressions (x, x, x), and note that the progression (x, x + d, x + 2d) is different from (x + 2d, x + d, x). Now, let N (θ, q) = #(three − term arithmetic progressions in S modulo q) q 2 .
From an old result of Varnavides [2] we know that N (θ, q) > c(θ) > 0, where c(θ) does not depend on q. A natural question is whether N (θ, q) tends to a limit as q runs through the primes, which was a question mentioned by B. Green in [1] . In this paper we answer this question in the affirmative:
Theorem 1 For a fixed θ ∈ (0, 1] we have lim p→∞ p prime N (θ, p) = c(θ) exists.
The harder, and more interesting question, also asked by B. Green, which we do not answer in this paper, is to give a formula for this limit as a function of θ.
Proof of the Theorem
To prove the theorem we require the following proposition, which is proved in the next section:
Proposition 1 Suppose that q ≥ 3 is an odd prime. Let r = kq + b be an odd integer, where k is also odd and 0 ≤ b < (log q) 1/3 /2. Then, 1. N (θ, kq) ≤ N (θ, q); and, 2. N (θ, r) < N (θ, kq) + (log q) −1/6+o (1) .
No attempt was made to obtain the best result here. For example, perhaps the (log q) −1/6+o(1) can be substantially decreased, or the (log q) 1/3 /2 substantially increased. Now suppose, for proof by contradiction, that the conclusion of the theorem is false. We must have that there is an ǫ 0 > 0 such that lim sup
Thus, for every 0 < ǫ < ǫ 0 there exist infinite sequences of primes q 1 , q 2 , ... and r 1 , r 2 , ... such that for every i, j ≥ 1
Now, fix a prime q j , and consider those primes r i satisfying r i > exp(q 6 j ). For each such r i , let k i be any odd integer such that
The condition (2) is equivalent to k i lying in a certain interval of width at least q j /2; clearly, there is a k i in such an interval satisfying the additional condition that it is odd (at least if q j is sufficiently large). From both conclusions of Proposition 1 with q = q j , b = r i − k i q j and k = k i we deduce that
This, however, contradicts (1) for q j sufficiently large and r i > exp(q 6 j ). The theorem now follows.
3 Proof of Proposition 1
Basic Notation and Fourier Analysis
First we will need some notation and defintions. Given an integer m ≥ 2, and a function f : Z m → C, we define the Fourier transform
where ω = e 2πi/m . Given a subset R ⊆ Z m , we define R(n) to be the indicator function on the set R, which is 1 if n ∈ R and is 0 when n ∈ R. Then, the Fourier transform of this indicator function is just an exponential sum:R
In our proof we will make use of Parseval's identity, which says that
in other words,
This implies that
Another basic fact we will use is the following
In the course of the proof of our proposition we will be working with three different groups, Z q , Z kq , and Z r ; and so, as one can imagine, it is very easy to get confused when one works with Fourier transforms over these different groups. To help make it easier to read the arguments, we will denote the Fourier transform with respect to these groups differently: If R ⊆ Z q we will useR(a) for the Fourier transform; if R ⊆ Z kq we will useȒ(a); and, if R ⊆ Z r , we will useR(a).
Body of the Proof
Suppose that S ⊆ Z q is one of the sets having ≥ θq elements and having q 2 N (θ, q) arithmetic progressions modulo q (the minimal allowed for a set with density ≥ θ) We have that there can be at most (log q)/ log log q values a ∈ {0, ..., q − 1} for which
To see this, let M denote the number of such integers a. Then, from Parseval's identity we have that
The bound on M now follows.
Next, we require the following basic lemma:
where ||u|| denotes the distance from u to the nearest integer.
Proof of the Lemma. Around each of the q vectors of the form ({a 1 n/q}, ..., {a k n/q}), n = 0, 1, ..., q − 1, make a cube (the center will be the vector) with edge width q −1/k . These cubes are to be though of as subsets of the torus [0, 1] k . Each cube has volume 1/q, and there are k of them, so the sum of volumes is 1, the volume of the torus [0, 1] k . Thus, some pair of cubes must have a point in common, say they are the cubes with values n = n 1 and n = n 2 , where n 1 < n 2 . Then, it is easy to see that one has
Now suppose that the M values of a ∈ {0, 1, ..., q − 1} for which (4) holds are a 1 , ..., a M . Then, by the above lemma with k = M there exists an integer n ∈ {1, ..., q − 1} satisfying (5). Consider now the set T ⊆ Z q defined as follows:
We now have the following basic lemma concerning the values a for which |T (a)| is "large".
Then, a is even, and |a| < 2q log q .
Proof.
If we let a ′ ≡ (2n) −1 a (mod q), we will have that a ′ ≡ a i (mod q), which follows from the fact that
Thus, a ≡ 2na i (mod q), for some i = 1, 2, ..., M . But then, since
we must have that a is congruent to an even number in the interval (−2q/ log q, 2q/ log q).
Now we think of T as a subset of {0, 1, 2..., q − 1}, instead of a set of elements of the ring Z q . Then, we consider the subset U ⊆ Z ≥0 defined as follows:
where, recall, k satisfies
We now let U 1 be the obvious embedding of U into the group Z kq ; similarly, we let U 2 be the obvious embedding of U into the group Z r .
We have that the number of solutions vectors (a, b, c) ∈ U 3 1 to the equation
which is proved by first noticing that if (a, b, c) forms a progression in U 1 modulo kq, then it forms a progression modulo q, and therefore (a, b, c) ≡ (u, v, w) (mod q), (u, v, w) ∈ T 3 satisfies u + v ≡ 2w (mod q); and, the factor k 2 comes from the fact that for each (u, v, w), there are k 2 corresponding triples (a, b, c). And so, we deduce conclusion 1 of the proposition, namely that N (θ, kq) ≤ N (θ, q).
We also have from (3) that
Another way that we could prove the relation (7) is to work out the Fourier transformȖ 1 (a) precisely: We have that And so, we deduce that
From this and (3) it follows that
Another thing we can deduce is the following lemma:
we must have a is even, and |a| < 2kq log q .
Proof. The lemma follows immediately from (8) and lemma 2.
We will also require the following two lemmas to proceed further:
Lemma 4 There exists κ > 0 so that the following holds for all q sufficiently large: If |a| < r/2 satisfies
Proof of the lemma. This lemma is basically proved by a certain "interpolation" argument: The fact that |Ȗ 1 (a)| is "small" for |a| away from 0 says that the exponential polynomial thatȖ 1 (a) represents is small at a lot of well-spaced, close-together points on the unit circle; the polynomial must then be small at the points in between these well-spaced ones, which implies U 2 (a) is small for |a| away from 0 too. With a little bit of work one can show that
Thus,
(9) Now, this inner sum over n is a geometric series, which is bounded from above in absolute value by 2 exp − 2πi(ab+c(kq+b))
Of course, we also always have the trivial upper bound of kq on the absolute value of this geometric series. Now suppose that |a| ≤ r/2 satisfies |a| ≥ 3kq log q .
Then, from Lemma 3 we deduce that
From this, (9), our upper bound in (10), the Cauchy-Schwarz inequality, and Parseval's identity, we deduce that for some absolute constant C > 1,
for q sufficiently large.
Lemma 5 Suppose that a is an integer satisfying |a| < 10kq/ log q. Then,
Proof of the Lemma. From the fact that |b| < (log q) 1/3 /2 we have that 
We have that 1 r
is the number of triples (u, v, w) ∈ U 3 2 such that u+v ≡ 2w (mod r). Write this as 1
where Σ 1 is the sum ofŨ 2 (a) 2Ũ 2 (−2a) over all those values of a for which
where κ is as in lemma 4, and where Σ 2 is the sum for the remaining values of a.
We will re-express Σ 1 as a sum of termsȖ 1 (a) 2Ȗ 1 (−2a), with a small error.
Let A 1 denote the set of values of a over which we sum to produce Σ 1 , and let A 2 denote the set of values of a for Σ 2 .
Since each a ∈ A 1 satisfies (12), we have from Lemma 4 that if we let a ′ be the least residue in absolute value of −2a modulo r, then |a ′ | < 3r/ log q. But then, from Lemma 5 we deduce that
From Lemma 3 we then deduce also that a ′ is even; and so, we must have that |a| < 2r/ log q, since |a ′ | < 3r/ log q is even and satisfies a ′ ≡ −2a (mod r). Thus, by Lemma 5 again we deduce that for a ∈ A 1 ⊂ (−2r/ log q, 2r/ log q),
(13) It follows that
The last line here follows from Parseval's identity.
Applying (13) again, we have
Now, from Parseval's identity and the Cauchy-Schwarz inequality we have that
So,
We now replace the final factorŨ 2 (a) withȖ 1 (a). We have that
where the last line here follows from the following, which is proved via the Cauchy-Schwarz inequality and Parseval's identity:
Next, we bound Σ 2 from above in absolute value. From the fact that a ∈ A 2 does not satisfy (12), we deduce that
So, we conclude that
We now extend this sum over a ∈ A 1 to a sum over all a satisfying |a| < kq/2. In order to do this, we let A 1 denote the set of values of a satisfying |a| < kq/2 that do not lie in A 1 . We now require the following lemma:
Lemma 6 For each a ∈ A 1 we have
for t sufficiently large.
Proof. First suppose that a ∈ A 1 fails to satisfy (15). Then, we will have from Lemma 3 that −2a is congruent modulo kq to an even integer in (−2kq/ log q, 2kq/ log q); in other words, a is congruent modulo kq to an integer in (−kq/ log q, kq/ log q). But then, we have from Lemma 5 that since a ∈ A 1 and |a| < r/2 fails to satisfy (12),
for t sufficiently large. This contradicts our assumption that (15) fails to hold. Thus, we conclude that (15) holds.
From this lemma we deduce from Parseval's identity that
Combining this with (14) we deduce
It follows from this and (7) that 
We require one final lemma to prove our theorem:
Lemma 7 We have that
Proof. The left hand side of the inequality equals the number of triples (u, v, w) ∈ U 3 2 such that u + v ≡ 2w (mod r). If |U 2 | ≥ θr, then the inequality would follow immediately. However, if this is not the case, at the very least we have that
Now, by adding at most O((log q) 1/3 ) elements from U 2 , we can produce a new set U ′ 2 satisfying |U ′ 2 | ≥ θr. Each element we add from U 2 to produce U ′ 2 changes the number of solutions u + v ≡ 2w (mod r) by at most r. Thus, the number of triples (u, v, w) ∈ U ′3 2 satisfying u + v ≡ 2w (mod r) equals the number of such triples in U 2 up to an error of O(r(log q) 2/3 ). But then, since |U ′ 2 | ≥ θr, we have that the number of such triples in U ′ 2 is at least N (θ, r)r 2 . So,
≥ N (θ, r)r 2 − O(r(log q) 2/3 ).
We conclude from this lemma and (16) that N (θ, r) < N (θ, q) + (log q) −1/6+o (1) .
