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Abstract
This paper is a continuation of our earlier work “[T. Jin, Y.Y. Li and J. Xiong, On a
fractional Nirenberg problem, part I: blow up analysis and compactness of solutions, to
appear in J. Eur. Math. Soc.]”, where compactness results were given on a fractional
Nirenberg problem. We prove two existence results stated there. We also obtain a fractional
Aubin inequality.
1 Introduction
Let (Sn, gSn), n ≥ 2, be the standard sphere in Rn+1. The fractional Nirenberg problem
studied in [12] is equivalent to solving:
Pσ(v) = c(n, σ)Kv
n+2σ
n−2σ on Sn, (1.1)
where σ ∈ (0, 1) is a constant, K is a continuous function on Sn,
Pσ =
Γ(B + 12 + σ)
Γ(B + 12 − σ)
, B =
√
−∆gSn +
(
n− 1
2
)2
, (1.2)
c(n, σ) = Γ(n2 + σ)/Γ(
n
2 − σ), Γ is the Gamma function and ∆gSn is the Laplace-Beltrami
operator on (Sn, gSn). See [4]. The operator Pσ can be seen more concretely on Rn using
stereographic projection. The stereographic projection from Sn\{N} to Rn is the inverse of
F : Rn → Sn \ {N}, y 7→
(
2y
1 + |y|2
,
|y|2 − 1
|y|2 + 1
)
,
where N is the north pole of Sn. Then
(Pσ(φ)) ◦ F = |JF |
−n+2σ
2n (−∆)σ(|JF |
n−2σ
2n (φ ◦ F )) for φ ∈ C2(Sn),
1
where
|JF | =
(
2
1 + |y|2
)n
,
and (−∆)σ is the fractional Laplacian operator (see, e.g., page 117 of [24]). When σ ∈ (0, 1),
Pavlov and Samko [20] showed that
Pσ(v)(ξ) = Pσ(1)v(ξ) + cn,−σ
∫
Sn
v(ξ)− v(ζ)
|ξ − ζ|n+2σ
dvolgSn (ζ) (1.3)
for v ∈ C2(Sn), where cn,−σ =
22σσΓ(n+2σ
2
)
pi
n
2 Γ(1−σ)
and
∫
Sn
is understood as lim
ε→0
∫
|x−y|>ε.
When K = 1, (1.1) is the Euler-Lagrange equation for a functional associated to the follow-
ing sharp Sobolev inequality on Sn (see [3])
(
−
∫
Sn
|v|
2n
n−2σ dvolgSn
)n−2σ
n
≤
Γ(n2 − σ)
Γ(n2 + σ)
−
∫
Sn
vPσ(v) dvolgSn for v ∈ H
σ(Sn), (1.4)
where −
∫
Sn
= 1|Sn|
∫
Sn
and Hσ(Sn) is the closure of C∞(Sn) under the norm
‖u‖Hσ(Sn) : =
∫
Sn
vPσ(v) dvolgSn
= Pσ(1)
∫
Sn
v2dvolgSn +
cn,−σ
2
∫∫
Sn×Sn
(v(ξ)− v(ζ))2
|ξ − ζ|n+2σ
dξdζ.
The sharp Sobolev inequality on Rn is
(∫
Sn
|u|
2n
n−2σ dx
)n−2σ
n
≤
Γ(n2 − σ)
ω
2σ
n
n Γ(
n
2 + σ)
‖u‖2
H˙σ(Rn)
for u ∈ H˙σ(Rn), (1.5)
where ωn is the volume of the unit sphere and H˙σ(Rn) is the closure of C∞c (Rn) under the norm
‖u‖H˙σ(Rn) : = ‖(−∆)
σ/2u‖L2(Rn).
The best constant and extremal functions of (1.5) were obtained in [17] and some classifications
of solutions of (1.1) with K ≡ 1 can be found in [8] and [16].
It is clear, by multiplying (1.1) by v, that a necessary condition for solving the problem is
that K has to be positive somewhere. As in the classical case [13], the following Kazdan-Warner
type condition ∫
Sn
〈∇gSnK,∇gSnξ〉v
2n
n−2σ = 0 (1.6)
gives another obstruction to solving (1.1). The proof of (1.6) is given in [12]. Throughout the
paper, we assume that σ ∈ (0, 1) and n ≥ 2 without otherwise stated.
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Definition 1.1. For d > 0, we say that K ∈ C(Sn) has flatness order greater than d at ξ if,
in some local coordinate system {y1, · · · , yn} centered at ξ, there exists a neighborhood O of 0
such that K(y) = K(0) + o(|y|d) in O .
Theorem 1.1. Let σ ∈ (0, 1), and K ∈ C1,1(Sn) be an antipodally symmetric function, i.e.,
K(ξ) = K(−ξ) ∀ ξ ∈ Sn, which is positive somewhere on Sn. If there exists a maximum point
of K at which K has flatness order greater than n− 2σ, then (1.1) has at least one positive C2
solution.
For 2 ≤ n < 2+2σ, K ∈ C1,1(Sn) has flatness order greater than n−2σ at every maximum
point. When σ = 1, the above theorem was proved by Escobar and Schoen [10] for n ≥ 3. On
S
2
, the existence of solutions of −∆gSnv + 1 = Ke2v for such K was proved by Moser [19].
Theorem 1.1 was stated in [12] and it is proved in Section 2.
Theorem 1.2. Suppose that K ∈ C1,1(Sn) is a positive function satisfying that for every critical
point ξ0 ofK , in some geodesic normal coordinates {y1, · · · , yn} centered at ξ0, there exist some
small neighborhood O of 0 and positive constants β = β(ξ0) ∈ (n − 2σ, n), γ ∈ (n − 2σ, β]
such that K ∈ C [γ],γ−[γ](O) (where [γ] is the integer part of γ) and
K(y) = K(0) +
n∑
j=1
aj |yj|
β +R(y), in O,
where aj = aj(ξ0) 6= 0,
∑n
j=1 aj 6= 0, R(y) ∈ C
[β]−1,1(O) satisfies∑[β]
s=0 |∇
sR(y)||y|−β+s → 0 as y → 0. If∑
ξ∈Sn such that ∇g
Sn
K(ξ)=0,
∑n
j=1 aj(ξ)<0
(−1)i(ξ) 6= (−1)n,
where
i(ξ) = #{aj(ξ) : ∇gSnK(ξ) = 0, aj(ξ) < 0, 1 ≤ j ≤ n},
then (1.1) has at least one C2 positive solution. Moreover, there exists a positive constant C
depending only on n, σ and K such that for all positive C2 solutions v of (1.1),
1/C ≤ v ≤ C and ‖v‖C2(Sn) ≤ C.
For n = 3, σ = 1, the existence part of the above theorem was established by Bahri and
Coron [2], and the compactness part were given in Chang, Gursky and Yang [5] and Schoen and
Zhang [23]. For n ≥ 4, σ = 1, the above theorem was proved by Li [14]. The statement of
Theorem 1.2 and a proof of the compactness part were given in [12]. In Section 3, we prove the
existence part of the theorem. The proof is based on a perturbation result, Theorem 3.1, and an
application of the Leray-Schauder degree. In Section 4, we prove a fractional Aubin inequality.
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2 Proof of Theorem 1.1
Let Hσas be the set of antipodally symmetric functions in Hσ(Sn), and let
λas(K) = inf
v∈Hσas
{∫
Sn
vPσ(v) :
∫
Sn
K|v|
2n
n−2σ = 1
}
.
We also denote ωn as the volume of Sn. The proof of Theorem 1.1 is divided into two steps.
Proposition 2.1. Let K ∈ C1,1(Sn) be antipodally symmetric and positive somewhere. If
λas(K) <
Pσ(1)ω
2σ
n
n 2
2σ
n
(maxSn K)
n−2σ
n
, (2.1)
then there exists a positive and antipodally symmetric C2(Sn) solution of (1.1).
Proposition 2.2. Let K ∈ C1,1(Sn) be antipodally symmetric and positive somewhere. If there
exists a maximum point of K at which K has flatness order greater than n− 2σ, then
λas(K) <
Pσ(1)ω
2σ
n
n 2
2σ
n
(maxSn K)
n−2σ
n
. (2.2)
Proof of Theorem 1.1. It follows from Proposition 2.1 and Proposition 2.2.
The proof of Proposition 2.1 uses subcritical approximations. For 1 < p < n+2σn−2σ , we define
λas,p(K) = inf
v∈Hσas
{∫
Sn
vPσ(v) :
∫
Sn
K|v|p+1 = 1
}
.
We begin with a lemma
Lemma 2.1. Let K ∈ C1,1(Sn) be antipodally symmetric and positive somewhere. Then
λas,p(K) is achieved by a positive and antipodally symmetric C2(Sn) function vp, which satis-
fies
Pσ(vp) = λas,p(K)Kv
p
p and
∫
Sn
Kvp+1p = 1. (2.3)
4
Proof. The existence of a nonnegative solution vp of (2.3) follows from standard variational
method and the inequality
∫
Sn
|v|Pσ(|v|) ≤
∫
Sn
vPσ(v) for all v ∈ Hσ(Sn). The regularity and
positivity of vp follows from Proposition 2.4 and Theorem 2.1 in [12].
Proof of Proposition 2.1. First of all, we see that
lim sup
p→n+2σ
n−2σ
λas,p(K) ≤ λas(K).
Indeed, for any ε > 0, there exists a nonnegative function v ∈ Hσas such that∫
Sn
vPσ(v) < λas + ε and
∫
Sn
Kv
2n
n−2σ = 1.
Let Vp :=
∫
Sn
Kvp+1. Since limp→n+2σ
n−2σ
Vp =
∫
Sn
Kv
2n
n−2σ = 1, we have, for p closed to n+2σn−2σ ,
λas,p(K) ≤
∫
Sn
v
V
1/(p+1)
p
Pσ
(
v
V
1/(p+1)
p
)
≤ λas(K) + 2ε.
Hence, we may assume that there exists a sequence {pi} → n+2σn−2σ such that λas,pi(K) → λ for
some λ ≤ λas(K). Since {vi}, which is a sequence of minimizers in Lemma 2.1 for p = pi,
is bounded in Hσ(Sn), then there exists v ∈ Hσ(Sn) such that vi ⇀ v weakly in Hσ(Sn)
and v is nonnegative. If v 6≡ 0, it follows from (1.3) that v > 0 on Sn, and we are done.
Now we suppose that v ≡ 0. If {‖vi‖L∞(Sn)} is bounded, by the local estimates established
in [12] we have {‖vi‖C2(Sn)} is bounded, too. Therefore, vi → 0 in C1(Sn) which leads
to 1 =
∫
Sn
K|vi|
pi+1 → 0. This is a contradiction. Thus we may assume that vi(xi) :=
maxSn vi → ∞. Since Sn is compact, there exists a subsequence of {xi}, which will be still
denoted as {xi}, and x¯ such that xi → x¯. Without loss of generality we assume that x¯ is the
south pole. Via the stereographic projection F−1, (2.3) becomes
(−∆)σui(y) = λas,pi(K)K ◦ F (y)
(
2
1 + |y|2
)εi
upii (y), y ∈ R
n (2.4)
where vi ◦ F (y) = (1+|y|
2
2 )
n−2σ
2 ui(y) and εi = n+2σ−pi(n−2σ)2 . Thus for any y ∈ R
n
, ui(y) ≤
2
n−2σ
2 ui(yi) where yi := F−1(xi) → 0. For simplicity, we denote mi := ui(yi). By our
assumption on vi we have mi →∞. Define
u˜i(y) = (mi)
−1ui
(
(mi)
1−pi
2σ y + yi
)
.
From (2.4) we see that u˜i(y) satisfies, for any y ∈ Rn,
(−∆)σu˜i(y) =λas,pi(K)K ◦ F (m
1−pi
2σ
i y + yi)
·
(
2
1 + |(mi)
1−pi
2σ y + yi|2
)εi
u˜ii(y).
(2.5)
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Since 0 < u˜i ≤ 2
n−2σ
2 , by the local estimates in [12] {u˜i} is bounded in C2loc(Rn). Note
that since {vi} is bounded in Hσ(Sn), {u˜i} is bounded in H˙σ(Rn). Then there exists u ∈
C2(Rn) ∩ H˙σ(Rn) such that, by passing to a subsequence, u˜i → u in C2loc(Rn), u(0) = 1,
u˜i ⇀ u weakly in H˙σ(Rn) and u weakly satisfies
(−∆)σu = λK(x¯)u
n+2σ
n−2σ . (2.6)
Hence λ > 0, K(x¯) > 0, and the solutions of (2.6) are classified in [8] and [16] (see also
Theorem 1.5 in [12]).
For x ∈ Sn and r > 0, we denote B(x, r) be the geodesic ball centered at x with radius r on
S
n
, and for y ∈ Rn and R > 0, we denote B(y,R) be the Euclidean ball in Rn of center y and
radius R. For any R > 0, let Ωi := F (B(yi,m
1−pi
2σ
i R)), we have∫
Ωi
Kvpi+1i =
∫
B(yi,m
1−pi
2σ
i R)
K ◦ F (y)
(
2
1 + |y|2
)εi
upi+1i
=
∫
B(0,R)
m
εi
2
i K ◦ F ((mi)
1−pi
2σ y + yi)
(
2
1 + |(mi)
1−pi
2σ y + yi|2
)εi
u˜pii (y)
≥ K(x¯)
∫
B(0,R)
u
2n
n−2σ + o(1)
as pi →
n+2σ
n−2σ , where we used that K is positive near x¯, εi → 0 and u˜i → u in C
2
loc(R
n). Since
K and vi are antipodally symmetric, we have, by taking δ small and R sufficiently large,
1 =
∫
Sn
Kvpi+1i ≥ 2
∫
B(x1,δ)
Kvpi+1i +
∫
{K<0}
Kvpi+1i
= 2K(x¯)
∫
Rn
u
2n
n−2σ +
∫
{K<0}
Kvpi+1i .
(2.7)
We claim that ∫
{K<0}
Kvpi+1i → 0 as pi →
n+ 2σ
n− 2σ
.
Indeed, for any ε > 0, it is not difficult to show, by blow up analysis, that ‖vi‖L∞(Ωε/4) ≤ C(ε)
where Ωε := {x ∈ Sn : K(x) < −ε} and C(ε) is independent of pi. By the local estimates
established in [12], we have ‖vi‖C2(Ωε/2) ≤ C(ε) and hence vi → 0 in C1(Ωε) (recall that we
assumed that vi ⇀ 0 weakly in Hσ(Sn)). Thus when pi is sufficiently close to n+2σn−2σ ,∫
Ωε
|K|vpi+1i < ε.
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On the other hand, by Ho¨lder inequality and Sobolev inequality,∫
−ε≤K<0
|K|vpi+1i < C(n, σ)ε‖vi‖
pi+1
L
2n
n−2σ
≤ C(n, σ, λas)ε,
which finishes the proof of our claim. Thus, (2.7) leads to
1 ≥ 2K(x¯)
∫
Rn
u
2n
n−2σ + o(1). (2.8)
By the sharp Sobolev inequality (1.4), (2.6) and (2.8), we have
Pσ(1)ω
2σ
n
n ≤
∫
Rn
u(−∆)σu(∫
Rn
u
2n
n−2σ
)n−2σ
n
= λK(x¯)
(∫
Rn
u
2n
n−2σ
) 2σ
n
≤ λas(K)K(x¯)(2K(x¯))
−2σ/n
≤ λas(K)2
−2σ/n(max
Sn
K)1−2σ/n,
which contradicts with (2.1).
Next we shall prove Proposition 2.2 using some test functions, which are inspired by [11,
21].
Proof of Proposition 2.2. Let ξ1 be a maximum point of K at which K has flatness order greater
than n− 2σ. Suppose ξ2 is the antipodal point of ξ1. For β > 1 and i = 1, 2 we define
vi,β(x) =
( √
β2 − 1
β − cos ri
)n−2σ
2
, (2.9)
where ri = d(x, ξi) is the geodesic distance between x and ξi on the sphere. It is clear that
Pσ(vi,β) = Pσ(1)v
n+2σ
n−2σ
i,β and
∫
Sn
v
2n
n−2β
i,β = ωn.
Let
vβ = v1,β + v2,β,
which is antipodally symmetric. Then∫
Sn
vβPσ(vβ) = Pσ(1)
∫
Sn
2∑
i=1
v
n+2σ
n−2σ
i,β
2∑
j=1
vj,β
= Pσ(1)
∫
Sn
2∑
i=1
v
2n
n−2σ
i,β + 2v
n+2σ
n−2σ
1,β v2,β
= Pσ(1)2ωn
(
1 + ω−1n
∫
Sn
v
n+2σ
n−2σ
1,β v2,β
)
.
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By direct computations with change of variables, we have∫
Sn
v
n+2σ
n−2σ
1,β v2,β = A(β − 1)
n−2σ
2 + o
(
(β − 1)
n−2σ
2
)
for β close to 1, where
A = 2−
n−2σ
2 ωn−1
∫ +∞
0
2nrn−1
(1 + r2)
n+2σ
2
dr > 0.
Choose a sufficiently small neighborhood V1 of ξ1 and let V2 = {x ∈ Sn : −x ∈ V1}. Then K
is positive in V1 ∪ V2 and∫
Sn
Kv
2n
n−2σ
β =
∫
∪Vi
K (v1,β + v2,β)
2n
n−2σ +
∫
Sn\∪Vi
Kv
2n
n−2σ
β
= 2
∫
V1
K (v1,β + v2,β)
2n
n−2σ +
∫
Sn\∪Vi
Kv
2n
n−2σ
β
≥ 2
∫
V1
K
(
v
2n
n−2σ
1,β +
2n
n− 2σ
v
n+2σ
n−2σ
1,β v2,β
)
+
∫
Sn\∪Vi
Kv
2n
n−2σ
β .
Since K(x) is flat of order n− 2σ at ξ1, we have in V1 that,
K(x) = K(ξ1) + o(1)|x− ξ1|
n−2σ .
Thus ∫
Sn
Kv
2n
n−2σ
β ≥ 2K(ξ1)
∫
Sn
v
2n
n−2σ
1,β +
4nA
n− 2σ
K(ξ1)(β − 1)
n−2σ
2 + o
(
(β − 1)
n−2σ
2
)
= 2K(ξ1)ωn
(
1 +
2nA
n− 2σ
ω−1n (β − 1)
n−2σ
2 + o
(
(β − 1)
n−2σ
2
))
for β close to 1. Hence∫
Sn
vβPσ(vβ)(∫
Sn
Kv
2n
n−2σ
β
)n−2σ
n
≤
Pσ(1)ω
2σ
n
n 2
2σ
n
K(ξ1)
n−2σ
n
(
1−
A
ωn
(β − 1)
n−2σ
2 + o
(
(β − 1)
n−2σ
2
))
,
which implies (2.2) holds.
Theorem 1.1 can be extended to positive functions K which are invariant under some isom-
etry group acting without fixed points (see [11, 21]). Denote Isom(Sn) as the isometry group
of the standard sphere (Sn, gSn). Let G be a subgroup of Isom(Sn). We say that G acts without
fixed points if for each x ∈ Sn, the orbit OG(x) := {g(x)|g ∈ G} has at least two elements.
We denote |OG(x)| be the number of elements in OG(x). A function K is called G-invariant if
K ◦ g ≡ K for all g ∈ G.
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Theorem 2.1. Let G be a finite subgroup of Isom(Sn) and act without fixed points. Let K ∈
C1,1(Sn) be a positive and G-invariant function. If there exists ξ0 ∈ Sn such that K has flatness
order greater than n− 2σ at ξ0, and for any x ∈ Sn
K(ξ0)
|OG(ξ0)|
2σ
n−2σ
≥
K(x)
|OG(x)|
2σ
n−2σ
, (2.10)
then (1.1) possesses a positive and G-invariant C2(Sn) solution.
Let HσG be the set of G-invariant functions in Hσ(Sn). Let
λG(K) = inf
v∈HσG
{∫
Sn
vPσ(v) :
∫
Sn
K|v|
2n
n−2σ = 1
}
.
Similar to Theorem 1.1, the proof of Theorem 2.1 is again divided into two steps.
Proposition 2.3. Let G be a finite subgroup of Isom(Sn). Let K ∈ C1,1(Sn) be a positive and
G-invariant function. If for all x ∈ Sn,
λG(K) <
Pσ(1)ω
2σ
n
n |OG(x)|
2σ
n
K(x)
n−2σ
n
, (2.11)
then there exists a positive G-invariant C2(Sn) solution of (1.1).
Proposition 2.4. Let G be a finite subgroup of Isom(Sn) and act without fixed points. Let
K ∈ C1,1(Sn) be a positive and G-invariant function. If K has flatness order greater than
n− 2σ at ξ1 for some ξ1 ∈ Sn, then
λG(K) <
Pσ(1)ω
2σ
n
n |OG(ξ1)|
2σ
n
K(ξ1)
n−2σ
n
. (2.12)
Theorem 2.1 follows from Proposition 2.3 and Proposition 2.4 immediately. The proof of
Proposition 2.3 uses subcritical approximations and blow up analysis, which is similar to that of
Proposition 2.1. Proposition 2.4 can be verified by the following G-invariant test function
vβ =
m∑
i=1
vi,β,
where m = |OG(ξ1)|, OG(ξ1) = {ξ1, . . . , ξm}, ξi = gi(ξ1) for some gi ∈ G, g1 = Id,
vj,β := v1,β ◦ g
−1
i and v1,β is as in (2.9). We omit the detailed proofs of Propositions 2.3 and
2.4, and leave them to the readers.
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3 Proof of Theorem 1.2
In this section, we first establish a perturbation result, see Theorem 3.1. The method we shall
use is smilar to that in [14], but we have to set up a framework to fit the fractional situation.
Perturbation results in the classical Nirenberg problem were obtained in [6], [7], [14] and many
others.
For a conformal transformation ϕ : Sn → Sn, we set
Tϕv = v ◦ ϕ|det dϕ|
(n−2σ)/2n,
where |det dϕ| denotes the Jacobian of ϕ satisfying
ϕ∗gSn = |det dϕ|
2/ngSn .
Lemma 3.1. For any conformal transform ϕ on Sn we have∫
Sn
TϕvPσ(Tϕv) dvolgSn =
∫
Sn
vPσ(v) dvolgSn
and ∫
Sn
|Tϕv|
2n
n−2σ dvolgSn =
∫
Sn
|v|
2n
n−2σ dvolgSn
for all v ∈ Hσ(Sn).
Proof. We only prove the first equality. Recall that Pσ = P gSnσ . By the conformal invariance of
P gσ , ∫
Sn
vPσ(v) dvolgSn =
∫
Sn
v ◦ ϕPϕ
∗gSn
σ (v ◦ ϕ) dvolϕ∗gSn
=
∫
Sn
v ◦ ϕP | detϕ|
2/ngSn
σ (v ◦ ϕ)|detϕ|dvolgSn
=
∫
Sn
v ◦ ϕ|detϕ|−
n+2σ
2n P gSnσ (v ◦ ϕ|detϕ|
n−2σ
2n )|detϕ|dvolgSn
=
∫
Sn
TϕvPσ(Tϕv) dvolgSn .
For P ∈ Sn, 1 ≤ t <∞, we recall a conformal transform (see, e.g., [6])
ϕP,t : S
n → Sn, y 7→ ty, (3.1)
where y is the stereographic projection coordinates of points on Sn while the stereographic
projection is performed with P as the north pole to the equatorial plane of Sn. The totality of
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such a set of conformal transforms is diffeomorphic to the unit ball Bn+1 in Rn+1, with the
identity transformation identified with the origin in Bn+1 and
ϕP,t ↔ ((t− 1)/t)P =: p ∈ B
n+1
in general. We denote ϕp = ϕP,t. Let
M =
{
v ∈ Hσ(Sn) : −
∫
Sn
|v|
2n
n−2σ dvolgSn = 1
}
,
M0 =
{
v ∈ M : −
∫
Sn
x|v|
2n
n−2σ dvolgSn = 0
}
.
Define
̟ : M0 ×B
n+1 → M
by
v = ̟(w, p) = T−1ϕp w, w ∈ M0.
Lemma 3.2. ̟ : M0 ×B1 → M is a C2 diffeomorphism.
Proof. The proof is the same as that of Lemma 5.4 in [14].
Consider the following functional on M
EK(v) =
−
∫
Sn
vPσ(v) dvolgSn(
−
∫
Sn
K|v|2n/(n−2σ) dvolgSn
)(n−2σ)/n ,
where K > 0. By (1.4) we see that the functional EK has a lower bound over M provided K is
positive and bounded. By Lemma 3.1, EK is in fact defined on M0 when K is a constant. Due
to the classification of extremas of (1.4), minw∈M0 E1 = Pσ(1) is achieved only by −1 and 1.
Note that both M and M0 are C2 surfaces in the Hilbert space Hσ(Sn).
Lemma 3.3. Let T1M denote the tangent space of M at v = 1, then we have
T1M =
{
φ :
∫
Sn
φ = 0
}
= span{spherical harmonics of degree ≥ 1}.
Lemma 3.4. Let T1M0 denote the tangent space of M0 at v = 1, then we have
T1M0 = span{spherical harmonics of degree ≥ 2}.
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The above two Lemmas follow from direct computations and some elementary properties of
spherical harmonics.
The following lemma can be proved by the Implicit Function Theorem (see Lemma 6.4 in
[14]).
Lemma 3.5. For w˜ ∈ T1M0, w˜ close to 0, there exist µ(w˜) ∈ R, η(w˜) ∈ Rn+1 being C2
functions such that
−
∫
Sn
|1 + w˜ + µ+ η · x|2n/(n−2σ) = 1 (3.2)
and ∫
Sn
|1 + w˜ + µ+ η · x|2n/(n−2σ)x = 0. (3.3)
Furthermore, µ(0) = 0, η(0) = 0,Dµ(0) = 0 and Dη(0) = 0.
Let us use w˜ ∈ T1M0 as local coordinates of w ∈ M0 near w = 1, and w˜ = 0 corresponds
to w = 1.
Let
E˜(w˜) = E1(w) = −
∫
Sn
wPσ(w),
where w˜ ∈ T1M0 and w = 1 + w˜ + µ(w˜) + η(w˜) · x as in Lemma 3.5. It is well-known (see,
e.g. [18]) that Pσ has eigenfunctions the spherical harmonics and eigenvalues
λk =
Γ(k + n2 + σ)
Γ(k + n2 − σ)
, k ≥ 0,
with multiplicity (2k + n − 1)(k + n − 2)!/(n − 1)!k!. Note that λ0 = Pσ(1). Since Pσ is a
linear operator, it follows from Lemma 3.3, Lemma 3.4 and Lemma 3.5 that
E˜(w˜) = Pσ(1)(1 + 2µ(w˜)) +−
∫
Sn
w˜Pσ(w˜) + o(‖w˜‖
2
Hσ(Sn)).
By (3.2), it follows that
µ(w˜) =
1
2
D2µ(0)(w˜, w˜) + o(‖w˜‖2Hσ(Sn))
= −
1
2
·
n+ 2σ
n− 2σ
−
∫
Sn
w˜2 + o(‖w˜‖2Hσ(Sn)).
Note that λ1 = n+2σn−2σPσ(1). Therefore, we have
E˜(w˜) = Pσ(1) +−
∫
Sn
(w˜Pσ(w˜)− λ1w˜
2) + o(‖w˜‖2Hσ(Sn)). (3.4)
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Set Q(w˜) := −
∫
Sn
(w˜Pσ(w˜)− λ1w˜
2). By Lemma 3.4, we see that for any w˜, v˜ ∈ T1M0
D2Q(w˜)(v˜, v˜) = 2−
∫
Sn
v˜Pσ(v˜)− λ1v˜v˜
≥ 2(1−
λ1
λ2
)‖v˜‖2Hσ(Sn),
(3.5)
which means the quadratic form Q(w˜) is positive definite in T1M0. Moreover, it follows from
(1.4) that for some ε1 = ε1(n, σ) > 0,
‖EK |M0 − E1|M0‖C2(Bε1 (1)) ≤ O(ε), (3.6)
provided ‖K − 1‖L∞(Sn) ≤ ε. Here Bε1(1) denotes the ball in M0 of radius ε1 centered at 1.
It is elementary to compute that for any w˜ ∈ T1M0, we have, for any constant c, that
〈DEK |M0(1), w˜〉 = −2Pσ(1)
(
−
∫
Sn
K
)(2σ−2n)/n
−
∫
Sn
(K − c)w˜.
It follows that
|〈DEK |M0(1), w˜〉| ≤ C‖K − c‖L2n/(n+2σ)‖w˜‖L2n/(n−2σ)
≤ C‖K − c‖L2n/(n+2σ)‖w˜‖Hσ .
Therefore,
‖DEK |M0(1)‖ ≤ C‖K − c‖L2n/(n+2σ) . (3.7)
Lemma 3.6. Let K ∈ C1(Sn). There exist ε2 = ε2(n, σ) > 0, ε3 = ε3(n, σ) > 0, such that, if
‖K − 1‖L∞(Sn) ≤ ε ≤ ε2,
min
w∈M0, ‖w−1‖Hσ≤ε3
EK(w)
has a unique minimizer wK . Furthermore, D2EK |M0(wK) is positive definite and
wK > 0 on S
n, (3.8)
‖wK − 1‖Hσ ≤ C(n, σ) inf
c∈R
‖K − c‖L2n/(n+2σ) , (3.9)
‖wK − 1‖L∞ + ‖Pσ(wK − 1)‖L∞ ≤ oε(1), (3.10)
where oε(1) denotes some quantity depending only on n, σ which tends to 0 as ε→ 0. If σ ≥ 12 ,
then there exists C(n, σ, ε2) > 0 such that
‖∇wK‖L2 ≤ C(n, σ, ε2) inf
c˜∈[1/2,2]
‖K − c˜‖L2 . (3.11)
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Proof. It follows from (3.4), (3.5) and (3.6) that the minimizing problem has a unique minimizer
wK and D2EK |M0(wK) is positive definite. (3.9) follows from (3.5), (3.6), (3.7) and some
standard functional analysis arguments.
Since wK is a constrained local minimum, wK satisfies the Euler-Lagrange equation for
some Lagrange multiplier ΛK ∈ Rn+1:
Pσ(wK) = (λKK − ΛK · x)|wK |
4σ/(n−2σ)wK on S
n, (3.12)
where
λK =
−
∫
Sn
wKPσ(wK)
−
∫
Sn
K|wK |
2n
n−2σ
.
It is clear that |λK − c(n, σ)| = O(ε) (recall that c(n, σ) is defined in (1.1), which equals to
Pσ(1)). Since Pσ is a self-adjoint operator and Pσ(ΛK ·x) = λ1(n, σ)ΛK ·x, multiplying (3.12)
by ΛK · x and integrating over both sides we have
λ1(n, σ)
∫
Sn
wKΛK · x
= λK
∫
Sn
K|wK |
4σ/(n−2σ)wKΛK · x−
∫
Sn
(ΛK · x)
2|wK |
4σ/(n−2σ)wK .
(3.13)
Making use of the fact that ‖K − 1‖L∞ ≤ ε and ‖wK − 1‖Hσ ≤ O(ε), we conclude that
|ΛK | = O(ε). (3.14)
Set wK = w+K − w
−
K . Note that
∫
Sn
|w−K |
2n/(n−2σ) ≤
∫
Sn
|wK − 1|
2n/(n−2σ) ≤ oε(1). On the
other hand, we have, by multiplying (3.12) by −w−K ,
C
∫
Sn
(w−K)
2n
n−2σ ≥
∫
Sn
w−KPσ(−wK)
≥
∫
Sn
w−KPσ(w
−
K)
≥ c(n, σ)
(∫
Sn
(w−K)
2n
n−2σ
)n−2σ
n
,
where we used (1.4). Therefore, we conclude that w−K = 0. Then (3.8) follows from (1.3) and
(3.12).
It follows from (3.9), (3.12), (3.14), Lemma 2.2 in [12] and Proposition 2.4 in [12] that
‖wK − 1‖L∞ ≤ oε(1), (3.15)
which, together with (3.12), leads to
‖Pσ(wK − 1)‖L∞ ≤ oε(1).
14
Then (3.10) follows immediately.
By (3.15) and (3.9), we can see that for any c˜ ∈ [1/2, 2],
|λK − Pσ(1)/c˜| ≤ C(n, σ, ε2)(‖wk − 1‖Hσ + ‖wk − 1‖L1 + ‖K − c˜‖L1)
≤ C(n, σ, ε2)‖K − c˜‖L2n/(n+2σ) .
From (3.13), (3.8), (3.15) and the fact that wK ∈ M0, we have that
|ΛK |
2 ≤ C(n, σ)|ΛK |
(∫
Sn
|K − c˜|+
∫
Sn
|wK − 1|
)
.
By (3.9) and Ho¨lder inequalities we have
|ΛK | ≤ C(n, σ)‖K − c˜‖L2n/(n+2σ) .
Thus
‖(λKK − ΛK · x)w
n+2σ
n−2σ
K − Pσ(1)‖L2 ≤ C(n, σ, ε2)‖K − c˜‖L2 .
Since
Pσ(wK − 1) = (λKK − ΛK · x)w
n+2σ
n−2σ
K − Pσ(1),
by the spherical expansion of wK − 1 and eigenvalues of Pσ , it’s easy to see that, for σ ≥ 12 ,
‖wK − 1‖
2
H1 ≤
∫
Sn
(
Pσ(wK − 1)
)2
≤ C(n, σ, ε2)‖K − c˜‖
2
L2 .
Hence (3.11) holds.
For P ∈ Sn, t ≥ 1, we write v ∈ M as v = ̟(w, p) = T−1ϕp w, w ∈ M0, p = sP, s =
(t− 1)/t. Write EK(v) in the (w, p) variables:
I(w, p) := EK(v) = EK◦ϕp(w).
Consider, for each p ∈ B1, that
min
w∈M0, ‖w−1‖Hσ≤ε3
I(w, p) = min
w∈M0, ‖w−1‖Hσ≤ε3
EK◦ϕp(w).
It follows from Lemma 3.6 that for ‖K − 1‖L∞(Sn) ≤ ε ≤ ε2, the minimizer exists and we
denote it as wp where p = (t− 1)P/t, P ∈ Sn. Set vp = T−1ϕp wp. We also know from (3.8) that
wp > 0 on S
n
. As illustrated in (3.12), we have for some Λp ∈ Rn+1 that
Pσ(wp) = (λpK ◦ ϕp − Λp · x)w
(n+2σ)/(n−2σ)
p on S
n, (3.16)
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where
λp =
−
∫
Sn
wpPσ(wp)
−
∫
Sn
K ◦ ϕpw
2n
n−2σ
p
.
It follows from the Kazdan-Warner type condition (1.6) that∫
Sn
〈∇(λpK ◦ ϕp − Λp · x),∇x〉w
2n
n−2σ
p = 0.
Namely,
n+1∑
j=1
Λjp
∫
Sn
〈∇xj ,∇xi〉w
2n
n−2σ
p = λp
∫
Sn
〈∇(K ◦ ϕp),∇xi〉w
2n
n−2σ
p , 1 ≤ i ≤ n+ 1. (3.17)
It follows from the implicit function theorem that wp depends C2 on p. Hence, we have,
together with the fact that
∫
Sn
〈∇xj,∇xi〉w
2n
n−2σ
p is a positive definite matrix, that both λp and
Λp depend C2 on p.
Let
N1 = {w ∈ M0 | ‖w − 1‖Hσ ≤ ε3},
N2(t˜) = {v ∈ M | v = ̟(w, p) for some w ∈ N1
and p = sP, P ∈ Sn, s = t− 1
t
, 1 ≤ t < t˜},
N2 = N2(∞),
N3(t˜) = {v ∈ H
σ \ {0} | ‖v‖−1
L2n/(n−2σ)
v ∈ N2(t˜)},
N3 = N3(∞).
Theorem 3.1. Suppose σ ≥ 12 . There exists some constant ε4 = ε4(n) ∈ (0, ε2) such that for
any T1 > 0 and any nonincreasing positive continuous function ω(t)(1 ≤ t < ∞) satisfying
limt→∞ ω(t) = 0, if a nonconstant function K ∈ C1(Sn) satisfies, for t ≥ T1, that
‖K − 1‖L∞(Sn) ≤ ε4,
‖K ◦ ϕP,t −K(P )‖
2
L2(Sn) ≤ ω(t)
∣∣∣∣
∫
Sn
K ◦ ϕP,t(x)x
∣∣∣∣ (3.18)
for all P ∈ Sn and
deg
(∫
Sn
K ◦ ϕP,t(x)x,B
n+1, 0
)
6= 0, (3.19)
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Then (1.1) has at least one positive solution. Furthermore, for any α ∈ (0, 1) satisfying that
α + 2σ is not an integer, there exist some positive constants C2 depending only on n, α, σ, T1
and ω such that for all C ≥ C2,
deg(v − (Pσ)
−1K|v|4σ/(n−2σ)v,
N3(t) ∩ {v ∈ C
2σ+α | ‖v‖C2σ+α < C, 0})
= (−1)n deg
(∫
Sn
K ◦ ϕP,t(x)x,B
n+1, 0
)
.
(3.20)
Proof. For P ∈ Sn and t ≥ 1, we set
A(P, t) =
1
n
|Sn|−1
∫
Sn
〈∇(K ◦ ϕP,t),∇x〉w
2n/(n−2σ)
p ,
G(P, t) = |Sn|−1
∫
Sn
K ◦ ϕP,t(x)x.
It is clear that G(P, t) 6= 0 for all P ∈ Sn and t > T1. We write
A(P, t) = G(P, t) + I + II,
where
I = |Sn|−1
∫
Sn
(
K ◦ ϕP,t −K(P )
)
x
(
w2n/(n−2σ)p − 1
)
,
II = −
1
n
|Sn|−1
∫
Sn
(
K ◦ ϕP,t −K(P )
)
〈∇x,∇(w2n/(n−2σ)p )〉.
Using Cauchy-Schwartz inequality, (3.9), (3.10) and (3.11), we have
|I| ≤ C‖K ◦ ϕP,t −K(P )‖L2(Sn)‖w
2n/(n−2σ)
p − 1‖L2(Sn)
≤ C‖K ◦ ϕP,t −K(P )‖L2(Sn)‖K ◦ ϕP,t −K(P )‖L2n/(n+2σ)(Sn)
≤ Cω(t)|G(p, t)|.
|II| ≤ C‖K ◦ ϕP,t −K(P )‖L2(Sn)‖∇(w
2n/(n−2σ)
p )|L2(Sn)
≤ C‖K ◦ ϕP,t −K(P )‖L2(Sn)‖K ◦ ϕP,t −K(P )‖L2(Sn)
≤ Cω(t)|G(p, t)|.
It follows immediately that for large t,
A(P, t) ·G(P, t) ≥ (1− Cω(t))|G(P, t)|2.
Therefore,
deg(A(P, t), Bn+1, 0) = deg(G(P, t), Bn+1, 0).
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Since the matrix [
∫
Sn
〈∇xj,∇xi〉w
2n
n−2σ
p ] is positive definite, we have from (3.17) that
deg(Λp, B
n+1
s , 0) = deg(A(P, t), B
n+1, 0) = deg(G(P, t), Bn+1, 0) (3.21)
for s sufficiently closed to 1. It follows from (3.21) and our hypothesis that for s sufficiently
closed to 1,
deg(Λp, B
n+1
s , 0) 6= 0.
Therefore Λp has to have a zero inside Bn+1 which immediately implies that (1.1) has at least
one positive solution.
Next we evaluate ∂pI(wp0 , p)|p=p0 for p0 = (t0 − 1)P0/t, P0 ∈ Sn, t0 ≥ 1.
For ‖K − 1‖L∞(Sn) ≤ ε ≤ ε4, for each p ∈ Bn+1, there exists a unique wp ∈ M0,
‖wp − 1‖ ≤ ε3, such that
I(wp, p) = min
w∈M0,‖w−1‖<ε3
I(w, p),
wp > 0 on S
n,
D2wI(wp, p) is positive definite,
‖wp − 1‖Hσ ≤ C‖K ◦ ϕP,t −K(p)‖L2n/(n+2σ)(Sn),
|wK − 1|+ |Pσ(wK − 1)| ≤ oε(1).
It can be seen from (3.16) that vp0 = T−1ϕp0wp0 satisfies
Pσ(vp0) = (λp0K − Λp0 · ϕ
−1
p0 )v
(n+2σ)/(n−2σ)
p0 on S
n.
It follows that for any ψ ∈ C∞(Sn), we have
∂vEK(vp0)ψ = −2
(
−
∫
Sn
Kv2n/(n−2σ)p0
)2σ−n
n
−
∫
Sn
Λp0 · ϕ
−1
p0 v
n+2σ
n−2σ
p0 ψ
∂pI(wp0 , p)|p=p0
= ∂vEK(vp0)(∂p(T
−1
ϕp wp0)|p=p0)
= −2
(
−
∫
Sn
Kv2n/(n−2σ)p0
) 2σ−n
n
−
∫
Sn
Λp0 · ϕ
−1
p0 v
n+2σ
n−2σ
p0 (∂p(T
−1
ϕp wp0)|p=p0)
= −
n− 2σ
n
(
−
∫
Sn
Kv2n/(n−2σ)p0
) 2σ−n
n
−
∫
Sn
Λp0 · ϕ
−1
p0 (∂p(T
−1
ϕp wp0)
2n/(n−2σ)|p=p0)
= −
n− 2σ
n
(
−
∫
Sn
Kv2n/(n−2σ)p0
) 2σ−n
n
∂p
(
−
∫
Sn
Λp0 · ϕ
−1
p0 (T
−1
ϕp wp0)
2n
n−2σ
) ∣∣∣∣
p=p0
= −
n− 2σ
n
(
−
∫
Sn
Kv2n/(n−2σ)p0
) 2σ−n
n
∂p
(
−
∫
Sn
Λp0 · ϕ
−1
p0 ◦ ϕpw
2n
n−2σ
p0
) ∣∣∣∣
p=p0
.
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By Appendix A in [14], the matrix
∂p
(
−
∫
Sn
Λp0 · ϕ
−1
p0 ◦ ϕpw
2n
n−2σ
p0
) ∣∣∣∣
p=p0
is invertible with positive determinant. Therefore, for t large with s = (t− 1)/t, we have
(−1)n+1 deg(Λp, Bs, 0) = deg(∂pI(wp, p), Bs, 0). (3.22)
Given Theorem B.1 in [14] and Appendix A, the rest of the proof of (3.20) is similar to that in
page 386 of [14] and we omit them here.
Next we will give sufficient conditions for K to satisfy (3.18). The proof of Lemma 6.6 in
[14] indeed shows the following
Lemma 3.7. Suppose K ∈ C1,1(Sn) satisfies for some constant A1 > 0, K(P ) ≥ A1 for all
P ∈ Sn, and there exists some constant 0 < ε1 < 1, such that for each critical point P0 ∈ Sn of
K , there exists some β = β(P0) ∈ (1, n) such that in some geodesic normal coordinate system
centered at P0,
K(y) = K(0) +Q(β)(y) +R(y), |y| < ε1,
where Q(β)(λy) = λβQ(β)(y) for any λ > 0, y ∈ Rn and
A6|y|
β−1 ≤ |∇Q(β)(y)| ≤ A7|y|
β−1,
for some positive constants A6, A7. Here R(y) satisfies |R(y)||y|−β + |∇R(y)||y|1−β ≤ η(|y|)
for some continuous function η with limr→0+ η(r) = 0. Suppose also that for some constant
d > 0, |∇K(P )| ≥ d for all P ∈ Sn with min{|P − P0||∇K(P0) = 0} ≥ ε1/20. Then there
exists some positive constant C3 depending on n, A1, A6, A7, d, ε1, min{β − 1, n − β}, η and
the modulo of continuity of ∇K , such that for P ∈ Sn, min{|P − P0||∇K(P0) = 0} ≥ C3/t,
we have
‖K ◦ ϕP,t −K(P )‖
2
L2(Sn) ≤ o
(∣∣∣∣
∫
Sn
K ◦ ϕP,t(x)x
∣∣∣∣
)
(3.23)
as t→∞.
The following is Lemma 6.7 in [14].
Lemma 3.8. Suppose K ∈ C1,1(Sn) satisfies for some constant A1 > 0, K(P ) ≥ A1 for all
P ∈ Sn, and there exists some constant 0 < ε1 < 1, such that for each critical point P0 ∈ Sn of
K , there exists some β = β(P0) ∈ (1, n) such that in some geodesic normal coordinate system
centered at P0,
K(y) = K(0) +Q(β)(y) +R(y), |y| < ε1,
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where Q(β)(λy) = λβQ(β)(y) for any λ > 0, y ∈ Rn and
A6|y|
β−1 ≤ |∇Q(β)(y)| ≤ A7|y|
β−1,
for some positive constants A6, A7, R(y) denotes some quantity satisfying
limy→0R(y)|y|
−β = 0 and limy→0 |∇R(y)||y|1−β = 0. Suppose also that for some constant
d > 0, |∇K(P )| ≥ d for all P ∈ Sn with min{|P − P0||∇K(P0) = 0} ≥ ε1/20, and

∫
Rn
∇Q(β)(y + η)(1 + |y|2)−n dy∫
Rn
Q(β)(y + η) |y|
2−1
|y|2+1
(1 + |y|2)−n dy

 6= 0 ∀ η ∈ Rn,
Then (3.23) holds. In particular, if K is not identically equal to a constant, we have∫
Sn
K ◦ ϕP,t(x)x 6= 0
for large t.
Corollary 3.1. Suppose K ∈ C1,1(Sn) is some positive function satisfying for each critical
point P0 ∈ Sn of K , there exists some β = β(P0) ∈ (1, n) such that in some geodesic normal
coordinate system centered at P0,
K(y) = K(0) +Q(β)(y) +R(y), for all y close to 0,
where Q(β)(λy) = λβQ(β)(y) for any λ > 0, y ∈ Rn and R(y) denotes some quantity satisfying
limy→0R(y)|y|
−β = 0 and limy→0 |∇R(y)||y|1−β = 0. Suppose also that
|∇Q(β)(y)| ∼ |y|β−1 for all y close to 0,

∫
Rn
∇Q(β)(y + η)(1 + |y|2)−n dy∫
Rn
Q(β)(y + η) |y|
2−1
|y|2+1
(1 + |y|2)−n dy

 6= 0, ∀ η ∈ Rn,
Then for t large enough, ∫
Sn
K ◦ ϕP,t(x)x 6= 0 for all P ∈ Sn.
If we further assume that
‖K − 1‖L∞(Sn) ≤ ε4
and
deg
(∫
Sn
K ◦ ϕP,t(x)x,B
n+1, 0
)
6= 0,
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then for σ ∈ [1/2, 1), (1.1) has at least one positive C2 solution v. Furthermore, for every
0 < α < 1 satisfying that α + 2σ is not an integer and sufficiently large positive constant C2,
we have
deg(v − (Pσ)
−1K|v|4σ/(n−2σ)v,
N3(t) ∩ {v ∈ C
2σ+α | ‖v‖C2σ+α < C2, 0})
= (−1)n deg
(∫
Sn
K ◦ ϕP,t(x)x,B
n+1, 0
)
.
Proof. It follows from Theorem 3.1 and Lemma 3.8.
Corollary 3.2. Suppose K ∈ C1,1(Sn) is some positive function satisfying for each critical
point P0 ∈ Sn of K , there exists some β = β(P0) ∈ (1, n) such that in some geodesic normal
coordinate system centered at P0,
K(y) = K(0) +Q(β)(y) +R(y), for all y close to 0,
where Q(β)(λy) =
∑n
j=1 aj|yj|
β
, aj = aj(ξ0) 6= 0,
∑n
j=1 aj 6= 0, and R(y) denotes some
quantity satisfying limy→0R(y)|y|−β = 0 and limy→0 |∇R(y)||y|1−β = 0. Then for t large
enough, ∫
Sn
K ◦ ϕP,t(x)x 6= 0 for all P ∈ Sn,
and
deg
(∫
Sn
K ◦ ϕP,t(x)x,B
n+1, 0
)
=
∑
ξ∈Sn such that ∇g
Sn
K(ξ)=0,
∑n
j=1 aj(ξ)<0
(−1)i(ξ) − (−1)n,
where
i(ξ) = #{aj(ξ) : ∇gSnK(ξ) = 0, aj(ξ) < 0, 1 ≤ j ≤ n}.
If we further assume that
‖K − 1‖L∞(Sn) ≤ ε4
and ∑
ξ∈Sn such that ∇g
Sn
K(ξ)=0,
∑n
j=1 aj(ξ)<0
(−1)i(ξ) 6= (−1)n,
then for σ ∈ [1/2, 1), (1.1) has at least one positive C2 solution v. Furthermore, for every
0 < α < 1 satisfying that α + 2σ is not an integer and sufficiently large positive constant C2,
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we have
deg(v − (Pσ)
−1K|v|4σ/(n−2σ)v,
N3(t) ∩ {v ∈ C
2σ+α | ‖v‖C2σ+α < C2, 0})
= (−1)n
∑
ξ∈Sn such that ∇g
Sn
K(ξ)=0,
∑n
j=1 aj(ξ)<0
(−1)i(ξ) − 1.
Proof. It follows from the proof of Corollary 6.2 in [14] and Corollary 3.1.
Theorem 3.2. Let σ ∈ (0, 1). Suppose that K ∈ C1,1(Sn), for some constant A1 > 0,
1/A1 ≤ K(ξ) ≤ A1 for all ξ ∈ Sn.
Suppose also that for any critical point ξ0 of K , under the stereographic projection coordi-
nate system {y1, · · · , yn} with ξ0 as south pole, there exist some small neighborhood O of 0, a
positive constant L, and β = β(ξ0) ∈ (n− 2σ, n) such that
‖∇[β]K‖Cβ−[β](O) ≤ L
and
K(y) = K(0) +Q
(β)
(ξ0)
(y) +R(ξ0)(y) in O,
where Q(β)ξ0 (y) ∈ C
[β]−1,1(Sn−1) satisfies Q(β)ξ0 (λy) = λβQ
(β)
ξ0
(y), ∀λ > 0, y ∈ Rn,
|∇Q(β)(y)| ∼ |y|β−1 y ∈ O,( ∫
Rn
∇Q(β)(y + η)(1 + |y|2)−n dy∫
Rn
Q(β)(y + η)(1 + |y|2)−n dy
)
6= 0, ∀ η ∈ Rn,
and 

∫
Rn
∇Q(β)(y + η)(1 + |y|2)−n dy∫
Rn
Q(β)(y + η) |y|
2−1
|y|2+1
(1 + |y|2)−n dy

 6= 0, ∀ η ∈ Rn,
and Rξ0(y) ∈ C [β]−1,1(O) satisfies limy→0
∑[β]
s=0 |∇
sR|ξ0(y)|y|
−β+s = 0. Then for any ε, δ >
0, there exists a positive constant C(K,n, δ, ε) such that for all ε ≤ µ ≤ 1 and for all δ ≤ σ ≤
1− δ, every positive solution v of (1.1) with K replaced by Kµ = µK + (1− µ) satisfies
1/C(K,n, δ, ε) ≤ v ≤ C(K,n, δ, ε) on Sn. (3.24)
Also, for large t, ∫
Sn
K ◦ ϕP,t(x)x 6= 0 for all P ∈ Sn. (3.25)
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If we further assume that
deg
(∫
Sn
K ◦ ϕP,t(x)x,B
n+1, 0
)
6= 0, (3.26)
then (1.1) has at least one C2 positive solution.
Proof. Given that δ ≤ σ ≤ 1 − δ, the estimates established in [12] depend on δ instead of σ.
Hence, (3.24) has actually been proved in [12]. (3.25) follows from Lemma 3.8. In the following
we will show the existence part. We first consider the case σ ∈ [1/2, 1).
Claim: there exists some constant ε7 > 0 such that for 0 ≤ µ ≤ ε7 we have ‖Ku −
1‖L∞(Sn) < ε4, and if v is any solution of (1.1) with K = Kµ(0 ≤ µ ≤ ε7) and ̟−1v = (w, p),
(w, p) ∈ M0 ×B
n+1
, then w ∈ N1.
This claim can be proved by contradiction. Suppose along a subsequence of µ → 0, there
exists vµ satisfying (1.1) with K = Kµ, but ‖w − 1‖Hσ ≥ ε3 where ̟−1vµ = (wµ, pµ),
(wµ, pµ) ∈ M0×B
n+1
. It follows from Theorem 5.2 in [12] that after passing to a subsequence,
either {vµ} stays bounded in L∞(Sn) or it has precisely one isolated simple blow up point. It is
clear that wµ satisfies
Pσ(wµ) = c(n, σ)(Kµ ◦ ϕµ)w
(n+2σ)/(n−2σ)
µ , (3.27)
where ϕµ is the conformal transformation corresponding to pµ. It follows that wµ ∈ C2σ+α for
any α ∈ (0, 1) satisfying that 2σ + α is not an integer.
It is not difficult to see from the estimates on isolated simple blow up point in [12], (3.27)
and local estimates established in [12] that in either case we have, after passing to a subsequence,
wµ → w in Cβ(Sn) and wµ ⇀ w weakly in Hσ(Sn)
for some w ∈ M0, w > 0, β ∈ (0, 1). Sending µ to 0, we have
Pσ(w) = c(n, σ)w
(n+2σ)/(n−2σ) .
It follows that w ≡ 1. Using (3.27) again, we have
‖wµ − 1‖Hσ =
∫
Sn
(wµ − 1)Pσ(wµ − 1) ≤ C
∫
Sn
|wµ − 1| → 0 as µ→ 0.
This is a contradiction. The claim is proved.
On the other hand, it follows from Theorem 5.2 and Theorem 5.3 in [12] and the Harnack
inequality that there exists some constant C∗ > 1 such that for all ε7 ≤ µ ≤ 1,
1/C∗ ≤ vµ ≤ C
∗.
where vµ is any solution of (1.1) with K = Kµ.
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It follows from the homotopy property of the Leray Schauder degree and Corollary 3.1 that
deg(v − (Pσ)
−1Kv(n+2σ)/(n−2σ), C2σ+α(Sn) ∩ {1/C∗ ≤ vµ ≤ C
∗}, 0)
= deg(v − (Pσ)
−1Kε7v
(n+2σ)/(n−2σ) , C2σ+α(Sn) ∩ {1/C∗ ≤ vµ ≤ C
∗}, 0)
= (−1)n deg
(∫
Sn
Kε7 ◦ ϕP,t(x)x,B
n+1, 0
)
= (−1)n deg
(∫
Sn
K ◦ ϕP,t(x)x,B
n+1, 0
)
6= 0.
The existence of solutions of (1.1) for σ ≥ 1/2 follows immediately.
For the case σ ∈ (0, 1/2), we consider the problem for σt = tσ + 2(1 − t)/3, and the
existence for σ follows from a degree argument.
Proof of the existence part of Theorem 1.2. It follows from Theorem 3.2 and Corollary 3.2.
4 A fractional Aubin inequality
Let
M
p =
{
v ∈ Hσ(Sn) : −
∫
Sn
|v|p dvgSn = 1
}
,
M
p
0 =
{
v ∈ M : −
∫
Sn
x|v|p dvgSn = 0
}
.
The Sobolev inequality (1.4) states that
min
v∈M
2n
n−2σ
−
∫
vPσ(v) ≥ Pσ(1).
Proposition 4.1. For σ ∈ (0, 1), n ≥ 2, 2 < p ≤ 2nn−2σ , given any ε > 0, there exists some
constant Cε ≥ 0 such that
inf
v∈M p0
{
2
2
p
−1
(1 + ε)−
∫
Sn
vPσ(v) + Cε−
∫
Sn
v2
}
≥ Pσ(1). (4.1)
When σ = 1, the above proposition was proved by Aubin [1]. See also [9] for such inequality
in some higher order Sobolev spaces.
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Proof. First of all, by Ho¨lder inequality, (1.4) and (1.3), we have for all v ∈ Hσ(Sn),
(∫
Sn
vp
) 2
p
≤ K2
∫
Sn
vPσ(v)
= K2Pσ(1)
∫
Sn
v2 +
K2cn,−σ
2
∫∫
Sn×Sn
(v(x) − v(y))2
|x− y|n+2σ
,
(4.2)
where K2 := |Sn|
2
p
−1(Pσ(1))
−1
. Let η ∈ (0, 12) be chosen later. Let Λ be the space of
first spherical harmonics. As shown in [1], there exists {ξi}i=1,··· ,k ⊂ Λ such that 1 + η <∑k
i=1 |ξi|
2
p < 1 + 2η with |ξi| < 2−p. Let hi ∈ C1(Sn) be such that hiξi ≥ 0 on Sn and
∣∣|hi|2 − |ξi| 2p ∣∣ < (η
k
)p
.
Then
1 <
k∑
i=1
|hi|
2 < 1 + 3η,
and by the mean value theorem
∣∣|hi|p − |ξi|∣∣ ≤ p
2
(η
k
)p
.
For any nonnegative v ∈ Hσ(Sn), we have,
(∫
Sn
vp
) 2
p
= ‖v2‖
L
p
2 (Sn)
≤ ‖
k∑
i=1
|hi|
2v2‖
L
p
2 (Sn)
≤
k∑
i=1
‖|hi|
2v2‖
L
p
2 (Sn)
=
k∑
i=1
(∫
Sn
|hi|
pvp
) 2
p
.
Given f : Sn → R, denote f+ = max(f, 0) and f− = max(−f, 0). For v ∈ M p0 , one has that∫
Sn
ξi+v
p =
∫
Sn
ξi−v
p.
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Hence for a nonnegative function v ∈ M p0 , it follows from (4.2) and hiξi ≥ 0 that(∫
Sn
|hi|
pvp
) 2
p
=
(∫
Sn
hpi+v
p +
∫
Sn
hpi−v
p
) 2
p
≤
(∫
Sn
ξi+v
p + εp0v
p +
∫
Sn
hpi−v
p
) 2
p
≤ 2
2
p
(∫
Sn
εp0v
p +
∫
Sn
hpi−v
p
) 2
p
≤ 2
2
p
(∫
Sn
(ε0 + hi−)
pvp
) 2
p
≤ 2
2
p
(
K2Pσ(1)
∫
Sn
(hi− + ε0)
2v2) +
K2cn,−σ
2
I
)
.
where ε0 = (p2 )
1/p η
k ,
I =
∫∫
Sn×Sn
((hi−(x) + ε0)v(x)− (hi−(y) + ε0)v(y))
2
|x− y|n+2σ
.
Since
((hi−(x) + ε0)v(x)− (hi−(y) + ε0)v(y))
2
= (hi−(x)− hi−(y))
2v(x)2 + (hi−(y) + ε0)
2(v(x) − v(y))2
+ 2(hi−(x)− hi−(y))v(x)(hi−(y) + ε0)(v(x)− v(y)),
we have
I ≤
∫
Sn
v2(x)
∫
Sn
(hi−(x)− hi−(y))
2
|x− y|n+2σ
+
∫
Sn
(hi−(y) + ε0)
2
∫
Sn
(v(x) − v(y))2
|x− y|n+2σ
+ 2C1
(∫∫
Sn×Sn
(v(x) − v(y))2
|x− y|n+2σ
) 1
2
(∫∫
Sn×Sn
v2(x)(hi−(x)− hi−(y))
2
|x− y|n+2σ
) 1
2
≤ C2
∫
Sn
v2 +
∫
Sn
(hi−(y) + ε0)
2
∫
Sn
(v(x) − v(y))2
|x− y|n+2σ
+
η
k
∫∫
Sn×Sn
(v(x) − v(y))2
|x− y|n+2σ
+ Cη
∫
Sn
v2(x)
∫
Sn
(hi−(x)− hi−(y))
2
|x− y|n+2σ
≤ C
∫
Sn
v2 +
∫
Sn
(hi−(y) + ε0)
2
∫
Sn
(v(x) − v(y))2
|x− y|n+2σ
+
η
k
∫∫
Sn×Sn
(v(x)− v(y))2
|x− y|n+2σ
,
where in the second inequality we have used Cauchy-Schwarz inequality, C1 = max |h + ε0|2,
C2 = max
∫
Sn
(hi−(x)−hi−(y))2
|x−y|n+2σ dy, Cη > 0 depends only on C1 and η, C = C2 + C2Cη. Also
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we can do exactly the same in terms of hi+. Hence
2
(∫
Sn
vp
) 2
p
≤ 2
2
p
k∑
i=1
K2cn,−σ
2
∫
Sn
(
(hi−(y) + ε0)
2 + (hi+(y) + ε0)
2
) ∫
Sn
(v(x) − v(y))2
|x− y|n+2σ
+ 2
2
p
k∑
i=1
(2
η
k
)
∫∫
Sn×Sn
(v(x)− v(y))2
|x− y|n+2σ
+ C
∫
Sn
v2.
Hence for any ε > 0, we can choose η sufficiently small such that
(∫
Sn
vp
) 2
p
≤ 2
2
p
−2(K2cn,−σ + ε)
∫∫
Sn×Sn
(v(x) − v(y))2
|x− y|n+2σ
+ C
∫
Sn
v2
= 2
2
p
−1
(K2 + εc−1n,−σ)(
∫
Sn
vPσ(v)− Pσ(1)
∫
Sn
v2) + C
∫
Sn
v2.
Then the proposition follows immediately from the above and that for v ∈ Hσ(Sn),∫
Sn
|v|P (|v|) ≤
∫
Sn
vP (v).
Proposition 4.2. For n ≥ 2, there exist some constants a∗ < 1 and some p∗ < 2nn−2σ both of
which depend only on n and σ, such that for all p∗ ≤ p ≤ 2nn−2σ ,
inf
v∈M p0
a∗−
∫
Sn
vPσ(v) + (1− a
∗)Pσ(1)−
∫
Sn
v2 ≥ Pσ(1). (4.3)
When σ = 1, the above proposition was proved by Chang and Yang [7] (see [15] for another
proof). See also [9] for such inequality in some higher order Sobolev spaces. Here we adapt the
arguments in [15] to show (4.3).
Proof. For v ∈ Hσ(Sn), a > 0, set
Ia(v) = a−
∫
Sn
vPσ(v) + (1− a)Pσ(1)−
∫
Sn
v2
and
ma,p = inf
v∈M p0
Ia(v).
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By standard variational methods, ma,p is achieved for a > 0 and 2 ≤ p < 2nn−2σ . Moreover, it is
easy to see that
ma,p ≤ Pσ(1) for all 0 ≤ a ≤ 1, 2 ≤ p ≤
2n
n− 2σ
,
lim
a→1
ma,p = Pσ(1) uniformly for 2 ≤ p ≤
2n
n− 2σ
.
(4.4)
Indeed, the inequality (4.4) follows from by taking the test function v ≡ 1. The equality in (4.4)
follows from Sobolev inequality and Ho¨lder inequality.
We argue by contradiction. Suppose that (4.3) fails. Then there exist sequences {ak},
{pk} ⊂ R, {vk} ⊂ M
pk
0 , such that ak < 1, ak → 1, pk < 2nn−2σ , pk →
2n
n−2σ , vk ≥ 0
and
Iak(vk) = mak ,pk < Pσ(1). (4.5)
By (4.5) and (4.1), there exists some positive constant C(n, σ) independent of k such that
‖vk‖Hσ(Sn) ≤ C(n, σ),
∫
Sn
v2k ≥ 1/C(n, σ).
After passing to a subsequence, we have that vk → v¯ weakly in Hσ(Sn) for some v¯ ∈ Hσ(Sn)\
{0}.
The Euler-Lagrange equation (see, e.g., (3.12)) satisfied by vk is
akPσ(vk) + (1− ak)Pσ(1)vk = mkv
pk−1
k + Λk · xv
pk−1
k , (4.6)
where mk = mak ,pk and Λk ∈ Rn+1. Multiplying (4.6) by vk and integrating over Sn, we have,
by (4.4)
lim
k→∞
(
−
∫
Sn
vkPσ(vk)
)
= Pσ(1). (4.7)
We claim that |Λk| = O(1). Suppose the contrary, we let ξk = Λk/|Λk| and after passing to
a subsequence ξ = limk→∞ ξk ∈ Sn. Let η ∈ C∞(Sn) be any smooth test function. Multiplying
(4.6) by η/|Λk|, integrating it over Sn and sending k →∞, we have
∫
Sn
ξ ·xv¯
n+2σ
n−2σ η = 0. Hence
v¯ = 0 which is a contradiction.
It is clear that v¯ satisfies
Pσ(v¯) = Pσ(1)v¯
n+2σ
n−2σ + Λ · xv¯
n+2σ
n−2σ ,
where Λ = limk→∞Λk. The Kazdan-Warner type identity in [12] gives us∫
Sn
∇(Pσ(1) + Λ · x)∇xv¯
2n
n−2σ = 0.
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It follows that Λ = 0. Hence
∫
Sn
v¯Pσ(v¯) = Pσ(1)
∫
Sn
v¯
2n
n−2σ
. This together with (1.4) leads to
−
∫
Sn
v¯
2n
n−2σ ≥ 1. On the other hand, −
∫
Sn
v¯
2n
n−2σ ≤ lim inf
k→∞
vpkk = 1. Hence
{
−
∫
Sn
v¯
2n
n−2σ = 1,
−
∫
Sn
v¯Pσ(v¯) = Pσ(1).
This together with (4.7) leads to vk → v¯ in Hσ(Sn). Clearly v¯ ∈ M
2n
n−2σ
0 and hence v¯ ≡ 1. In
the following we will expand Ia(v) for v ∈ M p0 near 1. Similar to Lemma 3.4,
T1M
p
0 = span{spherical harmonics of degree ≥ 2}.
We need the following lemma which is a refined version of Lemma 3.5 and it can be proved in
a similar way.
Lemma 4.1. For w˜ ∈ T1M p0 , 2n−2σn−2σ ≤ p ≤
2n
n−2σ , w˜ close to 0, there exist µ(w˜) ∈ R,
η(w˜) ∈ Rn+1 being C2 functions such that
−
∫
Sn
|1 + w˜ + µ+ η · x|p = 1 (4.8)
and ∫
Sn
|1 + w˜ + µ+ η · x|px = 0. (4.9)
Furthermore, µ(0) = 0, η(0) = 0,Dµ(0) = 0 and Dη(0) = 0, and µ, η have uniform (with
respect to p) C2 modulo of continuity near 0.
As before we will use w˜ as local coordinates of v ∈ M p0 . Let
E˜(w˜) = Ia(v) = a−
∫
Sn
vPσ(v) + (1− a)Pσ(1)−
∫
Sn
v2,
where w˜ ∈ T1M0 and v = 1 + w˜ + µ(w˜) + η(w˜) · x as in Lemma 4.1. Hence
E˜(w˜) = Pσ(1)(1 + 2µ(w˜)) + a−
∫
Sn
w˜Pσ(w˜) + (1− a)Pσ(1)−
∫
Sn
w˜2 + o(‖w˜‖2Hσ(Sn)).
Since
µ(w˜) = −
p− 1
2
−
∫
Sn
w˜2 + o(‖w˜‖2Hσ(Sn)),
we have
E˜(w˜) = Pσ(1) + a−
∫
Sn
w˜Pσ(w˜)− (p− 2 + a)Pσ(1)−
∫
Sn
w˜2 + o(‖w˜‖2Hσ(Sn)).
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For a close to 1 and p close to 2nn−2σ , we have that (p − 2 + a)Pσ(1) is close to
n+2σ
n−2σPσ(1),
which is the first eigenvalue of Pσ . Similar to (3.5), there exists some positive constant C(n, σ)
determined by the difference of the first and the second eigenvalues of Pσ such that for a close
to 1 and p close to 2nn−2σ we have
a−
∫
Sn
w˜Pσ(w˜)− (p− 2 + a)Pσ(1)−
∫
Sn
w˜2 ≥
1
C(n, σ)
−
∫
Sn
w˜Pσ(w˜),
which leads to that for k large we have Iak(vk) ≥ Pσ(1). This is a contradiction.
A Bessel potential spaces and conformally invariant operators on
spheres
In this section, we recall some results for Pσ and Bessel potential spaces on spheres which can
be found in [20], [22], [25] and [26].
Let ∆gSn be the Laplace-Beltrami operator on the standard sphere. For s > 0 and 1 < p <
∞, the Bessel potential space Hsp(Sn) is the set consisting of all functions u ∈ Lp(Sn) such
that (1 − ∆gSn )s/2u ∈ Lp(Sn), with the norm ‖u‖Hsp(Sn) := ‖(1 − ∆gSn )
s/2u‖Lp(Sn). When
p = 2, Hσ2 (S
n) coincides with the Hilbert space Hσ(Sn) which is the closure of C∞(Sn) under
the norm
‖u‖Hσ(Sn) :=
∫
Sn
vPσv dvolgSn
with equivalent norms.
If sp < n, then the embedding Hsp(Sn) → L
np
n−sp (Sn) is continuous and the embedding
Hsp(S
n) →֒ Lq(Sn) is compact for q < npn−sp . If 0 < s−
n
p < 1, then the embedding H
s
p(S
n)→
C
s−n
p (Sn) is continuous.
It is also well-known (see, e.g., [18]) that Pσ is the inverse of the spherical Riesz potential
R2σ(f)(ξ) =
Γ(n−2σ2 )
22σπn/2Γ(σ)
∫
Sn
f(ζ)
|ξ − ζ|n−2σ
dvolgSn (ζ), f ∈ L
p(Sn). (A.1)
Proposition A.1 (Pavlov and Samko [20]). For any function u ∈ Lp(Sn), then u ∈ Hsp(Sn) if
and only if there exists a function v ∈ Lp(Sn) such that u = Rs(v). Moreover, there exists a
positive constant C1 depending only on n, s, p such that
1
C1
‖u‖Hsp(Sn) ≤ ‖v‖Lp(Sn) ≤ C1‖u‖Hsp(Sn).
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