



Electronic Conduction in 














submitted to the Victoria University of Wellington 
in fulfilment of the requirements for the degree of 











Graphene, consisting of a single layer of carbon atoms, is being widely studied for its 
interesting fundamental physics and potential applications. The presence and extent of 
disorder play important roles in determining the electronic conduction mechanism of a 
conducting material. This thesis presents work on data analysis and modelling of 
electronic transport mechanisms in disordered carbon materials such as graphene. Based 
on experimental data of conductance of partially disordered graphene as measured by 
Gómez-Navarro et al., we propose a model of variable-range hopping (VRH) – defined 
as quantum tunnelling of charge carriers between localized states – consisting of a 
crossover from the two-dimensional (2D) electric field-assisted, temperature-driven 
(Pollak-Riess) VRH to 2D electric field-driven (Skhlovskii) VRH. 
The novelty of our model is that the temperature-dependent and field-dependent 
regimes of VRH are unified by a smooth crossover where the slopes of the curves equal 
at a given temperature. We then derive an analytical expression which allows exact 
numerical calculation of the crossover fields or voltages. We further extend our 
crossover model to apply to disordered carbon materials of dimensionalities other than 
two, namely to the 3D self-assembled carbon networks by Govor et al. and quasi-1D 
highly-doped conducting polymers by Wang et al. Thus we illustrate the wide 
applicability of our crossover model to disordered carbon materials of various 
dimensionalities. 
We further predict, in analogy to the work of Pollak and Riess, a temperature-
assisted, field-driven VRH which aims to extend the field-driven expression of 
Shklovskii to cases wherein the temperatures are increased. We discover that such an 
expression gives a good fit to the data until certain limits wherein the temperatures are 
too high or the applied field too low. In such cases the electronic transport mechanism 
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crosses over to Mott VRH, as expected and analogous to our crossover model described 
in the previous paragraph. 
 The second part of this thesis details a systematic data analysis and modelling of 
experimental data of conductance of single-wall carbon nanotube (SWNT) networks 
prepared by several different chemical-vapour deposition (CVD) methods by Ansaldo et 
al. and Lima et al. Based on our analysis, we identify and categorize the SWNT 
networks based on their electronic conduction mechanisms, using various theoretical 
models which are temperature-dependent and field-dependent. The electronic transport 
mechanisms of the SWNT networks can be classed into either VRH in one- and two-
dimensions or fluctuation-assisted tunnelling (FAT, i.e. interrupted metallic 
conduction), some with additional resistance from scattering by lattice vibrations. 
Most notably, for a selected network, we find further evidence for our novel 
VRH crossover model previously described. We further correlate the electronic 
transport mechanisms with the morphology of each network based on scanning electron 
microscopy (SEM) images. We find that SWNT networks which consist of very dense 
tubes show conduction behaviour consistent with the FAT model, in that they retain a 
finite and significant fraction of room-temperature conductance as temperatures tend 
toward absolute zero. On the other hand, SWNT networks which are relatively sparser 
show conduction behaviour consistent with the VRH model, in that conductance tends 
to zero as temperatures tend toward absolute zero. We complete our analysis by 
estimating the average hopping distance for SWNT networks exhibiting VRH 
conduction, and estimate an indication of the strength of barrier energies and quantum 
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CHAPTER 1. Introduction to carbon 
materials 
 
The overarching idea of this thesis is the physics of the electronic transport of 
disordered carbon materials, including graphene and carbon nanotubes. Why model 
electronic transport? It allows us not only to identify the transport mechanism, but also 
to compare between different mechanisms. In addition, it also affords us the power to 
predict, within reasonable limits, the conduction behaviour of similar samples; similarly 
for example, in terms of their fabrication method, morphology, or chemistry. (The 
author acknowledges the talk by V. P. Ting of the University of Bath, UK at VUW, Feb 
2014 in which the motivations for modelling were presented in the concise manner 
adapted here.) The presence and severity of disorder in a material plays an important 
influence in its electronic conduction mechanism. In a quote attributed to materials 
scientists Sir Charles Frank or Prof Sir Colin Humphreys, “Crystals are like people: it is 
the defects in them that make them interesting”. 
Sir Nevill Mott's humble and practical nature is evident in his Nobel Lecture of 
1977, in which he said, “I myself am neither an experimentalist nor a real 
mathematician; my theory stops at Schrödinger equation. What I’ve done in this subject 
is to look at all the evidence, do calculations on the back of an envelope and say to the 
theoretician, ‘if you apply your techniques to this problem, this is how it will come out’ 
and to the experimentalists just the same thing. This is what I did for T
1/4
 [i.e. 3D 
variable-range] hopping...” [Mott 1977, p.10]. 
In a large manner, the approach of this thesis is the same, i.e. as an interface 
between established theories and experimental data. The validity or otherwise of the 
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theories is reflected by the experimental data, and vice versa through systematic data 
analysis and modelling. Among the theoretical models of electronic conduction that will 
be used in this thesis is Mott's variable-range hopping, in later years extended by other 
scientists to account for the influence of sufficiently high applied electric field. There is 
also a complementary theoretical model of fluctuation assisted tunneling first 
introduced by Ping Sheng, and these two models will be compared and contrasted in 
this thesis. 
To quote Prof. Olga Botner, member of the Nobel Committee for Physics, who 
was interviewed after the announcement of 2013 Nobel Prize in Physics (video: 
http://www.nobelprize.org/mediaplayer/index.php?id=1955, from time 1 minute, 10 
seconds onward), “There are a lot of theories out there, [and] there are a lot of theorists 
out there, but in the end it's the interplay between experiment and theory which decides 
what nature has chosen...” 
In this chapter I will introduce and review the recent progress of carbon materials. 
In the next chapter, the theory of electronic conduction in disordered conducting 
materials will be reviewed and discussed. This will be followed by the experimental 
background of the analyzed samples in this thesis in Chapter 3. Data analysis 
methodology is presented in Chapter 4, followed by results and discussion in Chapters 5 
and 6 for the electronic transport mechanisms in disordered carbon materials and 
Chapter 7 for carbon nanotube networks. Chapter 8 recapitulates the main results from 
this work. 
 
1.1 Graphite intercalation compounds 
 
A popularly researched material in the late 1970s until the late 1990s is graphite 
intercalation compounds (GICs). A ‘predecessor’ carbon material that was to 
foreshadow the excitement to come with graphene, a GIC is a material wherein a 
graphite host is combined with a “properly selected” [Inagaki 1989, p. 1560] intercalate 
material in order to achieve a high electrical conductivity. 
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“Insertion” is a general term to mean the introduction of atoms, ions or 
molecules into a host lattice. “Intercalation” is a more specific term wherein the host 
lattice consists of two-dimensional (2D) layers [Özmen-Monkul 2010, p.1]. Expansion 
occurs wherein the layered host increases in inter-layer distance to incorporate the 
intercalates [Özmen-Monkul 2010, p.1]. 
A notable example of GICs is the pentaflouride compound, AsF5, exhibiting 
electrical conductivity nearing           [see Inagaki 1989, Fig. 1], which is higher 
than the electrical conductivity of copper which is           [Giancoli 2009, p. 
658]. Graphite intercalated with metal chlorides result in electrical conductivity 
comparable to that of copper [Inagaki 1989]. Work on transport properties of GICs 
usually report the in-plane electrical conductivity normalized to that of pure graphite 
[see Dresselhaus et al. 1977, Fig. 1]. 
A review of the possible applications of GICs is contained in [Inagaki 1989]. 
These applications can be divided broadly into five categories [Inagaki 1989, Table 1]: 
highly conductive materials, battery electrodes, organic synthesis catalysts, materials for 
storage and isotope-separation of hydrogen and “others”. 
A short history on the research of GICs is presented in [Inagaki 1989, Table 2]. 
Prior to 1974, research focused on synthesis of new compounds. From then onward, the 
focus turned to new physics and engineering; the former spurred by the unexpected high 
conductivity of the pentaflourides (also known as a flourometallate intercalated GIC 
first reported by Vogel et al. [Vogel et al. 1977; Özmen-Monkul 2010, p. 29]), and the 
latter motivated by the commercialization of the lithium battery with graphite fluoride 
(i.e. Li/(CF)n) [Inagaki 1989, p. 1561]. [Vogel et al. 1977] found that electrical 
conductivity of CxAsFy at room temperature exceeded that of copper [Özmen-Monkul 
2010, p.29]. 
At the time of writing of Inagaki’s 1989 review, GICs started losing their allure 
for scientists, who were then switching en masse to research on superconductors 
instead, due to the discovery of high-temperature superconductive ceramics in 1987 
[Inagaki 1989, p. 1561 and Table 2]. However in the materials science and chemistry 
community, the synthesis of new GICs still holds interest to the present day, e.g. the 
doctoral dissertation of [Özmen-Monkul 2010]. 
  4  
 
It is notable that intercalation has very recently attracted renewed interest as an 
alternative method to synthesize graphene. It has been found [Kovtyukhova et al. 2014] 
that graphite can be reversibly intercalated by certain non-oxidizing acids. Once the 
graphite is intercalated, graphene can be exfoliated. This synthesis method does not 
involve oxidation or reduction [Kovtyukhova et al. 2014] of graphene, in contrast to the 
reduced graphene oxide material under study in this thesis (see Chapter 3.1). 
  
1.2 Graphene 
1.2.1 Discovery of graphene 
 
As a pencil is used to write on paper, graphite, a 3D allotrope of carbon consisting of 
stacks of graphene layers weakly coupled by van der Waals forces [e.g. Castro Neto et 
al. 2009], is transferred onto the surface material. Despite the pencil being invented in 
1565 [Petroski 1992], graphene was only isolated in 2004 [Novoselov et al. 2004]. The 
main reason for the long time between the invention of the pencil and the isolation of 
graphene was that the latter was not expected to exist in a free state [Novoselov et al. 
2005a] until then. 
In a strict sense, two-dimensional crystals cannot exist at finite temperatures 
because they are extremely soft and flexible and, in fact, on the verge of structural 
instability [Katsnelson and Geim 2008]. However, this apparent contradiction is 
resolved by recognizing that freely suspended graphene is in fact, at room temperature, 
not strictly a plane sheet but corrugated, with ripples in the out-of-plane direction, 
which seem to stabilize the system [Paufler 2013]. Rajput and colleagues have reported 
that ripples intrinsically form in a graphene-semiconductor Schottky junction field 
[Rajput et al. 2013] (more details on Rajput’s work will be presented in a later section, 
Chapter 1.2.3). 
The effect of ripples on large graphene nanoflakes have also been studied 
theoretically by [Barnard and Snook 2012]. Barnard and Snook via DFT studies, found 
that mechanical, thermodynamic and electronic properties are unaltered by ripples; 
however only fundamental differences in wavefunctions occur between a flat and 
  5  
 
rippled structure. Further to this, [Lanza et al. 2013] report methods to tune the wrinkles 
in CVD-grown graphene flakes on copper. They do this by optimizing the transfer 
process and tuning the morphology of the substrate, namely by improving the graphene-
substrate adhesion to minimize compressive strain in the graphene [Lanza et al. 2013]. 
 It is interesting though, that already in 1947 a paper on the band structure of 
graphene has been published [Wallace 1947]. At that time however, the study of the 
individual layers served as a starting point to study graphite. This approximation was 
justified by the spacing of lattice planes of graphite which are large compared to the 
hexagonal spacing in each layer [Wallace 1947]. 
Novoselov et al. [2004] mechanically exfoliated graphene (alternatively 
mentioned in the paper as “repeated peeling”, this method of mechanical exfoliation is 
colloquially referred to as the “Scotch-tape method”) and deposited it on top of an SiO2 
substrate. It was then observed that different layers of graphene showed up differently 
coloured under an optical microscope. As examples, a SEM image of different layers of 
graphene on SiO2 is reported here [Hill et al. 2006, Fig. 2], while an AFM image of 
different layers of graphene on SiO2 can be found here [Gomez-Navarro et al. 2007, 
Figs. 1(a) and (b)]. 
This first isolation of graphene in 2004 [Novoselov et al. 2004] was rapidly 
followed-up by back-to-back articles in Nature the following year [Novoselov et al. 
2005b; Zhang et al. 2005] by Geim and Novoselov’s group in the UK and Kim’s group 
in the US. Reviews of the properties of graphene soon followed [Geim and Novoselov 
2007; Castro Neto et al. 2009] and Geim and Novoselov were awarded the Nobel Prize 
in Physics in 2010. 
 
1.2.2 Crystal structure and electronic properties of 
pristine graphene 
 
An excellent pedagogical description of graphene is the following excerpt from the 
press release for the 2010 Nobel Prize in physics (emphasis mine): “As a material it is 
completely new – not only the thinnest ever but also the strongest. As a conductor of 
  6  
 
electricity it performs as well as copper. As a conductor of heat it outperforms all other 
known materials. It is almost completely transparent, yet so dense that not even 
helium, the smallest gas atom, can pass through it.”  
(http://www.nobelprize.org/nobel_prizes/physics/laureates/2010/press.html) 
Graphene consists of a single layer of carbon atoms, with each carbon atom 
connected via covalent bonds to three other carbon atoms, at 120 angles between each 
bonded pair and with bond lengths 1.42 Å [see e.g. Geim and MacDonald 2007, Box 1; 
Terrones et al. 2012, p. 3], see Fig. 1-1. This configuration of covalent bonds is termed 
as sp
2
 hybridization. The energy required to displace one carbon atom with sp
2
 
hybridization arrangement of graphitic lattice is between 15 and 20 eV [Banhart 1997; 
Terrones et al. 2012, p. 10]. 
 
 
Fig. 1-1. Atomic model of pristine graphene showing its hexagonal crystal structure. 
Each carbon atom is connected via covalent bonds to three other carbon atoms at 120 
angles and with bond lengths 1.42 Å. Image by AlexanderAlUS reproduced under the 
Creative Commons license BY-SA. 
 
The lattice structure of graphene can be considered as consisting of two 
triangular sublattices in which electronic states form two energy bands, connected by 
inversion symmetry, which intersect at   and    points in the Brillouin zone. The 
connected nature of the energy bands means an absence of an electronic bandgap, which 
can be understood as a “gapless semiconductor” [Geim and MacDonald 2007], see Fig. 
1-2. Close to these crossing points, the electron energy      has a linear dependence on 
the wave vector   [e.g. Peres 2010, p. 2675; Das Sarma et al. 2011, Fig. 2(c)]: 
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This linear dependence on the wave vector is described by the relativistic Dirac 
equation [e.g. Peres 2010, p. 2675]: 
         
and thus electrons and holes in monolayer graphene are called Dirac fermions. Large 
mean free paths with carrier mobilities exceeding             have been reported 
[e.g. Terrones et al. 2012]. The 2D character and Dirac fermion behaviour can be lost if 
additional layers are added to the graphene [e.g. Terrones et al. 2012, p. 3]. 
 
  
Fig. 1-2. Sketch shows the connected energy bands of graphene. The conduction and 
valence bands intersect at   and    points in the Brillouin zone. 
 
For practical samples, disorder is present in many forms. Electronic properties of 
graphene in the presence of disorder are discussed in Chapter 2. In terms of crystal 
structure, realistic graphene cannot be infinite but rather contain edges. These edges 
could be of either two types: zigzag or armchair. Molecular models of these different 
edge morphologies can be found in [Terrones et al. 2012, Fig. 2]. 
The study of electronic transport in graphene, notably monolayer and bilayer 
graphene, has been of such great interest that in recent years an updated review is 
published every year [Das Sarma et al. 2011; Peres 2010; Castro Neto et al. 2009]. A 
review on electronic transport with emphasis on disorder in graphene is also available 
[Mucciolo et al. 2010]. 
(1.1) 
(1.2) 
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The most interesting property of graphene is that its majority carrier 
concentration, be it holes or electrons, can be controlled by a gate voltage [see e.g. 
Geim and Novoselov 2007, Fig. 3; also Novoselov et al. 2004, Fig. 2(c)]. A positive 
gate voltage induces electrons as the majority charge carriers, while a negative gate 
voltage induces holes as the majority charge carriers. 
Very recently, three research groups independently reported that cadmium(II) 
arsenide, Cd3As2, has the same characteristic electronic structure as that found in 
graphene [Borisenko et al. 2013; Liu et al. 2014; Neupane et al. 2014]. Specifically, the 
material exhibits the characteristic electronic structure wherein conduction and valence 
band energies touch each other at certain points in momentum space, so-called the Dirac 
points. Thus, in terms of electronic structure, this material can be regarded as the bulk, 
or 3D, analog of graphene. 
It is interesting to mention that besides graphene, topological insulators have a 
similar Dirac-point electronic structure giving rise to similar physics between graphene 
and topological insulators. Unlike graphene however which has spin degeneracy, 
topological insulators do not [see e.g. Avdoshenko et al. 2013]. Further comments are 
beyond the scope of this thesis.  
 
1.2.3 Potential applications of graphene-based 
materials 
 
This section must be prefaced with the caveat that possible applications of graphene 
change very rapidly compared to the advance in knowledge of its fundamental 
properties [Paufler 2013]. A research group has issued an early caveat that the ability of 
graphene oxide to float around in water (as used in the Hummers method to produce 
reduced graphene oxide, see Chapter 3.1) might pose a toxicity risk to humans and 
animals [Bourzac 2014; Lanphere et al. 2014]. 
A large motivating factor in the early days of graphene studies is that since 
silicon-based semiconductor electronic devices are approaching their (fundamental) 
performance limitations, there is hence a demand for a new electric field-controllable 
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material to replace silicon. This is pointed out by the Geim group in their seminal paper 
on graphene [Novoselov et al. 2004]. Until 2007, most efforts have been focused in the 
direction of graphene-based electronics funded by companies such as Intel and IBM 
[Geim and Novoselov, 2007]. In the same paper, the authors offered the catchphrase 
‘Graphenium Inside’ in analogy to Intel’s popular marketing slogan ‘Intel Inside’ [Geim 
and Novoselov, 2007]. 
However, a revised and more cautious assessment is given in Geim’s later 
review: “It is premature to predict whether graphene will indeed emerge as the 
replacement to today’s Si circuit” [Geim and MacDonald, 2007]. In the meantime, 
graphene could find new applications which are unique from silicon, but closely related 
to carbon nanotubes, such as in composite materials and as solid-state gas sensors 
[Geim and Novoselov 2007]. 
As the so-called Kroemer's Lemma of New Technology says, “The principal 
applications of any sufficiently new and innovative technology always have been – and 
will continue to be – applications created by that technology” [Kroemer 2003; 2001]. 
The emphasis on ‘created’ is by Kroemer, to highlight that rather than replacing existing 
technologies, graphene would create niche applications of its own. A review by 
Morozov et al. mentioned “the first prototypes of future graphene-based devices” 
including “room-temperature field transistors with ballistic transport, extremely 
sensitive gas sensors, one-electron graphene transistors, liquid-crystal displays and solar 
batteries (in which graphene is used as a transparent conducting electrode), spin 
transistors” etc. [Morozov et al. 2008]. 
In fact, graphene finds most promise for the first commercial applications in 
optics devices, according to [Grigorenko et al. 2012]. Graphene can fulfil multiple 
functions in photovoltaic devices: as the transparent conductor window, photoactive 
material, channel for charge transport, and catalyst [Bonaccorso et al. 2010]. 
Even more recently, instead of utilizing graphene’s excellent in-plane 
conductivity, it has been found to be useful also as a thin electrically insulating barrier, 
taking advantage of the fact that although very conductive in plane, graphene exhibits 
poor conductivity perpendicular to the plane [van 't Erve et al. 2012]. Also recently, a 
one-dimensional metallic-semiconducting-metallic junction made entirely from 
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graphene achieving a level of precision beyond modern lithographic limits has been 
reported [Hicks et al. 2012]. 
 However, integration of graphene into an established semiconductor fabrication 
might not be so straight-forward. It has been recently found that intrinsic ripples form in 
a graphene-semiconductor Schottky junction, which influences the homogeneity of the 
electric field [Rajput et al. 2013]. Rajput and colleagues [2013] performed STM studies 
and first-principles (DFT) calculations on CVD-grown graphene transferred on 
semiconductor surfaces of opposite polarization. 
It has been argued by Kelly [Kelly 2013] that graphene "will struggle to ever 
achieve competitive commercial applications". Kelly calculated – using semiconductor 
device theory – that the frequency and power parameters of graphene compare 
unfavourably to silicon. The calculations however are complicated by the fact that 
intrinsically graphene does not have a bandgap. Kelly repeats this claim in a later paper 
[Kelly 2014]: “while [graphene] has some attractive properties, it does not outpace any 
incumbent electronic or optical technologies with which it has been compared.” 
Of course, Kelly had assumed first and foremost that graphene will be directly 
replacing silicon technology and showed that this is not viable as acknowledged in the 
end of the article [Kelly 2013] itself, that commercially successful applications "will 
have to come from outside mainstream electronics and optoelectronics" [Kelly 2013]. 
This view is shared by [Novoselov et al. 2012]: “It is unlikely that graphene will make it 
into high-performance integrated logic circuits as a planar channel material within the 
next decade because of the absence of a bandgap. However, many other, less stringent, 
graphene electronic applications are being developed, using the available (probably not 
ideal in terms of quality) material.” More viably, graphene has been shown to be 
incorporable with silicon technology by Vaziri, Mehr, Lippert et al. (see next 
paragraphs). 
Mehr et al. performed atomistic, ab-initio simulations of a graphene base 
transistor [Mehr et al. 2012]. The main advantage of using graphene as a base in a hot-
carrier transistor in a bipolar junction transistor configuration is that a transport barrier 
exists akin to a bandgap, compared to other works which use graphene as the channel in 
a field-effect transistor wherein such a transport barrier does not exist. Due to the 
transport barrier, Mehr et al. show that such a device is suitable for logic operations. 
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Another advantage of using graphene is that being monatomic thin, ballistic transport is 
achieved traversing the material. In addition, graphene is chemically inert and 
unreactive to interface materials. 
These ab-initio simulations of [Mehr et al. 2012] are experimentally realized by 
their collaborators [Vaziri et al. 2013] and this device concept has earned Mehr et al. a 
very recent U.S. patent for the so-called ‘graphene base transistor’ [Mehr et al. 2014]. 
The demonstration of this device is remarkable because it is compatible with current 
established silicon fabrication technology. 
Another recent development from the same group, in line with their goal of 
incorporating graphene into established silicon fabrication methods, is the growth of 
graphene on germanium substrates deposited on silicon wafers [Lippert et al. 2014]. 
Germanium acted as a buffer layer between the graphene and silicon. It was found that 
graphene deposited on germanium had much higher quality than if deposited on SiO2 at 
a temperature of 900 deg. C  [Lippert et al. 2014, Fig. 1]. Despite the higher quality, the 
resulting graphene film still contains a high density of defects based on electrical 
measurements [Lippert et al. 2014, Fig. 6], and due to these disorders, the transport 
mechanism across the disordered graphene is explained by variable-range hopping (see 
Chapter 2.1) and in fact the authors have cited our paper [Cheah et al. 2013] in support 
of their observed electronic conduction. 
Very recently, a new method has emerged to grow graphene on the side walls of 
silicon carbide (SiC), which is then heated to evaporate silicon atoms leaving behind the 
graphene. This means there are no dangling bonds or rough edges to scatter electrons, 
which result when sheets of graphene are cut into narrow ribbons to form wires of a 
nanocircuit. In the epitaxial graphene nanoribbons produced via the former method, the 
scientists claim single-channel ballistic charge transport [Baringhaus et al. 2014]. 
Graphene-based devices are fabricated by supporting the graphene on a substrate 
e.g. glass. This results in the suppression of graphene's high thermal conductivity. 
Recent advances have found multilayered graphene can recover some of the high 
thermal conductivity that is otherwise lost [Sadeghi et al. 2013]. Other methods are 
using new dielectric supports e.g. boron nitride, which has a comparable crystal 
structure to graphene. The similar crystal structure might lead to better thermal 
conductivity and less phonon scattering when boron nitride is used to support graphene, 
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but more work is needed to improve the BN/graphene interface quality to increase 
conductance across the interface [Chen et al. 2014]. 
The scattering of charge carriers at grain boundaries (GBs) could degrade 
electrical conduction. [Tsen et al. 2012] categorize GBs into two types: well-stitched 
GB which results from a fast growth rate, and overlapped GB resulting from a slow 
growth rate. It is found that small-overlapped GBs hinder transport as electrons scatter 
off them. On the other hand, large-overlapped GBs exhibit improved conductance due 
to the graphene being bilayer instead of monolayer graphene; however the film is much 
weaker in this configuration. The most promising of all are well-stitched GBs which are 
found to not be the dominant scattering mechanism to affect large-scale device transport 
[Tsen et al. 2012].  
[Cruz-Silva et al. 2014] recently reported strong, stretchable fibers made from 
graphene oxide that can be knotted into a yarn. The graphene oxide fibers show high 
robustness to elongation and knotability, and is claimed to be stronger than other carbon 
fibers. Cruz-Silva et al. propose that removing the oxide (i.e. reducing the graphene 
oxide into graphene) and doping with silver nanorods would improve the conductivity 
of the yarn for power transfer applications as a light-weight candidate to replace 
traditional copper lines. 
 
1.2.4 Reduced graphene oxide: chemically 
produced graphene 
 
It is known that in a pristine graphene sample, electrons are delocalized and move as in 
a metal. In a small scale lab production, graphene can be produced by mechanical 
exfoliation [Lee et al. 2008] which exhibits intrinsic strength and elastic properties. 
Despite the vast potential of electronic applications of graphene, progress is 
hampered by the limited availability of large graphene sheets of high quality. To quote 
[Lee et al. 2008]: “The intrinsic strength reported here [for mechanically exfoliated 
monolayer graphene] serves as a benchmark for structural and mechanical applications, 
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although the strength of macroscopic graphitic materials is still limited by the presence 
of defects and grain boundaries.” 
A promising solution to this problem comprises chemical conversion of readily 
accessible graphene oxide into graphene; these materials are called reduced graphene 
oxide (rGO) [Hummers et al. 1958; Marcano et al. 2010; Sun and Fugetsu 2013; Pei and 
Cheng 2012]. It is however also well-documented that graphene derived in this manner 
contains a significant amount of crystalline defects [e.g. Gomez-Navarro et al. 2007]. 
Bagri and colleagues illustrate the inherent disorders in rGO in an atomic model 
(reproduced as Fig. 5-1(b) in this thesis) showing remnant oxygen groups and vacancies 
in the resulting rGO [Loh et al. 2010; Bagri et al. 2010]. See [Terrones et al. 2012, Fig. 
22] for a diagrammatic illustration of rGO synthesis. 
A recent study [Botas et al. 2013] compared the two most widely used chemical 
synthesis methods of graphene oxide. These synthesis methods were the Hummers and 
Brodie methods. Both methods differed in terms of the acid medium (nitric or sulfuric 
acid) and the type of salt used (potassium chlorate or potassium permanganate) [Botas 
et al. 2013]. Botas et al. concluded that the Hummers oxidation method resulted in “a 
larger restoration of the pristine graphite 2D structure” [Botas et al. 2013]. 
Besides rGO synthesis, there are alternative ways of producing graphene, albeit 
of varying quality and not yet reaching the purity achieved from mechanical exfoliation. 
These synthesis methods include CVD and various chemical methods [see e.g. 
Bonaccorso et al. 2010, p. 613ff]. 
 
1.2.4.1 Recent advances in the synthesis of reduced 
graphene oxide 
 
The method used to synthesize rGO in this thesis is the standard Hummers method (see 
Chapter 3.1). However, it must be noted there have been recent advances of rGO 
synthesis utilizing modified versions of the Hummers method [Marcano et al. 2010; Sun 
and Fugetsu 2013]. 
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 Marcano et al. modified the ratio of chemicals of the Hummers' method to 
achieve an improved efficiency of the graphite oxidation process. This results in GO 
that is more oxidized than that prepared by Hummers' method but result in comparable 
electrical conductivity when the GO is reduced into rGO by using hydrazine as reducing 
agent. Also the improved method of Marcano et al. claims to not generate toxic gas and 
allow easy control of temperature [Marcano et al. 2010]. 
Sun and Fugetsu suggest a different modification to the Hummers method. They 
proposed as starting material, graphite intercalated with H2SO4, so-called "expanded 
graphite" before proceeding with the traditional Hummers method. This modification is 
claimed to improve the reproducibility and safety of the synthesis of graphene oxide 
[Sun and Fugetsu 2013], which is not reduced into rGO in the paper. 
 Another very recent development uses ascorbic acid – commonly known as 
vitamin C – as a natural antioxidant to reduce GO into rGO [Muchhala et al. 2014]. The 
use of ascorbic acid as reducing agent in the synthesis of rGO is claimed by the authors 
to be more environmentally friendly in contrast with Gómez-Navarro's method which 
used hydrazine, a "harsh chemical treatment" [Muchhala et al. 2014], for that purpose. 
(As an aside, we note that in the literature review of [Muchhala et al. 2014], their 
sentence, "They reported two possible conduction processes: 2D-VRH conduction 
mechanism at higher temperatures with low bias and at lowest temperatures with high 
biases, a temperature-independent field-driven tunneling process" attributed to [Kaiser 
et al. 2009] should have been rightly attributed instead to [Cheah et al. 2013] as it is one 
of the main results of this thesis (see Chapter 5) i.e. that of a crossover between two 
VRH conduction regimes, and was not discussed in the older paper.) 
Besides improvements on the synthesis method, post-synthesis procedures can 
also be performed on the rGO to improve its properties. Compton et al. propose a post-
synthesis modification to rGO to improve its electrical conductivity. This results in their 
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1.3 Carbon nanotubes 
1.3.1 Discovery of carbon nanotubes 
 
Carbon nanotubes (CNTs) are rolled-up sheets of graphene ([Lehman et al. 2011, 
Appendix A] lists the technical definitions of the various forms of CNTs). Two main 
types of CNTs with high structural perfection are single-walled (SWNT) and multi-
walled carbon nanotubes (MWNT), the latter consisting of nanotubes concentrically 
placed inside another “like rings of a tree trunk” [Rafique and Iqbal 2011]. 
The discovery of carbon nanotubes is widely credited to Iijima [Iijima 1991], but 
it has in recent years been pointed out that Radushkevish and Lukyanovich had 
published a figure showing hollow carbon filaments, now known as MWNT, in a 
Russian-language publication back in 1952 [Monthioux and Kuznetsov 2006; Grobert 
2007]. Other reviews attribute the discovery of MWNT to Wiles and Abrahamson in the 
late 1970s [Ball 2001; Liu et al. 2009]. All the cited reviews emphasize, however, that it 
was Iijima’s report in 1991 [Iijima 1991] that attracted global attention to MWNT 
research. 
[Iijima 1991] reported the structural morphology of MWNT by use of a high-
resolution transmission electron microscope (HRTEM) and electron diffraction 
[Lehman et al. 2011]. The discovery of SWNT came two years after Iijima's 1991 paper 
[Iijima and Ichihashi 1993; Monthioux and Kuznetsov 2006]. 
 
1.3.2 Commercial and emerging technologies based 
on carbon nanotubes 
 
The main advantage of carbon nanotube (CNT) networks is that they are flexible, 
compared to rigid silicon in the electronics industry. Being flexible opens up potential 
applications in for example, flexible display and thin film transistors [Sun et al. 2013]. 
In a review, [De Volder et al. 2013] state that “continued CNT research and 
development will be complementary to the rise of graphene”. This means that the rapid 
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growth in the synthesis and characterization of graphene – e.g. CVD methods and 
Raman spectroscopy techniques – both leverage from and in turn contribute to CNT 
research [De Volder et al. 2013]. 
In the review of [Rutherglen et al. 2009], they state that “electronic devices 
based on carbon nanotubes are among the candidates to eventually replace silicon-based 
devices for logic applications.” Single-wall CNTs, owing to their near-ballistic electron 
transport and high cut-off frequencies, are promising for radiofrequency transistors. 
However, the challenge is to realize techniques to synthesize dense, well-aligned arrays 
of semiconducting nanotubes in a cost-effective manner for use in such transistor 
applications [Rutherglen et al. 2009]. 
The main challenge of using CNTs in electronic devices, usually field-effect 
transistors (FET), is that conventional as-grown CNTs consist of a mixture of 
semiconducting and metallic CNTs [Sun et al. 2013]. As metallic CNTs have little or no 
bandgap, this results in high leakage currents [Shulaker et al. 2013]. An additional 
obstacle in realizing robust and complex CNT FETs is substantial inherent 
imperfections in CNT technology, including mis-positioned and metallic CNTs 
[Shulaker et al. 2013]. 
Electrical transport in SWNT can be tuned by inherent or created disorder, viz. 
by localized lattice defects (whether unintentional or intentional damage), electric 
potential fluctuations and mechanical deformations [Biercuk et al. 2008]. However, the 
coexistence of multiple sources of disorder in nanotubes as well as the large variability 
in their properties “makes it hard to make wide generalizations on the effects of 
disorder”, according to [Biercuk et al. 2008, p. 463]. 
Researchers from Stanford University have demonstrated a CNT computer 
fabricated entirely from CNT FETs (or CNFET), demonstrating CNT-based circuits as 
“a feasible and plausible emerging technology” [Shulaker et al. 2013]. The researchers 
reported a simple but functional computer made entirely from carbon nanotube 
transistors comprising 178 transistors each containing between 10 and 200 CNTs, which 
is able to fetch and write data as well as perform arithmetic operations with the ability to 
multi-task [Shulaker et al. 2013]. 
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CNTs have been used as transparent conductive coatings or films [Ansaldo et al. 
2008], and as active material for transparent and flexible transistors [Ansaldo et al. 
2009]. According to Ansaldo et al., SWCNT films are “one of the most promising” 
candidates to replace indium tin oxide (ITO) as transparent electrodes in solar cells and 
flat displays [Ansaldo et al. 2009]. 
 
1.3.3 CVD-grown single-wall carbon nanotubes 
 
The ability to produce CNTs of the length of several millimetres via the CVD method is 
well established [Chakrabarti et al. 2006; Jayasinghe et al. 2011; Lan et al. 2011]. In 
fact, a recent advance in which aligned carbon nanotube (CNT) arrays over 150 µm 
long have been grown by catalytic chemical vapour deposition on the walls of bare 
cordierite (i.e. a type of ceramic) monoliths (i.e. support structures with mm-order 
diameter uniform channels) in a single step [Minett et al. 2013]. 
The main advantage of the directly grown chemical vapour deposition (CVD) 
method over post-growth techniques is that the networks typically consist of several 
millimetre-long tubes, and hence a very low concentration of tubes is needed to reach 
the percolation threshold to establish an electrical circuit. This low concentration to 
achieve percolation is optimal as the intertube contacts in CNT networks contribute 
significantly to their sheet resistance [Lima et al. 2007].  
In addition, single-walled CNTs (SWCNT) produced via CVD hold much 
promise in producing transparent, conductive samples with fewer defects [Ansaldo et al. 
2009] compared to post-growth production methods. The main drawback of post-
growth techniques is that they require CNTs to be dispersed in a liquid medium, thus 
damaging and shortening the tubes considerably, see e.g. [Andrade et al. 2007]. 
Ansaldo et al. advocate for CVD-grown SWCNTs rather than by spraying or 
filtration. The latter methods have a main limitation wherein CNTs are deposited in the 
form of thick bundles and are mixed with insulating molecules to try to unbundle the 
CNTs. Ultrasonification which is used to help dispersion, introduce defects in the tubes. 
The optimization of the CVD method is reported in [Ansaldo et al. 2009]. 
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 Skákalová et al. recently studied composites of CNTs with graphite oxide to 
tune the electronic transport properties. They found that compositing SWCNTs with 
electrically insulating graphite oxide enhances the electrical conductivity. This 
counterintuitive result is explained by 'indirect' electronic doping from the oxide groups 
into the SWCNTs, thereby leading to more efficient tunnelling of electronic charges 
between tubes [Skákalová et al. 2014]. 
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CHAPTER 2. Theory of electronic 
transport in disordered conductors 
 
Defects or imperfections in materials are usually regarded as being disadvantageous 
with regard to the physical and electronic properties of the materials. Particularly for 
microelectronic devices in mass fabrication in the semiconductor industry, defects are 
known to cause issues such as reverse leakage current and are widely studied in order to 
eliminate the occurrence of such defects [see e.g. Cheah et al. 2009]. However, at the 
nanoscale, defects are now recognized to be useful as the nature and degree of defects 
can be exploited to generate novel, innovative and useful material properties and 
devices [Terrones et al. 2012]. 
 Two possible mechanisms for electronic transport in materials containing 
disorder are variable range hopping (VRH) and fluctuation-assisted tunnelling (FAT). 
The main similarity between the two mechanisms is that both are quantum tunnelling 
processes. The main difference between the two is that for VRH, electrons are trapped 
in localized energy states and tunnelling can be driven by temperature and/or applied 
electric field whereas for FAT, electrons are delocalized and tunnelling is driven by the 
applied electric field. This is illustrated in Fig. 2-1. The sketch shows a comparison 
between the electronic transport mechanisms of VRH and FAT. The effect of 
temperature   and applied voltage source   are exaggerated to illustrate the tunnelling 
between electronic states shaded in gray and indicated by the direction of dotted arrows. 
Notably the distinction between VRH and FAT is in the scale of the localization of the 
charge carriers. In the FAT mechanism, resistance is dominated by a barrier separating 
delocalized carrier states. On the other hand, for VRH, significant resistance is 
contributed by barriers separating localized carrier states. 




Fig. 2-1. Sketch shows a comparison between the electronic transport mechanisms of 
(a) fluctuation assisted tunnelling (FAT) and (b) variable-range hopping (VRH). The 
effect of temperature   and applied voltage source   are exaggerated to illustrate the 
tunnelling of electronic states shaded in gray across potential barriers in the direction 
indicated by dotted arrows. Both conduction mechanisms consist of quantum tunnelling, 
with the main difference being that in VRH, quantum tunnelling occurs between 
localized electronic states whereas for FAT, quantum tunnelling occurs across a thin 
barrier separating metallic states. 
 
2.1 Variable-range hopping 
2.1.1 Variable-range hopping and Anderson 
localization 
 
Semiconductors which are lightly doped can have electrons in localized states due to 
intentional doping or unintended impurities. A possible mechanism for electronic 
conduction is the transition of these electrons between localized states, which are 
tunnelling assisted by phonons. (Phonons are periodic potentials induced by atoms 
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vibrating about their equilibrium lattice positions [e.g. Ridley 1982]. Acoustic phonons, 
i.e. fast moving quanta of crystal lattice vibrations, are the main heat carriers in 
graphene near room temperature [Nika and Balandin 2012].) These transitions are 
known as “hopping”. This transition is the dominant conduction mechanism if the 
temperature is so low that the number of conduction band electrons is very much 
smaller than the number of localized electrons [Shegelski 1986, p. 1]. 
VRH can describe conduction in disordered semiconductors in terms of hopping 
i.e. the phonon-assisted quantum tunnelling between electronic localized states centred 
at different positions in the bandgap. Mott’s law for VRH conductivity [Kaiser 2001, p. 
11-12; Mott 1993, pp. 32-34]: 






Factors VRH Conductivity 
behaviour 
3D       
2D       
1D (or 3D with electron-
electron interactions) 
      
 
 The pre-factor    is temperature-dependent but often neglected due to the 
stronger temperature-dependence of exponential term [Kaiser 2001, p. 11-12]; this 
assumption of temperature-independence has been shown to be experimentally valid 
[Sarachik and Dai 2002] but there is some disagreement in the literature (see discussion 
in Chapter 2.1.5.2). At sufficiently high temperatures, the value of     would indicate 
hopping to nearest neighbours [Kaiser 2001, p. 11-12]. Note that this is when VRH no 
longer applies as VRH by definition requires hopping of variable distances between 
electronic states. 
For a system in which the electrons are majority delocalized, e.g. a near perfect 
metallic crystal or graphene, the presence of phonons (i.e. lattice vibrations) decreases 
electronic mobility. Thus the increase of temperature, which causes a corresponding 
increase in phonons, results in decrease in mobility. In other words, in concept, 
(2.1) 
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maximum electronic mobility is achieved at temperatures low enough when the 
phonons are frozen out. 
On the other hand, for a system wherein electrons are dominantly localized 
(according to the localization theory of Anderson, localization can be due to impurities 
and random lattice interactions; localization occurs when the density of energy levels 
are sufficiently low [Anderson 1958]), e.g. in a conducting material containing disorder, 
phonons are a major contributing factor to increasing electronic mobility. As such, as 
temperature increases causing phonons to increase, the mobility increases. 
 This theory of Anderson localization is an important assumption in the 
derivation of Mott’s theory. As said by Mott himself  [Mott 1972, p. 1], “…in 
amorphous theory [i.e. the theory of disordered, or non-crystalline materials], as in 
theology, one must declare one's faith and I will begin by saying that I believe this 
theorem [Anderson localization theorem] to be true, and that one can get nowhere in 
understanding the experiments without it. All the attempts of our Cambridge group to 
provide a theoretical framework for experimental work are based on it.” 
In [Shklovskii 1973], a sketch reproduced below as Fig. 2-2, illustrates electron 
hopping accompanied by phonon emission, also known as phonon-assisted tunnelling, 
which is essentially VRH. The sketch shows an electron occupying one of the localized 
states tunnelling to an unoccupied state. Because the new state is lower in energy 
compared to the initial state, a phonon is emitted. 
 
 
Fig. 2-2. Hopping conduction accompanied by phonon emission. The inclined line 
represents the position of the quasi-equibrium Fermi level in a strong electric field. 
Reproduced from [Shklovskii 1973]. Copyright 1973 American Institute of Physics. 
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2.1.2 Temperature-dependent (Mott) variable-
range hopping; its derivation 
 
Conduction due to VRH can be described by the expression [Mott 1993, pp. 31-32] 





        
 
   
 
where   is conductivity and   is the dimensionality of the system. The derivation of this 
expression is detailed below, adapted from [Mott 1993, pp. 31-32]. The first publication 
of this expression was in [Mott 1968, p. 8]. 
 Mott starts by modelling the system as a “Fermi glass”, i.e. an electron gas in a 
highly disordered medium. The presence of disorder causes a finite, Anderson-localized 
density of states to exist near the Fermi energy in the electron gas. (We must note that 
by modelling the system as an idealized electron gas, there is the assumption that the 
electric field is distributed uniformly throughout the sample material. This results in 
discrepancies when calculating physical values from fitting parameters, as we shall see 
in Chapter 5.) At sufficiently low temperatures, Mott points out that hopping would be 
majority by variable range hopping and not by nearest neighbour hopping. The density 
of states per unit energy range near the Fermi energy is: 
     
   
 
  
which consists of the volume of sphere with radius    , multiplied by density of 
localized states at the Fermi energy   . For an electron to hop a distance     say from 
site   to site  , the lowest activation energy needed is the reciprocal: 
     
 
 
     
   
  
  
and we note that the further the electron hops, the smaller would be the activation 
energy (or energy difference) needed (as      
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The hopping rate is then proportional to the quantity: 
          
    
 
 
    
   
    
where   is the localization radius of the electronic wavefunction,      is a particular 
energy difference associated with the hop,    is the Boltzmann constant and   is the 
temperature. Substituting      from above into     we get: 














     
      









Maximizing     with respect to     gives the typical hopping distance    , 
    
    





     
      
      
     
 





We can observe that as the temperature decreases, the range in position space of typical 
hops increases, hence the term “variable range” in variable-range hopping (VRH). The 
physical reason for this is that at low temperatures, fewer energy states are accessible. 
An electron tends to tunnel farther to a site that requires less change in energy than to a 
nearby site with a difference in energy that is large compared with the available 
phonons. This is the basic idea of the VRH theory [see e.g. Mott 1993, pp. 31-32; 
Shegelski 1986; Kaiser RPP 2001, pp. 11-12; Mansfield 1991]. 
In other words, at sufficiently low temperatures, and provided there is a non-
vanishing density of states at the Fermi level, the typical resistances between 
neighbouring impurities become larger than those connecting some remote impurities 
whose energy levels happen to be very close to the Fermi level [Shklovskii and Efros, 
1984, p. 202]. 
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where    is a temperature- and field-dependent pre-factor but it is usually considered as 
a constant because the temperature dependence in the exponential is much larger than 
that of the pre-factor.    is called the Mott coefficient, and is given by [Shklovskii 
1973] 
   
  
    
  
Or alternatively [Mott and Davis 1979, Eq. (2.64)], 
   
 
      
 
which involves the density of states    
  near the Fermi level and their localization 
length  . By noting that Shklovskii sets the value of    to be unity, both values of    
are equivalent except for the numerator. Note that the Mott coefficient    can be 
approximately understood as having a roughly inverse behaviour with the localization 
length of the electronic wavefunctions. More rigorously, assuming a constant density of 
states, then      
  . (See Chapter 2.1.5.1 where I comment on the different values of 
   in the literature.) 
The above theory of VRH conductivity was first derived for three dimensional 
materials [Mott 1968, p.8]. It was later found that in two dimensions, this index 
becomes      instead of    , and thus the general form of conductivity due to VRH is 
[Mott 1993, pp. 31-32], 
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2.1.3 Electric-field assisted, temperature-driven 
(Pollak-Riess) variable-range hopping 
 
The full form of the pre-factor   , showing its temperature- and field-dependence, is 
[Pollak and Riess 1976]: 
         
  
 
     
           
  
  
(The notation here for the electric field   is not to be confused with the notation for 
energy difference      introduced earlier.) The value 0.18 which is valid for surface 
transport (i.e. 2D) would be replaced by 0.17 if bulk transport (i.e. 3D) is considered 
instead [Pollak and Riess 1976, Eq. 31(b)]. Pollak and Riess obtained the values of the 
factor 0.17 and 0.18 by calculating via percolation theory and building on from Mott's 
original derivation [Mott 1968, p.8]. The factor 0.17 was found to be comparable with 
experimental results with a factor of 0.20 [Pollak and Riess 1976]. 
Mott and Davis [1979, p. 356, Eq. (7.2)] further refined this expression by 
introducing the condition          , where  
   is radius of wavefunction. The 
pre-factor    can be experimentally interpreted as the conductivity at zero field limit. 
The factor     
  
 
  manifests itself as the slope of the plot of     versus    , as 
previously reported [Kaiser et al. 2009]. By using   as a fitting parameter to 
experimental data of field and temperature, we can thus obtain the hop length    . 
 The full form of Mott’s VRH law can be written [Pollak and Riess 1976; Mott 
1993]: 





   




The above expression is only valid for zero and low applied fields. Specifically, low 
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2.1.4 Electric-field driven (Shklovskii) variable-
range hopping 
 
Shklovskii extended the VRH theory to higher fields and obtained the expression 
[Shklovskii 1973, Eq. (3a); see also recent review by Arkhipov et al. 2003], 





   
  
where 




where    is the Mott coefficient defined earlier and   is the electronic charge. It is 
observed that in the high field regime, VRH depends on the field instead of temperature. 
Parameter    can be experimentally understood as the saturation conductance at the 
limit of very high fields. Pollak and Riess [Pollak, p.2351] claimed to have theoretically 
obtained results which “agree functionally” with Shklovskii’s high-field theory. 
 Shklovskii proposed that when subject to strong electric fields, the temperature 
factor in the Mott VRH be replaced by the electric field [Shklovskii 1973, Eq. (3a)]. 
This can be seen in another way that the temperature factor in the Mott VRH is replaced 
by an effective temperature term which relies solely on field [Arkhipov, Eq. (3)], 




This can be interpreted as thermal energy gain being replaced by electrostatic energy 
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2.1.5 Topical literature review 
2.1.5.1 Differing values of the Mott coefficient 
 
It is of note that there is some disagreement concerning the value of the Mott coefficient 
in the literature and this discussion serves as a review of the literature focussing on this 
coefficient. The Mott coefficient (see its definition toward the end of Chapter 2.1.2) is 
denoted either        or    in the literature. In this discussion, these notations will be 
used interchangeably to unambiguously denote the Mott coefficient. A qualitative 
discussion will be presented first followed by the mathematical details. 
Mott and Davis [1979] and Mott [1993] obtained   by a relatively simple 
method of writing out the expression for the lowest activation energy and then 
calculating for the highest hopping probability (refer derivation in Chapter 2.1.2). 
However, Mott acknowledges that different methods might give different values of  . 
In [Mott and Davis 1979], it is stated that percolation theory gives a more rigorous 
treatment, “with a value of    differing little from that in (2.63). By different methods, 
they range from 1.78 to 2.48.” 
Percolation theory is used by Shklovskii and Efros [1984] to calculate the Mott 
coefficient (denoted   in their work). Percolation theory determines the critical total 
concentration at which percolation first occurs. This is solved using a Monte Carlo (i.e. 
random walk) method which is then extrapolated to an array of infinite sites. Mott and 
Davis explain the percolation theory concisely thus: “The essence of [percolation] 
approach is that the spheres of radius   on sites along a most favoured path must join up 
to form a percolation channel through the material.   must be chosen so that it does, 
and a value of   comes out from the analysis varying as   
 
  [in the 3D case].” [Mott 
and Davis 1979, p.35]. Shklovskii and Efros explain the Monte Carlo method used in 
solving the percolation theory: “Another productive numerical method in percolation 
theory is the random trial method, known as the Monte Carlo method. It includes 
practically all computer calculations in which a random number generator is used to any 
extent.” [Shklovskii and Efros 1984, p. 106]) 
It is interesting to note that Shklovskii and Efros dismiss completely Mott’s 
proposed values for  . According to [Shklovskii and Efros 1984]: “Mott gave only a 
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qualitative derivation of (9.1.1), from which the exact value of the coefficient   could 
not be determined.” 
 Based on Mott’s own admission that percolation theory is more rigorous, we 
believe the coefficient value of Shklovskii and Efros to be more accurate and we shall 
use the latter value over Mott’s. (We were also strongly encouraged in this direction by 
an anonymous reviewer to our paper, [Cheah et al. 2013].) To give fair credit to both 
groups, the advantage of Mott’s derivation is in its simplicity and physical intuitiveness; 
this is excellent for pedagogical reasons. On the other hand, Shklovskii and Efros’ 
method gives a more accurate value of the coefficient based on its rigorousness. 
 We end this section with the mathematical details excerpted from the relevant 
sources. According to [Mott and Davis 1979, Eq. (2.64)], in the 2D case, conductivity 
follows 





        
   





where     is the decay length of the localized wave function [Mott 1993, pp. 31-35]. In 
the 3D case, [Mott and Davis 1979, Eq. (2.63)], hopping probability follows 





         
  










      
and the conductivity is obtained by then multiplying the above expression by 
         
   
According to [Pope and Swenberg 1999, p. 993], conductivity is calculated as 
            
      
If the density of states       is assumed to be constant and equal to   , VRH predicts a 
conductivity of the form 
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where the characteristic temperature            
  (this form of the coefficient is 
used by Granville and colleagues [Sharma et al. 2010, Eq. (2)]), with      , the 
inverse localization length. 
In comparison, [Shklovskii and Efros 1984, Eqs. (9.1.19) and (9.1.21)] give in 
the 2D case, resistivity follows 






      
 
        
               
Note that this value contradicts with the number of 1.66 of Mott and Efros, and we shall 
use the latter value for the Mott coefficient for the work in this thesis for reasons stated 
above. For the 3D case, [Shklovskii and Efros 1984, Eqs. (9.1.1) and (9.1.18)], 
resistivity follows 






      
 
        
               
where   is the localization radius of states near the Fermi level. 
 
2.1.5.2 Temperature (in-)dependence of the Mott 
pre-exponential factor  
 
As with the value of the Mott coefficient, there is also no general consensus in the 
literature as to whether the pre-exponential factor in the Mott VRH expression is, or 
should be, dependent on temperature. For the work in this thesis, we assume the pre-
exponential factor to be temperature independent (see Chapter 2.1.1). The main support 
for this assumption comes from the experimental work of [Sarachik and Dai 2002]. 
The work of Sarachik and Dai [2002] reports experimentally measured 
conductivity data of boron-doped silicon (Si:B) in which the VRH pre-factor is shown 
to be temperature independent in the 3D bulk system. The interpretation of this 
temperature independent pre-factor (i.e.    in         




) is that it “implies 
(2.22) 
(2.23) 
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hopping that is not mediated by phonons” [Sarachik and Dai 2002], meaning it is 
distinguishable from the exponential temperature term (i.e. the        term) of the 
VRH expression.  
On the other hand, [Paasch et al. 2002, Eq. (18)] employ a temperature-
dependent pre-exponential factor for data in organic semiconductors, in which the pre-
factor depends on temperature. The form of the temperature-dependent pre-factor 
follows      
 
 
 . The work of [Sharma et al. 2010, Eq. (2)], which cites Paasch et al. 
[2002], report low-temperature VRH in cobalt-doped ZnO, in which the pre-factor 




From the textbook of [Shklovskii and Efros 1984, p. 224], for lightly-doped 
amorphous semiconductors, in which the localized states near the Fermi level are 
probably due to short-range structural defects, the temperature dependence of the pre-





 ) is given 
as: 




   
 
 
where   is the correlation radius obtained from numerical calculations, and tabulated in 
[Shklovskii and Efros 1984, Table 5.2, p. 105]. In 2D space,        and thus    
      or approximately     
  . For 3D,        thus giving     
     or 
approximately     
 
 
 . However, to complicate things, different values of this index 
appear in the literature. From the textbook of [Mott and Davis 1979, p. 35], the pre-
exponential factor in 3D depends on temperature is suggested to be 




    
 
where   is a constant and   is the inverse decay length of the localized wave function. 
To try to shed light on this conundrum, we tried to fit our experimental data with 
a modified model       





   
 , by introducing a factor     and 
leaving the value of fitting parameter   open to scaling, to see if it matches any of the 
(2.24) 
(2.25) 
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predictions above, i.e. that    is temperature dependent. Unfortunately, this effort is 
inconclusive as we use    as a fitting parameter, and do not have sufficient data to 
conclude whether it taken over a temperature range, it would scale with respect to 
temperature. 
 Alternatively, we looked into [Sharma et al. 2010, Eq. (2)], 
     
     
     
      
  
If one can assume that the phonon frequency at Debye temperature    , the density of 
localized electronic states at the Fermi level      , and the inverse localization length 
  all stay constant as temperature   is varied, then    
 
  
  If these assumptions can 
hold, we would then see    decrease as temperature   is increased. 
Based on the values of our fitting parameters (see Chapter 5, Table 5.1), for our 
rGO samples at      at a temperature of 40 K, the mean value of    is       
     , 
while at a temperature of 220 K, the value of          
    . We see that instead of 
decreasing, the value of    instead increased as the temperature increased, which means 
that the assumptions cannot hold. Hence the most possible explanation is that other 
factors also play influencing parts to the value of   . Specifically, that either, with 
increasing temperature,       or     increases, or   decreases (the latter could be 
related to the average hopping length decreasing as temperature increases, as predicted 
by the VRH theory). As such, based on our fitting parameters, we cannot give a 
conclusive statement on whether the    scales with  
 
 
  (or any other index). 
 
2.1.5.3 Existing variable-range hopping crossover 
models 
 
The main novel result in this thesis (see Chapter 5) is our proposed transport model 
incorporating a crossover in electrical conductance from low-field VRH,       
 
 , to 
(2.26) 
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high-field VRH,       
 
  in disordered graphene [Cheah et al. 2013]. We further 
extend this model to apply to other carbon materials of different conduction 
dimensionalities [Cheah and Kaiser 2014]. In Chapter 6, we present further evidence in 
data for SWNT supporting our crossover VRH model. To the best of our knowledge, 
such a crossover VRH model is novel at least for 2D materials such as graphene. 
In this section, we review the literature focussing on existing VRH crossover 
models. VRH is a common transport mechanism in disordered materials [e.g. Pichon 
and Rogel 2011; Okada and Taniguchi 1997; Yosida and Oguro 1996; Hauser and 
Rodgers 1982] that have a substantial density of localized states close to the Fermi 
level, with spatially overlapping wavefunctions. 
For materials in which the density of states at the Fermi level is suppressed by 
Coulombic electron-electron interactions, VRH is expected to follow the Efros-
Shklovskii [Huang et al. 2010; Efros and Shklovskii 1975] model – i.e. with the 
conductance       
 
  at low applied fields   for both 2D and 3D materials, and with 
the conductance       
 
  at high fields – rather than the standard Mott model. Efros-
Shklovskii crossovers have been observed in 3D CdSe thin films [Yu et al. 2004], 
disordered carbon nanotubes [Wang et al. 2007] and very recently for disordered 
graphene [Lo et al. 2013]. 
We note that our reduced graphene oxide (rGO) differs to those of [Lo et al. 
2013] in that our sample is only partially disordered with highly conducting crystalline 
regions making up a large fraction of the sample. While [Lo et al. 2013] found in their 
highly disordered graphene that VRH followed Efros-Shklovskii behaviour (i.e. 
crossover from       
 
  to       
 
 ), as also found by [Yu et al. 2004], our 
partially disordered graphene sample follow the standard non-interacting 2D VRH 
behaviour where crossover occurs from       
 
  to       
 
 . 
A slightly different conduction mechanism is reported in 3D GeAu thin films 
wherein a crossover occurs from       
 
   to        as the field is increased [Wang et 
al. 1995]. That is, the field dependence appears to follow the Pollak-Riess intermediate-
field behaviour rather than reaching the high-field limit. In 3D carbon networks, a 
crossover from       
 
   to         behaviour, wherein   scales from zero to one as 
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the field is increased, has been reported [Govor et al. 2000]. In Chapter 5, we show that 
our model can very well describe the data of [Govor et al. 2000] while maintaining the 
power index determined by the system dimensionality and without need for arbitrary 
scaling of the power index. 
 
2.1.5.4 Comments on competing model by Pipinys 
and Kiveris 
 
Pipinys and Kiveris, in several papers [e.g. Pipinys and Kiveris 2008; 2010; 2012], 
introduced a field- and temperature-dependent “phonon-assisted tunnelling rate” 
empirical expression to “compare” with the VRH model. Those authors claim that the 
VRH model does not work because of the “discrepancy” between reports of different 
dimensionality powers in the exponent [Pipinys and Kiveris 2008]. However, a 
completely physical explanation exists for why, for example, a CNT might exhibit 
differing conduction dimensionalities; this could be due to the different resulting 
morphology or fabrication conditions of the samples and is no sign of weakness of the 
VRH model. 
The “phonon-assisted tunnelling rate” empirical expression of Pipinys and 
Kiveris proposes a tunnelling rate  , which is proportional to all of these terms: the 
electrical field  ,    ,      
 
   , exp(  
 
 ), exp(1/E), exp(exp(T)),          
 
   , and 
exp(exp(T)) where   denotes temperature [Pipinys and Kiveris 2012, Eq. (7)]. In fact, 
the tunnelling rate concept has already been employed in a more elegant manner by 
Mott in deriving his VRH expression in 1968, see Mott’s derivation summarized in 
Chapter 2.1.2.  In some cases, Pipinys and Kiveris required a duplication of the 
expression terms into a composite to fit a set of temperature-dependent data, see e.g. 
[Pipinys and Kiveris 2012, Fig. 5]. 
 Pipinys et al. claim that electric field-dependent data of Wang et al. [Pipinys and 
Kiveris 2012, Fig. 7 and p. 278] does not fit to Kaiser et al.'s expression for field-
dependent FAT, and use that as justification for using their “phonon-assisted tunneling 
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rate” expression. Unfortunately, Pipinys et al. seem to be confusing the two distinctly 
different mechanisms of VRH and FAT. In fact, [Wang et al. 2007] had explicitly 
showed the good fit of their field-dependent data to Efros-Shklovskii (Coulomb-gap 
dominated) VRH, i.e. conductance proportional to exp(T
-1/2
) at low fields and 
proportional to exp(E
-1/2
) at high fields. 
Pipinys and Kiveris again attempted to use their complicated expression to 
explain data of other scientists [Pipinys and Kiveris 2010]. Again, in this case, the 
original group who published the data [Khan et al. 2008] already sufficiently described 
their experimental conductance in a multi-wall CNT using a crossover model from 2D 
to 3D Mott VRH model. (For more on conduction mechanisms in CNT, see Chapter 6.) 
The model used by Pipinys and Kiveris originates from their paper from 1976 
[Kiveris et al. 1976, eq. (10)]. The main concept behind the theoretical derivation of 
electron tunnelling probability is the assumption that such tunnelling occurs from a 
filled deep electron level (a ‘trap’ or a 'center') of the valence band to the conduction 
band, aided by the absorption and emission of one longitudinal optical phonon, in the 
presence of a strong applied electric field. 
The paper of Kiveris et al. [1976] derived this theory to describe data of 
thermoluminescence experiments, “generalizing … the single-phonon-assisted band-to-
band tunnelling theory to trap-to-band transitions” [Herrmann and Schenk 1995]. Hence 
we can conclude that this is not a competing model (not least for the reason that this 
thesis considers thermally-driven phonons and not optical phonons), but which in recent 
years seems to have been misappropriated to explain unrelated experimental data. 
 
2.2 Fluctuation assisted tunnelling 
2.2.1 Temperature-driven (Sheng) fluctuation-
assisted tunnelling 
 
Other than VRH, another possible transport mechanism in disordered conductors is via 
fluctuated assisted tunnelling (FAT). The main difference between VRH and FAT is 
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that VRH involves tunnelling between localized electronic states whereas FAT involves 
tunnelling through thin barriers interrupting otherwise metallic states. 
FAT occurs in a material wherein delocalized electrons in crystalline regions are 
trapped within thin barriers consisting of disordered regions. As the temperature and/or 
applied electric field of the sample are increased, the electrons gain sufficient energy to 
tunnel across the barrier. This tunnelling through thin barriers between metallic regions 
with delocalized charge carriers is the FAT mechanism, and the tunnelling rate is 
enhanced by thermal fluctuations [see e.g. Kaiser and Skákalová 2011, Fig. 12]. 
Conduction via FAT can be described with the Sheng equation [Sheng 1980, Eq. 
36(a)]: 
         
      
  
    
  
where   is conductivity and    is so-called Sheng’s parameter. The order of magnitude 
of barrier energy is indicated by the value of     , where    is Boltzmann’s constant. 
The extent of quantum tunnelling in the low-temperature limit is indicated by the ratio 
      [Kaiser et al. 2008]. 
FAT is usually considered together with metallic conduction contributed by 
phonon backscattering [e.g. Kaiser 2001; Skákalová et al. 2006]. It has been reported 
that for thick single-wall carbon nanotube (SWNT) networks, conduction follows 
mainly a quasi-1D metallic conduction (the first term) plus a minor contribution from 
FAT (the second term) [Skákalová et al. 2006, Eq. (4)] as follows: 
 
    
       
  
 
       
  
    
   
The quasi-1D metallic-like behaviour arises from zone boundary in-plane phonon 
scattering [Pietronero 1983]. The parameter    in the metallic term is fixed at       
to correspond to        or          , the band of energies expected for in-plane 
zone boundary phonons in SWNT [Skákalová et al. 2006, p.7]. 
On the other hand for thin SWNT networks, the temperature dependence of 
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2.2.2 Electric field-driven (Kaiser-Park) 
fluctuation-assisted tunnelling 
 
Kaiser and colleagues have extended the temperature-dependent FAT theory of Sheng 
in the previous section, to cases where an applied voltage is increased and the electrical 
contribution becomes significant. The empirical field-dependent FAT expression 









        
 
  
    
 
where    is the Ohmic behaviour at low field. As applied voltage or field increases, 
conductance increases exponentially on scale determined by   . At higher field values, 
this exponential increase slows to an extent determined by parameter  . This model 
extended Sheng’s FAT model to cases of higher conductivity wherein tunnelling up 
until the top of the barrier and thermal activation over the barrier are both represented. 
 
2.2.3 Graphical comparison of fluctuation assisted 
tunnelling and variable-range hopping 
 
It is possible to distinguish at a glance the different trends of FAT and VRH 
mechanisms by a graphical method of the conductance data, Fig. 2-3. Samples showing 
VRH would show a conductance tending to zero as the temperature approaches absolute 
zero. On the other hand, samples showing FAT would exhibit conductance tending to a 
finite, non-zero value as the temperature approaches absolute zero. The latter means that 
a finite value of the room temperature conductance remains near absolute zero 
temperature, which is characteristic of FAT being interrupted metallic conduction. 
(2.29) 
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Mathematically, we can look into the analytical expressions for FAT and VRH. 




         . Meanwhile, in the FAT expression, as temperature    , conductance 
       
    
  
  which gives a finite, non-zero value of conductivity near absolute zero 
due to the finite values of    and    (the meanings of       and the ratio       are 
explained in Chapter 2.2.1). 
Experimentally, a general trend can be observed: as metallic conduction is 
increasingly interrupted in single-wall carbon nanotube (SWNT) networks – i.e. the 
electrons become increasingly localized – the transport mechanism switches from FAT 
to VRH. In other words, the thicker the film containing the nanotube networks gets, the 
conduction behaviour tends toward FAT [Kaiser et al. 2008; Skákalová et al. 2006]. 
 
 
Fig. 2-3. General trend of conductivity versus temperature for materials exhibiting 
fluctuation assisted tunnelling (FAT) and variable-range hopping (VRH) transport, 
based on the experimental data on SWNT networks reported in [Kaiser et al. 2008, Fig. 
2; Skákalová et al. 2006, Fig. 10]. 
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CHAPTER 3. Experimental 
background: synthesis methods of 
materials under study 
 
This chapter details the experimental procedures resulting in the materials analyzed in 
this thesis to establish the background of the data under study. The work has been 
undertaken by other research groups either directly collaborating with us or groups 
whose materials data were used in our analysis work. These materials are disordered 
graphene in the form of reduced graphene oxide prepared by Gómez-Navarro and 
colleagues [Gómez-Navarro et al. 2007], self-assembled carbon networks by Govor and 
team members [Govor et al. 2000; 2001; 2002], highly conducting polymers by [Wang 
et al. 1992] (see results and discussion in Chapter 5) and single-wall carbon nanotube 
networks by Skákalová and colleagues [Ansaldo et al. 2007; 2008; 2009; Lima et al. 
2007; Andrade et al. 2007] (see results and discussion in Chapter 6). 
 
3.1 Reduced graphene oxide – Gómez-
Navarro et al. 
 
Reduced graphene oxide (rGO), an inherently disordered form of graphene produced via 
a chemical synthesis method has been introduced in Chapter 1.2.4. For the data under 
study in this thesis, the rGO samples are prepared by Gómez-Navarro and colleagues 
[Gómez-Navarro et al. 2007] via the procedures detailed in the following paragraph. 
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First, graphitic oxide is prepared by oxidizing graphite flakes via treatment with 
KMnO4 and NaNO3 in concentrated H2SO4. This method of preparing graphitic oxide is 
known as the Hummers method [Hummers et al. 1958] (see Chapter 1.2.4.1 on 
advances to the Hummers method). The graphitic oxide is then floated on water wherein 
it disperses into single layers (viz. graphene oxide, GO), due to weak van der Waals 
interactions [e.g. Castro Neto et al. 2009] between the graphene layers. 
The resulting graphene oxide is then deposited on a Si substrate with a 300-nm 
thick thermally grown SiO2 layer whose surface has been modified by 
aminosilinization, i.e. by use of the chemical 3-aminopropyltriethoxysilane (APTES). 
APTES is a surface treatment procedure to increase its receptivity to the subsequent 
chemicals [e.g. Vandenberg et al. 1991; Sarkar and Daniels-Race 2013]. 
The graphene oxide is then chemically reduced using hydrogen plasma 
treatment, which includes the chemical hydrazine as a precursor, thus forming rGO. The 
hydrogen plasma treatment procedure has been optimized to obtain the maximum 
electrical conductivity. This conductivity is subsequently confirmed to be intrinsic to 
the graphene oxide, rather than a contribution from contacts, by measuring the 
resistance at various electrode separations. 
The principle is that if resistance varies proportionally with sample length, then 
this resistance is intrinsic to the sample, whereas if the resistance stays independent of 
the sample length, then this resistance is due to an extrinsic factor. In experiments, the 
varying sample length can in effect be varied by the separations between electrodes, and 
it has been shown in [Kaiser et al. 2009] that the resistance between electrodes of 
varying separations d is proportional to d. This shows that the measured resistance is 
essentially the intrinsic resistance of the rGO sample. 
It is also important to determine that the contacts are of a non-invasive nature. 
Gold is used as contact material for the samples studied in this thesis. In similar samples 
and configurations to that studied in this thesis, [Sundaram et al. 2009] have found that 
there is a negligible potential barrier at the gold/graphene interface. This shows that the 
effect of contacts can be neglected. 
Each graphene sample, with height ~ 1 nm from atomic force microscopy, is 
then patterned with top contacts consisting of 0.3/25 nm Ti/AuPd [Kaiser et al. 2009] 
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via e-beam lithography. The samples are then placed in an Oxford Instrument cryostat 
under low-pressure helium (
4
He) for electrical transport measurements, which are 
sensitive to temperature. The devices are fabricated in the field-effect transistor (FET) 
configuration to enable electrical transport measurements. The silicon substrate is 
electrically separated from the graphene layer by the SiO2 layer; the substrate acts as the 
back gate. The FET configuration is well-known from e.g. papers by Geim and 
Novoselov [Lopez et al. 2009, Fig. 2(c); Novoselov et al. 2004, Fig. 1(e)]. 
Electrical conduction data is sometimes reported in the literature as resistance, 
resistivity, or more commonly as their inverses, conductance           or 
conductivity      . We remind ourselves of the relationship between resistance   
and resistivity  , i.e.        where the length of the material   is determined by the 
distance between the test electrodes and the cross-sectional area   of the material can be 
considered constant. If the resistance is intrinsic, i.e.   scales proportionally to  , then 
the resistivity        would stay constant, provided the cross-sectional area of 
sample   stays fixed. Hence we can see the straightforward conversions between the 
different parameters as required.   
 
3.2 3D self-assembled carbon networks – 
Govor et al. 
 
We have used the electrical data of these carbon networks to demonstrate the 
applicability of our VRH crossover model of graphene to also 3D disordered carbon 
materials. These self-assembled carbon networks were prepared by Govor and 
colleagues [Govor et al. 2000; 2002]. These networks consist of disordered carbon 
connections with width and height about 100 nm, arranged in a planar pattern of 
micron-sized hexagons. The carbon networks consist of “hexagonal basic cells with 
diameters of about         ” [Govor et al. 2001] and sample thickness of ~ 100 nm 
[Govor et al. 2000] fabricated using a three-step self-assembly process. 
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3.3 Quasi-1D highly conducting 
polymers – Wang et al. 
 
Besides graphene and 3D carbon networks, we also use the electrical data of quasi-1D 
highly conducting polymers to illustrate the wide applicability of our VRH crossover 
model. The polymer is the HCl-doped emeraldine salt form of polyaniline (PAN-ES, 
see Fig. 3-1) prepared by Wang and colleagues. The sample is 1:4 stretched PAN-ES at 
doping ratio              . Electrical measurements are performed by Wang et al. 
following the two-probe technique, with the field perpendicular to the plane in a 
sandwich configuration; the PAN-ES is contained in a film of thickness       [Wang 
et al. 1992]. 
Wang and colleagues report that more than 50 % of their sample is amorphous, 
indicating the high level of disorder in the polymer and consistent with the expectation 
of the presence of localized electronic states dominating the conduction mechanism. 
The quasi-1D VRH electrical transport of the PAN-ES is suggested to be dominated by 
the amorphous regions or between the bundles of the polymers [Wang et al. 1992]. 
 
 
Fig. 3-1. Schematic chemical structure of the HCl-doped emeraldine salt form of 
polyaniline (PAN-ES) [Wang et al. 1992].  
 
3.4 Single-wall carbon nanotube networks 
by various synthesis methods 
 
In Chapter 6, we perform a systematic analysis of single-wall carbon nanotube (SWNT) 
networks grown by various synthesis methods. CNT networks can be grown via 
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chemical vapour deposition (CVD) – also known as the in-situ, as-grown or direct 
growth method – or via post-growth techniques. Chemical vapour deposition (CVD) is 
commonly used in the semiconductor industry to produce high-purity, high-
performance thin films. Post-growth technique involves the deposition of suspensions of 
CNTs on a substrate; the possible deposition methods are various, i.e. spray-coating, 
vacuum filtration, spin-coating, dip-coating, and electrophoretic deposition [Andrade et 
al. 2007]. 
The direct growth or CVD method is the focus of the study in this thesis. The 
main advantage of CVD growth is that the resulting networks consist of several mm-
long tubes, and so a very low concentration of tubes is needed to reach the percolation 
threshold (i.e. to establish an electrical connection). In contrast, the main drawback of 
all post-growth techniques is that they require CNTs to be dispersed in a liquid medium, 
via sonication (i.e. the act of applying sound energy to agitate particles in a sample) or 
chemical treatment, in thus manner damaging or cutting the tubes. As a result, higher 
concentrations of post-growth CNTs are needed to reach the percolation threshold. This 
is not optimal because the increased number of inter-tube contacts significantly 
increases the resistance of CNT networks [Lima et al. 2007]. 
 However, a drawback of CVD method is that by-products end up deposited on 
the substrate surface. These by-products do not contribute to electrical conductivity and 
degrade optical transmittance. Thus, in terms of optical transmittance, CVD-grown 
CNTs are comparable to post-growth deposited CNTs [Andrade et al. 2007]. 
 
3.4.1 Direct grown carbon nanotube networks via 
spray-coated catalysts – Ansaldo et al. 
 
The SWNT samples are grown by direct growth from spin-coated catalyst by Ansaldo 
and colleagues. Specifically, the direct (or in-situ) growth of the SWNT is performed 
via alcohol-based CVD, with ethanol as the alcohol. The spin-coated catalyst is also 
known as a pre-cursor, and consists of cobalt acetate or a mixture of cobalt and nickel 
acetate [Ansaldo et al. 2009; 2007]. 
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The SWNT was grown on a thermally-grown silicon dioxide on silicon 
substrate. Different catalysts (i.e. Co, Fe, Mo, Ni acetate and bimetallic mixtures) were 
spin-coated onto the SiO2 on Si chips for electrical testing in the temperature range 
between 500 and 900 deg. C [Ansaldo et al. 2007]. 
It was found that Co as catalyst results in a dense, “continuous carpet-like 
network”. On the other hand, when Fe, Mo, Co-Fe mixtures, Ni are used as catalysts, 
the single-wall carbon nanotubes are hard to find and of poor quality (i.e. described as 
either “short multi-wall nanotubes and other bent fibres” or “isolated tubes or very 
sparse networks” [Ansaldo et al. 2007]). Co-Ni compounds are most promising as 
catalysts, with relatively long and high-quality nanotubes, with the possibility to tune 
the production from carpet-like to isolated nanotubes [Ansaldo et al. 2007]. 
Ansaldo et al. have developed a novel method to transfer SWCNT networks 
grown on SiO2 onto polymeric films at room temperature. Their networks show very 
high transparency in the infrared region. The networks, being able to be transferred onto 
a polycarbonate film, hold promise for a transparent, flexible and highly conductive 
material [Ansaldo et al. 2008]. 
Ansaldo et al. advocate for CVD-grown SWCNTs rather than by spraying or 
filtration. The latter methods have a main limitation wherein CNTs are deposited in the 
form of thick bundles and are mixed with insulating molecules to try to unbundle the 
CNTs. Ultrasonification which is used to help dispersion introduce defects in the tubes. 
The optimization of the CVD method is reported in [Ansaldo et al. 2009]. 
In the Raman spectrum of a carbon nanotube, the peaks of the graphite structure-
derived  -band and the defect-derived  -band appear in the vicinities of 1590 cm-1 and 
1350 cm
-1
, respectively. The ratio of the     band peaks can be used to evaluate both 
the crystal purity and defect concentration of the nanotube. Specifically, the higher this 
    ratio, the less amorphous components and defects present. 
For the SWNTs analyzed in this thesis, we note that in the Raman data reported 
for the best catalyst ratio [see Ansaldo et al. 2007, Fig. 5], the   peaks are prominent 
while the   peaks are hardly visible. This high Raman G/D peak ratio indicates the high 
quality of the SWNT samples grown by Ansaldo and colleagues. 
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3.4.2 Direct grown carbon nanotube networks via 
patterned catalysts – Lima et al. 
 
SWNT sample # 933-1, 933-2 (the same sample but at different drain current) by Lima 
et al. is grown by the direct (or in-situ) growth from patterned catalyst. That is, the 
growth of the SWNT via CVD is from specific catalyst regions patterned via 
photolithography. These specific patterned regions are in contrast to the global area 
growth of Ansaldo et al. in the previous section. The catalyst is a solid solution of MgO-
Fe2O3-MO3 in powder form [Lima et al. 2007]. 
The procedure to synthesize a CNT network is as follows: a quartz (SiO2) 
surface is covered with a photoresist layer and subsequently patterned by 
photolithography. The catalyst is then applied over the patterned photoresist layer. 
CNTs are then synthesized in a CVD furnace [see Lima et al. 2007, Fig. 1 for an 
illustration]. 
 
3.4.3 Post-grown carbon nanotube networks – 
Andrade et al. 
 
For comparison to the direct grown SWNT networks and as supporting information, we 
also analyze a post-grown SWNT network prepared by Andrade and colleagues. The 
method used is post-growth deposition via spray-coating method. That is, a suspension 
of already grown CNTs is deposited via spray-coating on a substrate [Andrade et al. 
2007]. 
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CHAPTER 4. Methodology for data 
analysis and modelling 
 
The main work in this thesis is the modelling and fitting of experimental data. The 
sources of the experimental data have been detailed in the previous chapter. In this 
chapter, we shall present an overview of the mathematical concepts and coding involved 
in data analysis and modelling. Several software packages are used to facilitate this 
process. Data digitization is performed with Grafula II 2.32 (Wesik, Russia, 2000). 
Processing and analysis of data are accomplished via Origin 8.5 (OriginLab, USA, 
2010) and MATLAB 7.13 (Mathworks, USA, 2011). 
 
4.1 Data digitization – Grafula 
 
Digitization in the context of this thesis can be defined as the representation of an image 
in the form of a graph as a set of discrete points. While raw data furnished to us by 
collaborator groups would not necessitate such a procedure, to analyze published data 
from the wider literature it is necessary to convert the published graphs into a tabulated 
form in order to enable analysis and modelling of data. 
 For this purpose, we utilize the digitization capability of the software Grafula II 
2.32 (Wesik, Russia, 2000). In brief, the operation of the software is as follows. The 
user calls up an image in bitmap format of a graph of interest on Grafula, and informs 
the software of the locations of the zero origin, the maximum and minimum points of 
both axes alongside their scale values by manual input. 
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With the axes and zero origin points set up, the user then informs the software of 
the location of each data point of interest by manual input and each input is recorded as 
a value in the tabulated window of data points. A magnifying window assists the user in 
the input of the locations of the data points. 
 
 
Fig. 4-1. Screenshot of the Grafula software in action. 
 
Fig. 4.1 shows a representative screenshot of the Grafula software in action. The 
axes have been defined as shown by the green lines. We have added red lines as guides 
to the locations of the axes. The numerical scales of the axes are defined at the top-right 
window. As an example, several consecutive data points from two data sets have been 
digitized; this is seen as green and red circles in the graph (near the top-left region of the 
graphical image) which are translated into the tabulated data of the bottom-right 
window. The tabulated data are then transferred to other data analysis software, e.g. 
Origin, for modelling. 
Another method for data digitization for graphs already in the Origin format is 
by using the Screen Reader tool in Origin. Fig. 4-2 shows this procedure. The 
representative screenshot demonstrates how a single data point can be obtained from the 
graph. In this example, our aim is to replot the data according to given values of the x-
axis (blue lines in the figure). By thus digitizing, we obtain a tabulated set of data with 
respect to the given values of the x-axis for further analysis. 
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Fig. 4-2. An alternative way to digitize graphs is to use the Screen Reader tool in the 
Origin software. 
 
4.2 Data analysis 
4.2.1 Curve fitting and modelling – Origin 
4.2.1.1 Chi-square and adjusted    as indicators of 
quality of fit 
 
Data analysis in modelling the experimental data is performed via the Origin 8.5 
software (OriginLab, USA, 2010). In this section we shall overview the curve fitting 
principles behind the Origin software. Curve fitting is performed via a nonlinear 
regression model: 
             
where the dependent variable (i.e. output, e.g. electrical conductance)   is written as a 
function of independent variables (i.e. input, e.g. applied voltage)   and fitting 
parameters (e.g. the Mott coefficient)  . The error term   represents the unexplained 
variation in the dependent variable and is usually assumed to have a mean of zero. 
(4.1) 
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Due to the nonlinear relationship between the dependent and independent 
variables, no explicit solutions exist for the equation parameters. Therefore, the 
parameter values need to be estimated using an iterative (i.e. computational) process. 
To estimate the parameters, the chi-square minimization or “weighted least-
square” method is used. The goal is to minimize the sum of the squares of the deviations 
between the theoretical curve and the experimental points for a range of independent 
variables. The chi-square value    is defined as follows: 
                       
 
 
   
 
where    is the weighting coefficient,        are the experimental data points,          
are the theoretical points. The best quality fit is obtained for the parameter values that 
correspond to the minimum value of   , and this is done iteratively by the Origin 
software. (The maximum number of iterations   performed by Origin per run is 400.) 
Another common measure of the quality of the fit is the coefficient of 
determination. The coefficient of determination    is the square of Pearson’s 
correlation coefficient  , the latter defined as [Sheskin 2004, p. 950]: 
  
                
                    
  
           
         
 
  
             





where the notations are consistent with earlier introduced symbols. In the case where the 
sampling value (i.e. number of data points)    is large, the correlation coefficient 
simplifies to 
  
               
                       
 
It is noted that the numerator                , being a sum of products, could possibly 
have a negative value. To avoid this issue, the coefficient is usually squared to keep the 
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The closer to 1 this coefficient is, the better the quality of the fitting curve. 
There is however still a weakness associated with this coefficient. Note that    
is essentially the “fitting sum of squares” divided by the total sum of squares. The 
numerator can be artificially increased by adding the number of fitting parameters. On 
the other hand, the denominator remains fixed. Hence in theory, adding arbitrary fitting 
parameters could artificially increase the numerator thus giving the illusion that the 
correlation improves. 
An “adjusted   ” coefficient overcomes this weakness by adding to the 
denominator of    the number of fitting parameters  : 
                     
    
      
   
Both the adjusted    and the minimum    coefficient values are used as a measure of 
the quality of fit in this work. For example, for two different fitting functions or models, 
the one with the lowest minimum   , and adjusted    closest to 1, would be the best fit. 
The fit curves shown in this work generally have adjusted    values exceeding 0.9000. 
The choice of weighting is found to influence the quality of fit; it is found that a 
‘statistical’ weighting usually gives the best fit. 
 We note that the latest versions of the Origin software, including the one used in 
this work, calculates the adjusted    coefficient in contrast to solely    in its earlier 
versions. We emphasize that that means that the number of fitting parameters is taken 
into account in assessing the quality of fit. 
 
4.2.1.2 Coding in C language 
 
As a representative example, we demonstrate how our VRH crossover model (see 
Chapter 5) is implemented in the Origin fitting procedure. In brief, the crossover 
(4.5) 
(4.6) 
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consists of two theoretical regimes of VRH transport, namely the low-field VRH 
wherein conductance   follows: 





   
     
    
 
  
and the high-field VRH regime wherein   follows: 
                         
  
   
 
 
   
   
The meanings of the symbols are as introduced in Chapter 2. The modulus around the 
field parameter   introduced here is to account for the symmetrical behaviour of the 
conductance   across the positive and negative field values  . 






// Fit Parameter(s): 
double G_H, double E_0, 
// Independent Variable(s): 
double E, 
// Dependent Variable(s): 
double& G) 
{ 
 // Beginning of editable part 
 if(E>0){ 
 G=G_H*exp(-E_0/E^(0.3333333333)); 








 // End of editable part 
} 





   
  





   





   





   
 ). The 
Mott coefficient    and Shklovskii coefficient    are easily converted by a power 
change from   
  and   
  to be consistent with the notations in the rest of this thesis. 
The most important feature of the code above is the use of the if-else condition 
to achieve mirror-image symmetry around the y-axis of conductance across both 
positive and negative applied voltages. This symmetry was not utilized in previous 
fittings by the group and is hence novel in this thesis. The use of the if-else code has 
two main advantages as follows. 
Firstly, it considers all the data points over the whole measured range for a 
particular dataset instead of splitting the dataset according to positive and negative 
applied voltages. This increase in the number of data points certainly improves the 
fitting quality of the model to the data. Secondly, it achieves in a single fitting step, a fit 
to the whole dataset in half the effort compared to previous efforts when the data points 
were separated into the positive and negative applied voltages. 
We proposed our crossover model incorporating two theoretical regimes 
motivated by the discovery that at certain intermediate temperatures, a single fitting 
expression was not sufficient to describe the data over the range of applied drain-source 
voltages. The fitting procedure employed in these cases is to mask off a certain range of 
data while the other is fitted with one expression first, and the process is inverted for the 
other expression. 
This “double-fitting-and-masking” procedure requires discretion on the part of 
the observer, for example, in deciding how much of the data set to mask off and also in 
ensuring the two fit lines meet each other at the crossover point. Attempts were made to 
fully automate this process, i.e. to let the software simultaneously fit both functions at 
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once, with the crossover point by user input. However, this was not successful as 
‘kinks’ resulted in the crossover region. The following paragraphs will describe this less 
successful attempt at full automation. 
The code for the program is as follows: 
#include <origin.h> 
// Crossover point, X and temperature T will be manually 
input 
void _nlsfTryComposite( 
// Fit Parameter(s): 
double G_L, double T, double a, double T_0, double G_H, 
double E_0, double X, 
// Independent Variable(s): 
double E, 
// Dependent Variable(s): 
double& G) 
{ 
 // Beginning of editable part 
 if(E>0){ 
  if (E>X){ 
   G=G_H*exp(-E_0/E^(1/3.0)); 
  } else { 
   G=G_L*exp(a*E/T)*exp(-T_0/T^(1/3.0)); 
  } 
 } else { 
 E=-E; 
  if (E>X){ 
   G=G_H*exp(-E_0/E^(1/3.0)); 
  } else { 
   G=G_L*exp(a*E/T)*exp(-T_0/T^(1/3.0)); 
  } 
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 } 
 // End of editable part 
} 
 























Fig. 4-3. Representative output of attempted full automation of the fitting program 
showing kinks in the crossover regions. 
 
A representative output of a graph fitted using this code is as shown in Fig. 4-3. 
We observe that fitting using the above program results in kinks at the crossover points, 
rather than perfectly smooth transitions. Looking into the program code, this is due to 
our usage of the if-else condition. To simplify, the pseudo-code is as follows: 
If (voltage > crossover) 
[fit to high-field function] 
else [fit to low-field function] 
It would be better if some continuity can be forced at the crossover point. For 
example, before transitioning from one fitting function to the other, the value of 
conductance could be saved in the system and used as the starting value for the next 
fitting function. This would result in a smooth transition. A pseudo-code for this 
concept is as follows: 
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While (voltage < crossover) 
[fit to low-field function] 
else [take note of the conductance value as   ; 
then starting with   , continue to fit to low-field 
function] 
However, attempts to implement this code into Origin have not been successful, 
as this would necessitate the do-while condition instead of if-else. The problem with the 
do-while condition is it operates in an infinite loop, and no output could be obtained. It 
most probably is beyond the capability of the Origin software to implement this fully 
automated concept. 
 
4.2.2 Numerical calculations – MATLAB 
 
Early attempts were made in MATLAB to model the experimental data by fitting them 
to physical functions; this was eventually found easier done with the Origin software. 
However, the MATLAB 7.13 software (Mathworks, USA, 2011) is found to be helpful 
in performing analytical calculations. Coding is performed in the C language syntax 
similar to Origin. 
An example of the MATLAB program used to calculate the crossover point, i.e. 
the field value when crossover occurs between the two VRH regimes in our crossover 
model, is as follows: 
d=2; %dimension 
T=40; %temperature 
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The crossover field expressions, denoted by symbol   in the code, refer to 
expressions for               derived in Chapter 5.1.1, i.e.               
 
      
   
 
   
 
 
   
   
  We note that the expressions as coded above writes the Shklovskii 





   





   
 . The 
Shklovskii coefficient    is easily converted by a power change from   
  as coded, to be 
consistent with the notations in the rest of this thesis. 
What the above program does is it calculates the crossover field value based on 
the range of fitting parameters input into the system. These fitting parameters are 
obtained from Origin’s curve fitting program from the previous section. At a certain 
system dimensionality   and temperature  , the user inputs the range of values 
(minimum and maximum values) of the fitting parameters   and   . 
The program then calculates the maximum and minimum values of the crossover 
field point   , shown in the above program as  , and displays as output the average 
value of the crossover point. As an example, for disordered graphene at a temperature of 
40 K and with zero applied gate voltage, the corresponding fitting parameters (see 
Chapter 5, Table 5.1) when input into the program results in an output of a calculated 
crossover point as follows: 
>> Program_calculate_Crossover 
X = 
    0.8421 
plusminus = 
    0.0038 
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In this example, we obtain a crossover voltage of               V. To two 
significant figures, the crossover voltage    is       , as reported in our paper [Cheah 
et al. 2013, p. 4] and shown in Chapter 5, Table 5.1(b). The crossover voltages at other 
non-zero gate voltages are obtained in a similar manner as described above. 
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CHAPTER 5. Results and discussion: 
variable-range hopping transport 
in disordered carbon materials 
 
In this chapter, we will present results and discussions of a proposed crossover variable-
range hopping (VRH) model involving established theoretical framework of two 
distinct regimes of VRH. Specifically, this model consists of a crossover between 
temperature-dependent hopping to field-dependent hopping, with the crossover field 
given by our analytical expression. 
This model is shown to give a very good explanation for the experimentally 
measured conductance of not only partially disordered graphene [Cheah et al. 2013], but 
also disordered carbon materials of other dimensionalities, namely 3D self-assembled 
carbon networks and quasi-1D highly-doped conducting polymers [Cheah and Kaiser 
2014]. We estimate the average hopping distance based on fitting parameters, and 
investigate the theoretical prediction of the order equivalence of the temperature- and 
field-scaling parameters. 
We also present exploratory, unpublished work which details the attempts at 
further improving this model. Specifically, two phenomenological models are presented 
wherein a single fitting function can apply to describe the experimental data instead of 
two fitting functions that crossover between each other. 
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5.1 A model of crossover from 
temperature-dependent to field-
dependent variable-range hopping 
transport 
5.1.1 Reduced graphene oxide 
 
Due to the chemical processes involved in the preparation of reduced graphene oxide 
(rGO), see Chapter 3.1, the resulting graphene inherently contains disorder. We 
emphasize that our rGO samples are only partially disordered in contrast to the highly 
disordered graphene of [Lo et al. 2013] which exhibits different electronic transport 
behaviour from our samples. 
Scanning tunnelling microscopy (STM) measures the electron charge density 
distribution on the sample surface, thereby serving as a good indicator of the surface 
morphology at the atomic level of the sample. Fig. 5-1(a) shows a representative STM 
image on our rGO samples prepared by Gómez-Navarro and colleagues which reveal 
disordered regions interspersed between highly crystalline regions. 
The disordered regions in rGO are attributed to oxygenated functional groups 
[Gómez-Navarro et al. 2007; Loh et al. 2010], cf. atomic model in Fig. 5-1(b). We 
observe formerly oxidized regions (areas indicated within green lines) that remain 
disordered after reduction while outside the green lines, a significantly more crystalline 
structure of the graphene is observed. The size of the disordered regions obtained from 
the STM image is around 6 nm [Gómez-Navarro et al. 2007]. 
We shall now focus on the electrical conductance data. The electrical 
conductance data of rGO at temperatures of 40 and 220 K have been previously 
published by Kaiser and colleagues. The electronic transport mechanism at temperature 
of 220 K has been suggested to be a combination of variable-range hopping (VRH) plus 
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a temperature-independent residual metallic conduction term [Kaiser et al. 2009]. The 
40 K data were shown in the paper [Kaiser et al. 2009] but no analysis was made. 
 
 
         
Fig. 5-1. (a) Scanning tunnelling microscopy (STM) by Gómez-Navarro et al. reveals 
formerly oxidized regions (inside green lines) on the rGO that remain disordered after 
reduction. Meanwhile, a significantly more crystalline structure of the graphene is 
observed outside the areas marked in green. Reproduced with permission from [Gómez-
Navarro et al. 2007]. Copyright 2007 American Chemical Society. (b) Atomic model by 
Bagri et al. of typical rGO showing remnant oxygen atoms (in red) and vacancies 
amongst the carbon atoms (in grey). Reproduced with permission from [Bagri et al. 
2010]. Copyright 2010 Macmillan Publishers. (c) This bulk carbon network observed 
via scanning electron microscopy (SEM) by Govor et al. appears to resemble a 3D, 
micron-scale analogue (with ring diameters        and sample thickness        ) to 
the hexagonal atomic arrangement of carbon in graphene. Electrical data of these bulk 
carbon networks are discussed later in Chapter 5.1.2. Reproduced with permission from 
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In this thesis, we analyze these electrical conductance data at temperatures of 40 
and 220 K and in addition also unpublished data at a temperature of 2 K and present a 
conduction model for all three temperatures wherein a complete physical model 
emerges to describe the whole temperature range from absolute zero to near room 
temperature and across the measured range of applied voltages. 
Before we proceed, it is important to note that the experimental data of electrical 
conductance at a temperature of 2 K has been corrected for leakage current at low 
source-drain voltage biases wherein significant scattering of the data points are 
observed at this low temperature. This work was done by Jaurigue, Kaiser and Gómez-
Navarro and is shown in Fig. 5-2. 
 
 
Fig. 5-2. Electrical conductance data of the reduced graphene oxide by Gómez-Navarro 
et al. at a temperature of 2 K are corrected for leakage current effects significant at this 
low temperature, shown representatively at gate voltage         . Parts (c) and (d) 
show the raw data of current   versus drain-source bias voltage     before correction, 
while parts (a) and (b) show the same data after correction for leakage current wherein 
    when      . In (b), there still remains some residual scattering of conductance 
data around the range          ; these outliers are eliminated from further analysis, cf. 
Fig. 5-10 (a). Reproduced from an unpublished report by Jaurigue, Kaiser and Gómez-
Navarro. 
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Owing to the characteristic conical electronic band structure in graphene (see 
Fig. 1-2), a positive    applied to the gate produces a substantial density of electron 
carriers in the graphene layer. On the other hand a negative    produces hole carriers. At 
     i.e. near the charge neutrality point, conductivity is at a minimum as charge 
carriers exist in sparse puddles of electrons and holes [Martin et al. 2008; Adam et al. 
2011]. The terminology “electron-hole puddles” is used in graphene literature to refer to 
spatial charge density fluctuations in the charge neutrality point [see e.g. Martin et al. 
2008, Fig. 3]. 
Fig. 5-3 shows an overview of the electronic conductance   behaviour at 
temperatures of 220, 40 and 2 K at zero applied gate voltage   . The semi-logarithmic 
plot shows experimentally measured conductance versus the drain-source voltage     at 
the three temperatures   as indicated. We find that the experimental data (of Gómez-
Navarro and colleagues, shown as symbols) can be well described by our crossover 
model (shown as red and green curves) incorporating two distinct regimes of VRH 
introduced in Chapter 2.1. 
 




























Fig. 5-3. Semi-logarithmic plot of conductance   versus drain-source voltage     of 
rGO at three temperatures   as indicated, at zero gate voltage   . Experimental data of 
Gómez-Navarro et al. are shown as symbols while fits to our 2D VRH crossover model 
are shown as red and green curves, with the crossover points indicated by red arrows. 
Published in [Cheah et al. 2013]. Copyright 2013 IOP Publishing. 
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Our VRH crossover model, shown as red and green curves, consists of the 
following theoretical framework. The red curves are fits to field-assisted, temperature-
driven 2D VRH, according to the theory of Pollak and Riess, as defined in Chapter 2.1.3: 





   
     
  
 
   
but with conductance   replacing the conductivity   terms with a trivial unit 
conversion. The green curves are fits to field-driven 2D VRH, according to the theory of 
Shklovskii, as defined in Chapter 2.1.4: 





   
   
again with conductance   replacing the conductivity   terms. 
We observe that at a temperature of 220 K (Fig. 5-3), the conduction can be 
fully explained via the 2D Pollak-Riess theory of field-assisted, temperature-driven 
VRH. On the other hand, near absolute zero at a temperature of 2 K, the conduction can 
be fully explained via the 2D Shklovskii theory of field-driven VRH. It is most 
interesting at the intermediate temperature of 40 K that a crossover or transition occurs 

























Fig. 5-4. A close-up of the conductance crossover region at 40 K showing the 
construction of our crossover model. Symbols and colours are as defined in Fig. 5-3. 
(5.1) 
(5.2) 
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Fig. 5-3 gave a first idea on the electrical transport behaviour at the charge 
neutrality point, i.e. zero applied gate voltage      wherein conductivity is at a 
minimum and contributed by the presence of puddles of electrons and holes. It is of 
interest to see whether similar trends develop at the same intermediate temperature of 
40 K at other applied gate voltages. 
Fig. 5-5 shows that as the applied gate voltage is positive and negative, 
corresponding to the majority charge carriers being electrons and holes respectively, the 
same conduction trends are observed in a qualitative manner. Quantitatively, we 
observe that electronic conduction (corresponding to         ) gives a higher 
conductance than hole conduction         ) and both of these conductances are in 
turn higher than that of the charge neutrality region where applied gate voltage is zero. 
The larger magnitudes of conductance for hole and electronic conduction are expected 
due to the much larger carrier densities available for conduction. 
 
 
Fig. 5-5. Semi-logarithmic plot as in Fig. 5-1 showing the different magnitudes of 
conductance at a temperature of 40 K for different gate voltages corresponding to hole 
conduction and electron conduction as well as near the charge neutrality point. Dashed 
lines, as in Fig. 5-4, are representative extrapolations of the fits beyond their appropriate 
limits, demonstrating the VRH crossover behaviour. Published in [Cheah et al. 2013]. 
Copyright 2013 IOP Publishing.  
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Fig. 5-6 presents an alternative visualization of the data in Fig. 5-3, wherein a 
linear-linear plot of conductance versus drain-source voltage is used instead of a semi-
logarithmic plot of the latter figure. We see that in this configuration, the data near room 
temperature, at temperature of 220 K is emphasized but the data at lower temperatures 
collapse into too low conductance magnitudes for satisfactory display. However it is 
still helpful to note that our model shows a decent fit to the experimental data. 
 

































Fig. 5-6. Alternative visualization of Fig. 5-3 as a linear-linear plot of conductance   
versus drain-source voltage     of rGO at three temperatures   as indicated, at zero gate 
voltage   . Fig. 5-3 used a semi-logarithmic plot of conductance versus the drain-source 
voltage. 
 
In Fig. 5-7 we present the data in Fig. 5-3 plotted as logarithmic conductance 
versus the inverse one third of the drain-source voltage. In this configuration, we 
emphasize the high-field behaviour of the conduction. Also, as can be observed by the 
green lines, the linearity of the logarithm of conductance versus the inverse one third of 
the voltage shows the characteristic 2D field dependence of the VRH model. 
The parts of the experimental data (shown as symbols) in Fig. 5-7 that do not 
exhibit such linearity of conductance with respect to the inverse one third of the drain-
source voltage, indicate that the field dependent regime of Shklovskii no longer holds. 
As shown by the fits in red, this second regime is the temperature-driven regime of 
 66  
 
Pollak and Riess. This highlights the need for our crossover VRH model to explain the 
complete range of data at various temperatures and voltages. 
 






































  of rGO at three temperatures   as indicated, at zero gate voltage   . 
 
As the data for temperatures of 2 and 40 K have not been previously analyzed, 
we focus further on the data at these two temperatures. In Fig. 5-7 we observe that near 
charge neutrality at zero applied gate voltage, the data at a temperature of 2 K can be 
described by the field-driven Shklovskii VRH regime. 
Fig. 5-8 presents further data at the same temperature but at different gate 
voltages, corresponding to dominant hole and electronic conduction, to convince the 
reader of the similar applicability of the field-driven regime theory. We restrict the x-
axis to only values of              and cut off the axis at higher values to avoid too 
much extrapolation of the experimental data. 
The semi-logarithmic, inverse one third plot configuration of the previous two 
figures can also be helpful in providing an alternative representation of the data in Fig. 
5-5. We present the conductance data at a temperature of 40 K in Fig. 5-9. The green 
lines are fits to the field-driven regime of Shklovskii, crossing over to the red curves 
which are fits to the temperature-driven regime of Pollak and Riess. 
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  of rGO at a temperature of 2 K, for zero and non-zero gate voltages    in 
rGO. Published in [Cheah et al. 2013]. Copyright 2013 IOP Publishing. 
 
 
Fig. 5-9. Semi-logarithmic plot of conductance   versus the inverse one third drain-




  at a temperature of 40 K, for zero and non-zero gate voltages    in 
rGO. Published in [Cheah and Kaiser 2014]. Copyright 2014 Inderscience. 
 
In the following set of figures, Fig. 5-10, we present the complete data at the 
three temperatures of 2, 40 and 220 K at zero and non-zero gate voltages. Note that the 
crossover of the regime can be observed to occur as the temperature is increased from 
graph (a) to (c). We observe a very slight asymmetry of the conductance with respect to 
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the applied drain-source voltage    . The magnitude of conductance is slightly higher at 
negative     values compared to positive ones. This could be due to the presence of 
small Schottky barriers at the interface between the sample and electrodes which behave 
differently depending on the direction of charge carrier flow. 
Note that as mentioned in Chapter 4.2.1.2, we employ in this thesis a mirror-
symmetry method in our fitting model; a condition not imposed in previous analysis of 
the group. This is to ensure that the complete range of data is taken into account in one 
go without having to split the data set into positive and negative applied drain-source 
voltages. We believe that the increased sample size in the data set allows for an 
improved quality of fit, and that the slight deviation of the experimental data from the 
modelling fits due to the slight asymmetry of conductance is negligible. 
 



























Fig. 5-10 (continued at next page). Semi-logarithmic plot of conductance   versus 
drain-source voltage     of rGO at temperatures of (a) 2; (b) 40; and (c) 220 K, at zero 
and non-zero gate voltages   . Experimental data of Gómez-Navarro et al. are shown as 
symbols while fits to our 2D VRH crossover model are shown as red and green curves. 
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Fig. 5-10 (continued). Semi-logarithmic plot of conductance   versus drain-source 
voltage     of rGO at temperatures of (a) 2; (b) 40; and (c) 220 K, at zero and non-zero 
gate voltages   . Experimental data of Gómez-Navarro et al. are shown as symbols 





 70  
 
Table 5.1. Fitting parameters for our model based on experimental conductance of rGO 
at temperatures of (a) 2; (b) 40; and (c) 220 K, with fitting expressions as stated in the 
text (see p. 58). Spatial dimensionality     for graphene. Where a range of 
parameters are applicable, the values are given in brackets. The calculated crossover 




             
         
                            
            
    
 
     
 
    




              
 
         
                   
                                  
                      
                         
                   
                           
    
 
     
 
   
                        





             
 
         
                                  
                         
                         
 
The values of the fitting parameters used for the data of rGO at various 
temperatures and voltage conditions are summarized in Table 5.1. Fitting functions are 
as introduced early in this section with spatial dimensionality     for graphene. We 
can understand the parameter    as the saturation conductance in the limit of high 
applied electric field. On the other hand, we can understand the parameter    as the 
conductance as the applied electric field tends to zero. 
To obtain the values of the Mott coefficients   , we use the idea of plotting the 
low-field limit conductance magnitudes   , which serve as the zero intercepts on the y-
axis at      , versus temperature  . This effectively fixes the electric field while only 
 71  
 
varying the temperature. Thus one    value holds for all temperatures instead of being 
varied with temperature as in Table 5.1. The graph is then fitted to the 2D Mott VRH 
model: 






   
to obtain the values of   , as shown in Fig. 5-11. 
We obtain from the graph values of 
  
 
                                         
 
   equivalent to                
                                    . Note that these values are at      . As a 
check for our values, we refer to    values reported previously for similar rGO samples 
but from a different batch and at           [Kaiser et al. 2009], and these are 
  
 
                                     . These values are read from the graph of 
[Kaiser et al. 2009, Fig. 4(a)]. We see that our    values are in satisfactory agreement 
with the reported values in the literature for a different batch of rGO samples.  
























Fig. 5-11. Obtaining the Mott coefficient from the rGO conductance data of Gómez-
Navarro et al. by plotting low-field limit conductance    (symbols) versus temperature 
  and fitted to 2D Mott VRH model (lines). 
 
(5.3) 
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 Based on the fitting parameters, we can calculate the mean hopping distances in 
the disordered regions in rGO, from the low-field VRH fits (red curves in Figs. 5-3 to 5-
10). From the value of the fitting parameter   of Table 5.1, we can calculate the hopping 
distance   at a given temperature   and applied gate voltage    via the formula 
        
    
     
 
where    is the Boltzmann constant and   is the electronic charge. The hopping 
distance is multiplied with the distance between electrodes          to convert 
electric field   to its corresponding voltage  , following the relation     . The latter 
conversion is necessary because the fits are performed on voltage values on the x-axis 
rather than the field. 
At a temperature of 40 K, the mean hopping distance at zero applied gate 
voltage is: 
                   
    
Meanwhile, at non-zero gate voltages at the same temperature, mean hopping distances 
are: 
                    
    
                     
    
Therefore we obtain, to two significant figures, mean hopping distances of 78 nm (at 
zero   ), 63 nm (positive   ) and 69 nm (negative   ). Averaging the three cases, which 
correspond to near charge neutrality, majority electron and hole transports respectively, 
we obtain an estimate of the mean hopping distance of 70 nm at temperature 40 K. 
This mean hopping distance of 70 nm is considerably larger than the 6 nm 
disordered regions inferred from STM data on the graphene samples [Gómez-Navarro et 
al. 2007], see Chapter 5.1.1. We attribute this large magnitude of the mean hopping 
distance to the assumption that the electric field is distributed uniformly throughout the 
graphene sample. Specifically, in our calculations, the electric field is averaged over the 
whole graphene sample, using           . It is thus argued that the electric field 
magnitude is not equal for the disordered and crystalline regions in the rGO. Instead, in 
(5.4) 
 73  
 
the disordered regions where hopping occurs and contributes to the dominant resistance 
of the rGO, the electric field is one order of magnitude larger [Kaiser et al. 2009] in the 
disordered regions compared to the average value of the applied field. 
An elaboration of the physical justification of the non-uniformity of electric field 
distribution within the rGO comprised of disordered regions amongst more crystalline 
regions is in order. We emphasize that the mean hopping distances      calculated from 
theory are averages over the whole sample. In reality, the rGO sample is probably on 
the order of 10 % disordered – as first proposed by [Kaiser et al. 2009] – where most of 
the resistance contribution comes from, thus resulting in the VRH conduction 
mechanism observed. Based on the STM image of Fig. 5-1(a), we can model the 
resistance contributions from the disordered and more crystalline regions of the rGO as 
series resistors thus: 
 
                                 
As the resistance in the crystalline regions is negligible (near ballistic transport) 
compared to resistance from the disordered regions, the total resistance contribution is 
thus: 
                          
                    
As the current flowing through the sample is equal, i.e.                           , it 
follows that the applied drain-source voltage would be mainly concentrated in the 
disordered region: 
                               
Due to our assertion that in the order of 10 % of our rGO sample is disordered [Kaiser 
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the disordered regions is thus in the order of 10 higher than the field in the more 
crystalline regions: 
                                           
 
  
         
Thus, in correcting for the non-uniform electric field distribution across the 
sample, a realistic mean hopping distance in the disordered regions would be one order 
less than that calculated above, i.e. closer to 7 nm rather than 70 nm at a temperature of 
40 K. 
Meanwhile, at temperature of 220 K, the mean hopping distance is calculated as 
follows: 
                    
    
and we obtain (to two significant figures) a mean hopping distance of 27 nm. Correcting 
for non-uniform electric field as per above, we take the realistic value of the mean 
hopping at a temperature of 220 K to be closer to 3 nm. 
We observe that the mean hopping distance decreases as the temperature is 
increased, i.e. from ~ 7 nm at 40 K down to ~ 3 nm at 220 K. This is consistent with 
VRH theory which states the range in position space of typical hops decreases with the 
increase of temperature. This is because more near equivalent energy states exist at 
closer distances at higher temperatures, hence the average hop lengths decrease. 
We also note that our calculated hopping distance of 27 nm at a temperature of 
220 K somewhat disagrees with the value of 63 nm obtained in [Kaiser et al. 2009] for 
the same temperature. This is because the cited work introduced an additional constant 
   to the low-field VRH expression (see [Kaiser et al. 2009, Eq. (3)]) to describe a 
temperature-independent residual metallic conductivity. We have omitted the 
unnecessary parameter    in this work, as we suggest that any residual metallic 
conductivity is negligible compared to the dominant resistance contribution from VRH 
within the disordered regions. The present model and calculated values presented here 
in which the unnecessary residual metallic term is omitted, we believe to be more 
accurate than that previously presented in [Kaiser et al. 2009]. 
(5.9) 
(5.10) 
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We now move on to focus on obtaining an analytical expression for the 
crossover field point that mediates the transition between the temperature-driven and 
field-driven VRH regimes. We notice that when such crossover occurs at the 
intermediate temperature of 40 K, see Fig. 5-4, the slopes of the fitting curves equate at 
the point of the crossover field (or voltage in this case). Thus we can obtain the 
analytical expression for a            by equating both slopes of the intersecting lines at 
the crossover point. 
First, we obtain the slope    of low-field VRH region in the figures, 





   














   





   
Meanwhile, the slope   of the high-field VRH region is, 





   
  





   
 
   





   
   
  
   
      
By equating both slopes,      , we thus obtain the analytical expression for the 
crossover point for a sample of dimensionality   at a given temperature  , 
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We note that only two experimental fitting parameters i.e.   and    are needed 
to calculate the value of the crossover field. As an example, for graphene conductance at 
a temperature of 40 K (i.e.          , and using the values of the fitting 
parameters   and    from Table 5.1, we obtain a crossover voltage of: 
                   
  







         
We have written a MATLAB program to assist in the calculation to this effect, 
as described in Chapter 4.2.2. The analytical expression for the crossover field is written 
in alternative notation for a cleaner presentation in our paper [Cheah et al. 2013]. It is 
given in this form: 
                    
  
       
  
where the notations           and    
   




 are used. In the 2D case, the 
expression becomes: 
                 









5.1.2 3D carbon networks 
 
We can now proceed to show that our VRH crossover model presented at length in the 
previous section to describe the experimentally measured conductance data of rGO, is 
also applicable to other carbon materials of different dimensionalities. For the 3D case, 
we use the data of Govor et al. [2000] as we note that the plot of their conductivity data 
versus applied field in their carbon networks, Fig. 5-12, shows very similar qualitative 
trends to the plot of conductance versus applied source-drain voltage in disordered 
graphene (cf. Fig. 5-3). 
(5.14) 
(5.15) 
 77  
 
































Fig. 5-12. Plot of natural logarithm of the conductivity   versus applied field   in 3D 
carbon networks shows similar trends as for disordered graphene, cf. Fig. 5-3. 
Experimental data of [Govor et al. 2000] are shown as symbols while fits to our 2D 
VRH crossover model are shown as red and green curves, with the crossover points 
indicated by red arrows. Published in [Cheah et al. 2013]. Copyright 2013 IOP 
Publishing. 
 
The similar conductance trends suggest the fits we presented earlier for graphene 
should also apply to these carbon networks, with a change of spatial dimensionality 
from the 2D graphene to 3D (i.e.    ) for the carbon networks under consideration. 
The three-dimensionality of the carbon network is justified by the reported sample 
thickness of ~ 100 nm [Govor et al. 2000] thereby qualifying it as a bulk conduction 
material. It is interesting that physically the bulk carbon network seems to resemble a 
micron-scale analogue to the hexagonal arrangements of carbon atoms in graphene, Fig. 
5-1(c). The excellent fit of our model to their experimental data shows that our proposed 
model of crossovers occurring from temperature-driven (or low-field) to field-driven (or 
high-field) VRH at intermediate temperatures applies irrespective of the system 
dimensionality. 
It must be noted that in their paper, Govor and colleagues have already 
suggested a crossover model for their conductivity data which is somewhat similar to 
our model proposed here. Specifically, they showed that   
 
  crossed over to    
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behaviour where   is scaled from zero to one according to increasing electric field and 
temperature [Govor et al. 2000; 2002]. As opposed to their model, we present a more 
intuitive picture which preserves the system dimensionality, by crossing over from a 
low-field VRH,   
 
 , into a high-field VRH,   
 
 , without the need for a scaling index. 
We believe that the simplicity of our model, justified by the excellent fits to their data, 
presents a better description of the charge transport observed. 
Fig. 5-13 shows a plot of conductivity versus the inverse one fourth applied 
electric field   
 
  to emphasize the linearity of conductivity at high fields, a 
characteristic of high-field VRH in three dimensional systems. It can be observed when 
plotted using these axes, that at a temperature of 4.2 K the conductivity appears to 
deviate from linearity, i.e. undergoes a minor crossover into low-field VRH at around 
  
 
       (V/cm)-1/4, which corresponds to electric field of    
 
    
 
 
          
V/cm. The data at this field value, nearly zero, is barely visible in the plot of Fig. 5-12. 
This highlights the advantage of plotting against the inverse one fourth power,   
 
 , as a 
complement to plotting against   in our data analysis. 


































Fig. 5-13. Plot of natural logarithm of the conductivity versus the inverse one fourth 
power of the applied field in 3D carbon networks. Experimental data of [Govor et al. 
2000] are shown as symbols while fits to our 2D VRH crossover model are shown as 
red and green curves, with the crossover points indicated by red arrows. Published in 
[Cheah and Kaiser 2014]. Copyright 2014 Inderscience. 
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Values of fitting parameters are summarized in Table 5.2. As with the case for 
graphene, the graphical method of obtaining the Mott coefficient    is illustrated in Fig. 
5-14. The figure shows the values of the zero-intercept values of the x-axis (i.e. at zero 
applied field    ),      versus temperature  , and fitted to 3D Mott VRH,      






 to obtain the value of   . In the inset of Fig. 5-14, we illustrate that 
plotting against  
 
  would result in a linear fit. 
We obtain             
       . We note that the reported value of    at 
a temperature range of 4.2 to 26 K is 80.0 K; this value is taken from [Govor et al. 2000, 
Table 2, sample 7]. The disagreement between our value and theirs is due to the 
different analysis method used. The main difference is that Govor and colleagues used a 
piecemeal approach in dividing the temperature range into several sections, while our 
analysis considers the complete temperature range as a whole. 
 
Table 5.2. Fitting parameters for our model based on experimental conductivity of 3D 
carbon networks at various temperatures, with fitting expressions as stated in the text 
(see p. 58). Spatial dimensionality     for bulk carbon networks. 
 
Parameters at 
       
                 
       
 
  
   
-                 
           -                                     
       42.4 
       
 
  
   
            - - 
    
 







            - - 
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Fig. 5-14. Obtaining the Mott coefficient    by plotting low-field limit conductivity 







 shown as red lines. Inset shows plotting against  
 
  gives a linear fit. 
 
We use the analytical expression for our crossover point            to calculate 
the crossover fields when low-field VRH crosses over to high-field VRH transport. 
With reference to the fitting parameter values from Table 5.3, we can obtain the 
crossover field at temperature 30 K: 
                   
  







               
as well as the crossover field at temperature 15 K, 
                   
  







               
which match the crossover points indicated by red arrows in Fig. 5-12. 
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We can also show mathematically the trivial cases wherein no crossover is seen 
to occur for the measured voltage or field range. We illustrate this using data for the 3D 
carbon networks but it must be noted that the results are equally valid for 2D systems. 
As an example, by observing the trend of   as temperature decreases in Table 5.2, we 
can infer that the slope parameter   would tend toward infinity at the limit of very low 
temperature. 
Graphically, this can be interpreted that the low-field VRH fit would tend 
toward become almost parallel with the y-axis at the very-low temperature limit. Thus, 
setting the slope parameter   to tend toward infinity, 
     
begets: 
   
   
 
  







    
This can be interpreted to mean that at the very-low temperature limit, the crossover 
point from low-field to high-field VRH is located at zero field             . In other 
words, the high-field VRH is valid for the whole field range at sufficiently low 
temperatures. 
On the other hand, at the limit of very-high temperatures, the low-field VRH fit 
would tend to become almost parallel with the x-axis. Thus, setting the slope parameter 
to tend toward zero, 
     
begets: 
   
   
 
  







    
(5.16) 
(5.17) 
 82  
 
This can be interpreted to mean that at the very-high temperature limit, the crossover 
point from low-field to high-field VRH never occurs as             . Thus the low-
field VRH would be valid for the whole field range at sufficiently high temperatures. 








































Fig. 5-15. An alternative plot to Fig. 5-13 showing the conductivity until the limit of 
very high fields    , an extrapolation far beyond the range of the experimentally 
measured data illustrating where our models might no longer apply. The saturation 
conductivities at this high-field limit, i.e. the zero-intersects of the y-axis correspond to 
the values of    in Table 5.2. 
 
Fig. 5-15 presents an extrapolation from the experimental data into very high 
applied fields. It is interesting to observe from the figure that at the very high field limit, 
our model predicts a saturation conductivity (i.e. where the fit lines intersect the y-axis, 
given by    in Table 5.3) that slightly decreases as temperature is increased from 4.2 K 
until 30 K, and then increases rapidly at temperature of 50 K and slightly decreases 
from this value as temperature increases to 100 K. 
We note from Fig. 5-15 there there is an anomalous jump in conductivity as 
temperature increases to around 50 K. Judging from the trend of the y-axis intercepts, 
we suggest that at very high fields, the conductivity does indeed crossover to a high-
field VRH transport. It is more probable that at the limit of very high fields, the 
conductivities at temperatures of 50 and 100 K saturate consecutively below that of the 
saturation conductivities    of that at a temperature of 30 K, as suggested by the trend 
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of the high-field limit conductivity    in Table 5.3 (corresponding to y-axis intercepts 
in Fig. 5-15). However these very high field and temperature conditions are beyond the 
means of experimental measurement. 
 
5.1.3 Quasi-1D highly-doped conducting polymers 
 
We will now show that our crossover scenario, besides giving excellent descriptions for 
3D and 2D disordered carbon materials, is also valid for quasi-1D disordered highly-
doped conducting polymers. We use as an example, the experimentally measured 
conductivity data on HCl-doped emeraldine salt form of oriented polyaniline (PAN-ES) 
by Wang and colleagues [Wang et al. 1992], as shown in Fig. 5-16. In the figure, 
experimental data is shown as symbols while fits to our crossover scenario are shown in 
red for intermediate-field VRH, and green for high-field VRH, respectively. 


























Fig. 5-16. Plot of natural logarithmic conductivity versus the electric field at two 
temperatures for PAN-ES. Experimental data from [Wang et al. 1992] are shown as 
symbols. The behaviour of a purely Pollak-Riess regime in the absence of a crossover is 
indicated by magenta dotted lines, emphasizing the necessity of a crossover from the 
Pollak-Riess VRH regime (in red) to the Shklovskii VRH regime (in green). The 
crossover field positions are indicated with red arrows. Published in [Cheah and Kaiser 
2014]. Copyright 2014 Inderscience. 
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It must be noted that in the paper of Wang et al. [1992], the conductivity data is 
claimed to follow solely the Pollak-Riess VRH, i.e. field-assisted, temperature-driven 
behaviour. However, this is evidently not the whole story, as the conductivity deviates 
from this linearity expected from the Pollak-Riess regime as the electric field reaches 
higher magnitudes, as seen in Fig. 5-16. At such high electric fields, the conductivity is 
consistent with a crossover to the Shklovskii VRH regime, i.e. field-driven VRH. 
Thus, we illustrate that our crossover scenario gives a very good account of the 
conductivity of quasi-1D highly-doped conducting polymers, highlighting the need to 
consider the transport regime at high electric fields beyond the Pollak-Riess model 
interpretation used by Wang et al. 
 
5.2 Investigation into the equivalence of 
temperature and field scaling 
parameters 
 
In the theory paper of Shklovskii [1973] a relation between the electric field fitting 




   
     
  
The dimensionless pre-factor   is suggested to be of “the order of unity” and Shklovskii 
was cautious to point out that the theory is insufficient to achieve further accuracy than 
to serve as an order-of-magnitude approximation. To the best of our knowledge, no 
effort has been made to verify the validity of the above relation as predicted by 
Shklovskii since the publication of his work. 
In this thesis, with the support of experimental data and the fitting parameters in 
Tables 5.1 and 5.2, we are able to obtain estimates of the values of the dimensionless 
pre-factor   to determine the validity of the above theoretically predicted relationship. 
Rearranging Shklovskii’s relation to obtain  , we get: 
(5.18) 
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where 
  
         
  
  
The value of 0.18 is valid for 2D samples and is replaced by 0.17 for bulk samples 
[Pollak and Riess 1976], see Chapter 2.1.3. It is however intuitive that the difference 
between either value is negligible in obtaining the order of magnitude of the 
dimensionless pre-factor  . 
We observe that parameter   is indeed dimensionless as both the numerator and 
denominator have units          which cancel off each other. This is especially 
obvious if we rewrite the above relation in the alternative notation using: 






   
        
  
 In order to proceed with the calculations we need to narrow our scope to only 
consider the conductance data at intermediate temperatures wherein crossovers from 
temperature-driven to field-driven VRH occur in order that we have both the 
temperature scaling parameter, i.e. the Mott coefficient    from the former and the field 
scaling parameter    from the latter regime. In the rGO data, this means we focus on the 
conductance data at a temperature of 40 K. The results are summarized in Table 5.3. 
We see that for rGO, the dimensionless pre-factors   are indeed of the order 
unity when the majority charge carriers consist of electrons or holes, corresponding to 
positive and negative applied gate voltages respectively. This means that the energy 
difference over a mean hopping distance      of an electron in an electric field equal to 
the field scale parameter    has a similar order of magnitude to the analogous thermal 
energy      where    can be considered the temperature scale parameter, hence 
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Table 5.3. Fitting parameters and the corresponding calculated dimensionless pre-
factors  , based on experimental conductance of rGO at a temperature of 40 K. 
Published in [Cheah and Kaiser 2014]. Copyright 2014 Inderscience.  
 
Gate voltage 
       
           
 
 
     




                        
                         
                          
 
However, near the charge neutrality point when the applied gate voltage is zero, 
the pre-factor   is found to be an order of magnitude larger than expected. We attribute 
this to the low density of charge carriers in the charge neutrality point existing in the 
form of sparse electron-hole puddles. The electric field distribution across the sample 
would subsequently be non-uniform and cause the non-unity relationship between the 
temperature and field scaling parameters. 
From the definition of the pre-factor c (i.e.               ), we can 
understand that an order-unity   means the electrical energy gained scales at the same 
rate as that of the thermal energy gained. Meanwhile, if   is one order of magnitude 
larger as obtained near the charge neutrality region, this means that the electrical energy 
is a larger contributing factor than the thermal energy. This supports our interpretation 
of the non-uniformity of the electric field distribution across the sample near charge 
neutrality. 
In extending our calculation of the Shklovskii dimensionless pre-factor   to 3D 
carbon networks, we discover that the order unity prediction does not hold for the data 
of those samples. We obtain instead two orders of magnitude lower than expected 
values of  , indicating that for this material, the thermal energy is a larger contributing 
factor than the electrical energy. Specifically, the values of   are          at a 
temperature of 30 K and          at a temperature of 15 K. 
The reason for the calculated result being significantly below the expected 
theoretical value for the case of the 3D carbon networks remains an open question. We 
propose that this is due to the electric field being concentrated at certain disordered 
(5.22) 
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regions wherein the electric field in the defected region is roughly two orders-of-
magnitude larger than the average field. As hinted at in Chapter 2.1.2 and investigated 
in depth in the text after Fig. 5-11, the theory of VRH assumes an average, uniform 
distribution of electric field across the sample and corrections have to be made to 
parameters obtained from analysis to correct for the non-uniformity of the electric field. 
For the quasi-1D highly doped conducting polymers we find that we could not 
perform a meaningful quantitative analysis as the data of Wang and colleagues [Wang 
et al. 1992] are presented in a normalized form, wherein the temperature-dependent part 
is almost frozen out due to this normalization. As such, the temperature scaling 
parameter    is in effect made zero, or close to zero, by this normalization. As such the 
electrical energy gain cannot be compared with the gain in thermal energy in a 
quantitative manner, although our qualitative fits to their data still allows us to 
demonstrate a good description of the conduction behaviour. 
 
5.3 A proposal for a temperature-
assisted, field-driven VRH expression 
 
We again briefly recapitulate the work of Pollak and Riess which introduced a field-
assistance exponential term (i.e. the     
  
 
  term) to the temperature-driven VRH 
expression of Mott, thereby extending the validity of the Mott VRH expression up to 
intermediate applied voltages: 





     
  
 




   
  
(5.23) 
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We remind the reader that at higher applied voltages, conduction behaviour switches 
over to exhibit solely field-driven VRH following Shklovskii as we have demonstrated 
in the main text. 
Analogously, we propose introducing a temperature-assistance exponential term 
to the field-driven expression of Shklovskii, i.e.: 





   
as follows: 





     
  
 
   
 We demonstrate the applicability of our proposed model on the 3D carbon 
networks electrical conductivity data of Govor and team members. We first digitize and 
re-graph their data from a natural logarithmic conductivity versus applied field into one 
of natural logarithmic conductivity versus temperature. 
Fig. 5-17 (a) shows with vertical lines of how each conductivity data point is 
read at specific given values of the applied field, and redrawn into the conductivity 
versus temperature in part (b). Based on Fig. 5-17 (b), we see that our proposed fitting 
function in the 3D case seems to work well at a limited temperature (     ) and 
field (              ). This is in line with the validity of the Shklovskii VRH 
expression for relatively low temperatures and high fields. 
Our proposed temperature-assisted, field-driven expression extends the validity 
of the solely field-driven expression of Shklovskii. Table 5.4 summarizes the fitting 
parameter values used in the fits. We used an estimate of             by taking the 
average of its values at temperatures of 15 and 30 K as in [Cheah and Kaiser 2014, 
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Fig. 5-17. (a) The blue vertical lines illustrate how data is read from the natural 
logarithmic conductivity versus applied field graph to be re-drawn into (b) the natural 
logarithmic conductivity versus temperature graph. Experimental data in bulk carbon 
networks are taken from [Govor et al. 2000]. 
 
Table 5.4. Fitting parameters for our proposed model based on experimental 
conductance of bulk carbon networks as shown in Fig. 5-19. 
 
Parameters at field  
       
 
  
   
 
      
       
 
  
   
    2            
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The model fits poorly for temperatures higher than      , and for fields lower 
than            , as shown in Fig. 5-18. Note that for the highest field in the dataset, 
i.e. at a field of 7000 V/cm, the fitting function fits quite well even up to a temperature 
of 100 K. Dashed lines in the figure show extrapolation where the proposed model is 
still valid (cf. Fig. 5-17). 
Note also that the slope of the fitting line decreases as field increases, indicating 
a reduction in the average hopping length with the increase of applied electric field. 
This is analogous to the established VRH theory wherein the mean hopping length 
decreases as the temperature is increased. 
























Fig. 5-18. Plot of the natural logarithmic conductivity versus temperature. Experimental 
data in bulk carbon networks are taken from [Govor et al. 2000] while fits to our 
proposed model in the text is shown as coloured lines. Dashed lines show extrapolation 
where the proposed model is still valid, in comparison to Fig. 5-17. 
 
The portion of the data that do not fit well to our proposed model – i.e. at higher 
temperatures or lower fields where our model is no longer valid – are suggested to fit to 
temperature-driven VRH following Mott. In Fig. 5-19 we plot our data with x-axis of 
the inverse one fourth temperature   
 
  to test for the characteristic of 3D Mott VRH, 






   (5.26) 
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We note from Fig 5-19 that most of the data at the low field of 200 V/cm data 
shows the characteristic of 3D Mott VRH as the graph is linear. We also note that above 
a temperature of ~ 50 K (as                 , the data from all the higher fields 
until           seems to exhibit Mott-like, temperature-driven VRH behaviour. 
Taking into account our proposed model above ceases to be valid at temperatures above 
~ 70 K, as we saw in Fig. 5-18, we propose that a crossover occurs to Mott VRH within 
the temperature range of       . 
 




























123.5        39.1          16.0           7.7            4.2
 
Fig. 5-19. Plot of the natural logarithmic conductivity versus inverse one fourth power 
of the temperature. Straight lines indicate the characteristic 3D Mott VRH conduction. 
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CHAPTER 6. Exploratory work 
 
Our crossover model presented so far in Chapter 5 has a main weakness, in that a 
crossover point has to exist to mediate the transition between the Pollak-Riess VRH and 
the Shklovskii VRH transport regimes. The physical explanation behind the crossover 
point which mediates a seemingly sudden transition from a field-assisted, temperature-
driven regime to a solely field-driven regime is still an open question. As such, we are 
motivated to extend our analysis to find a singular, composite function that can fit to the 
whole range of electric fields, without the need for piecemeal fits divided by the 
presence of the crossover field point. 
However we emphasize that the models we shall show in the following text do 
not intuitively lend themselves to physical interpretations and are phenomenological 
models. As such, our VRH crossover model remains the preferred model due to the 
abundance of physics one can glean from its simplicity. 
 
6.1 A model consisting of the Pollak-
Riess term, and its inverse 
 
We derive inspiration from the way Pollak and Riess [1976] introduced the effect of 
electric field into the Mott VRH expression, i.e. by adding a field term in the numerator 
of Mott’s temperature-driven VRH to obtain field-assisted, temperature-driven VRH. 
Our proposed composite function, valid across the range of low and high values of the 
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applied electric field, is thus a “double Pollak-Riess” function, with only   fitting 
parameters      and  : 
        
  
 





   
  
We can rewrite the above expression as: 
        
  
 




   
  
to rid off the inverse power. 
In writing it this way, we can see that the fitting parameter   functions to 
provide a negative contribution to conductivity at low temperatures, but becomes 
increasingly positive as temperature is increased. Fitting parameter   acts in the 
opposite manner, i.e. starting to become increasingly negative as temperature is 
increased. As such we expect this model to apply for a wide range of temperatures and 
applied electric fields, as we shall proceed to demonstrate. Figs. 6-1 and 6-2 show fits of 
this phenomenological model to the rGO and carbon network data respectively. We see 
that the fits are satisfactory except at very low values of the applied drain-source voltage 
and electric field in both figures.  
 
 Fig. 6-1. Fits (red curves) of the phenomenological expression consisting of the 
Pollak-Riess term and its inverse to the experimental conductance data (symbols) of 












Fig. 6-2. Fits (red curves) of the phenomenological expression consisting of the Pollak-
Riess term and its inverse to the experimental conductivity data (symbols) of bulk 
carbon networks by Govor and colleagues. 
 
6.2 A ‘field-dependent fluctuation 
assisted tunnelling’ model 
 
If we consider the fact that the charge transport mechanism of fluctuation assisted 
tunnelling (FAT) is influenced by both thermal fluctuations and applied electric field, 
then it is justifiable to have a FAT model which instead of temperature, is driven by 
applied field. We expect such a model to apply e.g. at sufficiently low temperatures and 
sufficiently high applied electric fields, where the applied electric field drives the 
conduction significantly more than contributions from thermal fluctuations. 
We modify Sheng’s FAT equation from a temperature-dependent one [Sheng 
1980, Eq. 36(a)]: 
            
  
    
  (6.3) 
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into a field-dependent one, that is: 
            
  
    
  
with         if the applied source-drain bias voltage (or field) is positive. If the 
source-drain bias voltage (field) is negative, the fitting parameters would in turn have 
negative values, i.e.        . 
We proceed to fit to all bias and temperature configurations with this single 
expression, Fig. 6-3. This is another phenomenological expression presented in passing 
as an alternative interpretation to our data. We emphasize again that although this model 
seems to present excellent fits comparable to that of our crossover VRH model in the 
main text (cf. Fig. 5-10), VRH is the more viable physical phenomenon, as STM 
analysis of our rGO samples showed disordered regions corresponding to localized 
charge carriers. On the other hand, fluctuation-assisted tunnelling (FAT) needs the 
charge carriers to be delocalized and tunnel through potential barriers with the help of 
thermal fluctuations and energy gained from an applied field. The FAT model would 
apply to metallic regions separated by grain boundaries; the opposite is the case for our 
rGO samples. 





























Fig. 6-3 (continued at next page). Fits (red curves) of the phenomenological expression 
consisting of our proposed field-dependent FAT model to the experimental conductance 
data (symbols) of rGO by Gómez-Navarro and team at temperatures of (a) 2; (b) 40; and 
(c) 220 K. 
(6.4) 
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Fig. 6-3 (continued). Fits (red curves) of the phenomenological expression consisting of 
our proposed field-dependent FAT model to the experimental conductance data 
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CHAPTER 7. Results and discussion: 
electronic transport mechanisms in 
single-wall carbon nanotube 
networks 
 
Synthesis methods of carbon nanotubes (CNTs) cannot yet ensure that each individual 
nanotube is of the same length and diameter or contains the same level of defects and 
byproducts. Hence, existing applications based on CNTs rely on the properties of CNT 
ensembles – so-called networks [e.g. Grobert 2007] or ultrathin films [e.g. Cao and 
Rogers 2009] of nanotubes – rather than the properties of each individual nanotubes. 
Electronic transport data can serve as the main indicator for the quality of the 
CNT networks as these data can be correlated with their morphology [e.g. Andrade et al. 
2007]. It is thus of interest to investigate in a systematic manner the electronic 
conduction mechanisms [e.g. Skákalová et al. 2006; Biercuk et al. 2008]. Electronic 
conduction in carbon-based materials, namely conducting polymers, CNTs and 
graphene has been reviewed in [Kaiser and Skákalová 2011]. 
We present in this chapter a detailed systematic analysis on the electronic 
transport of single-wall carbon nanotube (SWNT) networks grown by various different 
preparation methods. We motivate this work by emphasizing that the electrical transport 
data on SWNT networks grown via the chemical vapour deposition (CVD) method 
presented in this chapter are unpublished. 
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Various electronic transport mechanisms have been reported in the literature for 
SWNT networks. Some SWNT networks have been reported to exhibit variable-range 
hopping (VRH) [Ravi et al. 2010]; other networks exhibit a parallel combination of 
VRH and an activated (i.e. semiconductor) component at high temperatures [Ravi et al. 
2013]. Meanwhile, some other SWNT networks exhibit a parallel combination of 
fluctuation assisted tunnelling (FAT) and quasi-1D metallic conduction at high applied 
electric fields [Seliuta et al. 2013]. 
Another possible transport mechanism for SWNT is the Luttinger liquid 
behaviour. The Luttinger liquid model approximates the nanotubes as ideal systems of 
interacting charge carriers in 1D. Such a Luttinger liquid in 1D would exhibit a 
conductance dependent on a power law of temperature following the expression 
        with the value of the power index   depending on fabrication details 
[Biercuk et al. 2008, pp. 474, 475]. 
Our work focuses on the electronic transport of SWNT, but it worth mentioning 
in passing reported transport mechanisms in multi-wall CNT (MWNT). In an individual 
MWNT, [Khan et al. 2008] reported experimental conductance following the Mott VRH 
model, with a crossover of dimensionality from 3D to 2D as the temperature is 
decreased. Other MWNT networks exhibit conductance behaviour following a parallel 
combination of VRH and FAT models [Kamalakannan et al. 2011]. 
  
7.1 Overview of the electrical data of the 
nanotube networks 
 
We shall now proceed to discuss our experimentally measured conductance data in 
CVD-grown SWNT. For ease of discussion, we first present an overview of all SWNT 
networks under study, the type of data available for our analysis for each network, and 
the main findings in terms of the electrical transport mechanism of each network 
obtained from our analysis. We analyze here a total of 14 CVD-grown SWNT networks. 
Eight networks are prepared by Ansaldo and colleagues [Ansaldo et al. 2009; 2007] 
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while five networks prepared by Lima and colleagues [Lima et al. 2007]. Data for one 
post-grown SWNT network by Andrade and colleagues [Andrade et al. 2007] is added 
in our analysis for comparison. The synthesis methodology of these SWNT networks 
has been presented in Chapter 3.4. 
Table 7.1 presents the codenames assigned to each SWNT network and their 
corresponding temperature-dependent and field-dependent electronic transport 
behaviour identified from our analysis and modelling of the experimentally measured 
conductance data. The codename is assigned to each network by our experimental 
colleagues and we retain these codenames to facilitate discussion throughout our 
analysis. 
Fig. 7-1 summarizes the type of data available to us for analysis. Note that due 
to the nature of us combining data from several experimental groups, the amount of data 
furnished to us for analysis differ between samples. All SWNT networks are measured 
for temperature-dependent data but only selected networks undergo additional 
measurements for electric-field-dependent data. 
 
Table 7.1. Codenames of each SWNT network prepared by (a) Ansaldo et al. or (b) by 
Lima et al. and Andrade et al., alongside their corresponding temperature- and field-










One #Q-Co12-06 FAT (Sheng) 
Field-driven FAT (Kaiser-
Park) 
Two #D-Co13-31 FAT (Sheng) ---- (no data) 
Three #D-Co13-21 
1D VRH (Mott) or Efros-
Shklovskii (E-S) VRH 
1D field-assisted 
temperature driven VRH 
(Pollak-Riess) 
Four #D-Co13-11 1D VRH (Mott) ---- (no data) 
Five #Q-Co13-22 1D VRH (Mott) 
1D field-assisted 
temperature driven VRH 
(Pollak-Riess) 
Six #Q-Co13-14 
2D VRH (Mott) at lower 
drain current; 
Possibly 1D VRH (Mott) at 
higher drain current 
2D VRH (Mott) 
 
Due to very low applied 
voltage (i.e. up to only 
~0.01V), there is no field-
assisted term observable 
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Seven #Q3 2D VRH (Mott) 
2D field-assisted 
temperature driven VRH 
(Pollak-Riess) 






prepared by Lima et al. 





One #8 1D VRH (Mott) ---- (no data) 
Two #933-1 Interrupted metallic i.e. 






Three #933-2 ---- (no data) 
Four #936 FAT (Sheng) Field-driven FAT (Kaiser-
Park) 
Five #940 3D VRH (Mott) ---- (no data) 
Six #Andrade 2D VRH (Mott) ---- (no data) 
 
†
Additional note for network Two #933-1: We observe that a phonon 
backscattering contribution becomes significant in addition to FAT above a 
temperature of ~ 180 K in the temperature-dependent data. On the other 
hand, this phonon backscattering mechanism does not manifest in the field-
dependent data as the field-dependent measurements were performed at 
temperatures of 4 and 12 K. In a strict sense, pure ‘backscattering’ happens 
only in 1D. For higher dimensions, it is more accurate to use the general 
term ‘scattering’, to include scattering e.g. into or out of plane of 
observation. 
 




Fig. 7-1. SWNT networks grouped by their electronic transport mechanisms of either 
variable-range hopping (VRH) according to system dimensionality 1D (which is 
indistinguishable from Efros-Shklovskii (E-S) Coulombic-interaction dominated VRH), 
2D or 3D; or fluctuation assisted tunnelling (FAT) as identified by our analysis on data 
measured by Ansaldo et al., Lima et al. and Andrade et al. A    sign beside the 
network codename indicates that electric-field-dependent data are available in addition 
































Lima Four +E 
FAT 
+phonons 
Lima Two +E 
Lima 
Three 
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In terms of experimental synthesis procedures, all eight SWNT networks 
prepared by Ansaldo et al. are grown by CVD from spin-coated catalyst. Meanwhile, 
two out of six SWNT networks prepared by Lima et al. (i.e. #933-1 and #933-2) are 
grown by CVD from patterned catalyst. Unfortunately, the preparation methods of the 
other four Lima networks are not identified to us and we could not deduce such 
information from published reports. 
As such the latter samples may be excluded from further analysis. One SWNT 
network (i.e. #Andrade) is also analyzed in this study despite not being grown by CVD 
but fabricated via post-growth deposition via spin-coating. We note that Lima Five has 
a similar electrical conductance trend as the post-grown network and is possibly 
prepared in the same manner. 
 
7.2 Electronic transport mechanisms of 
the nanotube networks 
 
We shall first recap the transport theoretical models that we shall be using in this section. 
The temperature-driven VRH of Mott (as defined in Chapter 2.1.2) follows the 
conductivity behaviour, 





   
   
With an applied electric field, the conductivity would follow the field-assisted, 
temperature-driven VRH model following the work of Pollak and Riess (as defined in 
Chapter 2.1.3) is, 





   
     
  
 
   
We have demonstrated extensively in the previous chapter than in cases where the 
applied electric field is sufficiently high or the temperature sufficiently low, a crossover 
(7.1) 
(7.2) 
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occurs from the above regime to a purely field-driven VRH model following the work 
of Shklovskii (as defined in Chapter 2.1.4): 





   
   
 Meanwhile, for metallic electronic states separated by thin potential barriers, 
temperature-dependent conductivity follows the work of Sheng (as defined in Chapter 
2.2.1): 
         
      
  
    
   
For thick SWNT networks, a significant resistance contribution comes from phonon 
scattering (see Chapter 2.2.1) which is reflected by an additional interrupted metallic 
term as follows: 
             
  
 
       
  
    
               
With an applied electric field, a field-driven conductivity would result following the 









        
 
  
    
  
To ascertain the conduction dimensionality in each network, we first ascertain 
whether the conduction mechanism is one of FAT (i.e. following the behaviour of 
Sheng, or Kaiser-Park model) or VRH (i.e. following Mott, Shklovskii or our proposed 
crossover model) by observing if the conductance limit as temperature tends to absolute 
zero is non-zero (FAT) or zero (VRH), as illustrated in Fig. 2-3. For VRH samples, we 
perform fitting to a non-preset power index (i.e. without user bias) that is decided by 
least square fitting procedure described in Chapter 4.2. We illustrate this 
representatively for the Mott VRH expression, wherein we use   
 
   
 to decide the 
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and allowing the index   to freely vary in deciding the best fit to the experimental data. 
We then decide based on the best fit scenario, the dimensionality   of the sample. For 
example if the power index shows best fit with the value of    
 
 
, then we perform a 
second more conclusive fitting using the index   
 
 
 for 3D VRH conduction, i.e. 
   . We note that for all the data analyzed in this chapter there is no ambiguous case 
wherein the dimensionality of the sample for instance lies between two integers of  . 
This methodology gives the advantage of removing any preconceptions or bias 
we may have based on our knowledge of for instance the morphology and synthesis 
procedures of the SWNT network. The same fitting procedure is applied for all other 
VRH-conducting samples in this chapter. 
 
7.2.1 Direct grown carbon nanotube networks via 
spray-coated catalysts prepared by Ansaldo 
et al. 
 
We can now discuss the electronic transport mechanisms of the SWNT networks, 
starting with the Ansaldo samples. As seen in Table 7.1, the SWNT networks prepared 
by Ansaldo et al. exhibit several different electronic conduction mechanisms, namely 
VRH in 1D and 2D, and FAT. We note that 1D VRH can be alternatively interpreted in 
terms of the Efros-Shklovskii Coulombic-interaction dominated VRH model, as both 
models are indistinguishable by their analytical expressions, i.e.        
 
 . 
 We focus on networks exhibiting 1D VRH behaviour. Three samples show this 
conduction mechanism in the temperature-dependent regime, Fig.7-2 (a)-(c). Notice that 
conductance tends to zero as the temperature tends to absolute zero; this is characteristic 
of the VRH model as the localized electronic states would freeze out at absolute zero. In 
terms of the electric field-dependent regime, we find that SWNT networks D-Co13-21 
(7.7) 
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and Q-Co13-22 exhibit temperature-assisted, field-driven (Pollak-Riess) 1D VRH. Data 
for D-Co13-21 is representatively shown in Fig. 7-2(d). 


















































































Fig. 7-2 (continued at next page). (a)-(c) Three SWNT networks exhibiting 1D VRH 
model in the temperature-dependent regime, as shown by conductance versus 
temperature plots. Our fits are in red while the experimental data by Ansaldo et al. is 
shown in green. Notice that conductance tends to zero as the temperature tends to 
absolute zero; this is characteristic of the VRH model. (d) In the field-dependent regime, 
SWNT networks exhibiting 1D VRH model in the temperature-dependent regime is 
expected to follow the field-assisted behaviour of Pollak and Riess 1D VRH. Data for a 
representative network is shown here as conductance   versus source-drain voltage 
        . Our fits are in red while the experimental data by Ansaldo et al. is shown 
as symbols. In (e) we show an alternate representation of the field-dependent regime (cf. 
part (d)) using the data of another SWNT showing 1D VRH plotted as current versus 
voltage instead of conductance over voltage. 
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Fig. 7-2 (continued). (a)-(c) Three SWNT networks exhibiting 1D VRH model in the 
temperature-dependent regime, as shown by conductance versus temperature plots. Our 
fits are in red while the experimental data by Ansaldo et al. is shown in green. Notice 
that conductance tends to zero as the temperature tends to absolute zero; this is 
characteristic of the VRH model. (d) In the field-dependent regime, SWNT networks 
exhibiting 1D VRH model in the temperature-dependent regime is expected to follow 
the field-assisted behaviour of Pollak and Riess 1D VRH. Data for a representative 
network is shown here as conductance   versus source-drain voltage         . Our 
fits are in red while the experimental data by Ansaldo et al. is shown as symbols. In (e) 
we show an alternate representation of the field-dependent regime (cf. part (d)) using 
the data of another SWNT showing 1D VRH plotted as current versus voltage instead of 
conductance over voltage. 
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Fig. 7-2 (continued). (a)-(c) Three SWNT networks exhibiting 1D VRH conduction in 
the temperature-dependent regime, as shown by conductance versus temperature plots. 
Our fits are in red while the experimental data by Ansaldo et al. is shown in green. 
Notice that conductance tends to zero as the temperature tends to absolute zero; this is 
characteristic of the VRH model. (d) In the field-dependent regime, SWNT networks 
exhibiting 1D VRH conduction in the temperature-dependent regime is expected to 
follow the field-assisted behaviour of Pollak and Riess 1D VRH. Data for a 
representative network is shown here as conductance   versus source-drain voltage 
        . Our fits are in red while the experimental data by Ansaldo et al. is shown 
as symbols. In (e) we show an alternate representation of the field-dependent regime (cf. 
part (d)) using the data of another SWNT showing 1D VRH plotted as current versus 
voltage instead of conductance over voltage. 
 
Table 7.2. Fitting parameters for the three SWNT networks exhibiting 1D VRH model 
in the temperature-dependent regime of Fig. 7-2 (a)-(e). 
 
SWNT network         
  
 
    
 
   
#D-Co13-21; Fig. 7-2 (a), (d)               
#D-Co13-11; Fig. 7-2 (b)               
#Q-Co13-22; Fig. 7-2 (c), (e)              
 
It is interesting to see that while Fig. 7-2 (a)-(c) can be described by the same 
conduction mechanism, i.e. 1D VRH, their curve shapes differ slightly. Some insight 
can be gained by analyzing the fitting parameter values, as detailed in Table 7.2 above. 
We observe that the curves of (a) and (b) that exhibit quite a similar trend have quite 
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comparable values of    and   , while for curve (c) the conductance at the absolute zero 
limit    is significantly higher than the others, and its Mott coefficient value    which 






 ) is notably lower than the 
other two. 
Two other SWNT networks exhibit 2D Mott VRH behaviour in the temperature-
dependent regime, as presented in Fig. 7-3 (a). The outlier data near room temperature, 
    , in part (b) is attributed to experimental error and is ignored in our modelling. 
Network #Q3 has electric field-dependent data, shown in Fig. 7-3 (c), which is most 
notable because it fits to our crossover model from 2D temperature-assisted, field-
driven (Pollak-Riess) VRH to 2D field-driven (Skhlovskii) VRH. In this case we find 
further evidence for our proposed VRH crossover model detailed in the previous chapter 
for disordered graphene and other carbon materials, now also shown to apply for SWNT 
data. 







































Fig. 7-3 (continued at next page). (a) and (b) Two SWNT networks exhibiting 2D Mott 
VRH behaviour in the temperature-dependent regime. Fits are in red to experimental data of 
Ansaldo et al. in green. (c) In the field-dependent regime, a selected network shows further 
evidence for our crossover model detailed in Chapter 5 for disordered carbon materials. Fits 
to our model are in red for 2D Pollak-Riess VRH and green for Shklovskii VRH regimes, 
with crossover points indicated by red arrows. Experimental data of Ansaldo et al. are 
shown as symbols. (d) Additional data for #Q-Co13-14 (cf. part (a)) measured at higher 
drain bias shows borderline 2D or 1D VRH behaviour. 
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Fig. 7-3 (continued at next page). (a) and (b) Two SWNT networks exhibiting 2D Mott 
VRH behaviour in the temperature-dependent regime. Fits are in red to experimental data of 
Ansaldo et al. in green. (c) In the field-dependent regime, a selected network shows further 
evidence for our crossover model detailed in Chapter 5 for disordered carbon materials. Fits 
to our model are in red for 2D Pollak-Riess VRH and green for Shklovskii VRH regimes, 
with crossover points indicated by red arrows. Experimental data of Ansaldo et al. are 
shown as symbols. (d) Additional data for #Q-Co13-14 (cf. part (a)) measured at higher 
drain bias shows borderline 2D or 1D VRH behaviour. 
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possibly 1D VRH (n=1/2)
(1 uA data)
2D VRH (n=1/3)
worse fit cf. 1D
(e)
 
Fig. 7-3 (continued). (a) and (b) Two SWNT networks exhibiting 2D Mott VRH behaviour 
in the temperature-dependent regime. Fits are in red to experimental data of Ansaldo et al. 
in green. (c) In the field-dependent regime, a selected network shows further evidence for 
our crossover model detailed in Chapter 5 for disordered carbon materials. Fits to our model 
are in red for 2D Pollak-Riess VRH and green for Shklovskii VRH regimes, with crossover 
points indicated by red arrows. Experimental data of Ansaldo et al. are shown as symbols. 
(d) Additional data for #Q-Co13-14 (cf. part (a)) measured at higher drain bias shows 
borderline 2D or 1D VRH behaviour. 
 
Table 7.3. Fitting parameters for the two SWNT networks exhibiting 2D VRH model in 
the temperature-dependent regime of Fig. 7-3 (a)-(d). 
 
SWNT network         
  
 
    
 
   
#Q-Co13-14;       ; Fig. 7-3 (a)               
#Q-Co13-14;     ;Fig. 7-3 (d)               
#Q3; Fig. 7-3 (b), (c)               
 
To complement Fig. 7-3(a), we present data for the same network #Q-Co13-14 
but at a higher applied drain current of     , Fig. 7-3(d), rather than        in part (a). 
We see in this case that at this higher drain bias, the conduction becomes 2D VRH 
possibly approaching 1D VRH. We are hampered by the lack of low-temperature data to 
achieve a conclusive interpretation of the conduction mechanism. We emphasize 
however that for temperature-dependent regime interpretations, the data at the lower 
drain bias gives the best analysis so as to minimize the contribution of the applied 
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voltage. As such the identification of the network #Q-Co13-14 as exhibiting 2D VRH at 
the lower drain bias remains valid. 
So far we have presented SWNT networks following VRH behaviour in 1D and 
2D. There are other SWNT networks, three in total, instead exhibiting FAT behaviour; 
these are presented in Fig. 7-4 (a)-(c) in the temperature-dependent measurement regime. 
Networks #Q-Co12-06 and #Q4 have electric field-dependent data which fit to field-
driven (Kaiser-Park) FAT. Representative data for Q4 is shown in Fig. 7-4 (d). Fitting 
parameter values of graphs in Fig. 7-4 are listed in Table 7.6 (a). 
 





































Fig. 7-4 (continued at next page). (a)-(c) Three SWNT networks of Ansaldo et al. 
exhibit FAT behaviour, following the temperature-driven model of Sheng. Note the 
significantly higher conductance for (b) in    compared to    for the other two 
networks. The data points coloured in blue near room temperature are eliminated from 
analysis due to anomalous scattering. (d) In the field-dependent measurement regime, 
the data fit very well to the field-driven Kaiser-Park FAT model as expected. 
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Fig. 7-4 (continued at next page). (a)-(c) Three SWNT networks of Ansaldo et al. 
exhibit FAT behaviour, following the temperature-driven model of Sheng. Note the 
significantly higher conductance for (b) in    compared to    for the other two 
networks. The data points coloured in blue near room temperature are eliminated from 
analysis due to anomalous scattering. (d) In the field-dependent measurement regime, 
the data fit very well to the field-driven Kaiser-Park FAT model as expected. 
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Fig. 7-4 (continued). (a)-(c) Three SWNT networks of Ansaldo et al. exhibit FAT 
behaviour, following the temperature-driven model of Sheng. Note the significantly 
higher conductance for (b) in   compared to    for the other two networks. The data 
points coloured in blue near room temperature are eliminated from analysis due to 
anomalous scattering. (d) In the field-dependent measurement regime, the data fit very 
well to the field-driven Kaiser-Park FAT model as expected. 
 
7.2.1.1 Correlation between electronic transport and 
morphology 
 
We now investigate the morphology of the SWNT networks of Ansaldo et al. to see if 
any correlation can be made between the morphology and electronic transport 
mechanism. Representative scanning electron microscopy (SEM) images of several 
SWNT networks grouped according to their electronic transport mechanism are shown 
in Fig. 7-5. 
 We observe that for the networks showing VRH conduction, Fig. 7-5(a)-(c), the 
networks appear to consist of relatively sparse arrangements of tubes wherein the 
individual tubes are visible. On the other hand, for the network showing FAT 
conduction, Fig. 7-5(d), the network appears to be so densely matted that it appears to 
be more accurately described as an ultrathin film consisting of carbon nanotubes. 
 








Fig. 7-5 (continued at next page). Representative scanning electron microscopy (SEM) 
images by Ansaldo, Skákalová et al. show the surface morphology of SWNT networks 
exhibiting (a)-(c) variable-range hopping (VRH) and (d) fluctuation assisted tunnelling 
(FAT) behaviour in their electronic conduction. Scale bars at bottom-left indicate      













Fig. 7-5 (continued). Representative scanning electron microscopy (SEM) images by 
Ansaldo, Skákalová et al. show the surface morphology of SWNT networks exhibiting 
(a)-(c) variable-range hopping (VRH) and (d) fluctuation assisted tunnelling (FAT) 
behaviour in their electronic conduction. Scale bars at bottom-left indicate      at 
      magnification. 
 
It has been suggested by Skákalová and colleagues that thin SWNT networks 
show VRH while thick SWNT networks show FAT [Skákalová et al. 2006]. By 
comparing the SEM images in Fig. 7-5, we extend the observation of Skákalová and 
colleagues by further proposing that networks consisting of moderately dense tubes, (a)-
(c), show VRH while very densely arranged tubes, as in (d), would show FAT. 
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We can understand this by considering that the very densely populated networks 
are able to retain a significant fraction of their metallic conductance down to very low 
temperatures, consistent with FAT theory. On the other hand, for less densely populated 
networks, the conductance would tend to be very small as the temperature tends to zero, 
consistent with VRH theory. 
 
7.2.2 Direct grown carbon nanotube networks via 
patterned catalysts prepared by Lima et al. 
 
We now discuss the electronic transport mechanisms of the Lima networks. SWNT 
network #933-1 and #933-2 are most probably the same sample but measured at 
different drain currents; the network shows FAT conduction with additional significant 
contribution to resistance coming from zone boundary phonon scattering, Figs. 7-6(a) 
and (b). Fitting parameter values are listed in Table 7.6 (b). The fits in the figures show 
the significant phonon scattering contribution to resistance at the temperature 
approaches room temperature. Electric field-dependent data measured at temperatures 
of 4 and 12 K for this network shows its conduction behaviour to be consistent with 
field-driven (Kaiser-Park) FAT, Fig. 7-6(c). 
It is interesting that the data of the FAT-conducting network can be alternatively 
interpreted using the VRH mechanism, as we show the focus on the positive-bias data 
of Fig. 7-6(c) and present it in the form of Fig. 7-6(d). The conduction can be well 
explained by the solely field-driven Shklovskii VRH conduction (green curves) with a 
hint of an onset of a crossover into the field-assistance regime of Pollak-Riess VRH (red 
curves) as indicated by the red arrow. 
How do we reconcile the delocalized electronic states consistent with FAT 
conduction in the temperature-dependent regime with the localized electronic states 
consistent with VRH in the electric field-dependent regime? We observe that the 
temperature-dependent data is measured for a wide range of temperatures from near 
absolute zero to near room temperature, as in Fig. 7-6(a). However, the field-dependent 
data is measured at low temperatures of 4 and 12 K, as in Fig. 7-6(c) and (d). Hence it 
makes sense that at low temperatures the electronic states are localized which become 
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delocalized as the thermal energy of the system is increased and thus rid off a majority 
of the potential barriers as temperature is increased. We thus show that it is possible for 
both VRH and FAT interpretations to co-exist and be valid for the same sample under 
different conditions. 





























































Fig. 7-6 (continued at next page). (a) and (b) Temperature regime SWNT data prepared 
by Lima et al. show conduction consistent with fluctuation assisted tunnelling coupled 
with a significant resistance from phonon scattering near room temperature as illustrated 
by dotted lines. Experimental data of Lima et al. is shown in green while our fits are in 
red. (c) Field regime data is consistent with Kaiser-Park field-driven FAT conduction. 
The effect of phonon scattering is not visible in these low-temperature data. 
Experimental data of Lima et al. is shown as symbols while our fits are in red. (d) An 
alternative interpretation of (c) in terms of the VRH model, see text. 
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Fig. 7-6 (continued). (a) and (b) Temperature regime SWNT data prepared by Lima et al. 
show conduction consistent with fluctuation assisted tunnelling coupled with a 
significant resistance from phonon scattering near room temperature as illustrated by 
dotted lines. Experimental data of Lima et al. is shown in green while our fits are in red. 
(c) Field regime data is consistent with Kaiser-Park field-driven FAT conduction. The 
effect of phonon scattering is not visible in these low-temperature data. Experimental 
data of Lima et al. is shown as symbols while our fits are in red. (d) An alternative 
interpretation of (c) in terms of the VRH model, see text. 
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7.2.3 Post-grown carbon nanotube networks 
prepared by Andrade et al. 
 
The post-growth deposited SWNT network prepared by Andrade exhibits conduction 
behaviour consistent with 2D VRH, as shown in Fig. 7-7. A Lima network #940 is also 
shown in the figure as it is observed to have a similar temperature-dependent 
conductance trend but reaching a higher conductance at room temperature; it exhibits 
3D VRH behaviour. Investigations are ongoing to determine the synthesis method of 
network #940. Due to the limited data, and restricted to temperature-dependent data due 
to the lack of field-dependent data, not much meaningful comparison can be made with 
the direct-growth group of SWNT networks. 
 

































Fig. 7-7 (continued at next page). (a) Post-grown SWNT network by Andrade et al. can 
be very well explained by a 2D VRH model. Meanwhile, in (b), one of the Lima SWNT 
network, #940, shows a similar conductance trend to (a) and is included in this group 
for comparison. 
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Fig. 7-7 (continued). (a) Post-grown SWNT network by Andrade et al. can be very well 
explained by a 2D VRH model. Meanwhile, in (b), one of the Lima SWNT network, 
#940, shows a similar conductance trend to (a) and is included in this group for 
comparison. 
 
Table 7.4. Fitting parameters for the two SWNT networks exhibiting respectively 2D 
and 3D VRH models in the temperature-dependent regime of Fig. 7-7 (a) and (b). 
 
SWNT network                 
Spray coated; Fig. 7-7 (a); 2D VRH          1707 
#940; Fig. 7-7 (b); 3D VRH          1905 
 
7.3 Further analysis 
7.3.1 Mean hopping distances in VRH networks 
 
From the fitting parameter: 
  
         
  
 
in the field-assisted temperature-driven VRH model of Pollak and Riess, we can 
calculate the mean hopping distance      in the SWNT networks at given temperatures 
(7.8) 
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 . We multiply the hopping distance with the distance between the probe electrodes 
during electrical testing of       ; this converts the electric field to its corresponding 
voltage, because our fits are performed over voltage on the x-axis rather than the field. 
These mean hopping lengths are summarized in Table 7.5. 
 
Table 7.5. Calculated mean hopping lengths in VRH-conducting SWNT networks of 
Ansaldo et al. 
SWNT networks by Ansaldo et al. 
showing VRH 
Mean hopping lengths,          at 
given temperatures       
#D-Co13-21           
             
#Q-Co13-22            
#Q3            
            
            
 
From the SEM images of Fig. 7-5, we observe that the lengths of the nanotubes 
are of the order of        . From Table 7.5, we note that the typical mean hopping 
length is of the order of      , which agrees in order of magnitude to the typical 
nanotube length from morphology images. 
We see for the network #Q3, that the average hopping distance decreases as the 
temperature increases. This is consistent with the VRH theory, as more nearby energy 
states become available with the increase in thermal energy thus reducing the need for 
longer-distance tunnelling. However, for the network #D-Co13-21, we observe that the 
trend seems to be the opposite of what is expected, although we have only data at two 
temperatures. 
The average hopping distance in the case of #D-Co13-21 seems to be larger at 
the higher temperature and this is not consistent with the expectation of the VRH theory. 
This deviation from theory we suggest can be attributed to the effect of electron-
electron Coulombic interaction becoming more dominant at increased temperature for 
this network, thus the electron-electron repulsion negates the existence of more 
available nearby energy states. 
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We also note here that we use a coefficient value of 0.18 which is actually for 
surface or 2D transport despite this network showing 1D conduction, because no value 
exists in the theory of Pollak and Riess for 1D transport; but only for surface and bulk. 
The use of a 2D coefficient for a 1D transport material might contribute to this deviation 
of the trend of the mean hopping distance from theoretical expectations. The correct 
coefficient for 1D transport is an interesting open question. 
 
7.3.2 Barrier heights in FAT networks 
 
From the Sheng model of temperature-driven FAT, we are able to estimate the barrier 
heights and the extent of quantum tunnelling occurring in SWNT networks exhibiting 
this conduction mechanism, Table 7.6. 
 
Table 7.6. Calculated barrier energy and quantum tunnelling indicators in FAT-
conducting SWNT networks of (a) Ansaldo et al. and (b) Lima et al. 
(a) 
SWNT networks by 




   (K) 
Barrier energy 
indicator,    (K) 
Quantum 
tunnelling 
indicator,       
#Q-Co12-06; Fig. 7-4 (a) 81 291 0.3 
#D-Co13-31; Fig. 7-4 (b) 48 25 1.9 
#Q4; Fig. 7-4 (c) 1515 20985 0.07 
 
(b) 
SWNT networks by Lima 
et al. showing FAT  
Sheng 
parameter, 
   (K) 
Barrier energy 
indicator,    (K) 
Quantum 
tunnelling 
indicator,       
#933-1;      ; Fig. 7-6 (a) 13 16 0.8 
#933-2;     ; Fig. 7-6 (b) 50 39 1.3 
 
The order of magnitude of potential barrier energy is indicated by the value of 
the fitting parameter   , while the extent of quantum tunnelling in the low-temperature 
limit is indicated by the dimensionless ratio      , where fitting parameter    is called 
the Sheng parameter. We note that the values of these indicators vary widely across 
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samples and are suggested to be dependent on the sample morphology. It could also be 
dependent on the applied bias voltage to the drain during electrical testing. As an 
applied voltage is increased, the perceived barrier height would be expected to decrease 
correspondingly.  
It is interesting to observe the correlations (or lack thereof) of the shapes of the 
graphs of Figs. 7-4 (a)-(c) to Table 7.6 (a). We observe that Figs. 7-4 (a) and (b), 
corresponding to samples #Q-Co12-06 and D-Co13-31 respectively, have a similar 
trend while Fig. 7-4 (c), i.e. sample #Q4, is distinctly different in the way conductance 
increases with temperature. Looking at the quantum tunnelling ratio      , there does 
not seem to be a correlation for why the graph of Fig. 7-4 (c) differs so much from (a) 
and (b). 
However the parameters    and    analyzed individually could hold the answer. 
We notice that the sample of Fig. 7.4 (c), #Q4, has both parameter values significantly 
orders of magnitude higher than the other two samples. What this could mean as we 
look at Sheng’s FAT expression          
      
  
    
  is that for this former sample 
#Q4, as the values of constants    and    become significantly larger than the 
temperature  , the contribution of the temperature is made less significant in driving the 
electronic conduction. 
In contrast, the other two samples have their values of    and    less than or 
comparable to room temperature. In this manner, the conduction mechanism is driven 
by a relatively balanced combined contributions of system temperature  , the Sheng 
parameter    and the barrier parameter   . 
 
 124  
 
 
CHAPTER 8. Conclusions 
 
The main novelty of this thesis is our model consisting of a crossover between two 
regimes of variable-range hopping (VRH) transport, namely one that is temperature-
dependent to another that is field-dependent, with the transition effected by a crossover 
field described by our analytical expression. We have shown that our model is able to 
describe very well the experimentally measured electrical conductance data of partially 
disordered graphene, single-wall carbon nanotube (SWNT) networks and other carbon 
materials.  
 
8.1 Crossover from temperature-
dependent to field-dependent 
variable-range hopping conduction 
in partially disordered graphene 
 
We have presented an analysis of low-temperature measurements of experimentally 
measured electrical conductance of reduced graphene oxide (rGO), finding that the data 
follow a VRH crossover model in 2D. The VRH crossover model incorporates two 
regimes of VRH, namely one that is field-assisted and temperature-driven, the so-called 
Pollak-Riess VRH, and another that is field-driven, the so-called Shklovskii VRH. 
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 At room temperature  , electrical conductance   occurs via 2D Pollak-Riess 
VRH,       
 
 , which is dominated by the disordered regions in the material. The 
general form of the Pollak-Riess VRH model is: 









where the field scale factor, 
   
   
         
     
the Mott coefficient, 
   
    
         
     
and           with   the spatial dimensionality of the sample. 
However, at lower temperatures, we find a smooth crossover to follow the 2D 
Shklovskii VRH conductance behaviour,       
 
 , when the applied electric field   
exceeds a specific crossover value   . The general form of the Shklovskii VRH model 
is: 





   
where    is the field scale factor in this regime. 
 
8.1.1 Analytical expression for the crossover field 
 
We find in our rGO samples that the crossover between the VRH regimes occurs at 
specific values of the crossover field    that can be described by an analytical 
expression. We obtained this expression by equating the slopes of the curves where both 
of the VRH regimes meet. This matching of slope corresponds to the smooth transitions 
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We are thus able to calculate that the crossover voltage for our rGO sample at a 
temperature of 40 K and at zero applied gate voltage (i.e. charge neutrality point) to be 
0.84 V. The conversion of gate voltage to electric field can be done knowing the 
distance between test electrodes of       . 
Generalized to arbitrary spatial dimensionality of the sample  , the expression 
for the crossover field    can be written [Cheah et al. 2013; Cheah and Kaiser 2014]: 
             
  
       
  
This expression consists of the field scale factors    for field-assisted, temperature-
driven hopping and    for purely field-driven hopping, in this manner unifying the 
theory of both distinct regimes of VRH. Our result highlights the need for further 
theoretical studies of this transition regime where the contributions of both the 
thermally-driven and field-driven hopping are simultaneously significant. 
 
8.1.2 No evidence of Coulombic electron-electron 
interactions 
 
We found no evidence for an effect of Coulomb interactions in our data, which would 
exhibit an electrical conduction mechanism following the Efros-Shklovskii model, 
      
 
  at high temperatures or       
 
  as temperature is decreased or the 
applied electric field is increased. This highlights the different nature of our material to 
that published in the literature. Specifically our rGO samples differ from the highly 
disordered graphene of Lo and colleagues [Lo et al. 2013] who report electrical 
conduction following the Efros-Shklovskii model. In contrast, our rGO samples are only 
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8.1.3 Phenomenological models 
 
In this thesis, we also included exploratory work detailing attempts at improving further 
our crossover model. One of which is the exploration of a single composite function that 
is able to describe the data over the whole voltage range. Another work is the trial of a 
phenomenological model that achieves a similar objective. However, for both of these 
exploratory fitting functions, no meaningful physical interpretation has been developed 
in contrast to the abundance of physics that results from our crossover model already 
described. Hence we emphasize the superiority of our crossover model over these other 
phenomenological expressions. 
 
8.1.4 A proposal for a temperature-assisted, field-
driven hopping expression 
 
We further develop, in analogy to the work of Pollak and Riess, a temperature-assisted, 
field-driven VRH which aims to extend the field-driven expression of Shklovskii to 
cases wherein the temperatures are increased. The general form of our proposed model 
is as follows: 





     
  
 
   
where   is a constant. We discover that such an expression gives a good fit to the data 
until certain limits wherein the temperatures are too high or the applied field too low. In 
such cases the electronic transport mechanism crosses over to a temperature-driven 
(Mott) VRH,        , as expected. 
 
(8.7) 
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8.1.5 Average hopping lengths reveal the non-
uniformity of field distribution 
 
The average hopping length obtained from our model is of the order of          for 
the different gate voltages. This is found to be an order of magnitude larger than 
physically viable in the actual sample, as from STM data on the graphene samples we 
observe that the disordered regions are of the mean size ~     . We attribute this to the 
assumption of uniform electric field distribution across the whole sample which cannot 
hold due to our partially disordered nature of the sample. Thus we propose based on our 
calculated values that the electric field is highly non-uniform and largely concentrated 
in the disordered regions which act as potential barriers. 
We found that the mean hopping distance in the disordered regions of the rGO 
decreases as the temperature increases. This is consistent with the theoretical 
expectation of the VRH model which states that more energy levels become available as 
thermal energy increases, thus decreasing the average length needed for transition 
between localized states. 
 
8.1.6 Relation between temperature and field scale 
parameters 
 
We also investigated the theoretically predicted equivalence of the temperature and field 
scaling parameters. The field scaling parameter    was predicted by Shklovskii to be 
related to the Mott parameter    by the relation: 
               
where the dimensionless pre-factor   is predicted to be of order unity. We understand 
this relation to mean that the energy difference over a mean hopping distance      of an 
electron in an electric field equal to the field scale parameter    is expected to have a 
similar magnitude to its analogous thermal energy     . 
(8.8) 
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We find that the relationships between both scaling parameters are of the order 
unity as predicted when the majority charge carriers are either electrons or holes in our 
rGO samples. However, near the charge neutrality point, the relationship is different 
with the dimensionless pre-factor   of the order of 10, which we attribute to the nature 
of the low density of electronic states in the region. 
 
8.1.7 Crossover model valid also for 3D and 1D 
disordered carbon materials 
 
We further proceed to demonstrate the validity of our crossover model from the two-
dimensional disordered conductor that is reduced graphene oxide to disordered carbon 
materials of other dimensionalities reported by other groups. These are the 3D self-
assembled carbon networks of Govor et al. and quasi-1D highly-doped conducting 
polymers of Wang et al. 
We propose our crossover model that is based on established theoretical 
framework as being a natural and simple explanation of the data of Govor et al. In the 
model proposed by the latter, the system dimensionality is not preserved in that they use 
a variable power law in the field-driven exponential term. In contrast, we discard the 
need to vary the power index and instead fix the index according to the system 
dimensionality. The main advantage of our model is that we are able to describe the full 
range of their data without splitting the dataset into arbitrary temperature ranges. 
Based on the reported experimental conductivity data in quasi-1D highly doped 
conducting polymers of Wang et al., we show that with increase of the applied electric 
field at a fixed temperature, the data seems to suggest a deviation from the Pollak-Riess 
conduction regime approaching a crossover to the Shklovskii regime. 
We have also investigated the theoretically predicted equivalence between 
temperature- and field-scaling parameters for the 3D carbon networks while the data for 
the quasi-1D conducting polymers could not be used for this analysis. We found that 
this equivalence does not hold for the carbon networks. We propose that this 
equivalence between the temperature and field scaling parameters is sample-dependent. 
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Possible contributing factors are the inhomogeneity of defects which in turn influence 
the uniformity of electric field distribution within the sample, which directly affects the 
electronic conduction across the sample. 
 
8.2 Conduction in single-wall carbon 
nanotube networks: further evidence 
for our crossover model 
 
We find further evidence of our crossover VRH model for a particular sample of single-
wall carbon nanotube (SWNT) network prepared via chemical vapour deposition 
(CVD). This is part of a systematic study of CVD-grown SWNT networks with a 
spectrum of morphologies from dense networks to sparse networks. 
 
8.2.1 Electronic transport mechanisms and 
correlation to morphology 
 
We correlate the morphology of the SWNT networks based on scanning electron 
microscopy (SEM) images with their electronic transport mechanism. We find that 
SWNT networks which consist of relatively sparse tubes are observed to tend to zero 
conductance when temperature is lowered to near absolute zero temperature (0 K); this 
is consistent with the physical model of VRH conduction. On the other hand, SWNT 
networks which consist of relatively dense tubes are observed to be able to retain a 
significant fraction of the room-temperature conductance as the temperature tends to 
absolute zero; this is consistent with the physical model of fluctuation assisted 
tunnelling (FAT). 
The general form of temperature-driven FAT conductivity   model of Sheng is 
as follows: 
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where    is the Sheng parameter and    an indicator of barrier energy. In certain 
samples showing FAT conduction, there is an additional contribution to resistance from 
phonon scattering that is most significant at near room temperature. On the other hand, 
most FAT samples can be described across the temperature range from absolute zero to 
room temperature by a sole FAT model. 
We can understand the nature of the distinct physical phenomena by the 
following. VRH conduction involves quantum tunnelling between localized electronic 
states. As such, as temperature tends to zero, electronic states tend to insulating 
behaviour and thus exhibit zero conductance. Meanwhile, FAT conduction involves 
tunnelling of delocalized electronic states, i.e. metallic states, through thin potential 
barriers. Thus, as temperature tends to zero, a significant remnant conduction is still 
possible due to the metallic states. 
 
8.2.2 Field-dependent data shows field analogue to 
temperature-dependent transport 
 
Electric field-dependent measurements revealed the electrical analogous behaviour of 
the temperature-dependent data. Specifically, temperature-dependent VRH, i.e. the Mott 
law, corresponded with VRH that is field-assisted and temperature-driven, the so-called 
Pollak-Riess VRH. We emphasize again that notably, one SWNT network exhibits a 
crossover from Pollak-Riess VRH to the field-driven Shklovskii VRH as the 
temperature is decreased or the applied field increased, showing further evidence for our 
proposed VRH crossover model for disordered carbon materials. Similarly, 
temperature-driven FAT of Sheng corresponded with field-driven FAT proposed by 
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8.2.3 Mean hopping distances 
 
We calculated the mean hopping distances in the SWNT networks exhibiting VRH 
conduction with the assumption that the electric field distribution is uniform throughout 
each network. The mean hopping distances obtained from our calculations are generally 
of the order of        which we consider to be reasonable compared with the scale of 
the nanotube networks. While for one network, we found the mean hopping distance 
decreases as the temperature increases, consistent with the VRH theory, for another 
network an opposite trend is observed and we attribute this to probably electron-
electron Coulombic interactions becoming dominant in the network. 
 
8.2.4 Order estimate of barrier energies and 
quantum tunnelling 
 
For SWNT networks exhibiting FAT conduction, we estimate an indication of the order 
of barrier energies and the extent of quantum tunnelling occurring within the sample. 
We find these indicators while helpful to be sample-dependent and also dependent on 
the applied voltage during electrical testing. 
In this thesis, we also include the analysis of a SWNT network that is not grown 
by the in-situ method of CVD but instead by post-growth deposition method for 
comparison. The latter networks are prepared by Andrade et al. However, due to the 










Moving forward, as the production methods of graphene advance from the laboratory 
into large-scale production, it is certainly the long-term goal to produce as pristine 
graphene as possible. As demonstrated by industrial materials scientists [e.g. Lippert et 
al. 2014], the VRH theory can serve as a simple test for the presence of defects in the 
graphene. It must be emphasized that not all disorders might be undesirable, as these 
may contribute towards novel materials and device properties [e.g. Terrones et al. 
2012]. 
The main topic of interest for further development in this thesis is the transition 
region between the temperature-dependent and field-dependent VRH effected by the 
crossover field described by our analytical expression. Experimental work is suggested 
to study disordered carbon materials, particularly at temperatures and field conditions 
where the crossovers have been shown to occur in this thesis, to further understand the 
nature of such transitions between two distinct VRH regimes. We also expect such 
transitions to occur in non-carbon disordered materials. 
A related interesting development in electronic conduction studies is reported 
recently by the Brown group in the University of Canterbury [Sattar et al. 2013]. It has 
been found that quantum tunnelling transport consistent with VRH dominates the 
conduction between groups of non-connecting metallic particles carefully controlled to 
be just below the percolation threshold. This paper is the first instance, to the best of our 
knowledge, wherein VRH is explicitly modelled as the conduction mechanism before 
the onset of percolation conduction. 
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Our first paper [Cheah et al. 2013] presented a physical model in which 
temperature-dependent variable-range hopping crosses over to a field-dependent 
variable-range hopping via a smooth transition as the temperature is decreased and 
field is increased, based on experimental data of electrical conductance in disordered 
graphene. It is found that the transition happens at a specific crossover field that can 
be described by an analytical expression obtained by equating the slopes at the 
crossover point (see Chapter 5.1). This paper has been cited by materials scientists 
based in Germany and France [Lippert et al. 2014] to support their interpretation of 
temperature-dependent variable-range hopping data on experimentally measured 
conductivity data in disordered graphene. 
The second paper [Cheah and Kaiser 2014] extended the model presented in 
[Cheah et al. 2013] to disordered carbon materials of different dimensionalities, viz. 
3D self-assembled carbon networks and quasi-1D highly conducting carbon-based 
polymers. In this second paper, we also investigated more fully the validity of the 
theoretically predicted equivalence between the temperature- and field-scaling 
parameters. We find that the validity holds only for certain samples. The reason for 
this deviation is still an open question (see Chapter 5.2). 
The third paper which is currently in preparation, finds further evidence for the 
crossover model proposed by the two papers above, based on experimental data on 
electrical conductance in carbon nanotube networks. In addition, we correlate the 
electronic conduction mechanism to the morphology of the carbon nanotube 
networks based on SEM images of selected samples. In general, we found that that 
the denser networks exhibited a significant remnant of their room temperature 
conductivity at zero Kelvin, consistent with fluctuation-assisted tunnelling theory, 
while less dense networks showed a conductance tending to zero near zero Kelvin, 
consistent with variable-range hopping (see Chapter 6). 
A fourth paper is being planned on our novel temperature-assisted, field-driven 
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The MacDiarmid Institute for Advanced Materials and Nanotechnology organized a 
nationwide science communication competition in its 9
th
 Student and Post-Doc 
Symposium in November 2013. The challenge was for scientists to describe their 
research using only words from a list of the ten hundred most common ones, 
according to rules of the so-called Up-Goer Five Challenge. 
My entry titled “We make power bits run around in dark stuff” won first 
placing and the winning entry was publicized in the official media channels of the 
institute as well as by Victoria University of Wellington. I was then interviewed by 
science journalist Ruth Beran. The article – titled “A better understanding of 
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Selected media coverage of my work by the MacDiarmid Institute for Advanced 
Materials and Nanotechnology and Victoria University of Wellington. Reproduced 




Heading of the article "A better understanding of graphene" by Ruth Beran. 
Reproduced from http://macdiarmid.ac.nz/newsroom/our-stories/a-better-
understanding-of-graphene. 
