Abstract-To choose the best features in data mining issues, the Relief Feature Selection Algorithm is proposed to implement the feature selection in this paper. Firstly, the data of Ionosphere from the UCI (University of CaliforniaIrvine) database is used to do a simulation experiment; secondly, the proposed method is employed to do feature selection for voice signal. In this case study, the study starts from the 24-dimensional parameters of MFCC (Mel Frequency Cepstrum Coefficient), the most important parameters of MFCC can be found in the voice signal; then, the 24-dimensional parameters of MFCC can be combined and optimized in the case of recognition rate not much changed. The experimental results show that the method extracts out the best features. Therefore, the research provides a new direction to feature extraction for speech recognition process.
I. INTRODUCTION
Feature selection is not only the classic problems in the field of statistics，but also the important problems in the field of data mining [1] , for instance, text categorization [2] , bioinformatics [3] , computer vision [4] , information retrieval [5] and time series prediction [6] , etc. Before predicting the unknown samples using training samples based on a data mining algorithm, some information must be obtained that which features should be adopted and which features should be ignored.
In the 1960s, feature selection is mainly studied from the viewpoint of statistics and information processing, and usually involved problems don't have much feature numbers. Since the 90s, data experts pay an unprecedented attention to the study on feature selection [7] [8] [9] . The main reasons are the following two aspects: 1) the performance from many of the data mining algorithm is adversely affected by irrelevant and redundant features [10] . Research results show the number of training samples based on data mining algorithms will increases exponentially with the growth of unrelated characteristics. 2) Appearing large-scale data processing problems [11] . Large-scale data includes two aspects: a) Large number of samples; b) Feature dimension of samples is high. However, it is an empirical "axioms" of data mining field that the dimension of the feature space should not be too high. Therefore, it puts forward severe challenges to the existing feature selection algorithm how to reduce the dimensions for high dimensional data.
Usually the feature selection method is divided into two categories from the perspective of search strategy and evaluation guidelines [12] . 1) According to search strategy to divide the feature selection algorithm. Feature selection search strategies can be divided into global optimal strategy [13] , heuristic search strategy [14] and random search strategy [15] . a) Global optimal strategy. Global optimal strategies have exhaustive method [16] , branch and bound method [17] . Banch and bound method saves computing time compared with the exhaustion method. However, time order of magnitude is not enough advantage than the exhaustion method, and it is often difficult to design an evaluation function which can meet the monotony in practical application. b) Heuristic search strategy. It includes optimal strategy alone, sequence forward selection method(SFS) [18] , generalized sequence forward selection method(GSFS) [19] , sequence backward selection method (SBS) [20] , etc. These methods are difficult to select optimal feature for nonlinear data, dut to the nonlinear data shows distorted image in the low dimensional space. c) Random search strategy. Ggenetic algorithm is typical methods of andom search strategy [21] . 2) According to the evaluation standard to divide the feature selection algorithm. It can be divided into Embedded [22] , Filter [8] and Wrapper [23] .
Among them, the evaluation standard of Filter feature selection is divided into four kinds, as distance measurement, information measurement and correlation measurement, as well as consistency measure. Scholars believe that evaluation standard of Filter type feature selection can be obtained from data set itself inherent nature, relevant major features or sub assemblies can get high accuracy on the classifier, and Filter feature selection has better versatility. Therefore, the best Relief algorithm [24] [25] in Filter method is presented in this paper. Series of simulations are made using the Relief algorithm; then, the Relief algorithm is used to research speech recognition and evaluation index. Starting from 24-dimensional MFCC parameters, the study finds out the most important MFCC parameters in speech signal. Meanwhile, the 24-dimensional parameters of MFCC can be combined and optimized in the case of recognition rate not much changed.s.
II. STUDY ON RELIEF FEATURE SELECTION ALGORITHM

A. Preliminaries
Relief algorithm was first proposed by Kira [24] , which was applied to classification of two kinds of data. Relief is a kind of feature weighting algorithm, which gives different weights according to the relevance of features and categories. Also, the relevance of features and categories in relief algorithms is based on the ability for features to distinguish between close-sample.
Algorithm selects a sample R randomly from the training sets D , and then search for the nearest neighbor H from the similar samples with R , called Near Hit ; search for the nearest neighbor M from different types of samples with R , called Near Miss . Afterwards, update the weight of each feature following the rules: the feature is beneficial to distinguish nearest neighbor as similar or not, when the distance between R and Near Hit in a feature is less than it between R and Near Miss , and then increase the weights of features. Otherwise, decrease the weight of the feature. The above process is repeated m times to obtain the average weights of each feature.The greater weight of a feature, the stronger classification ability of it. The running time of the relief algorithm will linearly slow down, with the increase of sampling frequency N of the sample and the number N of original features, Therefore, the efficiency is very high.
The concept of hypothesis interva is used to the process of feature weight calculation, a measure of trust in the classifier decision, which refers to maximum distance of decision surface's moving, in the case of the same sample classification.
It is expressed as 
For continuous features：
value F I
refers to the F eigenvalue of samples 1 I . After solving the relevance weights W of various features and categories, we can sort to them. Further, characters whose relevance is greater than a threshold value constitute the final feature subset, eliminating invalid feature.
III.SIMULATION CASE BASED ON RELIEF FEATURE SELECTION ALGORITHM
A. Experimental Data Sets
Ionosphere data of UCI database is used in the experiment, a total of 351 instances of samples, each sample with 32 eigenvalues and two categories including good (substitute 1) and bad (substitute 0). The data containing instances 1 to 30 is shown in the Table I . X1 ~ X32 respectively represent different eigenvalues and CLASS stands for their class.
B. Experimental Method and Result Analysis
The experiment uses MATLAB to simulate and program Relief algorithm, and the data from the Ionosphere is imported to calculate feature weights. Sort feature weights, draw graph of weights and classification. The experimental results are shown in the Table II. In the above data, weight value of characteristic X14, X18, X19, X20, X22, X27, X28, X32 are all above 0.2, bigger than weight value of X2, X3, X4, X5, X15, whose value are all below 0.1339. Therefore, X2, X3, X4, X5, X15 these five features are rejected from the feature subset, with the rest of the features to represent the classification feature subset.
In the paper, Relief algorithm is described by means of the classification accuracy and classification time, based on the SVM classifier. To make results more reliable, Table III show that, in the case of without feature selection the accuracy of classification is relatively higher but the classification time is longer .However, in the case of using Relief algorithm to calculate the feature weights and reduce feature subset, the accuracy of classification does not significantly reduce but the classification time is decreased by 5s. The classification results prove the accuracy of Relief algorithm, and the classification time proves the efficient performance of algorithm Relief.
IV. RELIEF METHOD AND ITS APPLICATION IN FEATURE EXTRACTION OF SPEECH RECOGNITION
In the voice recognition, the original waveform of voice signal can't be directly used for recognition; certain change must be undergone to extract the characteristic parameters of reflecting the voice essential to perform the recognition. Currently, most common voice recognition mode covers Linear Predictive Cepstrum Coefficients (LPCC) and Mel Frequency Cepstrum Coefficient (MFCC) . Within recent years, the scholars at home and abroad put forward the PLP (Perceptual Linear Predictive PLP) and (zero-crossings with peak amplitudes, ZCPA) methods to extract the characteristic parameters of voice and ensure that it is provided with better recognition performance, these improve the voice recognition ratio on certain degree. However, the parameters of voice signal are numerous, it is an issue required to be solved urgently how to extract and remain the most important characteristic parameters in the process of characteristic extraction. In order to solve this problem, the Relief characteristic selection algorithm is employed for attempting. It is started from 24-dimensional MFCC parameters to perform the characteristic selection study for voice signal via Relief Algorithm and find out the most important MFCC parameters in the voice signal, under the condition that the recognition ratio doesn't change greatly, the optimized combination is performed for 24-dimensional MFCC parameters to provide a new orientation for characteristic of voice recognition.
A. Voice Data Collection
Such two kinds of different music as folk song and Koto are respectively served as Category 1 and Category 2, LPCC is employed to extract 500 groups of 24-dimensional voice characteristic signal for each section of music, the signal characteristic is replaced by employing X1~X24, and the category is expressed by CLASS, the specific data collection is shown as in Table  IV .
B. Weight Calculation on Voice Data
In MATLAB, the data is introduced to analyze the weight calculation; the results are such as in Table V . Fig.1 shows vividly feature weighting curve.
It can be known from above-said weight that weight of characteristic X11, X14, X15, X20 and X23 is smaller, therefore, these characteristics with lesser weight in the category may be rejected in the category to save the category time.
C. Selection, Classification and Comparison for Voice Signal Characteristic
In order to explain the effectiveness of Relief Algorithm, the classification accuracy rate for SVM is . . employed to explain the effectiveness for selection of voice signal characteristic in this section, the classification result is shown as in Fig. 2 and Fig.3 . According to the Fig.2 , the result can be seen that the classification accuracy rate is of 96.7%, and the classification time is of 3.392571s.
According to the Fig.3 , the result can be found that The classification accuracy rate is of 95.6%, and the classification time is of 2.289091s.the classification accuracy rate is of 96.7%, and the classification time is of 3.392571s
The results can be seen from the above comparison that the Relief algorithm is effective to choose the phonetic characteristics and greatly reduce the complexity of feature selection for speech signals.
The characteristic selection for 24-dimensional MFCC parameters is performed via Relief Algorithm in this paper to find out the most important characteristic in 24-dimensional MFCC parameters, and the characteristics with lesser importance is rejected to effectively classify the voice signal. Although there is certain distance on actual application in the voice recognition for Relief characteristic selection Algorithm, the better classification performance in the test proposes a new direction for the characteristics of voice recognition.
V. CONCLUSION
Feature selection technique not only can reduce the computational complexity, and improve the classification accuracy, but also help to find more streamlined algorithm model. The paper studies on the relief algorithm and its application in speech recognition, and finds out the most important features in the 24-dimensional MFCC parameters. What' more, it excluds some characteristics which have less importance. Finaly, speech signals are classified by using the SVM classifier. Meanwhile, the classifier obtains a better classification effect. Therefor, the study provides a new solution for the feature selection of speech recognition.
In future studies, the ReliefF and RreliefF will be explored whether have good select properties for speech recognition and evaluation index
