Abstract-Multimedia understanding is a fast emerging interdisciplinary research area. There is tremendous potential for effective use of multimedia content through intelligent analysis. Diverse application areas are increasingly relying on multimedia understanding systems. Advances in multimedia understanding are related directly to advances in signal processing, computer vision, pattern recognition, multimedia databases, and smart sensors. We review the state-of-the-art techniques in multimedia retrieval. In particular we discuss how multimedia retrieval can be viewed as a pattern recognition problem. We discuss, how reliance on powerful pattern recognition and machine learning techniques is increasing in the field of multimedia retrieval. We review state-of-the-art multimedia understanding systems with particular emphasis on a system for semantic video indexing centered around multijects and multinets. We discuss how semantic retrieval is centered around concepts and context and also discuss various mechanisms for modeling concepts and context.
I. INTRODUCTION
A S the information revolution continues into the new millennium, the generation and dissemination of digital multimedia content continues to witness phenomenal growth. However, this rate of growth has not been matched by the simultaneous emergence of technologies that can process the multimedia content efficiently. State of the art systems for content management lag far behind the expectations of the users of these systems. The users expect these systems to perform analysis at the same level of complexity and semantics that a human would employ while analyzing the content. Herein lies the reason why no commercially successful systems for content management exist. Humans assimilate information at a semantic level and do so with remarkable ease. We do not recall the movie we watch in its entirety but through a small number of scenes that leave an impression on our mind and through the story-line that we grasp. In fact the human ability to apply knowledge to the task of sifting through large volumes of multimodal data and extracting only relevant information is amazing. The troika of sensory organs, short-term and long-term memory, and ability to learn and reason based on sensory inputs (through supervised or unsupervised training) are the mainstay of the human ability to perform semantic analysis on multimodal data. For intelligent processing of multimedia content, it is necessary to incorporate powerful sensors, models for concepts and knowledge representation, and reasoning in the system. The task of automatic analysis is to reduce the tremendous volume of multimodal data to concise representations, that capture the essence of the data. Tools for efficient storage, retrieval, transmission, editing, and analysis of multimedia content are absolutely essential for the utilization of raw content. Such content confronts us everywhere. Several aspects of our daily interaction with the world are affected by the modes of broadcasting, communication, and computing. Examples include television and satellite broadcast of news, sports, weather, politics, entertainment, personalized entertainment like video on demand, search and retrieval of content on the World Wide Web, electronic commerce, human-computer intelligent interaction, communication through wired and wireless devices, advanced collaboration like video-conferencing, chat rooms, recreational activities like planning travel, content sharing, personalization of content indexing (e.g., pictures, homevideos), etc.
Video 1 databases serve as a perfect example of how the acute need for tools has severely constrained the use of multimedia content. A study by Smith and Chang reveals that 95% of the queries to their search engine [6] that supports low-level matching, were semantic and key-word-based. While there has been significant research and development in tools and technologies for information retrieval using concepts and their relationships [7] , it is the applications of such techniques for the analysis of audio-visual content, that interests us. Research in the management of audiovisual content is a decade old. 2 Exhaustive automatic analysis, characterization, and representation of multimedia content is impossible without the application of intelligence or knowledge to extract the semantics from the multimedia content. Research in understanding the semantics of multiple media will open up several new applications. Multimedia databases can be better accessed if the index generated contains semantic concepts. Surveillance and authentication [8] can definitely benefit from semantic analysis. Filtering of multimedia content can enable automatic rating of Internet sites and restrict access to violent content. Semantic understanding could mean better and natural interfaces in human computer interaction. Very low bit-rate video coding, video skimming, summarization, and transcoding are among the several applications that could benefit from semantic multimedia analysis.
In this paper, we review the state of the art in semantic multimedia retrieval systems. A semantic multimedia retrieval system consists of two components. The first component links low-level physical attributes of multimedia data to high-level semantic class labels. The second component is domain knowledge or any such information apart from the semantic labels themselves, that makes the system more competent to handle the semantics of the query. We discuss how representations for these components can be derived from the multimedia data through supervised or partially supervised training. We concentrate mainly on computational models for concepts and for knowledge representation and reasoning. The probabilistic framework of multijects and multinets [1] , [2] , [9] , that is used for modeling concepts and context is discussed in detail. Regarding the application of semantic multimedia understanding, we will concentrate on systems for semantic filtering and retrieval of audio-visual content from Hollywood movies.
II. STATE OF THE ART IN MULTIMEDIA DATABASE MANAGEMENT
We start by reviewing the state of the art techniques for multimedia retrieval based on the medium they deal with, focusing on images, image sequences, audio, and video, in that order.
A. Image Retrieval
Extensive surveys of retrieval by image content include [10] , [11] . Techniques for image retrieval are mainly based on the paradigm of query by example (QBE). Example content in terms of one or more images or sketches is presented to the system. Examples of this mode of retrieval include the QBIC system at IBM [12] , the Virage search engine [13] , and VisualSeek [6] to cite a few. The user needs to phrase the query in terms of one or more examples and define the importance or relevance of different image attributes. Typical attributes include color, texture, layout, structure, etc. It is also possible to deduce the relative importance of these attributes if the user chooses several relevant examples. This process is iterative and refines the attribute weights through a technique borrowed from information retrieval called relevance feedback [14] .
B. Image Sequence Retrieval
Most techniques for image sequence retrieval support the QBE paradigm. Examples include the WebSeek and VisualSeek search engines [6] , [15] , as well as other systems [16] - [18] . This is just an extension of the technology for querying image databases using one or more set of images or sketches. Zhong and Chang [15] present an object-based retrieval system, which permits a sketch of objects of specific color, size, location, and motion trajectory. A similar system is presented by Zhang et al. [16] , where objects are constructed from regions but this is done only for key frames. On the other hand, systems which care about fast matching and computational complexity do not perform object-based analysis. Examples include Yeung et al. [18] and Naphade et al. [17] . Common to all such systems is the assumption that the user 1) knows perfectly (or reasonably well) the size, shape, and motion trajectory of the object sought in the video [15] or 2) has sufficient number of representative clips [17] or key frames [16] at his or her disposal to pose the query. All these systems use low-level features, including color, texture, motion, and shape to match video clips in one way or another and then rank order the retrieved clips using some measure of proximity. It is assumed that proximity in these feature spaces will match with the user's perception of similarity.
Efficient browsing and summarization of image sequences necessitates algorithms for the temporal segmentation of image sequences, algorithms for the extraction of representative key frames for compact representation, and algorithms for grouping together image sequences based on their temporal and featurebased proximity to create scenes. Algorithms for temporal segmentation typically detect abrupt changes in the characteristics of consecutive images in a sequence. Examples include robust shot detection techniques such as Naphade et al. [19] , as well as fast compressed domain techniques [20] , [21] . Shots represent physical quanta of the video. Shot boundaries, however, may not imply a change in the scene. A scene here is defined as a segment of the video with semantic continuity. This makes detection of scenes difficult even though shot boundaries are known. There have been attempts to construct scenes from adjacent shots using heuristic rules [18] . This does not guarantee segmentation of the video/image-sequence in terms of semantic boundaries.
To present the important occurrences in shots, key frames are extracted. Key frames [16] , [18] are defined as those frames that can convey information about the important occurrences within a shot. Depending on the length of the shot and the genre of the movie, the number of key frames required to represent a shot may vary. However, such an extraction of key frames suffers from the same drawback as the generation of scenes or story units. Due to the use of low-level features, the scenes may not be atomic semantically and key frames may not necessarily capture the key occurrences. A typical structure imposed on image sequences and videos that enables efficient browsing is shown in Fig. 1 .
Parsing and structuring of image sequences has also been studied. Statistical models like the hidden Markov models (HMMs) have been used for structuring image sequences [18] , [22] , [23] . Yeung et al. introduced dialog detection [18] . Topical classification of image sequences can provide information about the genres of videos like news, sports, etc. Examples include [24] - [26] . Extraction of semantics from image-sequences is difficult. Recent work dealing with semantic analysis of image sequences include Naphade et al. [1] , [2] , Chang et al. [27] , and Brand et al. [28] . Naphade et al. [1] , [2] use HMMs to detect events in image sequences. Chang et al. [15] allow user-defined templates of semantics in image sequences. Brand et al. [28] use coupled HMMs to model complex actions in Tai Chi movies. 
C. Audio Retrieval
While there have been tremendous advances in speech recognition and speech processing related technologies, there has been little progress in terms of retrieval of nonspeech audio data. Most indexing and retrieval schemes in audio assume human speech (sitcoms, radio interviews, news) with relatively noise-free environment and work on a vocabulary of words. Recent examples include [29] , [30] . Recently, there have been attempts to segment the sound track in motion pictures [31] and television comedies [32] . The sound tracks in motion pictures offer tremendous untapped potential in terms of capturing the semantics if intelligent systems can make use of their rich information content. Auditory scene analysis attempts to capture information in the audio track. Two of the most frequently used classes in auditory scene analysis include speech and music. Recent work in segmentation and classification of audio streams includes [31] - [39] . Naphade and Huang [31] used hidden Markov models to classify audio streams. Zhang and Kuo [36] used features based on heuristics for audio classification. Classes of interest include speech, music [32] , [37] , [39] , violence [38] etc. Most systems for auditory scene analysis can be classified into two categories: those based on heuristics or rules as in Zhang and Kuo [36] , and those based on trainable models as in Naphade and Huang [31] . Once segments containing speech are determined, speech recognition can be applied to obtain transcripts for speech indexing.
D. Video Retrieval
While numerous techniques are available for the characterization and retrieval of the individual media mentioned above, techniques using both the modalities for audiovisual analysis are few. Most techniques, using audiovisual data perform temporal segmentation on one medium and then analyze the other medium as described earlier. For example the image sequence is used for temporal segmentation and the audio is then analyzed for classification. Examples include [30] , [40] , and the Informedia project [41] that uses the visual stream for segmentation and the audio stream for content classification. Such systems also exist for particular video domains like broadcast news [42] , sports [24] , [36] , [43] , meeting videos [44] etc. Wang et al. [40] survey a few techniques for analysis using a similar approach for similar domains. In case of domain-independent retrieval, while existing techniques attempt to determine what is going on in the speech-audio, most techniques go as far as classifying the genre of the video using audiovisual features [26] . Other techniques for video analysis include the unsupervised clustering of videos [45] . Naphade et al. [46] have presented an algorithm to support query by audiovisual content. Another popular domain is the detection and verification of a speaker using speech and an image sequence obtained by a camera looking at the person [47] . This is particularly applicable to the domain of intelligent collaboration and human-computer interaction. Recent work in semantic video indexing includes Naphade et al. [1] , [48] , [49] .
E. Level of Analysis: Syntax Versus Semantics
Existing systems can be categorized into those that perform low-level analysis versus those that attempt to extract semantics from the video data. Most existing systems fall in the former category. This includes all the systems based on the paradigm of query by image/video content through examples or sketches. There is no attempt to exploit the rich information content in the multiple modalities of images, audio, accompanying text, and closed-captions to extract semantic cues. Another drawback with the QBE paradigm is the need for good examples. Unless good examples can initiate the search, good results are difficult to obtain. Further, similarity is based on proximity in low-level feature spaces like color, texture, motion, structure, etc. Thus a retrieved clip/image may be close to the query in the low-level feature space yet far apart in the conceptual space in which a user thinks.
While posing the query in QBE systems, the user generally has a sketchy idea of some concept in mind while posing the query. The user in most cases cannot represent the concept flawlessly in terms of the features used. In most cases the user may be completely unaware of low-level similarities that occur in images. For example, the user cannot be expected to have images of a Bengal tiger. Nor can the user be expected to pose the query properly in terms of color and shape. And even if the user has an example to provide to the system and the QBE system does a wonderful job of matching, the retrieved images may well belong to yellow colored grand-prix cars with black stripes. The same problem affects the systems that support browsing, organization, scene detection, key frame extraction, and structuring.
An efficient video retrieval system must be able to handle the semantics of the query. It must also unify multiple modalities in a homogeneous framework so as to discriminate between the roar of a tiger and the sound of a car, though the appearance of both may match visually. Finally, it must abstract the relationship between low-level media features and high-level semantic concepts to allow the user to query in terms of these concepts rather than in terms of examples. Researchers agree that this difficult problem needs to be tackled to build popular systems. Research in multimedia analysis, has witnessed a recent shift of interest from syntactic analysis to semantic analysis. This is reflected by the attention given to the semantic description scheme in the emerging motion picture expert group (MPEG)-7 standard [50] .
Systems for video analysis beyond low-level features aim at one of the following objectives.
• Detecting high-level structures like dialogs and scenes, commercials [18] , [26] , [51] and other such recurring patterns common to multiple domains [18] , [22] , [23] , [31] , [52] . • Classifying the genre or the topic of the video clip. Examples include the MoCA system [26] , and Kobla et al. [24] . Such categorization has its roots in similar approach for topical detection from text.
• Domain-dependent analysis like that of sports video (basketball [43] , football [53] ), and news video [41] . In such systems, the knowledge is built manually by the human expert in the form of rules.
• Domain-independent analysis for automatic annotation of video. This remains the final frontier in multimedia analysis for retrieval. This necessitates the detection of semantic concepts in video [1] , [2] , [4] , [5] , [9] , [27] , [54] . Naphade et al. [1] , [2] , [9] present novel ideas in semantic video indexing by learning probabilistic multimedia representations of semantic concepts, including semantic events like explosion and waterfall. Attempts to incorporate semantics in traditional QBE systems include [27] . Semantic classification schemes include those for images [55] - [57] as well as those for image sequences [1] , [26] , [54] .
F. The Role of Multiple Media
Bridging the gap between low-level features and semantics is obviously a difficult problem. It is therefore imperative to make optimal use of the information in multiple media streams. In spite of recent advances in computer vision, it is extremely difficult to recognize (detect) a helicopter in an image sequence. However, detecting the sound of the helicopter may not be as difficult in audio. This example illustrates the importance of going beyond vision or speech to address multimedia content in a unified fashion. Multimodal information fusion is a very challenging problem. It is not clear how information available from multiple modalities should be fused. Approach to efficient fusion often depends on the nature of audiovisual interaction as well as the desired end-result of the analysis. The information in these modalities may corroborate or contradict. The degree and type of correlation between the multiple media streams varies with the concept being conveyed. Of the several techniques we refer to in this paper, only a few can claim to be truly multimodal in terms of joint utilization of audio-visual data. Examples include [9] , [26] , [42] , [45] - [48] . We shall concentrate on approaches that perform audio-visual fusion for detecting semantics in this review.
III. ASSOCIATING MULTIMEDIA CONTENT WITH SEMANTIC CONCEPTS
For automatic semantic video indexing and retrieval, models representing semantics in terms of multimedia features are needed. This can be viewed as as a multimedia pattern recognition problem. Depending on the nature of the semantic concept, the model and the training algorithm can be chosen. Most of the semantic concepts that we desire to model can be classified either as objects, sites or events. Sites represent static concepts like sky, mountain, outdoor, cityscape, etc. Examples of events include explosion, gunshot, dancing, helicopter-flying, etc. Events are those semantic concepts, which evolve temporally. Examples of objects include face, car, animal, building etc.
This classification of semantic concepts is not rigorous, but helps in choosing models for the three concept classes. For example, it is clear that sites should be modeled with static pattern recognition techniques with long-term temporal support only for the sake of visual continuity. Similarly it is evident that events need the short-term temporal dynamics to be modeled and this is a time-series classification problem. Objects on the other hand point to definitive shape or structure and it is easier to model them if they are associated with events. For example, it is easier to model a flying helicopter or a moving car than it is to model a static car or helicopter from shape. The principal difficulty is imperfect segmentation of object shape from the background. Another reason for favoring detection of events related to objects over detecting the objects statically, is the hope to see some characterization in the audio track. This serves as an additional source of information, often loosely coupled with the visual characterization.
A component for model-based learning/recognition is necessary in order to model and use the semantic concepts for efficient access. The nature of this component may depend on the nature of the concept. Supervised or partially supervised training then becomes an inherent component for developing concise representations of semantic concepts that can be used efficiently for semantic retrieval. A desirable characteristic of such a learning/recognition component is the ability to account for the uncertainty in the information in multimedia representation.
Recent work in modeling concepts include the framework of multijects by Naphade et al. [1] , [4] , [48] , [55] , classification of vacation images by Vailaya et al. [57] , semantic visual templates by Chang et al. [15] , classification of video captured by a wearable camera by Clarkson and Pentland [45] , and classification of soundtrack into meaningful classes such as speech, music [31] , [33] , [36] , [38] .
A. Probabilistic Multimedia Objects: Multijects
Any part of the video can be explained as an object or an event occurring at a site or location. For the automatic detection of such semantic concepts we propose probabilistic multimedia objects or multijects.
A multiject represents a semantic concept that is supported by multiple media features at various levels (low level, intermediate level, high level) through a structure that is probabilistic [1] , [2] . Multijects belong to one of the three categories: objects (car, man, helicopter), sites (outdoor, beach), or events (explosion, man-walking, ball-game). Fig. 2 illustrates the concepts of a multiject. A multiject is a flexible, open-ended semantic representation. It draws its support from low-level features of multiple media including audio, image, text, and closed caption [1] . It can also be supported by intermediate-level features, including semantic templates [15] . It can also use specially developed high-level feature detectors like face detectors [58] or other multijects. A multiject can be developed for a semantic concept if there is some correlation between low-level multimedia features and high-level semantics. In the absence of such correlation, we may not be able to learn a sufficiently invariant representation. Fortunately many semantic concepts are correlated to some multimedia features, and so the framework has the potential to scale.
1) Assumptions:
We assume that features from audiovisual streams have been computed. Let be the feature vector. We assume that the statistical properties of these features are characteristic. For distinct instances of all multijects, we further assume, that these features are independent identically distributed random variables drawn from known probability distributions, with unknown deterministic parameters. For the purpose of classification, we assume that the unknown parameters are distinct under different hypotheses and can be estimated. In particular, each semantic concept is represented by a binary random variable. The two hypotheses associated with each such variable are denoted by , , where zero denotes absence and one denotes presence of the concept. Under each hypothesis, we assume that the features are generated by the conditional probability density function , . In case of site multijects, the feature patterns are static and represent a single frame. In case of events, with spatiotemporal support, represents a time series of features over segments of the audiovisual data. We use the one-zero loss function [59] to penalize incorrect detection. This is shown in (1) (1)
The risk corresponding to this loss function equals the average probability of error and the conditional risk with action is . To minimize the average probability of error, that class must be chosen, which corresponds to the maximum a posteriori probability . This is the minimum probability of error (MPE) rule.
In the special case of binary classification, this can be expressed as deciding in favor of if (2) The term is the likelihood of and the test based on the ratio in (2) is called the likelihood ratio test [59] , [60] .
2) Site Multijects Based on Image Sequences: In case of sites the feature vector is modeled as a Gaussian mixture model (GMM). The temporal flow is not taken into consideration. The expectation-maximization (EM) algorithm [61] is used to estimate the means and covariance matrices of the GMMs. Sites may be supported by blobs or regions, or they may be supported by the whole frame. In the former case segmented regions from the training set are used for training and testing. In the latter case, the unsegmented image frame is used for training and testing. We model the five regional site multijects: rocks representing rocky terrain; sky representing the sky; snow representing snow-covered ground; water representing water bodies like lakes, rivers, oceans, etc.; and forest representing vegetation and greenery. We also model the global site multiject outdoor using feature computed over the unsegmented image/frame [62] .
3) Event Multijects Based on Audio: Interesting semantic events in audio include speech, music, explosion, gunshots, etc. Recent work in segmentation and classification of audio streams includes [31] - [37] , [39] . Naphade and Huang [31] used HMMs for representing the probability density functions of auditory features computed over a time series. Zhang and Kuo [36] used features based on heuristics for audio classification. HMMs have been successfully applied in speech recognition. We model the audio event using a set of states with a Markovian state transition and a Gaussian mixture observation density in each state. We use continuous density models in which each observation probability distribution is represented by a mixture density. For state the probability of generating observation is given by (3)
where is the number of mixture components in state , is the weight of the th component, and is the multivariate Gaussian with mean and covariance matrix . The parameters to be estimated are the transition matrix , the mixing proportions , and the observation densities . The Baum-Welch reestimation procedure [63] , [64] is used to train the model and estimate the set of parameters. Once the parameters are estimated using the training data, the trained models can then be used for classification as well as state sequence decoding [63] , [64] . We have developed various multijects including human-speech, music [31] , [65] and helicopter-flying [48] .
The audio stream in motion picture soundtrack is of a composite nature. This corresponds to the mixing of sounds from different sources. Speech in foreground and music in background are common examples. The coexistence of multiple individual audio sources forces us to model such events explicitly. If sufficient data for training is available, HMM models (based on audio alone) that represent concurrent occurrence of multiple multijects [31] can be estimated.
4) Event Multijects Based on Video:
Most probabilistic techniques for modeling features from modalities having temporal support are based on Markov models. Examples include the HMM [64] and its several variants for fusing multiple modalities like the coupled HMM [28] , factorial HMM [66] , etc. Fusion of multimodal feature streams (especially audio and visual feature streams) has been applied to problems like bimodal speech [67] , summarization of video [42] , query by audiovisual content [46] , and event detection in movies [1] . These models are characterized by the stage at which the features from the different modalities are merged. Examples of audiovisual events include explosions, human-talking, etc.
Assuming synchronization, the two main categories of fusion models are those that favor early integration of features as against those that favor late integration. Models for early integration include the coupled HMM [28] , the factorial HMM [66] etc. The audio and visual streams in a movie or a news clip appear to be loosely coupled. Late integration includes schemes, which use independent models for multiple feature streams and then combine the weighted decisions. We have developed a hierarchical HMM (HHMM) [1] , that combines features with temporal support from multiple modalities and performs late integration. Under each hypothesis we assume that each feature stream is generated by an HMM [64] . We estimate the parameters of the HMM under each hypothesis for each feature stream using the EM algorithm [61] , [64] and a labeled training set. We then evaluate the best state sequence and hypothesis for the test set through maximum-likelihood detection. Once the state sequence for each feature stream is obtained, we use these intermediate-level decisions as features for a supervisor HMM [1] , that combines these intermediate level decisions for all feature streams. Fig. 3 shows an HHMM with audio and image sequence features forming the two media observations streams.
Each state in the media HMMs represents a stationary distribution and by using the Viterbi decoder over each feature stream, we essentially cluster features spatiotemporally and quantize them through state identities [1] . The optimal state sequences obtained using the Viterbi algorithm [64] in the video and audio are now treated as the observations of the supervisor HMM. The supervisor HMM encodes the correlation of states in the two modalities. This is a hierarchical, fast, greedy bottom-up algorithm.
B. Semantic Visual Templates
Chang et al. [27] have developed a framework based on semantic visual templates (SVTs) [27] . The attempt is to abstract the notion of visual semantics relating particular instances in terms of a set of examples representing the location, shape, and motion trajectories of the dominant objects related to that concept. Proceeding the spatio-temporal segmentation of video, user labeled examples of semantic concepts are stored in the form of a set of templates. Any new query is then analyzed for the presence of the semantic concept using these templates. A measure of confidence is related to the proximity of the features of spatio-temporal blobs in the query to those in the templates. Chang et al. [68] have also added Bayesian relevance feedback to the retrieval process. Such templates can capture motion characteristics of homogeneous regions. The aim of the SVTs is to bypass the problem of provision of examples for querying by content. By allowing the creation of a library of examples for user-defined concepts and assuming that the invariance across the examples will be captured through the features extracted, it is hoped that new users will not have to provide for examples, while querying for the concepts in the library.
C. Clustering of Ambulatory Video
Clarkson and Pentland [45] analyze the audio-visual signals from a wearable camera and a microphone. The system captures video while accompanying a person in daily activities. Depending on the audiovisual features, the attempt is to group the data into clusters, which may represent types of activities. Since the approach is unsupervised, this may not always correspond to distinct semantic activities. A meaningful clustering of ambulatory video may be possible as shown by Clarkson and Pentland [45] . The unsupervised clustering is then evaluated using a baseline classification system. The baseline system is trained in a supervised fashion as the wearer of the camera and microphone labels the locations while the data is obtained. The different kinds of events for which the models are trained including entering and leaving an office location, a kitchen, and a black couch area.
D. Detection of Meaningful Concepts in Hunt Videos
Hearing et al. [54] analyze wildlife videos that capture hunting and model semantic concepts such as vegetation, terrain, trees, animals, etc. They use neural networks to classify features extracted from video blobs for this classification task. Each blob is classified into one of the several classes modeled by the system. Though there is no model for temporal structure, the authors have proposed to implement a state-transition model for capturing the dynamics of events in hunt videos. At present this is done by simple rules injected manually in the system.
E. Complex Action Recognition Using Coupled HMMs
Brand et al. [28] present a coupled HMM for detecting complex actions in Tai Chi movies. The multiple sensors in this situation are the location and movement of the two arms of the performer. Brand et al. [28] argue that these movements are not independent for Tai Chi actions and model the interaction through interdependence of state sequences of two hidden Markov models. This coupling leads to an improvement in performance over linked HMMs and individual HMMs. In a coupled HMM, there are as many hidden state chains as number of feature streams and at each time instance in each chain, transition to a state depends on the identity of the previous state of the same chain as well as the previous state in other chains. The three-dimensional (3-D) hand tracking data is obtained by using a self-calibrated stereo blob tracker.
IV. KNOWLEDGE REPRESENTATIONS FOR
MULTIMEDIA CONTENT Human superiority in interpreting multimodal semantics is attributed to the ability to combine recognition of semantic concepts with knowledge about the association of semantic concepts with other observations. Tremendous amount of multimedia content and its associated semantics is observed by humans in context. This knowledge is stored in memory and used for reasoning and inference. It is still unclear how to emulate the human neural network artificially. It is obvious that semantics is meaningful only in context and not in vacuum. This fact has been used in information retrieval in the text domain by WordNet [7] . WordNet is a text-retrieval system built manually over several years that encodes relationships of different kinds between the words supported in the system.
To incorporate domain knowledge we need to influence the decisions by context, grammar, semantics, and other high-level information. This system needs to modify the classification depending on domain knowledge in the form of rules, heuristics or constraints. Depending on the coupling between multiple media, it may also need to perform fusion of classification based on individual media streams. Finally, we would like to learn the context from data rather than having to build it manually into the system. Inference, distributed processing and information fusion are the common features in the high-level decision making. Neural nets, expert systems, fuzzy logic, decision trees, static and dynamic Bayesian networks, factor graphs, Markov random fields, etc. are popular mechanisms for storing and enforcing high-level information. For example the high-level analysis may use classifiers of sky, rocks, snow, water-body, forestry, etc. to infer that the scene is an outdoor scene [69] . Nakamura et al. [42] perform spotting by association for news videos based on image and text. The domain knowledge here comes from long-term human experience of watching news videos encoded in rules. Rehg et al. [47] use low-level visual features to construct a skin sensor, a skin texture sensor and a neural-net based face detector (all part of the classification subsystem) and then fuse them using Bayesian networks. Zhang et al. [70] enforce constraints on the joint occurrence of typical speech patterns and typical motion patterns of the mouth to enhance the performance of speech recognition. The enforcement of constraints due to grammar has been shown to improve detection performance in automatic speech recognition. While it is impossible to define such grammar for video, it is definitely possible to model constraints between semantic concepts that can lead to improvement in detection performance.
The emerging MPEG-7 standard on multimedia content description, attempts to define a language for semantic description [50] to describe all types of interactions that are possible between a pair of semantic concepts. It, however, does not provide any scheme to learn this knowledge or learn the models for the individual semantic concepts. We have attempted to address this vacuum by presenting computational models for contextual relations between semantic concepts through a probabilistic graphical framework, which we term as the multinet [1] , [4] , [5] .
Most state of the art techniques in content-based retrieval make no attempt to investigate generic strategies for incorporating domain knowledge or contextual information. Domain-dependent systems, incorporate domain knowledge manually in the form of rules, written by humans [36] , [41] . Benitez and Smith [71] use the manually constructed knowledge base WordNet to expand queries by image content. We are interested in learning rules or constraints from data through automatic algorithms. The framework of multinets [1] , [4] is one of the earliest computational models for learning contextual association and constraints between several semantic concepts from the training data. The multinet framework [1] , [4] , [5] also is the earliest example of explicit modeling of contextual constraints between semantic concepts. A multinet is a network of distributed semantic concepts, linked through edges which denote the nature and the strength of the spatio-temporal interaction between these semantic concepts. We now discuss the probabilistic framework of multinets for discovering inter-conceptual relationships from labeled data.
A. Representation of Contextual Constraints Using the Multinet
Semantic concepts do not occur independently or in isolation from each other. In fact significant information lies in their cooccurrence. Intuitively, it is clear that the presence of certain multijects suggests a high possibility of presence of certain other multijects. Similarly, some multijects are less likely to occur in the presence of others. For example, a flying helicopter is mostly shown against sky as the background. Thus sky and helicopter share a positive relation. Similarly, beach, sand, sky, and water share a positive relation. Explosion and gunshots similarly share a positive relation with violence. Concepts also tend to share negative relations. For example, sky and snow rarely co-occur with indoor. There also are spatiotemporal relations. For example, sky must occur above water. When a person speaks, the mouth movements must be synchronous with speech.
We term this set of contextual constraints as a multinet. The multinet reflects the dependencies, relationships, and cooccurrence between semantic concepts at various hierarchical levels. A multinet provides a robust framework for supporting four aspects of constructing semantic indexes.
• Enhancing detection: The use of mutual information can enhance detection of multijects.
• Support inference: Some multijects may not provide the required degree of invariance in feature spaces. To detect such multijects, the multinet can support inference based on the interaction of these multijects with other multijects (which can be detected with greater ease).
• Imposing prior knowledge: The multinet can provide the mechanism for imposing time-varying or time-invariant prior knowledge of multiple modalities and enforce context-changes on the structure. For example, knowledge, that a movie is an action movie, may be used to increase the prior probabilities of gunshots and explosion. • Combining classifiers: The multinet can combine classifiers and fuse multiple modalities. A graphical representation of a multinet is shown in Fig. 4 with the positive signs indicating a positive interaction and negative signs indicating a negative interaction.
Contextual constraints can change with time and with domain. Dynamic multinets, that can take care of such changes are therefore necessary. To encode contextual constraints between various multijects we need a formal structure. We presented a probabilistic graphical network architectures as a computational model of the multinet in our earlier work [62] , [72] . To model the interaction between multijects in a multinet, we propose using a novel factor graph [4] , [73] , [74] framework.
1) Factor Graphs:
A factor graph is a bipartite graph that expresses how a global function of many variables factors into a product of local functions [73] , [74] . Factor graphs subsume many other graphical models including Bayesian networks and Markov random fields. Many problems in signal processing and learning are formulated as minimizing or maximizing a global function marginalized for a subset of its arguments. The algorithm which allows us to perform this efficiently, though in most cases only approximately, is called the sum-product algorithm. Based on a rule, the sum-product algorithm [74] is used in factor graphs to compute various marginal functions by distributed message-passing. Depending on the structure of the global function represented by the factor graph, the sum-product algorithm can lead to exact or approximate computation of the marginal functions. Many algorithms in various engineering and scientific areas turn out to be examples of the sum-product algorithm. Famous examples include the BCJR algorithm [75] , the forward-backward algorithm [64] , Pearl's belief propagation and belief revision algorithm [76] operating in a Bayesian network.
Factor graphs were initially successfully applied in the area of channel error correction coding [77] , [78] and specifically, iterative decoding [79] , [80] . Most of the notation here follows Kschischang et al. [74] . Let be a set of variables. Consider a function , which factors as shown in (4) (4) where is the set of variables, which are the arguments of the function . A factor graph for is defined as the bipartite graph with two vertex classes and of sizes and , respectively, such that the th node in is connected to the th node in if and only if is an argument of function . Fig. 5 shows a simple factor graph representation of with function nodes , and variable nodes , , .
2) The Sum-Product Algorithm:
The sum-product algorithm works by computing messages at the nodes using a simple rule and then passing the messages between nodes according to a selected schedule. For discussion on schedules see Kschischang et al. [74] . A message from a function node to a variable node is the product of all messages incoming to the function node with the function itself, summarized for the variable associated with the variable node. A message from a variable node to a function node is simply the product of all messages incoming to the variable node from other functions connected to it.
Consider a message on the edge connecting function node to variable node . Let denote the message sent along the edge from variable node to function node . Also let denote the message sent along the edge from function node to function node . Further let denote the set of all the neighbors of node and let indicate the summary operator. A summary operator summarizes a function for a particular set of variables. For example consider a function . A possible summary operator could be the summation operator in (5) (5) With this notation the message computations performed by the sum-product algorithm can be expressed as in (6) and (7) (6) (7)
Probability propagation in Bayesian nets [76] is equivalent to the application of the sum-product algorithm to the corresponding factor graph. If the factor graph is a tree exact inference is possible using a single set of forward and backward passage of messages. For all other cases inference is approximate and the message passing is iterative [74] leading to loopy probability propagation. This has a direct bearing on our problem because relations between semantic concepts are complicated and in general contain numerous cycles (e.g., see Fig. 4 ).
The significant outcome of using a factor graph framework for a multinet is that the interaction between semantic concepts need not be modeled as a causal entity and that loops and cycles can be supported. It must be noted though, that when the factor graph is not a tree, the marginals computed are approximate.
3) A Factor Graph Multinet: We now describe a frame-level factor graph to model the probabilistic relations between various frame-level semantic features defines in (8) if concept is present in the current frame otherwise.
To capture the cooccurrence relationship between the semantic concepts at the frame-level, we define a function node which is connected to the variable nodes representing the concepts as shown in Fig. 6(a) . This function node represents the joint probability mass function of the five semantic concepts represented at frame level by the binary random variables , i.e., . The joint function over all the random variables in the factor graph is then given by (9) (9) Each entry in the joint mass function table tells us about the statistical feasibility of the configuration of the random variables. For example, if there are only two concepts, outdoor and helicopter , the entry corresponding to the configuration , tells us how likely it is to be outdoor, without seeing or hearing a helicopter given our model of the world (context). Similarly the entry corresponding to the configuration , , tells us how likely it is to hear or see a helicopter in an indoor scene. Clearly, one would imagine that it is more likely to see a helicopter in an outdoor scene ( , ) than in an indoor scene ( , ). Another observation is that if we are presented with very strong evidence of having heard or seen a helicopter, this should boost out belief of being in an outdoor scene. It is through intuitive interactions like the ones mentioned in this example, that the multinet fuses context with evidence.
The function nodes below the five variable nodes in Fig. 6 denote the frame-level soft decisions for the binary random variables given the image features i.e., and . These decisions are computed for various multijects using the computational framework presented earlier in Section III-A. These are then propagated to the function node. At the function node the messages are multiplied by the function, which is estimated from the cooccurrence of the concepts in the training set. The function node then sends back messages summarized for each variable. This modifies the soft decisions at the variable nodes according to the high-level relationship between the five concepts. The probability mass function at the function node in Fig. 6 is exponential in the number of concepts and computational cost may increase quickly. To alleviate this we can enforce a factorization of the function in Fig. 7 as a product of a set of local functions where each local function accounts for cooccurrence of two variables only. Fig. 7 shows one iteration of message passing in the multinet with a factored joint mass function.
Each function in Fig. 7 represents the joint probability mass of those two variables that are its arguments (and there are such functions) thus reducing the complexity. The joint function over all the random variables in the factor graph is now given by (10) where and
The factor graph is no longer a tree and exact inference becomes hard as the number of loops grows. We then apply iterative message passing based on the sum-product algorithm to overcome this. Each iteration involves a set of messages passed from variable nodes to function nodes and a set of messages passed from the function nodes back to the variable nodes. Approximate marginals are obtained after a few iterations of message passing. The most significant achievement of the factorized multinet is that it makes the computational model of context scalable. Estimating entries at each local function is highly efficient computationally and estimating all the entries for the functions is quadratic in the number of concepts. This is a significant improvement computationally, as compared to the estimation for the global function, which was exponential in the number of concepts. The second most significant achievement is the ability to model causal as well as noncausal interactions. It is this ability that makes factor graphs an elegant framework to implement the multinet as against causal probabilistic graphical networks like the Bayesian networks [76] , [81] .
4) Dynamic Multinets: Extending the Dependence Temporally:
In addition to the interconceptual intraframe dependencies, we can also model the interframe intraconceptual dependencies. Since processing is temporally localized to frames within a shot, there is low probability of a concept appearing in a frame and disappearing in the next frame. Modeling this temporal dependency for each concept can lead to smoothing of the soft decisions within each shot. These dependencies can be modeled by extending the multinets in Figs. 6 and 7 as shown in Fig. 8 .
The multinets in Figs. 6 and 7 represent a single slice or video-frame. We replicate the slice of factor graphs in Figs. 6 or Fig. 7 as many times as the number of frames within a single video shot. Between the nodes in consecutive slices, representing identical concepts, we now introduce a function which captures the dynamics of this concept across frames. For a concept , let and represent consecutive frames. Then the function represents the transition matrix as shown Fig. 8(a) and (b) show two consecutive time slices and extend the models in Figs. 6 and 7 , respectively. The horizontal links in Fig. 8(a) and (b) connect the variable node for each concept in a time slice to the corresponding variable node in the next time slice through a function modeling the transition probability. This framework now becomes a dynamic probabilistic graphical network. For inference, messages are iteratively passed locally within each slice. This is followed by message passing across the time slices in the forward direction and then in the backward direction. Accounting for temporal dependencies thus leads to temporal smoothing of the soft decisions within each shot.
V. IMPLEMENTING A FRAMEWORK OF MULTIJECTS AND MULTINETS
We have digitized movies of different genres including action, adventure, romance, and drama to create a database of a few hours of video. Data from eight movies has been used for the experiments. The training set comprises 10 min of video clips, while the test set comprises 53 min of video clips. The MPEG streams of data are decompressed to perform shot-boundary detection, spatio-temporal video-region segmentation, blob tracking and subsequent feature extraction. For all the experiments reported in this paper, segments from over 1800 frames are used for training and segments from another 9400 frames are used for testing. These images are obtained by downsampling the videos temporally, in order to avoid redundant images in the training set. In effect we are using a training set of 18 000 frames and a test-set of 94 000 frames. Each frame in the video is of the size 176 112 pixels.
Some multijects exist at the region level (face), while others exist at the global or frame level (outdoor). To build multiject models we need to extract features at regional and global level from the visual stream and features from the audio stream as well. For details on feature extraction, see [62] .
A. Performance Analysis
We now present performance analysis for a set of five site multjects: rocks representing rocky terrain, sky representing the sky, snow representing snow-covered ground, water representing water-bodies like lakes, rivers, oceans, etc., and forest representing vegetation and greenery. The detection performance using binary classification independently for these five multijects is shown in Table I . The results in Table I are based on a maximum likelihood binary classification strategy using the GMMs for the true and null hypotheses for each multiject.
Factor graph multinets are developed as described in Section IV-AI. Using the multinet, a revised confidence measure for the detection of the five multijects is then obtained for the entire test-set. The ROC curve for multiject based detection performance is obtained by using the likelihood ratio test in (11) with the soft decisions at frame level. (11) where is the number of multijects. The different points on the ROC curve are obtained by changing the threshold value from one extreme ( corresponding to the coordinates in the graph) to the other ( corresponding to the coordinates in the graph). We evaluate the probability of detection and false alarm at 2000 threshold values to obtain the curves. To obtain overall performance, the performance across all the multijects is averaged. This represents the best possible detection performance using the multijects obtained in Section III-A. This is then compared against the ROC curve obtained by the likelihood ratio test using soft decisions after a forward and backward pass of messages in the multinet of Fig. 6(c) . The third ROC curve is obtained by using the soft decisions after several iterations of loopy probability propagation through message passing in the multinet of Fig. 7 .
A random collection of shots from some of the movies in the database is found in Fig. 9 . The retrieval performance of the system for the overall performance across all the five multijects with and without the multinet is shown in the receiver operating characteristics (ROC) in Fig. 10 . Fig. 10 demonstrates excellent improvement in detection performance by using the multinets in Fig. 6 over the isolated detection using frame level multiject-based features. Interestingly, detection based on the factorized function (Fig. 7) performs better than the one based on the unfactorized function (Fig. 6 ). This may suggest that the factorized function of Fig. 7 is a better representative for the concept dependencies than the one shown in Fig. 6 due to the fact that the factorized function is estimated more reliably (it has less coefficients to estimate). There is also the possibility that local interactions within subsets of concepts are stronger and are better characterized than global interactions. Improvement in detection is more than 22% for a range of thresholds corresponding to small probability of false alarms
. For details about analysis of classification performance in terms of the ROC curves see [4] , [5] , [48] , [62] , and [72] . Fig. 9 . A random collection of shots from some of the movies in the database. Fig. 10 . ROC curves for overall performance using the multijects for isolated detection, the factor graph in Fig. 6 and the graph in Fig. 7 .
B. Semantic Filtering Using Multijects
Several examples of semantic filtering for different movie clips using the framework of multijects and multinets are provided in Figs. 11-13 .
Figs. 11-13 illustrate a user interface for filtering as well as for advanced semantic playback. A movie is played in the interface and the user is allowed to check the boxes in front of those multiject filters, that are of interest. The seven multijects that the system supports include sky, water, snow, greenery, and rocks, outdoors and the auditory event helicopter-flying. For each such multiject, the confidence with which the system has detected the multiject is then displayed to the right of the video clip. The confidence is updated for every video shot. The user can also impose thresholds on the confidence interval and can skip shots in which these thresholds are not exceeded for the multijects. For details on the interaction between the auditory event helicopter-flying and the visual site outdoor, please see [48] .
VI. THE ROLE OF THE USER IN THE LOOP
Since the aim of any retrieval, indexing, filtering, and browsing system is to aid the human, the involvement of the human in the process is crucial. Human-centric applications such as multimedia content management can benefit largely from the intervention of the human. Existing systems can thus be differentiated based on how the human is involved in the system. By this criterion, we can categorize systems that involve the human at a later stage during the retrieval/browsing process against those that involve the human at an earlier stage such as labeling, training, and supervising the system before its use. Systems incorporating relevance feedback, and QBE belong to the former category. Systems supporting keyword-based search belong to the latter category. In such systems, the human is involved in the process as a supervisor, when models for keywords are being trained. The human involvement contributes to the generation of meta data in such cases. A popular approach to involve the user in the retrieval loop is through the mechanism of a user interface that supports relevance feedback. In this the user provides a query and is presented with some results. The user then selects relevant examples through positive and negative feedback. From these examples the system attempts to determine, which features the user feels are relevant and modifies the proximity function accordingly. This iterative procedure can help retrieve the desired content if the user's perception of similarity matches with the system's implementation.
Naphade et al. [82] presented a system for supporting queries by audio-visual content. This system uses a dynamic programming algorithm to warp the query to the target clips in the database for various feature streams. The novel ability of our approach [82] to use the information content in multiple media coupled with a strong emphasis on temporal similarity differentiates it from the state-of-the-art in QBE. At the core of the pattern matching scheme is a dynamic programming algorithm, which leads to a significant improvement in performance. Coupling the use of audio with video this algorithm can be applied to grouping of shots based on audio-visual similarity. We also support relevance feedback. The user can provide feedback to the system, by choosing clips, which reflect the desire. The system then automatically adjusts the relative weights or relevance of the media and fetches different sets of target clips accordingly. It is our observation that a few iterations of such feedback are generally sufficient, for retrieving the desired video clips.
Figs. 14-16 show relevance feedback in action during retrieval for a query. The interface in Figs. 14-16 permits the user to manually adjust weights on four different streams, representing the color distribution, structure, motion pattern and auditory cepstral features. Alternately, the user can provide feedback of relevance using the sliding bar below each clip. Six video clips are presented in each screen but the user can scroll down to view the entire rank-ordered database. If the user selects the relevance feedback mode, the positions of the sliding bars below the clips are used to automatically compute the relative weights on the four feature streams. 
VII. CONCLUDING REMARKS AND FUTURE DIRECTIONS
Semantic understanding of multimedia content is the final frontier in multimedia retrieval. The difficulty lies in bridging the gap between low-level media features and representations that can be computed and the high-level semantic labels, that are needed for retrieval. We show how this can be viewed as a multimedia pattern recognition/learning problem with two components: one for modeling the semantic concepts or labels and the other for modeling the knowledge-base, contextual constraints or interactions that govern the set of concepts being modeled. In this paper we have reviewed state of the art techniques for both these components necessary for intelligent multimedia retrieval. In particular we have discussed a probabilistic framework of multijects for modeling concepts and a probabilistic graphical framework of multinets for modeling contextual constraints. We have discussed implementations of the multiject and multinets models using state of the art techniques in classification and learning. Notably, we have shown how the framework of factor graphs can be used for implementing the multinet to support causal as well as noncausal interactions. We have presented a system for semantic video indexing and filtering using multijects and multinets. We have also reviewed a system for query by audiovisual content that uses dynamic time warping and relevance feedback.
There are several promising directions for future research. In a recognition-centric multimedia analysis system, the creation of training sets is crucial and expensive. We are interested in methods that use active learning, partially annotated training sets [55] , [83] , and multiple instance learning [56] to alleviate the cost of annotation. The aim will be to learn representations with as few examples as possible. Advances in image segmentation and blob tracking will also be crucial in mapping low-level features to high-level semantics. In auditory analysis, the cooccurring audio sources present the most challenging problem especially when not more than two audio channels are available. Another important direction is related to the development of an intelligent dialogue mechanism to increase effectiveness of the user's feedback. The initiative to ask decisive questions to the user in order to reduce ambiguity will bridge the gap between the user's desire and the system's reply. The challenge is to attain performance that is considered useful by the end users of the systems. To this end, we believe that an active role of statistical learning in media analysis will prevail in future media applications that involve semantic understanding. 
