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Abstract 
 
Many recent studies show that submarine groundwater discharge may provide an important 
pathway for nutrients and contaminants to enter coastal ecosystems. To determine nutrient and 
contaminant loads associated with submarine groundwater discharge, there is a need for greater 
understanding of the flow dynamics and solute transport mechanisms in nearshore aquifers. 
Research is needed to quantify the effects of important factors, including terrestrial force, tidal force, 
beach morphology and aquifer properties, in both cross-shore and alongshore directions. Field 
investigations and numerical simulations were conducted in my Ph.D. research to advance our 
understanding of these effects. The findings from my work further demonstrate the complexity of 
nearshore groundwater systems and will benefit future studies of nutrient and contaminant transport 
and transformations associated with SGD. 
This research started with field investigations at a carbonate sandy beach of Muri Lagoon on the 
east coast of Rarotonga, Cook Island (21°15'S, 159°44'W). Two field campaigns were carried out 
with measurements to provide real data for studying the groundwater flow dynamics in such a 
system. The study was motivated by an ultimate aim to quantify the N and P transformations along 
the subterranean estuary and loads to the lagoon. Measurements identified significant influence of 
beach morphology on variations of pore water salinity in the aquifer. The interactions of tidal force 
and beach morphology modify the groundwater flow and discharge location, and associated solute 
transport. Furthermore, the field data revealed that the presence of a shallow creek modified notably 
the beach profiles in both the cross-shore and alongshore directions. An unexpected saline pore 
water zone was observed landward of the intertidal zone indicating remarkable solute transport 
along the shore. The field results suggested that the effects of beach morphology can be significant 
in determining nearshore groundwater flow and solute transport processes. The alongshore 
variations (bi-directional beach morphology and presence of the creek), largely neglected in the 
previous studies, were found to play important roles in controlling the three dimensional pore water 
flow in such a system. 
To further interpret the field data and analyse the nearshore groundwater system, numerical models 
were developed using a variable density and variable saturation groundwater flow code, SUTRA. 
Firstly, two-dimensional (2D) models were built to examine the effects of beach morphology. 
Different from previous studies on mild sloping beach morphology (~1/10), we focused on beaches 
with small slopes (~1/50 to ~1/100) and multiple slope breaks. We found that the groundwater 
discharge location was largely controlled by beach morphology interacting with the tidal force. The 
effects of varying tidal amplitude and inland heads on the discharging location were relatively small. 
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Under particular conditions, the beach slope break combined with the tidal oscillation induced local 
circulation cells. Furthermore, under a flat beach profile or a profile with slope breaks, certain 
conditions could even lead to unstable flow. 
To further investigate the unstable flow, more 2D simulations were conducted. The numerical 
results revealed a long-term oscillation in the intertidal zone under realistic conditions, which had 
not been reported previously. The associated flow patterns are distinctly different from that under a 
stable upper saline plume. Various factors involved, including the beach slope, inland head, tidal 
amplitude, hydraulic conductivity and dispersivity, were examined individually and in combination. 
The tidally driven seawater infiltration leads to an unstable condition with denser water overlying 
less dense water and ultimately is responsible for the onset of the oscillation. Three non-
dimensional numbers – the gravity number, Rayleigh number and perturbation parameter were used 
to estimate and predict the extent of the long-term oscillation. 
At last, a three-dimensional (3D) model was developed based on the field data and subjected to the 
combined influence of tidal forcing, embedded creek and alongshore beach profile variations. A 
dynamic 3D flow simulated was characterized by significant drainage of land-sourced fresh 
groundwater across the landward section of the creek and saltwater infiltration through the seaward 
section of the creek as the tide receded. The circulating flow varied to a large degree, spatially and 
temporally. Simulated salt distributions also provided explanations for field observations. The 
results indicated pore water circulation in three dimensions linked strongly to the combined effects 
of alongshore variations of beach morphology (including the creek boundary) and tides. 
The thesis comprises six chapters. The introductory chapter, Chapter 1, presents a literature review 
to identify the research gaps, and describes the research questions and objectives. In Chapter 2, field 
measurements and measurement results are presented to illustrate the complex nearshore pore water 
flow. The numerical simulations of the effects of beach morphology are detailed in Chapter 3. 
Further insight into the stability of groundwater flow in the intertidal zone is provided in Chapter 4. 
Chapter 5 focuses on the influence of alongshore variations on nearshore pore water flow and solute 
transport through numerical simulations by 3D models. In Chapter 6, conclusions are summarised 
together with recommendations for future research. 
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salinity value of 21 ppt. 
Figure 4.1 Model geometry and boundary conditions. MSL refers to the mean sea level. 
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slope. Note that it is the logarithmic value of Ra that is plotted on the vertical 
axis. 
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using the simulated depth of the upper dispersion zone. Crosses show the 
results using the fitted depth of the upper saline zone according to equations 
(4.9) and (4.10). 
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Figure 5.1 (a) Top view of the field site and the 3D model: (1) white area is dry and 
exposed to the atmosphere all the time; (2) blue area is the creek face; and (3) 
yellow area is the intertidal zone. Grey lines indicate the elevation contours; 
blue dot dash lines represent the maximum high tide mark (Max HTM) and 
minimum low tide mark (Min LTM). (b) Area with field equipment 
deployment and measurement locations identified. (c) The bed elevation and 
surface submergence time over a spring-neap cycle along the creek boundary 
and the transect at y = 10 m. The submerged area was 45 m further landward 
along the creek boundary than along the transect. (d) Diagram of the modelled 
3D system. The domain has a dimension of 180 m in cross-shore direction and 
43 ~ 63 m in alongshore direction (varied with the curved creek channel). The 
aquifer base is 10 m below the mean sea level. 
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Figure 5.2 (a) Measured and synthesized tidal signals at the study site. (b) Measured 
water salinity variations at the upstream end (x = 30 m) and the downstream 
end (x = 110 m) of the creek. 
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Figure 5.3 Simulated (2D and 3D) and measured heads along the Bpt1 transect (P0, PB, 
PE and PG) and Bpt2 transect (R1, R3 and R5-R10), and around the creek 
area (R12, R13, R18 and R19). 
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Figure 5.4 Simulated and measured salinity distribution along the Bpt1 transect: in (a) 
and (b), Black contour lines are field data. The colour image in (a1) and (b1) is 
the 2D modelling result and in (a2) and (b2) is the 3D modelling result. Along 
the Bpt2 transect, colour images in (c) and (d) are field data. The contour lines 
in (c1) and (d1) is the 2D modelling result and in (c2) and (d2) is the 3D 
modelling result. Crosses refer to the corresponding tidal stages. Black solid 
lines indicate sand levels. Horizontal dash lines show the corresponding tide 
marks. Dash lines with crosses indicate the sampling locations. 
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Figure 5.5 Simulated salinity distribution by the 3D model on various planes at (a) 
elapsed time 131 hours and (b) elapsed time 183 hours: three horizontal planes 
(z = -2 m, z = -6 m and z = -11 m) and four vertical alongshore planes (x = 
40.5 m, x = 84 m, x = 99 m and x = 106 m). The elapsed time starts at 0:00:00 
13th Mar 2012. 
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Figure 5.6 Horizontal flow and salinity distribution along the horizontal (x-y) plane at z = 
-2 m at the low tide (a, elapsed time 78 hours), rising tide (b, elapsed time 81 
hours), high tide (c, elapsed time 84 hours) and falling tide (d, elapsed time 87 
hours) over a spring tidal cycle. Dash lines indicate the instantaneous sea 
levels. Colour images show salinity distributions. Vectors show the horizontal 
flow. Crosses indicate the observation points where the flow velocity is 
examined as shown in Figure 5.9. 
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Figure 5.7 Flow fields and salinity distributions along two vertical (y-z) alongshore 
planes at x = 60 m and x = 100 m, respectively: (a1) and (b1) at low tide 
(elapsed time 78 hours); (a2) and (b2) at rising tide (elapsed time 81 hours); 
(a3) and (b3) at high tide (elapsed time 84 hours); and (a4) and (b4) at falling 
tide (elapsed time 87 hours) over a spring tidal cycle. Colour contours show 
salinity distributions. Vectors show the flow fields. The crosses indicate the 
observation points. Dash lines indicate the tidal levels. 
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planes at y = -48 m and y = -30 m, respectively: (a1) and (b1) at low tide 
(elapsed time 78 hours); (a2) and (b2) at rising tide (elapsed time 81 hours); 
(a3) and (b3) at high tide (elapsed time 84 hours); and (a4) and (b4) at falling 
tide (elapsed time 87 hours) over a spring tidal cycle. Colour contours show 
salinity distributions. Vectors show the flow fields. The crosses indicate 
observation points. Dash lines indicate the tidal levels. 
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Figure 5.9 (a) Tidal water level fluctuations over a spring tidal cycle. Pore water flow 
velocities at three observation points: (b) x = 40 m, y = -34 m and z = -2 m; (c) 
x = 60 m, y = -30 m and z = -2 m; and (d) x = 100 m, y = -48 m and z = -2 m. 
These three observation locations are indicated as crosses in Figures 6-8. The 
dashed cross lines are for vx, dashed triangle line for vy and dashed dot line for 
vz. 
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Figure 5.10 Figure 5.10 (a) Mean hydraulic head over the aquifer depth and spring-neap 
tidal period. The colour image shows the hydraulic head variations. The vector 
shows the flow field driven by the horizontal hydraulic head gradient. (b) 
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Chapter 1 Introduction 
 
1.1 Problem statement 
The social and economic development in coastal areas tends to cause various ecological and 
environmental problems. This Ph.D. project was motivated by the need to better understand the 
transport of contaminated groundwater via submarine groundwater discharge (SGD) into a lagoon 
in Rarotonga, Cooks Islands. Rarotonga is fringed by coral reefs, beyond which lies the deep ocean. 
The shallow water area within the coral reef is referred to as the “lagoon”. Currently, like the most 
Pacific islands, Rarotonga has no wastewater treatment facility. The contaminants including 
fertilizer, herbicide, pesticide and sewage from septic tank leakage enter the streams and waterways 
of the watershed as well as soil and groundwater. The contaminants are transported not only via 
surface water but also groundwater to the lagoon. The impacts of these contaminants on the lagoon 
have been significant, including the costs of healthcare, the potential threats to the coral reef habitat 
and the loss of tourism income [Hajkowicz and Okotai, 2006]. 
Many recent studies show that submarine groundwater discharge may provide an important 
pathway for contaminants to enter coastal ecosystems [e.g. Burnett et al., 2006; Robinson et al., 
2007c; Kroeger and Charette, 2008; Robinson et al., 2009; Basterretxea et al., 2010; Moore, 2010; 
Xin et al., 2010; Abarca et al., 2013]. SGD consists of both terrestrial water and seawater. The 
interaction in the form of mixing between fresh groundwater and seawater, driven by oceanic 
oscillations (tide particularly) and modulated by the inland hydraulic head gradient, modifies the 
pore water characteristics, which in turn affect the fate of contaminants in the aquifer prior to 
discharge to coastal water (lagoon). In addition to the influence of oceanic and terrestrial forces, 
nearshore groundwater flow and solute transport are also affected by other important factors, 
including beach morphology and alongshore variability. The tidal force drives pore water 
circulation and leads to denser seawater overlying less dense groundwater, forming a potentially 
unstable upper saline plume subjected to long-term oscillations. The interplay of a multi-slope 
beach profile and tides may induce multiple quasi-stable pore-water circulation cells in the intertidal 
zone. However, under a relative small beach slope (e.g. less than 1/50), the circulation cell and 
associated upper saline plume oscillates over a period greater than the primary tidal period. The 
alongshore morphological features and the presence of an alongshore creek may provide an 
additional hydraulic gradient on the beach surface, affecting the groundwater flow direction, and 
solute pathway and associated residence time in the nearby area. These effects on nearshore 
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groundwater flow and solute transport clearly cannot be overlooked, especially when a reactive 
solute is considered.  
Therefore, this study has been designed to investigate in detail the effects of beach morphology and 
alongshore variability on nearshore groundwater flow and solute transport processes. Both field 
investigations and numerical simulations were conducted, focusing on a site near a lagoon in 
Rarotonga. The research outcome advanced our understanding of the hydrodynamics of coastal 
groundwater. It will benefit future studies of nutrients transport and transformations associated with 
SGD and ultimately help the development of pollution control programs for the protection of 
coastal ecosystems. 
1.2 Research background 
 Research of submarine groundwater discharge and related phenomena expanded rapidly since 
1990s. Now SGD is widely recognized as a major component of the hydrological cycle and a 
significant transport pathway of continental freshwater and land-derived contaminants to coastal sea, 
imposing impacts on the marine environment and ecology [Moore, 1999; Burnett et al., 2003; 
Burnett et al., 2006; Bratton, 2010]. The widely accepted definition of SGD is “any and all flow of 
water on continental margins from the seabed to the coastal ocean, regardless of fluid composition 
or driving force” by Burnett et al. [2003]. This definition restricts the water body that groundwater 
discharges to. Burnett et al. [2003] invoke a second term, submarine groundwater recharge (SGR) 
to define flows from the seawater to the sea floor forced by tides, waves, currents, sea level 
fluctuations and density differences. Moore [2010] defined SGD as “the flow of water through 
continental margins from the seabed to the coastal ocean, with scale lengths of meters to kilometres, 
regardless of fluid composition or driving force”. Moore’s definition is synonymous with Burnett 
and others’ definition, except defining the scale length of SGD. This definition caused confusion 
because it is not practical to parse the SGD flux into two groups, a group with a scale greater than 
one meter and a group with a scale less than one meter. For example, with respect to a surface 
gravity wave, what parameter is used to define the scale length according to this definition? If the 
length scale of wave-driven groundwater flow is less than 1 meter, is this flow excluded from SGD? 
If Moore’s definition is employed, there is a need to define a spatial length scale which is difficult 
to be perfectly acceptable in all the circumstances. King et al. [2009] defined that “SGD is a benthic 
water discharge flux to a marine water body” and “the benthic flux is the rate of flow of some 
property across the bed of a water body, per unit area of bed, with no limitation on the type of water 
body or direction of flow”. Later, King [2012] showed a geophysical model to characterize the 
benthic flux. Force interaction and nonlinearity are elements of the conceptual model. This model 
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from the perspective of fundamental laws of physics supports the conclusions from Burnett and 
others’ definition [Burnett et al., 2003]. In this study, we adopt the definitions of SGD given by 
Burnett et al. [2003]. The foundation for this definition is provided by King’s [2012] geophysical 
conceptual which is rooted in Newtonian physics and the Navier-Stokes equations.  
Freshwater flow and seawater intrusion have been the focus of hydrologists studying coastal 
aquifers. Previous literature relevant to the present project was reviewed. The relevant work can be 
divided into five main areas: (1) submarine groundwater flow processes; (2) solute transport and 
mixing processes in the subterranean estuary; (3) features and influence of beach morphology on 
SGD and associated solute transport; (4) flow instabilities driven by density gradients and (5) 
influence of alongshore variations on SGD and associated solute transport.  
1.2.1 Submarine groundwater flow processes 
One of the most important research topics in this area is the driving forces of SGD. The following 
drivers of fluid flow through shelf sediments may be considered: (1) the terrestrial hydraulic 
gradient that results in water flowing in the down-gradient direction; (2) oceanic oscillations 
including tides, wave setup, storm surge, or current-induced pressure gradients in the nearshore 
zone; (3) density gradient due to the salinity difference between the seawater and fresh groundwater; 
(4) geothermal heating whereby cold seawater drawn into the seabed replaces rising warm water; 
and (5) bioirrigation [Aller et al., 2001; Martin et al., 2006]. In the nearshore region, which is the 
focus of this study, the principle forcing for the seawater recirculation in the nearshore aquifer is 
provided by tides, waves and density-driven convection, and modulated by inland hydraulic head.  
The input of fresh groundwater to the coastal zone is caused by the hydraulic gradient basically. 
Driven by the landward hydraulic gradient (hydraulic head at the inland boundary higher than the 
mean sea level), terrestrial groundwater discharges directly into the coastal ocean. In coastal 
aquifers, oceanic oscillations may have a major impact on total groundwater discharge, including 
outflow associated with tidally driven water exchange. Due to the tidal oscillations, seawater 
infiltrates the beach near the high tide mark (HTM) and discharges back to the ocean in the lower 
intertidal zone (often near the low tide mark, LTM), resulting in a pore-water circulation system 
[Boufadel, 2000; Robinson et al., 2007b; Robinson et al., 2007a; Xin et al., 2010; Kuan et al., 2012]. 
Thus an upper saline plume may exist in the intertidal zone (between HTM and LTM). The 
circulation, termed a tidally driven circulation, is confined within the intertidal zone. Davis et al. 
[2005] reported that infiltration into the estuarine surface sediments occurred in a zone less than 10 
m from the high tide mark, and mostly less than 5 m from the shoreline at their study site. Robinson 
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et al. [2006] combined a numerical model with field investigations to show the existence of the 
upper saline plume at their field site. This upper saline plume, combined with a lower saltwater 
wedge confined discharging fresh groundwater. The freshwater was found to discharge near the low 
tide mark. Their work also indicated that the instantaneous seepage rate in the sub-tidal region was 
inversely correlated with the tidal range. Robinson et al. [2007a] pointed out further that the upper 
saline plume expanded and contracted in response to changes in the tidal forcing condition over the 
spring-neap tidal cycle. The analysis also indicated that tidal effects increased the density-driven 
circulation rate due to enhanced convective flow within the saltwater wedge. La Licata et al. [2011] 
reported an interesting approach to modelling tidal effects, using an apparent dispersivity without 
direct simulation of the tidal oscillations. In this way, the tidal variations do not affect the 
cumulative flux of a conservative contaminant from the aquifer to the ocean, but result in a variable 
distribution of contaminant and salinity concentrations near the shore. In addition, the tidal force 
induces instantaneous change in hydraulic gradient along the aquifer-ocean interface in the 
intertidal zone. King et al. [2010] solved analytical models to show that the tidal-forced flux was 
directly proportional to tidal frequency, porosity and tidal amplitude. This conclusion is consistent 
with the result of the numerical study by Riedel et al. [2010]. This numerical study examined the 
influences of tidal amplitude, duration of sandbank exposure and minimum sea level on total 
discharge. However, Riedel et al. [2010] further demonstrate the maximum hydraulic gradient 
(minimum sea level) mainly controlled the magnitude of discharge, whereas the tidal range and the 
duration of sandbank exposure were less significant. Under a sloping plane beach face, a lag was 
found between the peak in tide and the peak in groundwater flux [Nielsen, 1990; Prieto and 
Destouni, 2005; Robinson et al., 2007a; King et al., 2010]. That is because an aquifer (porous 
medium) is inundated more efficiently during rising tide than the medium drains during falling tide. 
Subsequently, the groundwater table rises faster than it falls. This causes the peak discharge occurs 
earlier than the low tide. 
Waves provide another important driving force on flow and solute (salt) transport in the nearshore 
aquifer. The effects take two forms: wave run-up in the swash zone and wave setup due to wave 
breaking in the surf zone with the mean sea surface elevation increased toward the shore [Turner et 
al., 1997]. These effects cause an inland water table over-height relative to the mean sea level (MSL) 
[Turner et al., 1997; Nielsen, 1999]. More importantly, the wave run-up and setup induce the 
hydraulic gradient on the beach surface, which produces a pore-water circulation in the nearshore 
zone [Longuethiggins, 1983], similar to that due to the tide. Li et al. [1999] showed that the pore-
water circulation induced by wave set-up contributed largely to the SGD. In the study of Li and 
Barry [2000], the numerical simulation results based on a constant-density model also showed the 
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existence of local circulation beneath the beach face in the vicinity of the bore. Xin et al. [2010] 
used a variable-saturation variable-density groundwater flow model, SUTRA, to simulate the 
coastal groundwater circulations in the intertidal zone in the case of combined tidal and wave 
forcing. The combined forces increased the exchange between the subterranean estuary and ocean, 
contributing 61% of the total submarine groundwater discharge for the simulated condition in 
comparison with the 40% and 49% proportions caused by the same but separate tidal and wave 
forcing, respectively. 
In general, tides and waves promote the seawater to recirculate through the aquifers: infiltrating 
seawater on the beach surface and subsequently this water flowing down through the aquifer to the 
shoreline. This infiltration zone is influenced by the amplitude of tidal fluctuations, wave runup and 
beach slope. Under a sloping plane beach face, the SGD discharge rate is mainly controlled by the 
hydraulic gradient between the inland water table and sea level height. It is also higher at spring tide 
compared to neap tide because spring tide of a larger tidal range enhances the flow of recirculated 
seawater. 
1.2.2 Submarine solute transport and mixing processes 
SGD also induces nutrient fluxes, metal fluxes and carbon fluxes to coastal water. Via SGD, the 
transport of contaminated groundwater is a major source of N and P for the coastal region. Due to 
the mixing of fresh groundwater and recirculating seawater, an active biogeochemical reaction zone 
is created. To emphasize the importance of the mixing zone, Moore [1999] introduced the concept 
of the subterranean estuary (STE), which is defined as “a coastal aquifer where groundwater 
derived from land drainage measurably dilutes seawater that has invaded the aquifer through a free 
connection with the sea.” He suggested that reactions between the mixed water and aquifer 
sediments modify the groundwater composition in the same way river particles alter the 
composition of surface estuarine waters.  
In a nearshore aquifer system, the mixing of fresh water and seawater is driven primarily by mixed 
convective flows. It consists of both forced convection (driven by hydraulic gradient due to 
terrestrial force, tides and waves) and free convection (driven by density variations), which control 
the salinity distribution. Two basic processes are involved in the transport of salt: advection and 
diffusion/dispersion. According to Fetter [2001], advection operates where the dissolved solutes are 
transported by moving groundwater while diffusion/dispersion represents the transport of both ionic 
and molecular species dissolved in water due to molecular diffusion. Moreover, as the flow in 
porous medium moves faster through the centre of the pore than along the edges, the variations in 
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flow contribute to the process of mechanical dispersion causing further dilution/spreading of the 
solute. In the groundwater flow system, the mechanical and diffusion induced mixing are 
incorporated in hydrodynamic dispersion. 
When recirculating seawater and fresh groundwater are mixed by hydrodynamic dispersion, the 
freshwater-saltwater mixing zone of saltwater wedge (SW) or upper saline plume (USP) is formed. 
This mixing zone is often approximated as a freshwater-saltwater interface [Cooper, 1959]. Based 
on a sharp interface approximation, the Ghyben-Herzberg formula has been used successfully to 
describe the saltwater wedge involved in seawater intrusion [Reilly and Goodman, 1985]. The 
dispersion causes salt to disperse into the freshwater zone driving convection circulation through 
the wedge, which has been traditionally conceptualized as the primary mechanism of mixing 
between fresh groundwater and recirculating seawater in the subterranean estuary. Convection 
induced by denser water overlying less dense groundwater leads to density-dependent flow in SGD.  
The location, shape and extent of the saltwater wedge depend upon fresh groundwater inflow, tidal 
signals and properties of the aquifer [Werner and Lockington, 2006]. Ataie-Ashtiani et al. [1999] 
investigated the effects of tide on seawater intrusion across a sloping beach in unconfined aquifers 
using numerical modelling. Their results showed that tidal activity forces the seawater to intrude 
further inland and also creates a thicker interface. Smith et al. [2004] demonstrated that numerical 
results for SGD are strongly affected by dispersion parameter values set in the aquifer as saltwater 
intrusion and dispersion determine the dynamics of recirculating seawater discharge. Werner and 
Lockington [2006] demonstrated that doubling the tidal amplitude caused the width of the salinity 
distribution to increase, but there was no significant encroachment or lateral movement of the 
mixing zone. Simulations of Mao et al. [2006] also indicated that a large mixing zone is formed 
beneath the beach surface under tidal influence. Estimation of Robinson et al. [2007b] suggested 
that the components of SGD contributed by the density variation was 19% of the total SGD, 
compared with tidally driven SGD of 45.5% and 35.5% from terrestrially derived fresh groundwater 
discharge. The density-driven circulation also differs from tidally and wave-driven circulation in 
that it gives longer residence time, by two orders of magnitude [Robinson et al., 2007b; Xin et al., 
2010]. In addition, the density-driven circulation may operate over larger and deeper areas, 
extending ten of kilometres below the sediment-water interface. Mixing along the interface of the 
saltwater wedge has been shown to influence the transformation, mobility and transport of nutrients 
discharging to coastal waters [Wilson, 2005; Spiteri et al., 2006]. Robinson et al. [2007a] found that 
the upper saline plume is more dynamically active for the mixing and reaction than the saltwater 
wedge, as the plume has a faster flow rate and lower transit time compared to those associated with 
the mixing in saltwater wedge. The presence of the upper saline plume also shifts significantly the 
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location of the freshwater discharge zone from mean sea level to the low tide mark and pushes the 
saltwater wedge seaward [Kuan et al., 2012].  
1.2.3 Influence of beach morphology  
The morphological features of beach faces can be characterised by beach slope and slope breaks on 
the beach face. Previous investigations on the nearshore groundwater flow considered relatively 
steep beach faces (e.g. 1/10) with no slope breaks. The groundwater flow behaviour under relatively 
flat beach face drew less attention. However, the study from McLachlan and Dorvlo [2005], based 
on data from 161 sandy beach transect surveys from a wide variety of locations, showed that the 
beach face slopes ranges between 1/5 and 1/80 with the mean value of 1/27.42. As the relatively flat 
beach face is commonly found around the world, the influence of small beach slope on coastal 
groundwater flow cannot be neglected. Moreover, the beach face is a highly dynamic environment 
and possibly the part of the coastal zone that is most sensitive to small changes in tide and wave 
conditions. Irregular beach morphology, interacting with tidal force, can be an important factor 
affecting the pore-water flow process and recirculation pattern in the nearshore zone [Robinson et 
al., 2006]. In this section, the studies of morphological features on coastal beach faces are firstly 
reviewed. Then the effects of beach morphology on nearshore groundwater water table and flow 
from previous literature are discussed. 
Tidal ranges have been classified as being micro-tidal (<2 m), meso-tidal (2~4 m) or macro-tidal 
(>6 m); and so can beaches be classified according to these conditions. As the studied field site is 
under micro tides, we focus on the corresponding micro-tidal beaches. In an analysis of data from 
micro-tidal beaches, Wright et al. [1987] found that small tide tides (1.0 m) tended to favour low 
tide terrace and transverse bar and rip morphology, while high tide ranges (2.0 m) are associated 
with more subdued bar trough topography. Their study suggested that increased tide range leads to 
lower gradient, more subdued intertidal and surf zone topography. Moreover, small changes in 
wave parameters can result in a significant geomorphological response of the beach face, especially 
on micro-tidal beaches where swash processes are continuously active on a limited part of the beach. 
However, beach morphology is not simply dependent on the breaking wave height or tide range, but 
on the interaction of the two [Masselink and Short, 1993].  
In low energy coastal environments, the effects of tidal fluctuations become increasingly important 
and may affect beach morphology and processes. The term ‘low energy’ has been used as a major 
component of coastal classification systems [Davis and Hayes, 1984]. Jackson et al. [2002] 
reviewed beach profile characteristics and common diagnostic features of low energy sandy beaches. 
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According to this review, the term ‘low energy’ applies at locations where wave heights are 
minimal (e.g., <0.5 m) and the beach face widths are narrow (e.g., <20 m). Beaches associated with 
these conditions reveal little evidence of cyclic cross-shore sediment exchange and little evidence of 
bar forms seaward of low still-water levels. The effect of tides is to move different hydrodynamics 
zones up and down the intertidal profile [Sunamura, 1984; Jackson et al., 2002]. Makaske and 
Augustinus [1998] presented a model of changes on the beach face at the micro-tidal, low wave 
energy shoreline at the Rhone-Delta, France. Three morphologic states of the beach face can be 
recognized (as shown in Figure 1.1): (1) straight profiles with a slope equal to or greater than 3º, (2) 
concave profiles with a slope less than 3º on the lower part and (3) convex-concave profiles with a 
convex lower part with slopes less than 3º. All profiles have a more or less concave shape. The 
occurrence of each type of beach face morphology is dependent on changes in wave height. Low 
energy beaches tend to occur in environments ranging from narrow, shallow lagoons to beaches in 
the lee of reefs, including those in ocean bays and sounds [Ekwurzel, 1990], seas [Guillen and 
Palanques, 1996], estuaries [Jackson and Nordstrom, 1992], lagoons and artificially lagoon 
developments [Nordstrom, 1992; Chaney and Stone, 1996]. 
 
Figure 1.1 Schematic representation of the three types of beach face profiles [Makaske and 
Augustinus, 1998]. 
As coastal aquifers show hydraulic head fluctuations and mass fluxes due to their interaction with 
the sea, the boundary conditions at the ocean-land interface are particularly important for 
determining groundwater table levels and groundwater salinity with mathematical models [Nielsen, 
1990; Jiao and Tang, 1999; Li and Barry, 2000]. The problem of describing the movement of the 
outcrop of a water table on a sloping boundary is complex, which is affected by tide and beach 
characteristics such as tide range, slope, permeability and porosity. Nielsen [1990] first addressed 
this problem by applying a perturbation approach to solving the Boussinesq equation. The solution 
demonstrated that the presence of a sloping beach profile induces a water table over height above 
the mean sea level. A higher-order solution to the sloping beach boundary was derived by Teo et al. 
[2003]. The simulation results showed that in general the water table elevation increases (tidal water 
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table over-height) as the beach slope decreases. Roberts et al. [2011] extended the Teo et al. ’ s 
model [Teo et al., 2003] to higher orders and to overcome the limitation of Teo et al. ’s model 
which is only properly applied to steep beaches. Li et al. [2000] and Jeng et al. [2005b; 2005a] 
derived further analytical solutions to account for the sloping beach boundary subjected to the 
influence of spring-neap tides. The results demonstrated that the spring-neap water table 
fluctuations vary inversely to the beach slope: a steeper beach slope results in a reduced influence 
on the water table fluctuations; on the other hand, for a mildly sloped beach the influence on water 
table fluctuations is significant. Although analytical solutions are simple and instructive, they 
neglect seepage face. As the rate of sea level falling is faster than the rate of drainage of the beach 
aquifer, the exit point of the beach water table on the beach face can become decoupled from the 
shoreline on falling tides, leading to formation of a seepage face (area between the exit point and 
shoreline) [Xin et al., 2000]. Existing analytical solutions are not adequate for predicting the 
behaviour of the water table with a dynamic exit point and seepage face. Moreover, these analytical 
solutions are also limited by the assumption of a constant beach face angle. Nevertheless, numerical 
simulations such as those by Mao et al. [2006] also showed that small beach slopes enhance the 
tidal effects on coastal groundwater dynamics. Both the density difference and the tidal propagation 
led to a more complex hydrodynamic pattern for the sloping beach than the vertical beach. 
Recent studies have suggested that the interaction of oceanic oscillation with complex beach 
morphology (i.e. with slope breaks) can affect groundwater flow patterns and salt transport in the 
intertidal region [Robinson et al., 2006; 2007a]. The intertidal slope break is expected to influence 
considerably the beach drainage characteristics and thus groundwater flow behaviour. Turner [1993] 
presented a model that simulated the effects of intertidal slope break of macro-tidal beaches on the 
development of the exit point and the seepage face. A small variation in beach slope results in a 
large change in the exit point’s movement before tidal overtopping. Robinson et al. [2007c] 
suggested that irregular beach morphology is an important parameter affecting the flow. In their 
field study, an overall beach morphology was characterized by a distinct slope break separating the 
intertidal zone into two regions: a relatively steep (slope~0.05) upper intertidal region and flat 
(~0.01) lower intertidal and subtidal region. The slope break combined with tidal force is expected 
to influence groundwater flow behaviour considerably. Nakada et al. [2011] studied submarine 
groundwater discharge and seawater circulation beneath a tidal flat. They found a new tidal flat-
induced circulation in the offshore tidal flat where saline groundwater discharged (salinity~23.5 
ppt). They suggested that the infiltration of water overlying the tidal flat can be stronger than that in 
the sloping beach in their case. Numerical models were conducted by Liu et al. [2012] to 
quantitatively evaluate the combined effect of the beach slope and the tide fluctuation on 
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groundwater dynamics. Their studies, with a focus on aquifers with 45 m in depth and >15
o
 in 
beach angle, demonstrated that seawater intrudes further under a flatter beach slope. However, they 
did not consider the case with minor sloping beach (e.g. <1:50) or with multiple slope breaks. 
In summary, beach morphology plays a potentially important role in the nearshore groundwater 
flow processes. The beach profiles may contain multiple slopes in reality. Previous studies 
simplified the beach face to a plane geometry without considering the effect of local concave or 
convex shape. Yet, beach profiles with small beach slope and/or slope breaks can be widely found 
on the low energy beaches. This type of beach profile interacting with tidal force can modify the 
local groundwater flow pattern and form a more dynamic zone underground. Hence, this study will 
aim to examine the local pore-water circulation under combined influence of beach morphology and 
oceanic oscillations. These understandings are crucial for accurate prediction of groundwater 
discharge and chemical loading to the receiving marine ecosystem. 
1.2.4 Influence of alongshore variability 
In the above section, discussions have focussed on the pore-water circulation driven by the 
combined effects of cross-shore beach morphology and tides in cross-shore direction. 
Morphological changes in the alongshore direction can play a crucial role in affecting the 
circulation. So far, most previous studies on the behaviour of the coastal aquifer ignored the 
alongshore variability and influence. Some analytical studies have been conducted to examine the 
groundwater flow (depth averaged) based on Boussinesq type models, with a focus on groundwater 
table fluctuations due to alongshore variability. Among these, Li et al. [2000a] presented an 
analytical solution to the two-dimensional depth-averaged groundwater flow equation which 
included the effects of oceanic and estuarine tides on the aquifer. The results indicated that the 
interaction between the cross-shore and alongshore tidal waves in the aquifer area occurred near the 
estuary’s entry and weakened as the distance from the coastline increases. Chen and Zhou [2009] 
built a two-dimensional model of groundwater fluctuation in a fan-shaped anisotropic coastal 
aquifer. Their results provided more extensive applications. However, these 2D models assumed a 
vertical beach face, which is unrealistic at natural coasts. Some researchers have considered the 
shape of the coastline through two-dimensional models. Li et al. [2002] considered natural 
coastlines and set up an analytical model for a coastal aquifer bounded by rhythmic shorelines. 
They only derived a first-order approximation which may be not applicable for large tidal signals. 
To extend this approach, Jeng et al. [2003] developed an analytical solution to incorporate second-
order effects and take into account capillary effects. Their results demonstrated that the predicted 
tide-induced water table fluctuations could be subjected to sizable errors with the first-order 
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approximation and capillary effects can reduce the magnitude of tidal fluctuations during 
propagation in the coastal aquifer. The applicability of these analytical solutions is limited by the 
assumptions associated with the Boussinesq equation (hydrostatic pressure), simplifications of the 
boundary conditions at the beach surface and neglect of the density effect.  
In summary, alongshore variability (especially morphological variations) can affect significantly 
nearshore groundwater flow dynamics and saltwater intrusion. However, to the author’s knowledge, 
these effects have not yet been explored and few numerical simulations have been conducted to 
study spatial variability and flow in the alongshore direction based on a real coastal 3D system. As 
most studies have investigated the effect of sloping beach boundary and the effect of changes in 
coastline (e.g. estuaries, rivers and creeks) separately, they are not directly applicable to the current 
study site. Different approaches are needed for the aquifer system at this field site where 
simplifying assumptions made in previous studies do not apply. 
1.2.5 Instability driven by density gradients 
There are two basic processes controlling the transport of solutes in porous media: advection and 
diffusion. Advection is the process by which dissolved solutes are carried along with the flowing 
groundwater. Diffusion is the process by which a solute moves from areas of higher chemical 
potentials (concentrations) to areas of lower chemical potentials. Mechanical dispersion is caused 
by the different flow paths water particles take in a geological medium. Molecular diffusion is 
caused by random molecular motion due to the thermal kinetic energy of the solute. Since 
molecular diffusion cannot be separated from mechanical dispersion in flowing groundwater, the 
two are combined through a lumped parameter called hydrodynamic dispersion coefficient. The 
upper saline plume discussed above was formed due to the advection driven by oceanic forces 
(seawater infiltration during high tides flow back to the ocean during low tides) and modified by 
dispersion in the aquifer. Due to the density difference between fresh groundwater and seawater, the 
denser seawater mixed with relatively fresh groundwater, forming a dispersion zone. The fresh 
groundwater discharge is often bounded by the two saline zones.  
Previous studies showed that the upper saline plume was relatively stable in the intertidal zone (as 
mentioned in Section 1.2.1 and 1.2.2). However, List [1965] pointed out that when a heavier fluid 
overlies a lighter fluid, the system tends to be unstable. Density gradients can introduce 
gravitational instabilities, giving rise to free convection transport (the process of denser fluid 
displacing the less the dense fluid often referred to as free convection) [Oostrom et al., 1992]. When 
density differences are significant, solute transport is a result not only of forced advection and 
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dispersion/diffusion, but also of free convection [Schincariol and Schwartz, 1990]. However, under 
certain conditions the growth rate of the instabilities is bounded so that quasi-stable plumes develop.  
Study of flow stabilities in porous media started about 60 years ago. Hill [1952] showed that both 
density and viscosity contrasts can either trigger or suppress the development of instabilities in 
homogeneous porous media. The stability of a groundwater flow system is reflected by how flow 
responds to small perturbations in variables such as pressure, concentration, and/or temperature. 
Flow is considered to be stable if, when the system is disturbed slightly from the initial condition, 
the variation in the movement of the system remains similar to the initial perturbation or decays in 
time. An unstable system will attempt to return to stability through fluid mixing that eventually 
produces stable density or viscosity gradients. Studies [Schincariol and Schwartz, 1990; Schincariol 
et al., 1994, 1997] showed that only perturbations with a wavelength greater than a critical 
wavelength will grow, while those below the critical level decay. These studies also point out that 
the instability growth rate increases with the density difference. On the other hand, since the 
dispersivity acts against instability, reduced dispersivity enhances the instability. Simmons et al. 
[2001] reviewed the main causes of significant unstable plume migration and found that (1) the total 
quantity of solute transport involved in the free convective mixing process is typically far greater 
than that of diffusional transport, (2) the timescales over which the mixing process occurs is 
significantly reduced, and (3) the spatial dimensions over which the mixing process occurs is far 
greater thus enabling solutes to spread over much greater distances. 
The dimensionless Rayleigh number (Ra) is often used to define a threshold for the onset of 
instability. Ra is the ratio of density-induced buoyancy forces to resisting forces caused by diffusion 
and dispersion [Simmons et al., 2001], which is defined by: 
𝑅𝑎 =
𝑢ℎ
𝐷∗
=
𝑔𝑘𝛽(𝑐𝑚𝑎𝑥 − 𝑐𝑚𝑖𝑛)ℎ
𝜃𝛾𝐷∗
=
𝐵𝑢𝑜𝑦𝑎𝑛𝑐𝑦 𝑎𝑛𝑑 𝐺𝑟𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛
𝐻𝑦𝑑𝑟𝑜𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛
 
where u is the convective velocity; h is the thickness of porous layer; 𝐷∗  is the hydrodynamic 
dispersion; g is the magnitude of gravitational acceleration; k is the intrinsic permeability; β is the 
linear expansion coefficient of fluid density with changing fluid concentration; θ is the porosity; ϒ 
is the kinematic viscosity of the fluid; and 𝑐𝑚𝑎𝑥  and 𝑐𝑚𝑖𝑛 are the maximum fluid concentration and 
minimum fluid concentration, respectively. The development of instability is related to a critical 
value of Rac. Under conditions with Rayleigh numbers greater than Rac, gravity-based instability 
will occur in the forms of waves in the boundary layer that develop into fingers or plumes. If the 
Rayleigh number of the flow is less than Rac, the diffusion resists the development of instability. 
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Thus the system remains stable. However, the Rayleigh number does not provide any information 
on the wavelength or the growth rate of the instability.  
Note that there is often difficulty in applying Rayleigh number concepts in a transient system 
because of the difficulty in defining an unambiguous length scale and determining the dispersion 
associated with the flow [Simmons et al., 2001; Wood et al., 2004]. Two assumptions are made 
when the Rayleigh number is applied to dimensional analysis: (1) a steady-state flow field and (2) 
the density profile across the entire thickness h varying linearly. The aquifer thickness h was used 
as the appropriate length scale because the density profile across the entire layer was assumed to 
vary linearly and uniformly. In most solute transport problems, the first assumption is not relevant 
or appropriate. Furthermore, the unstable plumes are most likely localised in the boundary layers. 
At early times, the aquifer depth does not affect the generation and propagation of the instabilities 
and the concentration variations within the thickness or aquifer depth (h) are typically nonlinear. 
Therefore, the aquifer depth is not an appropriate length scale for transient cases and for 
determining onset conditions. In addition, in a mixed convective system the Rayleigh number alone 
is not sufficient to characterize the instability of the system and that the ratio of free over forced 
convection must also be considered.  
Previous studies suggested that the upper saline plume is relatively stable. To the author’s 
knowledge, possibly unstable development of the upper dispersion zone, especially in the form of 
oscillations over longer periods than the tidal cycle, has not been studied. As the nearshore aquifer 
system is under the tidal forcing, the overlying denser water induces the potential instability. 
Numerical studies were carried out to identify the condition for a stable system and predict unstable 
groundwater flow. 
1.2.6 Research gaps 
Many recent field investigations and numerical modelling studies have been carried out to examine 
groundwater hydrodynamics and the fate of nutrients under the influence of tidal and wave forcing 
in coastal aquifers. However, besides oceanic and terrestrial forces, coastal aquifers also respond to 
beach morphology variations and changes in coastlines due to creeks, dikes, canals, roads and other 
features in reality. The overall effects of these factors on SGD cannot be overlooked and the effects 
on the constituents and concentrations of nutrients are still unknown. In addition, the stability of 
transport problems will be significantly affected by the interactions of tides and beach morphology. 
All the possible effects mentioned above should be considered in studies of groundwater dynamics, 
saltwater intrusion and contaminant transport in coastal aquifers. 
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In summary, the literature review has led to the identification of the following research gaps: 
(1) Few studies have been carried out to examine how the beach morphology interacts with the 
tidal force to affect the nearshore groundwater flow and solute transport processes. 
(2) Little is known about the stability of nearshore groundwater flow and solute transport 
processes under real conditions affected by the interplays of tides, beach morphology and 
density gradients. 
(3) There is a lack of knowledge of the alongshore influences (e.g., due to a creek boundary) on 
the nearshore groundwater flow and solute transport processes. 
1.3 Research questions and hypotheses 
The field site of this study is a waste-loaded aquifer system. Previous work indicated that advective 
pore water exchange between the aquifer and adjacent lagoon is likely to play a significant role in 
the system’s biogeochemistry. Based on our own initial field investigation, the aquifer system at the 
study site appears to be affected by spatial variation of beach morphology and the presence of a 
creek. It should be noted that these features are not unique for the study site, but are commonly 
found at natural coasts [e.g. Chaney and Stone, 1996; Montalto et al., 2007]. Therefore, it is 
important to study how nearshore groundwater flow and solute transport are affected by these 
features interacting with the tidal force. In particular, the following questions are to be addressed in 
this study: 
(1) What are the beach morphology effects due to cross-shore slope breaks particularly, combined 
with that of the tidal force, on the groundwater flow and salt transport processes in the coastal 
shallow aquifer? 
(2) Following question (1), how to quantify different factors that control the stability of nearshore 
flow pattern? Under what conditions long-term oscillation of upper saline plume occurs? The 
factors include the aquifer properties (beach slope, hydraulic conductivity and dispersivity) and 
boundary conditions (inland head and tidal signal). 
(3) What are the alongshore effects, due to, for example, an embedded creek nearby and complex 
alongshore morphology variations, on the groundwater flow and salt transport processes in the 
coastal aquifer? How will the groundwater table, flow direction and freshwater/saltwater 
mixing zone be affected?  
To answer these research questions, a 2D conceptual model and a 3D conceptual model have been 
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established as follows. Conceptual model 1 (shown in Figure 1.2) is based on a 2D vertical cross-
shore section, focusing on the combined effects of tidal force interacting with cross-shore beach 
morphology on the nearshore groundwater flow processes. The aquifer-ocean interface is featured 
by the multi-slope beach morphology and the formation of the seepage face. The tidal signal is 
specified on the beach face. The tidal range bounds the intertidal zone, where the groundwater flow 
and associated solute transport is driven by tidal oscillations. The beach morphology may modify 
the groundwater flow behaviour, in particular, the slope break, which is likely to induce local 
circulation. The density-driven circulation dominates the flow within the saltwater wedge. 
Moreover, if the instability of the upper saline plume develops, the intertidal zone will become 
more dynamic. The upper dispersion zone is formed by seawater infiltration and developed by 
gravitational force due to the density difference. It is expected that the instability of upper 
dispersion zone can be very sensitive to the aquifer properties and boundary conditions. The 
formation of the saltwater wedge is expected to restrict the seaward development of the unstable 
upper saline plume. 
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Figure 1.2 Two-dimensional conceptual model based on a vertical cross section perpendicular to 
the shoreline. The colour image represents the salt distribution. Here C1 refers to a local circulation 
which can be induced by various factors. The stability of C1 depends on aquifer properties and 
boundary conditions. 
Conceptual model 2 is based on a 3D domain near the creek to focus on the major flow processes in 
a nearshore aquifer with a creek boundary as shown in Figure 1.3. Besides the inland and seaward 
boundaries, the creek boundary is expected to significantly influence the nearshore groundwater 
flow, likely with strong three dimensionalities. The presence of the creek characterizes the 
morphological features in three dimensions which can be quantified by real data obtained from field 
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measurements. Consequently, the shoreline is curved, indicating different flow patterns along 
different transects and associated interactions between neighbouring transects. More importantly, 
the additional head gradient provided by the creek affects the solute residence time and transport 
pathway in the aquifer. 
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Figure 1.3 Three-dimensional conceptual model domain comprising a coastal aquifer and an 
adjacent creek (refer to creek boundary). HTM and LTM indicate the high and low tide mark, 
respectively. The creek may also cause three-dimensional change in beach morphology, resulting in 
a varying, curved LTM as shown in the figure. The water surface in the lagoon may also be affected. 
1.4 Overall methodology 
The study was carried out with field experiments and numerical simulations to fulfil the project’s 
research objectives and investigate the research questions outlined above. Field measurements were 
conducted at the study site. For understanding of the physical processes and validating the 
numerical model, groundwater water level fluctuations, salinity distributions and properties of the 
aquifer sediments were measured. As the beach morphology is a significant factor in this study, the 
beach profile at the field site was surveyed intensively. For studying the creek influence, the related 
information including the creek bathymetry and creek water levels at the landward and seaward 
ends were measured. Measurements were coupled with numerical models. At first, the numerical 
models were used to assist in developing the field experiment plan, e.g., identifying the monitoring 
transects, the instruments’ locations and measurement periods. After the field investigation, the 
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numerical models were calibrated and validated using the data. The modelling work assisted in data 
analysis and improved understanding and quantification of the flow and solute transport 
mechanisms in a subterranean estuary. Moreover, further investigations on the influences of 
nearshore processes were conducted through numerical experiments, i.e., conducting parametric 
studies based on the numerical models. 
1.5 Outline of thesis 
The organisation of this thesis is to reflect the work conducted to address the research questions and 
hypotheses outlined in part 1.2 and 1.3. For all the following chapters, the introductory part was 
written to minimise repetition of contents already presented in the literature review and 
methodology. Despite this, there is still a small amount of unavoidable repetition of material within 
the introductory part and field investigation part of each chapter.  
Chapter 1 Introduction  
The aim of this introductory chapter is to introduce the research problem identified by this Ph.D. 
research project and provide a summary of previous research work relevant to the research topic. In 
particular, this chapter seeks to provide background information on the beach morphology influence, 
alongshore variation influence and instability concerning nearshore groundwater flow and solute 
transport in coastal aquifers. The background knowledge and previous work have led to the 
identification of the research gaps and research questions that are addressed in this thesis. 
Chapter 2 Field investigations of influences of cross-shore beach morphology and alongshore 
variations  
This chapter focuses on the results of field measurements from the field site including topographical 
data, hydrodynamic data and pore water sampling data. The results indicate salinity variations in 
response to different beach profiles interacting with tidal force, thus providing insight into the salt-
freshwater dynamics in the system. Tracer test results provide evidence of solute pathway subjected 
to the influence of the nearby creek. 
Chapter 3 Effect of beach morphology on coastal groundwater dynamics in a coastal aquifer 
This chapter focuses on the first research question and hypothesis – beach morphology effects on 
coastal groundwater flow and solute transport processes. The numerical simulations were first 
conducted for the comparison with field data from chapter 2. Subsequently, more numerical 
18 
 
simulations were conducted for further understanding of the groundwater dynamics affected by 
beach morphology. 
Chapter 4 Tide-induced long-term oscillations during submarine groundwater discharge 
This chapter follows on from chapter 3. While chapter 3 provided valuable insight into the flow and 
transport processes affected by beach morphology in the nearshore aquifer, further simulations are 
required to more rigorously resolve the influence of different factors, such as inland freshwater flux, 
tidal amplitude, aquifer thickness and beach morphology on the nearshore circulating flow. There is 
a need to systematically demonstrate and quantify how different factors control the flow pattern and 
under what conditions long-period landward and seaward oscillation of circulation cells and saline 
plumes occur. 
Chapter 5 Effect of alongshore variation on nearshore groundwater flow and solute transport 
in 3D numerical simulations 
This chapter presents a numerical investigation on the flow and solute transport processes in a 3D 
simulation domain based on the conditions at the field site, subjected to the influence of interplay 
among tidal forcing, embedded creek and alongshore beach profile variation. Two cases were 
examined based on two field measurements. The comparison between 2D and 3D models 
demonstrates further the creek influence on coastal groundwater flow and solute transport processes. 
Chapter 6 Conclusions and recommendations 
This chapter summarises the overall findings of this study and discusses the implications and 
limitations of the findings as well as future work. 
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Chapter 2 Field investigations of influences of cross-shore beach 
morphology and alongshore variations 
 
2.1 Introduction 
The subterranean estuary (STE) is defined as the mixing zone between terrestrial groundwater and 
seawater that has invaded a coastal aquifer [Moore, 1999]. The biogeochemical processes regulating 
nutrient fluxes in surface estuaries have been extensively studied over the last few decades, but 
investigations of their subterranean counterparts are only beginning. We now understand that tidally 
driven circulation creates a zone of more active mixing and reaction between seawater and 
discharging groundwater than the dispersion zone of the lower saltwater wedge. However, few field 
studies have been conducted to examine the influences of the cross-shore morphological features 
and alongshore variations on groundwater flow dynamics and solute transport. We conducted 
comprehensive groundwater surveys and field measurements during the wet and dry seasons at a 
waste-loaded carbonate sandy aquifer adjacent to a lagoon on Rarotonga of Cooks Islands. Field 
measurements are summarised in Table 2.1. 
Table 2.1 Summary of field measurements. 
 Measurements Purposes 
Related research 
questions (in Part 1.3) 
Tide Lagoon water level Seaward boundary condition (1)(2)(3) 
Wave 
Maximum runup 
Individual runup 
Estimate beach profile changes; 
Estimate wave effects  
(1)(2) 
Water level Water heads  
Tidal signal propagation; 
Model calibration 
(1)(2)(3) 
Pore water 
sampling 
Salinity; Nutrients; 
DO, pH, Temp 
Salinity distributions in the 
aquifer; Model calibration 
(1)(2)(3) 
Morphology 
2D beach profiles 
(cross-shore);  
3D morphology 
(cross-shore and 
alongshore) 
Beach morphological features; 
2D/3D model setup; 
(1)(2)(3) 
Creek 
Creek profile 
Creek water level  
Creek salinity 
Creek boundary condition in the 
3D model 
(3) 
 
Weather Wind; Precipitation 
Estimate the effect of 
precipitation 
(1)(3) 
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2.2 Field site description 
Field data was collected at a carbonate sandy beach of Muri Lagoon on the east coast of Rarotonga, 
Cook Islands (21°15'S, 159°44'W) as shown in Figure 2.1. Rarotonga is a volcanic island and 
surrounded by a narrow coastal fringe of low-lying alluvium and coastal sediments [Hein et al., 
2004]. The area of shallow water within the coral reef is referred to as the lagoon. The main body of 
Muri Lagoon has maximum depths between 2 and 3 meters. The reef crest is about 900 meters from 
the shore of Rarotonga and the water depth just inside the reef crest is generally less than 1 meter 
[Holden, 1992a]. Freshwater runoff from the land enters the lagoon and has the potential to 
significantly impact the coral reef habitat. Reports of previous studies [Scoffin et al., 1985; Holden, 
1992b; Hajkowicz and Okotai, 2006] identified several major watershed problems on Rarotonga, 
including herbicide and pesticide runoff, fertiliser runoff, septic tank leakage and sewage and 
liquid/solid waste disposal. As there is limited water quality monitoring currently in place for the 
lagoon, the Cook Islands environmental authority is concerned with potential problems associated 
with the entry of land-sourced pollutants into the fragile reef habitat. 
 
Figure 2.1 Map of the field site at Muri Beach, Rarotonga, Cook Islands. A creek flows through the 
studied site area. The survived region was bounded by red solid lines. 
The main purpose of field measurements was to provide real data for studying the groundwater flow 
dynamics in such a system, which would ultimately contribute to resolving N and P transformations 
along the subterranean estuary. Field measurements were conducted twice at the study site from 17
th
 
to 25
th
 Feb 2011 and from 12
th
 to 23
rd
 March 2012, respectively. The report by Holden [1992b] 
described the tidal condition in Rarotonga. The Rarotonga tides are mainly semi-diurnal with two 
21 
 
high and two low tides each day. The maximum astronomical tidal range is about 1.1 m although 
this range only occurs a few times in the 18.6-year astronomical cycle. The mean spring tidal range 
is about 0.6 m and this can be expected to occur about every two weeks around the time of new and 
full moons.  
2.3 Field methodology 
2.3.1 Configuration of monitoring system 
The morphology of the field site is characterized by the adjacent creek, a relatively flat beach face 
surrounding the creek area and a relatively uniform beach area (y > 15 m) 30 m away from the 
creek (Figure 2.2). The top view of the investigated area and locations of the instruments during two 
field trips were shown in Figure 2.2. The beach is cut off by a bridge road at x ≈ -70 m (in the cross-
shore direction). The seaward (downstream) end of the creek intersects with the lagoon water. Thus 
the measurable creek section is bounded by a bridge at the landward (upstream) end and the creek 
mouth at the seaward end, as shown by the section filled with the light blue colour in Figure 2.2. 
 
Figure 2.2 Top view of the field site showing locations of the instruments installed during two field 
investigations. The contour lines display measured beach surface elevations. The landward direction 
is to the left while the lagoon is on the right side. The adjacent creek is filled with colour (light 
blue). 
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A cross-shore pore water monitoring transect was installed at the field site during the 2011 field 
investigation (Figure 2.3). This transect extended from the high tide mark to the low tide mark with 
a distance of approximately 40 m. Most of the piezometers were installed along this transect to 
monitor the local hydraulic head at the bottom of each piezometer and seawater surface. In addition, 
an inland piezometer was installed 80 m landward from the high tide mark for inland water table 
measurement and a seaward piezometer was placed in the lagoon for measuring the lagoon water 
level. 
 
Figure 2.3 Cross-sectional profile along the 2011 transect showing locations of piezometers and 
multi-level samplers (MLS1-6). Crosses indicate the sampling locations. The maximum high tide 
level and the minimum low tide level were recorded during the monitoring period. 
Two transects, closer to the creek, were installed during the 2012 field investigation. The main 
transect (Figure 2.4(a)) was 80 m long and extended to the permanently submerged area in the 
lagoon. The monitoring focused on the area where the pore water exchange affected by both the 
creek and the tide was likely to be most pronounced. As such, most of the monitoring equipment 
were installed in the intertidal zone along this transect. The inland piezometer (R21) was installed 
about 100 m landward of the maximum high tide mark to collect inland information. Automated 
pressure sensors recorded data over the whole monitoring period. The second transect was installed 
between the main transect and the creek for collecting more groundwater information to better 
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understand the alongshore effects (Figure 2.4(b)). Manual measurements were made along this 
transect. Due to the limited number of automatic sensors, piezometers along this transect were 
measured with automatic sensors in turn. Furthermore, for recording the creek water level 
fluctuations, two piezometers and pressure transducers were installed at the landward and the 
seaward end of the creek, respectively.  
 
 
Figure 2.4 Cross-sectional profiles in 2012 field investigation showing locations of piezometers 
and multi-level samplers along (a) the first, main transect and (b) the other transect between the first 
transect and the adjacent creek. The maximum high tide level and the minimum low tide level were 
recorded during the monitoring period. 
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2.3.2 Beach topography measurements 
One of the hypotheses to be tested in this study is that beach morphology is a significant parameter 
in affecting the nearshore groundwater flow and solute transport. The measurement of beach 
profiles was based on a standard survey method applied to measure the sand level. During the first 
field trip, instrument locations and sand levels along the transect were measured with a Leica total 
station, which allows determination of accurate three-dimensional coordinates of measuring points. 
The numerical model was built based on this data set. The preliminary simulation results indicated 
that the beach slope break could induce a local seawater recirculation and create different fresh 
groundwater discharge locations. Thus a more comprehensive survey of beach morphology was 
conducted during the 2012 field investigation. Sand levels at instrument locations as fixed points 
(14 points) and randomly selected locations around the 2012 transect were measured daily over a 6-
day period. The creek topography was measured in detail including the creek bank elevation, the 
creek bed elevation and the creek width with a distance interval of 5 meters. The beach morphology 
data are shown in Figure 2.2 as the elevation contour lines.  
2.3.3 Tide and wave data 
As the field site is surrounded by Muri lagoon, the lagoon water level fluctuations were measured to 
represent the sea level fluctuations. During each field trip, tidal sea level fluctuations were 
measured at the field site using a self-logging pressure transducer. This pressure transducer 
collected data at a 10 min interval during the monitoring period and was placed in a well piezometer 
located approximately 50 m seaward of the low tide mark in the lagoon. The bottom of the 
piezometer was located in the shallower layer of the sediment (around 0.2 m below the sediment 
surface). 
As Muri lagoon is on Rarotonga’s reef flat that is sheltered by reef islands from ocean waves, there 
is no significant wave condition (except for storms) and the tidal currents are predominant in the 
lagoon [Scoffin et al., 1985]. However, the morphology of the beach can be still affected by local 
wave climate. According to previous studies [Turner et al., 1997; Cartwright et al., 2004; Xin et al., 
2010; Bakhtyar et al., 2011], wave breaking increased the hydraulic head gradient, which generated 
pore water circulation in the nearshore zone and enlarged the upper saline plume with the 
freshwater discharge zone shifted farther seaward. Thus wave measurement is necessary for 
estimating beach profile changes and wave effects. The laboratory data showed that the upper limit 
of beach change was approximately given by the vertical excursion of total wave runup [Roberts et 
al., 2010]. Therefore, the wave runup data can be used to provide a reliable estimate of the wave 
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setup and the landward limit of beach profile change. Wave runup measurements were conducted 
intensively with a 2-hour time interval over two tidal cycles and continued with random 
measurements in the following two days. Regarding the measurement of the maximum wave runup, 
a simple line method was used for a period of 10 min every half an hour (with a shallow trench/line 
marked on the beach surface to record the maximum wave run-up location, beyond which no 
destruction of the line by the wave is evident). Regarding individual waves, the recording of wave 
runup location was conducted for 2 minutes at four tidal stages (low tide, rising tide, high tide and 
falling tide). During this period, stakes were used to mark the highest elevation of every wave runup. 
A measuring tape was used to measure the locations of these stakes. A benchmark was determined 
before the measurement for reference. 
2.3.4 Water levels 
During the 2011 field investigation, water levels in piezometers were recorded automatically every 
10 minutes by pressure transducers (In-Situ MiniTroll). These piezometers consisted of PVC pipes 
(ø50 mm) with screened (using filter cloth) open bottom. Transducers were installed at the base of 
these wells to measure water level fluctuations automatically. Barometric pressure was measured 
using an In-Situ BaroTroll instrument. During the 2012 field investigation, Schlumberger CTD-
Divers were installed in those piezometers along the 2012 transect and the creek. A Schlumberger 
Baro-Diver was used for Barometric pressure measurement. In-Situ MiniTrolls were installed in the 
piezometers shown in Figure 2.4(b) with an In-Situ BaroTroll measuring barometric pressure. The 
In-Situ MiniTroll provided continuous measurements of absolute pressure and temperature with a 
10 minutes time interval. Schlumberger CTD-Divers automatically recorded pressure, temperature 
and salinity at 10-minute intervals. The depth of each buried piezometer and the whole length of 
each piezometer were measured by a measuring tape for calculation of water head. A dip meter was 
also used to measure water table fluctuations manually at 30-minute time intervals. These manual 
measurements allowed calibration and verification of the automatic measurement techniques. 
Manometers were installed to measure the vertical head difference/gradient. A manometer was 
attached to two nested mini-piezometers [Gibbes et al., 2007]. Nested mini-piezometers were 
constructed from small diameter (5 mm to 10 mm), flexible tubes. Four mini-piezometers were 
bound to a rigid member (PVC pipe with 10 cm diameter) at different elevations, e.g., -0.5 m, -1.0 
m, -1.5 m and -2.0 m. In this way, the manometer measured the vertical head difference between 
any two depths. The locations of manometers were shown in Figure 2.2. 
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2.3.5 Pore water sampling 
Multilevel samplers were similar to the ones designed by Martin et al. [2003] and Gibbes et al. 
[2007]. In the first field investigation, six multilevel samplers were installed up to 2 m deep to 
collect pore water samples. Each sampler had 4 sampling ports spaced at 0.25 m intervals. Each 
sampling port was covered by a stainless steel mesh and connected with a flexible ∅ 4 mm PVC 
tube which extended out of the top of the spear. Syringes were used to acquire the pore water 
samples. Samples were extracted from every sampling port every 2 hours over a 24-h monitoring 
period. Extracted samples were directly analysed for temperature, pH, DO and salinity using a 
HYDROLAB instrument (MS5). During the second field trip, five multilevel samplers were 
installed much deeper (up to 6 m deep). Samples were collected using a peristaltic pump (100 
mL/min). The first 100 mL pumped-out pore water was allowed to flush the sampling system before 
samples were collected. A continuous sampling test for salinity was conducted with a 3-hour time 
interval over a 24-h monitoring period. In addition, pore water samples were collected at least once 
each day over the duration of the field experiments.  
2.3.6 Other measurements 
Sediment samples were collected during the installation of each piece of equipment during the 2011 
field investigation. For measuring the sediment hydraulic conductivity, slug tests were conducted by 
other colleagues in our group [Befus et al., 2013]. A weather station recording wind and 
precipitation was established during the 2012 field investigation. 
Tracer tests were also conducted during each field investigation. The conservative tracers Lithium 
(Li) and fluoresceine were added at the freshwater end member of the beach face. Pore water 
samples were collected for determining the tracer movement. The fluoresceine sample was filtered 
and measured on site by a Fluor meter. The pore water samples were delivered to the laboratory for 
measuring Lithium. 
2.4 Results and discussions 
The results of field measurements were analysed and discussed mainly from two perspectives: (1) 
variations of beach morphology, water heads and salinity in cross-shore direction showing the 
combined effects of beach morphology and tidal force on the groundwater flow and salt transport 
processes, and (2) three-dimensional spatial variations of measured data which would indicate the 
complex interaction of cross-shore flow and alongshore flow. 
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2.4.1 Beach topography 
2.4.1.1 Alongshore variation 
The studied area spanned 100 m in the cross-shore direction (x) and 50 m in the alongshore 
direction (y) (Figure 2.2). The creek started from x ≈ -70 m where the beach was cut off by a bridge 
road and extended to x ≈ 0 m where its mouth intersected with the lagoon during the monitoring 
period. During the monitoring period, the creek water was very shallow (~8 cm) with the water 
surface at the same level of the top of the creek bank. The water level remained relatively steady at 
the landward end and varied with the fluctuating sea level at the mouth.  
The presence of the creek significantly influenced the beach morphological feature. The beach face 
was inclined toward the creek and the sea. Toward the creek, the slope of the beach face became 
smaller. The creek curvature significantly affected the spatial change of beach face elevation. 
Further from the creek, the beach face became steeper in the upper intertidal zone but flatter in the 
lower intertidal zone. The beach morphology gradually became invariant with the distance away 
from the creek, e.g. with y ≥ 10 m. 
2.4.1.2 Cross-shore variation 
The overall beach morphology along the 2011 transect in the intertidal zone included two beach 
slope breaks around x = 0 m and x = 15 m shown as a concave section and a convex section, 
respectively (Figure 2.5(a)). These two slope breaks divided the beach face into three parts: a 
relatively steep upper intertidal region (slope~1:10), a flat part starting from x ≈ 3m and a convex 
profile in the lower intertidal zone. One year later, the beach profile along the 2011 transect was 
measured again. The beach slope and the first slope break in the upper intertidal zone were similar 
to the previous measurements. However, the convex slope break in the lower intertidal zone was 
much less significant. According to the comprehensive beach profile survey along the 2012 transect 
and surrounding area, a significant morphological difference from that along the 2011 transect was 
a much flatter upper intertidal region (~1:50, Figure 2.5(b)). The slope in the lower intertidal zone 
was around 1:100. A very flat beach face and a small slope break in the mid intertidal zone 
characterized the beach morphology along the 2012 transect. 
Morphological features can persist in the intertidal zone of a beach under non-storm wave 
conditions, although the beach surface elevation can be more or less changed by sediment transport 
driven by oceanic forces, biological activity and human activity [Jackson et al., 2002]. Because the 
coral reef protects the field site from ocean waves, the wave energy on the beach is minimal 
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compared to the condition at an exposed coast. Six measurements over two weeks in 2012 indicated 
that the sand level change for a particular location was less than 4 cm except for the area around the 
high tide mark (x = -13 m). Near the high tide mark, the largest beach surface elevation change was 
recorded approximately 12 cm between the survey on March 15th and that on March 20th due to the 
sediment transport in the swash zone. As a result, the maximum slope change in the upper intertidal 
zone slightly increased from 1:50 to 1:40, insignificant in terms of the morphological features. As 
the morphological features remained relatively stable under the tidal and wave conditions over the 
monitoring period, it is appropriate to make a simplification that the beach morphology can be used 
in a fixed form in numerical simulations for further studying the effect of beach morphology on 
coastal groundwater flow and solute transport. 
 
Figure 2.5 Measured beach profiles: (a) the solid line represents morphological result during the 
first field trip and the dash line shows the result from the second field trip; and (b) the solid line 
represents averaged beach profile along the 2012 transect and scatters refer to each measurement. 
The mean sea level is located at z = 0 m. MHT is measured by the mean high tide level and MLT is 
measured by the mean low tide level over the corresponding field monitoring period. 
2.4.2 Tide and wave data 
The tidal level measurement during the first field trip captured the tidal signal from the late neap 
tide to the spring tide (from 11:50 am on 17
th
-Feb-2011 to 2:40 pm 21
st
-Feb-2011). The high point 
of the spring tide occurred on 21
st
 Feb 2011, approximately the first day of the start of the 
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groundwater level measurements. The sensor in the lagoon was supposed to work over the whole 
monitoring period, but some technical problem caused the failure of the measurement in the 
following days. The second time measurement showed the monitoring period coincided with the 
transition between the late spring and the late neap tides (from 7:00 pm on 15
th
-Mar-2012 to 8:30 
pm 23
rd
-Mar-2012). The low point of the neap tide occurred on 17
th
 Mar 2012. The measured data 
showed the mean spring tidal range is about 0.6 m. This can be expected to occur about every two 
weeks around the time of new and full moons, which is consistent with the previous report by 
Holden [1992a]. To generate the tidal signal, the following tidal constituents (Table 2.2) were 
considered: principal lunar semi-diurnal (M2), principal solar semidiurnal (S2), larger lunar elliptic 
(N2), luni-solar diurnal (K1) and principal lunar diurnal (O1). 
Table 2.2 Tidal components in the fitting equation used for the harmonic analysis of the tidal data. 
Tidal component Description Nature 
Period 
(hour) 
M2 Principal lunar Semi-diurnal 12.42 
S2 Principal solar Semi-diurnal 12.00 
N2 Larger lunar elliptic Semi-diurnal 12.66 
K1 Luni-solar  Diurnal 23.93 
O1 Principal lunar diurnal Diurnal 25.82 
A synthetic signal was developed to match the measured tidal data (i.e., harmonic analysis). The 
fitting equation used was, 
ℎ𝑡𝑖𝑑𝑒 = 𝑀𝑆𝐿 + ∑ 𝐴𝑖
𝑛
𝑖=1 cos (𝜔𝑖𝑡 + 𝛿𝑖)                                                                                            (2.1) 
where ℎ𝑡𝑖𝑑𝑒   [m] is the synthetic tidal signal; MSL [m] is the mean sea level; t is the elapsed time, 𝐴𝑖 
[m], ωi [rad] and 𝛿𝑖are the amplitude, corresponding tidal frequency and phase of tidal constituent i, 
respectively. The fitting resulted in the following equation (2.2) with R
2
 = 93.58%. The high value 
of R
2
 suggested that the synthetic tidal signal achieved a good match with the measured tidal data. 
ℎ𝑡𝑖𝑑𝑒 = 0.203cos (𝑡
2𝜋
12.42
+ 1.596) + 0.071cos (𝑡
2𝜋
12
+ 0.082) + 0.062cos (𝑡
2𝜋
12.66
− 2.978) +
0.025cos (𝑡
2𝜋
23.93
+ 2.376) + 0.037cos (𝑡
2𝜋
25.82
+ 0.527)                                                             (2.2) 
The comparison of the measured tidal data with the synthetic tidal signal (Figure 2.6) showed a 
good match of phase, but the synthetic water levels were slightly lower (i.e. 5 – 10 cm) than the data 
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at the spring tide (from elapsed time 2.5 days to 4.5 days) and the neap tide (from elapsed time 396 
days to 397.5 days). The synthetic tidal signal is used to define the seaward boundary condition in 
the numerical models. 
 
Figure 2.6 Comparison of measured sea level with tidal signal given by the fitting equation: the 
symbol cross () represents measured tidal signal and the solid line represents the synthetic tidal 
signal. Time started from 0:00:00 17
th
-Feb-2011, i.e., time set to 0 at this instant. 
 
Figure 2.7 Wave runup measurements at different tidal stages: the cross (×) is the location of 
maximum wave runup while the circle (ο) represents individual wave runup; the dash-dot line is the 
instantaneous tide level; and the dash line is the sediment surface. At a particular tidal stage, the 
maximum wave runup was measured over a 10 min period. Meanwhile, individual wave runup was 
recorded for 1 min. 
31 
 
Representative results of maximum and individual wave runup measurements are shown in Figure 
2.7. On average approximately 15 wave breaks were captured during a 1 min period. The individual 
wave runup was higher than the still water level (tide level) except for those measurements at the 
high tide. In Figure 2.7(c), about half of the individual waves were 10 cm lower than the tide level, 
which might be caused by local surface water circulation in the lagoon. The maximum wave runup 
was less than 20 cm in the vertical direction compared to the tide level. Thus the upper limit of 
beach profile changes can be estimated to be less than 20 cm. This estimation provided a reasonable 
basis for the assumption that the beach profile remained constant as adopted in the numerical 
models and will assist the sensitivity analysis on the beach morphology effect. 
2.4.3 Water levels  
Darcy’s law was used for computing groundwater fluxes. The horizontal groundwater flux was 
calculated based on the instantaneous water level measurements between two neighbouring 
piezometers as shown in equation (2.3). The vertical groundwater flux was derived from the water 
level difference between water head and tidal level when the associated location was submerged as 
shown in equation (2.4). The results indicated vertical flows between the sediment surface and the 
depth of the sensor. 
𝑞𝑥 = −𝐾𝑥
𝑑ℎ
𝑑𝑥
                                                                                                                                                  (2.3) 
𝑞𝑧 = −𝐾𝑧
𝑑ℎ
𝑑𝑧
                                                                                                                                                  (2.4) 
where 𝑞𝑥 and 𝑞𝑧 are the groundwater fluxes in the horizontal direction and vertical direction [m/s], 
respectively; 𝐾𝑥 and 𝐾𝑧 are the horizontal and vertical hydraulic conductivities [m/s], respectively; 
𝑑ℎ  is the head difference between the two neighbouring piezometers [m]; 𝑑𝑥  and 𝑑𝑧  are the 
horizontal and vertical distances [m], respectively. A positive value of 𝑞𝑥 indicates a seaward flow 
and a positive of 𝑞𝑧 indicates an upward flow. The adopted hydraulic conductivity for both 𝐾𝑥 and 
𝐾𝑧 is 2 × 10
−4 m/s for the flux calculation based on slug tests conducted in the field. 
2.4.3.1 Water level measurements during 2011 field investigation 
During the 2011 field investigation, analysis of the data from pressure sensors showed that the 
water level fluctuations were recorded over 8 complete tidal cycles (Figure 2.8(a)). Hydraulic heads 
gradually decreased in the seaward direction. P0 located landward of the high tide mark showed 
local groundwater level fluctuations. Water levels at PE and PG had rapid fluctuations during high 
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tide indicating effects of instantaneous surface waves. The measured heads highly corresponded 
with high lagoon water levels but appeared to be less responsive over low tides. This indicated that 
the formation of the seepage face limits the drainage capacity of the aquifer. In addition, head data 
at PB decreased dramatically from elapsed time 138 hours to elapsed time 142 hours, which was 
likely to be due to improper manual operation, because water levels at other locations did not show 
this decline. The phase lag between piezometers was also observed. The fluctuation of groundwater 
level in PB was approximately 20 minutes ahead of that in P0. 
 
Figure 2.8 (a) Measured heads at P0 (x = -11.92 m), PB (x = -7.40 m), PE (x = -1.76 m) and PG (x 
= 13.92 m) during the first field investigation, (b) calculated horizontal groundwater flux and (c) 
calculated vertical groundwater flux. Time started from 0:00:00 17
th
-Feb-2011. 
The horizontal flow was calculated to examine the flow direction of groundwater and recirculated 
seawater. The calculated horizontal flow ranged from −4.0 × 10−6  to 6.9 × 10−6  m/s with an 
average of 2.2 × 10−6 m/s indicating the overall horizontal flow was toward the sea (Figure 2.8(b)). 
The horizontal flow between P0 and PB indicated a persistently seaward flow direction in the zone 
landward of the high tide mark, with the flow speed decreasing with rising tide. In the upper 
intertidal zone, the horizontal flow between PB and PE was complex. During low tides, this flow 
remained relatively stable and around 0 showing the formation of the seepage face, which limited 
the aquifer drainage capacity. With the tide level rising, the horizontal flow became landward, 
indicating seawater infiltration. When the sediment surface of PE was submerged, the infiltration 
rate started to decrease. As tidal level fell after the high tide, the positively increasing horizontal 
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flow showed the discharge of the recirculated seawater toward the sea. The most seaward pair of 
piezometers (PE and PG) always yielded a seaward flow. In particular, the discharging rate 
remained relatively stable with the mean value of 2 × 10−6  m/s at low tide and decreased to 
approximately 0 at high tide. The significant reciprocating flow that occurred between PB and PE 
suggested that water circulation occurred locally. 
The vertical flow could only be calculated when the surface water level exceeded the elevation of 
the intertidal sediment at the piezometers. As the tide data only overlapped with the first tidal cycle 
of groundwater level measurements, the vertical flow was calculated only over one cycle at PE and 
PG (Figure 2.8(c)). On average, downward flow occurred at velocities ranging from −1.0 × 10−4 
to −1.1 × 10−6 m/s when the local sediment surfaces were submerged. The more frequent surface 
water level fluctuations caused by surface waves significantly affected the shallow vertical flow and 
created wider ranges of vertical velocity variations. 
2.4.3.2 Water level measurements during 2012 field investigation 
Analysis of the data indicated that the instruments reliably recorded the water level fluctuations 
over 18 complete tidal cycles during the 2012 field investigation. Hydraulic heads gradually 
decreased toward the sea for the majority of the time (Figure 2.9(a)). An interesting observation was 
that water levels in R5 were sometimes higher than those in landward piezometers at high tides. In 
particular, although the sediment surface elevation at R5 was higher than the surface water level at 
elapsed time 139 and 164 hours, water levels at R5 even corresponded with the rapid surface 
pressure changes induced by surface waves. 
The horizontal flow between neighbouring piezometers ranged from −3.3 × 10−6 to 4.8 × 10−6 
m/s (Figure 2.9(b)). On average, the horizontal flows for the four pairs (R1-R3, R3-R5, R5-D7 and 
R7-R9) in the seaward direction were 5.0 × 10−7  m/s, 1.0 × 10−6  m/s, 1.4 × 10−6  m/s and 
9.3 × 10−7 m/s, respectively. The flows between R3 and R7 were larger than that between the 
landward pair R1 and R3. In addition, these horizontal fluxes responded differently to the tidal 
signal. For all the pairs except R5 and R7, the horizontal fluxes decreased with rising sea level and 
remained relatively stable over low tide. For the pair R5 and R7, the horizontal flux increased as the 
tide started to rise and tended to reach the seaward high peaks at high tides, and the rapid surface 
pressure changes caused by waves affected individual data. Both the heads and calculated fluxes 
suggested that the water level around R5 rose locally. Analysis based on a 2D view in the cross-
shore direction is not sufficient for explaining these observations. Combined with the analysis of 
alongshore morphological variations and the flowing shallow creek, these observations indicated 
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significant influence of alongshore factors on local groundwater dynamics. The additional force 
provided by the alongshore variations drove the groundwater flow toward the sea even at the high-
tide stages. The vertical flow velocity calculated using the two most seaward piezometers (R7 and 
R8) varied from −6.2 × 10−5  to 5.1 × 10−5  m/s (Figure 2.9(c)). Individual wave events were 
closely linked to the rapidly fluctuating vertical flow in the shallow layer of the aquifer. 
 
Figure 2.9 Measured heads during the second investigation: R1 (x = -47.97 m), R3 (x = -28.17 m), 
R5 (x = -19.88 m), R7 (x = -5.54 m) and R8 (x = 4.04 m) and R10 (x = 31.29 m). Time started at 
0:00:00 13
th
-Mar-2012. 
The water level at the landward end (R18) of the creek remained relatively stable with a 38.5 cm 
height above the creek bottom (Figure 2.10), except for five noticeable head jumps over the 
monitoring period (elapsed time 26 hours, 38.5hours, 139.5 hours, 165 hours and 230 hours). The 
head increases of the first four times were clearly due to the surface wave conditions because they 
were consistent with the measured rapid fluctuations of surface water. In addition, groundwater 
level fluctuations at other locations also responded to these waves. The last head increase was 
induced by a significant precipitation event. The recorded water levels at R18 as well as other 
landward locations (R1, R3 and R5) were largely and rapidly lifted over this precipitation event. 
The water level at the mouth (R19) of the creek fluctuated with tidal lagoon water level over rising 
tides but was less responsive over low tides (Figure 2.10). At low tides, the water level at the creek 
mouth remained relatively stable with approximately a 17 cm height above the bottom elevation. In 
other words, the sediment surface was always wet with a minimum 17 cm depth at the intersection 
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of creek with the lagoon. The creek water level and the bottom elevation gave the water depth 
inside of the creek. In the comparison of the water depths at the two creek ends, the creek water 
depth decreased toward the lagoon indicating a seaward flow along the creek. The response of the 
creek water level to tidal signal was weakened with the increasing distance from the shore. 
 
Figure 2.10 Measured heads at the landward and seaward end of the creek during the second 
investigation. Time started from 0:00:00 13
th
-Mar-2012. The events as highlighted by the arrows 
occurred between 14:00-16:00 13
th
 Mar, 12:30-16:00 14
th
 Mar, 19:30-20:40 18
th
 Mar, 18:40-21:30 
19
th
 Mar and 12:10 22
nd 
- 8:30 23
rd
 Mar, respectively. 
It is expected that the spatial variations of beach morphology, interacting with tidal force, would 
induce alongshore flow and solute transport. To examine alongshore variations of water head, three 
pairs of water heads were compared: R3&R11, R5&R13 and R8&R16. The alongshore distance 
between each pair was approximately 6 meters. The sediment surfaces of the first two pairs 
(R3&R11 and R5&R13) were exposed to the atmosphere over the monitoring period (Figure 2.11). 
The water heads at R3 and R11 were almost at the same level and fluctuated in a similar pace. Near 
the lagoon, the heads increased toward the creek. For example, the mean water head at R13 was 
nearly 6 cm higher than the mean head at R5. The head fluctuation range at R13 was about 10 cm 
smaller than that at R5, reflecting a higher water table at R13 over low tides. The water level 
fluctuations in the pair of piezometers R8 and R16 were restricted by the sediment surface. At low 
tides, the water level at R16 was about 5 cm higher than that at R8, corresponding to the difference 
of the sediment surface. The comparison of water levels among these locations showed a water 
table decline along the shoreline away from the creek, which provided additional head gradients 
driving alongshore flow and solute transport. If the same value as 𝐾𝑥  was adopted for the 
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alongshore hydraulic conductivity, the estimated alongshore flow rate could be in same the order of 
magnitude (10−6 m/s) as the cross-shore flow rate. Besides, the higher water levels at R13 and R16 
than the neighbouring piezometers reduced the hydraulic head gradient along R11-R17 compared to 
the 2012 transect. Toward the creek, an enhanced alongshore flow compared to a weakened cross-
shore flow indicated local three-dimensional pore water circulations.  
 
Figure 2.11 Measured heads and associated sediment surfaces at R3, R5, R8, R11, R13 and R16. 
Time started from 0:00:00 13
th
-Mar-2012.  
2.4.4 Pore water sampling 
2.4.4.1 Salinity variation during 2011 field investigation 
Salinity measurements from the 2011 field trip revealed that an upper saline plume composed of 
mixed waters was formed in the intertidal region (Figure 2.12). The salinity measurements were 
conducted over the spring tide with approximately 0.6 m tidal range. Therefore, the intertidal zone 
was located between x ≈ -5 m and x ≈ 20 m. As the beach slope was less than 1/40 seaward of the 
slope break (x ≈ 3 m), the lower intertidal region was much flatter and extensive than the upper tidal 
region. According to the pore water sampling data, the backshore pore water (x < -7 m) had salt 
mass concentrations between 2 ~ 5.5 ppt, indicating a freshwater source from the inland area. In the 
upper intertidal zone, the salinity generally decreased with depth. Seawater driven by high tide 
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infiltrated into the aquifer with high salinity values (> 30 ppt), which was measured to the depth of 
approximately 1 m below the sand surface. Relatively low pore water salinities were measured near 
the first slope break (x ≈ 3 m). The pore water salinity increased toward the sea. Thus the existence 
of fresher pore water beneath the slope break indicated that the fresh groundwater discharged 
locally. As previous studies showed that the fresh groundwater discharged near the low tide mark, 
pore water was randomly sampled seaward of x ≈ 10 m to the low tide mark but revealed high 
salinity. Therefore, the salinity measurements indicated that the location of the groundwater 
discharge zone was in the mid intertidal region and probably linked to the local beach slope break. 
The small beach slope in the lower intertidal zone limited the beach’s drainage capacity. The 
groundwater discharge location might not be determined by the oceanic force alone, but instead by 
the combined effects of the oceanic force and beach morphology. 
 
Figure 2.12 Measured spatial salinity distributions along the 2011 transect during the first field trip: 
crosses refer to the sampling points, triangles refer to the sensors locations and colour images show 
salinity with the unit of ppt. Pore water sampling in (a) was from 13:00 to 15:00 on 21
st
 Feb 2011. 
Pore water sampling in (b) was from 10:00 to 10:30 on 22
nd
 Feb 2011. The relatively fresh water 
captured at MLS4 (x ≈ 4 m) indicated the location of fresh groundwater discharge. 
Pore water sampling at the bottoms of the piezometers showed the location of groundwater 
discharge (0.5 m ~ 1 m below the sediment surface). The pore water was continuously sampled over 
two tidal cycles from elapsed time 11 hours to 33 hours. In general, the pore water salinity 
increased seawards (Figure 2.13): the pore water with nearly 5 ppt salinity was captured at PA 
which was at 5 m landward of the maximum high tide mark; and salinity values at PH, which was 
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installed close to the low tide mark, showed seawater salinity of 35 ppt. Toward the sea, the salinity 
gradually increased to 10 ppt at PC and then suddenly increased to around 25 ppt at PD. The salty 
pore water at PD indicated the location of seawater infiltration. The mean salinity at PF was lower 
than that at its landward neighbouring piezometers (PD and PE) and seaward neighbouring 
piezometer (PG). The relatively low salinity value at PF indicated the location of fresh groundwater 
discharge. Moreover, the temporal salinity variation at each location was not significant based on a 
two-hour sampling interval over a tidal cycle. 
 
Figure 2.13 Measured temporal salinity variations at the bottoms of the piezometers during the first 
field trip: elapsed time started from 0:00:00 17
th
 Feb 2011. The relatively fresh water captured at PF 
(fresher than pore water in PE and PG) indicated the location of fresh groundwater discharge. 
2.4.4.2 Salinity variation during 2012 field investigation 
Salt distributions measured during the 2012 field investigation revealed a more hydrologically 
complex subterranean estuary. The times of pore water sampling are shown in Figure 2.14 and the 
corresponding results of salinity distribution are shown in Figure 2.15. The intertidal zone was 
approximately located between x ≈ -15 m and x ≈ 30 m. In comparison with the 2011 transect, the 
relatively flatter beach profile increased the extent of upper intertidal zone in spite of the reduced 
tidal range.  
Unexpected high salinities up to 26 ppt were measured at MLS1 (x = -26.1 m) to the depth of 1.2 m 
below the sediment surface. This was unlikely induced by seawater infiltration driven by tide and/or 
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wave directly, because MLS1 was located at least 6 m landward of the maximum wave runup limit 
over the monitoring period. A likely cause of such high salinities at this location was the nearby 
creek. When the sea level rose, salt was transported with seawater flowing into the creek. As the 
creek water level was higher than groundwater table, additional alongshore hydraulic head gradients 
could drive water flow and salt transport into the aquifer in the alongshore direction.  
 
Figure 2.14 Tidal stages of pore water sampling along the 2012 transect during the second field trip. 
Crosses indicate the sampling times. Elapsed time started from 0:00:00 13
th
 Mar 2012. 
Another saline plume was captured by MLS2 and MLS3 around x = -10 m. Not following the 
general trend of decreasing salinity with depth along the 2011 transect, high salinities (20~25 ppt) 
along MSL2 and MLS3 appeared at depths of 2~3 m below the beach surface with less salty water 
above. Measured highest salinity of this local plume was around 25 ppt from the late spring tide to 
the neap tide and then increased to 28 ppt over the late neap tide. Moreover, the saline plume along 
the 2012 transect was deeper compared with the one along the 2011 transect, despite a higher inland 
water head and a smaller mean tidal amplitude during the second monitoring period. Again, this 
was likely due to the alongshore variations such as the creek influence and aquifer heterogeneity. 
Relatively low pore water salinities were measured along MLS3 (x = -1.67 m). Seaward of this 
MLS, the pore water salinity increased. This indicated the location of fresh groundwater discharge 
approximately 20 m landward of the low tide mark. 
Based on the complex salinity distributions, it was recognized that land-derived freshwater 
discharged landward of x = 10 m along the 2012 transect. The upper saline plume driven by the 
oceanic force was not significant over the 7-day sampling period. Besides the influence of aquifer 
heterogeneity, the saline plumes captured by the sampling could be significantly affected by 
alongshore solute transport initiated from the adjacent creek. The combined effects of the beach 
morphology and oceanic force determine the groundwater discharge location and local pore water 
circulation. Numerical simulations are required to investigate these groundwater dynamics further. 
40 
 
 
 
Figure 2.15 Measured salinity distributions along the 2012 transect in the second field trip: the 
order of figures corresponds to the tidal stages in Figure 2.14. Crosses refer to the sampling 
locations. Colour images represent pore water concentrations with the unit of ppt. 
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The response of pore water salinity to spring-tidal cycle was irregular (Figure 2.16). For example, 
pore water at 0.6 m depth at MLS1 decreased from 30 ppt to 5 ppt over the 40 hours period after 
elapsed time 65 hours, but pore water at other depths of this MLS remained relatively stable. Along 
MLS2, the depth with saltiest pore water varied with time. The density gradient reversed several 
times over the monitoring period: upward at elapsed time 65 hours, downward at elapsed time 110 
hours, upward again at elapsed time 130 hours and then downward after elapsed time 160 hours. 
The variable pore water salinities along MLS1, MLS2 and MLS3 pointed out a highly dynamic 
region influenced by both the cross-shore and alongshore factors. 
 
Figure 2.16 Measured temporal salinity variations at four multi-level samplers during the second 
field trip: elapsed time started from 0:00:00 13
th
 Mar 2012.  
Self-logging pressure transducers (Schlumberger CTD-Diver) also recorded pore water salinity 
variations over time. The sensors installed landward of the intertidal zone were positioned about 1 
m below the sediment surface. In the intertidal zone, the sensors were buried about 0.3 m-0.5 m 
below the sediment surface. Pore water salinity in the shallow layer gradually increased toward the 
sea (Figure 2.17). The saltier pore water at R5 (than R7) was caused by infiltrated seawater driven 
by the tidal force. Salinity values at R10 were around 35 ppt, but at R8 the values were even higher 
with 40 ppt on average. As mentioned before, groundwater discharged around MLS3. R8 was 
located seaward of MLS3. As the sediment at R8 was submerged for the majority time over one 
tidal cycle, the salt could not be released during submergence. When sediment at R8 was exposed, 
the discharge location was located landward of R8. Thus little flushing occurred at R8; and the salt 
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accumulated in the shallow layer as a result of the evaporation, causing local pore water salinity 
higher than the seawater salinity. 
In addition, the pore water salinity highly oscillated with the tidal signal, particularly at R5 and R7. 
The salinity oscillation amplitude increased toward the sea (from R3 to R7). The salt concentration 
at R5 was highly affected by the tidal-driven seawater infiltration. The associated dispersion was 
responsible for the salinity fluctuations at R3. The pore water salinity at R7 (bottom) oscillated over 
a range of 15 ppt. The local pore water became saltier when the surface water level exceeded the 
local sediment surface elevation. The drainage occurred when the sediment was exposed, causing a 
decline in the salinity value. This oscillation suggested that seawater recirculation and aquifer 
drainage had a significant influence on pore water characteristics at R7. The measurements by the 
automatic sensors confirmed the location of fresh groundwater discharge along the 2012 transect, 
consistent with results of pore water sampling through MLS.  
 
Figure 2.17 Measured temporal salinity variations at the bottoms of piezometers during the second 
field trip: elapsed time started at 0:00:00 13
th
 Mar 2012.  
Furthermore, the salinity comparison between R3 and R11 provided useful information about the 
alongshore solute transport (Figure 2.17). Pore water at R11 was about 5~15 ppt saltier than that at 
R3. Given the salt accumulation at the seaward end of the creek, it is reasonable to infer this 
declining trend in pore water concentration with the distance away from the creek. The salinity 
distribution was significantly affected by the adjacent creek in terms of the alongshore beach profile 
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variations as well as the additional head gradient and density gradient provided by the creek. It is 
clear that the setup of a 2D model in the cross-shore direction is insufficient for understanding the 
flow dynamics in such a system. 3D models are required to study the alongshore effect on the 
nearshore groundwater flow processes. 
Sensor R18 (landward end of the creek) and R19 (the creek mouth) were installed 35 cm and 20 cm 
below the sediment surface, respectively. Thus both sensors measured directly the local pore water 
concentration instead of creek water salinity; however, given the relatively shallow depths, the pore 
water measured was likely to be well connected to local creek water. As shown in Figure 2.18, the 
creek water at the landward end remained relatively stable and fresh with a mean value of 5 ppt. At 
R19 (seaward end), the salinity varied with the tidal signal. With rising tides, the salinity increased 
rapidly. The high peak values were higher than the seawater salinity, 35 ppt. The cause of salt 
accumulation was similar to that at R7. The salinity value became more stable at low tide because 
the fresh creek water originated landward diluted the pore water concentration at the seaward end. 
The measured data along the creek provided useful information for the numerical model setup. 
 
Figure 2.18 Measured temporal salinity variations at two the ends of the adjacent creek in the 
second field trip: elapsed time started at 0:00:00 13
th
 Mar 2012. R18 and R19 were installed at the 
landward (upstream) end and the seaward (downstream) end of the creek, respectively. 
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2.5 Conclusions 
The presented data revealed the combined effects of cross-shore and alongshore factors that drive 
the interaction among fresh groundwater, seawater and creek water at the studied field site. For the 
purpose of process understanding and model development and validation, groundwater level 
fluctuations, salinity distributions and properties of the aquifer sediments were measured. As the 
beach morphology is a significant factor in this study, the beach profile at the field site was 
surveyed extensively. To facilitate the investigation on the creek influence, the related information 
including creek bathymetry and creek water levels at two the landward and seaward ends were also 
measured. The key processes illustrated by the field data included, 
(1) The tidal force interacting with beach morphological features has significant influence on pore 
water flow dynamics in cross-shore direction. The groundwater discharge location varied with the 
beach morphology; 
(2) A three-dimensional dynamic flow was demonstrated by pore water sampling which 
corresponded with tidal signals, the beach morphological features and the flowing creek. Along the 
creek, the creek bathymetry allowed the seawater to flow farther landward. Thus an additional 
alongshore hydraulic head gradient and concentration gradient were produced to drive salts 
transport in the alongshore direction. 
Numerical simulations are required to further understand the complicated groundwater flow 
dynamics in such a system. The setup of cross-shore 2D models can assist in qualifying effects of 
cross-shore beach morphology. To understand the interaction of cross-shore and alongshore flow 
and solute transport processes, 3D simulations are needed. The field data provides the basis for such 
simulations. 
Further investigations are needed to better assess the link among the tidal-driven flow, the 
morphological effect and the chemical reactions that might occur. The flow process modified by 
alongshore variations may control the fate of contaminants as well as the conditions of the beach 
habitat. 
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Chapter 3 Effects of beach morphology on groundwater dynamics in a 
coastal aquifer 
 
3.1 Introduction 
The coastal groundwater discharge and associated solute transport have been the focus of many 
studies for the last two decades [Moore, 1999; Burnett et al., 2003; Burnett et al., 2006; Bratton, 
2010; Moore, 2010; Santos et al., 2012]. The interaction between fresh groundwater and seawater 
affects the fate of contaminants in the aquifer prior to discharge to coastal water. Studies on coastal 
aquifers bounded by mildly sloping beaches, including field investigations, lab experiments, 
numerical simulations, have revealed a typical salinity structure of two saline recirculation zones in 
the nearshore zone of the aquifer: the lower saltwater wedge and the upper saline plume with fresh 
groundwater in between and discharging near the low tide mark [Robinson et al., 2006; Robinson et 
al., 2007c; Kuan et al., 2012; Abarca et al., 2013]. Moreover, the interaction of oceanic oscillations 
with complex beach morphology can affect groundwater flow patterns and salt transport in the 
intertidal region. In particular, the intertidal slope break is expected to influence considerably the 
beach’s drainage characteristics and thus groundwater flow behaviour. 
Here, we investigate the influences of beach slopes and slope breaks combined with tides on coastal 
groundwater dynamics and solute transport processes. Field investigations provided evidence of 
fresh groundwater discharge through a flat beach section landward of the low tide mark – not the 
same discharge location found in previous studies [Robinson et al., 2007b; Robinson et al., 2007a; 
Kuan et al., 2012]. Although a three-dimensional groundwater flow was illustrated by the field data 
in Chapter 2, the setup of cross-shore 2D models can assist in qualifying effects of cross-shore 
beach morphology.  
With the numerical models, we analysed (1) the spatial and temporal dynamics of freshwater 
groundwater discharge, (2) the local circulation induced by beach slope breaks and (3) the 
dependence of these dynamics on boundary conditions. Understanding of such dynamics and 
variability is essential for determining the fate of chemicals in a subterranean estuary and 
subsequent fluxes to coastal water. With a focus on the combined effects of beach morphology and 
tides, the work presented in this Chapter does not examine seawater recirculation driven by waves, 
seasonal variations in the inland water table, geothermal convection or sub-tidal pumping. 
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3.2 Methodology 
3.2.1 Field site and field methods 
The field site and field methods were discussed in Chapter 2. This Chapter focuses on the 
groundwater dynamics along two cross-shore transects: the single monitoring transect (refer to 
“2011 transect” in Figure 2.2 and hereafter as Bpt1) installed during the 2011 field trip and the 
monitoring transect (refer to “2012 transect” in Figure 2.2 and hereafter as Bpt2) installed during 
the 2012 field trip. Field data including beach profiles, tide, water heads and sampled salinity were 
used to assist in the model setup and calibration.  
3.2.2 Numerical model 
Two-dimensional variably saturated, variable density groundwater flow and solute transport were 
performed with the finite element code SUTRA [Voss and Provost, 2008]. The flow simulation 
provided by SUTRA is based on equation (3.1) derived from the principle of fluid mass balance. 
Darcy’s law is applied to compute the Darcy flow velocity depending on pressure and density 
gradients as expressed by equation (3.2). The relationship between fluid density and salt solute 
concentration is given by 𝜌 = 𝜌0 + 𝜕𝜌 𝜕𝐶⁄ × (𝐶 − 𝐶0). In terms of solute transport, a single solute 
mass (salt) is transported through the porous medium driven by advection, dispersion and molecular 
diffusion, as described by equation (3.3). When the solid matrix is unsaturated, the relative 
permeability (𝐾𝑟) is introduced based on the saturation-capillary pressure, i.e., equations (3.4a) and 
(3.4b) given by [van Genuchten, 1980], 
𝜕(𝜀𝑆𝑤𝜌) 𝜕𝑡⁄ = −∇(𝜌?⃑?) + 𝑄𝑠                                                                                                          (3.1) 
?⃑? = −𝐾𝐾𝑟∇(𝑃 𝜌𝑔⁄ + 𝑧)                                                                                                                  (3.2) 
𝜕(𝜀𝑆𝑤𝜌𝐶) 𝜕𝑡⁄ = −∇(𝜌?⃑?𝐶) + 𝜕(𝜀𝑆𝑤𝜌(𝐷𝑚 + 𝐷)∇𝐶) + 𝑄𝑠𝐶𝑠                                                        (3.3) 
𝐾𝑟 = (
𝑆𝑤−𝑆𝑟
1−𝑆𝑟
)0.5{1− [1 − (
𝑆𝑤−𝑆𝑟
1−𝑆𝑟
)
𝑛
𝑛−1
]
𝑚
}2                                                                                      (3.4a) 
𝑆𝑤 = 𝑆𝑟 + (1 − 𝑆𝑟)(
1
1+(𝑎𝑝𝑐)𝑛
)𝑚                                                                                                     (3.4b) 
Note that 𝑄𝑠 is the fluid mass source [ML
-3
s
-1
]; 𝜌 is the fluid density [ML-3]; 𝜀 is the porosity [-]; ?⃑? 
is the Darcy flux, also called Darcy flow velocity [LT
-1
]; 𝐾 is the hydraulic conductivity [LT-1]; 𝑃 is 
the pore water pressure [ML
-1
T
-2
]; 𝑔 is the magnitude of the gravitational acceleration [LT-2]; 𝑧 is 
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the elevation [L]; 𝑎, 𝑛 and 𝑚 are constant parameters for a given medium, and mostly 𝑚 = 1 −
1 𝑛⁄ ; 𝑆𝑤 is the saturation [-]; and 𝑝𝑐 is the capillary pressure [M/(LS
2
)]. 
3.2.2.1 Boundary conditions and parameters 
2D models were built based on data from field investigations, including detailed geomorphological 
and hydrogeological data as shown in Figure 3.1. The sediment-ocean interfaces were specified 
with the data collected from the two field trips, i.e., Bpt1 and Bpt2 as two different modelling 
scenarios. The model domain was 300 m long and 10 m deep below the mean sea level. The inland 
boundary was set far from the shoreline and specified with a constant freshwater head and a 
background salt concentration of 1 ppt. Tidal signals were applied at the seaward boundary. As the 
measured data was insufficient to cover the entire spring-neap tidal cycle, the synthetic spring-neap 
tidal signals given by equation (2.2) were applied for the purpose of comparison between simulation 
results and data. A simple semi-diurnal tidal signal was used for further simulations subsequently. 
The boundary condition on the aquifer-ocean interface (beach face) was considered with seepage 
face incorporated. For each node on the beach face: when the node was submerged, local pressure 
was set to a hydrostatic pressure according the local depth; when the node was exposed, the local 
pressure was atmospheric pressure if the node was saturated at the previous time step, or else this 
boundary was treated as a no-flow boundary [Wilson and Gardner, 2006; Xin et al., 2010]. The base 
of the aquifer was assumed to be a no-flow boundary. 
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Figure 3.1 2D model geometry and boundary conditions: MSL represents the mean sea level. Tidal 
signal is applied on the beach face. The solid line is for the Bpt1 beach profile and the dash line for 
the Bpt2 profile. 
The aquifer was assumed to be hydraulically isotropic and homogeneous with carbonate sediments. 
The porosity of the simulation domain was set to 0.65, longitudinal dispersivity set to 0.5 m and 
transverse dispersivity set to 0.05 m. The water retention parameters 𝑛 and 𝑎 in saturation-capillary 
pressure equation were set as 2.68 and 14.5 m
-1
, respectively. Constant values of hydraulic 
conductivity were used throughout the aquifer zone. However, limited data for the aquifer depth and 
sediment compositions increased the uncertainties in simulations. 
3.2.2.2 Numerical scheme 
The SUTRA simulation is based on a hybrid finite-element and integrated-finite-difference method 
[Voss and Provost, 2008]. The method is robust and accurate when applied with proper spatial and 
temporal discretization. The stability of the numerical approximation depends on the value of a 
mesh Péclet number. In a typical case of solute transport with longitudinal mixing primarily due to 
longitudinal dispersion, the Péclet number is given by 𝑃𝑒 = ∆𝑙 𝛼𝐿⁄ . Stable numerical solutions are 
usually obtained with SUTRA when 𝑃𝑒 ≤ 4 ; this stability criterion determines a maximum 
allowable element size ∆𝑙, along the local flow direction. As 𝛼𝐿 is 0.5 m, the grid size should less 
than 2 m as a rule for spatial discretization.  
In the numerical simulations, the beach face was represented by 1700 nodes. In the vertical 
direction, the simulation domain was divided into 66 layers. The mesh was refined with smaller grid 
size in the intertidal zone, around 0.1 m in the x (cross-shore) direction compared with 0.25 m for 
grids in areas away from the intertidal zone. A time step of 600 s was used in the simulations. Tests 
on the simulation results’ independence of the sizes of mesh grid and time step demonstrated the 
convergence and stability of the numerical simulations presented here. 
The coastal groundwater system varies continuously with spring-neap tidal signals. Thus the initial 
conditions were calibrated to obtain a good match with the observed water heads at the beginning. 
Firstly, a simulation without tidal force was conducted. The “steady” state was reached when the 
location of the saltwater wedge became steady. Then the spring-neap tides were introduced to the 
model. Due to the effects of tidal force, the dispersion zone became wider until a quasi-steady state 
was reached. At this quasi-steady state, the location of saltwater wedge toe was very stable, 
although the upper saline plume and the freshwater discharge tube contracted and expanded over 
the tidal cycles. The calculated heads from the simulation were compared with the initial heads 
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measured at the inland boundary and in the intertidal zone. When a good match of water heads was 
achieved for the observation wells, the result at that time step was used as an initial condition for 
further simulations over the whole study period. 
Two groups of cases with measured beach profiles at Bpt1 and Bpt2 respectively were simulated as 
shown in Figure 3.1 and Table 3.1. The Bpt1 group and Bpt2 group were specified with both 
freshwater heads of 0.4 m and 0.9 m according to the inland head measurements. Regarding the 
seaward boundary, firstly, spring-neap tides were used for model calibration and validation (cases: 
Bpt1-SN and Bpt2-SN). Then a simple semi-diurnal tidal signal was applied in additional 
simulations with simplified seaward boundary conditions (cases: Bpt1-2 and Bpt2-3 in Table 3.1).  
Table 3.1 Numerical simulations with different boundary conditions. 
Beach profile Case Inland head Tidal amplitude Oscillating period 
Bpt1 
Bpt1-SN 0.4 m Spring-neap --- 
Bpt1-1 0.4 m 0.187 m 1 tidal cycle 
Bpt1-2 0.4 m 0.275 m 1 tidal cycle 
Bpt1-3 0.9 m 0.187 m 1 tidal cycle 
Bpt1-4 0.9 m 0.275 m 44 tidal cycles 
Bpt2 
Bpt2-SN 0.9 m Spring-neap --- 
Bpt2-1 0.4 m 0.187 m 1 tidal cycle 
Bpt2-2 0.4 m 0.275 m 48 tidal cycles 
Bpt2-3 0.9 m 0.187 m 1 tidal cycle 
Bpt2-4 0.9 m 0.275 m 1 tidal cycle 
 
3.3 Results  
3.3.1 Calibration and comparison 
The mean value of measured hydraulic conductivity from field experiments was 17.28 m/d which 
was set in the models initially [Befus et al., 2013]. Then the conductivity value was adjusted until 
the model could capture the overall behaviour of the system as observed, including the attenuation 
of tidal oscillations as they propagated landward and salinity distributions in the intertidal zone. The 
tidal signal attenuation throughout the aquifer was used to estimate the hydraulic conductivity by 
analysing the wave number [Nielsen, 1999]. Based on observed amplitudes of groundwater head 
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fluctuations at different locations, the hydraulic conductivity was estimated. Upon model calibration, 
the adopted conductivity value was 132.3 m/d, significantly larger than the measured mean value. 
 
Figure 3.2 Comparison between measured and simulated heads (case: Bpt1-SN) in (a) P0 (offshore), 
(b) PB (near HTM), (c) PE (upper intertidal zone) and (d) PG (lower intertidal zone) along Bpt1. 
The elapsed time started from 17
th
 Feb 2011 0:00:00. 
For monitoring transect Bpt1 there was an overall agreement between the simulation results (case: 
Bpt1-SN) and field data as shown in Figure 3.2 and Figure 3.3. Hydraulic head decreased between 
piezometers in the seaward direction for the majority portion of the time series (Figure 3.2). As the 
pressure sensors recorded every 10 minutes with no real-time averaging, the sensors measured 
instantaneous pressure waves in the piezometers generated by the surface water waves. Water heads 
in P0 and PB continued to decrease during low tide but quickly increased with incoming rising tides. 
Heads in PE and PG decreased slightly over low tides due to the effect of formed seepage face. 
Simulations reproduced the observed head fluctuations in terms of amplitude and phase lag. 
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However, simulated heads in PB, PE and PG were 10 cm higher than shown by the data after 
elapsed time 140 hours over high tides. This was consistent with the difference between real tide 
data and the synthetic tidal signal used in the model. At PB, the simulation produced a higher mean 
water table than shown by the data. As water heads at the two piezometers seaward and landward of 
PB achieved a good match, PB could be affected by local heterogeneity. The 2D model also 
captured the overall trend of salinity distributions including the salt wedge location, upper saline 
plume location and groundwater discharge location (Figure 3.3.). Moreover, the simulated result 
captured the contraction of upper saline plume at the elapsed time 34 hours compared to the 
previous one. 
 
Figure 3.3 Comparison of measured and simulated salinity (case: Bpt1-SN) along the 2011 transect 
at two tidal stages: (a) elapsed time 13 hours and (b) elapsed time 34 hours. The contour lines are 
based on data and the coloured images are produced from the simulation results. The crosses refer 
to tidal stages. The colour bar indicates the pore water salinity with the unit of ppt. 
The comparisons between simulation results (case: Bpt2-SN) and data along Bpt2 are shown in 
Figure 3.4 and Figure 3.5. Both the general trend and the amplitude and time lag of the observed 
tidal groundwater head oscillations were well captured by the model, especially near the area of 
interest, i.e., the intertidal zone. However, the simulations under-predicted the water level 
fluctuations in landward piezometers (R3 and R5). Possible explanations could be: (1) the aquifer in 
the landward area could be more conductive, and (2) a 2D model cannot be fully representative of 
the groundwater system. The setup of the 2D model was based on the assumption that the selected 
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transect was normal to the shoreline. However, the shoreline on the horizontal plane actually varies 
with the local beach face elevation due to the alongshore variations of the beach profile. The 
distance between R3 and the curved shoreline could be shorter, which resulted in less attenuation of 
tidal signal propagation and thus more significant groundwater level fluctuations at R3. The model 
reproduced the saltwater wedge location, but not those saline plumes around MLS1 and MLS2 
(mentioned in part 3.2.2). In the model, the upper saline plume was very small (Figure 3.5) due to 
the large inland freshwater flux. 
 
Figure 3.4 Comparison between measured and simulated heads (case: Bpt2-SN) along Bpt2: R1 & 
R3 (offshore), R5 & R6 (around HTM), R7 (upper intertidal zone), R8 & R9 (lower intertidal zone), 
and R10 (seaward of LTM). The elapsed time started from 13
th
 Mar 2012 0:00:00. 
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Figure 3.5 Comparison between measured and simulated salinity (case: Bpt2-SN) along the 2012 
transect at two tidal stages: the contour lines were based on data and the coloured images were 
produced from simulated results. The crosses refer to tidal stages. The colour bar shows the pore 
water salinity with the unit of ppt. 
3.3.2 Simplified simulation along Bpt1 (case: Bpt1-2) 
In the simplified simulation (case: Bpt1-2) along Bpt1, the applied tidal signal was of a single 
constituent M2 with the amplitude of 0.275 m (the mean tidal amplitude over the 2011 monitoring 
period). The phase-averaged salinity distribution, the flow field and the flux rate along the interface 
are shown in Figure 3.6. These results showed that an upper saline plume and a wide saltwater 
wedge confined the main freshwater discharge tube. The fresh groundwater appeared to discharge 
around the first slope break. The convex slope break in the lower intertidal zone induced a local 
circulation and thus modified shape of the saltwater wedge. 
The intertidal zone bounded by the high tide mark and low tide mark was located between x ≈ -4 m 
and x ≈ 20 m. Tide-induced saltwater intrusion during the rising tide formed an upper saline plume. 
Based on the contour lines of 40% seawater salinity shown in Figure 3.6, the extent of the simulated 
upper saline plume was ~10 m in the horizontal direction and ~1.2 m in the vertical direction. In the 
deep area, the saltwater wedge intruded the simulated aquifer forming a wide dispersion zone. The 
dispersion zone bounded by the contour lines of 40% and 90% was about 15 m wide – half the 
length of the entire intertidal zone.  
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Figure 3.6 Case Bpt1-2 with 0.4 m inland head and 0.275 m tidal amplitude: spatial water flux 
across the aquifer-ocean interface and the phase-averaged flow field and salinity distribution over a 
tidal cycle. 84% of total fresh groundwater efflux was discharged before the saltwater wedge. The 
remaining 16% was discharged around the second slope break. 
The convex slope break affected the shape and the location of saltwater wedge (Figure 3.6). In 
general, the isoconcentration line in the saltwater wedge zone had a trend of tilting upward and 
seaward from the aquifer base to the beach surface and then intersected with the aquifer-ocean 
interface. The shallow part of the saltwater wedge was slightly bent landward around the convex 
slope break, as can be seen from the simulated phase-averaged salinity plot. The intersection of the 
90% isoconcentration line with beach face was almost the most seaward point on this line. However, 
the 60% or 70% isoconcentration line firstly oriented upward and seaward starting from the aquifer 
base and then turned landward until intersecting with the beach face. The distances between the 
intersections and the most seaward turning points were approximately 0.5 m and 3 m along the 70% 
and 60% isoconcentration lines, respectively. For the isoconcentration lines with smaller salinities 
(e.g. 50% and 40% line), the extent of bending was reduced. The bending of the shallow part of the 
saltwater wedge was due to the convex slope break at x ≈ 15 m, where beach sands became locally 
de-saturated and consequently prolonged the retention time of circulating water travelling through 
this region. 
Both the phase-averaged flow field and simulated fluxes across the beach face indicated the 
existence of two fresh groundwater discharge locations. Two peaks in the freshwater flux rate were 
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evident (Figure 3.6), corresponding with the two slope breaks. The majority of discharged fresh 
groundwater (84%) was bounded by the upper saline plume and the wide dispersion zone, locating 
between the high tide mark and x ≈ 13 m with the peak flux occurring at x ≈ 5 m. This was 
consistent with previous studies demonstrating the existence of freshwater discharge tube in 
unconfined coastal aquifers (e.g. [Robinson et al., 2007b; Xin et al., 2010; Kuan et al., 2012]). 
Robinson et al. [2007b] simulated the fresh groundwater discharged close to the low tide mark. In 
our study, however, the fresh water discharge tube was found located much more landward under a 
real beach profile with multiple slope breaks. A small amount (16%) of freshwater groundwater 
discharged around the convex slope break area, associated with a morphology-induced local 
circulation (Figure 3.6). 
 
Figure 3.7 Case Bpt1-2: temporal water flux across the beach face. One tidal cycle is 12.42 hours. 
Temporally varying net flux rates across the entire beach face were also calculated over one tidal 
cycle (Figure 3.7). Seawater infiltration dominated between the mean tide and high tide while fresh 
groundwater discharge started from elapsed time 4 hours and reached the peak at elapsed time 6.9 
hours. Previous studies (e.g. [Xin et al., 2010]) showed that the peak efflux occurred at the moment 
of low tide. However, this work found that the peak efflux from the simulated aquifer occurred just 
before the convex slope break became exposed to the atmosphere.  
As shown in Figure 3.8(a), the groundwater discharged around the first slope break as the surface 
water level fell. The next slope break occurred between a landward flatter beach section 
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(slope~1:200) and a seaward flat part (slope~1:50). With a drop of the lagoon water surface, a wide 
section of the flatter beach face would become exposed (Figure 3.8(b)). Consequently, the 
instantaneous drainage capacity of the beach face would rapidly increase. When the surface water 
level was lower than the elevation of the convex point, the local hydraulic gradient modified by the 
beach slope change drove water to discharge seaward of the convex point. Thus the area beneath the 
convex slope break became de-saturated locally (Figure 3.8(c)). When the tide level fell further, the 
unsaturated zone was enlarged and the local beach face became a no flow boundary (Figure 3.8(d)). 
As a result, the outflow of freshwater decreased.  
 
Figure 3.8 Case Bpt1-2: instantaneous flow and unsaturated zone around the second slope break. 
The cross indicates the location of the slope break. Triangles show the intersections of the surface 
water level and beach face at different times. Areas filled with grey colour refer to the unsaturated 
zones. From elapsed time 7 hours to 7.6 hours, the convex slope break gradually became exposed to 
the atmosphere with a falling surface water level. Correspondingly, the area around this slope break 
was de-saturated. 
Particle tracking was simulated to further examine the beach morphology effects on groundwater 
flow. Particles were released to the aquifer and moved according to local instantaneous flow 
velocity. Besides the upper saline plume and saltwater wedge, another circulation was induced 
locally around the convex slope break (around x = 15 m in Figure 3.9), which modified the path 
lines and increased the retention time of those particles travelling through the area.  
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Figure 3.9 Case Bpt1-2: particle pathway and retention time. Numbers at the path lines indicate the 
retention time in days. The dotted line represents mean tide level (z = 0). The colour image, with the 
colour bar of the pore water salt concentration in ppt, shows the phase-averaged salinity distribution. 
Therefore, the slope breaks on the beach face had significant effects on the beach’s drainage 
characteristics and thus groundwater flow behaviour under the simulated boundary conditions. The 
fresh groundwater discharged around the concave slope break as it increased the local hydraulic 
gradient. Due to the existence of a convex region, a local circulation was induced and the shape and 
location of the saltwater wedge zone were influenced as well. The combined effects of beach 
morphology and tide moved the groundwater discharge location landward and the temporal 
discharge peak occurred earlier over the tidal cycle.  
3.3.3 Simplified simulation along Bpt2 (case: Bpt2-3) 
The landward condition in the case of Bpt2-3 was set to 0.9 m inland head. The seaward boundary 
condition was specified with a sinusoidal tidal signal with the amplitude of 0.187 m (the mean tidal 
amplitudes over 2012 field investigation). Compared with the boundary conditions in case Bpt1-2, 
the Bpt2-3 case had a higher inland head and smaller tidal amplitude. The phase-averaged salinity 
distribution, the flow field and the flux rate across the beach face were shown in Figure 3.10 and 
Figure 3.11.   
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Figure 3.10 Case Bpt2-3: spatial water fluxes across the beach face and phase-averaged flow field 
and salinity distribution over a tidal cycle. 
 
Figure 3.11 Case Bpt2-3: temporally varying water fluxes across the entire beach face. 
Although the tidal amplitude was reduced, the intertidal region spanning between x ≈ -13 m and x ≈ 
15 m was still more extensive compared with Bpt1-2, due to the flatter beach profile. The relative 
large freshwater discharge rate resulted in the disappearance of the upper saline plume. The upper 
part of the saltwater wedge dispersion zone bounded by 10% and 90% isoconcentration lines 
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occupied more than 60% of the intertidal zone. As a result, the groundwater discharge location was 
mainly located in the upper intertidal area, above the saltwater wedge. The combined effects of the 
tide and flat beach profile created a thicker interface and moved the groundwater discharge location 
landward. 
3.4 Discussions 
Given the significant effects that the beach morphology has on the groundwater flow behaviours, 
several simulations were carried out to assess the beach morphology influence under different 
boundary conditions. In these different simulations, the beach morphology was specified firstly and 
then the inland head as well as tide was varied. Other parameters were kept constant. The 
motivation for the simulations is not to draw a rigorous conclusion about the beach morphology 
effects. Rather, the aim is to provide preliminary understanding of the predicted flow dynamics 
under possible field conditions, as a necessary step to enable the inclusion of the involved processes 
and mechanisms in further studies. 
The simulated cases are summarised in Table 3.1. The results of 8 cases are presented in this 
chapter, including 6 stable cases and the other 2 cases exhibiting long-term oscillations. The phase-
averaged (averaged over one tidal cycle) simulation results were shown in Figure 3.12 and 3.13. We 
observed in the unstable cases that the phase-averaged (over the tidal period) flow oscillated over a 
period much longer than the primary tidal period. Correspondingly, the phase-averaged salinity 
distribution over one tidal cycle was unstable and oscillated periodically over this much longer time 
scale. Both the phase-averaged salinity distribution and the total flux rate over one tidal cycle vary 
over the same oscillation period. Although only a few boundary conditions were examined, several 
groundwater flow dynamic types were revealed: (1) only saltwater wedge existed (Bpt1-1, Bpt1-3, 
Bpt2-1, Bpt2-2 and Bpt2-3); (2) a stable upper saline plume formed in the upper intertidal zone 
(Bpt1-2); and (3) one or more saline plumes formed and oscillated periodically (Bpt1-4 and Bpt2-2). 
The fresh groundwater discharge location in all the cases with the Bpt1 profile did not change much, 
located between x ≈ -5 m and x ≈ 5 m as shown in Figure 3.12(a)-3.12(d) and Figure 3.13(a)-3.13(d), 
although a small amount of freshwater discharged seaward of the convex slope break. For the stable 
cases with the Bpt2 profile, the peak amount of fresh groundwater discharge occurred around x = -5 
m, while the upper limit of the whole discharge zone could move slightly due to different tidal 
signals.  
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Figure 3.12 Phase-averaged salinity distributions and flow fields under different conditions: (a) 
Bpt1-1, (b) Bpt1-2, (c) Bpt1-3, (d) Bpt1-4, (e) Bpt2-1, (f) Bpt2-2, (g) Bpt2-3 and (h) Bpt2-4. The 
colour bar shows the pore water salt concentration in ppt. Arrows display the flow fields. 
 
Figure 3.13 Phase-averaged flux rates under different conditions, corresponding with the results in 
shown Figure 3.12. 
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Comparing any couple of cases with the same boundary conditions but different beach morphology 
(e.g. Bpt1-1 and Bpt1-2), we noticed that the fresh groundwater discharge zones differed: for 
example, the discharge zone in case Bpt1-2 was 5 m wider and 5 m landward than that in case Bpt1-
1. Based on the cases simulated as listed in Table 1, the factor controlling the fresh groundwater 
discharge location was the beach morphology. A convex slope break combined with the tide 
influenced the groundwater discharge location significantly. With a flatter beach profile, the 
discharge zone moved landward with a widened dispersion zone. Furthermore, a second circulation 
induced by the convex slope break formed in case Bpt1-2 as mentioned before. When smaller tidal 
amplitudes were specified as in cases Bpt1-1 and Bpt1-3, the elevation of the convex point became 
lower than the low tide level. As a result, the convex region was submerged all the time and thus the 
local desaturation and circulation would not occur (shown in Figure 3.12(a) and 3.12(c)). 
 
Figure 3.14 Case Bpt1-4: Phase-averaged salinity distributions (in ppt) over a tidal cycle from the 
1
st
 cycle to 43
rd
 cycle. The black isoconcentration lines represent the salinity value of 25 ppt. 
Long-term oscillations were observed in case Bpt1-4 as shown in Figure 3.14 and Bpt2-2 shown in 
Figure 3.15. Taking case Bpt2-2 as an example (with a relatively low inland head and relatively 
large tidal amplitude), we noted a saline plume formed in the upper intertidal zone due to seawater 
infiltration. However, this plume moved seaward and split into two plumes: the split seaward one 
(former) moved toward the sea until it disappeared; the split landward one (latter) moved seaward 
as well, but became thinner and longer. Finally, the latter one merged into saltwater wedge. 
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Meanwhile, a new saline plume formed again and subsequently followed the same development 
pattern. The oscillating period for this process was 49 tidal cycles, i.e., any dynamical state in such 
system reappeared exactly after 49 tidal cycles. The repeatable unstable plumes were also found in 
case Bpt1-4 but in a different dynamical pattern. The most dynamic area was around the convex 
slope break. The flow pattern was that a saline plume formed landward of the convex area and 
moved across and eventually merged into the saltwater wedge. The oscillating period for this 
process was 44 tidal cycles. The details for this oscillating behaviour of the upper saline plume will 
be explored further in the next chapter. 
 
Figure 3.15 Case Bpt2-2: Phase-averaged salinity distributions (in ppt) over a tidal cycle from the 
1
st
 cycle to 50
th
 cycle. The black isoconcentration lines represent the salinity value of 21 ppt. 
3.5 Conclusions 
This study was conducted to investigate the beach morphology effects on coastal groundwater flow 
and solute transport. The types of beach profile obtained from the field trips were examined through 
analysing field sampling results and numerical simulations. Different from previous studies based 
on mildly sloping beach profiles (~1:10), we focused on beaches with small slopes (~1:50 to ~1:100) 
and multiple slope breaks. 
Salinity measurements at the field site indicated that a wide dispersion zone was located in the 
lower intertidal region and the freshwater discharged landward of that. Numerical simulations were 
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built based on field data and enabled further analysis. Under the assumption of isotropic and 
homogeneous aquifer, we found that the groundwater discharge location is largely controlled by the 
beach morphology interacting with the tidal force. The effect of varying tidal amplitude and inland 
heads on the discharge location is relatively minor. Under particular conditions (case Bpt1-2), the 
beach slope break combined with the tidal oscillation induced local circulation cells. Furthermore, 
under a flat beach profile or a profile with slope breaks, certain conditions could promote unstable 
flow. In our studies, case Bpt1-4 and Bpt2-2 showed long-term periodic oscillations of saline 
plumes. These results further demonstrate the complexity of nearshore groundwater systems and 
will benefit future studies of nutrients transport and transformations associated with SGD. 
Our results provide valuable insight to the behaviour of coastal groundwater flow. Although there is 
a mismatch between the field data and simulated results, the effects of beach morphology on 
groundwater flow was clearly illustrated by 2D model. However, three-dimension model are 
required to investigate the interaction of cross-shore flow and alongshore flow as observed in the 
field investigation. In addition, further experiments and simulations are required to more rigorously 
examine the effects of the beach morphology and long-term oscillations. There is a need to 
systematically quantify under what conditions the beach morphology effect will be significant and 
the stability/instability of groundwater flow systems is likely to dominate. 
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Chapter 4 Tide-induced long-term oscillations during submarine 
groundwater discharge 
 
4.1 Introduction 
Tidal forcing on a sloping beach face results in tidally driven seawater recirculation and formation 
of the upper saline plume, which confines the freshwater discharge zone together with the lower 
saltwater wedge. Field investigations and lab experiments have confirmed the existence of the upper 
saline plume as an active and dynamic zone of mixing between the recirculating seawater and fresh 
groundwater [e.g. Robinson et al., 2007a; Kuan et al., 2012; Abarca et al., 2013]. Besides, 
Robinson et al. [2007a] demonstrated through numerical simulations that the tidal amplitude, inland 
hydraulic gradient and aquifer properties control the formation and size of the upper saline plume.  
Please note that the upper saline plume was found to be stable in the previous studies [e.g. Robinson 
et al., 2007a; Kuan et al., 2012; Abarca et al., 2013]. However, List [1965] pointed out that when a 
heavier fluid overlies a lighter fluid, the system is always unstable because upward density 
gradients can introduce gravitational instabilities, giving rise to free convection transport. 
According to the preliminary results from numerical simulations presented in Chapter 3, we 
observed the instability of the upper saline plume under certain conditions. In particular, the beach 
slope appeared to be a critical parameter for the development of this type of instability. An 
interesting finding is that this type of instability occurred in the form of periodic oscillations of the 
upper saline plume over a period much longer than the primary tidal period. Therefore, the 
instability examined here is not completely irregular. In fact, the phenomenon includes both regular 
and irregular aspects. In any case, it is in contrast to the stable upper saline plume reported in 
previous studies. In contrast to the stabilized upper saline plume, the phenomenon discussed below 
is equally represented by technical words ‘instability’, ‘long-term oscillation’ and ‘unstable flow’. 
The work presented in this chapter aims to address the following questions: what is the nature of 
this instability? what are the key parameters in controlling this instability; and how can this 
instability be quantified? Firstly, numerical simulations were conducted to identify the key 
parameters affecting the stability of the groundwater flow system. Based on hundreds of numerical 
cases, such an instability can be characterized by the period of long-term oscillation and the depth 
of upper dispersion zone. Then the influences of key parameters on long-term oscillation were 
analysed. At last, an attempt was made to use non-dimensional numbers to predict the development 
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of this instability because we found all the key parameters had combined effects on the long-term 
oscillation. To author’s knowledge, such an instability of the upper saline plume has not been 
reported in previous studies.  
4.2 Numerical methods 
To simulate the groundwater flow and solute transport, 2D models were built using the finite 
element code SUTRA [Voss and Provost, 2008]. The governing equations of fluid mass balance and 
solute transport can be referred to equation (3.1) to (3.4) presented in Chapter 3. 
Figure 4.1 Model geometry and boundary conditions. MSL refers to the mean sea level. The beach 
slope (𝑆𝑏) is the ratio of the intertidal zone height to the intertidal zone length. The x-z coordinate 
origin (0, 0) is at the intersection of the mean sea level with the beach surface. For all the cases, the 
intersection of the mean sea level with the beach face remained the same, i.e., at the origin. 
4.2.1 Model domain 
A schematic of the model domain is shown in Figure 4.1. Alongshore groundwater flow and salt 
transport were assumed to be negligible and as such a model was two-dimensional in the vertical 
and cross-shore directions. The model had a total length of 300 m – 150 m extended landward from 
the intersection of the mean sea level with the beach surface and 150 m seaward. The aquifer 
thickness was 10 m. The landward boundary was set far away from the shoreline so that a constant 
inland groundwater level could be set independently of the tide. The wave number can be used to 
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estimate the tidal signal attenuation throughout the aquifer [Nielsen, 1999]. Given the aquifer 
thickness (10 m), tidal amplitude (0.4 m) and hydraulic conductivity (130 m/d), the water table 
oscillation at the landward boundary was estimated to be less than one thousandth of the tidal 
amplitude. For the cases with different beach slopes, the beach face was rotated accordingly to keep 
the intersection of the mean sea level with the beach face at the origin of the coordinate system. 
4.2.2 Boundary conditions and parameters 
For the inland boundary, flux-controlled or head-controlled boundary conditions are typically 
applied. Flux-controlled inland boundary conditions give an overall constant fresh groundwater 
discharges to the ocean. Head-controlled inland boundary conditions maintain the landward 
hydraulic head constant but the freshwater discharge to the ocean depends on the seaward boundary 
condition [Werner and Simmons, 2009; Mazi et al., 2013]. In reality, the flux-controlled condition 
may be due to regional groundwater flow and the head-controlled condition may result from the 
connection of the aquifer to a surface water body with a relative constant water level. The 
specification of the landward boundary condition should be made according to the site condition. 
As the inland head data was obtained from the field trip, a constant fresh water head and a 
background salt concentration of 1 ppt were specified along the inland boundary in this study.  
Tidal signals were applied at the seaward boundary. A simple semi-diurnal tidal signal was used as 
described by equation (4.1),  
ℎtide = MSL + 𝐴cos (𝜔𝑡 + 𝛿)                                                                                                         (4.1) 
where ℎtide (m) is the tidally fluctuating sea level; MSL (m) is the mean sea level; and 𝐴 (m), 𝜔 
(rad) and 𝛿 are the tidal amplitude, angular frequency and phase, respectively. The adopted tidal 
period (M2) was 12.42 h (𝜔 = 0.506 h−1, 𝛿 = 0).  
The boundary condition on the beach face took into account the formation of the seepage face. For 
each node on the beach face boundary: (1) when the node was submerged, local pressure was 
prescribed according to the hydrostatic pressure; (2) when the node was exposed, local pressure was 
set to be the atmospheric pressure (part of the seepage face) if the node was saturated at the 
previous time step; otherwise this boundary node was treated as part of a no flow boundary [Xin et 
al., 2010]. The base of the aquifer was assumed to be a no flow boundary. 
In all the simulated cases, the aquifer was assumed to be isotropic and homogeneous with carbonate 
sediments. The simulation domain was with a porosity of 0.65. The water retention parameters 𝑛 
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and 𝑎 in the saturation-capillary pressure equation were set to 2.68 and 14.5 m-1, respectively. A 
constant value of hydraulic conductivity was applied throughout the aquifer zone. The following 
parameters were varied for different simulations: (1) beach slope, (2) inland water head, (3) tidal 
amplitude, (4) hydraulic conductivity, (5) longitudinal dispersivity, (6) transverse dispersivity and 
(7) molecular diffusion. These parameters were identified from the literature as the important 
factors that affect the nearshore groundwater flow pattern[Smith, 2004; Robinson et al., 2007a]. 
Firstly, all parameters were varied individually to examine the effect of each factor. Simulation 
results suggested that the influences of transverse dispersivity and molecular diffusion were 
negligible. Further simulations were then conducted to examine the combined effects of the first 
five parameters on the groundwater flow pattern. A total of 145 cases were simulated with these 
parameters varied over their respective value ranges as listed in Table 4.1. 
Table 4.1 Value ranges of parameters used in the simulations. 
Parameters Description Values 
𝑆𝑏 Beach slope 1/80~1/50 
𝐿𝑊 Landward constant head 0.2~0.9 [m] 
𝐴𝑡𝑖𝑑𝑒 Tidal amplitude 0.15~0.4 [m] 
𝐾 Hydraulic conductivity 1.46 × 10−4~7.32 × 10−3[m/s] 
𝛼𝐿 Longitudinal dispersivity  0.1~0.9 [m] 
4.2.3 Spatial and temporal discretization 
Solute transport problems involving significant density contrasts are very sensitive to discretization 
[Diersch, 2002; Weatherill et al., 2004]. SUTRA simulation is based on a hybrid finite-element and 
integrated-finite-difference method [Voss and Provost, 2008]. This method is robust and accurate 
when applied with proper spatial and temporal discretization. Discretization of the spatial variables 
requires a sufficiently fine mesh. The stability of the numerical approximation depends on the value 
of a mesh Péclet number. In the typical case of solute transport with longitudinal mixing primarily 
due to longitudinal dispersion, the Péclet number is given by ∆𝑙 𝛼𝐿⁄ . Stability is usually obtained 
with SUTRA when ∆𝑙 𝛼𝐿⁄ ≤ 4, which gives a criterion for determining the maximum allowable 
element dimension ∆𝑙 along the local flow direction. In this study as the minimum 𝛼𝐿 is 0.1 m, the 
grid size should less than 0.5 m as a rule for spatial discretization. Thus the beach face was 
represented by 1000~1700 nodes under different slopes. The mesh was refined with smaller grid 
size in the intertidal zone, around 0.1 m in the cross-shore (x) direction compared with 0.25 m for 
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grids in areas away from the intertidal zone. In the vertical direction, the simulation domain was 
divided into 66 layers. 
Temporal discretization depends on the mesh used. The Courant number is a guide for maintaining 
numerical stability. To make it simple, the Courant criterion requires that the advective front move 
only a fraction of an element per time step; Thus numerical stability is achieved for  𝐶𝑟 ≤
1 where  𝐶𝑟 = |𝑣|∆𝑡/∆𝑙  with ∆𝑡  being the length of time step and |𝑣|  is the maximum velocity 
parallel to ∆𝑙. For this study, all simulations were based on a constant time step of 10 min. The 
Courant number was less than 0.06 in the x direction and 0.005 in the z direction. There were 72 
time steps over one tidal cycle.  
 
Figure 4.2 Results of tests on numerical solutions’ independence of the mesh grid and time step: (a) 
the intertidal zone was refined with the finer grid and (b) the time step was reduced to 5 min. All the 
other parameters were held unchanged. The contour lines represent the phase-averaged salinity 
distributions. The values refer to the salinity values in ppt. 
Tests on numerical solutions’ independence of the mesh grid and time step demonstrated the 
convergence and stability of the numerical simulations as shown in Figure 4.2. The mesh in the 
intertidal zone was further refined with a smaller size of 0.05 m. The phase-averaged salinity 
distributions were calculated over the same tidal cycle. The simulated results from the two models 
with different mesh grids were very similar. The isoconcentration lines within the upper saline 
plume (e.g. 15 ppt, 20 ppt and 24 ppt) were 0.02 m deeper (at the deepest location along each line) 
in the finer mesh model than those in the base case. The comparison between the results given by 
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the two models with different time steps (i.e. 5 min and 10 min) showed that the two simulated 
salinity distributions also almost overlapped. Although not shown here, the isoconcentration lines 
within the saltwater wedge were highly consistent among all these cases. As finer spatial 
discretization and smaller time step did not practically improve the accuracy of the simulation, 0.1 
m grid size and 10 min time step were adopted in all the simulations. In addition, the iterative 
solution method was used for resolving nonlinearities in solving the equations [Voss and Provost, 
2008]. 
4.2.4 Numerical scheme 
The initial pressure condition in the entire model domain was set to the hydrostatic pressure 
according to the mean sea level. The initial interface of the saltwater wedge was assumed to be 
sharp and estimated using the Glover solution [Glover, 1959]. The simulations were first run 
without the tidal force. The quasi-steady state was reached when the location of the saltwater wedge 
became steady. Then the tidal signal was introduced to the model. Due to the effects of the tidal 
force, the dispersion zone widened and the mixing in the upper intertidal zone occurred. A quasi-
steady state, defined as a state of dynamic equilibrium, was also reached. For stable cases, the 
phase-averaged salinity distribution remained invariant; for oscillating cases, the phase-averaged 
salinity distribution oscillated over a period longer than the primary tidal period. 
As discussed in the above section, proper discretization in space and time is vital for obtaining 
accurate simulation results of flow and transport with a numerical model such as SUTRA. However, 
the numerical errors could be still produced mainly due to (1) fundamental numerical 
inconsistencies in spatial and temporal approximations when employing the finite-element method 
for calculation and (2) the simulation of seepage face which may cause spatial inconsistency. We 
used the net flux across the boundaries to estimate the possibly incurred error. Thus the relative 
error was calculated as below, 
𝐸𝑟𝑟𝑜𝑟 =
𝑀𝑓,𝑖𝑛 + 𝑀𝑓,𝑜𝑢𝑡
(𝑀𝑓,𝑖𝑛 − 𝑀𝑓,𝑜𝑢𝑡)/2
                                                                                                                      (4.2) 
where 𝑀𝑓,𝑖𝑛 and 𝑀𝑓,𝑜𝑢𝑡  are the averaged inflow and outflow of freshwater [M/T] over a certain 
period, respectively. Note that inflow has positive values and outflow negative values. The term 
(𝑀𝑓,𝑖𝑛 + 𝑀𝑓,𝑜𝑢𝑡) is the net flow of freshwater. For stable cases, the average period is one tidal cycle. 
For unstable cases, the period is the long-term oscillation period. This error index indicated the 
value of potential numerical errors contributing to the simulation uncertainty.  
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When a model reached its quasi-steady state, the net flux of fluid over a tidal cycle should be zero 
in an ideal condition. However, it is very difficult to completely eliminate the mass balance error. 
According to the simulation results, the calculated relative error was found to be less than 2% for 
most of the cases. For the cases with small hydraulic conductivity or/and small hydraulic gradients, 
the relative errors increased slightly to 2%~4% at their quasi-steady states. The relative errors for 
these cases could be reduced further if the models ran for longer time. However, the 
isoconcentration line would move no more than 1 mm and so no much improvement was sought 
because of the computational cost. The low relative error not only confirmed the accuracy of the 
numerical solution, but also indicated the error range involved in the subsequent quantitative 
analysis of the simulation results.  
4.2.5 Non-dimensional parameters 
In order to reduce the number of independent parameters and investigate the effects of the 
gravitational force on the long-term flow and saline plume oscillations, non-dimensional parameters 
were introduced in this study, including the gravity number and Rayleigh number, and a 
perturbation parameter. 
Gravity number (G) 
The gravity number was introduced by Menand and Woods [2005] based on the ratio of buoyancy 
force to viscous force, i.e., 
𝐺 = 𝑢𝑔 𝑢𝑠⁄                                                                                                                                         (4.3) 
𝑢𝑔 = −𝑘∆𝜌𝑔 (𝜀𝜇)⁄                                                                                                                           (4.4) 
𝑢𝑠 = −𝑘∇p (𝜀𝜇)⁄                                                                                                                              (4.5) 
where 𝑢𝑔 is the flow velocity scale associated with the gravitational force [m/s]; and 𝑢𝑠 is the scale 
of background flow velocity that can be obtained from the influx across the inland boundary, or 
from the simulation result if the landward boundary is set as a pressure-prescribed boundary [m/s]. 
A larger gravity number indicates more significant impact of the gravity force on groundwater flow. 
The gravity number can be a systematic indicator of the extent of the potential instability.  
In general, the gravity number decreases with decreasing hydraulic conductivity if the background 
velocity and density contrast remain the same. However, if a constant head inland boundary is 
specified, the background velocity will be affected by the hydraulic conductivity variation. With a 
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reduced hydraulic conductivity, not only the gravitational velocity scale (ug) but also the inland 
flow rate decrease. The combined effect of smaller 𝑢𝑠 and smaller 𝑢𝑔 due to reduced K actually 
leads to an increase in the gravity number as the decrease of 𝑢𝑠 is greater. Conversely, increasing K 
gives a decreased gravity number. Moreover, for cases with the same inland head, the actual inland 
flow rate varies with the beach slope and tidal signal. As the slope of the beach surface modifies the 
phase-averaged hydraulic gradient in the intertidal zone, larger beach slope leads to a higher phase-
averaged hydraulic gradient and thus an increased inland flow rate. With an increasing tidal 
amplitude, the phase-averaged head gradient decreases due to increased groundwater table near the 
shore (tidal water table overheight; [Nielsen, 1990]), resulting in a reduced inland flow rate. 
Rayleigh number (Ra) 
The Rayleigh number is the ratio of buoyancy-driven force to resisting force caused by diffusion 
and dispersion [Simmons et al., 2001]. As discussed in Part 1.2.5, one of the difficulties in applying 
the Rayleigh number in transient cases is the length scale for the density profile. As the density 
profile is assumed to vary linearly across the length scale in the Rayleigh number, the depth of the 
upper saline plume is selected to represent this length scale instead of the whole aquifer depth. Thus 
the Rayleigh number is given by, 
𝑅𝑎 =
𝑔𝑘∆𝜌𝑙
𝜇𝜀𝛼𝐿𝑢𝑠
                                                                                                                                                  (4.6) 
where 𝑙  is the thickness of the upper saline zone [m] and 𝑢𝑠  is the inland flow rate [m/s] 
representing ambient flow velocity. In this study it is assumed that the longitudinal dispersivity 
dominates the dispersion and diffusion process.  
All the parameters involved in calculating the Rayleigh number are based on initial parameter 
values or boundary conditions, except the thickness of the upper saline plume. From equation (4.3), 
the Rayleigh number can be expressed as the product of the gravity number and the Péclet number 
in equation (4.7). 
𝑅𝑎 = 𝐺
𝑙
𝛼𝐿
                                                                                                                                                       (4.7) 
Perturbation variable (𝑃𝑒) 
In a coastal aquifer bordered with a sloping beach face, the tidal force causes the groundwater table 
fluctuation over the tidal cycle. The dampening of the tidal signal as it propagates in the aquifer can 
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be described by the wave number [Nielsen, 1990]. The wave number can be non-dimensionalized 
by the beach slope and the tidal amplitude to give a perturbation parameter as described below, 
𝑃𝑒 =
𝐴
𝑆𝑏
√
𝜔𝜀
2𝐾𝐻
                                                                                                                                               (4.8) 
where 𝑆𝑏 is the beach slope [-]. The perturbation variable is essentially the ratio of the horizontal 
shoreline excursion to the tidal propagation distance [Li et al., 2000b].  
If an increased Pe is caused by reduced hydraulic conductivity (other parameters are held 
unchanged), it indicates smaller fluctuations of the groundwater table and less exchange between 
the aquifer and the sea. In this way, the hydraulic head gradient along the beach face becomes 
steeper over the high tide. Consequently, the amount of infiltrated seawater increases. However, the 
efflux of groundwater decreases due to the reduced head gradient over low tide. Therefore, a 
smaller Pe number tends to induce more seawater accumulated in the shallow layers of the aquifer. 
In addition, a larger tidal amplitude actually enhances the tidal force on the aquifer. Smaller beach 
slope also widens the intertidal zone and flattens the head gradient along the beach face. All the 
effects induced by an increasing Pe value tend to raise the velocity associated with the gravitational 
force. 
4.3 Results 
Although unstable flow patterns driven by gravitational force have been found in various systems 
[e.g. Schincariol and Schwartz, 1990; Schincariol et al., 1994, 1997; Simmons et al., 2001], the 
development of unstable plumes in the intertidal zone has not been reported previously. Therefore, 
we firstly introduced concepts to characterise this phenomenon. Then an explanatory case study was 
conducted to determine underlying principles.  
4.3.1 Characteristics of long-term oscillations 
The simulation results show one or more upper saline plumes exist and oscillate in a dynamic way 
periodically under certain conditions. The oscillations can be manifested in periodical variations of 
both salinity distributions and fluxes across the beach face. A relatively simple case is with one 
unstable upper saline plume formed in the aquifer. According to previous studies, although the size 
of the upper saline plume slightly varied with the oceanic force, the phase-averaged results over the 
tidal cycle remained the same [Robinson et al., 2007b; Xin et al., 2010]. Differently, we observe 
from the simulations that the phase-averaged upper saline plume expands and contracts over a 
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longer period than the tidal cycle (e.g. dozens of tidal cycles). Correspondingly, the freshwater 
discharge rate also varies over the same longer period. The long-term oscillation period can be 
determined from a continuous plot of the flux rate (shown later in Figures 4.3 and 4.6). When 
multiple plumes coexist, the flow pattern could be more complex. For example, as one plume 
develops and merges into the saltwater wedge, the second plume forms and follows the behaviour 
of the previous one (shown later in Figure 4.4). Furthermore, we also observe the simultaneous 
development of a couple of plumes under certain conditions. One plume starts to develop while the 
other one gradually disappears. The following pair of plumes show the same dynamical pattern. 
Although various dynamical patterns are observed under different conditions, the phenomena of 
long-term oscillations can be characterized by (1) the oscillation period and (2) the depth of the 
upper saline zone to quantify the extent of the long-term oscillations. 
Oscillating period 
As mentioned before, the system behaves periodically in terms of the oscillations of salinity 
distribution and the fluxes across the beach face. In theory, the oscillating period is defined as the 
time period over which the instantaneous state of the aquifer is repeated exactly. Both the phase-
averaged salinity distribution and the total flux rate over one tidal cycle vary over the same 
oscillating period and correspond with each other. Here, the oscillation period is expressed as a 
number of tidal cycles. For the cases with one unstable plume, the plume expands and contracts 
over the oscillation period as shown in Figure 4.3. The water influx rate and efflux rate also 
oscillate in correspondence with the salinity variation (shown later in Figure 4.6). This case is used 
as a case study for detailed discussions presented in Part 4.3.2.  
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Figure 4.3 Phase-averaged salinity distribution based on the simulation of the case with 1/50 beach 
slope (LW = 0.4 m, A = 0.275 m, K = 5.27 m/h and 𝛼𝐿 = 0.5 m). The upper saline plume expanded 
and contracted over a period of 24 tidal cycles. The isoconcentration line at the 25
th
 cycle overlaps 
with that at the 1
st
 cycle. 
For the cases with two plumes coexisting, one type of flow pattern is shown in Figure 4.4. A plume 
is formed sometime before the 35
th
 tidal cycle and tends to merge into the saltwater wedge at the 
98
th
 tidal cycle. Before the merger, a new plume is formed at the 74
th
 tidal cycle. The period for the 
long-term oscillations is 74 cycles. However, based on the temporal variations of flux rates as 
shown in Figure 4.5, the oscillation period is only 37 tidal cycles. This is because the latter plume is 
formed in the middle of the process of the previous one. I suggest that the oscillation period is better 
determined by tracing the development of upper saline plumes.  
 
Figure 4.4 Phase-averaged salinity distribution based on the simulation of the case with 1/50 beach 
slope (LW = 0.4 m, A = 0.4 m, K = 5.27 m/h and 𝛼𝐿 = 0.5 m): two plumes developed and moved 
over a period of 74 tidal cycles. The isoconcentration line (80%) at the 35
th
 cycle overlaps with that 
at the 72
nd
 cycle and 109
th
 cycle. Colour images represent the salinity distribution in ppt. 
In addition, not all the oscillating cases show a visible variation in terms of phase-averaged salinity 
distribution. Sometimes, the salinity variation is too small to trace directly. Under such conditions, 
only when the variation repeats periodically and the flux oscillation amplitude is larger than 1%, a 
case is characterised as an oscillating case with the oscillation period determined by the temporal 
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variations of fluxes. Great care must be taken to ensure the accuracy of the calculated oscillation 
period. 
 
Figure 4.5 Temporal variations of influx and efflux across the beach over the oscillation period 
based on the simulation of the same case as shown in Figure 4.4. The flux variation reached the 
same peak value at the 49
th
 tidal cycle, the 86
th
 tidal cycle and the 123
rd
 tidal cycle.   
Depth of upper dispersion zone 
The tidal forcing causes the denser water overlying the less dense water in the intertidal zone which 
can potentially lead to the onset of the instability. When a simulation achieves its quasi-steady state 
or steadily oscillating state, the area with upward density gradients in the intertidal zone, this region 
is defined as an upper saline plume. The depth of this upper saline plume/zone is determined by a 
critical upward density gradient of 1 ppt over 0.1 m distance in the vertical direction. The maximum 
depth of the upper saline plumes is used as the length scale for the density profile in calculating the 
Rayleigh number in equation (4.6). For example, the depths of the upper saline zone in the cases 
shown in Figure 4.3 and Figure 4.4 are 2.6 m and 10 m, respectively. 
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4.3.2 Underlying processes (case study) 
To further investigate the processes underlying the long-term oscillations, the case with 1/50 beach 
slope depicted in Figure 4.3 is taken as an example for detailed analyses (LW = 0.4 m, A = 0.275 m, 
K = 5.27 m/h and 𝛼𝐿 = 0.5 m). The analyses are based on: (1) temporal variation of fluxes (total 
flux over each tidal cycle), (2) spatial variation of fluxes (total flux over each tidal cycle) and (3) 
salinity distribution (phase-averaged pore water salt concentration over each tidal cycle). The 
elapsed time starts at the tidal cycle over which the total inflow across the interface face reaches the 
high peak. 
 
Figure 4.6 Temporal variations of total amount of infiltrated fluid across the beach face (a), total 
amount of discharged fluid across the beach face (b) and total amount of net sat flux across the 
beach face (c). 
As shown in Figure 4.6, the total water and salt fluxes vary over time, following a sinusoidal trend. 
At the 1
st
 tidal cycle, both the total water influx and efflux across the beach face are with the largest 
rates (absolute values). As time goes on, the amount of water influx gradually decreases as well as 
the efflux until the 13
th
 cycle. Subsequently both flux rates increase again from the 13
th
 cycle to the 
25
th
 cycle. The variation in the flux rates is about 1% of the mean values. The net salt flux as shown 
in Figure 4.6(c) is initially positive, indicating more salt influx than efflux and hence salt 
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accumulation in the aquifer. As the water inflow decreases to the mean value (at the 7
th
 cycle), the 
net salt flux is reduced to nearly 0. With a further reduction in (seawater) influx, the aquifer starts to 
release salt, i.e., with negative net salt flux. The net salt flux oscillates around the zero value, clearly 
indicating that the system is in a dynamic equilibrium state.  
As shown in Figure 4.3, the overall salinity structure is composed of one upper saline plume in the 
intertidal zone and a saltwater wedge below. The formation of this upper saline plume is similar to 
the one found in previous studies [Robinson et al., 2006; Robinson et al., 2007c; Robinson et al., 
2007b; Robinson et al., 2007a; Xin et al., 2010]. However, the size of this phase-averaged upper 
saline plume varies over 24 tidal cycles. In particular, the seaward outline of the plume is quite 
dynamic while its landward section remains relatively stable as well as the saltwater wedge. The 
tidally driven seawater infiltration causes the denser water overlying the less dense water. The 
resulting gravitational force tends to drive the saline plume to sink toward the aquifer base. 
Meanwhile the flow driven by the horizontal hydraulic gradient appears to balance the downward 
gravitational force. When the horizontal flow dominates in the intertidal zone, the upper saline 
plume will be stabilized. When the flow rate associated with the gravitational force is comparable to 
the background flow rate, salt sourced from the upper saline plume is capable of dispersing further 
toward into the surrounding area with lower concentrations. This leads to an expansion of the upper 
saline plume. While salt accumulation in the top layer inhibits the groundwater discharge, the 
constant freshwater supply from the inland boundary acts to resist the expansion of the upper saline 
plume. Thus the variation of the groundwater discharge and the variation of the upper saline plume 
counter-balance each other in a dynamic equilibrium.  
We examine the varied size of the upper saline plume bounded by the 12.25 ppt isoconcentration 
line (Figure 4.3). The reason for choosing this salinity value as the threshold is that it is nearly the 
lowest salinity of discharging groundwater. At the 1
st
 tidal cycle, this isoconcentration line 
intersects the beach surface: the landward part outlines the upper saline plume and seaward part 
falls within the saltwater wedge. At this time, the discharging tube is the widest over the oscillating 
period. Over the period up to the 13
th
 tidal cycle, the upper saline plume gradually expands. The 
contour line moves seaward and downward, and becomes disconnected from the beach surface, 
indicating that the pore water at the mouth of the discharging tube gets saltier. At the 13
th
 cycle, the 
upper saline plume as given by the 12.25 ppt contour line reaches the most seaward limit. With time 
elapsing further, the seaward outline of the upper saline plume retreats landward, and consequently 
the upper saline plume contract and the discharging tube widens again. At the 25
th
 tidal cycle, the 
contour line returns to the initial position as at the 1
st
 tidal cycle. However, the contraction path of 
the upper saline plume was slightly different from its expansion path.  
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To further explore the variations of the upper saline plume, we track the varying location of the 
gravity centre to represent the overall movement of the upper saline plume. Twelve 
isoconcentration lines are selected with salinity values ranged from 13 ppt to 24 ppt to delineate the 
upper saline plume. Once the value of the isoconcentration line is determined, the variation of the 
corresponding gravity centre can be tracked. Thus the upper saline plume is expressed and analysed 
according to the total of 12 isoconcentration lines.  
 
Figure 4.7 Gravity centre of the upper saline plume varied with the elapsed tidal cycle. The upper 
saline plume is bounded by isoconcentration line from 13 ppt to 24 ppt. The circles indicate the 
locations at the starting time when the high peak of seawater infiltration occurs. The crosses show 
the locations in the middle of the oscillating period when the low peak of seawater infiltration 
occurs. The circulating direction of each gravity centre is as indicated. 
The location of the calculated plume gravity centre is deeper when the bounded contour line is with 
a smaller salinity value (Figure 4.7). Generally, the gravity centres of all the delineated plumes 
move around a nearly elliptical track over the long-term oscillation period. In particular, the gravity 
centres circulate to a counter-clockwise direction: taking a deeper track toward the sea and a 
shallower track landward. This shows that the plume contraction does not follow the route of the 
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plume expansion, i.e., an irreversible process. Moreover, the horizontal movement is more 
significant than the vertical movement. With a higher salinity value of bounded contour line, the 
range of the plume’s horizontal movement increases while the vertical range remains unchanged 
(Figure 4.7). In particular, the horizontal shifts of the centre of mass are approximately 0.5 m and 
0.3 m for plumes bounded by the 24 ppt contour line and 13 ppt contour line, respectively. The 
vertical movement is much weaker, over a distance of only 0.02 m in both cases. In addition, phase 
lags apparently exist among the variations of these gravity centres, as evident in the different times 
when the gravity centres reach the landward and seaward limits (Figure 4.7). The gravity centre of 
higher-salinity plume reaches the most landward location earlier.  
 
Figure 4.8 Spatial variations of the total amount of fluid flux over each tidal cycle across the 
interface (a) and the total amount of salt flux across the interface in (b). The filled areas show the 
range of flux variations over the long-term oscillation period. Positive values indicate influx and 
negative values refer to efflux. The intersection of high tide mark with the beach face is shown as 
the dash line located on the left. 
The total flux across the beach face over each tidal cycle was calculated to show the most dynamic 
area. As shown in Figure 4.8, both the spatial variations of fluid flux and salt flux show a similar 
trend. Seawater infiltration occurs landward of x = 0 m. In the area between x = 0 m and x = 7 m, 
the influx is nearly 0 and the efflux is significant, showing the location of groundwater discharge. 
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Further seaward, both the influx and efflux increase again due to the density-driven flow within the 
saltwater wedge. The maximum influx variation zone is between x = -5 m and x = 0 m, which is just 
landward of the groundwater discharging tube. The influx variation over time is caused by the 
variation of seawater infiltration. Correspondingly, the salt influx varies over the time in the same 
area. The maximum variation of salt efflux occurs in the discharging tube next to the seaward 
section of the upper saline plume. The change of the salt efflux reflects the variation of the tidally 
driven seawater influx as well as salt accumulation in the aquifer. The spatial salt flux variations are 
consistent with the changes in the gravity centre and size of the upper saline plume (Figure 4.7).  
These results highlight the strong interplay among the convective force, the gravitational force and 
the dispersive force in controlling the flow and solute transport processes in the nearshore zone. The 
onset of instability is due to the tide-induced denser water overlying the less dense water. When the 
velocity associated with the gravitational force is comparable to the background flow (e.g. fresh 
groundwater flux originated inland), the upper saline zone appeared to evolve further from a stable 
state found in many previous studies [e.g. Robinson et al., 2007a; Kuan et al., 2012]. We observed 
that unstable upper saline plumes develop in a regular fashion. The upper saline plume expands and 
contracts periodically over a period much longer than the primary tidal period, corresponding with 
the flux variation across the beach face over the same period. The oscillating period appears to 
depend on the interplay of inland force, tidal force and dispersive solute transport. 
4.4 Discussions 
Numerical simulations were conducted systematically to examine the effects of critical factors on 
the long-term oscillations. The boundary conditions and parameters listed in Table 4.1 were 
examined as mentioned in Part 4.2.2. The reason why the phenomenon of an oscillating upper saline 
plume has not been reported previously is that previous studies were not conducted under a flat 
beach slope condition. The beach slope is expected to have a significant influence on the upper 
saline plume’s stability. Hence, the influence of the beach slope on the long-term oscillation period 
was analysed first. Then the simulated cases were divided into several groups according to their 
beach slopes. For each group, four parameters including the inland head, tidal amplitude, hydraulic 
conductivity and dispersivity were adjusted individually: (1) as a constant head boundary was used, 
the landward water level was adjusted based on the simulation results; (2) the tidal amplitude was 
adjusted while the mean sea level remained constant for all the cases; (3) the hydraulic conductivity 
was varied over two orders of magnitude; (4) the dispersivity was increased from 0.1 m to 0.9 m to 
test how the dispersion resisted the unstable flow. After adjusting individual parameter, we 
conducted simulations by adjusting multiple parameters to quantify the extent of the long-term 
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oscillations. Generally speaking, a flatter beach slope and a smaller dispersivity promote the long-
term oscillations and increase the oscillation period. Larger tidal amplitude tends to increase the 
size of the upper dispersion zone as well as the oscillating period. However, the over-height can be 
induced and reverses the net flow (i.e., net groundwater discharge to the ocean becoming net flow 
of seawater to the inland boundary) if the tidal amplitude is set too high. In this way, the model 
cannot reach the quasi-steady state because of the ongoing seawater intrusion. The inland head and 
the hydraulic conductivity have combined effects on the inland flux and the background flow 
velocity. The ratio of the background velocity to the velocity associated with the gravitational scale 
directly affects the oscillating flow pattern. At last, attempts were made to find out nondimensional 
indexes with physical meanings to explain this instability phenomenon.  
4.4.1 Conditions promoting the long-term oscillation 
Beach slope (𝒔𝒃) 
The oscillating period increases significantly as the beach slope decreases as shown in Figure 4.9. 
The long-term oscillation period is defined as 𝑃. The relationship between 𝑆𝑏 and 𝑃 is relatively 
linear. Under the condition of A = 0.4 m and K = 5.3 m/h, the upper saline plume is stable for the 
1/30 beach slope case. But the oscillating period reaches up to 140 tidal cycles for the case with 
1/80 beach slope. This suggests that the oscillating process is very sensitive to the beach slope. 
When the tidal amplitude is kept constant, smaller beach slope increases the width of the intertidal 
zone, providing an increased area for seawater infiltration. Thus the potential for the system to 
become unstable is increased. In addition, the beach slope modifies the hydraulic gradient along the 
beach face. Steeper beach face leads to a larger hydraulic gradient and thus an increased lateral 
groundwater flux which stabilizes the upper saline plume. 
Under the condition of A = 0.275 m and K = 2.6 m/h, the oscillating period increases slightly for the 
associated case with the same beach slope. In particular, the case with 1/30 beach slope becomes 
oscillating. The combined effects of smaller tidal amplitude and smaller hydraulic conductivity 
increase the potential and extent of the instability, although the smaller tidal amplitude alone is 
supposed to inhibit the instability. The situation is complex because smaller hydraulic conductivity 
reduces the groundwater influx and the gravitational velocity simultaneously. Thus an index is 
required to quantify the combined effects of the beach slope, tidal amplitude and the hydraulic 
conductivity. 
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Figure 4.9 Effect of the beach slope on the oscillating period. All other parameters are constant and 
𝛼𝐿 = 0.5 m. 
Inland head (LW) 
The inland head takes effect on the oscillating period when the system is unstable. When the inland 
head is 0.9 m, all the cases as shown in Figure 4.10 are stable. With smaller inland head, the cases 
with beach slope less than 1/50 become oscillating. The higher inland head increases the 
groundwater influx when the other parameters remain unchanged. As shown by Robinson et al. 
[2007a], the tide-induced recirculation rate decreases with increasing groundwater influx across the 
landward boundary. As a result, the gravitational flow, which is responsible for the potential 
instability, is inhibited and resisted more. Besides, the rate of changes in the oscillating period is 
greater in the cases with 1/60 beach slope compared to that in the cases with 1/50 beach slope. For 
example, the comparison between the cases with 1/50 slope and 1/60 slope shows that the 
oscillating period in the former cases is 35 tidal cycles longer. However, for the cases with 1/30 
beach slope, a reduced inland head is not able to induce the long-term oscillations. The results of 
adjusting the inland head suggest that the relationship between the inland condition and the 
oscillating period is negatively correlated under certain conditions, in particular, at flat beaches. 
Moreover, the correlation becomes more significant when the beach slope is smaller. 
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Figure 4.10 Effect of the inland head on the oscillating period. All other parameters are held 
constant: 𝛼𝐿 = 0.5 m, K = 5.3 m/h and LW = 0.4 m. 
Tidal amplitude (A) 
The effect of increasing tidal amplitude is directly shown in the increased extent of the intertidal 
zone, especially, the area for seawater infiltration as well as the tide-driven recirculation rate. As a 
result, more solute infiltrates into the aquifer and thus the instability is promoted. 
 
Figure 4.11 Effect of the tidal amplitude on the oscillating period. All other parameters are held 
constant: K = 5.3 m/h and LW = 0.4 m. 
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For the cases with 1/30 beach slope and longitudinal dispersivity of 0.5 m, the long-term 
oscillations did not occur as shown in Figure 4.11. In contrast, when 𝛼𝐿 is reduced to 0.1 m, the 
oscillations occur and the associated repeatable period increases with increasing tidal amplitude. 
For the cases with 1/30 beach slope and the 𝛼𝐿 of 0.1 m, a 0.125 m increase in the tidal amplitude 
causes the oscillating period to increase from 10 cycles to 33 cycles. The influence of the tidal 
amplitude on the oscillating period becomes more significant when the beach slope is smaller. For 
the cases with 1/80 beach slope, with a 0.075 m increase in the tidal amplitude (from 0.2 m to 0.275 
m), the system’s instability develops. The influence of the tide is so significant that the oscillating 
period reaches 111 tidal cycles. In this case, it takes the system almost two months to repeat the 
long-term flow patterns. 
Hydraulic conductivity (K) 
In general, the groundwater flow tends to be more stable under the condition of increased hydraulic 
conductivity. As the value of the saturated hydraulic conductivity increases, the transient effects of 
tidal fluctuations develop further inland and the steady-state over-height decreases [Ataie-Ashtiani 
et al., 2001]. For the cases with 1/40 and 1/50 beach slopes as shown in Figure 4.12, the oscillating 
period decreases dramatically from hundreds of cycles to dozens of cycles when the hydraulic 
conductivity increases from 0.1 K to 0.5 K. In contrast, for the cases with 1/30 beach slope, tidal 
amplitude of 0.4 m and a small hydraulic conductivity (0.1 K), the system shows a very large upper 
saline plume instead of an oscillating zone (shown later in Figure 4.17(b)). As a constant head is 
specified at the landward boundary, the associated flow in order to keep the head constant is very 
small compared with the strong tide-induced circulation. The small background groundwater flow 
velocity is not able to counterbalance the flow associated with the gravitational force. Thus the salt 
infiltration driven by tide disperses further toward the aquifer bottom until the saline plume reaches 
its maximum size, which dominates the flow process in the intertidal zone. To allow the small 
amount of fresh groundwater discharge, a very narrow discharging tube forms. The system with a 
large G value behaves stably. However, for the cases with flatter beach face (e.g. 1/60 and 1/80), the 
condition with large G value is hard to simulate. The large G value actually represents the case with 
a weak groundwater inflow across the landward boundary. In the case of constant head inland 
boundary, the weak groundwater inflow can occur with small hydraulic conductivity whilst the 
steady-state tidal over-height increases. In the same time, the tidal over-height of the water table 
increases under a flatter beach slope. Thus the effect of tidal over-height causes the system to 
become unstable. 
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Figure 4.12 Effect of the hydraulic conductivity on the oscillating period. All other parameters are 
held constant: K = 5.3 m/h and LW = 0.4 m. 
Dispersivity (𝜶𝑳) 
Due to hydrodynamic dispersion, the solute spreads more in the direction of groundwater flow than 
in the direction normal to the groundwater flow, because the longitudinal dispersivity is typically 10 
times higher than the transverse dispersivity. In this study, both the longitudinal dispersivity and 
transverse dispersivity are adjusted for understanding of the corresponding effects. The value of the 
transverse dispersivity is varied over two orders of magnitude, from 0.05 m to 0.0005 m. But its 
influence was found to be insignificant on the long-term oscillations.   
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Figure 4.13 Effect of the longitudinal dispersivity on the oscillating period. All other parameters 
are kept constant: 𝛼𝐿 = 0.5 m, K = 5.3 m/h and LW = 0.4 m. 
The longitudinal dispersivity is varied from 0.1 m to 0.9 m. The simulation results suggest that a 
smaller longitudinal dispersivity tends to promote the long-term oscillations and increase the 
oscillating period. As shown in Figure 4.13 for the cases with 1/50 beach slope, long-term 
oscillations occur when 𝛼𝐿 ≤ 0.5 m. The oscillating period increases from 24 cycles to 50 cycles 
when 𝛼𝐿 decreases from 0.5 m to 0.1 m. The results of the tidally induced flow and density-driven 
flow are consistent with findings of previous research (e.g. [Robinson et al., 2007a; Kuan et al., 
2012]). Small dispersivity values result in a relatively narrow transition zone across the saltwater 
wedge interface. The narrowed transition zone in turn leads to increased density-driven flow and 
further intrusion of the saltwater wedge. The upper saline plume contracts due to less dispersive 
spread of salt with reduced dispersivity values. 
 
Figure 4.14 Simulated results for K = 5.3 m/h. The colour images show the averaged salinity 
distribution over the long-term oscillation period. The landward boundary is located on the left side 
at x = -150 m. The beach surface extends seaward to x = 150 m. 
As the resisting forces provided by dispersion and diffusion are crucial in the process of long-term 
oscillations, the effects of molecular diffusion are also tested. The initial molecular diffusion is 
1.29 × 10−9  m2/s and then varies from 1.29 × 10−10  to 1.29 × 10−7  m2/s. Simulation results 
demonstrate that molecular diffusion affects flow instability very little.  
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In summary, five model parameters were varied for a detailed study of the long-term oscillations. 
The averaged salinity distributions over long-term oscillating periods of 16 cases are plotted in 
Figure 4.14. It is evident that not only individual but also combined effects of flatter beach slope, 
lower inland head (flux), higher tidal amplitude and lower dispersivity tend to promote the 
development of the long-term oscillations. Because a small conductivity leads to the dominance of 
the gravitational force and a large conductivity results in control by the convection force in the 
intertidal zone, both a small conductivity and a large conductivity will stabilize the coastal 
groundwater system. 
4.4.2 Analysis based on nondimensional numbers 
As there is a strong link between the extent of the long-term oscillations and the key parameters 
examined, an attempt was made to use non-dimensional numbers to predict the development of the 
long-term oscillations. Three non-dimensional numbers were used to describe the hydrodynamic 
behaviour in such a system as introduced in Part 4.2.5: the gravity number, the Rayleigh number 
and the perturbation parameter. All these three numbers varied over certain ranges and displayed 
their effects on the long-term oscillations as shown in Figure 4.15. As discussed above, the 
variations of the non-dimensional numbers were made by varying the boundary conditions (beach 
slope, inland head and tidal amplitude) and the aquifer parameters (hydraulic conductivity and 
longitudinal dispersivity). The flat beach face restricted the range of the tidal amplitude to avoid the 
water table over-height. The adoption of a constant head boundary did not permit a direct 
adjustment or specification of inland freshwater influx. The parameter values used in the 
simulations and analysis are given in Table 4.1. 
When denser water overlies less dense water, the system is potentially unstable. The gravity number 
serves as an indicator of the possibility that instability may be developed at an early stage. As 
shown in Figure 4.15, the oscillating cases are bounded by a certain range of G. A small G value 
indicates a convection dominant-condition while a large G value indicates a dispersion-dominant 
condition. Under both the conditions, the system behaves stably. If the G value is located in the 
intermediate range as identified in Figure 4.15, instability may develop from the shallow layer at the 
early stage. All the simulations were classified according to the gravity number. The potentially 
oscillating regime is bounded by a lower limit (7.1) and a higher limit (43.5) of the gravity number. 
Outside of the range (smaller than the lower limit or higher than the higher limit) lies the definitely 
stable regime based on the simulations conducted in this study. 
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Figure 4.15 Ranges of gravity and Rayleigh numbers covered in the simulations. Cases are 
classified according to the value of the beach slope. Red symbols indicate the oscillating cases 
located within the ranges of G and Ra, i.e., the area bounded by the dash lines. 
Once the instability is initiated, the background flux tends to inhibit the development. Simulation 
results suggest that a critical Rayleigh number exists for the eventual formation of the long-term 
oscillations. If the Rayleigh number of a case is smaller than the critical Rayleigh number, the upper 
dispersion zone can be stabilized locally as a stable upper saline plume shown in previous studies, 
i.e., the system reaches its stable state. Otherwise, the upper dispersion zone will oscillate, 
undergoing expansion and contraction or moving in the across-shore direction over a period longer 
than the tidal period. Thus instability develops over a tidal cycle but the system finally reaches a 
state of dynamic equilibrium over the long-term oscillation period. For the oscillating cases, the 
oscillating period was found to strongly depend on the perturbation parameter (further discussions 
below). 
4.4.2.1 Stable regime 
In the stable regime, two types of stable configurations were observed: convection-dominant 
configuration and dispersion-dominant configuration. The convective configuration and dispersive 
configuration are given by the lower limit and upper limit of the gravity number, respectively. As 
shown in Figure 4.16, the range of the stable regime varied with the beach slope. For the group with 
a small beach slope, the range of stable regime is wider on both sides with the convective 
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configuration and the dispersive configuration, respectively. As the beach face becomes flatter, the 
range of convective configuration decreases. In particular, for the group with 1/30 and 1/40 beach 
slopes, the lower gravity number is around 20. When the beach slope is reduced to 1/50 and further 
to 1/80, the corresponding lower limits become 11.5 and 7, respectively. A similar situation occurs 
with the dispersive configuration. With smaller beach slope, the upper limit of the gravity number 
increases. For instance, the upper limits are 26, 30 and 43 for the group with the beach slope equal 
to 1/30, 1/40 and 1/50, respectively. Moreover, for the cases with 1/60 and 1/80 beach slopes, the 
upper limit of the gravity number cannot be found based on current simulations. With a further 
increase in the gravity number, significant water table over-height occurs and then the model cannot 
reach its quasi-steady state. 
 
Figure 4.16 Relationship between the gravity number and the oscillating periods. The range of 
gravity number for oscillating cases increases with decreasing beach slope. For the cases with beach 
slope less than 1/60, the upper limit of gravity number cannot be found based on current simulations. 
The convective configuration is largely due to high inland head and small tidal amplitude, which 
both reduce the gravity number. In these cases, the upper saline plume can be very small or even 
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disappear as shown in Figure 4.17(a) and 4.17(c). The convective flow driven by inland hydraulic 
head dominates the groundwater flow system. Consequently, the gravitational flow has only minor 
influence. In the dispersive configuration, relatively small inland flux rate and hydraulic 
conductivity increase the gravity number. In these cases, a large upper saline plume forms and tends 
to merge into the saltwater wedge. As shown in Figure 4.17(b) and 4.17(d), the gravitational force 
drives the infiltrated seawater further toward the aquifer bottom forming a wide dispersion zone. 
With the expansion of the upper saline plume, the flow rate of landward freshwater decreases. 
However, with the inland freshwater head held constant, a small amount of freshwater discharges 
through a relatively narrow tube and thus constrains the expansion of the plume to its maximum 
limit (quasi-steady state). As the convective force is too small to resist against the gravitational 
force, the system behaves stably. 
 
Figure 4.17 Phase-averaged salinity distributions of stable regime: (a) & (c) are with the gravity 
number less than the lower limit associated with convective configuration; and (b) & (d) are with 
the gravity numbers larger than the upper limit associated with dispersive convection. Colour 
images show the salinity (in ppt) distributions. 
4.4.2.2 Potentially oscillating regime 
As mentioned above, in simulations with intermediate gravity numbers, the groundwater flow 
oscillates periodically. Critical Rayleigh number that defines a threshold for the eventual 
development of the long-term oscillations exists for each group of cases with the same beach slope 
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value. The Rayleigh number for each case was calculated according to equation (4.9).  If the 
Rayleigh number of the flow is less than Rac, the instability will not develop. It is possible that the 
flow oscillates in the shallow layer at early stages. However, the oscillating amplitude in terms of 
phase-averaged flux rate is dampened over time. With the model running for a longer time, the 
oscillating amplitude of flux rate is reduced to less than 1% of the mean flux. The upper saline zone 
based on phased-averaged salinity distribution undergoes contraction and expansion initially in the 
process of its development but subsequently becomes increasingly stable. This suggests that the 
potential gravitational instability is resisted by viscous force and diffusion, which keep the flow 
system stable. For Rayleigh numbers larger than 𝑅𝑎𝑐, the upper saline zone will occur and develop 
into a pattern of long-term oscillations.  
 
Figure 4.18 Relationship between Rayleigh number and the oscillating period. The oscillating 
period is equal to 1 if the case is stable. The critical Rayleigh number exists for each group of 
simulations classified according to the beach slope. Note that it is the logarithmic value of Ra that is 
plotted on the vertical axis. 
Furthermore, we found the value of critical Rayleigh number differs in different groups. As shown 
in Figure 4.18, for the group with 1/30 beach slope, the logarithmic value of 𝑅𝑎𝑐 is between 6.13 
and 6.22. For the group with 1/40 beach slope, the ln (𝑅𝑎𝑐) value decreases to around 5.35. For the 
group with 1/50 and 1/60 beach slopes, the ln (𝑅𝑎𝑐)  values become even smaller. From the 
simulation results, it is evident that the critical Rayleigh number is reduced as the beach slope 
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decreases. Smaller beach slope flattens the phase-averaged hydraulic gradient, which in turn 
weakens the convective flow (driven by the hydraulic gradient on the boundary) in the intertidal 
zone. Relatively speaking, the flow associated with gravitational force is enhanced, causing the 
instability more prone to develop. 
The oscillating coastal groundwater system may be parameterized to assist in understanding the 
factors controlling the long-term oscillations. As discussed above, the gravity number and the 
Rayleigh number indicated if the instability develops with the long-term oscillations. The 
simulation results suggest that the oscillating period is strongly linked to boundary conditions and 
aquifer parameters. To further examine such as link, an attempt was first made to estimate the depth 
of the upper saline zone. Secondly, a non-dimensional index was developed to predict the 
oscillating period. 
It is assumed that the depth of the upper saline zone (l) depends on the non-dimensionalised 
landward head 𝐿𝑊∗ = 𝐿𝑊/𝐻 (LW is the head and H is the average aquifer depth) and the non-
dimensionalised 𝐴∗ = 𝐴/𝐻. Based on results of all the simulated cases (stable and oscillating), l is 
found to follow the relationship described by equation (4.9) where 𝑙∗  is the ratio of the upper 
dispersion zone depth to the aquifer depth (H). As the aquifer thickness limits the value of 𝑙∗, a 
piecewise function is given according to equation (4.10) and as shown in Figure 4.19. The estimated 
depth of the upper dispersion zone in m is given by 𝑙′. 
𝑓(𝑙∗) = 𝑒4.01(𝐿𝑊∗)−0.98(𝐴∗)2.28𝑃𝑒0.49, 𝑅2 = 88.02%                                                                  (4.9) 
{
            𝑙′ = 𝑓(𝑙∗) × 𝐻, if  𝑓(𝑙∗) ≤ 𝐻
 
𝑙′ = 𝐻, if  𝑓(𝑙∗) > 𝐻
                                                                                            (4.10) 
The regression results shown in Figure 4.19 are with 𝑅2  = 88.02%, which indicates a strong 
correlation between the depth of the upper saline zone and the model parameters involved in the 
regression equations. Compared with SUTRA-simulated results (Figure 4.19), the fitted relationship 
achieves a good prediction. Therefore the fitted depth of the upper dispersion zone can be used in 
equation (4.6) in the place of l. We then observed an empirical relationship based on all the 
oscillating cases (47 in total) as described in equation (4.11). 
𝑃𝑜𝑠𝑐𝑖𝑙𝑙𝑎𝑡𝑖𝑜𝑛 = 𝑒
2.28𝑠𝑏
−0.29𝑅𝑎0.10𝑃𝑒1.66, 𝑅2 = 87.02%                                                                 (4.11) 
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Figure 4.19 Simulated depths of the upper saline/dispersion zone compared with the estimated 
depth according to equations (4.9) and (4.10). 
Both the simulated and fitted depths of the upper dispersion zone were applied in equation (4.11). 
The results are shown in Figure 4.20. The good fitting relationship provides further understanding 
of the long-term oscillations. The perturbation parameter is the most important determinant in the 
relationship with the oscillating period. If the aquifer is stressed by the periodic tidal force, the 
perturbation parameter (equation (4.7)) contains the strength of tidal forcing on the sloping beach 
face and also expresses the dampening of the tidal amplitude in the aquifer. The density-dependent 
flow induced by the tidal force is resisted by the convective flow. The two comparable forces 
achieve a dynamic equilibrium in the form of long-term oscillations. The beach slope has a negative 
correlation with the oscillating period. The role of the beach slope is also very significant. Firstly, 
the range of a potentially oscillating regime given by the gravity number varies with the beach slope. 
Secondly, the critical Rayleigh number tends to decrease with the beach slope. The Rayleigh 
number plays a less important role in affecting the oscillating period, as indicated by the relatively 
small exponent.  
94 
 
 
Figure 4.20 Simulated oscillating period (vertical axis) compared with the fitted period (horizontal 
axis, 𝑓(𝑃) according to equation (4.11). Dots show the results using the simulated depth of the 
upper dispersion zone. Crosses show the results using the fitted depth of the upper saline zone 
according to equations (4.9) and (4.10). 
4.5 Conclusions 
This study shows a newly discovered behaviour of coastal groundwater flow in the form of long-
term oscillations in the intertidal zone under realistic conditions. The tidally driven seawater 
infiltration leads to denser water overlying less dense water, which is the primary cause of this form 
of instability. When the long-term oscillations occur, the flow pattern is distinctly different from 
that associated with a stable upper saline plume. One or multiple plumes can be generated and move 
periodically in a regular way. The flux across the aquifer-ocean interface varies corresponding to 
the flow pattern. The long-term oscillations display a more transient and dynamic intertidal zone. 
To explore the onset conditions for the long-term oscillations, various factors including the beach 
slope, inland head, tidal amplitude, hydraulic conductivity and dispersivity were examined 
individually and in combinations. Simulation results show the long-term oscillations are promoted 
when the velocity associated with the gravitational flow is comparable to the background flow 
velocity. Stable regimes are observed when the G value is large (convection-dominant) or small 
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(dispersion-dominant). In the potentially oscillating regime, the critical Rayleigh number is found to 
determine if the long-term oscillations develop to a periodic condition over a period longer than the 
primary tidal period. For the long-term oscillating cases, the perturbation parameter is found to the 
most important determinant for the oscillating period. 
While the present study has generated insight into the long-term oscillations of pore water flow and 
solute transport in coastal aquifers, further investigations are needed for sensitivity analysis. As a 10 
m deep aquifer was applied to all the simulations, the influence of the aquifer depth has not been 
examined. It is expected the density contrast should take effects on the instability because the 
gravitational force causes the onset of the instability. More simulations and lab experiments should 
be conducted to quantify the effects of these factors. There is clearly a need to explain and quantify 
the time scale for the oscillating period. Moreover, the conceptual model depicted in this study is 
based on the oscillations in a regular way. A more complete conceptual model should include stable 
regime, regularly oscillating regime and irregularly oscillating regime. The regularly oscillating 
instability studied here could develop further to become irregular when conditions promoting 
unstable flow are intensified. 
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Chapter 5 Effects of alongshore morphological on nearshore 
groundwater flow and solute transport in 3D numerical simulations 
 
5.1 Introduction 
Submarine groundwater discharge (SGD) from nearshore aquifers is linked to complex pore water 
flow in the intertidal zone driven by tides, waves and inland hydraulic head gradients [Robinson et 
al., 2007c; Xin et al., 2010; Abarca et al., 2013]. Most previous studies related to the behaviour of 
nearshore pore water flow and salt transport focused on phenomena and processes in the cross-shore 
direction. For example, groundwater discharge has been shown to take place through a “tube” 
confined by a lower saltwater wedge and an upper saline plume on a 2D cross-shore vertical section 
[Robinson et al., 2006; Robinson et al., 2007c; Kuan et al., 2012; Abarca et al., 2013]. Furthermore, 
Chapter 3 demonstrated the combined effects of cross-shore beach morphology and tides on the 
groundwater discharge location and the local seawater recirculation under multiple beach slopes. 
All these studies have, however, neglected alongshore morphological variations, including adjacent 
surface water features (e.g. a tidal creek), which may also play an important role in determining the 
pore water flow in the nearshore zone. 
From the perspective of a top view of the aquifer, analytical studies have been conducted to 
examine the alongshore morphological variability in relation to tide-induced coastal groundwater 
table fluctuations in coastal aquifers [Sun, 1997; Li et al., 2000a; Li et al., 2002; Jeng et al., 2003; 
Chen and Zhou, 2009]. These studies based on 2D depth-averaged flow models are limited in 
revealing the groundwater dynamics and density effects beyond water table fluctuations. As most 
studies have investigated the effect of oceanic force and the effect of changes in coastline separately, 
they are not directly applicable to the current study site.  
The effects of tidal creek have been examined in various environments, e.g. coastal lagoons 
[Peterson et al., 2010], salt marshes [Goni and Gardner, 2003; Gardner, 2005; Wilson and Gardner, 
2006] and hyporheic and riparian zones [Acworth and Dasey, 2003; Lenkopane et al., 2009]. Their 
results suggested that the tidal creek may significantly affect the flow dynamics, groundwater 
salinity and concentrations of metal and nutrients in the aquifer. Xin et al. [2011] demonstrated the 
three-dimensionality of groundwater flow in an idealized tidally influenced creek-marsh system 
linked strongly to the marsh topography at various scales. The creek embedded in the marsh was 
shown to play a crucial role in determining the overall pore water flow pattern. Similarly, adjacent 
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creek and beach morphology with variations in different directions is likely to affect pore water 
flow and salt transport in the nearshore aquifer. Therefore, the field survey and 3D numerical 
models are needed for better characterization the groundwater flow in coastal aquifers. 
The definition of SGD may cause confusion if the process of groundwater discharging to the tidal 
creek is taken account as part of SGD. As the widely accepted definition of SGD is “any and all 
flow of water on continental margins from the seabed to the coastal ocean, regardless of fluid 
composition or driving force” [Burnett et al., 2003], it restricts the water body that groundwater 
discharges to [King et al., 2009; King, 2012]. In our case, the small scale creek (approximately 70 m 
long and 3 m wide) starts on the beach. It is originated from fresh groundwater and affected by the 
tidal and wave forces. Although a proportion of groundwater discharges to the creek and may be 
involved in complex nearshore water circulation afterwards, this proportion of groundwater will 
eventually discharge to the coastal water. In this regard, the groundwater flux forced by creek water 
body is included in SGD in our case. The composition of SGD includes the land-derived fresh 
groundwater and recirculated seawater, which is consistent with previous studies [Robinson et al., 
2007c; Santos et al., 2009; Xin et al., 2010]. 
In this study, numerical simulations using a 3D model based on the conditions of a field site were 
conducted to investigate nearshore pore water flow and salt transport processes under the influence 
of both cross-shore and alongshore morphological variations. Of a particular interest is how these 
variations affect the mixing among the groundwater, seawater and creek water. Although 2D 
simulations shed light on the cross-shore groundwater dynamics, 3D simulations are required to 
better understand the hydrological complexity of interactions among the bi-directional beach 
morphology, tidally influenced surface water and groundwater. In analysing the simulation results, 
we focussed on salt distributions in the aquifer compared with measurements, rates of pore water 
inflow and outflow across the aquifer-ocean interface, and flow patterns as revealed by particle 
tracking. Comparisons of the 3D simulation results with the predictions of a 2D model were made 
to identify the limitations of 2D models in simulating flow and solute transport in nearshore 
aquifers in areas where complex beach morphology exists.  
5.2 Field investigations 
Field investigations were conducted at a carbonate sandy beach of Muri lagoon on the east coast of 
Rarotonga, Cook Islands (21°15'S and 159°44'W). The field methods and data collection have been 
described in detail in Chapter 2. For the 3D model setup, the coordinate system used in field 
measurement was rotated and transferred to a new coordinate system. The equipment installations 
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over two field trips are shown in Figure 5.1(a) and 5.1(b). Here we highlight the morphological 
features of the field site. The studied area was bounded by a creek. Near the creek, alongshore 
variations of the beach morphology were profound and became less significant with the distance 
away from the creek. At a distance of 60 m from the creek (y = 10 m, Figure 5.1(a)), the beach 
profile varied mainly in the cross-shore direction, i.e., the shoreline parallel to the y-axis. The 
collected data of water heads and salinity were used for calibrating and validating the numerical 
models.  
 
 
99 
 
 
 
Figure 5.1 (a) Top view of the field site and the 3D model: (1) white area is dry and exposed to the 
atmosphere all the time; (2) blue area is the creek face; and (3) yellow area is the intertidal zone. 
Grey lines indicate the elevation contours; blue dot dash lines represent the maximum high tide 
mark (Max HTM) and minimum low tide mark (Min LTM). (b) Area with field equipment 
deployment and measurement locations identified. (c) The bed elevation and surface submergence 
time over a spring-neap cycle along the creek boundary and the transect at y = 10 m. The 
submerged area was 45 m further landward along the creek boundary than along the transect. (d) 
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Diagram of the modelled 3D system. The domain has a dimension of 180 m in cross-shore direction 
and 43 ~ 63 m in alongshore direction (varied with the curved creek channel). The aquifer base is 
10 m below the mean sea level. 
The beach profiles are compared along two transects near the creek and on the opposite side (at y = 
10 m) respectively to highlight the alongshore morphological changes (Figure 5.1(c)). The elevation 
contours in Figure 5.1(a) showed that the beach surface was inclined toward the creek with a large 
slope. As shown in Figure 5.1(c), the surface elevation was around 0.7 m lower along the creek than 
on the opposite side. The change of surface elevation would force an incline of the groundwater 
table toward the creek if the creek bed was lower than the expected groundwater table. Toward the 
lagoon, the intertidal zone was enlarged in the creek area because of the lower surface elevation. 
The mild creek slope caused a landward expansion of the intertidal zone. The high tide mark 
reached as far as x = 50 m on the creek side but only x = 95 m on the opposite side. In the lower 
intertidal zone, the creek surface was higher than the beach surface on the opposite side, probably 
due to sediment accumulation at the intersection between the creek and the lagoon. As a result, the 
beach morphology of the intertidal zone varied considerably in both the cross-shore and alongshore 
directions. 
5.3 Numerical models 
Simulations of three-dimensional (3D) variably saturated, variable density groundwater flow and 
solute transport were performed with the finite element code SUTRA [Voss and Provost, 2008]. 
The governing equations of fluid mass balance and solute transport can be referred to equation (3.1) 
to (3.4). 
5.3.1 Model domain 
Field investigations provided geomorphological and hydrogeological data for setting up the 3D 
model for the study site, in particular, the beach surface and the creek. As shown in Figure 5.1(d), 
the model domain was 180 m long in the cross-shore direction (x). In the alongshore direction, the 
width of the domain varied following the creek channel. The width of the domain was set to 33 m at 
the inland side and increased towards the shore (to 63 m maximum at x = 80 m). As the creek 
intersected with the lagoon, the creek channel disappeared beyond x = 110 m. According to the 
elevation contours, the nearby beach surface was inclined toward the creek and the sea, with 
reduced slopes and following the creek curvature. Away from the creek, the beach profile became 
invariant in the alongshore direction, especially from y = -10 m to y = 10 m. Overall, the beach 
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surface was steeper in the upper intertidal zone than in the lower intertidal zone. Near the creek, the 
intertidal zone expanded due to smaller beach slopes. 
The surface elevation of the model domain in the inland area was also set according to the survey 
data from fewer locations. Between x = -50 m to x = 0 m, the land surface was inclined uniformly 
towards the shore. Small topographic variations in the alongshore direction would affect little the 
groundwater flow. Fed by groundwater drained from the landward area, the creek channel emerged 
around x = 30 m and extended to x =110 m where it intersected with the lagoon. The creek cross-
section was outlined based on measurements of the two side banks and bed. The survey results 
showed that the creek bed elevation was approximately 8 cm lower than the bank elevation. 
Measurements showed that the creek water level reached the top of the bank and thus the pressure 
on the creek bank was set to equal the atmospheric pressure, as part of the boundary condition along 
the creek.  
It should be pointed out that uncertainties existed in the model with respect to temporal variations of 
beach profiles due to sediment transport, interpolated beach profiles for areas with no survey data, 
aquifer depth and sediment heterogeneity. These uncertainties could cause mismatches between the 
model predictions and field data. 
5.3.2 Boundary conditions 
The base of the aquifer was assumed to be a no flow boundary. The inland boundary, reasonably far 
from the shoreline, was prescribed with a constant freshwater head and a background salt 
concentration of 1 ppt according to field measurements. The seaward boundary condition for the 
intertidal zone varied with the tide. To generate synthetic tidal signals for the model, measured tidal 
oscillations from both the 2011 field trip (over 5 days of the spring-neap cycle) and the 2012 trip 
(over 11 days of the spring-neap cycle) were combined for a harmonic analysis based on equation 
(2.2). The measured tide data can be reasonably well represented by the synthetic tidal signal 
(Figure 5.2(a)).  
Submerged nodes on the beach surface were treated as part of a boundary with prescribed heads 
according to the tidally fluctuating water level in the lagoon. As the tide receded, nodes in the 
intertidal zone became exposed and potentially part of the seepage face that might form on the 
beach surface. For each exposed node, local pressure was set to the atmospheric pressure if the node 
was saturated at the previous time step (i.e., part of the seepage face). If the node was unsaturated at 
the previous time step, it was treated as a no flow boundary. 
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Measurements showed that the creek water level remained relatively stable in the landward area and 
fluctuated with the sea level in the intertidal zone. The creek boundary condition was determined 
accordingly, with the creek bank pressure set to the atmospheric pressure in areas landward of the 
instantaneous shoreline and in submerged areas prescribed by the hydrostatic pressure according to 
the local water depth given by the lagoon water level. On the other side at y = 10 m (Figure 5.1(d)), 
a no flux boundary was applied under the assumption of negligible local alongshore variability.  
 
 
Figure 5.2 (a) Measured and synthesized tidal signals at the study site. (b) Measured water salinity 
variations at the upstream end (x = 30 m) and the downstream end (x = 110 m) of the creek. 
On the creek boundary, the solute (salt) concentration of water entering the aquifer was set 
according to local creek water salinity estimated from measurements. The creek water salinities at 
both the landward (x = 30 m) and seaward (x = 110 m) ends were measured through shallow wells 
installed in the bed continuously during the 2012 field trip (Figure 5.2(b)). Due to lack of 
measurements during the 2011 field trip, the creek water salinity measured over the late spring tides 
(between days 6 to 7, Figure 5.2(b)) during the 2012 field trip was used repeatedly to represent the 
creek condition over the 2011 field campaign period (from days 0 to 5 in the simulated spring-neap 
cycle). Salt concentrations along the creek boundary were interpolated between measurements at 
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the landward and seaward ends. On the beach surface, the salt concentration of water entering the 
aquifer was set to that of the lagoon water. On seepage faces, zero concentration gradient was set as 
the boundary condition and zero flux was applied on no flow boundaries. 
5.3.3 Porous medium properties 
The simulated aquifer was assumed to be hydraulically isotropic and homogeneous with porosity 
equal to 0.65, longitudinal dispersivity equal to 0.5 m and transverse dispersivity equal to 0.05 m. 
While the hydraulic conductivity was measured in the field with an average value of 17.28 m/d 
[Befus et al., 2013], model calibration suggested that a much larger conductivity value (132.3 m/d) 
was required in order for the model to better capture the overall behaviour of the system. The water 
retention parameters 𝑎 and 𝑛 in the saturation-capillary pressure equation were set to 2.68 and 14.5 
m
-1
, respectively, based on the sediment type and model calibration.  
5.3.4 Numerical simulations 
The stability of the numerical solution depends on the value of a mesh Péclet number. In a typical 
case of solute transport with longitudinal dispersion dominating the mixing, the mesh Péclet 
number is given by ∆𝑙 𝛼𝐿⁄  with ∆𝑙 being the mesh size. Stability is usually ensured within SUTRA 
when ∆𝑙 𝛼𝐿⁄ ≤ 4, which gives a criterion for choosing the maximum mesh size ∆𝑙 along the local 
flow direction [Voss and Provost, 2008]. For the simulations presented here, 𝛼𝐿 was to 0.5 m and 
hence the grid size should be less than 2 m as a rule for spatial discretization. As a result, the beach 
face was represented by 13860 nodes (13570 elements) in x-y plane. In the vertical direction, the 
simulation domain was divided into 32 layers. The mesh was refined with smaller grid sizes in the 
intertidal zone and the creek region with ∆𝑙 around 0.5 m in the x (cross-shore) direction and 0.2 m 
in the y (alongshore) direction compared with 1 m for grids in areas away from the intertidal zone. 
A time step of 600 s was used. Tests on simulation results’ independence of the grid size and time-
step demonstrated the convergence and stability of the numerical solutions. 
The initial condition was adjusted to obtain a good match between model predictions and observed 
water heads at the beginning phase of the field investigations. Firstly, a simulation with no tidal 
forcing was conducted. A steady state was reached when the saltwater wedge became stagnant. 
Then the spring-neap tides were introduced to the model. The simulated heads were compared with 
the initial heads measured in the inland and intertidal areas. Under the tidal influence, a saline 
plume originated from the creek started to develop in addition to the cross-shore saltwater wedge 
and upper saline plume. The dispersion zones of these saline plumes continued to widen until a 
quasi-steady state was reached. At the quasi-steady state, the cross-shore saltwater wedge and the 
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creek-originated saline plume moved little while the upper saline plume slightly contracted and 
expanded over each tidal cycle. Once a good match of simulated and observed water heads was 
achieved at the observation wells for the initial period, the results of predicted heads and salt 
concentrations at the ending time step was used as the initial condition for the simulation over the 
rest of the monitoring period. Two simulations were conducted with inland water heads measured 
during the 2011 and 2012 field trips, respectively. During the latter trip, the measured inland water 
head was 0.8 m higher. The change of the inland head led to a significant difference in the average 
hydraulic gradient over the cross-shore distance between the two scenarios. 
5.4 Results and discussions 
The simulation results are presented in comparison with the data, particularly at the locations of 
pressure transducers and multi-level samplers installed at the site during the field campaigns (Figure 
5.1(b)). To examine the influences of the creek and alongshore beach profile variations on 
groundwater flow and solute transport in the nearshore aquifer, analyses were carried out to focus 
on pore water flow over different time scales, development of saline plumes, saline and freshwater 
fluxes and flow patterns revealed by particle tracking. 
5.4.1 Comparison between data and simulation results 
5.4.1.1 Comparison of hydraulic heads  
Pressure transducers recorded head data continuously for approximately 100 hours and 240 hours 
during the two field trips, respectively. For monitoring transect Bpt1 there was an overall agreement 
between the simulation results and field data as shown in Figure 5.3(a)-5.3(d). Simulations 
reproduced the head variations in terms of fluctuating amplitude and phase lag. However, simulated 
heads in PB, PE and PG were 10cm higher than the data since elapsed 140 hours over high tides. 
That was due to the difference between real tide data and the synthetic signal. At PB, simulation 
produced a higher mean water table than the data. As water heads at two piezometers (both seaward 
and landward side of PB) achieved a good match, PB could be affected by local heterogeneity.  
Additional piezometers were installed during the 2012 field campaign aiming for quantifying the 
combined effects of alongshore beach profile variations and the creek. The model appeared to over-
predict the mean water level (head) at R1 (Figure 5.3(e)), and under-predict the water level 
fluctuations at R6 (Figure 5.3(h)) and R13 (Figure 5.3(n)). In the inland area, the simulated heads in 
R1 were around 20 cm higher than measured data. The water table declined more dramatically in 
the field from the landward boundary to the upper limit of the intertidal zone. There is a road that 
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goes through the area and it is possible that the road construction caused an unexpected decline in 
the local groundwater table. Both R6 and R7 were installed in the intertidal zone and expected to 
show similar water levels when submerged during high tides. However, the water heads at R6 were 
approximately 10 cm higher. A similar phenomenon also occurred at piezometer R13. Measured 
water heads at R13 were higher than readings from neighbouring piezometers on both the seaward 
and landward sides. A possible explanation for this variability could be influences of the creek and 
local complex beach morphology, causing converging flows and raising local water levels over high 
tides. Notwithstanding these uncertainties, the general trend and time lag of measured water level 
fluctuations were well captured by the numerical model, especially in the intertidal zone. 
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Figure 5.3 Simulated (2D and 3D) and measured heads along the Bpt1 transect (P0, PB, PE and PG) 
and Bpt2 transect (R1, R3 and R5-R10), and around the creek area (R12, R13, R18 and R19). 
R18 and R19 were installed at the upstream and downstream (the mouth) for measuring creek water 
levels, respectively. The water level at the upstream of the creek remained relatively stable with 
38.5 cm higher than the creek bottom except for five noticeable head jumps over the monitoring 
period (elapsed 134 hours, 159 hours, 259.5 hours, 284 hours and 351 hours) (Figure 5.3(o)). The 
head increases in the first four times were clearly due to the surface wave conditions because they 
were consistent with the surface water rapid fluctuations. In addition, groundwater level fluctuations 
at other locations also responded to those waves. The last head increase was induced by a 
significant precipitation event. The recorded water levels at R18 as well as at landward locations 
(R1, R3 and R5) were largely and rapidly lifted over this precipitation event. The water level at the 
mouth of the creek fluctuated with tidal level over rising tides but decreased slowly over low tides 
(Figure 5.3(p)). At low tides, the water level at the creek mouth remained relatively stable with 
approximately 17 cm higher than the bottom elevation. In the comparison of the water depths at 
those two ends, the creek water depth decreased toward the lagoon indicating a seaward flow on the 
surface along the creek. The response of creek water level to tidal signal decreased with the 
increasing distance toward the land. 
For comparison, simulations based on a calibrated 2D model were also conducted. The results show 
that the 3D model performed better than the 2D model in predicting the water level fluctuations 
(Figure 5.3). For example, the 3D model simulated groundwater levels in R3 (Figure 5.3(f)) and R5 
(Figure 5.3(g)) with larger amplitudes of fluctuations, which matched better with the data. In the 2D 
model, R3 was 28 m landward of the mean shoreline while the shortest distance from R3 to the 
mean shoreline in the 3D model was only approximately 20 m. The shorter distance reduced the 
attenuation of tidal signals, thus resulting in predictions of water level fluctuations of larger 
amplitudes by the 3D model. The 2D model neglected alongshore variations of beach morphology, 
which modifies the propagation distance of the tidal signal and the extent of the intertidal zone. Li et 
al. [2002] derived analytical solutions to demonstrate that the alongshore variations of coastline can 
affect the water table behaviour significantly. Consistent with previous analytical solutions, the 
numerical simulation results show that neglect of the alongshore variations along the shoreline can 
lead to large errors in predicting coastal groundwater table dynamics. 
5.4.1.2 Comparison of salinity 
Both the 2D and 3D simulation results revealed a salinity distribution characterized by an upper 
saline plume, a lower saltwater wedge and a groundwater discharging zone, which was consistent 
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with the filed observation along the Bpt1 transect. In particular, the upper saline plume was 
reproduced landward of x = 2 m by both models and the saltwater wedge was predicted seaward of 
x = 6 m (Figure 5.4). In addition, the field data showed a contraction of the upper saline plume from 
21
st
 Feb 2011 to 22
nd
 Feb 2011. Both models replicated this trend with predictions of a reduced, less 
salty upper dispersion zone.  
 
 
Figure 5.4 Simulated and measured salinity distribution along the Bpt1 transect: in (a) and (b), 
Black contour lines are field data. The colour image in (a1) and (b1) is the 2D modelling result and 
in (a2) and (b2) is the 3D modelling result. Along the Bpt2 transect, colour images in (c) and (d) are 
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field data. The contour lines in (c1) and (d1) is the 2D modelling result and in (c2) and (d2) is the 
3D modelling result. Crosses refer to the corresponding tidal stages. Black solid lines indicate sand 
levels. Horizontal dash lines show the corresponding tide marks. Dash lines with crosses indicate 
the sampling locations. 
However, pore water within the discharging zone was with higher concentrations in the 3D model 
(Figure 5.4(a2) and 5.4(b2)) than those in the 2D model (Figure 5.4(a1) and 5.4(b1)). The lowest 
pore water salinity in this zone according to the field data was approximately 16 ppt at x = 4 m and 
z = -0.6 m. At this location, the 3D model predicted pore water salinities around 18 ppt compared 
with 14 ppt given by the 2D model. Moreover, the saltwater wedge intruded further landward in the 
3D model than in the 2D model. Based on the 22 ppt isoconcentration line, the saltwater wedge toe 
reached x = 8 m in the 2D model but moved further landward to x = 4 m in the 3D model whereas 
the data showed its location around x = 6 m during the monitoring period. Overall, the 3D model 
simulated a discharging zone of higher salinities and a saltwater wedge intruded further landward 
along the Bpt1 transect. These predictions are likely to be linked to alongshore solute transport from 
the creek boundary as discussed in the next section. 
The salinity distribution along the Bpt2 transect was with the presence of a local saline plume 
landward of the intertidal zone and less dense water overlying denser water at MLS1 and MLS2. 
We compared the simulation results by the 2D and 3D models with the field data along this transect 
(Figure 5.4(c) and 5.4(d)). The 2D simulation results showed a stable saltwater wedge with its toe 
located at x = 110 m (Figure 5.4(c1) and 5.4(d1)). Compared with the field data, the 2D model over-
predicted the landward intrusion of the saltwater wedge by approximately 10 m. The upper saline 
plume associated with the tide-induced circulation appeared to be insignificant in the 2D model. 
The 3D model simulated a more dynamic salt distribution along Bpt2 (Figure 5.4(c2) and 5.4(d2)). 
The simulated saltwater wedge intruded further landward by 30 m. Over the spring-neap tidal cycle, 
while the wedge toe location remained stable, a saline plume developed dynamically within the 
saltwater wedge between x = 100 m and x = 110 m, which was clearly linked to alongshore salt 
transport from the creek boundary. The mismatch between the 3D model predictions and data can 
be attributed to the following factors: simplifications of the 3D domain, applied creek boundary 
conditions, and assumed aquifer depth and other properties (with heterogeneity neglected).  
Several slices were selected to show the salinity distributions in three dimensions (Figure 5.5). 
Generally speaking, the saltwater wedge became wider toward the creek. A saltwater intrusion zone 
developed in the alongshore direction from the creek boundary with pore water salinity gradually 
decreasing with depth and with distance away from the creek. The pore water salinity was about 15 
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ppt at x = 60 m at the creek compared to very fresh pore water on the other side (y = -10 m). As 
shown in the slice plot at x = 84 m (Figure 5.5(a)), the width of the creek-originated alongshore 
saline plume was approximately 20 m. Although the simulated alongshore saline plume did not 
develop as far as MLS1, the 3D model predicted less dense water above and below denser water 
near MLS1, where a similar vertical salt distribution was observed and could never be simulated by 
a 2D model. Moreover, the 3D modelled saline plume (on the horizontal slice with depth of z = -6 
m) expended approximately 3 in the alongshore direction which was estimated by 28 ppt 
isoconcentration line (Figure 5.5(b)). The development of this local saline plume had a similar trend 
of expansion with the measured plume around MLS2 from elapsed 131 hours to elapsed 183 hours. 
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Figure 5.5 Simulated salinity distribution by the 3D model on various planes at (a) elapsed time 
131 hours and (b) elapsed time 183 hours: three horizontal planes (z = -2 m, z = -6 m and z = -11 m) 
and four vertical alongshore planes (x = 40.5 m, x = 84 m, x = 99 m and x = 106 m). The elapsed 
time starts at 0:00:00 13
th
 Mar 2012. 
Although it is difficult to reproduce the saline plumes as observed, the 3D simulation results 
revealed more complex salt distributions at the study site. The presence of the creek had impacts on 
both the beach morphology and hydraulic conditions which in turn affected the nearshore pore 
water flow and solute transport. The creek acted a passage for rapid and further landward 
transmission of tidal signals with oscillations of hydraulic heads and salinity. These oscillations 
were transmitted subsequently in the aquifer, producing the alongshore saline plume. This creek-
originated alongshore plume interacted with the cross-shore saltwater wedge and created a wide 
saline zone in areas near the creek where the groundwater flow became more complex and dynamic. 
The flow and associated solute transport dynamics are examined in detail below based on the 3D 
simulation results. 
5.4.2 Pore water flow dynamics 
Five slices of the model domain were selected for a close examination of the flow characteristics at 
four tidal stages (high tide, falling tide, low tide and rising tide), including one horizontal plane and 
four vertical planes. The horizontal plane located 0.5 m beneath the low tidal level represented the 
shallow sediment layer (Figure 5.6). Two vertical planes were in the alongshore direction (y-z 
planes), one at the location of the greatest curvature of the creek channel, x = 60 m (Figure 5.7(a)), 
and the other one across the groundwater discharging location, x = 100 m (Figure 5.7(b)). The other 
two vertical planes were in the cross-shore direction (x-z planes), one across the creek boundary (y 
= -48 m; Figure 5.8(a)), and the other one between the two field transects (y = -30 m; Figure 5.8(b)). 
In addition, several observation points were selected for further analysis of the 3D flow (Figure 5.9). 
Note that vx, vy and vz refer to the groundwater flow velocity in the x, y and z direction, respectively. 
The simulated pore water flow shown on the shallow horizontal plane varied considerably with the 
tidal stages (Figure 5.6). In the area landward of x = 60 m, significant flow toward the creek 
occurred, indicating groundwater drainage to the creek dominated by alongshore hydraulic head 
gradients. This was also evident from the local flow velocities at the landward end of the creek 
(observation point x = 40 m, y = -34 m and z = -2 m). At this location, a large upward (discharge) 
flow occurred persistently with little variations over the tide while both vx and vy were close to 0 
(Figure 5.9(b)). vz increased only slightly with the falling tidal level. The landward section of the 
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creek served as a drainage outlet for the fresh groundwater. With increasing distance away from the 
creek, the alongshore flow weakened (vy increased).  
 
Figure 5.6 Horizontal flow and salinity distribution along the horizontal (x-y) plane at z = -2 m at 
the low tide (a, elapsed time 78 hours), rising tide (b, elapsed time 81 hours), high tide (c, elapsed 
time 84 hours) and falling tide (d, elapsed time 87 hours) over a spring tidal cycle. Dash lines 
indicate the instantaneous sea levels. Colour images show salinity distributions. Vectors show the 
horizontal flow. Crosses indicate the observation points where the flow velocity is examined as 
shown in Figure 5.9. 
The tidal effects on the flow became more significant toward the lagoon. During the high tide, the 
seaward section of the creek was submerged by lagoon (sea) water (Figure 5.6(c)). The horizontal 
flow velocities (vx and vy) weakened as the tide-induced seawater infiltration dominated. Over the 
falling tide, groundwater started to discharge to the lagoon (Figure 5.6(d)). The horizontal flow 
direction tended to be perpendicular to the shoreline, even over the curved section. Due to the 
drainage, the very shallow layer on the seaward boundary gradually became unsaturated where the 
pressure value was less than the atmospheric pressure. However, the pressure at the exposed creek 
nodes remained atmospheric because of the flowing water from the landward drainage. This 
pressure difference drove an alongshore flow. Between x = 60 m and x = 100 m along the creek, the 
alongshore flow direction was typically outward from the creek, opposite to the landward flow 
direction (Figure 5.6). This alongshore flow weakened with increasing distance from the creek. 
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On the vertical plane at x = 60 m, strong downward flows occurred beneath the creek at the four 
tidal stages, indicating a constant water inflow to the aquifer (Figure 5.7(a)). Due to the curvature of 
the creek channel, the beach surface widened locally and so did the groundwater discharging zone. 
As the overall flow direction was toward the lagoon and the land-originated fresh groundwater 
discharged to the landward section of the creek (x ≤ 60 m), water balance required inflow from the 
seaward section of the creek, driven by the tide as simulated. Upward vertical flow occurred during 
high tide at y = -20 m (Figure 5.7(a3)). This upward flow was accompanied by seaward horizontal 
flow as shown in Figure 5.6(c). The hydraulic head at the landward boundary generated hydraulic 
gradients that drove the groundwater flow toward the lagoon. In the same time, the lagoon water 
level rose with the tide and reversed the hydraulic gradients to force water flow in the landward 
direction. The landward gradient-driven flow and tidally induced flow intersected at the upper limit 
of tide water level (x = 60 m), generating a significant local upward flow (Figure 5.7(a3)). The 
velocities at the observation location in Figure 5.9(c) showed that the dominated flow was in the 
cross-shore direction. 
 
Figure 5.7 Flow fields and salinity distributions along two vertical (y-z) alongshore planes at x = 60 
m and x = 100 m, respectively: (a1) and (b1) at low tide (elapsed time 78 hours); (a2) and (b2) at 
rising tide (elapsed time 81 hours); (a3) and (b3) at high tide (elapsed time 84 hours); and (a4) and 
(b4) at falling tide (elapsed time 87 hours) over a spring tidal cycle. Colour contours show salinity 
distributions. Vectors show the flow fields. The crosses indicate the observation points. Dash lines 
indicate the tidal levels. 
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On the vertical plane at x = 100 m located in the intertidal zone, the flow field varied significantly 
with the tide (Figure 5.7(b)). During the high tide, strong seawater infiltration occurred across the 
creek boundary (y = -50 m). With the falling tide, the vertical flow direction reversed to point 
upward briefly, indicating groundwater discharge to the creek. At the low tide, the tidal lagoon 
water level was lower than the elevation of the creek bed covered by shallow water, which drove a 
downward flow. Overall, the dominant flow beneath the creek was downward due to tide-induced 
infiltration at the high tide and creek water driven recharge at the low tide. The upward flow was 
relatively weak and only occurred for water drainage as the falling tide passed the local creek 
surface. Between y = -20 m and y = 10 m (away from the creek), the high tide drove a downward 
flow but with the tide receding, upward flow took place. The flow in the deep part of the aquifer 
below z = -6 m was likely to be affected largely by density gradients, and thus exhibited complex 
patterns due to interactions of flows driven by the creek, tide  and density gradients, especially at 
the high tide. The influences of the additional head gradient provided by the creek were significant 
beneath the creek. However, away from the creek, the tidal force gradually became dominant. Since 
the water infiltrating the creek bed was with higher concentrations, the density effects were more 
profound and caused greater modifications to the flow in the near-creek area. 
 
Figure 5.8 Flow fields and salinity distributions along two vertical cross-shore (x-z) planes at y = -
48 m and y = -30 m, respectively: (a1) and (b1) at low tide (elapsed time 78 hours); (a2) and (b2) at 
rising tide (elapsed time 81 hours); (a3) and (b3) at high tide (elapsed time 84 hours); and (a4) and 
(b4) at falling tide (elapsed time 87 hours) over a spring tidal cycle. Colour contours show salinity 
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distributions. Vectors show the flow fields. The crosses indicate observation points. Dash lines 
indicate the tidal levels. 
 
Figure 5.9 (a) Tidal water level fluctuations over a spring tidal cycle. Pore water flow velocities at 
three observation points: (b) x = 40 m, y = -34 m and z = -2 m; (c) x = 60 m, y = -30 m and z = -2 m; 
and (d) x = 100 m, y = -48 m and z = -2 m. These three observation locations are indicated as 
crosses in Figures 6-8. The dashed cross lines are for vx, dashed triangle line for vy and dashed dot 
line for vz. 
The cross-shore flow fields on the vertical plane perpendicular to the low tide mark at y = -48 m and 
y = -30 m are shown in Figure 5.8. At y = -48 m where the plane crossed the creek boundary, 
infiltration occurred persistently across the sediment surface landward of x = 100 m. This inflow 
was due to seawater infiltration during the rising tide and creek water infiltration during the falling 
tide. Outflow varied with the tidal level. The groundwater discharged around x = 100 m at the 
falling tide (Figure 5.8(a4)) and further toward the sea to the low tide mark (around x = 125 m) at 
the low tide (Figure 5.8(a1)). At the observation point located on this plane and beneath the 
intertidal creek, vx and vz were found to be significantly affected by the shoreline and the creek 
boundary (Figure 5.9(d)). As the tidal water level fell, vx increased (positively, i.e., seaward) and 
became relatively stable over the low tide. As the aquifer drained more water with the falling tide, 
the influx along the intertidal creek increased. On the plane at y = -30 m, the intertidal flow in the 
cross-shore direction was affected predominantly by the tide (Figure 5.8(b)). At the high tide, 
115 
 
seawater infiltration drove a landward flow around the high tide mark. At x = 80 m (landward of the 
high tide mark), the instantaneous flow field exhibited an upward flow locally. The upwelling was 
due to the convergence of flows from the landward area, the creek and seawater infiltration. 
However, this upward flow was with small velocity and only lasted for a very short period. 
To examine the overall hydraulic condition in the studied system, the mean hydraulic head and the 
mean head gradient averaged over the aquifer depth and the spring-neap tidal period were 
calculated and shown in Figure 5.10(a). The head variations were found to be strongly affected by 
the bi-directional beach morphology. In the alongshore direction, the mean head decreased toward 
the landward section of the creek corresponding with the overall inclination of the beach surface. A 
significant amount of fresh groundwater from the aquifer appeared to be drained to the creek. 
However, the alongshore mean head increased toward the seaward section of the creek, indicating 
the occurrence of inflow of lagoon water from the creek to the aquifer.  
 
 
Figure 5.10 (a) Mean hydraulic head over the aquifer depth and spring-neap tidal period. The 
colour image shows the hydraulic head variations. The vector shows the flow field driven by the 
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horizontal hydraulic head gradient. (b) Averaged salinity distribution over a spring-neap tidal cycle 
with isosurfaces of specified salinities shown. 
In summary, the creek affected the pore water flow and salt transport in the nearshore aquifer 
significantly. In particular, the flowing creek provided extra head gradients and density gradients to 
drive the flow and solute transport, especially in the alongshore direction. The presence of the creek 
modified the beach morphology by flattening its surrounding area and consequently enlarged the 
intertidal zone, enhancing the interactions between the tide and groundwater flow. The seaward 
section of the creek acted as a recharge zone for the aquifer most of the time and also provided salt 
influx. All these effects led to significant changes of the flow patterns and salinity distributions in 
the aquifer. 
5.4.3 Development of saline plumes 
Averaged salt concentrations calculated over the spring-neap tidal cycle show a complex salinity 
distribution in the aquifer (Figure 5.10(b)). A wide saline zone developed from the creek boundary, 
with the width and location varying along the shore. Near the creek, the saline plume was wider. 
The combined effects of tides and flat beach morphology caused the high concentration edge of the 
plume skewed seaward and the low concentration edge landward. As shown in Figure 5.8(b) where 
the salinity distributions were plotted along the vertical section at y = -30 m, the isoconcentration 
line of 25 ppt intersected with the sediment surface at x = 110 m and then extended landward and 
downward to reach the aquifer base at x = 100 m. The averaged distance between 25 ppt line and 30 
ppt line was around 20 m. This distance increased to 50 m in the shallow soil layer and 30 m in the 
deep soil layer along the near-creek section at y = -48 m (Figure 5.8(a)). On the side away from the 
creek (y = 10 m), the saltwater wedge formed as a result of density-driven saltwater circulation as 
discussed by previous studies [e.g. Ataie-Ashtiani et al., 1999; Smith, 2004]). Under the simulated 
condition, the tide-induced circulation was weak and did not lead to the formation of a significant 
upper saline plume.  
Within the saline plume near the creek, there was a high salinity zone as indicated by the 30 ppt 
contour line (Figure 5.10(b)), approximately 20 m long in the x direction, 10 m wide in the y 
direction and 6 m high in the z direction. Located in the lower intertidal zone and disconnected from 
the beach surface, the high salinity zone was not due to saltwater infiltration driven by tides or 
density gradients. Instead the highly saline zone resulted from continuous infiltration and 
subsequent alongshore transport of highly saline water from the creek. Since the fresh groundwater 
discharged landward of this alongshore saline zone, little dilution of the infiltrated saltwater 
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occurred. The presence of this high salinity zone was clearly linked to the alongshore intrusion of 
saltwater from the creek, which also led to the expansion of the saltwater wedge. The saltwater 
wedge was extended further landward. Near the creek, the average width of the saltwater wedge 
bounded by the 5 ppt contour line and 31 ppt contour line reached 70 m width in the cross-shore 
direction, compared with the 10 m width of saltwater wedges in areas away from the creek.  
5.4.4 Water fluxes across the beach surface and creek boundary 
To further examine the dynamics of the nearshore aquifer, we calculated the water fluxes across the 
beach surface and creek boundary. Linked to the flows in the aquifer, these fluxes represent the 
exchange between the surface (lagoon) water and groundwater. The analysis focussed on both 
spatial and temporal variations of these fluxes. 
5.4.4.1 Spatial flux variations 
The variations of net water influx and efflux across the interface were shown in Figure 5.11. These 
fluxes were averaged over a spring-neap tidal cycle. The associated solute concentration of the 
water flowing across the interface was also indicated in the figure. The results show that the 
landward section (from x = 30 m to x = 55 m) of the creek was a discharging zone of relatively fresh 
groundwater with an average salinity around 1 ppt (Figure 5.11(b)). Further analysis indicated that 
approximately 46.5% of land-originated fresh groundwater discharged in this region. The remaining 
fresh groundwater mixed with circulating seawater and discharged, as brackish water of salinities 
between 2 and 25 ppt, around x = 100 m in the upper intertidal zone. 
Water influx mainly occurred along the seaward section of the creek, involving largely saltwater 
from the lagoon with a small amount of the fresh groundwater drained from the landward section. 
Further calculations show that 62.5% of total salt cycling through the simulated domain of the 
aquifer originated from saltwater influx between x = 55 m and x = 110 m along the creek. But only 
10.4% of this amount of salt was recycled in the local area including the creek and its extended 
zone. Most of the salt was transported away from the creek and then discharged back to the lagoon. 
The tidally driven saltwater infiltration across the beach surface around the high tide mark was also 
observed between y = -20 m and y = 10 m (Figure 5.11(a)), but the amount was small due to the 
high inland head condition. In addition, the density-driven saltwater circulation all occurred around 
the low tide mark and at a relatively low rate. 
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Figure 5.11 Spatial variations of averaged influx and efflux across the interface over the spring-
neap cycle: (a) contour lines show the influx variations and numbers indicate the solute 
concentration of water entering the aquifer; (b) contour lines show the efflux variations and 
numbers indicate the solute concentration of discharging water. Max HTM and Min LTM refer to 
maximum high tide mark and minimum low tide mark over spring-neap tidal period, respectively. 
These flux results are consistent with the behaviour of the flow in the aquifer as discussed in the 
above section. The roles of the creek are again highlighted, as a drainage zone in the landward 
section and a recharge zone in the seaward section. The different waters associated with the efflux 
and influx also contributed to the salt transport and distributions in the aquifer significantly. 
5.4.4.2 Temporal flux variations  
The analyses of temporal flux variations were based on different time scales and zones. The 
instantaneous flux varying over one tidal cycle can indicate the tidal pumping effect on groundwater 
flow. The daily-averaged flux can provide insight into the effect of spring-neap tides. According to 
the spatial flux variations, the interface between exchanging surface water and groundwater could 
be divided into three zones: (1) intertidal zone (yellow region in Figure 5.1(a)), (2) landward section 
of the creek boundary (30 m ≤ 𝑥 < 55 m) and (3) seaward section of the creek boundary (55 m <
𝑥 ≤ 110 m). Firstly, temporal flux variations across the interface over a spring tidal cycle and a 
neap tidal cycle were examined (Figure 5.12). The calculated results show that the flux across the 
beach surface in the intertidal zone fluctuated with the tide. However, the tidal effect on the flux 
across the creek boundary in the landward area was less significant. 
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Figure 5.12 (a) Tidal signals over a spring tidal cycle and a neap tidal cycle. (b) Temporal 
variations of the flux across the seaward boundary; (c) temporal variations of the flux across the 
creek boundary; and (d) temporal variations of the flux across the whole interface. For (b), (c) and 
(d), negative values are for efflux and positive values for influx. 
The flux across the entire beach surface was largely efflux, which intensified as the tidal water level 
fell from the high tide over both the spring and neap tidal cycles (Figure 5.12(b)). The efflux rate 
started to decrease slowly as the tide approached the low limit with an extensive seepage face 
formed. The efflux weakened more quickly after the tidal water rose. Over the spring tide of a 
larger range, the flux reversed the direction as the tide rose to the high limit, i.e., influx occurred. 
Along the creek, influx dominated in the seaward section and responded to the tide over the spring 
and neap tidal cycles (Figure 5.12(c)). The influx rate across the seaward section increased with the 
falling tide level. As the surface water level fell, the exposed creek (55 m < x < 110 m) remained 
flowing with water and thus generated increasing (upward) hydraulic head gradients that drove the 
influx at higher rates. On the rising tide, the influx weakened correspondingly. In the landward 
section (x < 55 m), persistent efflux at a stable rate took place over both the spring and neap tidal 
cycles. This efflux was due to the drainage of fresh groundwater input from the landward boundary 
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to the creek as shown in Figure 5.11(b). Since the drainage was controlled largely by the head 
condition at the landward boundary and creek bed elevation in the landward area, the efflux rate 
was affected little by the tide (Figure 5.12(c)).  
 
Figure 5.13 Daily averaged water fluxes and salt fluxes across boundaries: (a) influx and efflux 
across the whole interface, seaward boundary and creek boundary; (b) freshwater influx from the 
landward boundary and efflux across the landward section of the creek (x < 55 m); and (c) influxes 
and effluxes of salt across the whole interface and creek boundary, respectively. 
To examine the flux variations over the spring-neap cycle, daily averaged influx rates and efflux 
rates were calculated. As shown in Figure 5.13(a), the daily averaged influx rate and efflux rate 
across the whole interface were found to fluctuate over the spring-neap tidal cycle. From the spring 
tide to the neap tide, the efflux rate decreased from 46.6 m
3
/h to 43.5 m
3
/h, whereas the influx rate 
decreased from 22.3 m
3
/h to 20.9 m
3
/h. The discharging fresh groundwater constituted 50.1% to 
52.6% of the total SGD over the spring and the neap tidal period, respectively. The efflux rate 
across the seaward boundary fluctuated over the spring-neap tide while the efflux rate across the 
creek boundary remained relatively stable. Approximately 26% of total SGD discharged through 
the creek boundary. More than 90% of this 26% portion flowed out of the landward section with 
low salinities < 5 ppt (Figure 5.13(b)). This amounted to nearly half of the freshwater influx across 
the landward boundary (23.1 m
3
/h), as mentioned previously. Almost half the amount of the land-
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derived fresh groundwater discharged to the creek before mixing with seawater in the intertidal 
zone.  
The calculated daily-averaged salt fluxes across the interface were shown in Figure 5.13(c). Both 
the salt influx rate and efflux rate fluctuated over the spring-neap tidal cycle, consistent with the 
behaviour of water fluxes (Figure 5.13(a)). About 66.8% and 56.5% of the total salt influx occurred 
across the creek boundary over the spring tide and the neap tide, respectively. However, only 5.5% 
to 7.5% of total salt efflux was through the creek boundary. While the salt influx rate across the 
creek boundary varied over the spring-neap tidal cycle, the efflux rate remained steady. Salt influx 
in excess of salt efflux across the creek boundary provides further evidence on significant 
alongshore transport of salt originated from saltwater infiltration through the creek bed.  
The analysis of temporal flux variations demonstrated further the significant role played by the 
creek in controlling the pore water flow and solute transport in the adjacent aquifer, and its 
exchange with the lagoon. 
5.4.5 Particle tracking and associated travel time 
Particles were released to the aquifer and moved according to local instantaneous flow velocity. The 
particle trace was computed to track the particle’s movement from the release point to the exit with 
the travel time calculated for the duration of the movement. The information from particle tracking 
helps to better understand the pore water flow patterns, and solute transport and reactions with 
sediments in the aquifer. Firstly, particles were released at various locations on a landward plane to 
elucidate the behaviour of land-derived water and solute. Secondly, the behaviour of particles 
released beneath the creek was determined to further examine the effect of the creek boundary. 
As shown in Figure 5.14(a), twelve particles were released from x = -10 m. All these particles went 
through 3D paths and moved toward the sea. In general, the travel time increased with increasing 
distance from the creek and increasing depth of the release point. Near the creek side, particles 
moved through relatively short paths and exited the aquifer from the landward section of the creek 
within relatively short periods. However, the one released from the deep layer at x = -20 m initially 
moved upward and toward the creek but prior to exiting the aquifer, it entered the intertidal zone 
that had been enlarged by the creek and subsequently changed its path under the tidal influence to 
move away from the creek and exit through the beach surface in the intertidal zone. Consequently, 
the travel time for this particle increased by 2.5 times compared to the travel time of a particle 
released from the same y location but a shallow layer. As the distance from the creek increased, the 
released particles typically moved toward the creek first but then away from the creek. The 
122 
 
influence of the creek on particles gradually became weaker as they moved further away. If the 
particles exited across the creek before it moved into the intertidal zone, the associated travel time 
was short. For particles that moved into the intertidal zone before exiting, their associated travel 
times were extended. For example, the particles released from x = -5 m remained in the aquifer 
longer than those released from x = -10 m. These results suggest that both the travel time and the 
extent of contact of solute (particle) with sediments could be restricted or extended in such a 3D 
system as at the study site.  
 
Figure 5.14 (a) Pathways of particles released from the landward area, x = -10 m: (a1) 3D paths and 
(a2) horizontal movement. (b) Pathways of particles released beneath the creek: (b1) 3D paths and 
(b2) horizontal movement. The numbers indicate the travel time (in days) of each particle. 
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The behaviour of the particles released beneath the creek showed a more significant alongshore 
movement (Figure 5.14(b)). Particles released beneath the landward section moved upward and 
seaward. As the upward flow dominated in this section, these particles exited the creek surface 
within a very short time period. The particles released between x = 70 m and x = 90 m moved 
downward and away from the creek. The continuous infiltration of the creek water through the 
creek bed in this section generated a strong downward flow that drove the particles to move 
approximately 8 m deeper than the release location. These particles also moved away from the 
creek with a distance up to 30 m. The particle path lines show consistently the movement of salt 
that entered the aquifer through the creek boundary. As mentioned in 5.4.4, about 60% of total salt 
influx occurred across the seaward section of the creek, but locally only 10% of total salt efflux 
took place through this boundary. The particle path lines showed that much of the salt got 
transported through the deep layer of the aquifer over a relatively long distance along the shore. The 
particles released seaward of x = 100 m were dispersed into the saltwater wedge where the density-
driven flow dominated.  
5.4.6 Comparison between 2D and 3D models 
The 3D simulation showed that the alongshore morphological variations, including the creek, 
influenced the tide-induced pore water flow in the modelled system significantly. In 5.4.1, we 
presented field data of pore water head and salinity with trends and characteristics that could not be 
simulated by the 2D model. Here, we explore further the differences between the simulation results 
by the 3D and 2D models. The comparisons were made with a focus on pore water flow and water 
fluxes across the interface along Bpt1 and Bpt2. As the setup of the 3D model was based on the 
field data from the second field campaign, the 2D model and the 3D model had the same beach 
profile along Bpt2, hydraulic parameters, inland head and tidal signals for the purpose of 
comparison. Despite this, it was expected that the differences in flows and salt distributions would 
be significant between the 2D and 3D simulation results because the Bpt2 transect was installed 
close to the creek. For the comparison along Bpt1, the inland head in the 3D model was reduced by 
0.8 m to match the field data. The beach morphology in the 3D model, without a convex beach 
slope beach, was slightly different from the 2D model.  
The phase-averaged salinity distributions and flow fields along Bpt1 were computed over a spring 
tidal cycle. As shown in Figure 5.15, the differences of salinity distributions along Bpt1 between 
the 2D model and 3D model were mainly in three aspects: (1) in the 3D model, the groundwater 
beneath the upper saline plume was more saline; (2) the upper part of the saltwater wedge bounded 
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by the 25 ppt contour line and 34 ppt contour line was bended and widened in the 2D model; and (3) 
the bottom part of the saltwater wedge was enlarged in the 3D model.  
 
Figure 5.15 Comparison of phase-averaged salinity distributions and flow fields between the 2D 
model and 3D model along Bpt1. Colour images show the salinity distributions. Vectors show the 
mean flow fields. Dash lines indicate the mean sea level. 
Although both the 2D model and the 3D model predicted upper saline plumes of a similar extent 
and around a similar location, the salinity of discharging groundwater beneath the upper saline 
plume was around 5 ppt in 2D model, while in the 3D model the salinity of discharging 
groundwater reached 15 ppt. Even in the area landward of the high tide mark, the 3D model 
predicted more saline pore water. The higher salinities predicted by the 3D model were due to 
alongshore flow and salt transport from the creek.  
The averaged flow fields showed sensitivity of the groundwater flow to the beach morphology. In 
the 2D model, a second circulation was induced as a result of the combined effects of tide and the 
convex slope break around x = 20 m. In the 3D model, this circulation could not be generated in the 
absence of the convex slope break (note that the 3D model was based on data from the second field 
campaign during which no convex slope break was found along Bpt1 as on the first field trip). 
Between x = 5 m and x = 10 m, the velocities in the 3D model were stronger than those in the 2D 
model, indicating groundwater discharge at higher rates again due to the alongshore flow.  
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Figure 5.16 Spatial variations of velocities at different depths in the 2D model and 3D model: u is 
the local horizontal velocity along the transect direction, v is the horizontal velocity perpendicular 
to the transect (0 in 2D model) and w is the vertical velocity. 
To better understand the flow characteristics, the velocities at various observation locations were 
plotted in Figure 5.16. As the Bpt1 transect was not normal to the x-axis in the 3D model, the local 
horizontal velocity u along and v normal to this transect were calculated based on the simulated 
velocity vx and vy. In the shallow and medium layers of the aquifer, the 2D model showed a weaker 
horizontal flow along the transect direction, twice smaller than the simulated horizontal flow by the 
3D model. Both the 2D and 3D horizontal flows increased toward the discharging zone and then 
decreased in the vicinity of the saltwater wedge. The simulated upward flow by the 2D model in the 
region seaward of x = 0 m was largely suppressed by the slope break induced circulation. Landward 
of the discharging zone, the 3D simulated alongshore flow was stronger than the vertical flow and 
intensified with depth. With increasing depth, the magnitude of vy became comparable to that of vx. 
In the deep layer of the aquifer, the alongshore flow simulated by the 3D model was almost at the 
same speed as that of the cross-shore flow. The creek-driven alongshore flow appeared to inhibit the 
cross-shore seawater intrusion at the bottom of the aquifer, resulting in a more seaward saltwater 
wedge toe in the 3D model than that in the 2D model. 
Local net fluxes were also compared between the 2D and 3D simulation results (Figure 5.17). Some 
similar trends were predicted by both models: tidally driven seawater infiltration occurred landward 
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of x = 0 m, peak outflow around x = 2.5 m and fresh groundwater outflow of the same order of 
magnitude in the 2D and 3D models. However, the amount of seawater outflow simulated by the 3D 
model was much larger despite a similar amount of local seawater inflow predicted. This result 
again indicated the significant alongshore flow and solute transport. Another major difference was 
the flux variation associated with the second circulation generated by the slope break in the 2D 
model, with second peak outflows of fresh groundwater and saltwater around x = 20 m.  
 
Figure 5.17 Simulated phase-averaged fluxes across the beach surface by the 2D and 3D models: 
solid blue line and red line are the net fluxes of freshwater and seawater from the 3D simulation, 
respectively; and dashed blue line and red line are the net fluxes of freshwater and seawater from 
the 2D simulation, respectively. 
The comparison along Bpt2 (Figure 5.18) showed very different flow behaviours and salinity 
distributions. In the 3D model, the seaward dispersion zone was much wider and the saltwater 
wedge toe intruded the aquifer 30 m further landward. The increased saltwater intrusion was due to 
the alongshore salt transport caused by the combined effects of the tide and creek. A further 
evidence of the alongshore salt transport was a high concentration saline plume formed within the 
saltwater wedge around x = -5 m. This feature could not be explained on the basis of cross-shore 
processes and thus was not simulated by the 2D model. In the 2D model, the discharging 
groundwater above the saltwater wedge was largely originated the landward boundary. In the 3D 
model, the discharge location was shifted seaward, and the sources of discharging water were from 
the freshwater input through the landward boundary and saltwater that infiltrated the beach surface 
and the creek boundary. As the setup of the 2D model was based on the assumption of a 
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perpendicular transect to the shoreline with the neglect of alongshore variability, it is not capable of 
simulating any features associated with the alongshore flow and solute transport, especially in the 
near-creek area where Bpt2 was located. 
 
Figure 5.18 Comparison of phase-averaged salinity distributions and flow fields between the 2D 
model and 3D model along Bpt2. Colour images show the salinity distributions. Vectors show the 
mean flow fields.  
5.5 Conclusions 
Numerical models combined with field data have been employed to investigate three-dimensional 
pore water flow and solute transport processes in a tidally influenced nearshore aquifer bordered 
with a beach surface of bi-directional morphology and a cross-shore creek. The creek, which 
permitted the transmission of tidal signals further landward, created hydraulic head and 
concentration gradients that drove significant flow and salt transport in the alongshore direction 
within the nearshore zone. The landward section of the creek also influenced significantly the flow 
in the aquifer, draining nearly half of the freshwater input from the landward boundary. The 
circulating flow in the cross-shore direction varied greatly with the distance from the shore. 
Particles travelling through the aquifer were significantly influenced by the alongshore effects 
depending on the locations where particles were released. Simulated salt distributions also indicated 
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pore water circulation in three dimensions linked strongly to the combined effects of alongshore 
morphological variation (beach profiles and creek boundary) and tides. 
The characteristics of the 3D pore water flow and solute transport revealed in this study have the 
following key implications:  
(1) In reality, there are few coastal groundwater systems that can be strictly considered as a 2D 
system. While 2D models have been adopted to produce useful insights into cross-shore pore water 
circulation and solute transport processes, the overall nearshore groundwater dynamics cannot be 
represented or quantified accurately without 3D models;  
(2) Bi-directional beach morphology, common at natural coasts, modifies local pore water 
circulation with an alongshore flow component. Variations of flow field and salt distributions along 
the shore should be considered in designing field monitoring (e.g., transect selection) and 
interpreting the collected data; and  
(3) Cross-shore creeks are also a common feature of the coastal morphology. The head gradient and 
density gradients provided by the creek played very important roles in groundwater flow and solute 
transport in the nearby area. It is expected that pore water flow and solute transport will vary 
significantly with changes of the hydraulic condition along the creek, for example, over the seasonal 
cycles.  
While the present study has generated insight into 3D pore water flow and solute transport in 
nearshore aquifers, further investigations are needed to examine these processes under a wider 
range of conditions. The assumption of an isotropic and homogeneous aquifer should be relaxed to 
examine the effects of aquifer heterogeneity and anisotropy. The simplified head boundary applied 
along the creek left uncertainty in determining the interaction between the creek water and seawater. 
Other potentially important factors including evapotranspiration, rainfall and seasonal variations 
were not considered and should be considered in future studies. The flow characteristics revealed in 
this study have implications for studies of reactive solute transport, e.g., modifications of the 
contact between the solute and sediment. The effects may lead to significant changes of conditions 
for chemical and biological reactions, and should be investigated. 
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Chapter 6 Conclusions and recommendations  
 
Field measurements and numerical simulations were carried out to investigate groundwater 
dynamics in a near-shore aquifer on Rarotonga, Cook Islands. This research was motivated by the 
need to determine fluxes of contaminants (i.e. N and P [Erler et al., 2014]) to the adjacent lagoon 
associated with submarine groundwater discharge, which impact on not only the lagoon but also the 
coral reef habitat around the island. This chapter highlights the major findings of this study, and 
discusses the limitations of the research and directions for future work. 
6.1 Summary of findings 
This study has advanced our understanding of nearshore groundwater flow and solute transport 
processes from both the two-dimensional and three-dimensional perspectives. These processes are 
complex, and temporally and spatially variable.  
Field investigations demonstrate the important effects of beach morphology and alongshore 
variations on near-shore groundwater flow and solute transport. These effects may transcend to 
influence the fate of contaminants in the coastal aquifer. Pore water sampling revealed different 
salinity distributions under different beach profiles. The results suggested that the beach 
morphology modifies the location and the extent of upper saline plume and saltwater wedge. In 
particular, fresh groundwater was also found to discharge around an intertidal beach slope break, 
which separated a steep upper intertidal zone and a flat lower intertidal zone. This suggests that the 
interplay of beach morphology and tidal force may affect significantly groundwater flow and solute 
transport near the shore. Moreover, salinity measurements collected from the zone landward of the 
maximum high tide mark revealed saline pore water in the shallow aquifer. The results suggested 
that salts derived from the adjacent creek transport with the fluid along the shore. This finding may 
have considerable implications for the transport of chemicals to coastal waters via SGD. 
The numerical models enabled a quantitative analysis of the effects of beach morphology on 
nearshore groundwater circulations and solute transport pathways under different conditions. We 
found that (1) the groundwater discharge location is largely controlled by the beach morphology 
interacting with the tidal force; (2) under particular conditions, the groundwater flow pattern is very 
sensitive to the beach slope breaks. In particular, the beach slope break combined with the tidal 
oscillation can induce local circulation cells. These results further demonstrate the complexity of the 
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nearshore groundwater system and have important implications for future studies of nutrients 
transport and transformations associated with SGD. 
A theoretical framework was developed for studying the stability of the salinity structure in the 
intertidal zone. Different from previous studies, the upper saline plume was found not to be always 
stable. The results showed that the intertidal salinity structure can vary significantly under certain 
conditions over a long time scale (e.g. dozens or hundreds of tidal cycles). The gravity number, 
representing the ratio of buoyancy to viscous forces, defines a threshold for determining whether 
the instability (unstable salinity structures with long-term oscillations) can be developed at early 
stage. When the buoyancy force is comparable to the viscous force, a critical Rayleigh number 
exists for predicting the formation of the long-term oscillations. The flow patterns, salinity 
variations and mixing conditions depend on the combined effects of aquifer properties (beach slope, 
hydraulic conductivity and dispersivity) and boundary conditions (inland head and tidal amplitude). 
Based on this finding, a strong linear relationship between the oscillating period and the 
perturbation parameter was established. 
Numerical simulations provided insight into the complexity, intensity and time-scales of mixing 
among fresh groundwater, recirculating seawater and creek water in three dimensions. The presence 
of the adjacent creek is a key feature of the studied system. The hydraulic condition and bathymetry 
of the creek provided additional alongshore hydraulic head gradient and concentration gradient to 
drive water flow and salt transport in the alongshore direction. The 3D beach morphology not only 
modified the local pore water circulation, but also enhanced the interaction in the alongshore 
direction. The dynamic 3D flow was characterized by the landward pore water drainage across the 
landward section of the creek and the creek water infiltration through the seaward section of the 
creek as the tide receded. The circulating flow varied greatly in space and time. Simulated salt 
distributions also indicated a strong link of the three-dimensional pore water circulation to the 
combined effects of alongshore variations (beach morphology and creek boundary) and tides. It is 
expected that the pore water circulation will vary with the change of the hydraulic condition along 
the creek. The combined effects of all the alongshore factors alter the contact between solute and 
sediment, which may lead to significant modifications of chemical and biological reactions in the 
nearshore aquifer. 
The results of this study have implications for future research on biogeochemical processes 
concerning, for example, the transformations of N and P in coastal aquifers. It has been well 
recognized that the transport of contaminated groundwater via submarine groundwater discharge is 
a major source of N and P to the coastal zone [Slomp and Van Cappellen, 2004; Burnett et al., 2006; 
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Kroeger and Charette, 2008; Spiteri et al., 2008]. We now understand that the tidally driven 
circulation creates a zone of more active mixing and reaction between seawater and discharging 
groundwater than the dispersion zone of the lower saltwater wedge [Robinson et al., 2007b]. This 
result in abrupt changes in salinity, pH, redox potential, dissolved oxygen and cation exchange 
[Gibbes et al., 2008; Santos et al., 2008]. Better understanding of the pore water flow dynamics will 
assist the quantification of the biogeochemical transformations in nearshore aquifers. 
6.2 Recommendations for future research 
The findings and limitations of this study provide directions for future research in the area of 
submarine groundwater discharge. The major recommendations are for both field investigations and 
numerical simulations.  
The study highlighted the need for further information about the aquifer properties, such as the 
aquifer depth and aquifer structure. The aquifer depth has influences on the vertical flow. In 
particular, the vertical flow has been shown to introduce higher order effects, causing tidal water 
table fluctuations to propagate faster through the aquifer [Nielsen et al., 1997; Robinson et al., 
2007a]. The observed pore water salt concentrations in the field suggested that aquifer 
heterogeneity may induce local solute transport linked to the variations of hydraulic conductivity. 
Existing geophysical techniques (e.g. resistivity profiling) could be applied to improve the 
assessment of the aquifer properties and groundwater flow. Moreover, the thermal-driven flow has 
not been examined in this study but may require an investigation as the water temperature in the 
area varies considerably between surface water and groundwater, and over the seasons. 
To further understand the effects of beach morphology (particularly the slope breaks) on nearshore 
groundwater flow, there is a need for direct measurement of water exchange in coastal 
environments under different oceanic, hydrological, morphological and aquifer conditions. In 
addition to field measurements, laboratory experiments should be performed in a physically 
simulated aquifer (e.g., a sand flume) to investigate the influences of beach slope and slope break. 
Moreover, further simulations are required to further study the extent of local circulation induced by 
slope breaks and under what conditions the factor of beach morphology becomes insignificant. 
The results presented in Chapter 3 and Chapter 4 highlighted the combined effects of tide and beach 
morphology. Although the model was modified to simulate seepage face, an inconsistency between 
the locations of fixed boundary nodes and the intersections of beach face and tidal level may 
introduce errors in the simulations of the interactions between the surface water and aquifer. An 
improved implementation of the seepage face boundary condition is required to account for 
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localized solute transport near a seepage face boundary. In addition, the conductance parameter 
adopted in SUTRA connecting the internal and external pressures or concentrations can be refined 
further. 
The groundwater dynamics in the intertidal zone represent a particularly important area for further 
research. The study of the stability of the upper saline zone provides valuable insight into the 
behaviour of nearshore groundwater. However, influences of various factors including the aquifer 
depth, the fluid density contrast and the heterogeneity have not been examined in detailed. More 
simulations are required to further explore the transition between stable and unstable upper saline 
plumes. In addition, further studies are required to determine the long-term oscillation period as a 
function of the aquifer properties and forcing conditions.  
The creek boundary was simplified as a pressure boundary in the 3D model presented in Chapter 5. 
The simplification of the flowing creek may increase the uncertainty in the simulated results. Future 
research is needed to improve the representation of the creek boundary. An appropriate surface 
water model may be adopted to simulate the flowing creek and lagoon, and then coupled with the 
groundwater model. Although 2D models are still very useful for examining the cross-shore pore 
water circulation, the coastal systems have more or less three-dimensional features in reality, which 
should be accounted for by 3D models. 
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