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ABSTRACT 
The Mechanistic Empirical Pavement Design Guide (MEPDG) was developed under the 
National Cooperative Highway Research Program (NCHRP) Project 1-37A as a novel 
mechanical-empirical procedure for analysis and design of pavements. The MEPDG was 
subsequently renamed the DarWin-ME in April 2011 and, most recently, marketed as the 
AASHTOWare Pavement ME Design as of February 2013. Although the core design process 
and computational engine have remained the same over the years, some enhancements to the 
pavement performance prediction models were implemented along with other documented 
changes as the MEPDG transitioned to the AASHTOWare Pavement ME Design.  
Preliminary studies were carried out to determine possible differences between 
AASHTOWare Pavement ME Design, MEPDG (version 1.1) and DARWin-ME (version 1.1) 
performance predictions for new Jointed Plain Concrete Pavement (JPCP), new Hot-Mix Asphalt 
(HMA), and HMA over JPCP pavement systems. Differences were indeed observed between the 
pavement performance predictions produced by these software versions. Further investigation 
was needed to verify these differences and to evaluate whether identified local calibration factors 
from the latest MEPDG (version 1.1) were acceptable for use with the latest version (version 
2.1.24) of AASTHOWare Pavement ME Design at the time this research was conducted.  The 
primary objective of this research was to examine AASHTOWare Pavement ME Design 
performance predictions using previously-identified MEPDG calibration factors (through Iowa 
DOT Project TR 401) and, if needed, refine local calibration coefficients of AASHTOWare 
Pavement ME Design pavement performance predictions for Iowa pavement systems using 
linear and nonlinear optimization procedures. A total of 130 representative sections across Iowa 
consisting of JPCP, new HMA and HMA over JPCP sections are used. The local calibration 
xv 
 
 
results of Pavement ME Design are presented and compared with national and MEPDG locally 
calibrated models. 
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CHAPTER 1. INTRODUCTION 
Background 
The Mechanistic-Empirical Pavement Design Guide (MEPDG) was completed under 
National Cooperative Highway Research Program 1-37A project (NCHRP 2004) and NCHRP 
project 1-40 (AASHTO 2010). This MEPDG provides a novel pavement analysis and design tool 
employing mechanistic structural response models to calculate pavement responses (stresses, 
strains, and deflection) and nationally-calibrated empirical distress transfer functions to predict 
pavement performance. This new pavement design concept is called mechanistic-empirical 
pavement design (M-E). Figure 1 shows the flow chart of mechanistic-empirical pavement 
design concept. 
 
Figure 1. Flow chart of mechanistic-empirical pavement design concept (TRB 2012) 
Following the release of NCHRP (2004), to implement MEPDG, pavement analysis and 
design software (MEPDG version 1.1) was also released along with the report for research 
purposes. The software has since been improved by adding new pavement performance 
2 
 
 
 
prediction models as well as by advancing existing models. MEPDG software has been 
rebranded in 2011 as DARWin-METM after mainly improving the software interface to make it 
more intuitive and user-friendly; it has recently been marketed as AASHTOWare® Pavement 
ME Design. The latest version of Pavement ME Design software is version 2.2, released in 
August, 2015. 
Upon completion of national calibrations of MEPDG pavement prediction models, 
NCHRP (2004) recommended that state highway agencies (SHAs) conduct local calibration of 
the models before fully implementing the software. Using the term ‘local calibration’ in the 
MEPDG concept, implying a mathematical process of reducing the bias and standard error 
between actual (measured) pavement distress measurements and pavement performance 
predictions, makes the software output easier to understand (AASHTO 2010). Moreover, local 
calibration is conducted by optimizing local calibration coefficients that the empirical distress 
transfer functions use to reduce bias and standard error. Such local-calibration studies are needed 
for states for which the national- calibrated pavement performance model predictions are 
insufficiently accurate. It is to be expected that nationally-calibrated performance models would 
not provide similarly accurate pavement performance predictions for each state since (1) in the 
national calibration of MEPDG, the Long Term Pavement Performance (LTPP) test sections, and 
very few other experimental test sections, were mostly used. Also, while some states had many 
different LTPP test sections used in the national calibration process, some states had very few 
sections involved. This means that local conditions of some states may not have been well 
represented in the national calibration process. Also, AASHTO (2010) documents state that 
“policies on pavement preservation and maintenance, construction and material specifications, 
and materials vary across the United States and are not considered directly in the MEDPG”, so 
3 
 
 
 
AASHTO (2010) recommends employing local calibration studies to take into account these 
regional differences. 
Following the release of NCHRP (2004), local calibration of MEPDG was extensively 
initiated by agencies separate from national-level follow-up research studies. The Iowa 
Department of Transportation (DOT) is also in the process of implementing the Mechanistic-
Empirical Pavement Design Guide. Once the local calibration of the design guide for Iowa is 
finalized, it is expected that the guide would be used state-wise by state highway engineers and 
their private counterparts. Accurate prediction of distress in a pavement section during its service 
time is basically dependent on reliable pavement performance prediction models. It is quite 
possible that, by using locally-calibrated pavement prediction models, the Iowa DOT could save 
a great deal of money, because accurate prediction of such distress during the service life of a 
pavement section would enable engineers to take necessary and timely precautions as needed and 
determine the optimum pavement thickness for resisting all types of loading throughout its 
service life. 
The primary goal of local calibration for Pavement ME Design is to identify optimized 
calibration coefficients of performance prediction models taking local conditions into account to 
reduce bias and standard error of predictions compared to actual distress measurements 
(AASHTO 2010). Therefore, optimizing calibration coefficients is a critical step in the local 
calibration process. However, most local calibration studies described in the literature have not 
discussed their optimization procedures in detail, instead reporting only local-calibration 
coefficient results. The procedure employed in previous studies (Darter et al. 2014, Wu et al. 
2014, Williams and Shaidur 2013, Li et al. 2010 and Bustos et al. 2009) is mainly a trial-and-
error approach requiring many MEPDG or Pavement ME Design software runs with ever-
4 
 
 
 
changing calibration coefficients. The main reasons for use of a such limited approach in 
previous studies are related to (1) lack of understanding pavement-performance models 
comprised of numerous equations, (2) neglecting the review of numerous intermediate output 
files (mostly, text file format)  produced along with final result summary output files (PDF and 
Excel file formats), and (3) pavement response results previously not provided by MEPDG 
software but now provided by Pavement ME Design software through intermediate output files.              
In this study, the step-by-step procedure of local calibration was established and 
documented in detail. The local calibration results of Pavement ME Design were presented and 
compared with national and MEPDG local models. 
Objectives 
The first objective of this study is to evaluate the accuracy of nationally and MEPDG 
locally-calibrated pavement performance prediction models obtained through Iowa DOT project 
TR 401 (Ceylan et al. 2013). The second objective of this study is to conduct a recalibration of 
these models if their accuracy has been found insufficient. This recalibration process was 
implemented using AASHTOWare Pavement ME Design version 2.1.24, released in August 
2014, with the assistance of linear and nonlinear optimization techniques for improving model 
prediction accuracy. 
Thesis Organization 
This thesis consists of six chapters. Chapter 1 introduces the background and objectives 
of this study. Chapter 2 provides a summary of literature review results related to local 
calibration of MEPDG. Chapter 3 presents a review of Pavement ME Design software along 
with an evaluation of Pavement ME Design software by comparing the pavement performance 
predictions of Pavement ME Design and MEPDG software. Chapter 4 documents the local 
5 
 
 
 
calibration methodology used in this study, including a description of Iowa pavement sites 
selected, a description of calibration databases for Iowa pavement systems, and a description of 
optimization approaches and accuracy evaluation criteria. Chapter 5 presents local calibration 
results for each pavement type are presented. Chapter 6 provides discussion on future 
enhancements of Pavement ME Design, conclusions and recommendations, contributions of this 
study to the literature, and state-of-the-art practices as well as recommendations for future 
research. Figure 2 shows the flow chart of thesis organization. 
 
Figure 2. Flow chart of thesis organization 
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CHAPTER 2. SUMMARY OF LITERATURE REVIEW RESULTS  
The national calibration-validation process was successfully completed for MEPDG and 
accompanying AASHTOWare Pavement ME Design software (NCHRP 2004, AASHTO 2010). 
Although these efforts were comprehensive, further calibration and validation studies to suit 
local conditions are highly recommended by MEPDG as a prudent step in implementing a new 
design procedure different from current procedures. Several national-level research studies 
supported by the NCHRP and FHWA have been conducted following the release of the original 
research version of the MEPDG software. Parallel to national-level research projects, many 
state/local agencies have either conducted or plan to undertake local calibration studies for their 
own pavement conditions. As part of the previous InTrans Project 11-401 “Iowa Calibration of 
MEPDG Performance Prediction Models”, Ceylan et al. (2013) reported comprehensive 
literature review results related to local calibration of MEPDG in both national and state level 
research studies prior to 2012. These results have been updated by incorporating newly reported 
study results at the time of this project (i.e., 2015) as described in Appendix A. Discussions of 
literature review results are presented here.                 
There are three NCHRP research projects that are closely related to local calibration of 
MEPDG and Pavement ME Design performance predictions. They are:  
(1) NCHRP 9-30 project (NCHRP 2003a, NCHRP 2003b), “Experimental Plan for Calibration 
and Validation of Hot Mix Asphalt Performance Models for Mix and Structural Design” 
(2) NCHRP 1-40B (Von Quintus et al. 2005, NCHRP 2007, Von Quintus et al. 2009a, Von 
Quintus et al. 2009b, NCHRP 2009, TRB 2010), “User Manual and Local Calibration Guide 
for the Mechanistic-Empirical Pavement Design Guide and Software”  
(3) NCHRP Synthesis 457 (NCHRP 2014), “Implementation of the AASHTO Mechanistic-
Empirical Pavement Design Guide and Software” 
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Note that NCHRP 1-40B Project is a part of NCHRP 01-40 (accessed through the website 
http://onlinepubs.trb.org as of 2014) “Facilitating the Implementation of the Guide for the Design 
of New and Rehabilitated Pavement Structures” intended to ease the implementation and 
adoption of MEPDG by SHAs. Note that The AASHTOWare Pavement ME Design™ software 
is the final product of the NCHRP 1-40 study.     
Under the NCHRP 9-30 project (NCHRP 2003b), pre-implementation studies involving 
verification and recalibration have been conducted to quantify the bias and residual error of the 
flexible-pavement distress models included in an initial version of MEPDG software from 
NCHRP 1-37A (Muthadi 2007). Similar to national recalibration of flexible pavement models, 
NCHRP 1-40 recalibrated the national calibration coefficients of rigid-pavement performance 
models by using more rigid-pavement sections than in NCHRP 1-37A. Nationally-recalibrated 
coefficients (referred to as Original National Calibration (ONC) in this report) for both flexible 
and rigid pavement performance models were incorporated into MEPDG version 1.0 and 
Pavement ME Design software. As a result of adapting new concrete coefficient of thermal 
expansion (CTE) testing procedures (AASHTO T336-09 2009), another set of national 
calibration coefficients (called New National Calibration (NNC)) for rigid-pavement models was 
determined in 2011 using CTE values determined from new test procedures without adjustment. 
Until the release of latest Pavement ME Design software (version 2.2), the ONC were being used 
as default national calibration coefficients. However, with the latest software version (version 
2.2), users now can choose NNC values as default national calibration coefficients.  
Based on findings of the NCHRP 9-30 study, the NCHRP 1-40B project has focused on 
preparing: (1) a user manual for the MEPDG and its software, and (2) a detailed, practical guide 
for highway agencies performing local or regional calibration of the distress models in the 
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MEPDG and its software. Both the manual and the guide have been presented in the form of 
draft AASHTO recommended practices, including two or more examples or case studies 
illustrating the step-by-step procedures. It has also been noted that the longitudinal cracking and 
reflection cracking models have not been much considered in local calibration guide 
development during the NCHRP 1-40B study because of lack of prediction accuracy (Muthadi 
2007, Von Quintus and Moulthrop 2007). The NCHRP 1-40 B was completed in 2009 and 
published under the title, “Guide for the Local Calibration of the Mechanistic-Empirical 
Pavement Design Guide” through AASHTO (AASHTO 2010).  
NCHRP synthesis 457 (NCHRP 2014) conducted a survey of 57 highway transportation 
agencies, with a 92% response rate from 48 U.S. state highway agencies and a 69% response rate 
from nine Canadian highway transportation agencies, to document strategies and lessons learned 
from state highway agencies in implementing MEPDG.  Based on the results of these surveys, it 
was concluded that three agencies have fully implemented the MEPDG in their pavement 
designs, forty-six agencies have been in the act of implementing MEPDG, and eight agencies 
had no plan at survey time to implement MEPDG (See Figure 3). Twelve responding agencies 
also noted that MEPDG pavement performance prediction models were already locally-
calibrated for their states. Arizona, Colorado, Hawaii, Indiana, Missouri, New Jersey, and 
Oregon implemented local calibration for HMA models, and Arizona, Colorado, Florida, 
Indiana, Missouri, North Dakota, and Oregon implemented local calibration for concrete models. 
Table 1 and Table 2 list the states conducting local calibration of HMA and concrete pavement 
performance prediction models and the models that were locally calibrated. Note in Table 1 that 
Arizona and Colorado locally calibrate the empirical reflective-cracking model originally 
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included in the MEPDG. Major challenges indicated by the surveyed agencies include software 
complexity, availability of needed data, defining input levels, and a need for local calibration.    
 
Figure 3. Summary of agency MEPDG implementation status (NCHRP 2014) 
Table 1. Summary of agency local calibration efforts —Asphalt pavement performance 
models 
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Table 2. Agency local calibration—Concrete models 
 
 
Two research studies supported by the FHWA have been conducted on using pavement 
management system (PMS) data for local calibration of MEPDG. The study “Using Pavement 
Management Data to Calibrate and Validate the New MEPDG, An Eight State Study” (FHWA 
2006a, FHWA 2006b) evaluated the potential use of PMS for MEPDG local calibration. Eight 
states participated in this study: Florida, Kansas, Minnesota, Mississippi, New Mexico, North 
Carolina, Pennsylvania, and Washington. The study concluded that all participating states could 
feasibly use PMS data for MEPDG calibrations, and other states not participating in the study 
could do the same. It was further recommended that each SHA should develop a satellite 
pavement management/pavement design database for each project being designed and 
constructed using the MEPDG as part of the currently used PMS. 
The second follow-up study, FHWA HIF-11-026, “The Local Calibration of MEPDG 
Using Pavement Management System” (FHWA 2010a, FHWA 2010b) was conducted to 
develop a framework for using existing PMS to calibrate MEPDG performance models. One 
state (North Carolina) was selected based on screening criteria to finalize and verify the MEPDG 
calibration framework based on a set of actual conditions. Using this developed framework, local 
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calibration for the selected state was demonstrated under the assumptions of both MEPDG 
performance predictions established from NCHRP 1-37 A as well as distress measurements from 
a selected state. Local/State level research studies have also been conducted in addition to 
national-level research studies. Studies on rigid-pavement performance prediction model 
calibration, primarily focusing on new JPCP, include the work by Li et al. (2006) in Washington; 
Schram and Abdelrahman (2006) in Nebraska; Darter et al. (2009) in Utah; Velasquez et al 
(2009) in Minnesota; Titus-Glover and Mallela (2009) in Ohio; Mallela et al. (2009) in Missouri; 
Kim et al. (2010) in Iowa; Bustos et al. (2009) in Argentina; and Delgadillo et al. (2011) in 
Chile; Li et al. (2011) in Washington; Mallela et al. (2013) in Colorado and Darter et al. (2014) 
in Arizona.  
As results of these studies, eleven U.S. state highway agencies have approved use of 
nationally calibrated coefficients (either ONC or NNC) for new JPCP while eight agencies have 
adopted locally-calibrated coefficients (Mu et al. 2015). The states adapting nationally-calibrated 
coefficients are Utah, Wyoming, Delaware, Indiana, Kansas, New York, North Carolina, 
Oklahoma, Pennsylvania, South Dakota, and Virginia. The states of Arizona, Colorado, 
Louisiana, Missouri, Ohio, Washington, and Florida have decided to use at least one of the local 
calibration coefficients different from national ones for their JPCP pavement performance 
prediction models. Table 3 summarizes the calibration coefficients of the state highway agencies 
for JPCP pavement performance prediction models, along with optimization method, MEPDG 
version and project data source used in the local-calibration process.  
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Table 3. Local calibration coefficients for JPCP pavement systems 
 
Note:   
ONC: Original Calibration Coefficients 
NNC: New National Calibration 
LTPP: Long Term Pavement Performance Program                                
CDOT and MODOT: Colorado and Missouri Department of Transportation 
LA PMS and WSPMS: Pavement Management Systems for Louisiana and Washington 
The following studies have been conducted for new HMA pavement and HMA overlaid 
pavement systems: Galal and Chehab (2005) in Indiana; Von Quintus and Moulthrop (2007) in 
Montana; Kang et al. (2007) mainly in Wisconsin; Schram and Abdelrahman (2006) in 
Nebraska; Muthadi and Kim (2008), Corley-Lay et al. (2010), and Jadoun (2011) in North 
Carolina; Li et al. (2009) and Li et al. (2010) in Washington; Banerjee et al. (2010), and Banerjee 
et al. (2011)  in Texas; Titus-Glover and Mallela (2009) in Ohio; Darter et al (2009) in Utah; 
Souliman et al. (2010) and Mamlouk and Zapata (2010) in Arizona; Kim et al. (2010) in Iowa; 
Khazanovich et al. (2008), Velasquez et al (2009) and Hoegh et al. (2010) in Minnesota; and 
Hall et al (2011) in Arkansas; Jadoun (2011) in North Carolina, Tarefder and Rodriquez-Ruiz 
(2013) in New Mexico, Mallela et al. (2013) in Colorado; Williams and Shaidur (2013) in 
Oregon; Zhou et al. (2013) in Tennessee and Darter et al. (2014) in Arizona.  
Calibration coefficients ONC NNC Arizona Colorado Lousiana Missouri Ohio Washington Florida
C1 NNC NNC 2.6 ONC ONC 1.93 2.8389
C2 NNC NNC ONC ONC ONC 1.177 0.9647
C4 1 0.6 0.19 NNC ONC ONC ONC ONC 0.564
C5 -1.98 -2.05 -2.067 NNC ONC ONC ONC ONC -0.5946
C1 1.0184 1.252632 0.0355 0.5104 ONC ONC ONC ONC 4.0472
C2 0.91656 1.1273688 0.1147 0.00838 ONC ONC ONC ONC ONC
C3 0.002185 0.0026876 0.00436 0.00147 ONC ONC ONC ONC ONC
C4 0.000884 0.001087 1.10E-07 0.008345 ONC ONC ONC ONC ONC
C5 20000 5999 ONC ONC ONC ONC ONC
C6 2.0389 0.8404 1.2 ONC ONC ONC 0.079
C7 1.83312 9.1 0.189 5.9293 ONC ONC ONC ONC ONC
C8 NNC NNC ONC ONC ONC ONC ONC
J1 0.6 NNC ONC 0.82 0.82 ONC ONC
J2 3.48 NNC ONC 1.17 3.7 ONC ONC
J3 1.22 NNC ONC 1.43 1.711 ONC 2.2555
J4 45.2 NNC ONC 66.8 5.703 ONC ONC
Sensitivity 
Analysis
SAS 
Statistical 
Analysis
N/A
Statistical 
software
Statistical & 
non-statistical
Sensitivity 
Analysis/Trial error
N/A
LTPP and 
MoDOT
LTPP WSPMS N/A
Cracking
Faulting
IRI
Optimization techniques used in 
local calibration
MEPDG version used in local 
calibration
Project data source
LTPP and 
CDOT 
LTPP and 
CDOT PMS
LA PMS
Darwin ME Pavement ME N/A N/A
MEPDG version 
1.0
N/ADarwin ME
0.8203
0.4417
1.4929
25.24
250
0.4
400
2
1.22
13 
 
 
 
Table 4 lists the locally-calibrated coefficients of new HMA and HMA overlaid 
pavement systems for Arizona, Colorado, Missouri, and Oregon as well as the corresponding 
optimization method, MEPDG version, and project data source for each study used in the local 
calibration process.  
Table 4. Local calibration coefficients for flexible and HMA overlaid pavement systems 
 
 
Calibration 
coefficients
National default 
values
Arizona Colorado Missouri Oregon
C1 Bottom 1 National 0.07 National 0.56
C1 Top 7 National National National 1.453
C2 Bottom 1 4.5 2.35 National 0.225
C2 Top 3.5 National National National 0.097
C3 Bottom 6000 National National National National
C3 Top 0 National National National National
C4 Top 1000 National National National National
BF1 1 249.00872 130.367 National National
BF2 1 National National National National
BF3 1 1.23341 1.2178 National National
Level 1 1.5 National 7.5 0.625 National
Level 2 0.5 National National National National
Level 3 1.5 National National National National
BR1 1 0.69 1.34 1.07 1.48
BR2 1 National National National 1
BR3 1 National National National 0.9
BS1 (fine) 1 0.37 0.84 0.4375 National
BS1 (granular) 1 0.14 0.4 0.01 National
J1 (asphalt) 40 1.2281 35 17.7 National
J2 (asphalt) 0.4 0.1175 0.3 0.975 National
J3 (asphalt) 0.008 National 0.02 National National
J4 (asphalt) 0.015 0.028 0.019 0.01 National
J1 (over concrete) 40.8 National National National National
J2 (over concrete) 0.575 National National National National
J3 (over concrete) 0.0014 National National National National
J4 (over concrete) 0.00825 National National National National
Sensitivity 
Analysis
SAS 
Statistical 
Analysis
Statistical and 
non-statistical
Trial error and MS 
Solver
Rutting 
(asphalt)
Rutting 
(subgrade
IRI
Cracking
Fatigue
Thermal 
Fracture
Optimization techniques used
MEPDG version used in local 
calibration
Darwin ME
Darwin 
ME
N/A
Darwin M-E version 
1.1
WIM-IRD 
and LTPP
ODOT databaseProject data source
LTPP and 
CDOT PMS
LTPP and 
CDOT 
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Along with local calibration efforts for the new HMA and HMA overlaid pavement-
performance prediction models of the states in Table 4, some states implemented local 
calibration for some of the flexible and composite HMA overlaid pavement performance 
prediction models, as listed below: 
 Ohio: HMA rutting, subgrade rutting, and IRI models  
 Washington: Fatigue model, HMA rutting, subgrade rutting, alligator-cracking, and  
longitudinal-cracking models 
 Montana: Thermal fracture models 
 New Mexico: HMA rutting, subgrade rutting, alligator-cracking, and longitudinal-cracking 
models 
 North Carolina: HMA rutting and subgrade-rutting models  
 Texas: HMA rutting and subgrade-rutting models 
The procedures and findings of all these studies related to both concrete-surfaced and 
asphalt-surfaced pavements are summarized in Appendix A. Several significant issues relevant to 
the present study are highlighted below: 
 Rutting for asphalt-surfaced pavements: The accuracy of nationally-calibrated rutting models 
was evaluated in Arkansas, Colorado, Missouri, New Mexico, North Carolina, Ohio, Oregon, 
Texas, and Washington. Most state-level studies indicate that MEPDG over predicts total rut 
depth because significant rutting was predicted in unbound layers and embankment soils. 
However, rutting predictions could be improved through local calibration.   
 The longitudinal (top-down) cracking for asphalt surfaced pavements: The accuracy of 
nationally longitudinal (top-down) cracking models was evaluated in Arkansas, Minnesota, 
Montana, New Mexico, Oregon, and Washington. Montana observed significant differences 
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between actual and MEPDG predicted longitudinal-cracking values and did not calibrate this 
model at the time of its MEPDG implementation. Other states performed local calibration of 
at least one of the calibration coefficients of this prediction model. However, no consistent 
trend in the longitudinal (top-down) cracking predictions could be identified that would 
reduce the bias and standard error and thereby improve the accuracy of this prediction model. 
 Alligator (bottom-up) cracking for asphalt surfaced pavements: The accuracy of national 
alligator (bottom-up) cracking models was evaluated in Arkansas, Colorado, Minnesota, 
Missouri, Montana, New Mexico, Ohio, Oregon, and Washington. The Oregon study 
indicated that nationally-calibrated alligator (bottom-up) cracking was overpredicted when 
using Darwin ME version 1.1 software while a Missouri study found national alligator-model 
under predicting in HMA pavements. On the other hand, a Washington study also found the 
national model both under and over predicting alligator cracking. Washington, Arkansas, and 
New Mexico also used a locally-calibrated alligator-cracking model and, after local 
calibration, the model accuracy improved to some extent. 
 Thermal (transverse) cracking for asphalt-surfaced pavements: The accuracy of national 
alligator (bottom-up) cracking models was evaluated in Colorado, Missouri, Montana, and 
Oregon.  
 Reflection cracking for asphalt overlaid concrete pavements: Only one state (Arizona)   
attempted to calibrate the empirical reflection-cracking model of HMA overlaid concrete 
pavements using Pavement ME design software. However, the empirical reflection-cracking 
model was replaced by a mechanistic-based reflection-cracking model developed in the 
NCHRP 1-41 project (Lytton et al. 2010) and provided in the new version of Pavement ME 
Design (version 2.2) released in August 2015.  
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CHAPTER 3. REVIEW OF PAVEMENT ME DESIGN SOFTWARE 
MEPDG has evolved since its first release in 2004 as a product of the National 
Cooperative Highway Research Program (NCHRP) 1-37A project (NCHRP 2004). The first 
version of the software was designated MEPDG version 1.1. New versions of the software have 
subsequently been released with new features and enhancements added. AASHTO’s MEPDG, 
Interim Edition: A Manual of Practice was issued in 2008 to educate users about the design 
methodology software used (AASHTO 2008). As more features were added to the software, it 
was rebranded as Darwin-ME in 2011 and AASHTOWare Pavement ME Design in 2014. 
After release of NCHRP (2004), the national recalibration of MEPDG was initiated under 
NCHRP project 1-40, using a larger number of pavement sections than was used in NCHRP 
(2004). National calibration coefficients resulting from NCHRP project 1-40 have been widely 
used since then and the previous calibration coefficients have been discarded.  
Coefficient of thermal expansion (CTE) is an important parameter in determining the 
length change of concrete pavements under different thermal conditions. Crawford et al. (2010) 
found the CTE model incorporated in the MEPDG software produced erroneous results due to an 
error in the test procedure. The test procedure used in the characterization of CTE was initially 
AASHTO TP 60-00 (2004) and, using this test procedure, CTE values were found to be 
overpredicted. A new test procedure was accordingly developed (AASHTO T 336-09 2009) and 
new CTE values specified based on the new test procedure. The related distress models were 
nationally recalibrated in 2011 and the recalibrated coefficients (i.e., NNC) have recently been 
incorporated into the latest software version (version 2.2) as default national calibration 
coefficients. It was suggested to Pavement ME users that they use either ONC in using CTE 
values determined from the TP 60-00 method (AASHTO TP 60-00 2004) or NNC in using CTE 
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values determined from a newer test procedure (AASHTO T 336-09 2009). The CTE values 
used in this study were acquired from a previous MEPDG implementation study, Task 6: 
“Material Thermal Inputs for Iowa Materials” (Wang et al. 2008), that used AASHTO TP 60-00 
(2004) in characterization of CTE values. 
In the historical development of MEPDG software, as new features were added and 
available features expanded and improved, software incorporating the new enhancements on 
different bases has been released along with accompanying release notes to introduce these 
enhancements. The contents of all release notes issued are summarized below (http://www.me-
design.com/MEDesign/Documents.html): 
April 2011 (DARWin-ME Version 1.0) 
In this release note, differences between MEPDG and Pavement ME Design (DARWin-
ME) were documented. The major new capabilities included in the software are as follows: 
 A completely redesigned user interface 
 Enterprise database support for sharing and storing projects, materials, traffic and design 
considerations across the agency 
 Ability to edit and run multiple design analyses simultaneously in batch, sensitivity, 
thickness optimization or back calculation modes 
 Redesigned and improved output reports in both Excel and Adobe PDF formats 
 Climate data editing tools 
 Redesigned PDF help documents based on the new software and the Mechanistic-Empirical 
Pavement Design Guide, Interim Edition: A Manual of Practice 
 Significant decreases in analyses run time 
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December 2011 (DARWin-ME Version 1.1.33) 
 Some software issues were resolved. 
February 2013 (Pavement ME Design Version 1.3.28) 
 Some software issues were resolved. 
July 2013 (Pavement ME Design Version 1.5.08, Educational Version 1.5.08) 
 The educational version of the software can only be used for the design of new asphalt and 
concrete (JPCP and CRCP), AC/AC overlays, AC/JPCP Overlays, or Unbonded PCC 
overlays for a 30-year limited analysis period.  
 Only 8 stations representing different climate zones around the country can be used in the 
educational version. Additionally, batch mode and sensitivity analysis cannot be used in this 
version. Unlike the conventional version, no access was provided to intermediate output files 
in the educational version. 
January 2014 (Pavement ME Design Version 2.0.19, Educational Version 2.0.19) 
 In this version, Citrix and Remote Desktop Services have been added.  
 A layer-by-layer asphalt rutting coefficient can now be used for analysis  
 In this version, The US Customary bins have been converted for rounded SI metric bins.  
 Another new feature is the ability to input special axle traffic information by selecting a 
special traffic checkbox on the main project tab.  
 The database was also improved to be more stable and provide enhanced selection and insert 
functionality.  
 A file converter was also added to convert Version 1.1 files to the new 2.0 format before the 
software is run. 
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August 2014 (Pavement ME Design Version 2.1.24)  
 With this version, users can receive back-calculation summary reports, enabling them to use 
back calculation with thickness optimization on each station project.  
 Users can also use an automatic updater providing them with an option to automatically 
check for available system updates. 
 Another enhancement in this version is capability for incorporating subgrade moduli in 
sensitivity analysis for any selected layer.  
August 2015 (Pavement ME Design Version 2.2) 
 A new reflection-cracking model developed from NCHRP 1-41 project was added to 
Pavement ME Design. 
 With this version, Drainage Requirement In Pavements (DRIP) can be used as an 
accompanying tool to conduct hydraulic design computations for subsurface pavement 
drainage analysis. 
 New calibration coefficients for JPCP cracking, JPCP faulting and CRCP punch-out models 
were added to Pavement ME Design. 
 LTPP default axle load distributions could be imported in this software version. 
 A MapME tool providing data from geographical information system data linkages to 
Pavement ME Design was also added. 
 Semi-rigid pavement type replaced new AC over CTB design type in this software version. 
 Level 1 and Level 2 input data AC overlays over AC rehabilitated pavements, Level 3 input 
data for AC overlays over intact JPCP rehabilitated pavements, and new Level 1, Level 2 and 
Level 3 inputs for PCC overlays over existing AC pavements are provided. 
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Training Webinar Series  
A series of 13 webinars (each about 2 hours long) was prepared by the Federal Highway 
Administration (FHWA) in collaboration with the AASHTO Pavement ME Design Task Force 
to introduce different aspects of the software. Ten of these webinars were related to the material 
and design inputs used in the software and design of different pavement systems, and the 
remaining three webinars were related to software local calibration. The webinar series can be 
reached through (http://www.me-design.com) website. The titles in the webinar series are as 
follows: 
1) Getting started with ME Design 
2) Climatic Inputs 
3) Traffic Inputs 
4) Material and Design Inputs for New Pavement Design 
5) Material and Design Inputs for Pavement Rehabilitation with Asphalt Overlays 
6) Material and Design Inputs for Pavement Rehabilitation with Concrete Overlays 
7) New Asphalt Pavement Structures 
8) Asphalt Overlays of Asphalt Pavements 
9) New Concrete Pavement Structures 
10) Unbonded Concrete Overlays 
11) Introduction to Local Calibration 
12) Preparing for Local Calibration 
13) Determining the Local Calibration Coefficients 
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This report presented design examples of new JPCP, new HMA, and HMA over JPCP 
pavements using Pavement ME Design (version 2.1.24) (See Appendix B). The design of such 
pavements were introduced in a step-by-step manner using screen shots from the software. 
Evaluation of Pavement ME Design Software: Comparison between Pavement ME Design and 
MEPDG Pavement Performance Predictions   
To compare pavement performance predictions of Pavement ME Design and MEPDG 
software, a set of 15 cases used in NCHRP 1-47 (NCHRP 2011) representing different climate 
and traffic conditions were presented. The case name and corresponding description of each case 
can be seen in Table 5. 
Table 5. 15 total base cases used in NCHRP 1-47 project (NCHRP 2011) 
Base Case Name Description 
CDL Cold-Dry-Low-Traffic 
CDM Cold-Dry-Medium-Traffic 
CDH Cold-Dry-High-Traffic 
CWL Cold-Wet-Low-Traffic 
CWM Cold-Wet-Medium-Traffic 
CWH Cold-Wet-High-Traffic 
TL Temperate-Low-Traffic 
TM Temperate-Medium-Traffic 
TH Temperate-High-Traffic 
HDL Hot-Dry-Low-Traffic 
HDM Hot-Dry-Medium-Traffic 
HDH Hot-Dry-High-Traffic 
HWL Hot-Wet-Low-Traffic 
HWM Hot-Wet-Medium-Traffic 
HWH Hot-Wet-High-Traffic 
 
To represent a variety of different climate conditions in the US, 5 different locations were 
determined representing such different climates. Climate category, location, weather station and 
total available climate data about each station are summarized in Table 6.  
. 
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Table 6. Climate categories used in NCHRP 1-47 project (NCHRP 2011) 
Climate 
Category 
Location Weather Station Months of Data 
Hot-Wet Orlando FL ORLANDO 
INTERNATIONAL  
ARPT 
116 
Hot-Dry Phoenix AZ PHOENIX SKY 
HARBOR INTL AP 
116 
Cold-Wet Portland ME PORTLAND 
INTL JETPORT 
ARPT 
116 
Cold-Dry International 
Falls MN 
FALLS 
INTERNATIONAL 
ARPT 
112 
Temperate Los Angeles CA LOS ANGELES 
INTL AIRPORT 
108 
 
To simulate different traffic conditions in the US, three categories of traffic conditions 
were presented: low, medium and high. Table 7 shows each traffic category and corresponding 
AADTT values, AADTT values in design lane, estimated ESALS for both flexible and rigid 
pavements, and AADTT range fitting each traffic category. 
Table 7. Traffic levels used in NCHRP 1-47 project (NCHRP 2011) 
Traffic 
Category 
Baseline Inputs  
AADTT 
Range 
AADTT 
Est. ESALs 
(Flexible) 
Est. ESALs 
(Rigid) 
Low 1,000 2M 5M 500-5,000 
Medium 7,500 10M 25M 5,000-10,000 
High 25,000 30M 75M 20,000-30,000 
 
Using the same input parameters for all cases except for different climate and traffic 
conditions, MEPDG v.1.1, Pavement ME Design v.2.0 and Pavement ME Design v.2.1.24 were 
run. Table 8 summarizes the pavement performance predictions for new JPCP cases using 
MEPDG v.1.1, Pavement ME Design v.2.0, and Pavement ME Design v.2.1.24. As can be seen 
from the table, significant differences in transverse cracking and IRI predictions under cold 
climate zones between MEPDG v.1.1 and Pavement ME Design versions were observed. 
However, no significant differences between pavement performance predictions using Pavement 
ME Design v.2.0 and Pavement ME Design v.2.1 were observed. 
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Table 8. Pavement performance prediction comparisons for new JPCP cases  
 
Table 9 summarizes pavement performance predictions for new JPCP over stiff 
foundation cases using MEPDG v.1.1, Pavement ME Design v.2.0, and Pavement ME Design 
v.2.1.24. As can be seen from the table, MEPDG v.1.1 overpredicts transverse cracking and 
underpredicts IRI for cold climate zones in comparison to Pavement ME versions. No significant 
differences between pavement performance predictions using Pavement ME Design v.2.0 and 
Pavement ME Design v.2.1.24 were observed.  
Table 9. Pavement performance prediction comparisons for new JPCP over stiff 
foundation cases 
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Table 10 summarizes the cracking predictions of MEPDG v.1.1, Pavement ME v.2.0, and 
Pavement ME v.2.1.24 for new HMA cases. MEPDG v.1.1 underpredicts longitudinal cracking 
compared to Pavement ME Design versions for all climate zones. Some differences in alligator-
cracking predictions under different climate zones were observed between MEPDG v.1.1and 
Pavement ME Design versions. Also, note that in cold-wet weather conditions, MEPDG v.1.1 
overpredicts transverse cracking compared to Pavement ME Design versions. No significant 
differences between pavement performance predictions using Pavement ME Design v.2.0 and 
Pavement ME Design v.2.1.24 were observed.  
Table 10. Pavement performance prediction comparisons for new HMA cases: cracking 
 
Table 11 summarizes the rutting and IRI predictions of MEPDG v.1.1, Pavement ME 
Design v.2.0 and Pavement ME Design v.2.1.24 for new HMA cases. Some differences in rutting 
and IRI predictions under different climate zones can be observed between MEPDG v.1.1 and 
Pavement ME Design versions. No significant differences between pavement performance 
predictions using Pavement ME Design v.2.0 and Pavement ME Design v.2.1.24 were observed.  
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Table 11. Pavement performance prediction comparisons for new HMA cases: rutting and 
IRI 
 
Table 12 summarizes cracking predictions of MEPDG v.1.1, Pavement ME Design v.2.0, 
and Pavement ME Design v.2.1.24 for HMA over stiff foundation cases. For all climate zones, 
MEPDG v.1.1 underpredicts longitudinal cracking compared to Pavement ME Design versions. 
Some differences in alligator-cracking predictions for different climate zones can be observed 
between MEPDG v.1.1and Pavement ME Design versions. Also note that in cold-wet weather 
conditions, MEPDG v.1.1 overpredicts transverse cracking compared to Pavement ME Design 
versions. No significant differences between pavement performance predictions using Pavement 
ME Design v.2.0 and Pavement ME Design v.2.1.24 were observed.  
 
 
 
 
 
 
26 
 
 
 
Table 12. Pavement performance prediction comparisons for HMA over stiff foundation 
cases: cracking 
 
Table 13 summarizes the rutting and IRI predictions of MEPDG v.1.1, Pavement ME 
Design v.2.0, and Pavement ME Design v.2.1.24 for HMA over stiff foundation cases. Some 
differences in rutting and IRI predictions for different climate zones can be observed between 
MEPDG v.1.1 and Pavement ME Design versions. No significant differences between pavement 
performance predictions using Pavement ME Design v.2.0 and Pavement ME Design v.2.1.24 
were observed.  
Table 13. Pavement performance prediction comparisons for HMA over stiff foundation 
cases: rutting and IRI 
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CHAPTER 4. LOCAL CALIBRATION METHODOLOGY 
Based on the literature review and consultations with Iowa DOT engineers, a set of 
procedures for local calibration of Pavement ME Design performance predictions for Iowa 
pavement systems was made. The following steps give details of this procedure: 
 Step 1: Update and tabulate the Iowa pavement system database for Pavement ME Design 
local calibration based on the database developed in InTrans Project 11-401: Iowa 
Calibration of MEPDG Performance Prediction Models (Ceylan et al. 2013).        
 Step 2: Conduct Pavement ME Design runs using (1) national and (2) MEPDG local 
calibration coefficients identified in InTrans Project 11-401 (Ceylan et al. 2013). 
 Step 3: Evaluate the accuracy of both nationally and MEPDG-locally calibrated pavement 
performance prediction models. 
 Step 4: If the accuracy of national or MEPDG local calibration coefficients for given 
Pavement ME Design performance prediction models were found to be adequate, these 
coefficients were determined to be acceptable for Iowa conditions.  
 Step 5: If not, the calibration coefficients of Pavement ME Design can be refined using 
various optimization approaches   
 Step 6: Evaluate adequacy of refined Pavement ME Design local calibration coefficients 
 Step 7: Recommend Pavement ME Design calibration coefficients for Iowa conditions   
Description of Iowa Pavement Sites Selected  
A total of 130 representative pavement sites across Iowa, selected from InTrans Project 
11-401 (Ceylan et al. 2013), were also used for Pavement ME Design local calibration. The 
selected pavement sites represent flexible, rigid, and composite pavement systems throughout 
Iowa at different geographical locations and different traffic levels.  
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Table 14 lists the number of pavement sections selected for this study. A total of 35 
sections for new JPCP (rigid pavements), a total of 35 sections for new HMA pavements 
(flexible pavements), and a total of 60 sections for HMA over JPCP (composite pavements) were 
selected.   In the selected new JPCP and new HMA roadway segments, twenty-five sections were 
used for calibration and 10 sections were used for verification of identified calibration 
coefficients. In the selected HMA over JPCP roadway segments, forty-five sections were used 
for calibration and 15 sections were used for verification of identified calibration coefficients.  
Table 14. Site selection summary information 
Type Iowa PMIS 
Code 
Number of Sites 
Selected 
Iowa LTPP 
sections 
JPCP 1 35 6 
HMA 4 35 1 
HMA over JPCP 3 and 3A 60 9 
 
The descriptive information on selected pavement sites, developed in InTrans Project 11-
401 (Ceylan et al. 2013), was updated by incorporating information from the new Iowa DOT 
PMIS database. Note that InTrans Project 11-401 (Ceylan et al. 2013) used the Iowa DOT PMIS 
database for 1998 to 2009 while this study used the one for 1992 to 2013.         
Figure 4 presents average annual daily truck traffic (AADTT) distributions for each type 
of Iowa pavement. As can be seen in this figure, HMA surface pavements are used more with 
lower AADTT and JPCPs are used more with higher AADTT. To include all Iowa traffic 
conditions, three categories of traffic levels were used in selecting calibration sites. An AADTT 
value less than 500 is categorized to be low traffic volume, between 500 and 1,000 is categorized 
as medium traffic volume, and higher than 1,000 is categorized as high traffic volume. The 
selected sections in Figure 5 also represent a variety of geographical locations across Iowa.  
29 
 
 
 
 
(a) 
 
(b) 
 
(c) 
Figure 4. Iowa pavements by AADTT distribution (as of 2014): (a) JPCPs, (b) HMA 
pavements, and (c) HMA over JPCPs 
30 
 
 
 
 
(a) 
 
(b) 
 
(c) 
Figure 5. Geographical locations of selected Iowa pavement sites: (a) JPCPs, (b) HMA 
pavements, and (c) HMA over JPCPs 
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The distribution of construction years for each type of pavement is depicted in Figure 6. 
HMA over JPCP pavement sections were categorized based on their JPCP construction and 
resurfacing years (Figure 6). As can be seen from the figure, most of the selected Iowa JPCPs 
were constructed between 1999 and 2002, while most of the selected HMA pavements were 
constructed after 1997. For Iowa HMA over JPCPs selected, most of the HMA resurfacings were 
conducted after 1999.  
(a)                                                                                 (b) 
(c)                                                      (d) 
Figure 6. Iowa pavements by the distribution of construction years (as of 2014): (a) JPCPs, 
(b) HMA pavements, (c) initial JPCPs construction years of HMA over JPCPs, (d) HMA 
resurfacing years of HMA over JPCPs 
Figure 7 depicts the distribution of PCC surface thicknesses for JPCPs, HMA surface 
thickness for HMA pavements, and HMA overlay and PCC thicknesses for HMA over JPCPs. 
As can be seen from the figure, the PCC thickness for about 90% of selected JPCPs ranges from 
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9 to 11 in., while the HMA thicknesses for over 90% of selected HMA pavements is thicker than 
10 in. It should also be noted that traffic volumes for JPCP pavements are higher than for HMA 
pavements (See Figure 4). Also, the HMA overlay thicknesses for over 90% of HMA over JPCP 
pavements range from 2 to 6 in. The distribution of base thicknesses for Iowa JPCP, HMA, and 
HMA over JPCP pavements is also presented in Figure 8. As can be seen from the figure, the 
most common base thicknesses for about 90% of JPCPs selected range from 9 to 11 in., while 
the HMA thicknesses for over 80 % of HMA pavements selected have no base layer. It can be 
concluded that more than 80 % of selected HMA pavements are full-depth HMA pavements. On 
the other hand, thicknesses for about 90% of HMA over JPCPs selected range from 0 to 5 in. 
Also note that there are no base layers thicker than 10 in. for selected HMA over JPCPs. 
(a)                                                                                 (b) 
(c)                                                      (d) 
Figure 7. Iowa pavements by the distribution of surface thicknesses (as of 2014): (a) PCC 
surface thickness for JPCPs, (b) HMA surface thickness for HMA pavements, (c) HMA 
overlay thicknesses for HMA over JPCPs, and (d) PCC thicknesses for HMA over JPCPs 
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(a)                                                                                 (b) 
 
(c) 
Figure 8. Iowa pavements by the distribution of base thicknesses as of 2014 (as of 2014): (a) 
JPCPs, (b) HMA pavements, (c) HMA over JPCPs 
Description of Calibration Database for Iowa Pavement Systems  
Input Database 
The design input values required for Pavement ME Design runs were prepared from the 
design database developed in InTrans Project 11-401 (Ceylan et al. 2013). The data in the design 
input database were collected primarily from the Iowa DOT PMIS, material testing records, and 
previous project reports relevant to MEPDG implementation in Iowa. Detailed descriptions of 
the input database are provided in InTrans Project 11-401 report (Ceylan et al. 2013).   
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Pavement Distress Database  
A database of historical performance data for the selected sections developed in InTrans 
Project 11-401 (Ceylan et al. 2013) were updated by incorporating data from the new Iowa DOT 
PMIS database. Note that the InTrans Project 11-401 (Ceylan et al. 2013) used the Iowa DOT 
PMIS database from 1998 to 2009 while this study used that from 1992 to 2013. As indicated in 
InTrans Project 11-401 (Ceylan et al. 2013), some differences between PMIS distress measures 
and Pavement ME Design performance predictions were still observed.  For calibration of the 
performance prediction models, the identified differences were resolved by considering the 
following assumptions: 
 Pavement ME Design provides rutting predictions for individual pavement layers while Iowa 
DOT PMIS provides only accumulated (total) rutting observed in HMA surfaces. Rutting 
measurements for individual layers were computed by applying the average percentage of 
total rutting for different pavement layers and subgrade recommended in the NCHRP 1-37A 
report (NCHRP 2004) on HMA surface rut measurements recorded in Iowa DOT PMIS. 
 Pavement ME Design transverse cracking predictions for new HMA and HMA overlaid 
pavements are considered to reflect thermal cracking. The PMIS transverse cracking 
measurements for new HMA pavement could be considered as HMA thermal cracking, but 
those recorded for HMA overlaid pavements could be either reflection cracking or thermal 
cracking. However, transverse-cracking measurements in Iowa DOT PMIS for HMA 
overlaid pavements were not differentiated in that way. Considering the empirical nature of 
the reflection-cracking model implemented in Pavement ME Design (in the latest version 
available at the time of conducting this research), this study considered PMIS transverse 
cracking measurements for HMA overlaid pavements to be HMA thermal cracking to 
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calibrate the HMA thermal-cracking model rather than the reflection-cracking model.   
 The units reported in PMIS for transverse cracking of JPCP and alligator and thermal 
(transverse) cracking of HMA and HMA overlaid pavements are different from those used in 
Pavement ME Design. These measured values of distress in PMIS are converted into the 
same units as those of Pavement ME Design predictions in accordance with the AASHTO 
guide for local calibration of the MEPDG (AASHTO 2010) 
 Some irregularities in distress measures were identified in Iowa DOT PMIS. Occasionally, 
distress magnitudes appeared to decrease with time or show erratic patterns without 
explanation. In such cases, the distress measure history curves were modified to not to 
decrease with time.  
Figure 9 presents the performance data distribution of selected JPCP sections for the 
faulting, transverse-cracking and IRI distresses, extracted from Iowa DOT PMIS database. Some 
performance measurements such as faulting measurements greater than 0.45 inch and transverse 
cracking greater than 80% for a 10-year JPCP service life are unusual when considering actual 
Iowa pavement performance practices and experiences. Such unusual measurements were 
considered to be outliers and eliminated in calibration producers.                    
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(a)                                                                              (b) 
(c) 
Figure 9. JPCP performance data distribution (as of 2014): (a) faulting, (b) transverse 
cracking and (c) IRI 
Figure 10 presents performance data distribution for selected HMA pavement sections for 
total rutting, HMA rutting, granular-base rutting, subgrade rutting, longitudinal cracking, 
alligator cracking, transverse cracking and IRI. As can be seen in the figure, most total rutting 
occurs only coming from HMA rutting; the effect of granular base and subgrade rutting on total 
rutting is minimal. This is because most flexible pavements in Iowa are full-depth flexible 
pavements. Some performance measurements such as longitudinal-cracking measurements 
greater than 15,000 ft./mi. and transverse cracking greater than 7,000 ft./mi. before a 20-year 
HMA pavement service life are unusual when considering actual Iowa pavement performance 
practices and experiences. Such unusual measurements were considered to be outliers and 
eliminated in the calibration producers.           
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(a)                                                                              (b) 
(c)                                                                             (d) 
(e)                (f) 
(g)                (h) 
Figure 10. HMA performance data distribution (as of 2014): (a) total rutting, (b) HMA 
rutting, (c) granular base rutting, (d) subgrade rutting, (e) longitudinal cracking, (f) 
alligator cracking, (g) transverse cracking and (h) IRI 
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Figure 11 presents performance data distribution for selected HMA over JPCP sections 
for total rutting, longitudinal cracking, alligator cracking, transverse cracking and IRI. Some 
performance measurements such as longitudinal-cracking measurements greater than 8,000 ft./mi 
and transverse cracking greater than 10,000 ft./mi for a 10 year HMA over JPCP service life are 
unusual in considering actual Iowa pavement performance practices and experiences. Such 
unusual measurements were considered to be outliers and eliminated in calibration producers.        
(a)                                                                             (b) 
(c)                                                                             (d) 
                                     (e) 
Figure 11. HMA over JPCP performance data distribution (as of 2014): (a) total rutting, 
(b) longitudinal cracking, (c) alligator cracking, (d) transverse cracking and (e) IRI 
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Description of Optimization Approaches  
The purpose of Pavement ME Design local calibration is to identify a set of empirical 
transfer function coefficients (calibration coefficients) in pavement performance models to 
provide adequate accuracy for pavement performance predictions compared to actual pavement 
performance measurements (observations).  
Figure 12 illustrates the flow of optimization procedures used to identify local-calibration 
coefficients having adequate accuracy for Iowa conditions. The local-calibration procedure starts 
with identification of transfer functions and their components. There are basically two types of 
transfer functions classified in Pavement ME Design: (1) functions directly calculating the 
magnitude of the pavement performance predictions, and (2) functions calculating the 
incremental damage over time relating such damage to the pavement performance predictions.  
As can be seen in Figure 12, there are two approaches to optimizing pavement prediction 
models depending on whether the components of the transfer functions are known or not. 
If all components of the transfer functions are provided by the software in intermediate 
files otherwise known to the designer, model predictions can be calculated outside the software 
using the transfer functions. In such a case, non-linear optimization techniques can be applied to 
calibrate pavement performance models.  
If not all the components of the functions are known, the calibration can be achieved only 
through trial and error procedures by performing numerous Pavement ME Design runs to figure 
out the best combination of calibration coefficients in terms of goodness-of-fit accuracy. To 
minimize the number of Pavement ME Design runs, Ceylan et al. (2013) developed a linear 
optimization approach based on sensitivity analysis of calibration coefficients.   
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Figure 12. Optimization procedures to identify local calibration coefficients 
In Pavement ME Design version 2.1.24, although some components of the transfer 
functions are provided in intermediate output files, many of them are not provided at all. This 
deficiency of the software was partially remedied in the latest version (version 2.2). For the 
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transfer function when not all the components are known, the calibration should be implemented 
within the software using sensitivity analysis and trial-and-error methods. These methods are 
extensively described in a previous report (Ceylan et al. 2013). 
The optimization procedure is performed by minimizing the mean square error (MSE) 
between actual distress measurements and Pavement ME Design predicted values. (AASHTO 
2010). Once the calibration coefficients are determined, the calibrated models are verified using 
the validation data set. 
Various optimization methods utilized in this study are summarized in Table 15 and 
discussed in the following section.      
Table 15. Optimization techniques used for different pavement distresses 
Pavement Type Distress Optimization Technique Used 
JPCP 
Faulting MS Excel® Solver, Brute Force and Lingo 
Transverse Cracking MS Excel® Solver and Sensitivity Analysis  
IRI MS Excel® Solver, Brute Force and Lingo  
HMA 
Rutting Sensitivity Analysis 
Longitudinal Cracking Sensitivity Analysis and MS Excel® Solver 
Alligator Cracking Sensitivity Analysis and MS Excel® Solver 
Thermal Cracking Sensitivity Analysis 
IRI MS Excel® Solver, Brute Force and Lingo  
HMA over JPCP 
Rutting Sensitivity Analysis 
Longitudinal Cracking Sensitivity Analysis and MS Excel® Solver 
Alligator Cracking Sensitivity Analysis and MS Excel® Solver 
Thermal Cracking Sensitivity Analysis 
IRI MS Excel® Solver, Brute Force and Lingo  
 
Non-linear Optimization Methods 
A nonlinear programming optimization technique provided as an MS Excel® solver 
routine has been commonly used to minimize the bias () and the root mean square error 
(RMSE) between the actual distress measurements and the Pavement ME Design predicted 
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values (Velasquez et al. 2009, FHWA 2010a,  Jadoun 2011). To use this approach, all input 
values required by the performance models are needed to satisfy closed-form solution 
requirements. Based on the linear or non-linear nature of the equation, MS Excel® solver uses 
three different methods: generalized reduced gradient (GRG), simplex (Simplex LP), and 
evolutionary. GRG is used for non-linear equations, Simplex LP is used for linear equations, and 
Evolutionary can be used for both non-linear and linear equations. GRG is a robust and fast tool 
for determining the best combination of calibration coefficients (Frontline Systems, Inc. 2015). 
In addition to GRG in MS Excel® solver, a brute-force method (through Microsoft 
Visual Studio®) was implemented by trying all possible combinations of candidate numbers and 
checking to see whether any combinations satisfied the problem statement. This method is 
basically used this study to ensure that the results produced by MS Excel® solver are correct. 
Algorithms were composed using the transfer functions, constraints and increments were 
specified, and the best combinations of calibration coefficients minimizing the MSE between 
measured and predicted pavement performance values were determined. The disadvantage of this 
method would be that, as defined increments become smaller, the accuracy of the result 
increases. To make sure that the best combinations of coefficients have been determined, the 
increments should be minimized. 
Along with other optimization methods, an optimization software tool, Lingo 15.0, was 
also used in this study. This software solves linear and non-linear optimization problems with 
great accuracy. It can determine global solutions to optimization problems for both convex and 
non-convex equations (LINDO Systems, Inc. 2015).  Note that, using this software, you can find 
global solutions to the problem very quickly. Again, this software was also employed to ensure 
that the results provided by MS Solver are correct. 
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Linear Optimization Method 
A linear optimization approach based on sensitivity analysis of calibration coefficients 
was developed (Ceylan et al. 2013) to reduce the computational burden of the trial-and-error 
procedure in a case where not all the transfer function components are known. In such a case, 
sensitivity analysis of each calibration coefficient is conducted and, based on the analysis results, 
a trial-and-error method is implemented to find the best combination of coefficients providing 
minimum MSE between measured and predicted pavement performance values. Details of this 
method can be found in Ceylan et al. (2013). 
Accuracy Evaluation Criteria 
The Pavement ME Design was executed using nationally and MEPDG locally-calibrated 
(through Ceylan et al. 2013)) model values to predict performance indicators for each selected 
PMIS roadway section. Predicted performance measures were then plotted relative to the 
measured values for the PMIS roadway sections. Based on the accuracy of performance 
predictions using the nationally and MEPDG locally-calibrated model coefficient values, 
determination as to whether or not it was necessary to modify the national and MEPDG local 
coefficient values for Iowa conditions was made. If needed, locally-calibrated model coefficients 
were identified to improve the accuracy of model predictions. 
The accuracy of performance predictions was evaluated by plotting the measurements 
against the predictions on a 45-degree line representing equality, and also by observing the 
average bias, standard error, coefficient of determination (R2) and mean absolute percentage 
error (MAPE) values. The accuracy indicators used in this study are defined as follows:   
𝐴𝑣𝑒 𝐵𝑖𝑎𝑠 = 𝜀𝑎𝑣𝑒 =
∑ (𝑦𝑗
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 −𝑦𝑗
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑  
)𝑛𝑗=1
𝑛
 (1)  
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𝑆𝑡𝑎𝑛𝑑. 𝐸𝑟𝑟𝑜𝑟 = √
∑ (𝑦𝑗
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 −𝑦𝑗
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑  
)
2
𝑛
𝑗=1
𝑛
 (2)  
 
𝑅2 = (
1
𝑛
∗ ∑
[(𝑦𝑗
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑−𝑦𝑚𝑒𝑎𝑛
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑)∗(𝑦𝑗
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
−𝑦𝑚𝑒𝑎𝑛
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
)]
𝜎𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑∗𝜎𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
𝑛
𝑗=1 )
2
                                                   (3) 
 
𝐿𝑂𝐸 𝑅2 = 1 −
𝑛−𝑝
𝑛−1
∗ (
𝑆𝑒
𝑆𝑦
)
2
                                                                                                           (4) 
𝑀𝐴𝑃𝐸 =
1
𝑛
∗ ∑ |
𝑦𝑗
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑−𝑦𝑗
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
𝑦𝑗
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 |
𝑛
𝑗=1                                                                                        (5) 
Where,  
 p = total number of explanatory variables in the model, 
 n = number of data points in each distress comparison.  
 ymeasured =Measured distress data points 
 ypredicted = Measured distress data points 
 σmeasured =Variance of measured distress data points 
 σpredicted =Variance of predicted distress data points 
 Se= Standard error of the estimates 
 Sy= Standard deviation of the estimates 
 
The average bias basically shows the average of differences between measured and 
predicted values, while the standard error of estimate measures the differences between the 
predicted and measured values. In this study, two kinds of coefficients of determination were 
utilized: (1) line of equality (LOE) in which R2 indicates how well the data fit the LOE, and (2) 
coefficient of determination, simply R2, indicating how well the data fit the regression line 
minimizing RMSE between the two data sets (i.e., measurements and predictions). Note that 
negative (LOE) R2 simply means that the data points do not follow the associated model. Lower 
absolute values of average bias and standard error indicate better accuracy. A positive value for 
the average bias indicates underestimated predictions. Higher R2 values show better accuracy. 
Also, for MAPE, the scale below is used to forecast accuracy (Lewis 1982): 
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 Highly accurate forecast: MAPE < 0.1 (10%) 
 Good forecast: 0.1 (10%) < MAPE < 0.2 (20%) 
 Reasonable forecast: 0.2 (20%) < MAPE < 0.5 (50%) 
 Inaccurate forecast: MAPE > 0.5 (50%) 
 
In addition to the accuracy indicators described, a paired t test was also performed. This 
test is used to compare the means of two populations to determine whether they differ from one 
another in a significant way under the assumptions that paired differences are independent and 
identically normally-distributed. In this test, the following null and alternative hypothesis are 
used:   
 i. H0: Mean measured distress = mean predicted distress  
 ii. HA: Mean measured distress ≠ mean predicted distress. 
Equation 6 is used for the calculation of t values used in these test, 
For j=1:n, 
𝑡 =
(𝑦𝑗
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 −𝑦𝑗
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑  
)𝑚𝑒𝑎𝑛
𝑠𝑑
√𝑛
                                                                                                      (6) 
Where,  
 n = number of paired data points  
 ymeasured =Measured distress data points 
 ypredicted = Measured distress data points 
 sd =Standard deviation of paired data points 
 
This statistic follows a t-distribution with n − 1 degrees of freedom. 
The rejection of the null hypothesis (p-value < 0.05) implies that there are grounds for 
believing that there is a relationship between two phenomena and predicted distress prediction is 
thus unbiased.  
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CHAPTER 5. LOCAL CALIBRATION RESULTS 
The pavement performance models adopted in Pavement ME Design for JPCP, HMA, 
and HMA over JPCP pavements are discussed here from a local calibration perspective. The 
step-by-step procedure of local calibration was documented by considering the availability of 
transfer function components. The Pavement ME Design calibration coefficients identified for 
Iowa pavement system and the corresponding model accuracies are presented and compared to 
MEPDG calibration coefficients identified by the InTrans Project 11-401 (Ceylan et al. 2013) 
and national calibration coefficients.   
JPCP 
The Pavement ME Design new JPCP performance predictions include mean joint-
faulting, transverse slab-cracking and IRI performance models. The identification of transfer 
functions for these models was noted and the availability of each component of these functions 
for the local calibration were investigated. Based on the availability of these components, 
different optimization approaches were utilized and the calibration results from the utilized 
optimization approaches will be presented along with corresponding model accuracies. 
Mean Transverse Joint Faulting 
An incremental approach method was adapted (AASHTO 2008) for the calculation of 
mean transverse joint-faulting. Based on this method, faulting values for each month was 
calculated and summed, beginning with the traffic opening date, to determine the faulting value 
at any time. 
Transverse joint faulting predictions can be calculated from the following set of 
equations: 
𝐹𝑎𝑢𝑙𝑡𝑚 = ∑ 𝛥𝐹𝑎𝑢𝑙𝑡𝑖
𝑚
𝑖=1              (7) 
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𝛥𝐹𝑎𝑢𝑙𝑡𝑖 = 𝐶34 ∗ (𝐹𝐴𝑈𝐿𝑇𝑀𝐴𝑋𝑖−1 − 𝐹𝑎𝑢𝑙𝑡𝑖−1)
2 ∗ 𝐷𝐸𝑖  (8) 
 
𝐹𝐴𝑈𝐿𝑇𝑀𝐴𝑋𝑖 = 𝐹𝐴𝑈𝐿𝑇𝑀𝐴𝑋𝑖−1 + (𝐶7/10
6) ∑ 𝐷𝐸𝑗 ∗ log(1 + 𝐶5 ∗ 5
𝐸𝑅𝑂𝐷𝑚
𝑗=1 )
𝐶6                      (9)      
                    
𝐹𝐴𝑈𝐿𝑇𝑀𝐴𝑋0 = 𝐶12 ∗ 𝛿𝑐𝑢𝑟𝑙𝑖𝑛𝑔 ∗ [log(1 + 𝐶5 ∗ 5
𝐸𝑅𝑂𝐷) ∗ log (
𝑃200∗𝑊𝑒𝑡 𝐷𝑎𝑦𝑠
𝑝𝑠
)]𝐶6                      (10)                              
 
Where: 
 Faultm = Mean joint faulting at the end of month m, inch 
 ΔFAULTi = Incremental change (monthly) in mean transverse joint faulting during month i, 
inch 
 FAULTMAXi = Maximum mean transverse joint faulting for month i, inch 
 FAULTMAX0 = Initial maximum mean transverse joint faulting, inch 
 EROD = Base/subbase erodibility factor 
 DEi = Differential density of energy of subgrade deformation accumulated during month i 
 δcurling = Maximum mean monthly slab corner upward deflection PCC due to temperature 
 curling and moisture warping 
 Ps = Overburden on subgrade, lb 
 P200 = Percent subgrade material passing #200 sieve 
 WetDays = Average annual number of wet days (greater than 0.1 in, rainfall), and 
 C1, 2, 3, 4, 5, 6, 7, 12, 34 = Calibration coefficients 
C12 and C34 among calibration coefficients are defined by the following equations: 
𝐶12 = 𝐶1 + 𝐶2 ∗ 𝐹𝑅
0.25                (11) 
 
𝐶34 = 𝐶3 + 𝐶4 ∗ 𝐹𝑅
0.25                                                                                               (12)                                   
 
Where: 
 FR = Base freezing index defined as percentage of time the top base temperature is below 
freezing (32°F) temperature. 
Note that Equation 9 is presented in AASHTO Mechanistic-Empirical Pavement Design 
Guide, Interim Edition: A Manual of Practice (AASHTO 2008) as: 
𝐹𝐴𝑈𝐿𝑇𝑀𝐴𝑋𝑖 = 𝐹𝐴𝑈𝐿𝑇𝑀𝐴𝑋0 + (𝐶7) ∑ 𝐷𝐸𝑗 ∗ log(1 + 𝐶5 ∗ 5
𝐸𝑅𝑂𝐷𝑚
𝑗=1 )
𝐶6                                (13) 
 
Using Equation 13 from the AASHTO Mechanistic-Empirical Pavement Design Guide, 
Interim Edition: A Manual of Practice (AASHTO 2008), the same mean transverse joint-faulting 
values reported in the software outputs could not be calculated. Communications with the 
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developers of Pavement ME Design software (ARA, personal communication, August 4, 2014) 
revealed the following clarifications:  
 Division of C7 by 106 in Equation 9 is hardcoded into the software, although this division was 
not shown in the equation (Refer to Equation 13).  
 FAULTMAXi-1  (See Equation 9) should be used instead of  FAULTMAX0  (See Equation 15) 
The availability of each variable of the equations described above was carefully 
inspected. All were either extracted from the Pavement ME Design final and intermediate output 
files or calculated using the data provided by the Pavement ME Design output files. The 
reporting file location or calculation method for each variable are listed as follows: 
 Erodibility = Used as input value, known or can be checked from the “Design Properties” tab 
in final result summary output file 
 P200 = Used as input value, known or can be checked from the “Layer #”  tab in the final 
result summary output file 
 Wet days = Can be indirectly found in the intermediate output file of 
“MonthlyClimateSummary.csv” by summing all the wet days in all months and then 
multiplying by 12 to obtain annual wet day results 
 FAULTMAX0 = Provided in the first column and first row of the “JPCP_faulting.csv” 
intermediate file for each pavement section 
 DE = Can be extracted from the “Faulting Data” tab in the final result summary output file 
 Curling and warping deflection = knowing the FAULTMAX0 value from the intermediate 
file, the curling deflection value can be calculated using the FAULTMAX0 equation (See 
equation 13) 
 Ps =  Overburden pressure can be determined using the following equation:   
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𝑃𝑠 = 144 ∗ (𝐺𝑎𝑚𝑃𝐶𝐶 ∗ 𝐻𝑃𝐶𝐶 + 𝐺𝑎𝑚𝑏𝑎𝑠𝑒 ∗ 𝐻𝑏𝑎𝑠𝑒)                                                                   (14)                                      
 
Where: 
 GamPCC = Unit weight of concrete (lb/in3) 
 Gambase = Unit weight of base (lb/in3) 
 HPCC = Concrete thickness (in.) 
 Hbase = base thickness (in.) 
The step-by-step faulting calculation from available variables can be described as 
follows: 
Step 1: Calculate 𝛿𝑐𝑢𝑟𝑙𝑖𝑛𝑔 using Equation 12. 
𝛿𝑐𝑢𝑟𝑙𝑖𝑛𝑔 =
𝐹𝐴𝑈𝐿𝑇𝑀𝐴𝑋0
𝐶12
∗ [log(1 + 𝐶5 ∗ 5
𝐸𝑅𝑂𝐷) ∗ log (
𝑃200∗𝑊𝑒𝑡 𝐷𝑎𝑦𝑠
𝑝𝑠
)]𝐶6                                     (15) 
 
Step 2: Using this 𝛿𝑐𝑢𝑟𝑙𝑖𝑛𝑔 value, calculate the corrected value of the FAUTMAX0 as follows: 
𝐹𝐴𝑈𝐿𝑇𝑀𝐴𝑋0
𝑁𝑒𝑤 = 𝐶12
𝑁𝑒𝑤 ∗ 𝛿𝑐𝑢𝑟𝑙𝑖𝑛𝑔 ∗ [log(1 + 𝐶5
𝑁𝑒𝑤 ∗ 5𝐸𝑅𝑂𝐷) ∗ log (
𝑃200∗𝑊𝑒𝑡 𝐷𝑎𝑦𝑠
𝑝𝑠
)]𝐶6
𝑁𝑒𝑤
     (16) 
 
Step 3: Using the corrected value of the initial maximum mean transverse joint faulting 
𝐹𝐴𝑈𝐿𝑇𝑀𝐴𝑋0
𝑁𝑒𝑤, calculate the maximum mean transverse joint faulting for each month as 
follows:  
𝐹𝐴𝑈𝐿𝑇𝑀𝐴𝑋𝑖
𝑁𝑒𝑤 = 𝐹𝐴𝑈𝐿𝑇𝑀𝐴𝑋𝑖−1
𝑁𝑒𝑤 + 𝐶7
𝑁𝑒𝑤/106) ∑ 𝐷𝐸𝑗 ∗ log(1 + 𝐶5
𝑁𝑒𝑤 ∗ 5𝐸𝑅𝑂𝐷𝑚𝑗=1 )
𝐶6
𝑁𝑒𝑤
 (17) 
 
Step 4: Calculate the faulting increment as follows: 
 𝛥𝐹𝑎𝑢𝑙𝑡𝑖
𝑁𝑒𝑤 =  𝐶34
𝑁𝑒𝑤 ∗ (𝐹𝐴𝑈𝐿𝑇𝑀𝐴𝑋𝑖−1
𝑁𝑒𝑤 − 𝐹𝑎𝑢𝑙𝑡𝑖−1
𝑁𝑒𝑤)2 ∗ 𝐷𝐸𝑖      i=1,2…                             (18) 
 
Step 5: Calculate the mean joint faulting at the end of month i as follows: 
𝐹𝑎𝑢𝑙𝑡𝑖
𝑁𝑒𝑤 =  𝐹𝑎𝑢𝑙𝑡𝑖−1
𝑁𝑒𝑤 + 𝛥𝐹𝑎𝑢𝑙𝑡𝑖
𝑁𝑒𝑤      𝑖 = 1, 2 …                                                       (19) 
 
Step 6: The calculated faulting values were compared with the ones produced by software to see 
if the same values were obtained. Figure 13 shows the correlation between calculated and 
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software output faulting values. 
 
Figure 13. Faulting values comparison between Pavement ME Design output and 
calculated values 
Calculated mean joint-faulting values were compared with the actual Iowa DOT PMIS 
faulting measurements of each section in the calibration data set. A local calibration coefficients 
optimization procedure was performed using different nonlinear optimization approaches (MS 
Excel Solver, Lingo, and Brute Force) to minimize the mean square error (MSE) between the 
predicted and actual mean joint-faulting values. The set of calibration coefficients determined 
from the optimization procedure was used as the set of local calibration coefficients. For 
validation purposes, the local calibration coefficient accuracy was evaluated using an 
independent validation data set.  
Figure 14 and Figure 15 compare the faulting predictions using national, MEPDG local, 
and Pavement ME Design local calibration coefficients for calibration and validation data sets, 
respectively. Note that Pavement ME Design software was used for these comparisons by 
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changing each of the three calibration coefficient sets: ONC, local calibration coefficients 
determined from MEPDG runs by using trial-error based approach under previous study (Ceylan 
et al. 2013), and local calibration coefficients determined from Pavement ME Design software 
runs in this study.  
As can be seen in these figures, the nationally-calibrated faulting model underpredicted 
distress for Iowa JPCPs. When using MEPDG local calibration coefficients determined through a 
trial-and-error based approach from a previous study (Ceylan et al. 2013), significant amount of 
standard error was still observed, although underprediction was mostly eliminated. As a result of 
the optimization procedure in the Pavement ME Design JPCP faulting model, 7 of 8 national 
calibration coefficients were optimized. Further accuracy improvement in the Pavement ME 
Design JPCP faulting model for Iowa JPCP could be achieved through nonlinear optimization 
approaches by using fully-optimized local calibration coefficients. 
Faulting predictions from the locally-calibrated Pavement ME Design model are higher 
than those from the nationally-calibrated model. This finding implies that increases in pavement 
thickness and dowel diameter are recommended when the locally-calibrated Pavement ME 
Design faulting model is used rather than national one, given that faulting is the controlling 
failure mode. Using the Pavement ME Design locally-calibrated faulting model would make the 
design more realistic.                                                                                   
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Figure 14. Overall accuracy summary of JPCP faulting model using calibration set 
 
Figure 15. Overall accuracy summary of JPCP faulting model using validation set 
  Calibration Set    
              
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
  Validation Set    
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
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Transverse Slab Cracking (Bottom-Up and Top-Down) 
Transverse-cracking predictions were computed using two models: the fatigue damage 
model and transverse-cracking transfer functions. The fatigue damage model provides a fatigue 
damage estimate for the given conditions and the transverse-cracking transfer model converts 
fatigue damage estimation into transverse-cracking predictions equivalent to transverse-cracking 
measurements.  
Transverse slab cracking predictions were calculated from a set of equations as follows 
(AASHTO 2008): 
log(𝑁𝑎𝑙𝑙𝑜𝑤𝑎𝑏𝑙𝑒) = 𝐶1(
𝑀𝑅
𝜎
)𝐶2                                                                                                        (20)        
𝐶𝑟𝑎𝑐𝑘 =
100
1+𝐶4∗𝐹𝐷
𝐶5
=
100
1+𝐶4∗(𝑁𝑎𝑝𝑝𝑙𝑖𝑒𝑑/𝑁𝑎𝑙𝑙𝑜𝑤𝑎𝑏𝑙𝑒)
𝐶5
                                                                       (21)                           
Where: 
 MR = Modulus of rupture of the concrete 
 σ = Critical stress in the slab 
 FD = Fatigue damage 
 Napplied = Applied number of load applications 
 Nallowable = Allowable number of load applications 
 C 1, 2, 4, 5= Calibration coefficients 
The total slab-cracking prediction provided by Pavement ME Design software is the sum 
of bottom-up and top-down cracking prediction values because, in JPCP pavement systems, 
cracks can be initiated either from the bottom of the slab and propagate upwards or vice-versa 
but not both ways. Therefore, providing the combined cracking prediction is more meaningful 
than providing only bottom-up or top-down values (AASHTO 2008). 
Total transverse cracking predictions are calculated as follows: 
𝑇𝐶𝑟𝑎𝑐𝑘 = (𝐶𝑟𝑎𝑐𝑘𝐵𝑜𝑡𝑡𝑜𝑚−𝑢𝑝 + 𝐶𝑟𝑎𝑐𝑘𝑇𝑜𝑝−𝑑𝑜𝑤𝑛 − 𝐶𝑟𝑎𝑐𝑘𝐵𝑜𝑡𝑡𝑜𝑚−𝑢𝑝 ∗ 𝐶𝑟𝑎𝑐𝑘𝑇𝑜𝑝−𝑑𝑜𝑤𝑛) ∗ 100            
(22) 
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Where: 
 TCrack = Total transverse cracking (percent, all severities) 
 CrackBottom-up = Predicted amount of Bottom-up transverse cracking (fraction) 
 CrackTop-down = Predicted amount of Top-down transverse cracking (fraction) 
As can be seen from the equations, for this distress type, four calibration coefficients 
must be calibrated from Equation 20 and Equation 21. These four coefficients can be categorized 
into two groups: two (C1 and C2) are related to the stress ratio (MR/σ) for fatigue damage 
estimation and the others (C4 and C5) are in the transverse-cracking transfer model to convert 
fatigue damage estimations into transverse-cracking predictions.    
Searching for input variables for Equations 20, 21, and 22 revealed that Napplied was not 
reported in any of the Pavement ME Design output files. Communications with software 
developers (ARA, personal communication, September 24, 2014) regarding this issue confirmed 
that the latest version of Pavement ME Design software (version 2.1) does not provide this 
information. It was concluded that it is impossible to calibrate coefficients (C1, C2, C4 and C5) all 
together for actual transverse-cracking measurements. Rather than using this approach, C4 and C5 
could be optimized to actual transverse-cracking measurements through non-linear optimization 
approaches using the FD values reported under the “Cracking Data” tab in the final result 
summary output. However, without actual Nallowable measurements, requiring many laboratory 
fatigue tests, C1 and C2 could not be calibrated even through non-linear optimization approaches, 
so alternative approaches such as trial-and-error based implemented using a linear optimization 
approach as a screening procedure (Ceylan et al. (2013), Kim et al. (2014)) were used to 
calibrate coefficients of C1 and C2. The step-by-step procedure of JPCP transverse cracking 
model local calibration is described as follows:  
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Step 1: Sensitivity analysis of all transverse cracking model calibration coefficients was 
performed with the results shown in Table 16. Detailed descriptions this sensitivity analysis are 
provided in Appendix C. Based on the sensitivity analysis results, C1 and C2 coefficients in the 
fatigue damage model were found to be more sensitive to transverse slab-cracking predictions 
than C4 and C5 coefficients in the transverse-cracking transfer function. Taking this information 
into account, a set of C1 and C2 coefficients was selected from a linear optimization approach 
using the sensitivity index as a screening procedure to reduce the computational burden of the 
trial-and-error procedure. Among many sets of C1 and C2 coefficients selected, the C1 and C2 
coefficients resulting in minimum mean square error (MSE) between transverse-cracking 
predictions and measurements were determined through a trial-and-error procedure using 
Pavement ME Design.  
Table 16. Sensitivity analysis results of transverse cracking calibration coefficients 
Calibration 
factors 
Coefficient 
Sensitivity 
Index Rank 
C1 -2.58 1 
C2 -2.52 2 
C4 -0.11 3 
C5 0.24 4 
 
Step 2: The determined C1 and C2 coefficients were input into Pavement ME Design to 
execute its runs for each section to produce a calibration data set. Both bottom-up and top-down 
fatigue damage estimations from Pavement ME Design runs were extracted under the “Cracking 
Data” tab in the final result summary output files.  
Step 3: Using these fatigue damage predictions, C4 and C5 calibration coefficients were 
calibrated with the help of various nonlinear optimization approaches (MS Excel Solver, Lingo 
and Brute Force) applied to Equations 21 and 22. 
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Figure 16 and Figure 17 compare the transverse cracking predictions using national, 
MEPDG local, and Pavement ME Design local-calibration coefficients for calibration and 
validation sets,  As can be seen in the figure, the transverse-cracking model using national 
calibration coefficients could not accurately predict transverse-cracking distress in Iowa JPCP. 
This might be explained by the fact that typical Iowa JPCP has a joint spacing of 20 ft. while 
JPCP in most other states has less than 20 ft. of joint spacing, affecting LTPP data used for 
national calibration. Using MEPDG local calibration coefficients, the accuracy of model 
predictions was improved compared over using national calibration coefficients. Further 
accuracy improvement was attempted for Pavement ME Design by minimizing standard error. 
Significant accuracy enhancements can be accomplished using locally-calibrated Pavement ME 
Design transverse-cracking predictions (See Figure 16 and Figure 17).                                                                       
                                                                                 
Figure 16. Overall accuracy summary of JPCP transverse cracking model using calibration 
set 
  Calibration Set    
              
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  Coefficients National
Local 
MEPDG
 Local 
Pavement ME
C1 2 2.17 2.25
C2 1.22 1.32 1.4
C4 1 1.08 4.06
C5 -1.98 -1.81 -0.44
N 240 240 240
Average 
Bias, %
19.67 -1.90 0.36
Stnd er, % 31.38 10.86 8.18
 LOE R2 -11.58 -0.51 0.14
R2 0.11 0.02 0.15
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Figure 17. Overall accuracy summary of JPCP transverse cracking model using validation 
set 
Figure 18 presents fatigue damage calculations using national, MEPDG local, and 
Pavement ME Design local-fatigue damage calibration coefficients (i.e., C1 and C2 coefficients). 
For the given stress/strain ratios (σ/MOR), using Pavement ME Design local-fatigue damage 
calibration coefficients can provide fewer damage calculations in comparison to using national 
and MEPDG local-fatigue damage calibration coefficients. This implies that using Pavement ME 
Design local fatigue damage calibration coefficients will lead to thinner pavement thickness and 
wider joint spacing in Iowa JPCP design than when using national and MEPDG local-fatigue 
damage calibration coefficients, given that the other coefficients (i.e., C4 and C5 coefficients) 
remain the same and transverse cracking is the controlling distress mode in JPCP design. 
  Validation Set    
              
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  Coefficients National
Local 
MEPDG
 Local 
Pavement ME
C1 2 2.17 2.25
C2 1.22 1.32 1.4
C4 1 1.08 4.06
C5 -1.98 -1.81 -0.44
N 101 101 101
Average 
Bias, %
16.59 -2.29 0.99
Stnd er, % 28.02 8.23 7.75
 LOE R2 -11.70 -0.10 0.03
R2 0.07 0.06 0.06
58 
 
 
 
 
Figure 18. Fatigue damage prediction comparisons 
Smoothness (IRI) 
The International Roughness Index (IRI) is the smoothness performance index employed 
in Pavement ME design.  The Pavement ME design IRI prediction model for JPCP consists of 
the transverse-cracking prediction, the joint-faulting prediction, the spalling prediction and a site 
factor, along with calibration coefficients. The AASHTO Mechanistic-Empirical Pavement 
Design Guide, Interim Edition: A Manual of Practice (AASHTO 2008) presents the JPCP IRI 
prediction equation employed in MEPDG as follows:  
 
𝐼𝑅𝐼 = 𝐼𝑅𝐼𝑖𝑛𝑖 +  𝐶1 × 𝐶𝑅𝐾 + 𝐶2 × 𝑆𝑃𝐴𝐿𝐿 +  𝐶3 × 𝑇𝐹𝐴𝑈𝐿𝑇 +  𝐶4 × 𝑆𝐹                        (23)                                    
 
Where: 
 IRI = Predicted IRI, in./mi. 
 IRIini = Initial smoothness measured as IRI, in./mi. 
 CRK = Percent slabs with transverse cracks (all severities) 
 SPALL = Percentage of joints with spalling (medium and high severities) 
 TFAULT = Total joint faulting cumulated, in. 
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 SF = Site factor 
 C 1, 2, 3, 4 = Calibration coefficients 
The site factor of Equation 20 can be calculated as follows: 
𝑆𝐹 = 𝐴𝐺𝐸(1 + 0.5556 × 𝐹𝐼)(1 + 𝑃200) × 10
−6                                    (24)                                                                            
 
Where: 
 AGE = Pavement age, yr 
 FI = Freezing index, °F-days  
 P200 = Percent subgrade material passing No. 200 sieve.   
 
However, the JPCP IRI values reported in the Pavement ME Design software outputs 
could not be obtained using Equation 23. Communications with the Pavement ME design 
software developers (ARA, personal communication, July 7, 2015) resulted in the following 
corrected JPCP IRI equation used in Pavement ME Design:  
 
𝐼𝑅𝐼 = 𝐼𝑅𝐼𝑖𝑛𝑖 +  𝐶1 × 𝐶𝑅𝐾 + 𝐶2 × 𝑆𝑃𝐴𝐿𝐿 +  𝐶3 × 𝑇𝐹𝐴𝑈𝐿𝑇 × 5280/𝐽𝑆𝑃 +  𝐶4 × 𝑆𝐹      
(25)     
 
Where: 
 JSP = Joint spacing, (ft.) 
Since in the calculation of IRI both percentage of transverse cracking and faulting were 
involved, either nationally-calibrated or locally-calibrated transverse-cracking and faulting 
models can be used for local calibration of IRI model. Two approaches for local calibration of 
the coefficients of IRI model were investigated as follows: 
 Approach 1: Calibrate using either locally-calibrated or nationally-calibrated distress 
prediction models. Note that nationally-calibrated distress prediction models can be used 
when they provide good accuracy in distress measurements.       
 Approach 2: Calibrate only using nationally-calibrated distress prediction models without 
considering accuracy of distress model predictions with respect to distress measurements           
60 
 
 
 
The purpose of using two approaches in the local calibration of IRI model is to determine 
whether the IRI model can be locally-calibrated with good accuracy without using the local-
calibration procedure of each of distress models that expend cost and data resources.   
The availability of each variable required for IRI calculation was carefully inspected. It 
was found that all the variables were either extracted from general or intermediate output files, or 
calculated using data provided by the output files. The location or calculation method of each 
variable can be described as follows:                                                                                                                                                            
 IRIini: input in the software as an initial IRI value. It can also be obtained from the final 
result summary output file. 
 CRK and TFAULT: can be obtained from the “Distress Data” tab in the final result summary 
output file. 
 SPALL: can be obtained from an intermediate output file ‘Spalling.txt’.   
 SF: can be calculated using Equation 24. 
 FI for SF calculation: can be obtained from the “Climate Inputs” tab in the final result 
summary output file. 
 P200: a used input value or can be taken from the Layer #  tab in the final result summary 
output file.  
 Note that Pavement ME Design uses an intermediate file ‘JPCPIRIInput.txt’ in calculating 
IRI predictions. 
Figure 19 demonstrates that the JPCP IRI values calculated using Equation 25 are the 
same as those obtained from Pavement ME Design software output files. 
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Figure 19. Comparison of calculated and Pavement ME Desing outputted IRI values 
As can be seen in Equation 25, in the calculation of IRI both transverse-cracking and 
faulting predictions are involved. In this study, both locally and nationally-calibrated transverse-
cracking and faulting predictions were used for local calibration of JPCP IRI model. The step-
by-step procedure for local calibration of JPCP IRI model can be described as follows:  
Step 1: Site factor values for each year of each pavement section in calibration data set 
were calculated using Equation 25. Using these values along with other input variables required 
by Equation 25, IRI predictions for each year and each pavement section were calculated. Note 
that locally-calibrated transverse cracking and faulting model predictions are used as inputs to 
the IRI equation in Approach 1, while nationally-calibrated transverse-cracking and faulting 
model predictions are used as inputs to the IRI equation in Approach 2. Initially, nationally-
calibrated C1, C2, C3 and C4 coefficients were used in the calculation of IRI, and these 
coefficients were also used as input to the Pavement ME Design software runs to ensure that the 
calculated and Pavement ME Design output IRI values were the same (using Approach 1) 
(Figure 19). 
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Step 2: Differences between IRI predictions and measurements of each pavement section 
in the calibration date set were calculated and summed to produce MSE. 
Step 3: The optimization procedure for local calibration coefficients was performed using 
various nonlinear optimization approaches (MS Excel Solver, Lingo, and Brute Force) to 
minimize the mean square error (MSE) between predicted and actual IRI values. The set of 
calibration coefficients providing minimum MSE was in turn taken as the Pavement ME Design 
local calibration coefficient set for the IRI model. 
Approach 1 
Figure 20 and Figure 21 compare the IRI predictions using national, MEPDG local, and 
Pavement ME Design local calibration coefficients for calibration and validation sets. Approach 
1 was used for local calibrations for both MEPDG and Pavement ME Design. As can be seen 
from the figures, both MEPDG and Pavement ME Design locally-calibrated models produce 
more accurate predictions than the national model. Model accuracy was further improved by 
Pavement ME Design local calibration compared to that of the MEPDG locally-calibrated 
model. 
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Figure 20. Overall accuracy summary of the JPCP IRI model using calibration set 
(Approach 1) 
 
Figure 21. Overall accuracy summary of the JPCP IRI model using validation set 
(Approach 1) 
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Approach 2 
An alternative approach (Approach 2) was also used to locally calibrate the IRI model 
using Pavement ME Design. In this approach, nationally-calibrated transverse-cracking and 
faulting model predictions were used as inputs to the IRI equation. As seen in Figure 22 and 
Figure 23, approach 2 can also significantly improve IRI predictions. The purpose of using two 
approaches in the local calibration of IRI model is to determine whether the IRI model can be 
locally calibrated with sufficient accuracy without the local calibration procedure of each distress 
models and thereby conserve cost and data resources. A locally-calibrated IRI model using 
Approach 2 would save significant amounts of time and funds. Use of Approach 2 in local 
calibration of the IRI model would be especially useful for those SHAs, if they are more 
interested in obtaining locally-calibrated IRI predictions rather than locally-calibrated transverse-
cracking and faulting predictions. In this study, it was determined that Approach 2 with a locally-
calibrated IRI model can predict this distress with sufficient accuracy for Iowa JPCP pavement 
systems. 
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Figure 22. Overall accuracy summary of JPCP IRI model using calibration set (Approach 
2) 
 
Figure 23. Overall accuracy summary of JPCP IRI model using validation set (Approach 2) 
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HMA  
The Pavement ME Design new HMA pavement performance prediction models include 
rutting, longitudinal (top down) cracking, alligator-cracking (bottom up) cracking, thermal 
(transverse) cracking and IRI. Rutting predictions consist of HMA layer rutting, granular-base 
rutting, subgrade rutting and total surface rutting. Similar to JPCP, the HMA fatigue models use 
a damage estimate model along with fatigue-distress transfer function models to provide 
longitudinal-cracking and alligator-cracking predictions equivalent to actual cracking 
measurements. 
Rut Depth 
Pavement ME Design outputs rutting depth values in each sublayer, including an HMA 
surfaced layer, an unbound aggregate base layer, and a subgrade, as well as total rutting in HMA 
pavements. The total rut depth in Pavement ME Design is calculated as the summation of rutting 
depths at each sublayer. The accumulated permanent or plastic deformation in the HMA 
layer/sublayer is calculated using the following equations (AASHTO 2008): 
𝛥𝑝(𝐻𝑀𝐴) = 𝜀𝑝(𝐻𝑀𝐴) × ℎ𝐻𝑀𝐴 =  𝛽1𝑟 × 𝑘𝑧 × 𝜀𝑟(𝐻𝑀𝐴) × 10
𝑘1𝑟 × 𝑛𝑘2𝑟𝛽2𝑟 × 𝑇𝑘3𝑟𝛽3𝑟                 (26) 
 
Where: 
 𝛥𝑝(𝐻𝑀𝐴) = Accumulated permanent or plastic vertical deformation in the HMA 
layer/sublayer, in. 
 𝜀𝑝(𝐻𝑀𝐴) = Accumulated permanent or plastic axial strain in the HMAlayer/sublayer, 
in/in. 
 𝜀𝑟(𝐻𝑀𝐴) = Resilient or elastic strain calculated by the structural response model at the 
mid-depth of each HMA sublayer, in/in. 
 ℎ𝐻𝑀𝐴 = Thickness of the HMA layer/sublayer, in. 
 𝑛 = Number of axle-load repetitions 
 𝑇 = Mix or pavement temperature, °F 
 𝑘𝑧 = Depth confinement factor 
 𝑘1𝑟,2𝑟,3𝑟 =Global field calibration parameters (from the NCHRP 1-40D recalibration;  
 klr = -3.35412, k2r = 0.4791, k3r = 1.5606) 
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 𝛽1𝑟,2𝑟,3𝑟 = Local or mixture field calibration constants; for the global calibration, these 
constants were all set to 1.0 
 
𝑘𝑧 = (𝐶1 + 𝐶2 × 𝐷) × 0.328196
𝐷                       (27) 
 
𝐶1 = −0.1039 × 𝐻𝐻𝑀𝐴
2 + 2.4868 × 𝐻𝐻𝑀𝐴 − 17.342                  (28) 
 
𝐶2 = 0.0172 × 𝐻𝐻𝑀𝐴
2 − 1.7331 × 𝐻𝐻𝑀𝐴 + 27.428                   (29) 
 
Where: 
 D = Depth below the surface, in. 
 HHMA = Total HMA thickness, in. 
The accumulated permanent or plastic deformation in the base/subgrade is calculated 
using following equations (AASHTO 2008): 
𝛥𝑝(𝑠𝑜𝑖𝑙) =  𝛽𝑠1 × 𝑘𝑠1 × 𝜀𝜈 × ℎ𝑠𝑜𝑖𝑙 ×
𝜀0
𝜀𝑟
× 𝑒−(
𝜌
𝑛
)𝛽                                                              (30)  
 
Where: 
 𝛥𝑝(𝑠𝑜𝑖𝑙) =Permanent or plastic deformation for the layer/sublayer, in. 
 n = Number of axle-load applications 
 𝜀0 = Intercept determined from laboratory repeated load permanent deformation tests, 
in/in 
 𝜀𝑟 = Resilient strain imposed in laboratory test to obtain material properties ε0, ε, and ρ, 
in/in 
 𝜀𝜈 = Average vertical resilient or elastic strain in the layer/sublayer and calculated by the 
structural response model, in/in 
 ℎ𝑠𝑜𝑖𝑙 = Thickness of the unbound layer/sublayer, in 
 𝑘𝑠1 = Global calibration coefficients; ksl= 1.673 for granular materials and 1.35 for fine-
grained materials 
 𝛽𝑠1 = A local calibration constant for rutting in the unbound layers; it was set to 1.0 for 
the global calibration procedure 
 
𝐿𝑜𝑔𝛽 = −0.61119 − 0.017638 × (𝑊𝑐)                           (31) 
 
𝜌 = 109 × (
𝐶0
1−(109)𝛽
)
1
𝛽                                                                                                (32)               
 
𝐶0 = 𝐿𝑛 (
𝑎1𝑀𝑟
𝑏1
𝑎9𝑀𝑟
𝑏9
) = 0.0075                                                                                          (33) 
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Where: 
 𝑊𝑐 = Water content, % 
 Mr = Resilient modulus of the unbound layer or sublayer, psi 
 a1,9 = Regression constants; a1= 0.15 and a9= 20.0 
 b1,9 = Regression constants; b1= 0.0 and b9= 0.0 
Searching the equations in the Pavement ME Design outputs revealed that not all the 
variables required could have been determined by software output or from intermediate output 
files to conduct local calibration outside the software.  
The availability and the location of each available variable for HMA rutting model can be 
described as follows:  
 𝜀𝑟(𝐻𝑀𝐴) = Not provided by the software 
 ℎ𝐻𝑀𝐴 =  Input value, known or can be checked from the “Grand Summary” tab in the final 
result summary output file 
 𝑛 = Not provided by the software 
 𝑇 = Not provided by the software 
 𝑘𝑧 = Can be calculated using Equations 27, 28 and 29 
Also, the availability and the location of each available variable for the subgrade-rutting 
model can be described as follows:  
 n = Not provided by the software 
 𝜀0 =  Not provided by the software  
 𝜀𝑟 =  Not provided by the software  
 𝜀𝜈 = Not provided by the software  
 ℎ𝑠𝑜𝑖𝑙 = Input value, known or can be checked from the “Grand Summary” tab in the final 
result summary output file 
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 𝑊𝑐 = Input value, known or can be checked from the “Layer #” tab in the final result 
summary output file 
 Mr = Input value, known or can be checked from the “Layer #” tab in the final result 
summary output file 
Although Pavement ME Design provides a vertical strain output file ‘VertStrain.txt” that 
reports different vertical strain values for different sub seasons, axle numbers, AC moduli, and 
load locations for each month, it is not known whether this reported vertical strain value is used 
in the equation during software execution. Mr. Titus-Glover of ARA (Leslie Titus-Glover, ARA, 
2015) advised a procedure of conducting local calibration by software input of different 
combinations of calibration coefficients and choosing the combination that provides the most 
accurate prediction; sensitivity analysis of HMA rutting model calibration coefficients was 
conducted for that purpose with detailed descriptions provided in Appendix C. Table 17 shows 
the sensitivity analysis results: 
Table 17. Sensitivity analysis results of HMA rutting calibration coefficients 
Calibration 
factors 
Coefficient 
Sensitivity 
Index Rank 
BR2 9.65 1 
BR3 8.94 2 
BR1 1.00 3 
 
Based on sensitivity analysis results, an experimental matrix including different sets of 
calibration coefficients were prepared as shown in Table 18. After trying different sets of 
calibration coefficients, the set consisting of 1.1 and 1 for BR2 and BR3, respectively, resulted in 
the most accurate predictions (Table 18). 
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Table 18. Experimental matrix for local calibration of HMA rutting model 
BR2 BR3 R2 
1.15 1 0.12 
1.1 1.05 0.26 
1.1 1 0.55 
1.05 1.05 0.53 
 
Rutting measurement estimations from Iowa DOT PMIS data indicated that almost all 
total rutting is a result of HMA layer rutting related to the fact that most selected HMA 
pavements are full-depth asphalt pavements reflecting present-day HMA pavement design and 
construction practices in Iowa. As a result, the local calibration coefficient for βs1 related to 
subgrade rutting, was chosen as 0.001 to minimize subgrade-rutting predictions.   
Figure 24 and Figure 25 show the total rutting predictions using national, MEPDG local, 
and Pavement ME Design local calibration coefficients for both calibration and validation sets. 
As can be seen in the figures, although the MEPDG locally-calibrated rutting model gives more 
accurate predictions than the nationally-calibrated model, the accuracy further improved when 
using the Pavement ME Design locally-calibrated rutting model identified in this study (Figure 
24 and Figure 25).                                                                       
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Figure 24. Overall accuracy summary of HMA rutting model using calibration set 
                                                                                      
Figure 25. Overall accuracy summary of HMA rutting model using validation set 
  Calibration Set    
              
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
  Validation Set    
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
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Load-Related Cracking 
Pavement ME Design predicts two types of load-related cracking for flexible pavement 
systems: alligator cracking (bottom-up) and longitudinal cracking (top-down). The allowable 
number of axle-load applications required for evaluation of fatigue failure of the HMA layer can 
be calculated as follows (AASHTO 2008): 
𝑁𝑓−𝐻𝑀𝐴 = 𝑘𝑓1 × 𝐶 × 𝐶𝐻 × 𝛽𝑓1 × 𝜀𝑡
𝑘𝑓2𝛽𝑓2 × 𝐸𝐻𝑀𝐴
𝑘𝑓3𝛽𝑓3                                                         (34) 
 
Where: 
 𝑁𝑓−𝐻𝑀𝐴 = Allowable number of axle-load applications for a flexible pavement and HMA 
overlays 
 𝜀𝑡 = Tensile strain at critical locations calculated by the structural response model, in/in 
 𝐸𝐻𝑀𝐴 = Dynamic modulus of the HMA measured in compression, psi 
 𝑘𝑓1,𝑓2,𝑓3= Global field calibration parameters (from the NCHRP 1-40D recalibration; 
 kf1 = 0.007566, kf2= -3.9492, and kf3= -1.281) 
 𝛽𝑓1,𝑓2,𝑓3 = Local or mixture specific field calibration constants; for the global calibration 
effort, these constants were set to 1.0 
 
𝐶 = 10𝑀                         (35) 
 
𝑀 = 4.84 × (
𝑉𝑏𝑒
𝑉𝑎+𝑉𝑏
− 0.69)                                (36)  
 
Where: 
 𝑉𝑏𝑒 = Effective asphalt content by volume, % 
 𝑉𝑎 =  Percent air voids in the HMA mixture, and 
 CH = Thickness correction term, dependent on type of cracking 
For bottom-up or alligator cracking: 
𝐶𝐻 =
1
0.000398+
0.003602
1+𝑒(11.02−3.49×𝐻𝐻𝑀𝐴)
                                                                                   (37) 
 For top-down or longitudinal cracking: 
𝐶𝐻 =
1
0.01+
12.00
1+𝑒(15.676−2.8186×𝐻𝐻𝑀𝐴)
                                                                                     (38)     
73 
 
 
 
Where: 
 HHMA= Total HMA thickness, in 
The cumulative damage index (DI) at critical locations is required for load-related 
cracking predictions and can be calculated by summing the incremental damages over time 
(Miner’s hypothesis) as shown in the following equation.   
𝐷𝐼 = ∑(𝛥𝐷𝐼)𝑗,𝑚,𝑙,𝑝,𝑇 = ∑(
𝑛
𝑁𝑓−𝐻𝑀𝐴
)𝑗,𝑚,𝑙,𝑝,𝑇                    (39) 
 
Where: 
 n = Actual number of axle-load applications within a specific time period 
 j = Axle-load interval 
 m = Axle-load type (single, tandem, tridem, quad, or special axle configuration 
 l = Truck type using the truck classification groups included in the MEPDG 
 p = Month 
 T = Median temperature for the five temperature intervals or quintiles used to subdivide 
each month, °F 
Alligator-cracking and longitudinal-cracking predictions, in term of area and length, 
respectively, can be calculated using the cumulative damage index along with calibration 
coefficients of transfer function equations, as shown in the following equations (AASHTO 
2008): 
𝐹𝐶𝐵𝑜𝑡𝑡𝑜𝑚 =
1
60
×
𝐶4
1+𝑒(𝐶1×𝐶1
∗ +𝐶2×𝐶2
∗ ×𝐿𝑜𝑔(𝐷𝐼𝐵𝑜𝑡𝑡𝑜𝑚×100))
                                                            (40) 
 
Where: 
 𝐹𝐶𝐵𝑜𝑡𝑡𝑜𝑚 =  Area of alligator cracking that initiates at the bottom of the HMA layers, % 
of total lane area 
 𝐷𝐼𝐵𝑜𝑡𝑡𝑜𝑚 =  Cumulative damage index at the bottom of the HMA layers 
 C 1, 2, 4 = Transfer function regression constants 
 
𝐶1
∗ = −2 × 𝐶2
∗                              (41) 
 
𝐶2
∗ = −2.40874 
 − 39.748(1 + 𝐻𝐻𝑀𝐴)
−2.856                             (42) 
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Where:  
 𝐻𝐻𝑀𝐴 = Total HMA thickness, in 
 
𝐹𝐶𝑇𝑜𝑝 = 10.56 ×
𝐶4
1+𝑒
(𝐶1−𝐶2𝐿𝑜𝑔(𝐷𝐼𝑇𝑜𝑝))
                                                                              (43) 
 
Where: 
 𝐹𝐶𝑇𝑜𝑝 = Length of longitudinal cracks that initiate at the top of the HMA layer, ft/mi 
 𝐷𝐼𝑇𝑜𝑝 =  Cumulative damage index near the top of the HMA surface 
 C 1, 2, 4 = Transfer function regression constants 
The availability of each variable of the equations above was carefully inspected. For this 
distress type, not all of the variables required could have been determined from software output 
or intermediate output files to conduct local calibration outside the software.  
For fatigue model: 
 𝜀𝑡 =  Not provided by the software 
 𝐸𝐻𝑀𝐴 =  Not provided by the software 
 𝑉𝑏𝑒 = Input value, known or can be obtained from the “Layer #” tab in the final result 
summary output file 
 𝑉𝑎 =  Input value, known can be obtained from the “Layer #” tab in the final result summary 
output file 
 HHMA= Input value, known can be obtained from the “Layer #” tab in the final result 
summary output file 
 n = Not provided by the software 
For alligator and longitudinal-cracking transfer functions:                                                                                                                                                     
 𝐷𝐼𝐵𝑜𝑡𝑡𝑜𝑚 =  Provided in the “Fatigue Data” tab of the final result summary output file 
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 𝐷𝐼𝑇𝑜𝑝 =  Provided in the “Fatigue Data” tab of the final result summary output file 
In both alligator and longitudinal-cracking prediction models, there are two sets of 
coefficients: one set comes from the fatigue model, the other comes from the top-down or 
bottom-up cracking transfer functions.  Sensitivity analysis of HMA fatigue and determination of 
alligator and longitudinal-cracking model calibration coefficients were conducted to obtain an 
idea regarding the sensitivity of related calibration coefficients with results given in Appendix C. 
Table 19, Table 20, and Table 21 summarize the sensitivity analysis results of HMA fatigue, 
alligator (bottom-up), and longitudinal (top-down) cracking models, respectively.  
Table 19. Sensitivity analysis results of HMA fatigue model calibration coefficients 
Calibration 
factors 
Coefficient 
Sensitivity 
Index Rank 
BF2 -5153.72 1 
BF3 77.67 2 
BF1 -1.04 3 
 
Table 20. Sensitivity analysis results of HMA alligator (bottom-up) cracking model 
calibration coefficients 
Calibration 
factors 
Coefficient 
Sensitivity 
Index Rank 
C1_bottom -5.65 1 
C2_bottom -1.24 2 
C4_bottom 1.00 3 
 
Table 21. Sensitivity analysis results of HMA longitudinal (top-down) cracking model 
calibration coefficients 
Calibration 
factors 
Coefficient 
Sensitivity 
Index Rank 
C1_Top -9.54 1 
C2_Top -5.64 2 
C4_Top 1.00 3 
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By considering the availability of each equation variable and using results of sensitivity 
analysis, this study has focused on recalibration of top-down and bottom-up transfer function 
coefficients rather than fatigue model coefficients. Note that fatigue-model calibration would 
require lab testing to yield accurate results. Nonlinear optimization techniques were used to 
calibrate both top-down and bottom-up transfer function coefficients. .   
Figure 26 and Figure 27 compare HMA alligator (bottom-up) cracking predictions using 
national, MEPDG local, and Pavement ME Design local calibration coefficients for both 
calibration and validation sets. As can be seen in the figures, although the Pavement ME Design 
locally-calibrated model improves the alligator (bottom-up) cracking predictions compared to 
nationally and MEPDG locally-calibrated models, the improvement is insignificant. Neither 
national nor Pavement ME Design local alligator (bottom up) cracking models could provide 
high accuracy for this model. It can be concluded that the alligator (bottom-up) cracking model 
by itself is not able to simulate the field behavior of Iowa HMA pavements very well. 
Additionally, it should be realized that most of the tested pavement sections have 0 % alligator 
cracking measurements, while very few sections have as much as1.1 % alligator cracking. These 
0 % cracking data points lower the accuracy of the model. Also it should be noted that the 
measured alligator (bottom up) cracking values for Iowa HMA pavements are not high; 
therefore, it can be stated that Iowa HMA pavements do not generally have severe alligator 
(bottom-up) cracking problems (See Figure 26 and Figure 27).                                                                        
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Figure 26. Overall accuracy summary of HMA alligator (bottom-up) cracking model using 
calibration set 
 
Figure 27. Overall accuracy summary of HMA alligator (bottom-up) cracking model using 
validation set 
  Calibration Set    
 
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
  Validation Set    
                                                                                       
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
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Figure 28 and Figure 29 compare HMA longitudinal (top-down) cracking predictions 
using national, MEPDG local, and Pavement ME Design local calibration coefficients for both 
calibration and validation sets. As can be seen in the figures, compared to the nationally 
calibrated model the MEPDG locally-calibrated model reduces the bias although even the 
MEPDG locally-calibrated model has a significant amount of standard error. The model was 
further improved with Pavement ME Design local calibration (See Figure 28 and Figure 29).  
 
 
Figure 28. Overall accuracy summary of HMA longitudinal (top-down) cracking model 
using calibration set 
 
  Calibration Set    
 
                                                                           
 
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
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Figure 29. Overall accuracy summary of HMA longitudinal (top-down) cracking model 
using validation set 
Transverse (Thermal) Cracking 
According to (AASHTO 2008), the logarithmic ratio between the crack depth and HMA 
layer thickness plays the most important role in predicting the degree of transverse (thermal) 
cracking: 
𝑇𝐶 = 𝛽𝑡1 × 𝑁 × [
1
𝜎𝑑
× 𝐿𝑜𝑔 (
𝐶𝑑
𝐻𝐻𝑀𝐴
)]             (44) 
 
Where: 
 TC = Observed amount of thermal cracking, ft/mi 
 𝛽𝑡1 = Regression coefficient determined through global calibration (400) 
 N[z] = Standard normal distribution evaluated at [z] 
 𝜎𝑑 =  Standard deviation of the log of the depth of cracks in the pavement 
 Cd = Crack depth, in 
 HHMA = Thickness of HMA layers, in 
 
  Validation Set    
                                                                                       
 
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
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𝛥𝐶 = (𝑘 × 𝛽𝑡)
𝑛+1 × 𝐴 × 𝛥𝐾𝑛                                                                                                   (45) 
 
𝐴 = 10(4.389−2.52×log(𝐸×𝜎𝑚×𝑛)                                                                                      (46) 
 
Where: 
 𝑘 = Regression coefficient determined through field calibration 
 𝛽𝑡 = Calibration parameter 
 A, n = Fracture parameters for the asphalt mixture 
 𝛥𝐾 = Change in the stress intensity factor due to a cooling cycle 
 E = Mixture stiffness 
 𝜎𝑚 = Undamaged mixture tensile strength 
The availability of each variable of the above equations was carefully inspected. For this 
distress type, not all the required variables could have been obtained from either software output 
or intermediate output files to conduct local calibration outside the software.  
 𝑁[𝑧]  =  Not provided by the software 
 𝜎𝑑 = It is a fixed number, 0.769 in. 
 Cd = Available in the “Distress data” tab of the final result summary output file 
 HHMA = Input value, known or can be checked from “Grand Summary” tab in the final result 
summary output file 
 A, n = Not provided by the software 
 𝛥𝐾 = Not provided by the software 
 𝜎𝑚= Not provided by the software 
 E = Input value, known or can be checked from “HMAInput.xlxs” intermediate output file 
for different temperature conditions 
Local calibration of the transverse (thermal) cracking model within the software was 
followed using different calibration coefficients and choosing the best method (trial-and-error). 
To do this, sensitivity analysis of the thermal cracking Level 3 coefficient was initially 
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performed. Table 22 shows this coefficient’s sensitivity analysis result for this model. It could 
also be seen that the model with national calibration coefficients underpredicts thermal cracking 
for Iowa HMA pavements. Therefore, based on these sensitivity analysis results, a set of trial 
calibration coefficients was determined for use in local calibration; Table 23 shows these trial 
calibration coefficients. Running the software using these coefficients for 35 HMA sections, the 
calibration coefficient providing minimum mean-square error (MSE) between field-measured 
thermal cracking values and the software predictions in selected Iowa HMA pavements was 
determined. Also, using the validation set, accuracy verification of the transverse cracking model 
using this coefficient was performed. As a result of these analyses, the final local coefficient was 
determined to be 2 (Table 23).  
Table 22. Sensitivity analysis results of HMA and thermal cracking calibration coefficients 
Calibration 
factors 
Coefficient 
Sensitivity 
Index Rank 
K_Level 3 3.17 1 
                                                                                  
Table 23. Trial calibration coefficients for HMA thermal cracking model 
Coefficient Trial value R2 
K_Level 3 2 0.16 
K_Level 3 2.5 0.07 
K_Level 3 3 0.03 
 
Figure 30  and Figure 31 compare HMA transverse (thermal) cracking predictions using 
national, MEPDG local, and Pavement ME Design local calibration coefficients for both 
calibration and validation sets. As can be seen from the figures, the national and MEPDG local 
model predictions are the same since they both have the same calibration coefficient. Both 
national and Pavement ME Design local HMA transverse (thermal) cracking models could not 
provide high accuracy for this model. It can be concluded that the HMA transverse (thermal) 
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cracking model itself is not very capable of simulating field behavior of Iowa HMA pavements. 
Additionally, we should realize that most of the pavement sections have less than 300 ft/mi 
thermal cracking measurements, and very few sections in a range as high as 600-900 ft/mi 
thermal for thermal cracking measurements. Data points in the range of 600-900 ft/mi thermal 
cracking data points would lower the accuracy of the model (See Figure 30  and Figure 31).  
 
 
Figure 30. Overall accuracy summary of HMA transverse cracking model using calibration 
set 
  Calibration Set    
 
                                                                           
 
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
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Figure 31. Overall accuracy summary of HMA transverse cracking model using validation 
set 
Smoothness (IRI) 
All surface-related distresses are involved when dealing with prediction of smoothness in 
HMA pavements. 
The equation for the IRI transfer function for new HMA pavements is as follows: 
𝐼𝑅𝐼 = 𝐼𝑅𝐼0 + 𝐶4 × (𝑆𝐹) + 𝐶2 × (𝐹𝐶𝑇𝑜𝑡𝑎𝑙) + 𝐶3 × (𝑇𝐶) + 𝐶1 × (𝑅𝐷)                              (47) 
 
Where: 
 IRI0 = Initial IRI after construction, in/mi 
 SF = Site factor, refer to Equation 35 
 FCTotal = Area of fatigue cracking (combined alligator, longitudinal, and reflection 
cracking in the wheel path), percent of total lane area. All load related cracks are 
 Validation Set    
                                                                                       
 
 
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
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combined on an area. Basis-length of cracks is multiplied by 1 ft. to convert length into 
an area basis 
 TC = Length of transverse cracking (including the reflection of transverse cracks in 
existing HMA pavements), ft./mi 
 RD = Average rut depth, in. 
 C 1, 2, 3, 4=Calibration coefficients; 40, 0.4, 0.008, 0.015 are national calibration 
coefficients, respectively 
The site factor is calculated by: 
𝑆𝐹 = 𝐴𝑔𝑒[0.02003(𝑃𝐼 + 1) + 0.007947(𝑃𝑟𝑒𝑐𝑖𝑝 + 1) + 0.000636(𝐹𝐼 + 1)]                      (48) 
 
Where: 
 Age = Pavement age, year 
 PI = Percent plasticity index of the soil 
 FI = Average annual freezing index, °F days 
 Precip = Average annual precipitation or rainfall, in. 
The availability of each variable of the IRI transfer function was carefully inspected. All 
variables were either extracted from general or intermediate output files, or calculated using the 
data provided by the output files. The location or calculation method used for each variable can 
be seen as follows:                                                                                                                                                      
 IRI0: : Input to the software as an initial IRI value, either known or capable of being found at 
the “Grand Summary” tab in the final result summary output file 
 SF = Can be calculated using Equation 48 
 FCTotal = Top-down and bottom-up cracking can be obtained from the “Distress” tab in the 
final result summary output file 
 TC = Transverse cracking can be obtained from the “Distress” tab in the final result summary 
output file 
 FI for SF calculation:  Can be obtained from the climate output file titled “Climate Inputs” 
 P200: Can be obtained from the “Layer #” tab in the final result summary output file 
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The predicted IRI values were compared with the actual Iowa DOT PMIS IRI data for 
each section in each year. The local calibration procedure was performed until a combination of 
calibration coefficients producing the minimum mean square error (MSE) between the predicted 
and actual IRI values was found. This combination of calibration coefficients was announced as 
a set of local calibration coefficients. These announced local calibration coefficients were 
validated using validation pavement sections. Similar, to new JPCP IRI calibrations, two 
approaches were used for new HMA IRI calibrations:  
 Approach 1: Calibrate using either locally-calibrated or nationally-calibrated distress 
prediction models. Note that nationally-calibrated distress prediction models can be used 
when they provide good accuracy in distress measurements       
 Approach 2: Calibrate using only nationally-calibrated distress prediction models without 
considering accuracy of distress-model predictions  
Approach 1 
If the Pavement ME Design locally-calibrated distress prediction models could not 
produce accurate predictions in the calculation of IRI, nationally-calibrated models should be 
used. Note that, in the calculation of JPCP IRI model using Approach 1, all Pavement ME 
Design locally-calibrated faulting and cracking predictions were used because of their high 
accuracy. However, because HMA transverse (thermal) and bottom-up cracking predictions 
could not have provided accurate predictions, national models for these types of distress were 
utilized in the calculation of the HMA IRI model using Approach 1. 
Figure 32 and Figure 33 compare the IRI predictions using national, MEPDG local, and 
Pavement ME Design local models for calibration and validation sets, respectively. The 
Pavement ME Design locally-calibrated IRI model shown in these figures was calibrated using 
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Approach 1; in the calculation of IRI predictions, Pavement ME Design used locally-calibrated 
rutting and top-down (longitudinal) cracking predictions. As can be seen from the figures, the 
MEPDG locally-calibrated IRI model improved accuracy compared to the national model. The 
model accuracy was further improved using the Pavement ME Design locally-calibrated IRI 
model, as can be seen from the figures. 
Implementing a paired t-test using measured IRI values and Pavement ME Design 
locally-calibrated predictions for selected pavement sections, a p value was calculated as P(T<=t) 
two-tail=0.88>0.05. This result implies that, with 95 % certainty, there is no significant 
difference between actual and Pavement ME Design predicted IRI values (Table 24). 
Table 24. Pair t test results for HMA IRI model (Approach 1) 
  Actual IRI  Predicted IRI 
Mean 77.21715 77.08087 
Variance 646.307 602.1901 
Observations 432 432 
Pearson Correlation 0.71164  
Hypothesized Mean Difference 0  
df 431  
t Stat 0.149166  
P(T<=t) one-tail 0.440746  
t Critical one-tail 1.648397  
P(T<=t) two-tail 0.881493  
t Critical two-tail 1.965483   
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Figure 32. Overall accuracy summary of HMA IRI model using calibration set (Approach 
1) 
 
Figure 33. Overall accuracy summary of HMA IRI model using validation set (Approach 1) 
  Calibration Set    
 
National Calibration   Local Calibration from MEPDG  
Coefficients National
Local 
MEPDG 
Local 
Pavement ME 
C1 40 40 5
C2 0.4 0.4 0.4
C3 0.008 0.008 0.008
C4 0.015 0.015 0.026
N 299 299 299
Mean Bias, 
in/mi
3.58 1.90 0.98
Stnd Er, in/mi 21.00 20.97 20.53
LOE R2 0.43 0.43 0.45
R2 0.49 0.48 0.51
MAPE 0.19 0.19 0.18
Local Calibration from Pavement ME  
 
 
  Validation Set    
               
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
Coefficients National
Local 
MEPDG 
Local 
Pavement ME 
C1 40 40 5
C2 0.4 0.4 0.4
C3 0.008 0.008 0.08
C4 0.015 0.015 0.026
N 133 133 133
Mean Bias, 
in/mi
0.50 -1.20 -2.32
Stnd Er, in/mi 15.21 15.17 15.17
LOE R2 0.37 0.37 0.37
R2 0.45 0.46 0.45
MAPE 0.17 0.16 0.15
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Approach 2 
An alternative approach (Approach 2) was used to locally calibrate the IRI model using 
Pavement ME Design software. In this approach, with respect to the local calibration of the IRI 
model, nationally-calibrated rutting, transverse (thermal) and fatigue-cracking model predictions 
were used. Figure 34 and Figure 35 compares the local calibration results using national and 
Pavement ME local models in Approach 2. It is important to highlight that, although the rutting 
model was further improved using Pavement ME Design local-calibration coefficients, this 
improvement was not significant (Figure 34 and Figure 35).  The purpose for using two 
approaches in the local calibration of IRI model was to figure out whether the IRI model could 
be locally calibrated with sufficient accuracy without need for the local calibration procedure of 
each of the distress models that would require significant additional cost and data resources. A 
local calibration IRI model using Approach 2 would save significant sources in terms of both 
time and funds. Use of Approach 2 in the local calibration of the IRI model would be especially 
useful for those SHAs, if they were only interested in attaining locally-calibrated IRI predictions 
rather than locally-calibrated rutting, fatigue and thermal-cracking predictions. In this study, it 
was determined that using Approach 2, a locally-calibrated IRI model can predict this distress 
with accuracy sufficient for Iowa HMA pavement systems. 
Also, a paired t test was performed for this approach, and the p value was found to be 
P(T<=t) two-tail=0.25>0.05. This result implies that, with 95 % certainty, there is no significant 
difference between national field-measured and Pavement ME Design predicted IRI values using 
Approach 2 (Table 25). 
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Table 25. Pair t test results for HMA IRI model (Approach 2) 
  
Actual 
IRI  IRI Av 
Mean 77.21715 78.27098 
Variance 646.307 567.1067 
Observations 432 432 
Pearson Correlation 0.70723  
Hypothesized Mean 
Difference 0  
df 431  
t Stat -1.15913  
P(T<=t) one-tail 0.123523  
t Critical one-tail 1.648397  
P(T<=t) two-tail 0.247047  
t Critical two-tail 1.965483   
 
 
                                                                                       
Figure 34. Overall accuracy summary of HMA IRI model using calibration set (Approach 
2) 
 
  Calibration Set    
National Calibration   Local Calibration from Pavement ME  
Coefficients National
Local 
Pavement ME 
C1 40 25
C2 0.4 0.4
C3 0.008 0.008
C4 0.015 0.019
N 299 299
Mean Bias, 
in/mi
3.58 2.03
Stnd Er, in/mi 21.00 20.48
LOE R2 0.43 0.46
R2 0.49 0.44
MAPE 0.19 0.18
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Figure 35. Overall accuracy summary of HMA IRI model using validation set (Approach 2) 
HMA over JPCP 
Pavement ME Design HMA over JPCP pavement performance predictions include 
rutting, longitudinal (top-down) cracking, alligator (bottom-up) cracking, thermal (transverse) 
cracking, reflective cracking, and IRI.  
Rut Depth 
The total rut depth in Pavement ME Design is calculated as the summation of vertical 
deformations in each sublayer. Rutting predictions are divided into HMA layer rutting, granular-
base layer rutting, subgrade-layer rutting and total pavement rutting. However, most of the total 
rutting predictions come from the HMA layer because the existing JPCP can provide strong 
 
  Validation Set           
National Calibration   Local Calibration from Pavement ME  
Coefficients National
Local 
Pavement ME 
C1 40 25
C2 0.4 0.4
C3 0.008 0.008
C4 0.015 0.019
N 133 133
Mean Bias, 
in/mi
0.50 -1.15
Stnd Er, in/mi 15.21 15.09
LOE R2 0.37 0.38
R2 0.45 0.47
MAPE 0.17 0.16
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foundation to HMA surface overlay to prevent granular-base and subgrade-layer rutting. The 
same HMA layer rutting equation (Equation 26) is used for HMA overlays as for HMA 
pavements. Also, the sensitivity of calibration coefficients used for HMA layer rutting in HMA 
pavements is the same as for HMA over JPCP pavements (Table 17). 
Based on sensitivity analysis results, an experimental matrix including different sets of 
calibration coefficients was prepared and is shown in Table 26. Trying different sets of 
calibration coefficients, the set with values of 1.01 and 1 for BR2 and BR3, respectively, 
produced the most accurate predictions. 
Table 26. Experimental matrix for local calibration of HMA layer rutting model of HMA 
over JPCP pavements 
BR2 BR3 Mean Bias (in) 
1.01 1 0.002 
1.01 0.99 -0.004 
0.99 1.01 -0.006 
 
Figure 36 and Figure 37 compare the total rutting predictions using national, MEPDG 
local, and Pavement ME Design local calibration coefficients for both calibration and validation 
sets. As can be seen in the figures, while the MEPDG locally-calibrated rutting model gives 
more accurate predictions than the nationally calibrated model, the accuracy was further 
improved using the Pavement ME Design locally-calibrated rutting model (Figure 36 and Figure 
37). 
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Figure 36. Overall accuracy summary of HMA layer rutting model of HMA over JPCP 
pavements using calibration set 
 
Figure 37. Overall accuracy summary of HMA layer rutting model of HMA over JPCP 
pavements using calibration set 
  Calibration Set    
 
 
 
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
  Validation Set    
                                                                                       
 
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
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Load-Related Cracking 
Since load-related cracking is a distress type related to the HMA surface course, the same 
load-related cracking equations used for new HMA pavements are also used for HMA overlaid 
pavements. Fatigue models were used to estimate fatigue damage that were input into transfer 
functions of longitudinal-cracking and alligator-cracking predictions to obtain equivalent 
cracking measurements. Similarly, to HMA pavements, the fatigue model was not modified for 
HMA over JPCP pavement systems. Extracting fatigue damage predictions from the fatigue 
model, alligator (bottom-up) and longitudinal (top-down) cracking predictions were calculated 
using the related transfer functions (Equations 40 and 43). These transfer functions were locally 
calibrated using a non-linear optimization technique (MS Excel Solver). 
Figure 38 and Figure 39 compare HMA alligator (bottom-up) cracking predictions for 
selected HMA over JPCP pavement sections using national, MEPDG local, and Pavement ME 
local calibration coefficients for both calibration and validation sets. As can be seen in the 
figures, although the Pavement ME Design locally-calibrated model improved the alligator 
(bottom-up)  cracking predictions, the improvement was insignificant. Neither national and 
Pavement ME Design local alligator (bottom up) cracking models could provide high accuracy 
for this model. It can be concluded that the alligator (bottom-up) cracking model itself would not 
be able to simulate field behavior of Iowa HMA over JPCP pavements very well.  Additionally, 
it should be noted that most pavement sections have fewer than 0.3 % measured alligator 
cracking measurements and very few sections exhibit a range of 0.6-1.4 % measured alligator 
cracking. Also note that the measured alligator (bottom-up) cracking values for Iowa HMA over 
JPCP pavements is not high; it can therefore be concluded that Iowa HMA over JPCP pavements 
do not have severe alligator (bottom-up) cracking problem. 
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Figure 38. Overall accuracy summary of HMA alligator (bottom-up) cracking model of 
HMA over JPCP pavements using calibration set 
 
Figure 39. Overall accuracy summary of HMA alligator (bottom-up) cracking model of 
HMA over JPCP pavements using validation set 
  Calibration Set    
 
                                                                           
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
  Validation Set    
                                                                                       
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
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Figure 40 and Figure 41 compare HMA longitudinal (top-down) cracking predictions for 
selected HMA over JPCP pavement sections using national, MEPDG local, and Pavement ME 
Design local calibration coefficients for both calibration and validation sets. As can be seen from 
the figures, compared to the nationally-calibrated model, the MEPDG locally-calibrated model 
reduces the bias, although even the MEPDG locally-calibrated model exhibits a significant 
amount of standard error. The model was further improved with Pavement ME Design local 
calibration.  
 
Figure 40. Overall accuracy summary of HMA longitudinal (top-down) cracking model of 
HMA over JPCP pavements using calibration set 
 
 
  Calibration Set    
 
                                                                           
 
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
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Figure 41. Overall accuracy summary of HMA longitudinal (top-down) cracking model of 
HMA over JPCP pavements using validation set 
Transverse (Thermal) Cracking 
Local calibration of transverse (thermal) cracking model was performed for selected 
HMA over JPCP pavements within the software by submitting various combinations of 
calibration coefficients to the software and choosing the combination providing the most 
accurate predictions (non-linear optimization). A set of calibration coefficients was used to 
determine the optimal set (Table 27). This analysis produced a final coefficient value of 2.7.                                                                                  
 
 
 
  Validation Set    
                                                                                       
 
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
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Table 27. Trial calibration coefficients for HMA over JPCP thermal cracking model 
Coefficient Trial value R2 Mean bias, in 
K_Level 3 1.8 0.018 -1,683 
K_Level 3 2.1 0.025 -1,512 
K_Level 3 2.4 0.027 -1,331 
K_Level 3 2.7 0.027 -1,141 
 
Figure 42 and Figure 43 compare HMA over JPCP transverse (thermal) cracking 
predictions for selected HMA over JPCP pavement sections using national, MEPDG local, and 
Pavement ME Design local-calibration coefficients for both calibration and validation sets. As 
can be seen from the figures, the national and MEPDG local model predictions are the same 
since they both use the same calibration coefficient. Both national and Pavement ME Design 
local HMA over JPCP transverse (thermal) cracking models could not provide high accuracy for 
this model. It can be concluded that the HMA over JPCP transverse (thermal) cracking model 
itself is unable to simulate the field behavior of Iowa HMA over JPCP pavements very well. It 
can also be concluded that the HMA over JPCP transverse (thermal) cracking model itself would 
be unable to simulate the field behavior of Iowa HMAover JPCP pavements very well. 
Additionally, most of the pavement sections have fewer than 4,000 ft/mi thermal cracking 
measurements, while very few sections have thermal cracking measurements in the range of 
6,000-8,000 ft/mi. The data points in the range of 6,000-8,000 ft/mi thermal cracking data points 
would therefore lower the accuracy of the model. (See Figure 42 and Figure 43). 
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Figure 42. Overall accuracy summary of HMA transverse cracking model of HMA over 
JPCP pavements using validation set 
 
Figure 43. Overall accuracy summary of HMA transverse cracking model of HMA over 
JPCP pavements using validation set 
  Calibration Set    
 
                                                                           
 
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
 Validation Set    
                                                                                       
 
 
National Calibration   Local Calibration from MEPDG  
Local Calibration from Pavement ME  
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Smoothness (IRI) 
In IRI calculation, the equation used for HMA pavements is also used for HMA over 
JPCP pavements since the surface course in both pavement types is HMA. Only differences in 
the HMA over JPCP IRI model, reflective cracking predictions from empirical model, are 
included in the IRI equations as a part of total transverse-cracking predictions. Similarly to new 
HMA IRI calibrations, two approaches were used for HMA over JPCP IRI calibrations: 
 Approach 1: In the calculation of IRI predictions, Pavement ME Design locally-calibrated 
rutting and longitudinal (top-down) cracking predictions and nationally-calibrated transverse 
(thermal), alligator (bottom-up) and reflective cracking predictions were used. Note that, in 
contrast to the HMA IRI model, reflective-cracking predictions were added to the model as a 
part of the area of total fatigue cracking (See Equation 47). 
 Approach 2: In the calculation of IRI predictions, all nationally-calibrated rutting, 
longitudinal (top-down), alligator (bottom-up), transverse (thermal), and reflective cracking 
predictions were utilized. Note that, unlike the HMA IRI model, reflective cracking 
predictions were added to the model as a part of the area of total fatigue cracking (See 
Equation 47). 
 
Approach 1 
The IRI model was locally-calibrated using the MS Excel Solver optimization tool. 
Figure 44 and Figure 45 compare the IRI predictions using national, MEPDG local, and 
Pavement ME local models for calibration and validation sets, respectively. The Pavement ME 
Design locally-calibrated IRI model shown in these figures was calibrated using Approach 1: in 
the calculation of IRI predictions, Pavement ME Design locally-calibrated rutting and top-down 
(longitudinal) cracking predictions were used. As can be seen in the figures, the MEPDG locally-
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calibrated IRI model improved the accuracy compared to the national model. The model 
accuracy was further improved using the Pavement ME Design locally-calibrated IRI model as 
can be seen from the figures. 
Implementing a paired t-test using measured IRI values and Pavement ME Design 
locally-calibrated predictions for selected pavement sections, a p value was calculated as P(T<=t) 
two-tail=0.34>0.05. This result implies that, with 95 % certainty, there are no significant 
differences between actual and Pavement ME Design predicted IRI values (Table 28). 
Table 28. Pair t test results for HMA IRI model for selected HMA over JPCP pavement 
sections (Approach 1) 
  Actual IRI  IRI Av 
Mean 86.64803 86.05753 
Variance 914.4023 710.8831 
Observations 657 657 
Pearson Correlation 0.85092  
Hypothesized Mean Difference 0  
df 656  
t Stat 0.951236  
P(T<=t) one-tail 0.170918  
t Critical one-tail 1.64718  
P(T<=t) two-tail 0.341835  
t Critical two-tail 1.963587   
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Figure 44. Overall accuracy summary of HMA over JPCPs IRI model for calibration set 
(Approach 1) 
 
Figure 45.  Overall accuracy summary of HMA over JPCPs IRI model for validation set 
(Approach 1) 
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Approach 2 
Approach 2 was also used to locally calibrate the HMA over JPCP IRI model using 
Pavement ME Design software. In this approach, nationally calibrated rutting and fatigue 
cracking model predictions were used in local calibration of the IRI model.  
Calibrating the IRI model in that way, similar model accuracies to those of Approach 1 
were obtained. It was found out that the calibration coefficients established using Approach 1 
also produced accurate predictions in this approach. This is because the most sensitive 
coefficient in the IRI transfer function is C4, related to the site factor, and the site factor values 
are the same in both approaches; using nationally-calibrated rutting and top-down (longitudinal) 
cracking models rather than Pavement ME Design locally-calibrated ones do not significantly 
change IRI predictions. Also note that the second most sensitive calibration coefficient for the 
IRI model is C1, related to rutting. It is important to highlight that, although the rutting model 
was further improved using Pavement ME Design local calibration coefficients, the difference 
between nationally-calibrated and Pavement ME Design locally-calibrated rutting model 
predictions was not significant, so the effect of using the nationally-calibrated rutting model 
rather than the Pavement ME Design locally-calibrated one was not significant.  That would also 
mean that the local calibration of the IRI model for Iowa HMA over JPCP pavements could be 
performed with sufficient accuracy by nationally-calibrated rutting and top-down (longitudinal 
cracking models. As can be seen from in figures Figure 46 and Figure 47, the Pavement ME 
Design locally-calibrated IRI model improved model accuracy significantly compared to the 
national model.  Local calibration of the IRI model using Approach 2 would save significant 
resources, both time and funds. Use of Approach 2 in the local calibration of IRI model would be 
especially useful for those SHAs if they are mainly interested in only attaining locally-calibrated 
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IRI predictions rather than locally-calibrated rutting, fatigue, thermal, and thermal-cracking 
predictions. In this study, it was determined that using Approach 2, the locally-calibrated IRI 
model can predict this distress with sufficient accuracy for Iowa HMA over JPCP pavement 
systems. 
A paired t test was also applied to this approach, and the calculated p value was P(T<=t) 
two-tail=0.11>0.05. This result implies that, with 95 % certainty, there is no significant 
difference between national field-measured and Pavement ME predicted IRI values using 
Approach 2 (Table 29). 
Table 29. Pair t test results for HMA IRI model for selected HMA over JPCP pavement 
sections (Approach 2) 
 
Actual 
IRI  IRI Av 
Mean 86.64803 85.66045 
Variance 914.4023 710.7439 
Observations 657 657 
Pearson Correlation 0.851534  
Hypothesized Mean 
Difference 0  
df 656  
t Stat 1.594009  
P(T<=t) one-tail 0.055708  
t Critical one-tail 1.64718  
P(T<=t) two-tail 0.111416  
t Critical two-tail 1.963587   
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Figure 46. Overall accuracy summary of HMA over JPCPs IRI model for calibration set 
(Approach 2) 
                                                                                 
Figure 47. Overall accuracy summary of HMA over JPCPs IRI model for validation set 
(Approach 2) 
  Calibration Set    
National Calibration   Local Calibration from Pavement ME  
Coefficients National
Local 
Pavement ME
C1 40.8 10.13
C2 0.575 0.575
C3 0.0014 0.0014
C4 0.00825 0.02432
N 489 489
Average 
Bias, in/mi
-8.24 -1.73
Stnd Er, in/mi 21.05 16.98
LOE R2 0.41 0.61
R2 0.51 0.62
MAPE 0.15 0.11
  Validation Set           
                                                                                  
National Calibration   Local Calibration from Pavement ME  
Coefficients National
Local 
Pavement ME
C1 40.8 10.13
C2 0.575 0.575
C3 0.0014 0.0014
C4 0.00825 0.02432
N 168 168
Average 
Bias, in/mi
-4.72 1.17
Stnd Er, in/mi 15.60 12.42
LOE R2 0.83 0.89
R2 0.85 0.89
MAPE 0.11 0.09
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CHAPTER 6. CONCLUSIONS, DISCUSSIONS AND RECOMMENDATIONS 
Discussion on Future Enhancements of Pavement ME Design  
AASHTO has a taskforce on Pavement ME Design to maintain system performance and 
keep up with technology, to implement new models, to develop enhancements, and to maintain 
communication and input from users (AASHTOWare Newsletter 2014). Under the support of 
AASHTO taskforce on Pavement ME Design, Pavement ME Design software continues to be 
upgraded. One of the enhancement items in the current work plan is the development of 
Application Programming Interfaces (APIs). APIs can provide Pavement ME Design users with 
the capability for interacting with the program and creating their own derivative applications, 
either to directly enhance the Pavement ME Design or for some other purpose. As discussed 
previously, full optimization of local calibration coefficients requires the availability of all input 
variables of various equations comprising each of the pavement performance models. For 
example, local calibration of the fatigue model for HMA surface pavements requires the values 
of εt (tensile strain in critical locations) to fully optimize coefficients (βf1, βf2, βf3,)). However, 
this study has revealed that the version of Pavement ME Design software (version 2.1.24) used 
in this study does not provide these values. Incorporating APIs in Pavement ME Design would 
allow Pavement ME Design users to directly obtain such input values from APIs outputs and to 
implement them to achieve “true” local calibration. API tools are provided to Pavement ME 
Design users in the latest version of the software (version 2.2), released in August, 2015. 
Along with API, there have been some other enhancements in the newly-released 
Pavement ME Design software (version 2.2) , including a DRIP tool for drainage assessment, 
LTPP high-quality traffic data, an improved reflection-cracking model, an enhanced climate 
dataset, MAPME, and level 1 and level 2 AC rehabilitation inputs for concrete overlays. Details 
of these enhancements are as follows (AASHTO 2015): 
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 A new reflection-cracking model was also incorporated into Pavement ME Design version 
2.2. This model was documented in the NCHRP 1-41 study (NCHRP 2010). Table 30 gives 
pavement and distress types related to the new reflection cracking affects. 
Table 30. Pavement and distress types the new reflection cracking affects (AASHTO 2015) 
Pavement Type Distress Type 
AC OL over Existing AC (no interlayer, AC 
interlayer, seal coat) 
Alligator Cracking 
Transverse Cracking 
AC OL over Existing Intact JPCP Transverse Cracking 
AC OL over Existing Fractured JPCP or Intact 
CRCP 
Transverse Cracking 
Semi-Rigid (New AC over CTB) 
Alligator Cracking 
Transverse Cracking 
 
 The new calibration coefficients for JPCP cracking, JPCP faulting, and CRCP punch-out 
models using the coefficient of thermal expansion (CTE) values acquired using the new test 
specification (AASHTO T 336-09 2009) were added to the latest version of the software. 
Users having CTE values acquired using the AASHTO T 339-09 test method can use these 
new calibration coefficients for the aforementioned models. Also note that these new 
calibration coefficients are documented in NCHRP 20-07/327 study (Mallela et al. 2011). 
 Drainage Requirement In Pavements (DRIP) is a Windows-based microcomputer program, 
used to conduct hydraulic design computations for subsurface drainage analysis of 
pavements. DRIP has many features such as roadway geometry calculations, sieve analysis 
calculations, inflow calculations, permeable base design, separator layer design, and edge 
drain design. DRIP can be applied to decision-making for drainage design by using its grain-
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size distribution graphs and sensitivity analysis plots. DRIP can be downloaded from the 
ME-Design website (www.me-design.com). 
 LTPP default axle load distributions can be imported and used in the new software version 
(version 2.2). The LTPP default axle load distributions are categorized into four groups in 
Pavement ME version 2.2: Global, Heavy, Typical and Light. Also note that the right-click 
choices “Single”, “Tandem”, Tridem, or “Quad” axle-load distribution are disabled in 
Pavement ME Design version 2.2. 
 In Pavement ME Design version 2.2, an option for the users to define the climate data range 
was also added. 
 MapME provides data from geographical information system data linkages to Pavement ME 
Design 
 The semi-rigid pavement type replaced the new AC over CTB design type in Pavement ME 
Design version 2.2. 
 Level 1 and Level 2 input data AC overlays over AC rehabilitated pavements, Level 3 input 
data for AC overlays over intact JPCP rehabilitated pavements, and new Level 1, Level 2 and 
Level 3 inputs for PCC overlays over existing AC pavements are provided in Pavement ME 
Design version 2.2. 
 
Conclusions and Recommendations 
The AASHTOWare Pavement ME Design local calibration for Iowa pavement system 
has been conducted by (1) evaluation of accuracy of the nationally-calibrated Pavement ME 
Design performance models and the locally-calibrated MEPDG performance models, identified 
through InTrans project TR 401 (Ceylan et al. 2013) and (2) recalibration of these models when 
the accuracies of the models was found to be insufficient.  The recalibration of these models was 
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performed using AASHTOWare Pavement ME Design version 2.1.24 with the help of linear and 
nonlinear optimization techniques to improve the accuracy of model predictions. A step-by-step 
local calibration procedure was established for each pavement performance prediction model in 
this study by extensively reviewing transfer functions used in these models. The required 
components of transfer functions needed to implement local calibration were documented as well 
as well as their locations in intermediate and general output files and how to calculate them. 
More pavement performance measurements were used in this study than in the InTrans project 
TR 401 (Ceylan et al. 2013). Specific conclusions were drawn for each pavement type, and 
corresponding performance prediction models and recommendations for the use of identified 
local calibration coefficients as well as future research were provided. 
 
Conclusions: JPCP 
 Mean joint faulting, transverse-cracking and IRI models for Iowa JPCPs were significantly 
improved as a result of Pavement ME Design local calibration compared to national and 
MEPDG local counterparts. 
 
Conclusions: HMA Pavements 
 The identified Pavement ME Design local calibration factors significantly increased the 
accuracy of rutting models for Iowa HMAs compared to national and MEPDG local 
counterparts. 
 The identified Pavement ME Design local calibration factors increased the accuracy of the 
IRI model for Iowa HMAs compared to nationally and MEPDG locally calibrated models, 
although nationally and MEPDG locally-calibrated IRI models also provided acceptable 
predictions. 
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 The nationally-calibrated longitudinal (top-down) cracking model underpredicted distress 
measurements while the MEPDG locally-calibrated model overpredicted distress 
measurements for Iowa HMA pavements. The accuracy of this model was improved as a 
result of Pavement ME Design local calibration.  
 All the nationally, MEPDG and Pavement ME Design locally calibrated alligator (bottom-
up) and thermal-cracking models provide acceptable predictions for Iowa HMA pavements. 
Conclusions: HMA over JPCP 
 The identified Pavement ME design local-calibration factors increased the accuracy of the 
rutting model for Iowa HMA over JPCP compared to nationally and MEPDG locally-
calibrated models, although nationally and MEPDG locally-calibrated IRI models also 
provided acceptable predictions for this model. 
 The identified local calibration factors significantly increased the accuracy of IRI predictions 
for Iowa HMA over JPCP.  
 The nationally-calibrated model underpredicted the longitudinal (top-down) cracking model, 
while the MEPDG locally-calibrated model has excessive standard error for Iowa HMA over 
JPCPs. The accuracy of this model was improved as a result of Pavement ME Design local 
calibration.  
 All of the nationally, MEPDG, and Pavement ME Design locally-calibrated alligator 
(bottom-up) cracking models and thermal-cracking models provided acceptable predictions 
for Iowa HMA over JPCPs. 
Recommendations: The Use of Local Calibration Coefficients Identified   
 The recommended local calibration coefficients to Iowa DOT to be used in design practice as 
alternatives to nationally-calibrated counterparts are summarized in Table 31 for Iowa JPCP, 
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Table 32 for Iowa HMA pavements, and Table 33 for Iowa HMA over JPCP. It should be 
noted that the recommended local calibration coefficients in red show that these numbers are 
different from their counterparts in nationally-calibrated models.  
Table 31. Nationally and Pavement ME Design locally calibrated local calibration 
coefficients for Iowa JPCP pavement systems 
Distress Factors National Local 
Faulting 
C1 1.0184 0.85 
C2 0.91656 1.39 
C3 0.0021848 0.002 
C4 0.0008837 0.274 
C5 250 250.8 
C6 0.4 0.4 
C7 1.83312 1.45 
C8 400 400 
Cracking 
C1 (fatigue) 2 2.25 
C2 (fatigue) 1.22 1.4 
C4 (crack) 1 4.06 
C5 (crack) -1.98 -0.44 
IRI: Approach 1 
C1 0.8203 0.11 
C2 0.4417 0.44 
C3 1.4929 0.04 
C4 25.24 11.32 
IRI: Approach 2 
C1 0.8203 0.03 
C2 0.4417 0.44 
C3 1.4929 0.01 
C4 25.24 15.12 
Note: The recommended local calibration coefficients are red texted numbers   
 The locally-calibrated JPCP performance models (faulting, transverse cracking, and IRI) 
identified in this study are recommended for use in Iowa JPCPs as alternatives to the 
nationally-calibrated ones.  
 Since, in the calculation of IRI, both faulting and transverse-cracking predictions were 
involved, two approaches were utilized in the local calibration of the JPCP IRI model. In 
Approach 1, the IRI model was locally-calibrated using Pavement ME Design locally-
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calibrated faulting and transverse-cracking model predictions, while in Approach 2, 
nationally-calibrated faulting and transverse-cracking model predictions were used.  
 The use of two approaches in the local calibration of IRI model was intended to determine 
whether the IRI model could be locally calibrated with sufficient accuracy without using 
local calibration procedures for each distress model, thereby requiring additional cost and 
data resources. Local calibration of the IRI model using Approach 2 would save significant 
time and funds. Use of Approach 2 in the local calibration of the IRI model would be 
especially useful for the Iowa DOT, either whether they decided to use nationally-calibrated 
transverse-cracking and faulting models and locally calibrate the IRI model, or instead were 
more interested in attaining locally-calibrated IRI predictions rather than locally-calibrated 
transverse-cracking and faulting model predictions.  
 In this study, it was determined that using Approach 2, a locally-calibrated IRI model can 
predict distress with sufficient accuracy for Iowa JPCP pavement systems.  
 The locally-calibrated rutting, longitudinal (top-down) cracking and IRI prediction models 
identified in this study are recommended for use in Iowa HMAs as alternatives to nationally-
calibrated models.  
 The locally-calibrated rutting, longitudinal (top-down) cracking and IRI prediction models 
identified in this study are recommended for use in HMA over JPCPs as alternatives to 
nationally calibrated models.  
 The nationally-calibrated alligator (bottom-up) and transverse (thermal) cracking prediction 
models are recommended for use in Iowa HMA systems, because even though the accuracy 
of these models were improved, the improvement was insignificant. Note that Iowa HMAs 
do not experience severe fatigue-related problems. It was also found that the HMA transverse 
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(thermal) cracking model would be unlikely to satisfactorily simulate this distress for Iowa 
HMA pavements. 
Table 32. Nationally and Pavement ME locally calibrated local calibration coefficients for 
Iowa HMA pavement systems 
 
Distress Factors National Local 
HMA Rut 
B1 1 1 
B2 1 1.1 
B3 1 1 
GB Rut B1_Granular 1 0.001 
SG Rut B1_Fine-grain 1 0.001 
Fatigue  for ACrack and 
LCrack 
B1 1 1 
B2 1 1 
B3 1 1 
LCrack 
C1_Top 7 2.32 
C2_Top 3.5 0.47 
C4_Top 1000 1000 
ACrack 
C1_Bottom 1 1 
C2_Bottom 1 1 
C4_Bottom 6000 6000 
TCrack K_Level 3 1.5 1.5 
IRI: Approach 1 
C1 40 5 
C2 0.4 0.4 
C3 0.008 0.008 
C4 0.015 0.026 
IRI: Approach 2 
C1 40 25 
C2 0.4 0.4 
C3 0.008 0.008 
C4 0.015 0.019 
Note: The recommended local calibration coefficients are red texted numbers   
 The nationally-calibrated alligator (bottom-up) and thermal-cracking prediction models are 
recommended for use in Iowa HMA over JPCP systems, since even though the accuracy of 
these models were improved, the improvement was insignificant. 
 In local calibration of the IRI model for Iowa HMAs and HMA over JPCPs, two approaches 
were followed. In Approach 1, the IRI model was locally-calibrated using Pavement ME 
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Design locally-calibrated rutting and top-down (longitudinal) cracking and nationally-
calibrated alligator (bottom-up) and transverse (thermal) cracking predictions for HMAs and 
HMA over JPCPs, while in Approach 2 all nationally-calibrated model predictions were 
used. Note that, in contrast to the HMA IRI model, reflective cracking predictions were 
added to the IRI model as part of the area of total fatigue cracking in HMA over JPCPs. In 
both Approach 1 and Approach 2, nationally-calibrated reflection cracking predictions were 
employed.  
 In this study, it was determined that, using Approach 2, a locally-calibrated IRI model can 
predict distress with sufficient accuracy for Iowa HMA and HMA over JPCP pavement 
systems. 
 Preliminary studies were carried out to see whether there are any differences between the 
latest version of Pavement ME Design (version 2.2) released in August 2015 and the version 
used in this study, Pavement ME Design version 2.1.24. One significant change between 
these two versions is the prediction of Freezing Index Factor, a component of the IRI models. 
The results indicated some differences in IRI model predictions between these two software 
versions due to different Freezing Index Factor predictions. Note that Freezing Index Factors 
are predicted by the software using Enhanced Integrated Climatic Models (EICM) and 
automatically incorporated into the calculation of IRI predictions by the software. The Iowa 
DOT would deal with this issue by: (1) running the software input files provided by the 
researchers of this study, (2) based on the IRI predictions, locally calibrate the IRI model by 
modifying only the Freezing Index Factor following the steps documented in this report.  
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Table 33. Nationally and Pavement ME locally calibrated local calibration coefficients for 
Iowa HMA over JPCP pavement systems 
Distress Factors National Local 
HMA Rut 
B1 1 1 
B2 1 1.01 
B3 1 1 
GB Rut B1_Granular 1 0.001 
SG Rut B1_Fine-grain 1 0.001 
Fatigue  for ACrack and 
LCrack 
B1 1 1 
B2 1 1 
B3 1 1 
LCrack 
C1_Top 7 2.3 
C2_Top 3.5 2 
C4_Top 1000 1000 
ACrack 
C1_Bottom 1 1 
C2_Bottom 1 1 
C4_Bottom 6000 6000 
TCrack K_Level 3 1.5 1.5 
IRI: Approach 1 
C1 40.8 10.13 
C2 0.575 0.575 
C3 0.0014 0.0014 
C4 0.00825 0.02432 
IRI: Approach 2 
C1 40.8 10.13 
C2 0.575 0.575 
C3 0.0014 0.0014 
C4 0.00825 0.02432 
Note: The recommended local calibration coefficients are red texted numbers   
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Contributions of this Study to the Literature and State of the Art Practices Related with the Local 
Calibration of Pavement ME Design 
Compared to previous studies regarding local calibration of MEPDG, there are many new 
approaches and advanced methods in this study that contribute to the available literature, 
including: 
 Using Pavement ME Design version 2.1.24, the local calibration methodology of Pavement 
ME Design pavement prediction models for JPCP, HMA and HMA over JPCP pavements 
were documented in a detailed in step-by-step manner. 
 Most of the pavement performance models were locally-calibrated outside the software by 
using nonlinear optimization techniques documented in great detail in this report. Different 
optimization techniques were employed in the local calibration procedure. Also, the 
availability of each equation variable of the transfer functions in the intermediate or general 
output files of Pavement ME Design was investigated to conduct local calibration. 
 In the local calibration of the IRI models, two approaches were followed: (1) Calibrate using 
either locally-calibrated or nationally-calibrated distress prediction models. Note that 
nationally-calibrated distress prediction models can be used when they provide good 
accuracy in terms of distress measurements. (2) Calibrate using only nationally-calibrated 
distress prediction models without considering agreement of distress-model predictions with 
distress measurements. 
 One of the latest versions of Pavement ME Design software was used in the local calibration 
procedure. 
 The new features added to the software in Pavement ME Design version 2.2, released in 
August 2015, are summarized in this document. 
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 The accuracy improvements of the pavement prediction models as a result of local 
calibration were documented in great detail in this document. 
 Pavement performance model predictions of different versions of MEPDG (version 1.1) and 
Pavement ME Design (versions 2.0 and 2.1.24) were compared to document any existing 
differences. 
Recommendations: Future Research     
Pavement ME Design software is still in the process of development. With every new 
version of the software, additional enhancements are added and sometimes the models are 
modified (e.g. Freezing Index). The following items would be valid topics for future research 
related to the local calibration of Pavement ME Design software: 
 As mentioned earlier, a reflection-cracking model was added to the new version of the 
software, Pavement ME Design version 2.2. Local calibration of this model should be 
conducted. 
 As new pavement performance models are added to the software or available models are 
modified, additional local calibration of Pavement ME Design studies should be conducted. 
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APPENDIX A: LITERATURE REVIEW RESULTS 
The national calibration-validation process was successfully completed for Mechanistic-
Empirical Pavement Design Guide (MEPDG) (NCHRP 2004). Although this effort was 
comprehensive, a further validation study is highly recommended by the MEPDG or Pavement 
ME design as a prudent step in implementing a new design procedure that is so different from 
the current procedures. The objective of this task is to review all of available existing literature 
with regard to implementing the MEPDG and local calibration at national and local research 
levels. A comprehensive literature review was undertaken specifically to identify the following 
information:  
 Identify local calibration steps detailed in national level research studies (National 
Cooperative Highway Research Program (NCHRP) and Federal Highway Administration 
(FHWA) research projects) for local calibration. 
 Examine how State agencies apply the national level research projects’ local calibration 
procedures in their pavement systems. 
 Summarize MEPDG or Pavement ME Design pavement performance models’ local 
calibration coefficients reported in literature.  
Summary of National Level Projects for MEPDG Local Calibration   
AASHTO Guide for the Local Calibration of the MEPDG Developed from NCHRP Projects 
At the request of the American Association of State Highway and Transportation 
Officials (AASHTO) Joint Task Force on Pavements (JTFP), the NCHRP initiated the project, 1-
40 “Facilitating the Implementation of the Guide for the Design of New and Rehabilitated 
Pavement Structures” following NCHRP 1- 37A (NCHRP 2004) for implementation and 
adoption of the recommended MEPDG (TRB 2009). A key component of the NCHRP 1-40 is an 
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independent, third-party review to test the design guide’s underlying assumptions, evaluate its 
engineering reasonableness and design reliability, and to identify opportunities for its 
implementation in day-to-day design production work. Beyond this immediate requirement, 
NCHRP 1-40 includes a coordinated effort to acquaint state DOT pavement designers with the 
principles and concepts employed in the recommended guide, assist them with the interpretation 
and use of the guide and its software and technical documentation, develop step-by-step 
procedures to help State DOT engineers calibrate distress models on the basis of local and 
regional conditions for use in the recommended guide, and perform other activities to facilitate 
its acceptance and adoption. 
There are two NCHRP research projects that are closely related to local calibration of 
MEPDG performance predictions. They are (1) NCHRP 9-30 project (NCHRP 2003a, NCHRP 
2003b), “Experimental Plan for Calibration and Validation of Hot Mix Asphalt Performance 
Models for Mix and Structural Design” and (2) NCHRP 1-40B (Von Quintus et al. 2005, 
NCHRP 2007, Von Quintus et al. 2009a, Von Quintus et al. 2009b, NCHRP 2009, TRB 2010), 
“User Manual and Local Calibration Guide for the Mechanistic-Empirical Pavement Design 
Guide and Software.” Under the NCHRP 9-30 project, pre-implementation studies involving 
verification and recalibration have been conducted in order to quantify the bias and residual error 
of the flexible pavement distress models included in the MEPDG (Muthadi 2007). Based on the 
findings from the NCHRP 9-30 study, the NCHRP 1-40B project has focused on preparing (1) a 
user manual for the MEPDG and software and (2) detailed, practical guide for highway agencies 
for local or regional calibration of the distress models in the MEPDG and software. The manual 
and guide have been presented in the form of a draft AASHTO recommended practices; the 
guide shall contain two or more examples or case studies illustrating the step-by-step procedures. 
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It was also noted that the longitudinal cracking model be dropped from the local calibration 
guide development in NCHRP 1-40B study due to lack of accuracy in the predictions (Muthadi 
2007, Von Quintus and Moulthrop 2007). NCHRP 1-40 B was completed in 2009 and now 
published as “Guide for the Local Calibration of the Mechanistic-Empirical Pavement Design 
Guide” in AASHTO. 
NCHRP 1-40B study (NCHRP 2007) initially provided the primary threes steps for 
calibrating MEPDG to local conditions and materials as follows:  
Verification of MEPDG performance models with national calibration factors: Run the 
current version of the MEPDG software for new field sections using the best available materials 
and performance data. The accuracy of the prediction models was evaluated using the bias 
(defined as average over or under prediction) and the residual error (defined as the predicted 
minus observed distress) as illustrated in Figure A.1. If there is a significant bias and residual 
error, it is recommended to calibrate the models to local conditions leading to the second step. 
 
 
Figure A.1. The Bias and the residual error (Von Quintus 2008a)  
Calibration of the model coefficients: eliminate the bias and minimize the standard error 
between the predicted and measured distresses.                                                                      
Validation of MEPDG performance models with local calibration factors: Once the bias is 
eliminated and the standard error is within the agency’s acceptable level after the calibration, 
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validation is performed on the models to check for the reasonableness of the performance 
predictions. NCHRP 1-40B study (NCHRP 2009) has also detailed these steps more into 11 steps 
for local calibration of the MEPDG.  These 11 steps are depicted in Figure A.2 and Figure A.3 
below and each of the 11 steps is summarized in the following subsections.
 
Figure A.2. Flow chart for the procedure and steps suggested for local calibration: steps 1-5 
(NCHRP 2009) 
1 – Select Hierarchical Input Levels for Use in Local 
Calibration; A Policy Decision. 
2 – Develop Experimental Design & Matrix;  
Fractional, Blocked or Stratified Factorial Design 
3 – Estimate Sample Size for Each Distress Simulation 
Model 
Decide on Level of Confidence for 
Accepting or Rejecting the Null 
Hypothesis; No Bias and Local 
Standard Error Equals Global 
Standard Error 
4 – Select Roadway Segments 
Type and Number of Test Sections 
Used to minimize the number of 
roadway segments & quantify 
components of error term. 
APT with Simulated Truck Loadings 
APT with Full-Scale Truck Loadings 
Roadway Segments, Research-
Grade (LTPP) 
Roadway Segments, PMS Sites 
Used to determine & eliminate bias 
and determine standard error. 
Used to determine & eliminate bias. 
Number of Condition Surveys Available for Each Section Included in the Experimental 
Matrix; Time-History Distress Data 
5 – Extract & Evaluate Roadway Segment/Test Section Data 
Time-History Distress Data 
APT, simulated or full-scale truck loadings; 
Roadway Segments, research-grade 
PMS Segments; Compare MEPDG & 
PMS Distresses 
Options: 
 Perform detailed distress surveys 
(LTPP) over time, if needed. 
 Use PMS distress data. 
Identify Outliers or Segments with Irrational Trends 
in Data; Remove from Database 
Extract Other Pavement Data to Determine Inputs to 
MEPDG for Remaining Sites; 
 Layer Type & Thickness 
 Material & Soil Properties 
 Traffic & Climate 
Identify Missing Data Elements Needed for 
MEPDG Execution B 
A 
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Figure A.3. Flow chart for the procedure and steps suggested for local calibration: steps 6-
11 (NCHRP 2009) 
Step 1: Select Hierarchical Input Level 
The hierarchical input level to be used in the local validation-calibration process should 
be consistent with the way the agency intends to determine the inputs for day-to-day use. Some 
of input level 3 data could be available in the state Department of Transportation (DOT) 
6 – Conduct Field Investigations of Test 
Sections to Define Missing Data B A 
Develop Materials Sampling & Data 
Collection Plan 
Trenches & cores needed to determine 
direction of crack propagation & amount of 
rutting in each layer to confirm or reject 
assumptions. 
Accept MEPDG Assumptions; 
Forensic Question or reject MEPDG Assumptions; Forensic investigations required. 
Conduct field testing and materials 
sampling plan to define missing data. 
Re-evaluate experimental matrix to ensure 
hypothesis can be properly evaluated; accept or 
reject the hypothesis; optional activity. 
MEPDG 
Assumptions? 
Conduct laboratory materials testing plan to 
determine missing data. 
Determine inputs for each roadway segment and 
execute MEPDG – distress predictions. 
7 – Assess Bias for the Experimental 
Matrix or Sampling Template 
PMS Segments; only PMS distress data 
Roadway PMS segments with more detailed 
(research grade) surveys (LTPP) 
Roadway segments, research grade 
condition surveys (LTPP); and/or APT Sites 
Adjust/combine PMS distress measurements to match 
MEPDG distress predictions. 
 Accept/Reject 
hypothesis related for 
bias? 
Compute local bias for distress transfer functions. 
Reject Hypothesis 
Accept Hypothesis 
8 – Determine Local Calibration 
Coefficient to Eliminate Bias of 
Transfer Function 
9 – Assess Standard Error 
for Transfer Function 
Use local calibration coefficient to 
predict distress & calculate standard 
error of the estimate. 
 Accept/Reject hypothesis 
for standard error? 
Accept Hypothesis 
Reject Hypothesis; 
local error too large 
Calibration Coefficients 
Acceptable for Use in Design 
11 – Interpretation of Results; 
Decide on Adequacy of 
Calibration Coefficients. 
10 – Improve Precision of 
Model; Modify coefficients & 
exponents of transfer functions 
or develop calibration 
function. 
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pavement management system (PMS). It is also important to point out that the calibration using 
level 1 and 2 input data is dependent upon material and mixture characteristics.  Further the 
linkage of material and mixture characteristics to pavement performance is critical to the level 1 
and 2 calibrations. The general information from which the inputs were determined for each 
input category is discussed in Step 5. 
Step 2: Experimental Factorial & Matrix or Sampling Template 
A detailed sampling template should be created considering traffic, climate, pavement 
structure and materials representing local conditions. The number of roadway segments selected 
for the sampling template should result in a balanced factorial with the same number of 
replicates within each category.   
Step 3: Estimate Sample Size for Each Performance Indicator Prediction Model 
The sample size (total number of roadway segments or projects) can be estimated with 
statistical confidence level of significance. The selection of higher confidence levels can provide 
more reliable data but increase the number of segments needed. The number of distress 
observations per segment is dependent on the measurement error or within segment data 
variability over time (i.e.; higher the within project data dispersion or variability, larger the 
number of observations needed for each distress). The number of distress measurements made 
within a roadway segment is also dependent on the within project variability of the design 
features and site conditions. NCHRP 1-40B project report (NCHRP 2009) provides the following 
equation in determination of the number of distress observations:  
  2


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Where, zα = 1.282 for a 90 percent confidence interval; sy = standard deviation of the 
maximum true or observed values; and et = tolerable bias. The tolerable bias will be estimated 
from the levels that are expected to trigger some major rehabilitation activity, which are agency 
dependent. The se/sy value (ratio of the standard error and standard deviation of the measured 
values) will also be agency dependent. 
Step 4: Select Roadway Segments 
Roadway segments should be selected to cover a range of distress values that are of 
similar ages within the sampling template. Roadway segments exhibiting premature or 
accelerated distress levels, as well as those exhibiting superior performance (low levels of 
distress over long periods of time), can be used, but with caution. The roadway segments 
selected for the sampling template when using hierarchal input level 3 should represent average 
performance conditions. It is important that the same number of performance observations per 
age per each roadway segment be available in selecting roadway segments for the sampling 
template. It would not be good practice to have some segments with ten observations over 10 
years with other segments having only two or three observations over 10 years. The segments 
with one observation per year would have a greater influence on the validation-calibration 
process than the segments with less than one observation per year.  
Step 5: Extract and Evaluate Roadway Segment/Test Section Data 
This step is grouped into four activities: (1) extracting and reviewing the performance 
data; (2) comparing the performance indicator magnitudes to the trigger values; (3) evaluating 
the distress data to identify anomalies and outliers; and (4) determining the inputs to the 
MEPDG. First, measured time-history distress data should be made from accelerated pavement 
testing (APT) or extracted from agency PMS. The extraction of data from agency PMS should 
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require a prior step of reviewing PMS database to determine whether the measured values are 
consistent with the values predicted by the MEPDG. NCHRP 1-40B project report (NCHRP 
2009) demonstrated the conversion procedures of pavement distress measurement units between 
PMS and MEPDG for flexible pavements PMS database of Kansas Department of 
Transportation (KSDOT) and rigid pavements PMS database of Missouri Department of 
Transportation (MODOT). These examples in NCHRP 1-40B project report (NCHRP 2009) is 
reproduced in below.  
For the flexible pavement performance data in KSDOT, the measured cracking values are 
different, while the rutting and International Roughness Index (IRI) values are similar and 
assumed to be the same. The cracking values and how they were used in the local calibration 
process are defined below.  
Fatigue Cracking.  KSDOT measures fatigue cracking in number of wheel path feet per 
100-foot sample by crack severity, but do not distinguish between alligator cracking and 
longitudinal cracking in the wheel path. In addition, reflection cracks are not distinguished 
separately from the other cracking distresses. The PMS data were converted to a percentage 
value similar to what is reported in the Highway Performance Monitoring System (HPMS) 
system from Kansas. In summary, the following equation was used to convert KSDOT cracking 
measurements to a percentage value that is predicted by the MEPDG. 
 
       





 

0.8
0.25.10.15.0 4321 FCRFCRFCRFCRFC  (A.2) 
 
All load related cracks are included in one value. Thus, the MEPDG predictions for load 
related cracking were combined into one value by simply adding the length of longitudinal 
cracks and reflection cracks for Hot Mix Asphalt (HMA) overlays, multiplying by 1.0 ft, 
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dividing that product by the area of the lane and adding that value to the percentage of alligator 
cracking predicted by the MEPDG. 
Transverse Cracking.  Another difference is that KSDOT records thermal or transverse 
cracks as the number of cracks by severity level. The following equation has been used by 
KSDOT to convert their measured values to the MEPDG predicted value of ft./mi. 
 
    





 

8.521210
321 TCRTCRTCRTCRTC o                                                                         (A.3)  
 
The value of 10 in the above equation is needed because the data are stored with an 
implied decimal. The value of 12 ft. is the typical lane width, and the value of 52.8 coverts from 
100 foot sample to a per mile basis. Prior to 1999, KSDOT did not record the number or amount 
of sealed transverse cracking (TCR0). As a result, the amount of transverse cracks sometimes 
goes to “0”. 
For the rigid pavement performance data in MODOT, the measured transverse cracking 
values are different from MEPDG, while the transverse joint faulting and IRI values are similar 
and assumed to be the same. The transverse cracking values and how they were used in the local 
calibration process are defined below.  
Transverse Cracking.  MEPDG requires the percentage of all Portland Cement Concrete 
(PCC) slabs with mid panel fatigue transverse cracking. Both MODT and LTPP describe 
transverse cracking as cracks that are predominantly perpendicular to the pavement slab 
centerline. Measured cracking is reported in 3 severity levels (low, medium, and high) and 
provides distress maps showing the exact location of all transverse cracking identified during 
visual distress surveys. Thus, the databases contain, for a given number of slabs within a 500-ft 
pavement segment, the total number of low, medium, and high severity transverse cracking. 
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Since LTPP does not provide details on whether a given slab has multiple cracks, as shown in 
Figure 4, a simple computation of percent slabs with this kind of data can be misleading. 
Therefore, in order to produce an accurate estimate of percent slab cracked, distress maps or 
videos prepared as part of distress data collection were reviewed to determine the actual number 
of slabs with transverse “fatigue” cracking for the 500-ft pavement segments. Total number of 
slabs was also counted. Percent slabs cracked was defined as follows: 
 
100*
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
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slabsofnumberTotal
slabscrackedofNumber
CrackedSlabsPercent                                        (A.4)  
 
 
Figure A.4. LTPP transverse cracking (Miller and Bellinger 2003) 
 
Transverse Joint Faulting.  It is measured and reported by MODOT and LTPP as the 
difference in elevation to the nearest 1 mm between the pavement surfaces on either side of a 
transverse joint. The mean joint faulting for all joints within a 500-ft pavement section is 
reported. This is comparable to the MEPDG predicted faulting. 
IRI. The values included in the MODOT PMS database are comparable to the MEPDG 
predicted IRI. 
The second activity of step 5 is to compare the distress magnitudes to the trigger values 
for each distress. In other words, answer the question—Does the sampling template include 
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values close to the design criteria or trigger value?  This comparison is important to provide 
answer if the collected pavement distress data could be properly utilized to validate and 
accurately determine the local calibration values. For example, low values of fatigue cracking 
measurements comparing to agency criteria is difficult to validate and accurately determine the 
local calibration values or adjustments for predicting the increase in cracking over time. 
The distress data for each roadway segment included in the sampling template should be 
evaluated to ensure that the distress data are reasonable time-history plots. Any zeros that 
represent non-entry values should be removed from the local validation-calibration database. 
Distress data that return to zero values within the measurement period may indicate some type of 
maintenance or rehabilitation activity. Measurements should be taken after structural 
rehabilitation should be removed from the database or the observation period should end prior to 
the rehabilitation activity. Distress values that are zero as a result of some maintenance or 
pavement preservation activity, which is a part of the agency’s management policy, should be 
removed but future distress observation values after that activity should be used. If the outliers or 
anomalies of data can be explained and are a result of some non-typical condition, they should be 
removed. If the outlier or anomaly cannot be explained, they should remain in the database. 
The MEPDG pavement input database related to each selected roadway segment should 
be prepared to execute MEPDG software. The existing resource of these input data for level 3 
analyses are agency PMS, traffic database, as-built plans, construction database files and etc. If 
adequate data for level 3 were unavailable, the mean value from the specifications was used or 
the average value determined for the specific input from other projects with similar condition. 
The default values of MEPDG could also be utilized in this case.   
Step 6: Conduct Field and Forensic Investigations 
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Field and forensic investigations could be conducted to check the assumptions and 
conditions included in the MEPDG for the global (national) calibration effort. These field and 
forensic investigations include measuring the rutting in the individual layers, determining where 
the cracks initiated or the direction of crack propagation, and determining permanent curl/warp 
effective temperature and etc. The field and forensic investigations is not necessary if agency 
accepts the assumptions and conditions included in the MEPDG.  
Step 7: Assess Local Bias from Global Calibration Factors 
The MEPDG software is executed using the global calibration values to predict the 
performance indicators for each roadway segment selected. The null hypothesis is first checked 
for the entire sampling matrix.  The null hypothesis in equation below is that the average residual 
error (er = yMeasured – xpredicted) or bias is zero for a specified confidence level or level of 
significance. 
 
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It is helpful for assessment through making plots of a comparison between the predicted 
(xpredicted) and the measured values (yMeasured ) and a comparison between the residual errors (er) 
and the predicted values (xpredicted) for each performance indicator (See Figure A.5).   
Two other model parameters can be also used to evaluate model bias—the intercept (bo) 
and slope (m) estimators using the following fitted linear regression model between the measured 
(yMeasured) and predicted (xpredicted) values.   
 ioi xmby 

 (A.6) 
 
The intercept (bo) and slope (m) estimators can provide not only accuracy quantity of 
each prediction but also identification of dependent factors such as pavement structure (new 
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construction versus rehabilitation) and HMA mixture type (conventional HMA versus Superpave 
mixtures) to each prediction. For illustration, Figure A.6 presents comparison of the intercept and 
slope estimators to the line of equality for the predicted and measured rut depths using the global 
calibration values.  
 
Figure A.5. Comparison of predicted and measured rut depths using the global calibration 
in KSDOT study (NCHRP 2009) 
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 Figure A.6. Comparison of the intercept and slope estimators to the line of equality for the 
predicted and measured rut depths using the global calibration values in KSDOT study 
(NCHRP 2009) 
 
 
 
 
a. Intercept and slope 
estimators that are 
dependent on mixture type 
for the new construction 
PMS segments. 
b.  Intercept and slope 
estimators that are 
dependent on mixture type 
for the rehabilitation PMS 
segments. 
c.  Intercept and slope 
estimators that are structure 
dependent for the PMS 
segments. 
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Step 8: Eliminate Local Bias of Distress Prediction Models 
The MPEDG software includes two sets of parameters for local calibration of most 
performance indicator transfer functions. One set is defined as agency specific values and the 
other set as local calibration values. Figure A.7 shows a screen shot of the tools section where 
these values can be entered into the software for each performance indicator on a project basis. 
The default values of MEPDG performance indicator transfer functions are global calibration 
values for agency specific values (k1, k2, and k3 in  Figure A.7) and are one for local calibration 
values (1, 2, and 3 in  Figure A.7). These parameters are used to make adjustments to the 
predicted values so that the difference between the measured and predicted values, defined as the 
residual error, is minimized. Either one can be used with success. Appendix A presents screen 
shots of the MEPDG software (Version 1.1) tools section for all of performance indicators of 
rehabilitated HMA pavement and new PCC pavement.  
 
Figure A.7. Screen Shot of the MEPDG Software for the local calibration and agency 
specific values (Von Quintus 2008b) 
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NCHRP 1-40B project study (2009) lists the coefficients of the MEPDG transfer 
functions or distress and IRI prediction models that should be considered for revising the 
predictions to eliminate model bias for flexible pavements and HMA overlays. Table A.1Table 
A.1. Calibration parameters to be adjusted for eliminating bias and reducing the standard error of 
the flexible pavement transfer functions (NCHRP 2009) from NCHRP 1-40B project study 
(2009) was prepared to provide guidance in eliminating any local model bias in the predictions. 
The distress specific parameters can be dependent on site factors, layer parameters, or policies of 
the agency. 
Table A.1. Calibration parameters to be adjusted for eliminating bias and reducing the 
standard error of the flexible pavement transfer functions (NCHRP 2009) 
(a) HMA pavements  
 
 
 
(b) PCC pavements  
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The process to eliminate the bias is applied to the globally calibrated pavement 
performance transfer functions found to result in bias from step 7. The process used to eliminate 
the bias depends on the cause of that bias and the accuracy desired by the agency. NCHRP 1-40B 
project study (NCHRP 2009) addresses three possibilities of bias and the bias elimination 
procedures corresponding to each possibility reproduced below.  
1. The residual errors are, for the most part, always positive or negative with a low standard 
error of the estimate in comparison to the trigger value, and the slope of the residual errors 
versus predicted values is relatively constant and close to zero. In other words, the precision 
of the prediction model is reasonable but the accuracy is poor. In this case, the local 
calibration coefficient is used to reduce the bias. This condition generally requires the least 
level of effort and the fewest number of runs or iterations of the MEPDG with varying the 
local calibration values to reduce the bias. The statistical assessment described in step 7 
should be conducted to the local calibrated pavement performance to check obtaining agency 
acceptable bias.     
2. The bias is low and relatively constant with time or number of loading cycles, but the 
residual errors have a wide dispersion varying from positive to negative values. In other 
words, the accuracy of the prediction model is reasonable, but the precision is poor. In this 
case, the coefficient of the prediction equation is used to reduce the bias but the value of the 
local calibration coefficient is probably dependent on some site feature, material property, 
and/or design feature included in the sampling template. This condition generally requires 
more runs and a higher level of effort to reduce dispersion of the residual errors. The 
statistical assessment described in step 7 should be conducted to the local calibrated 
pavement performance to check obtaining agency acceptable bias.  
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3. The residual errors versus the predicted values exhibit a significant and variable slope that is 
dependent on the predicted value. In other words, the precision of the prediction model is 
poor and the accuracy is time or number of loading cycles dependent—there is poor 
correlation between the predicted and measured values. This condition is the most difficult to 
evaluate because the exponent of the number of loading cycles needs to be considered. This 
condition also requires the highest level of effort and many more MEPDG runs with varying 
the local calibration values to reduce bias and dispersion. The statistical assessment described 
in step 7 should be conducted to the local calibrated pavement performance to check 
obtaining agency acceptable bias.     
Step 9: Assess Standard Error of the Estimate 
After the bias was reduced or eliminated for each of the transfer functions, the standard 
error of the estimate (SEE, se) from the local calibration is evaluated in comparison to the SEE 
from the global calibration.  The standard error of the estimate for each globally calibrated 
transfer function is included under the “Tools” section of the MEPDG software. Figure A.8 
illustrates the comparison of the SEE for the globally calibrated transfer functions to the SEE for 
the locally calibrated transfer functions.   
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Figure A.8. Comparison of the standard error of the estimate for the global-calibrated and 
local-calibrated transfer function in KSDOT study (NCHRP 2009)  
Step 10: Reduce Standard Error of the Estimate 
If the SEE from the local calibration is found in step 9 to be statistically different in 
comparison to the SEE included in the MEPDG for each performance indicator, an statistical 
analysis of variance (ANOVA) can be conducted to determine if the residual error or bias is 
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dependent on some other parameter or material/layer property for the selected roadway 
segments.  If no correlation would be identified, the local calibration factors determined from 
step 8 and the SEE values obtained from step 9 could be considered as the final products for the 
selected roadway segments. If some correlation to some parameters (for example, HMA mixture 
volumetric properties) would be identified, the local calibration values should be determined for 
each type in correlated parameters or new calibration function should be developed. NCHRP 
Project 1-40B and Von Quintus (2008b) documented HMA mixture specific factors used to 
modify or adjust the MEPDG global calibration factors for the rut depth and the bottom-up 
cracking transfer functions where sufficient data are available.  
Step 11: Interpretation of Results and Deciding on Adequacy of Calibration Factors 
The purpose of this step is to decide whether to adopt the local calibration values or 
continue to use the global values that were based on data included in the LTPP program from 
around the U.S. To make that decision, an agency should identify major differences between the 
LTPP projects and the standard practice of the agency to specify, construct, and maintain their 
roadway network.  More importantly, the agency should determine whether the local calibration 
values can explain those differences. The agency should evaluate any change from unity for the 
local calibration parameters to ensure that the change provides engineering reasonableness.  
NCHRP Synthesis 457 was issued in 2014 (NCHRP 2014) to document strategies for 
facilitating the implementation of MEPDG (and accompanying AASHTOWare Pavement ME 
Design™ software) and the reasons that some SHAs had not implemented MEPDG. This 
document is a product of surveys and follow-up questions with highway transportation agencies 
(U.S. state highway agencies, Puerto Rico, and the District of Columbia, and Canadian 
provincial and territorial governments). In total, 57 agencies [48 U.S. (92%) and nine Canadian 
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(69%) highway transportation agencies] provided responses to the agency survey. Among the 57 
responding agencies, full implementation of the MEPDG was conducted by three agencies, forty-
six indicated that they are in the process of implementation, and the remaining eight indicated 
that they have no plans at this time for implementing the MEPDG. The agencies were also 
requested to provide information about the pavement types they use.  
New construction pavement types used by the responding agencies included thick asphalt 
pavement (46 agencies), JPCP (44 agencies), thin asphalt pavement (41 agencies), and semi-rigid 
pavement (29 agencies). Agencies also indicated designing full-depth asphalt pavements (21 
agencies) and composite pavements (18 agencies), with nine agencies reported designing CRCP.  
Responding agencies were also asked to provide information about pavement design 
methods they use. Table A.2 lists agency pavement design methods. 
Table A.2. Agency Use of Pavement Design Methods (NCHRP 2014) 
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Table A.3 presents a summary of agency responses about MEPDG use or planned use by 
pavement types.  
Table A.3. Summary of MEPDG Use or Planned Use by Pavement Type (NCHRP 2014) 
 
The agencies were also asked about their local calibration efforts. Table A.4Table A.4 
and Table A.5 list local calibration coefficients for agencies who conducted local calibration for 
concrete and asphalt pavements at the time of the survey. 
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Table A.4. Agency Local Calibration Coefficients—Concrete (NCHRP 2014) 
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Table A.5. Agency Local Calibration Coefficients—Asphalt (NCHRP 2014) 
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FHWA Projects  
Two research study supported by FHWA have been conducted to use (PMIS) data for 
local calibration of MEPDG.  One is “Using Pavement Management Data to Calibrate and 
Validate the New MEPDG, An Eight State Study (FHWA 2006a, FHWA 2006b).”  This study 
evaluated the potential use of PMIS on MEPDG calibrations from eight participated states: 
Florida, Kansas, Minnesota, Mississippi, New Mexico, North Carolina, Pennsylvania, and 
Washington. The study concluded that all the participating states could feasibly use PMIS data 
on MEPDG calibrations and others states not participating in this study could also do. It is 
recommended that each SHA should develop a satellite pavement management/pavement design 
database for each project being designed and constructed using the MEPDG in part of current 
PMIS used.   
As following previous one, FHWA HIF-11-026 research project the local calibration of 
MEPDG using pavement management system (FHWA 2010a, FHWA 2010b) was conducted to 
develop a framework for using existing PMIS to calibrate the MEPDG performance model. One 
state (North Carolina) was selected from screening criteria to finalize and verify the MEPDG 
calibration framework based on the set of actual conditions. As following developed framework, 
local calibration of a selected state was demonstrated under the assumptions of both MEPD 
performance predictions established from NCHRP 1-37 A and distress measurements from a 
selected state.  Note that NC DOT used subjective distress rating with severity in accordance to 
state DOT manual rather than LTPP manual. Table A.6 listed the assumptions used for MEPDG 
local calibration in this study. 
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Table A.6. List of assumptions in MEPDG local calibration of NC under FHWA HIF-11-
026 research project (FHWA 2010) 
Type Performance 
Predictions1 
Assumptions 
HMA  Rutting  Rutting measurement was assumed to progress from zero to 
the assumed numeric value over the life of the pavement in 
order to convert NCDOT subjective rut rating into an 
estimated measured value. 
 Low severity – 0.5 in. (12.7 mm). 
 Moderate severity – 1.0 in. 
 High severity – Not applicable   
 Rut depth progression was based on the number of 
NCDOT rut depth ratings and distributed over the 
measurement period to best reflect the slope of the 
MEPDG predicted rut depth over time. 
 For HMA overlay, the rut condition prior to the applied 
overlay was selected. 
 Alligator 
Cracking 
 A sigmoid function form of MEPDG alligator cracking is 
the best representation of the relationship between cracking 
and damage. The relationship must be “bounded” by 0 ft2 
cracking as a minimum and 6,000 ft2 cracking as a 
maximum2. 
 Alligator cracking is to 50 percent cracking of the total area 
of the lane (6000 ft2) at a damage percentage of 100 
percent2. 
 Since alligator cracking is related to loading and asphalt 
layer thickness, alligator crack prediction is similar for a 
wide range of temperatures2. 
 All load-related cracking was considered to initiate from 
the bottom up (alligator cracking). 
 The alligator cracking measurement was estimated from 
tensile strains at the bottom of the asphalt layer calculated 
from a layer elastic analysis program by inputting MEPDG 
asphalt dynamic modulus corresponding to the NCDOT 
measured alligator distress rating. 
 The estimated alligator cracking measurement was 
distributed over the age of the pavement section. 
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 Thermal 
Cracking 
 The model will not predict thermal cracking on more than 
50 percent of the total section length2. 
 The maximum length of thermal cracking is 4224 ft/mi 
(400 ft/500 ft × 5280 ft/1mi) 2. 
 Cracks were assumed to be full-lane width (i.e., 12 ft ) for 
all severity levels. 
 For each pavement section, the section length was divided 
by the reported NCDOT cracking frequency and multiplied 
by the crack length (assumed to be 12 ft) to obtain the total 
estimated crack length per pavement section. 
 As with rutting and alligator cracking, the distress severity 
from the last NCDOT survey was used to calculate the 
thermal cracking numeric value. 
 
JPCP Transverse 
Cracking 
 JPCP in NCDOT was assumed to be designed on average 
perform to the selected design criteria (15 percent slab 
cracking) at the specified reliability (90 percent). 
 The layer properties for these design runs were selected 
primarily as default values, as were most of the traffic 
characteristics. 
 
 Faulting  The layer properties for these design runs were selected 
primarily as default values, as were most of the traffic 
characteristics. 
 
1Longitudinal cracking, reflection cracking, and smoothness were not considered in calibration due to 
lack of data and deficiency of model. 
2 The assumptions made from MEPDG performance models in NCHRP 1-37 A.  
 
MEPDG/Pavement ME Design Local Calibration Studies in State Level    
As apart to national level projects, multiple State level research efforts have been being 
conducted regarding the local calibration of the MEPDG involving each step described in 
NCHRP 1-40B study. However, not many research studies for MEPDG validation in local 
sections have been finalized because the MEPDG has constantly been updated through NCHRP 
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projects (2006a; 2006b) after the release of the initial MEPDG software (Version 0.7). This 
section summarizes up to date MEPDG local calibration research efforts at the State level. 
Flexible Pavements 
A study by Galal and Chehab (2005) in Indiana compared the distress measures of 
existing HMA overlay over a rubblized PCC slab section using AASHTO 1993 design with the 
MEPDG (Version 0.7) performance prediction results using the same design inputs. The results 
indicated that MEPDG provide good estimation to the distress measure except top–down 
cracking. They also emphasized the importance of local calibration of performance prediction 
models.  
Montana DOT conducted the local calibration study of MEPDG for flexible pavements 
(Von Quintus and Moulthrop 2007). In this study, results from the NCHRP 1-40B (Von Quintus 
et al. 2005) verification runs were used to determine any bias and the standard error, and 
compare that error to the standard error reported from the original calibration process that was 
completed under NCHRP Project 1-37A (NCHRP 2004). Bias was found for most of the distress 
transfer functions. National calibration coefficients included in Version 0.9 of the MEPDG were 
used initially to predict the distresses and smoothness of the Montana calibration refinement test 
sections to determine any prediction model bias. These runs were considered a part of the 
validation process, similar to the process used under NCHRP Projects 9-30 and 1-40B.The 
findings from this study are summarized for each performance model as shown below: 
 Rutting prediction model: the MEPDG over-predicted total rut depth because significant 
rutting was predicted in unbound layers and embankment soils. 
 Alligator cracking prediction model: the MEPDG fatigue cracking model was found to be 
reasonable. 
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 Longitudinal cracking prediction model: no consistent trend in the predictions could be 
identified to reduce the bias and standard error, and improve the accuracy of this prediction 
model. It is believed that there is a significant lack-of-fit modeling error for the occurrence of 
longitudinal cracks.  
 Thermal cracking prediction model: the MEPDG prediction model with the local calibration 
factor was found to be acceptable for predicting transverse cracks in HMA pavements and 
overlays in Montana. 
 Smoothness prediction model: the MEPDG prediction equations are recommended for use in 
Montana because there are too few test sections with higher levels of distress in Montana and 
adjacent States to accurately revise this regression equation. 
 Von Quintus (2008b) summarized the flexible pavement local calibration value results of the 
MEPDG from NCHRP project 9-30, 1-40 B, and Montana DOT studies listed in Table A.7. 
These results originally from Von Quintus (2008b) present in Table A.8 to Table A.9 for the 
rut depth, fatigue cracking, and thermal cracking transfer functions. These could be useful 
reference for states having similar conditions of studied sites. The detailed information of 
studied sites is described in Von Quintus (2008b). 
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Table A.7. Listing of local validation-calibration projects (Von Quintus 2008b) 
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Table A.8. Summary of local calibration values for the rut depth transfer function (Von 
Quintus 2008b) 
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Table A.9. Summary of local calibration values for the area fatigue cracking transfer 
function (Von Quintus 2008b) 
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Table A.10. Summary of the local calibration values for the thermal cracking transfer 
function (Von Quintus 2008b) 
 
Kang et al. (2007) prepared a regional pavement performance database for a Midwest 
implementation of the MEPDG. They collected input data required by the MEPDG as well as 
measured fatigue cracking data of flexible and rigid pavements from Michigan, Ohio, Iowa and 
Wisconsin State transportation agencies. They reported that the gathering of data was labor-
intensive because the data resided in various and incongruent data sets. Furthermore, some 
pavement performance observations included temporary effects of maintenance and those 
observations must be removed through a tedious data cleaning process. Due to the lack of 
reliability in collected pavement data, the calibration factors were evaluated based on Wisconsin 
data and the distresses predicted by national calibration factors were compared to the field 
collected distresses for each state except Iowa. This study concluded that the default national 
calibration values do not predict the distresses observed in the Midwest. The collection of more 
reliable pavement data is recommended for a future study. 
Schram and Abdelrahman (2006) attempted to calibrate two of MEPDG IRI models for 
the Jointed Plain Concrete Pavement (JPCP) and the HMA overlays of rigid pavements at the 
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local project-level using Nebraska Department of Roads (NDOR) pavement management data. 
The focused dataset was categorized by annual daily truck traffic (ADTT) and surface layer 
thickness. Three categories of ADTT were considered: low (0 – 200 trucks/day), medium (201 – 
500 trucks/day), and high (over 500 trucks/day). The surface layer thicknesses considered ranged 
from 6 inches to 14 inches for JPCP and 0 to 8 inches for HMA layers. Results showed that 
project-level calibrations reduced default model prediction error by nearly twice that of network-
level calibration. Table A.11 and Table A.12, as reported from this study, contain coefficients for 
the smoothness model of HMA overlays of rigid pavements and JPCP.  
Table A.11. HMA overlaid rigid pavements’ IRI calibration coefficients for surface layer 
thickness within ADTT (Schram and Abdelrahman 2006) 
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Table A.12. JPCP IRI calibration coefficients for surface layer thickness within ADTT 
(Schram and Abdelrahman 2006) 
 
Muthadi and Kim (2008) performed the calibration of MEPDG for flexible pavements 
located in North Carolina (NC) using version 1.0 of MEPDG software. Two distress models, 
rutting and alligator cracking, were used for this effort. A total of 53 pavement sections were 
selected from the LTPP program and the NC DOT databases for the calibration and validation 
process. Based on calibration procedures suggested by NCHRP 1-40B study, the flow chart was 
made for this study. The verification results of MEPDG performance models with national 
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calibration factors showed bias (systematic difference) between the measured and predicted 
distress values. The Microsoft Excel Solver program was used to minimize the sum of the 
squared errors (SSE) of the measured and the predicted rutting or cracking by varying the 
coefficient parameters of the transfer function. Table A.13 lists local calibration factors of rutting 
and alligator cracking transfer functions obtained in this study. This study concluded that the 
standard error for the rutting model and the alligator cracking model is significantly less after the 
calibration.  
Table A.13. North Carolina local calibration factors of rutting and alligator cracking 
transfer functions (Muthadi and Kim 2008) 
 
The Washington State DOT (Li et al. 2009) developed procedures to calibrate the 
MEPDG (version 1.0) flexible pavement performance models using data obtained from the 
Washington State Pavement Management System (WSPMS). Calibration efforts were 
concentrated on the asphalt mixture fatigue damage, longitudinal cracking, alligator cracking, 
and rutting models. There were 13 calibration factors to be considered in the four related models. 
An elasticity analysis was conducted to describe the effects of those calibration factors on the 
pavement distress models. I.e., the higher the absolute value of elasticity, the greater impact the 
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factor has on the model. The calibration results of typical Washington State flexible pavement 
systems determined from this study presents in Table A.. This study also reported that a version 
1.0 of MEPDG software bug does not allow calibration of the roughness model.  
Table A.14. Local calibrated coefficient results of typical Washington State flexible 
pavement systems (Li et al. 2009) 
 
Similar to the study conducted in NC (Muthadi and Kim 2008), Banerjee et al. (2009) 
minimized the SSE between the observed and the predicted surface permanent deformation to 
determine the coefficient parameters (βr1 and βr3) of HMA permanent deformation performance 
model after values based on expert knowledge assumed for the subgrade permanent deformation 
calibration factors (βs1) and the HMA mixture temperature dependency calibration factors (βr2). 
Pavement data from the Texas SPS-1 and SPS-3 experiments of the LTPP database were used to 
run the MEPDG and calibrate the guide to Texas conditions. The set of state-default calibration 
coefficients for Texas was determined from joint minimization of the SSE for all the sections 
after the determination of the Level 2 input calibration coefficients for each section. The results 
of calibration factors as obtained from this study are given in Figure A.9. Banerjee et al. (2011) 
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also determined the coefficient parameters (βr1 and βr3) of rutting for rehabilitated flexible 
pavements under six of regional area in U.S. 
Valesquez et al. (2009) evaluated the sensitivity of input parameters for pavement 
performance  prediction models in Minnesota. Longitudinal cracking prediction of the nationally 
calibrated MEPDG were found to be poor. 
Titus-Glover and Mallela (2009) investigated the implementation of NCHRP 1-37A ME 
design procedure in Ohio. The local calibration of rutting and IRI models of flexible pavement 
was implemented. 
Souliman et al. (2010) presented the calibration of the MEPDG (Version 1.0) predictive 
models for flexible pavement design in Arizona conditions. This calibration was performed using 
39 Arizona pavement sections included in the LTPP database. The results of calibration factors 
as obtained from this study are given in Table A.15. 
 
Figure A.9. Regional and state level calibration coefficients of HMA rutting depth transfer 
function for Texas (Banerjee et al. 2009)  
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Table A.15. Calibration coefficients of the MEPDG flexible pavement distress models in 
Arizona conditions (Souliman et al. 2010) 
 
Hoegh et al. (2010) utilized time history rutting performance data for pavement sections 
at the Minnesota Department of Transportation (MnDOT) full-scale pavement research facility 
(MnROAD) for an evaluation and local calibration of the MEPDG rutting model. Instead of an 
adjustment of the calibration parameters in current MEPDG rutting model, a modified rutting 
model was suggested to account for the forensic and predictive evaluations on the local 
conditions. This study demonstrated that current MEPDG subgrade and base rutting models 
grossly overestimate rutting for the MnROAD test sections. Instead of calibration of fatigue 
cracking performance model, Velasquez et al (2009) calibrated MEPDG fatigue damage model 
against MnPAVE which is mechanistic-empirical design based software calibrated in Minnesota. 
The alligator cracking predicted by the MEPDG was approximately 5 times greater than that 
predicted by MnPAVE. This difference has been minimized by setting up 0.1903 of fatigue 
damage model coefficient Bf1. 
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Glover and Mallela (2009) calibrated MEPDG rutting and IRI models by using LTPP 
data of   Ohio roads. Due to lack data (no distress observation or record), the other distress 
predictions were not calibrated. Similar to Ohio study, Darter et al (2009) could calibrate only 
MEPDG rutting model due to lack of data. However, they found the national calibrated IRI 
model of flexible pavement produce good of fit between measured and prediction IRI and SEE 
approximately the same as that reported in NCHRP 1-37A study.  
Some type of maintenance or rehabilitation activity can make actual distress 
measurements decrease in distress time-history plots (Kim et al 2010). Banerjee et al. (2010) 
found that the calculation factors of MEPDG permanent deformation performance models are 
influenced by maintenance strategies. Liu et al. (2010) suggested historical pavement 
performance model to account for rehabilitation or maintenance activity using piecewise 
approximation. The whole pavement serviceable life was divided into three zones: Zone1 for the 
early age pavement distress, Zone 2 in rehabilitation stage, and Zone 3 for over-distressed 
situations. The historical pavement performance data were regressed independently in each time 
zone. This approach is able to accurately predict the pavement distress progression trends in each 
individual zone by eliminating the possible impacts from the biased data in the other zones. It is 
also possible to compare the pavement distress progression trends in each individual zone with 
the MEPDG incremental damage approach predictions. 
Mamlouk and Zapata (2010) discussed differences between the Arizona Department of 
Transportation (ADOT) PMS data and the LTPP database used in the original development and 
national calibration of the MEPDG distress models. Differences were found between: rut 
measurements, asphalt cracking, IRI, and all layer back calculated moduli found from NDT 
measurements done by ADOT and those of the LTPP. Differences in distress data include types 
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of data measured, types of measuring equipment, data processing methods, units of 
measurements, sampling methods, unit length of pavement section, number of runs of measuring 
devices, and survey manuals used. Similar findings were reported in NC DOT PMS by Corley-
Lay et al. (2010). 
Hall et al (2011) also discussed differences in defining transverse cracking between the 
MEPDG and LTPP distress survey manual. The transverse cracking in MEPDG is related to 
thermal cracking caused by thermal stress in pavement while one in LTPP distress survey 
manual is the cracks predominately perpendicular to pavement centerline by various causes. 
Since the pavement sections selected in this study are generally in good condition for transverse 
cracking and rutting, local calibration coefficients were optimized for the alligator cracking and 
longitudinal cracking. In the local calibration of the smoothness model, some concerns aroused 
since this model is depended on other predicted distress. Therefore, the local calibration of this 
model was not carried out. Table A.16 compares the national default and locally-calibrated 
coefficients for different pavement prediction models: 
Table A.16. Summary of calibration factors (Hall et al. 2011) 
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The alligator-cracking and rutting models in the MEPDG for flexible pavement systems 
in North Carolina were locally calibrated (Jadoun 2011). The scope of this paper was 
determining rutting and fatigue model coefficients (k values) using the twelve most commonly 
used Hot Mix Asphalt (HMA) mixtures in North Carolina and evaluating the effectiveness of 
two recalibration methods used in attaining rutting and fatigue cracking model coefficients. The 
two calibration methods used in the recalibration procedure are Approach 1: generalized reduced 
gradient (GRG) and Approach 2: genetic algorithm (GA) methods. Using these two approaches, 
the following local calibration coefficients for rutting and alligator cracking were obtained:  
Table A.17. Comparison between local calibration coefficients from Approach 1 and 2 
(Jadoun 2011) 
 
Local calibration of the mechanistic-empirical pavement design guide (MEPDG) for 
flexible pavement systems in New Mexico was performed using a total of 24 New Mexico 
pavement sections (Tarefder and Rodriguez-Ruiz 2013). As a result of this local calibration, 
rutting, alligator-cracking, longitudinal-cracking and roughness models were locally calibrated, 
determining the model coefficients that minimized the difference between predicted and 
measured distresses. The following coefficients were obtained as a result of this local calibration 
process: 
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 Total rutting: βr1=1.1, βr2=1.1, βr3=0.8, ΒGB=0.8, and BSG=1.2; 
 Alligator cracking: C1=0.625, C2=0.25, and C3=6,000; 
 Longitudinal cracking: C1=3, C2=0.3, and C3=1,000; 
 IRI: Site factor=0.015. 
 
The following conclusions were documented in the paper: 
 Using national coefficients, it was realized that rutting verification results had a significant 
bias that required initiating local calibration for this model. Only total rutting data were 
provided by NMDOT, so only this parameter could have been calibrated. As a result of local 
calibration, the standard error was mitigated and bias was eliminated. 
 A significant bias was also found in the verification results for alligator cracking, so the 
model coefficients of C1, C2 and C3 were calibrated and sum-of-squares errors was 
decreased. 
 The local calibration of longitudinal cracking was problematic, since most of the measured 
longitudinal cracking values were almost zero, making the model hard to calibrate. Although 
the error was reduced for the model, the improvement in the model accuracy was not as 
significant as for the rutting and alligator cracking models. 
 As a result of IRI verification runs, it was realized that the models already produced accurate 
predictions, so it was determined that local calibration for this model did not really reduce the 
error. 
 
Mallela et al. (2013) employed the local calibration procedure of Darwin ME for 
Colorado conditions. Based on the verification of the new and rehabilitated flexible pavement 
performance prediction models, the local calibration of alligator cracking, rutting, transverse 
cracking and smoothness (IRI) were recalibrated for Colorado conditions. As a result of local 
calibration, accuracy of pavement prediction models was significantly improved. 
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Williams and Shaidur (2013) implemented local calibration of alligator and longitudinal 
cracking and HMA rutting models for Oregon flexible pavement systems using trial-and-error 
and MS Solver optimization techniques. Darwin ME version 1.1 software was also used in local 
calibration. Using locally-calibrated models, better SEE values were obtained. 
Zhou et al. (2013) compared the pavement performance predictions of MEPDG version 
1.100 for some selected highways in Tennessee using distress values extracted from the 
Tennessee DOT PMS database for these highway sections. In that analysis, a new pavement 
design procedure was used rather than an overlay design procedure. The conclusions of this 
study are as follows: (1) An initial IRI value of 67.9 cm/km was used in this experiment taking 
into account the PSI history data of pavement sections used. (2) Utilizing Level 1 input data in 
the prediction of AC rutting gave accurate results, although in a case using Level 3 input data, 
SC rutting was overpredicted.  Another overprediction was observed when Level 2 input data 
were used for rutting of base and subgrade. (3) Traffic input was another important factor in 
roughness prediction of MEPDG. (4) It was also found that, in making the prediction of PSI 
using MEPDG, the software was not sensitive enough in reflecting variations in climate, traffic, 
and materials. (4) The authors recommend implementing local calibration of MEPDG for 
Tennessee pavement systems to produce more accurate predictions. 
Darter at al., (2014) employed the local calibration procedure of Darwin ME for Arizona 
conditions. Alligator cracking, fatigue, IRI, asphalt, and subgrade rutting models were locally 
calibrated using SAS statistical methods, and the accuracy of the models was significantly 
improved. 
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Rigid Pavements  
While eleven U.S. state highway agencies have approved use of national calibration 
coefficients for their JPCP pavement performance prediction models, eight agencies adopted 
locally calibrated coefficients, according to a recent ACPA survey (Mu et al. 2015). Table A.18 
shows which calibration coefficients have been adopted by state highway agencies for JPCP 
pavement performance prediction models. 
Table A.18. Local calibration summary for JPCP pavement systems (Mu et al. 2015) 
 
The Washington State DOT (Li et al. 2006) developed procedures to calibrate the 
MEPDG (Version 0.9) rigid pavement performance models using data obtained from the WS 
PMS. Some significant conclusions from this study are as follows: (a) WSDOT rigid pavement 
performance prediction models require calibration factors significantly different from default 
values; (b) the MEPDG software does not model longitudinal cracking of rigid pavement, which 
is significant in WSDOT pavements; (c) WS PMS does not separate longitudinal and transverse 
cracking in rigid pavements, a deficiency that makes calibration of the software's transverse 
cracking model difficult; and (d) the software does not model studded tire wear, which is 
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significant in WS DOT pavements. This study also reported that: (a) the calibrated software can 
be used to predict future deterioration caused by faulting, but it cannot be used to predict 
cracking caused by the transverse or longitudinal cracking issues in rigid pavement, and (b) with 
a few improvements and resolving software bugs, MEPDG software can be used as an advanced 
tool to design rigid pavements and predict future pavement performance. The local calibration 
results of typical Washington State rigid pavement systems determined from this study are 
presented in Table A.19. 
Table A.19. Calibration coefficients of the MEPDG (Version 0.9) rigid pavement distress 
models in the State of Washington (Li et al. 2006) 
 
Khazanovich et al. (2008) evaluated MEPDG rigid pavement performance prediction 
models for the design of low-volume concrete pavements in Minnesota. It was found that the 
faulting model in MEPDG version 0.8 and 0.9 produced acceptable predictions, whereas the 
cracking model had to be adjusted. The cracking model was recalibrated using the design and 
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performance data for 65 pavement sections located in Minnesota, Iowa, Wisconsin, and Illinois. 
The recalibrated coefficients of MEPDG 0.8 and 0.9 cracking model predictions in this study are 
(1) C1 = 1.9875, (2) C2 = −2.145. These values are recalibrated into C1 = 0.9 and C2 = -2.64 by 
using the MEPDG version 1.0 (Velasquez et al 2009). Since MEPDG software evaluated in these 
studies was not a final product, authors recommended that these values should be updated for the 
final version of the MEPDG software. 
Darter et al. (2009) found that the national calibrated MEPDG model predicted faulting, 
transverse cracking and IRI well under Utah conditions with an adequate goodness of fit and no 
significant bias. Bustos et al. (2009) attempted to adjust and calibrate the MEPDG rigid 
pavement distress models in Argentina conditions. A sensitivity analysis of distress model 
transfer functions was conducted to identify the most important calibration coefficient. The C6 of 
joint faulting model transfer function and the C1 or C2 of cracking model transfer function were 
the most sensitive coefficients. Delgadillo et al (2011) also present local calibration coefficients 
of transverse cracking and faulting of JPCP in Chile.  
The scope of (Titus-Glover and Mallela 2009) is to figure out if the global calibration 
factors of MEPDG adequately predict pavement performance in Ohio rigid pavements and 
initiating the local calibration process if needed. A validation study was employed for pavement 
prediction models to figure out which models give accurate pavement predictions. Based on the 
validation study, it was found out that smoothness model for the new jointed plain concrete 
pavement was needed to be locally calibrated. The new local calibration for the locally calibrated 
model can be seen in the table below (Table A.20): 
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Table A.20. New local calibration coefficients of the MEPDG rigid pavement distress 
models in the State of Ohio (Titus-Glover and Mallela 2009) 
Pavement 
Type 
JPCP Model IRI Local Calibration 
Coefficients 
CRK 
(C1) 
SPALL 
(C2) 
TFAULT 
(C3) 
SF 
(C4) 
New JPCP 0.82 3.7 1.711 5.703 
 
The scope of (Mallela et al. 2009) is to figure out if the global calibration factors of 
MEPDG adequately predict pavement performance in Missouri rigid pavements and initiating 
the local calibration process if needed. A validation study was employed for pavement prediction 
models to figure out which models give accurate pavement predictions. Based on the validation 
study, it was found out that smoothness model for the new jointed plain concrete pavement was 
needed to be locally calibrated. The new local calibration for the locally calibrated model can be 
seen in the table below: 
Table A.21. New local calibration coefficients of the MEPDG rigid pavement distress 
models in the State of Missouri (Mallela et al. 2009) 
Pavement 
Type 
JPCP Model IRI Local Calibration 
Coefficients 
CRK 
(C1) 
SPALL 
(C2) 
TFAULT 
(C3) 
SF 
(C4) 
New JPCP 0.82 1.17 1.43 66.8 
 
Li et al. (2010) recalibrated MEPDG (version 1.0) for rigid pavement systems based on 
the local conditions of State of Washington. The first local calibration was conducted for 
WSDOT using MEPDG version 0.6. Since the software has evolved since then, initiation of 
recalibration was a necessity. As a result of recalibration process, following recalibrated local 
calibration coefficients were found out: 
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Table A.22. Recalibrated local calibration coefficients of the MEPDG for transverse 
cracking model models in the State of Washington (Li et al. 2010) 
Calibration Factor  Elasticity Default 
Recalibration 
Results 
Rigid 
Pavement  
Cracking 
C1 -7.579 2 1.93 
C2 -7.079 1.22 1.177 
C3 0.658 1 1 
C4 -0.579 -1.98 -1.98 
 
For the faulting and roughness models, the default calibration confidents gave good 
results. Therefore, the recalibration for these models were not conducted. 
Mallela et al. (2013) employed the local calibration procedure of Darwin ME for 
Colorado conditions. The local calibration methodology consists of three steps: verification, 
calibration and validation. First, the researchers run the software using global calibration 
coefficients for all projects of rigid pavements to see the goodness of fit and bias between 
predicted and actual performance results of pavements. If the verification results give high 
goodness of fit and low bias, the global calibration coefficients are announced as local 
calibration coefficients. If not, local calibration process is started out to come up with better set 
of calibration coefficients giving the highest goodness of fit and lowest bias. The local 
calibration results also needed to be verified with validation process. 
As a result of verification process, all of the global performance models for new JPCPs 
(transverse cracking, transverse joint faulting and smoothness (IRI)) performed good enough and 
it was determined that local calibration of models is not necessary for Colorado conditions. 
Namely, the global models gave good goodness of fit and bias and required no local calibration 
effort. 
Darter at al. (2014) employed the local calibration procedure of Darwin ME for Arizona 
conditions. This methodology consists of three steps: verification, calibration, and validation. 
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First, the researchers run the software using global calibration coefficients for all rigid-pavement 
projects to determine the goodness of fit and the bias between predicted and actual performance 
results of pavements. If the verification results produce high goodness of fit and low bias, the 
global-calibration coefficients are taken as local-calibration coefficients. If not, a local-
calibration process is initiated to seek a set of calibration coefficients that give the highest 
goodness of fit and lowest bias. The local-calibration results also must be verified through a 
validation process. For JPCP pavement systems, the verification of transverse cracking gave poor 
goodness of fit and bias, so local calibration of the transverse-cracking model was initiated. 
Possible causes of poor goodness of fit were also investigated. JPCPs with asphalt-treated or 
aggregate bases gave accurate transverse-cracking predictions compared to those constructed 
over lean concrete bases. In local calibration, SAS statistical software was used to determine 
model local-calibration coefficients that improved the model predictions, producing significantly 
better goodness of fit and lower bias. The goodness of fit of the faulting model was found to be 
fair but it overpredicted faulting with high bias, so local calibration was necessary for the 
faulting model. Again, SAS statistical software was used to determine model local coefficients 
that improved the model predictions with significantly better goodness of fit and lower bias. For 
the IRI model, as a result of verification the IRI values were overpredicted, so local calibration 
for this model was also necessary, with SAS statistical software used to determine model local 
coefficients that improved the model predictions with significantly better goodness of fit and 
lower bias.  
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Table A.23. Comparison of accuracy between global and ADOT calibrated MEPDG 
models for Arizona JPCP systems (Darter et al. 2014) 
 
Mu et al. (2015) summarizes the local calibration efforts of state highway agencies. At its 
time of that paper’s publication, the local calibration process for JPCP had been finalized by 19 
states, with 11 states accepting use of national calibration coefficients while the remaining 8 
states adopted one or more new calibration coefficients. The paper also elaborates on the local 
calibration effort of each state adopting new calibration coefficients and their effectiveness. The 
paper concludes that, while the improvements with respect to bias reduction are significant, the 
precision (standard error of the estimate) was rarely improved. Second, the writers focused on 
distress prediction models, i.e., the transverse cracking, faulting and IRI models were evaluated 
using the new calibration coefficients adopted by 8 states as well as national calibration 
coefficients. Third, the writers emphasize the path dependence of the transverse cracking model, 
i.e., how using different calibration coefficients would result in the same effect as those 
predicted. Finally, the paper uses two hypothetical JPCP sections (one with low traffic volume, 
other one with high traffic volume) as case studies to determine why using new local calibration 
coefficients or national calibration coefficients predict different distress results. The paper’s 
conclusions are as follows: (1) The local calibration process for JPCP was finished by 19 states, 
and 11 states accepted using national calibration coefficients. (2) The local calibration procedure 
is path dependent, meaning that using different calibration approaches would result in different 
Pavement 
Type 
Distress/IRI 
Models 
Global Models ADOT Calibrated Models 
Global R2 
(%) 
Global Model 
SEE* 
Arizona R2 
(%)  
Arizona 
SEE 
New 
JPCP 
Transverse cracking 20 9% 78 6% 
Transverse joint 
faulting 45 0.03 inch 52 0.03 inch 
IRI 35 25 inches/mi 81 10 inches/mi 
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coefficients. (3) For those states adopting different calibration coefficients rather than national 
ones, the estimates’ biases are mostly reduced while the standard error rarely decreased. (4) For 
those states adopting different calibration coefficients rather than national ones, the local 
calibration procedure results in less cracking but higher IRI predictions compared to predictions 
using national calibration coefficients. 
Mallela et al. (2015) recalibrated the JPCP cracking and faulting models in the AASHTO 
ME design procedure under NCHRP 20-07 using corrected coefficient thermal expansion (CTE) 
values acquired through a new CTE test procedure (AASHTO T 336-09 2009). Lower CTE 
values were produced when the new test procedure was used (AASHTO T 336-09 2009) rather 
than the old test procedure (AASHTO TP 60-00 2004). The difference between erroneous and 
corrected CTE values were found to be -0.8 / in/in/°F on average, with a range of 0 to -1.2 
in/in/°F.  Table A.24 shows erroneous and corrected CTE values. 
Table A.24. Comparison of erroneous CTEs (NCHRP 1-40D) and corrected CTEs 
(NCHRP 20-07) (Mallela et al. 2015) 
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Using the corrected CTE values, JPCP cracking and faulting models were calibrated 
using the LTPP database. The revised calibrated joint faulting model coefficients based on this 
study are presented in Table A.25. 
Table A.25. Revised calibrated joint faulting model coefficients (Mallela et al. 2015) 
 
The researchers compared slab thickness predictions using the faulting and transverse 
cracking model using erroneous CTE values (NCHRP 1-40 D) and corrected CTE values 
(NCHRP 20-07) (Figure A.26).  
 
Figure A.10. 2007 and 2011 thickness designs for 13 projects at two levels of traffic each 
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APPENDIX B. DESIGN EXAMPLES OF NEW JPCP, NEW HMA AND HMA OVER 
JPCP PAVEMENTS USING PAVEMENT ME SOFTWARE  
New Rigid Pavement  
The design example of a new JPCP section in Des Moines, Iowa was performed using 
AASHTOWare Pavement ME Design software. The following input categories are required for 
the design procedure: 
 Traffic inputs 
 Climate inputs  
 JPCP design properties 
 Pavement structure related inputs 
 Project specific calibration factors 
The following inputs are used in this specific design example: 
Design life 
 Design life: 30 years  
 Pavement construction month: September 2014 
 Traffic open month: October 2014 
 Type of design: new pavement – JPCP 
Construction requirements 
 A good quality of construction with an initial IRI between 50 and 75 in/mile (assume 63 
in/mile for design purposes)  
Traffic 
 The two-way average annual daily truck traffic (AADTT) on this highway is estimated to be 
5,000 trucks during the first year of its service. 
 Two lanes in the design direction with 90% of the trucks in the design lane 
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 Truck traffic is equally distributed in both directions  
 The operational speed is 60 mph 
 The traffic increases by 2.0% of the preceding year’s traffic (compounded annually) 
 Vehicle class distribution: TTC 4 
Performance Criteria 
 Initial IRI (in/mi): 63 
 Terminal IRI (in/mi): 172 
 JPCP transverse cracking (percent slabs): 15 
 Mean joint faulting (in): 0.12 
 Reliability level for all criteria: 90% 
Layer properties 
 PCC Course: 10 in./MOR = 600 psi  
 Non-stabilized Base: 6 in./Mr. = 35,000 psi 
 Subgrade: semi–infinite thickness/Mr. = 10,000 psi   
JPCP design properties 
 PCC joint spacing: 20 ft. 
 Sealant type: no sealant, liquid or silicone 
 Doweled joints: 1.5 in. of dowel diameter  
 Widened slab: 14 ft. 
 Not tied shoulders 
The following figures show the screenshots the design steps using Pavement ME Design: 
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Figure B.1. General inputs, design criteria and reliability  
 
Figure B.2. Traffic inputs used in the design 
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Figure B.3. Vehicle class distribution and growth used in the design 
 
Figure B.4. Climate input used in the design 
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Figure B.5. JPCP design properties 
 
Figure B.6. Pavement structure input 
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Figure B.7. Layer design properties 
 
Figure B.8. Modification of layer design properties 
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Figure B.9. Inputting local calibration coefficients 
 
Figure B.10. Running the software 
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Once the run is completed, two kinds of output reports are generated: 
 PDF output report 
 Excel output report 
  
Figure B.11. Output reports 
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 Figure B.12. PDF output report 
If the trial fails, the designer can modify the design inputs based on the failed criteria by 
using optimization node. 
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Figure B.13. Optimization tool 
New HMA Pavement  
The design of a new HMA pavement section in Des Moines, Iowa was performed using 
AASHTOWare Pavement ME software. The following input categories are required for the 
design procedure: 
 Traffic inputs  
 Climate inputs  
 Pavement structure related inputs 
 Project specific calibration factors 
The following inputs are used in this specific design example: 
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Design life 
 Design life: 20 years  
 Base/Subgrade construction month: August 2014  
 Pavement construction month: September 2014 
 Traffic open month: October 2014 
 Type of design: New pavement – flexible pavement  
Construction requirements 
 A good quality of construction with an initial IRI between 50 and 75 in/mile (assume 63 
in/mile for design purposes)  
Traffic 
 The two-way average annual daily truck traffic (AADTT) on this highway is estimated to be 
5,000 trucks during the first year of its service. 
 Two lanes in the design direction with 90% of the trucks in the design lane 
 Truck traffic is equally distributed in both directions  
 The operational speed is 60 mph 
 The traffic increases by 2.0% of the preceding year’s traffic (compounded annually) 
 Vehicle class distribution: TTC 4 
Performance Criteria 
 Initial IRI (in/mi): 63 
 Terminal IRI (in/mi): 172 
 AC top-down fatigue cracking (ft/mi): 2000 
 AC bottom-up fatigue cracking (percent): 25 
 AC thermal cracking (ft/mi): 1000 
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 Permanent deformation-total pavement (in): 0.75 
 Permanent deformation-AC only (in): 0.25 
 Reliability level for all criteria: 90 % 
Layer properties 
 HMA layer: 12 in./PG 58-28  
 Subgrade (Fill/Borrow): 12 in. /Mr:10,000 psi  
 Subgrade: semi–infinite thickness /Mr:10,000 psi  
The following figures show the screenshots the design steps using Pavement ME Design: 
 
 
Figure B.14. General inputs, design criteria and reliability  
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Figure B.15. Traffic inputs  
 
Figure B.16. Truck traffic classification  
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Hourly climatic database for USA and Canada to be used can be downloaded from 
www.me-design.com website. 
 
 
Figure B.17. Climate inputs 
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Figure B.18. Pavement structure input for new HMA 
 
 Figure B.19. AC layer properties 
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Figure B.20. Layer design properties 
 
Figure B.21. Modification of layer design properties of new HMA pavement 
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 Figure B.22. Inputting HMA local calibration coefficients 
 
Figure B.23. PDF output report for new HMA pavement 
195 
 
 
HMA over JPCP Pavement  
The design of a HMA over JPCP pavement section in Des Moines, Iowa was performed 
using AASHTOWare Pavement ME Design software. The following input categories are 
required for the design procedure: 
 Traffic inputs  
 Climate inputs 
 Pavement structure related inputs 
 Existing JPCP design properties 
 Existing JPCP condition 
 Project specific calibration factors 
The following inputs are used in this specific design example: 
Design life 
 Design life: 30 years  
 Existing construction: August 2014 
 Pavement construction: September 2014 
 Traffic opening: October 2014 
 Type of design: Overlay– AC over JPCP 
Construction requirements 
 A good quality of construction with an initial IRI between 50 and 75 in/mile (assume 63 
in/mile for design purposes)  
Traffic 
 The two-way average annual daily truck traffic (AADTT) on this highway is estimated to be 
5,000 trucks during the first year of its service. 
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 Two lanes in the design direction with 95% of the trucks in the design lane 
 Truck traffic is equally distributed in both directions  
 The operational speed is 60 mph 
 The traffic increases by 2.0% of the preceding year’s traffic (compounded annually) 
 Vehicle class distribution: TTC 4 
Performance Criteria 
 Initial IRI (in/mi): 63 
 Terminal IRI (in/mi): 172 
 AC top-down fatigue cracking (ft/mi): 2000 
 AC bottom-up fatigue cracking (percent): 25 
 AC thermal cracking (ft/mi): 1000 
 Permanent deformation-total pavement (in): 0.75 
 Permanent deformation-AC only (in): 0.25 
 AC total cracking - bottom up + reflective (percent): 10 
 JPCP transverse cracking (percent slabs): 15 
 Reliability level for all criteria: 90 % 
Layer properties 
 HMA layer: 5 in./ PG 58-28 
 Existing PCC layer: 10 in./ MOR = 600 psi  
 Non-stabilized base: 5 in./ Mr =35,000 psi 
 Subgrade: semi–infinite thickness / Mr = 10,000 psi 
 JPCP design properties: 
 PCC joint spacing: 20 ft. 
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 Sealant type: no sealant, liquid or silicone 
 Doweled joints: 1.5 in. of dowel diameter  
 Widened slab: 14 ft. 
 Not tied shoulders 
 Existing JPCP condition 
 Percent slabs replaced/distressed (transverse cracks) before restoration: 15 % 
 Percent slabs repaired/replaced after restoration: 0 % 
The following figures show the screenshots the design steps using Pavement ME Design: 
 
Figure B.24. General inputs, design criteria and reliability  
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Figure B.25. Traffic inputs  
 
Figure B.26. Climate inputs 
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Figure B.27. JPCP design properties for the HMA over JPCP pavement 
 
Figure B.28. Existing JPCP condition of the HMA over JPCP pavement 
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Figure B.29. AC layer design properties  
 
Figure B.30. Pavement structure input for the HMA over JPCP pavement 
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Figure B.31. Choosing layer design properties of the HMA over JPCP pavement 
 
Figure B.32. Modification of layer design properties  
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Figure B.33. Use of Back calculation Node  
 
Figure B.34. Running the software  
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 Figure B.35. PDF output report for the HMA over JPCP pavement 
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APPENDIX C: SENSITIVITY ANALYSIS OF LOCAL CALIBRATION 
COEFFICIENTS 
Sensitivity analysis basically indicates the sensitivity (change) in an output (y) as a result 
of a change in the input (x). In this study, the sensitivity analysis of calibration coefficients of 
each pavement performance model was performed to understand which calibration coefficients 
play the major role in a model. 
One-at-a-time sensitivity analysis (OAT) was utilized to quantify the sensitivity of each 
equation calibration coefficient in this study. OAT sensitivity study figures out the extent of 
change in the output as response to a change in only one input at a time. (NCHRP 2011). Two 
numerical parameters, a coefficient sensitivity index (Sijk) and a coefficient-normalized 
sensitivity index (Snijk), were calculated for each calibration coefficient to assess the sensitivity of 
each calibration coefficient quantitatively and compare the magnitudes of sensitivities amongst 
themselves.  
The coefficient sensitivity index (Sijk) can be calculated as follows (NCHRP 2011): 
𝑆𝑖𝑗𝑘 =
𝜕𝑌𝑗
𝜕𝑋𝑘
|
𝑖
≅
∆𝑌𝑗
∆𝑋𝑘
|
𝑖
       (C1)  
 
∆𝑌𝑗
∆𝑋𝑘
|
𝑖
=
𝑌𝑗,𝑖+1−𝑌𝑗,𝑖
𝑋𝑘,𝑖+1−𝑋𝑘,𝑖
        when 𝑋𝑗,𝑖+1 > 𝑋𝑗,𝑖  (C2) 
∆𝑌𝑗
∆𝑋𝑘
|
𝑖
=
𝑌𝑗,𝑖−𝑌𝑗,𝑖−1
𝑋𝑘,𝑖−𝑋𝑘,𝑖−1
         when 𝑋𝑗,𝑖−1 < 𝑋𝑗,𝑖      (C3) 
 
Where, Yji and Xki are the values of the performance prediction j and calibration 
coefficient k evaluated at national calibration coefficient condition i in a model. The partial 
derivative in the coefficient of sensitivity index can be approximated into a standard central 
difference approximation (equation C1). The Sijk implies the percentage change in performance 
prediction Yj as a result of the percentage change in the calibration coefficient Xk  at national 
calibrated condition i in the model. To exemplify the interpretation of Sijk, the value of 0.5 of Sijk 
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would imply that a 40% change in the calibration coefficient value of Xki would cause a 20% 
change in performance prediction Yji. (NCHRP 2011) 
For each calibration coefficient, Xk, two coefficient sensitivity indices (Sijk) were 
calculated using the 20 % increased and 20 % decreased values of calibration coefficients 
(Xj,1.2i>Xj,i and Xj,0.8i<Xj,i).  To compare the coefficient sensitivity indices amongst calibration 
coefficients, the indices should be normalized. Note that, the normalization of Sijk was performed 
using the associated national calibration coefficient. A “national coefficient” normalized 
sensitivity index (Snijk) can be calculated as follows (NCHRP 2011): 
𝑆𝑖𝑗𝑘
𝑛 =
𝜕𝑌𝑗
𝜕𝑋𝑘
|
𝑖
(
𝑋𝑘𝑖
𝑌𝑗𝑖
) ≅
∆𝑌𝑗
∆𝑋𝑘
|
𝑖
(
𝑋𝑘𝑖
𝑌𝑗𝑖
)   (C4)  
 
New Rigid Pavement  
In the sensitivity analysis of JPCP pavement performance models, a JPCP section 
representing typical Iowa JPCPs was determined. This pavement section is on I-29 highway with 
Mile-post (MP) numbers 76.54 to 90.72 in Harrison County, Iowa. The pavement section is 
composed of a 12 in. PCC layer with 4 in. granular subbase layer. It has 2 lanes with 3,104 
projected annual average daily truck traffic (AADTT) in the construction year. 
Table C.1 indicates the sensitivity analysis results of JPCP faulting model calibration 
coefficients. The negative sign of coefficient sensitivity index implies that as equation calibration 
coefficient increases, the faulting prediction decreases or vice versa. As can be seen in the table, 
C6 is the most sensitive coefficient in this model. Table C.2 and Table C.3 present the sensitivity 
analysis results of transverse cracking and IRI model coefficients, respectively. As can be seen 
from the tables, C1 and C4 are the most sensitive coefficients for transverse cracking and IRI 
models, respectively. 
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Table C.1. Summary of calibration coefficient sensitivity indices for JPCP faulting model 
 
Table C.2. Summary of calibration coefficient sensitivity indices for JPCP transverse 
cracking model 
 
Table C.3. Summary of calibration coefficient sensitivity indices for JPCP IRI model 
 
New HMA and HMA over JPCP 
The same rutting, fatigue cracking, thermal cracking and IRI models are used in both 
HMA and HMA over JPCP pavement systems. Only difference between the models in these 
pavement systems is that in HMA over JPCP IRI model, reflective cracking predictions are also 
included in the IRI equations as a part of total transverse cracking predictions. Therefore, only 
Xj,i+1>Xj,i  Xj,i-1 < Xj,i  
C6 0.00335 0.00223 2.22 1
C1 0.00065 0.00058 1.24 2
C2 0.00046 0.00042 0.80 3
C3 0.17882 0.17882 0.78 4
C4 0.12794 0.12794 0.22 6
C7 0.00006 0.00006 0.22 5
C5 0.00000 0.00000 0.07 7
Calibration 
factors 
Coefficient sensitivity 
index (Sijk)
Coefficient 
Sensitivity 
Index
Rank
Xj,i+1>Xj,i  Xj,i-1 < Xj,i  
C1 -201.03 -27.93 -2.58 1
C2 -320.49 -45.29 -2.52 2
C5 -8.96 -12.32 0.24 3
C4 -9.80 -10.25 -0.11 4
Calibration 
Factors
Coefficient sensitivity 
index (Sijk)
Coefficient 
Sensitivity 
Index
Rank
Xj,i+1>Xj,i  Xj,i-1 < Xj,i  
C4 1.66 1.66 0.20 1
C1 47.78 47.78 0.18 2
C2 0.95 0.95 0.0020 3
C3 0.04 0.04 0.0003 4
Calibration 
Factors
Coefficient sensitivity 
index (Sijk)
Coefficient 
Sensitivity 
Index
Rank
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the sensitivity analysis of HMA pavement performance model calibration coefficients were 
presented here. 
In the sensitivity analysis, an HMA section, representing typical Iowa HMA pavements 
was determined. This pavement section is on US 61 highway with Mile-post (MP) numbers 
167.95 to 174.74 in Jackson County, Iowa. The pavement section is composed of 11 in. HMA 
layer with 12 in. subgrade layer. It has 2 lanes with 1,162 projected annual average daily truck 
traffic (AADTT) in the construction year. 
Table C.4, Table C.5, Table C.6, Table C.7, Table C.8, Table C.9, and Table C.10 present 
the sensitivity analysis results of AC rutting, subgrade rutting, HMA fatigue, alligator (bottom-
up) cracking, longitudinal (top-down) cracking, thermal cracking and IRI models for HMA and 
HMA over JPCP pavement types, respectively. 
Table C.4. Summary of calibration coefficient sensitivity indices for HMA rutting model 
 
Table C.5. Summary of calibration coefficient sensitivity indices for HMA subgrade rutting 
model 
 
Xj,i+1>Xj,i  Xj,i-1 < Xj,i  
BR2 2.11 0.51 9.65 1
BR3 1.94 0.50 8.94 2
BR1 0.14 0.14 1.00 3
Calibration 
Factors
Coefficient sensitivity 
index (Sijk)
Coefficient 
Sensitivity 
Index
Rank
Xj,i+1>Xj,i  Xj,i-1 < Xj,i  
BS1 0.24 0.24 1.00 1
Calibration 
Factors
Coefficient sensitivity 
index (Sijk)
Coefficient 
Sensitivity 
Index
Rank
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Table C.6. Summary of calibration coefficient sensitivity indices for HMA fatigue model 
 
Table C.7. Summary of calibration coefficient sensitivity indices for HMA alligator 
(bottom-up) cracking model 
 
Table C.8. Summary of calibration coefficient sensitivity indices for HMA longitudinal 
(top-down) cracking model 
 
Table C.9. Summary of calibration coefficient sensitivity indices for HMA thermal 
(transverse) cracking model 
 
Xj,i+1>Xj,i  Xj,i-1 < Xj,i  
BF2 -1.54 -3183.455 -5153.72 1
BF3 46.51 1.49 77.67 2
BF1 -0.26 -0.39 -1.04 3
Calibration 
Factors
Coefficient sensitivity 
index (Sijk)
Coefficient 
Sensitivity 
Index
Rank
Xj,i+1>Xj,i  Xj,i-1 < Xj,i  
C1_Bottom -0.69 -1.81 -5.65 1
C2_Bottom -0.24 -0.31 -1.24 2
C4_Bottom 0.00 0.00 1.00 3
Calibration 
Factors
Coefficient sensitivity 
index (Sijk)
Coefficient 
Sensitivity 
Index
Rank
Xj,i+1>Xj,i  Xj,i-1 < Xj,i  
C1_Top -0.04 -0.17 -9.54 1
C2_Top -0.07 -0.18 -5.64 2
C4_Top 0.00 0.00 1.00 3
Calibration 
Factors
Coefficient sensitivity 
index (Sijk)
Coefficient 
Sensitivity 
Index
Rank
Xj,i+1>Xj,i  Xj,i-1 < Xj,i  
K_Level 3 1155.9 2120.0 3.17 1
Calibration 
Factors
Coefficient sensitivity 
index (Sijk)
Coefficient 
Sensitivity 
Index
Rank
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Table C.10. Summary of calibration coefficient sensitivity indices for HMA IRI model 
 
 
Xj,i+1>Xj,i  Xj,i-1 < Xj,i  
C4 2366.67 2333.33 0.35 1
C1 0.38 0.38 0.15 2
C3 812.50 750.00 0.06 3
C2 0.00 0.00 0.00 4
Calibration 
Factors
Coefficient sensitivity 
index (Sijk)
Coefficient 
Sensitivity 
Index
Rank
