Abstract. The aim of this paper is to establish the existence of solutions for a class of multi-point boundary value problems for a fractional differential equation at resonance which is posed on the positive half-line. The arguments we have used are mainly based on Mawhin's coincidence degree theory. An example is provided to illustrate our main existence result.
INTRODUCTION
Various real-life phenomena are described by fractional differential equations (FDEs for brevity). FDEs occur in many fields such as physics, chemistry, engineering, and control of dynamical systems, etc. During the last few decades, many results have been devoted to fractional calculus and fractional differential equations. Recently, boundary value problems (BVPs for brevity) for differential equations of integer orders at resonance have been studied by many authors; see, for example, [1, 2, 3, 4] and the references therein. However, in the resonance case, only few results on the existence of solutions of FDEs on unbounded domains were established. In the latter case, problems are approached in several ways. A classical method consists in decomposing the space as a direct sum of subspaces. One is the kernel of a suitable operator, and then we can consider the corresponding projections on these spaces.
In the recent literature, we can find some types of multi-point boundary value problems associated with fractional differential equations at resonance on bounded domains; see, for example, [5, 6, 7, 8, 9, 10] and the references therein. Let us describe some of them. Bai [5] = 1. Using the coincidence degree theory, the existence of solutions was established.
In [11] , Chen and Tang studied the following two point BVP of fractional differential equations on (0, +∞) in the non-resonance case:
0 + u(t) = f (t, u(t)), t ∈ (0, +∞),
where 3 < α < 4 and f : [0, +∞) × R → R is a continuous function and for each l > 0, there exists
Employing the Leggett-Williams norm-type theorem, they have presented some results on the existence of positive solutions. In [3] , Jiang and Yang established the existence of positive solutions for the multi-point bvp at resonance on the half-line
Their results also rely on the Leggett-Williams normtype theorem. In [10] , Zhou, Kou, and Xie studied the existence of solutions for the following fractional differential equation at resonance with three point bvp on the half-line:
Their analysis is based on the Mawhin's coincidence degree.
Motivated by these works, we consider in this paper the existence of solutions for the following multipoint BVP of fractional differential equation:
0 + refers to the standard Riemann-Liouville fractional derivative and I α 0 + is the standard Riemann-Liouville fractional integral.
Unlike [12] , we assume
Thus the BVP is under resonance. More precisely, we establish some sufficient conditions for the existence of at least one solution for BVP (1.1). Our approach is motivated by [5] but we consider here the infinite interval setting. A new and general existence result is obtained by making use of the Mawhin's coincidence degree in a suitable Banach space. The organization of this paper is as follows. Section 2 is devoted to presenting some definitions and lemmas which are crucial in our discussion. In Section 3, we prove some technical lemmas which are needed later. Section 4 is devoted to our main existence results. In Section 5, an example is provided to illustrate our theoretical results.
PRELIMINARIES
First, we recall some notations and definitions which will be used later.
Definition 2.2. Let X be a normed space. A linear operator P : X → X is said to be a projection if P • P = P. In this case, I − P : X → X is also a projection and Ker(P) = Im(I − P), Im(P) = Ker(I − P).
Let X, Y be real Banach spaces. Let L : D(L) ⊂ X → Y be a linear operator which is a Fredholm map of index zero and P : X → X, Q : Y → Y be continuous projectors such that
is invertible, and its inverse is denoted by K P .
Let
[13] Let L be a Fredholm operator of index zero and let N be L-compact on Ω. Assume that the following conditions are satisfied:
We also collect some definitions and basic lemmas from fractional calculus (see [14, 15] for more details). The Gamma function extends the factorial to positive real numbers (and even to complex numbers with positive real parts).
Definition 2.4. For α > 0, the Euler Gamma function is defined by 
Proposition 2.6. Let α > 0, p > 0, q > 0 and n a positive integer. Then
In particular
and
Definition 2.7. The fractional integral of order α > 0 for function h is defined by
provided that the right-hand side is point-wise defined on (0, +∞).
Definition 2.8. For a function h on the interval [0, +∞), the Riemann-Liouville fractional derivative of order α > 0 is defined by
Proposition 2.10.
[15] The following composition relations between fractional and integral derivatives hold:
where N is the smallest integer greater than or equal to α.
RELATED LEMMAS
Consider the Banach space X defined by 
Let Y = L 1 [0, +∞) be the space of Lebesgue integrable functions equipped with the norm
Let N : X → Y be the operator
Then problem (1.1) can be written as Lu = Nu. We next list some conditions.
Since the Arzela-Ascoli theorem fails to work in space X, we need a modified compactness criterion.
Lemma 3.1.
[16] Let Z ⊆ X be a bounded set. Then Z is relatively compact on X if for any u ∈ Z, e −t u(t) and e −t D α−1 u(t) are equicontinuous on any compact intervals of [0, +∞) and are equiconvergent at infinity.
Definition 3.2. e −t u(t) and e −t D α−1 u(t) are said to be equiconvergent at infinity whenever for all ε > 0 if there exists δ = δ (ε) > 0 such that
for any t 1 , t 2 > δ and u ∈ Z.
Lemma 3.3. Let L be the operator defined in the above and assume that (H0) holds. Then
Proof. Let u ∈ Ker(L). From Lemma 2.9 and D α 0 + u(t) = 0, we have
Using the condition I
and condition (H0), we get 
Proof. For all u ∈ X and t ∈ [0, +∞), we have
= (Pu)(t).
For all y ∈ Y and t ∈ [0, +∞), we get
= (Qy)(t).
On the other hand, we have Ker(Q) = Im(L). Indeed, (Qy)(t) = 0 is equivalent to
So L is a Fredholm operator of index zero. Furthermore, since Im(P) = Ker(L), P 2 u = Pu and u = (u −Pu)+Pu, we have X = Ker(L) +Ker(P). Finally Ker(L)∩Ker(P) = {0} implies that X = Ker(L)⊕ Ker(P).
Proof. For y ∈ Im(L), we have
and for u ∈ D(L) ∩ Ker(P), we have
Since u ∈ D(L) ∩ Ker(P), we have
implies that c 2 = 0. On the other hand, Pu(t) = 0, P((K P L P )u(t)) = 0 and
imply c 1 = 0 and (K P L P )u(t) = u(t). This shows that K P = L | D(L)∩Ker(P) −1 . Moreover, we have the estimates:
This implies that
Proof. The proof is split into three parts.
From (H0) − (H2) and for u ∈ Ω, we have This implies that QN(Ω) is bounded. Next, we show that K P (I − Q)N(Ω) is compact. For u ∈ Ω, we have
From Lemma 3.5, we get
It follows that K P (I − Q)N(Ω) is uniformly bounded. Claim 2. K P (I − Q)N(Ω) is equicontinuous. For any u ∈ Ω and any t 1 , t 2 ∈ [0, d], t 1 < t 2 with d > 0, we have
which tends to 0 as t 2 − t 1 → 0. On the other hand, we have
The last term tends to 0 as t 2 − t 1 → 0. Hence K P (I − Q)N(Ω) is equicontinuous on every compact subinterval of [0, +∞). Claim 3. Functions from e −t K P (I − Q)N(Ω) and functions from e −t D α−1
For any u ∈ Ω, we have
With condition (H2) in mind, for given ε > 0, there exists a constant L > 0 such that
On the other hand, since lim t→+∞ e −t t γ = 0, (γ ≥ 1), we find that there exists a constant δ > 0 such that, for
Then, for any t 1 , t 2 > δ , t 1 < t 2 , 
We deduce that the functions from e −t K P (I − Q)N(Ω) and functions from e −t D α−1
are equiconvergent at infinity. By Lemma 3.1, we conclude that K P (I − Q)N(Ω) is relatively compact. This ends the proof of the Lemma. Proof. The proof is split into three parts. Claim 1. Consider the set
THE MAIN RESULT
For u ∈ Ω 1 and λ = 0, we have Nu = L(
By condition (H3), there exists t 0 ∈ [0, +∞) such that |D
we have
and L P Pu = 0. Using (H2), Lemma 3.5 and u = Pu + (I − P)u = Pu + K P L P (I − P)u, we get
Hence
Therefore, Ω 1 is bounded. Claim 2.
For u ∈ Ω 2 , we have u ∈ Ker(L), i.e., u(t) = ct α−1 , c ∈ R and QNu = 0. Hence
From (H3), there exists t 1 ∈ [0, +∞) such that |D
This shows that Ω 2 is bounded in X. Claim 3. Let
where J : Ker(L) → Im(Q) is the linear isomorphism given by J(ct α−1 ) = ce −t for all c ∈ R, t ≥ 0. For u ∈ Ω 3 , we have
By (H3), there exists t 1 ≥ 0 such that |D is bounded.
Next, we prove that all conditions of Theorem 2.3 are satisfied. Let Ω be an open bounded subset of X such that i=3
i=1 Ω i ⊂ Ω. From Lemma 3.4, we known that L is a Fredholm operator of index zero. By Lemma 3.6, we have N is L-compact on Ω. Since Ω i , (i = 1, 2, 3) are bounded sets and Ω i ⊂ Ω, we have
First we prove that condition (3) of Theorem 2.3 is satisfied. Let H(u, λ ) = ±λ Ju + (1 − λ )QNu.
As Here we have α = Then (H0) is satisfied for β 1 + β 2 = 1.
