Combining a deduction in a knowledge base of external uncertainty whose semantics has been proposed by N. J. Nilsson with a deduction coming from a convergence of a sequence of operators in a knowledge base of internal uncertainty, we propose a method of reasoning in a knowledge base of the both types of uncertainty.
INTRODUCTION
This article presents a method of reasoning from a knowledge base with uncertain information represented in the form interval-valued probability. Let 8 be any given sentence. A semantics, with underlies a method of deducing the interval of truth probabilities of 8 from 8, will be given.
The article is structured as follows. In Section 2, we will consider a deduction from 8 1 and particularly from a directed acyclic knowledge base (DAKB) to any sentence. Section 3 will briefly review a semantics of the probabilistic logic proposed by N. J. Nilsson, i.e., a method of reasoning in a knowledge base of extexnal uncertainty, and then devote mainly to a method of reasoning and conditions for deduction from a knowledge base containing both external and internal uncertainty. Three types of vertices playing the important role afterwards will be named particularly:
The following notion arises naturally from DAKB 8 when the vertices of its graph are now combined with interval values.
A number n is called the depth of a sentence A in r w.r.t. I E I if n is the least number such that t 8 (I)(A) = ta+
(I)(A).
We denote n = depthB(A, I 
T8(I) = ta(I), where n is the least number such that ta(I) = t~+l(I).
Suppose that 8 is a directed acylic knowledge base composed of rules and S is any sentence. We dentone by r the set consisting of S and all sentence occurring in rules J, of 8. Let I be a mapping which assigns a subinterval of the interval 
. Then T8(I)(S) can be considered as the interval value
for the truth probability of the sentence S derived from the knowledge base 8.
REASONING WITH EXTERNAL AND INTERNAL UNCERTAINTY
This section is devoted presenting a method of reasoning in a knowledge base with both forms of uncertaity: external and internal uncertaity. We first recall a semantics of reasoning in a knowledge base with external uncertainty, and then propose a decduction of knowledge base with containing both of uncertainty. Affer that we consider conditions under which the deduction may be obtained. refer to [4, 11] We put r to be the set of all mapping from r to qo, 1]. Let n be the least number having the property In = In+l = In+2 (if there exists). We denote this In by 1* and call it to be the resulting assignment deduced from B to sentences in r. The interval 1* (8) is defined to be the interval value for the truth probability of the sentence 8 derived from the knowledge B. We also write:
A Method of Reasoning
We will clarify the sematics of deduction by the following example. 
Calculate the interval of truth probabilities of the sentences A.
Step 
Conditions of Deduction
In general, it is not the case that there always exists a number n such that 1* = In = In+l = In+2• In effect, we consider the following example. 
From the definition of the operator t, we have Turing to Example 1 in Section 3.1, we see that although the knowledge base B
does not satisfy conditions of proposition 3-4, there exists the resulting assignment I* from B. So, it seems that the existence of I* depends strongly not only on properties of classes of functions {fj}, but also on "syntax structure" of sentences in r. The problem of finding sufficient and necessary conditions for the existence of decduction and that 0: handling inconsistency are the subjects of our further work.
