Abstract. Spaceborne imaging of the Earth's surface by synthetic aperture radar (SAR) may be adversely affected by the ionosphere that causes distortions of the signals emitted and received by the radar antenna. In our previous publication on the subject [SIAM J. Imaging Sci., 2 (2009) pp. 140-182], we have analyzed those distortions for the inhomogeneous ionosphere described by the cold plasma model. Based on the analysis, we have concluded that the deterioration of SAR images was due to the mismatch between certain parameters of the actual received signal, which is slowed down by the temporal dispersion in the ionosphere, and the corresponding parameters of the matched filter, which is taken as if the propagation were unobstructed. Consequently, to improve the quality of the images, the filter must be corrected. However, to get the appropriate correction, one needs to know some key characteristics of the ionosphere precisely at the time and place the image is taken. To obtain those characteristics, we currently propose probing the terrain, and hence the ionosphere, on two distinct carrier frequencies. We also investigate the performance of the matched filters that were corrected this way and show that the final quality of the images, i.e., their resolution and sharpness evaluated using the SAR ambiguity theory, indeed improves.
Faraday rotation on polarimetric SAR is [15] . The authors of [30] indicate that in the absence of external information one can use autofocus algorithms (see [14, section 3.9 .1] or [12, 43] ) to obtain the TEC, which is not a very reliable approach, though, whereas the SAR system itself (L-band) can be efficient in obtaining the difference of the TEC distributions between the two radar acquisitions. The authors of [26] present two approaches: the first one involves a spaceborne radar operating on a very low frequency, below the Langmuir value, and is similar to the traditional ground-based sounding. The second one uses a higher frequency and derives the TEC information by analyzing the returns from the specially chosen bright point targets. The authors of [28] employ a simplified model known as the ionospheric phase screen to analyze the effect of auroral arcs (special electron density irregularities) on spaceborne SAR images taken in the polar regions of the Earth.
Our current paper is organized as follows. In section 2, we describe the physical model and introduce the key assumptions. We note that the conclusions of the paper are valid only if these assumptions are met. In section 3, we build the generalized ambiguity function of a SAR, which provides a key tool for analyzing the radar resolution. In section 4, we discuss the performance of a spaceborne SAR sensor in the case when no attempt is made to mitigate the distortions; this creates a foundation for the subsequent discussion of a corrected matched filter. In section 5, we introduce the dual carrier probing as a venue for obtaining the parameters of the ionosphere (TEC information) needed for correcting the filter. In section 6, we discuss the performance of the radar once the corrected filter has been implemented and show that the resolution and sharpness of the images indeed improve. Finally, section 7 concludes the paper with a summary of what has been accomplished and identifies directions for future work.
We note that in sections 2, 3, and 4 we basically develop a full-fledged radar ambiguity theory for the SAR sensor operating through the Earth's ionosphere (monostatic case). To the best of our knowledge, a mathematical analysis of this type has not been previously reported in the literature, even though there are a number of publications discussing the effects of the ionosphere on SAR imaging; see, e.g., [20] or [45] (a review). An analysis similar to ours is presented in [23] but only for the case of a homogeneous background ionosphere. We refer the reader to our previous paper [41] for a more detailed literature survey.
The model.
For the discussion in the current paper we adopt the same model as in [41] . We analyze the standard (as opposed to interferometric) SAR images [14] , i.e., all the images are considered two-dimensional (range and azimuth), and the elevation is not taken into account. We also assume that the images are rendered by scalar propagating fields, i.e., that the polarization can be disregarded [7, 9] , or, otherwise, that the radar antenna is capable only of transmitting and receiving a single polarization. All the targets are assumed deterministic and dispersionless; scattering of radar signals off the targets is linearized and interpreted using the first Born approximation. The start-stop approximation is employed to describe the synthetic antenna; its applicability to spaceborne SAR sensors (as opposed to airborne) is justified in [42] .
The ionosphere is modeled as a layer of inhomogeneous dilute plasma, for which the mean concentration (number density) of electrons depends on the altitude but does not depend on the horizontal coordinates. The latter assumption holds, provided that the characteristic distances along the Earth's surface are not very large. We disregard the effect of the magnetic field of the Earth on mean electron concentration and assume that the ionosphere is isotropic. This implies, in particular, that the Faraday rotation is not taken into account; of course, for scalar propagating fields (no polarization) it is not considered anyway.
On top of its mean value, the electron number density has a stochastic component due to the ionospheric turbulence, which is a quasi-homogeneous random field [31, 38] . The effect of the Earth's magnetic field on the ionospheric turbulence is disregarded, and the turbulence is assumed isotropic. In the current paper, though, our primary focus will be on the deterministic rather than the stochastic part of the ionospheric phenomena.
The propagation of electromagnetic waves in the ionosphere is analyzed with the help of the cold plasma approximation [17] , which requires that the phase speed of the waves be much faster than the thermal speed of the electrons. The cold plasma approximation is equivalent to disregarding spatial dispersion and taking into account only temporal dispersion of radio waves in the plasma [29] . The ionospheric plasma is also assumed lossless; i.e., its Ohm conductivity is disregarded. This means that the effective collision frequencies between different species of particles in the plasma are much lower than the Langmuir frequency. Moreover, the propagation is assumed linear, because the power of signals emitted by spaceborne antennas is typically much lower than that needed for setting off the nonlinear effects; see [18, 21, 22] , as well as [17, Chap. VIII] .
We use the classical Helmholtz theorem [33] to partition the overall electric field into the longitudinal and transverse components. Then, from the full Maxwell's equations and the equation of motion of electrons in the electric field, one can derive the Klein-Gordon equation (see [41, App. A] ) that governs the propagation of high frequency transverse 1 electromagnetic waves in dilute plasma:
The quantity ω pe in (2.1) is the Langmuir frequency, or plasma electron frequency. It characterizes temporal responses of the plasma and is given by (2.2)
where e and m e are the charge and mass of the electron, and N e is the electron number density. The behavior of ω 2 pe in the ionosphere follows that of N e ; it has an altitude-dependent deterministic component and a stochastic component due to the turbulence. Typical values of the Langmuir frequency in the Earth's ionosphere range between 3MHz and 15MHz.
Unlike in a vacuum, the propagation speed of electromagnetic waves in the ionosphere depends on the frequency. This phenomenon is known as temporal dispersion; it is due to the presence of the last, nondifferentiated, term in (2.1). The dispersion relation for the Klein-Gordon equation reads as We emphasize that according to (2. 3) the short waves are weakly dispersive, whereas the long waves are subject to stronger dispersion. Indeed, the phase and group velocity of the propagation are given by
and
so that the shorter the wave, (the larger the k) the closer both velocities to the nondispersive limit v = c.
In the Cartesian coordinates we can consider (2.1) for individual field components:
In the rest of the paper, we will use the scalar governing equation (2.6) to describe the propagation of electromagnetic waves in the ionosphere. For a comprehensive account of the propagation of radio waves in plasma, we refer the reader to the monographs [5, 17] .
To characterize the ionospheric turbulence, we write the electron number density as follows:
where the angular brackets · denote the expected value (mean) and μ represents the fluctuations: μ = 0. In the simplest case of constant N e , μ(x ) is a homogeneous and isotropic random field, and its correlation function depends only on the distance r = |x 1 − x 2 | and not on the individual locations x 1 and x 2 :
In reality, however, N e is a function of the altitude h. At the same time, the ratio
is assumed altitude independent. A typical numerical value of M is 5 · 10 −3 , and in extreme situations it may reach 10 −1 [1] . Hence, μ 2 also depends on h, which makes μ(x ) a quasihomogeneous (rather than truly homogeneous) random field. While in this case we still keep the same notation (2.8) for the correlation function, in fact we have V = V (h, r), where the dependence on h (altitude) is slow and the dependence on r (local variable) is fast. Hereafter, we will use the exponential correlation function (2.10)
It accounts only for the short range phenomena in the ionosphere and has the spectrum [32, sect. 12.1]
where κ = 2 and C = const.
In formulae (2.10) and (2.11), we denote q 0 = r
0 , where r 0 is the correlation length or outer scale of turbulence. The latter may range between 1km and 10km according to different sources in the literature. An advantage of using the correlation function (2.10) is that one can easily make sure that it satisfies a necessary and sufficient condition of ergodicity given in [31, sect. 4.7] (a 1938 theorem by E. E. Slutskii):
Ergodicity implies that statistical means can be substituted for spatial averages of μ whenever averaging is done over sufficiently long intervals. In that regard we note that if a random field is ergodic, then it must have μ = const, because the spatial average of μ does not depend on the location, whereas its statistical mean μ may, generally speaking, be a function of the coordinates [31, sect. 4.6] . In our particular case, however, we have μ = 0, which means that ergodicity can be employed even when the random field μ is quasi-homogeneous rather than truly homogeneous (because its variance depends on the altitude). It should also be mentioned that for the true Kolmogorov-type turbulence we have κ = 11/6 rather than κ = 2 in formula (2.11); see [38, Chap. I] . From the standpoint of practice, the difference between the two cases is that κ = 11/6 allows one to take into account some long range phenomena in the ionosphere. As we have indicated in [41] , this is a separate interesting subject for future study.
For the purpose of obtaining specific quantitative estimates, we will use the same typical values of the parameters as we have exploited in [41] . A reference value of the mean electron concentration will be taken as N e = 10 6 cm −3 (in fact, N e = N e (h) ), which corresponds to the F-layer of the ionosphere and yields ω pe ≈ 9MHz. The radar carrier frequency will be assumed equal to 1GHz, which is the lower bound for the microwave band and yields the wavelength λ = 30cm. According to [3] , it is very difficult to achieve high resolution of spaceborne SAR images for carrier frequencies under 1GHz if no attempt is made to reduce the distortions due to the ionosphere. A typical one-way propagation distance between the satellite and the ground will be taken as R 0 ≈ 1000km, and the orbit altitude H may be about 500km or higher. Other important parameters will be introduced as needed.
The interrogating pulses emitted by the antenna of a SAR are taken as linear upchirps 2 of the form
In formula (3.1), χ τ (t) is the indicator function of the interval of duration τ :
, 0 otherwise, and α = B/(2τ ), where B is the bandwidth of the chirp. Accordingly, the instantaneous frequency of the chirp [7, 9] is given by
where ω 0 is the center carrier frequency. The modulating function A(t) in formula (3.1) is assumed slowly varying compared to the fast carrier oscillation e iω 0 t . A typical duration of the pulse in actual SAR systems may be τ ∼ 5·10 −5 sec, a typical interval between two consecutive pulses may be ∼ 5 · 10 −4 sec, and the bandwidth in formula (3.2) is B ∼ 10MHz (it may be higher). Hereafter, the radar is assumed to operate in the stripmap mode (see [6] ), when the antenna points in a fixed direction relative to that of the satellite motion. 3 Hence, the footprint of the beam emitted by the antenna sweeps a strip on the Earth's surface parallel to the flight track, i.e., to the orbit.
To obtain the image, the antenna emits a series of pulses (3.1) when moving along the orbit. Those pulses travel to the Earth's surface, get scattered off the ground, and propagate back toward the satellite, where they are received by the same antenna (in the case of a monostatic SAR [6] ). In doing so, clearly, both the emission and the reception of pulses are done by a moving antenna (which gives rise to the Doppler frequency shift), and, moreover, the satellite travels a certain distance along the orbit during the pulse round-trip time between the antenna and the ground. However, in a simplified framework of the start-stop approximation, those effects are disregarded. Instead, we assume that the pulse is emitted and the scattered response received while the antenna is at a standstill at one and the same position, after which it moves to its next sending/receiving position along the orbit. This assumption has been used extensively in the SAR literature, as it renders the corresponding analysis much easier. It, however, needs to be justified, especially when the antenna moves fast, such as when it is mounted on a satellite as opposed to an airplane. A full justification for the use of start-stop approximation for spaceborne SAR imaging can be found in [42] .
Nondispersive propagation.
We first derive the generalized ambiguity function for the case of unobstructed propagation with the speed c. In this case, the field is governed by the standard d'Alembert equation, which is obtained from the Klein-Gordon equation (2.6) by dropping the last term, i.e., by setting ω pe = 0. As indicated in section 2, all images are assumed two-dimensional with range and azimuth (i.e., cross-range) being the coordinates, and the elevation of the target above the Earth's surface is not taken into account. This applies to the analysis of both nondispersive and dispersive cases.
Suppose that the antenna is a motionless point source located at x ∈ R 3 . Then the propagating field due to the emitted chirp (3.1) is given by the standard retarded potential of the d'Alembert operator:
Let us assume that the imaged terrain, which is also motionless, is characterized by the variable refraction index n = n(z ). Under the first Born approximation [2, sect. 13.1.4], scattering is linearized so that the terrain is interpreted as a secondary wave's source due to the incident field ϕ(t, z ) of (3.3):
Consequently, the scattered field at the location x of the antenna and the moment of time t is given by the Kirchhoff integral:
As the amplitude A(t) in (3.1) is slowly varying, it can be left out when differentiating the incident field (3.3) for substitution into (3.4), which yields
According to (3.6) , the scattered field ψ(t, x ) can be interpreted a result of application of a Fourier integral operator (FIO) to the ground reflectivity function ν(z ); see, e.g., [8, 9, 10, 34] .The FIO is approximately inverted by applying a matched filter to ψ and accumulating the information due to multiple interrogating pulses (3.1) emitted from and received by the antenna at different locations on the orbit. This procedure is similar to application of the adjoint operator, which would have coincided with the true inverse if the mapping (3.6) were a standard Fourier transform.
The matched filter is defined as follows. Assume that there is a point scatterer at the reference location y ; then the resulting field at (t, x ) is obtained by substituting ν(z ) = δ(z − y ) into formula (3.6):
The filter is essentially a complex conjugate of ψ 1 given by (3.7); for simplicity, the constant factor −ω 2 0 /16π 2 , as well the entire denominator, which is a slowly varying function (compared to the fast oscillation e iω 0 t ), are disregarded. What remains is merely P (t − 2|x − y |/c), where the overbar denotes complex conjugation. The idea of building the filter this way, i.e., the idea of matching, is to have the large phase cancel in the exponent; see formula (3.1). The application of this filter yields a single-look image:
where we have changed the order of integration after substituting expression (3.6) for ψ(t, x ). The interior integral W (y , z ) in formula (3.8) is called the point spread function; see [7, 9] . Up to a slowly varying denominator, the point spread function W (y , z ) yields a single-look image of the point scatterer located at z ; i.e., it is the field due to a unit magnitude delta-function at z processed with the matched filter P ( · ).
As, however, has been mentioned, the full SAR image is built using multiple looks, when the antenna emits a sequence of chirps (3.1) from different locations on the orbit. It is precisely this approach based on incorporating the information from multiple looks that enables drastic improvements in the quality of the image compared to the single look strategy [7, 9] . Let us therefore consider a sequence of emitting/receiving times and locations (t n , x n ). For each n, we build the point spread function following (3.8):
The generalized ambiguity function of a SAR system takes into account the information from multiple interrogating pulses by summing up the corresponding contributions (3.9):
The factor ϑ(z , x n ) under the sum in (3.10) determines the range of summation. It comes from the directivity pattern of the antenna, because the actual SAR antenna is never a point monopole. The quantity ϑ(z , x n ) can be approximated as follows:
ϑ(z , x n ) = 1 if the target z is in the beam emitted from x n , 0 otherwise.
In [41, App. B] (see also [7, 9] ) we have shown that the antenna of longitudinal dimension L emits a beam of angular width 2λ/L, provided that the carrier wavelength λ = 2πc/ω 0 is much shorter than L. Consequently, the longitudinal size of the antenna footprint on the ground in the case of broadside imaging is
where R 0 is the distance from the location of the antenna x n to the center of the footprint. Therefore,
where the subscript "1" denotes the coordinate direction along the flight track (orbit).
The range of summation in (3.10) is therefore defined by taking into account only those x n for which ϑ(z , x n ) = 1; see (3.11) . Let Δx 1 be the distance along the orbit between the successive emissions of pulses. We can also take z 1 = 0 with no loss of generality. Then the inequality
is the integer part. Consequently, we recast (3.9), (3.10) as
Next, we change the integration variable from t to t − t n in each term of the sum (3.12) and realize that neither A(t − 2|y − x n |/c) nor A(t − 2|z − x n |/c) depends on n explicitly, except for the dependence via x n . The latter is weak, because for large R 0 both |y − x n | and |z − x n | are slowly varying functions of x n , and they appear as arguments of another slowly varying function, A. Hence, the factorsĀ and A can be taken out of the sum (3.12), and x n inside A( · ) and A( · ) can be replaced by x 0 for definiteness, which yields (3.13)
Hence, the generalized ambiguity function gets approximately split into the product of the range factor (3.14)
and the azimuthal factor
that control the range and azimuthal resolution of the radar, 4 respectively (see [7, 9] ), in the case of unobstructed propagation between the orbit and the ground. Indeed, the generalized ambiguity function (3.13) is the image of a delta-type scatterer. Hence, if we could make it equal to a delta-function as well, W (y , z ) = δ(y − z ), then the radar would have had perfect resolution. In reality this is never achieved, and instead W (y , z ) has a peak of finite height and finite width when the reference point y approaches the target z . The sharper (i.e., the narrower) this peak the better the resolution, because two sharper peaks can be told apart if they are closer.
Dispersive propagation in the homogeneous medium.
In the case of propagation through the ionosphere, both the shape and the speed of the pulse change, because of the dispersion. The simplest case to analyze is that of a homogeneous ionosphere; a detailed analysis (based on the Fourier transform and linearization) is provided in Appendix A. The form of the propagating pulse emitted by the antenna at x is given by (A.16) (cf. formula (3.3)):
where
and τ and α are the new chirp duration and rate given by (A.12) and (A.15), respectively:
Let us emphasize that unlike in a vacuum, the shape of the pulse keeps changing as it propagates through the plasma; according to (3.17) and (3.18) , the longer the distance |z − x | that the pulse travels, the more it gets dilated (τ becomes longer) and the more its rate decreases (α becomes smaller).
We also emphasize that as formula (3.16) indicates, the chirp itself, i.e., its slowly varying envelope A , which presents a physical observable, travels with the group velocity v gr (ω 0 ) that corresponds to the center carrier frequency ω 0 . For the high frequency case that we are interested in, ω 0 ω pe , the group velocity (2.5) can be linearized:
At the same time, the center carrier oscillation per se, i.e., the wave e iω 0 t , travels with the corresponding phase velocity v ph (ω 0 ) that can also be linearized:
Using the notions of the group and phase velocities (3.19) and (3.20), we can introduce the group and phase travel times, respectively, in the homogeneous ionosphere,
and recast formula (3.16) as follows:
It is important to point out that the group velocity v gr of (3.19) is slower than the speed of light c, as it is supposed to be for any velocity associated with the propagation of physical observables. However, the phase velocity v ph (3.20) is faster than the speed of light c. Hence, if we introduce the neutral (nondispersive) travel time T = T (x , z ) = |x − z |/c, then, according to (3.19) and (3.20) , for the group and phase travel times we can write (3.23)
In other words, the group delay and the phase advance in formula (3.22) are equal to one another. Given (3.23), we can recast formula (3.17) for the pulse dilation as follows:
It shall also be noted that in the previous paper [41] , we used a simpler semiqualitative approach to analyze the propagation of chirps in the ionosphere. The result was the same as (3.22) with one important difference, though: Instead of the phase advance that characterizes the propagation of the carrier frequency in formula (3.22) , in [41] we have incorporated a phase delay equal to the group delay. This could not affect the analysis of the range resolution, as it is based on the propagation of envelopes; see formula (3.14) . On the other hand, this could potentially affect our analysis of the azimuthal resolution in [41] , as the azimuthal factor of the generalized ambiguity function (3.15) includes the phase information. However, as shown by subsequent analysis in the current paper, our previous calculations of the azimuthal resolution are not affected either, because in the linearized high frequency framework that we employ, the group delay and the phase advance are equal in magnitude; see formulae (3.23).
Dispersive propagation in the inhomogeneous medium.
In the actual ionosphere, the electron number density N e is not constant, and this is going to affect the propagation times (3.21) . For the analysis in this paper, we will assume that the mean electron number density N e depends on the altitude above the Earth's surface but does not depend on the horizontal coordinates. A typical dependence of the mean electron number density on the altitude h is nonmonotonic. The maximum is reached in the F-layer somewhere between 200km and 300km above the Earth's surface, and the characteristic scale h 0 of the variations of N e is on the order of tens of kilometers; see [17, Chap. VI] . Clearly, h 0 λ, where λ is the wavelength, which suggests that we can perhaps use the approximation of geometrical optics to analyze the propagation of SAR pulses in the inhomogeneous ionosphere.
We should remember, however, that the total electron number density N e also has a stochastic component μ(x ); see formula (2.7). It depends on all spatial coordinates and can be interpreted as a quasi-homogeneous random field. To justify the use of geometrical optics for the study of pulse propagation through the turbulent ionosphere, the wavelength λ must be much shorter than the characteristic scale of turbulent inhomogeneities. If the latter is taken as r 0 (the outer scale of turbulence), the constraint λ r 0 is obviously met. There is, however, a more subtle criterion for applicability of the geometrical optics. The characteristic scale of inhomogeneities must be much longer than the size of the first Fresnel zone √ λR z , where R z = |z − x | is the propagation distance between the antenna and the target. The quantity √ λR z comes to approximately 540m for λ = 30cm and R z = 1000km, which is roughly 1 2 r 0 according to [1] or 1 20 r 0 according to [4] . Technically speaking, this makes the geometrical optics a borderline approximation for the class of problems we are considering. It is known, however, that there are fewer shorter scale inhomogeneities in the spectrum of ionospheric turbulence than longer scale inhomogeneities, which still leaves the main conclusions of geometrical optics valid even outside its formal applicability range; see [39, Chap. I] .
The expressions for travel times in the inhomogeneous ionosphere that replace formulae (3.21) are derived in Appendix B for the deterministic case and in Appendix C for the stochastic case. The final expressions that we present correspond to the stochastic formulae (C.15) and (C.16); they reduce to the deterministic formulae (B.21) and (B.22) if μ = 0:
The quantityN (H) e in formulae (3.25) is defined by (C.8), and H denotes the orbit altitude.
Similarly to (3.23), we can also write (3.26)
Given the travel times (3.26), we can evaluate the dilation of the pulse on its way between the antenna x and the target z using formula (3.24):
On the way between the antenna and the target and back, the dilation (3.27) doubles, because the travel distance doubles. The pulse rate (3.18) changes accordingly. Finally, we can modify the generalized ambiguity function derived in section 3.1 (see formula (3.13)) by substituting the actual travel times (3.25) instead of the unobstructed travel time |z − x 0 |/c into those factors that correspond to the received signal. According to the form (3.22) of the propagating pulse, the group travel time T gr (x 0 , z , ω 0 ) of (3.25a) shall be substituted into W R (y , z ) and the phase travel time T ph (x n , z , ω 0 ) of (3.25b) shall be substituted into W A (y , z ). Then, instead of formulae (3.14) and (3.15), we have
The subscript 2δτ in formula (3.28) indicates that the round-trip pulse dilation is twice the δτ of (3.27). We emphasize that in formulae (3.28) and (3.29) the factors that correspond to the actual field received by the antenna take into account the dispersion of radio waves in the ionosphere. However, the factors that represent the matched filter remain the same as in the nondispersive case. This creates a mismatch, and as has been shown in [41] , it is precisely this mismatch that is responsible for the deterioration of the image. In the next section, we briefly reproduce the corresponding arguments from [41] . It will also help us better understand the mechanism of correcting the matched filter proposed in this paper. 
where R y = |y − x 0 |. In the simplest case, we disregard the quadratic term in the exponent under the integral (4.1). Then, taking the limits as ∓τ /2+2R y /c and changing the integration variable t = u + 2R y /c, we have
When analyzing radar resolution, the sinc
x function is what one typically gets instead of the "genuine" δ-function; see [7, 9] . The sharper the central peak of the sinc (i.e., its main lobe between the first zeros on either side of the maximum), the "closer" it is to the δ-function and hence the better the resolution. The width (or, sometimes, semiwidth) of the main lobe of the sinc is actually taken as a measure of radar resolution, because it is considered the distance at which two such peaks can be clearly told apart.
In the nondispersive case, T (x 0 , z , ω 0 ) = R z /c and α = α. Hence, W R (y , z ) reduces to W R (y , z ) and, consequently, the sinc attains its maximum when R y = R z , i.e., when the distance from the antenna to the reference location y coincides with that for the target location z . The resolution is then controlled by how widely the sinc is "spread around" its central maximum. The semiwidth of the main lobe of the sinc corresponds to the value of its argument equal to π, and therefore for the full width we find ΔR = 2πc/B. It is the quantity ΔR that is interpreted as the range resolution, i.e., the minimum distance, at which the SAR system can distinguish between two point targets located on the same line of sight normal to the orbit.
The situation with the dispersive range factor W R (y , z ) of (4.2) is somewhat different. The maximum of the sinc is attained when its full argument is zero, i.e., when R y = cT (x 0 , z , ω 0 ), which yields
This is obviously not equivalent to R y − R z = 0, which implies that on the image the target is shifted in range from its absolute position by the value of the right-hand side of (4.3). The range resolution per se, however, is still given by the width of the main lobe of the sinc as a function of the argument R y − R z :
The factor of 2 in front of δτ in (4.4) appears, because the pulse dilation is evaluated for the round trip between the antenna and the target. The relative deterioration of the range resolution compared to the nondispersive case is therefore ∼ 2δτ /τ ; see (4.4). As shown in [41] , for the typical values of all the relevant parameters in the deterministic ionosphere, this quantity is very small, about 0.02%. If the quadratic term is retained in the exponent under the integral (4.1) after the change of variables, then the integration yields a complex-valued function W R (y , z ) rather than the actual sinc. As shown in [41] , the maxima and minima of its absolute value |W R (y , z )| are located precisely where the maxima and zeros of the sinc are. In this sense, the range resolution remains unchanged. However, instead of the actual zeros the new |W R (y , z )| now has minima with some nonzero values. In particular, for the first minimum we have
The right-hand side of equality (4.5) is about 0.02 · τ for the typical parameters involved. Therefore, the dispersion of radio waves in the ionosphere causes a deterioration of the image sharpness. As the central maximum of |W R (y , z )| basically remains equal to τ , the extent of deterioration appears to be 2%, but this value can, of course, vary both ways depending on the parameters of the radar and the conditions of the ionosphere. Let us also recall that the quantity N that determines the dilation of the pulse and its new rate (see formulae (3.27) and (3.18)), as well as the shift of the target position (see formula (4.3)), does not only contain a deterministic component but also a stochastic one. The latter is the average value of μ along the ray trajectory; see (3.25) . Hence, based on the idea of ergodicity, and recalling that μ = 0, we can expect that the effect of the aforementioned stochastic component on the radar performance in range will not be large.
To quantify this argument further, we denote the random contribution to T gr (x 0 , z , ω) by
where the integration is conducted along the unperturbed trajectory, and also introduce the mean dilation according to (3.27) :
Standard deviations of both ϕ 0 and δτ were computed in [41] using the spectrum of turbulent fluctuations (2.11). It was also shown that ϕ 2 0 N (H) e and δτ 2 δτ , or, more precisely, for the case of a homogeneous ionosphere,
where r 0 is the correlation length, and M is given by (2.9). In the case of a stratified ionosphere, the variance of fluctuations becomes a function of the altitude h: μ 2 = μ 2 (h) , and one can show [41] that
According to [1] , the value ofN ∼ N e · H ≈ 5 · 10 13 cm −2 if one takes N e = 10 6 cm −3 . We therefore conclude that the contribution of turbulent fluctuations to travel delays, as well as to the change of the pulse shape during its propagation in the ionosphere, is much smaller than that of the baseline dispersion. Therefore, the role of randomness in the deterioration of SAR performance in range appears minute and can be disregarded for the typical values of the parameters involved.
Azimuthal resolution.
The azimuthal factor (3.29) of the generalized ambiguity function has also been computed in [41] . Similarly to (4.6), let us denote
We also linearize the travel distances:
, where R 0 is the distance along the normal (recall that the subscript "1" denotes the coordinate along the orbit, and z 1 = 0, as in section 3.1). Then, up to a factor of magnitude one, formula (3.29) along with (3.25b) yields The (dimensionless) quantity on the right-hand side of (4.12), which is obtained by Taylor's formula, is the variance of the phase; it is small for the typical values of the parameters involved. Thus, the decrease of the amplitude on the right-hand side of (4.11) is also small; in the literature it is known as extinction [39, Chap. I] .
To obtain the mean and variance of the sum (4.10), we will assume that all individual variances (4.12) are the same:
To that effect we note that while the integration distance R z in formula (4.8) depends on n, its variation compared to R 0 is small; see (4.9) .
For the mean value of (4.10) we can therefore write using (4.11)
where the deterministic sum on the right-hand side of (4.13) controls the azimuthal resolution in the case of a nonfluctuating ionosphere. There are two terms in the exponent on the righthand side of (4.13). The first one, linear with respect to x n 1 , is the only thing that one would have obtained if the propagation were unobstructed. The second term, which is quadratic with respect to x n 1 , is due to the phase mismatch between the actual received signal subject to ionospheric delays and the noncorrected matched filter.
With no quadratic term we have (4.14)
where Δx 1 is the distance that the satellite travels along the orbit between the successive emission of pulses, x n 1 = n · Δx 1 , and we have assumed that
1, which holds for the typical values of all parameters. The semiwidth of the main lobe of the sinc corresponds to the value of its argument equal to π:
where we have replaced N + 1 by
Δx 1 L , because N 1 (Δx 1 ≈ 4m for the satellite travel speed of 8km/sec). Consequently, the azimuthal resolution in the undistorted case is 2y 1 = L/2.
With the quadratic term taken into account, the function W A (y , z ) of (4.13) becomes complex valued. The central maximum of its modulus is attained when the argument is equal to zero, and the first minimum appears precisely where the first zero of the sinc (4.14) is. In this sense, the azimuthal resolution per se remains unaffected. However, similarly to the case of range resolution, the sharpness of the image deteriorates, and this deterioration for the azimuthal resolution appears stronger. Specifically, one can show [41] that
which is approximately 0.09 · (N + 1) for the typical values of the parameters involved. Hence, there may be about 9% degradation of image sharpness in the azimuthal direction due to the dispersion of radio waves in the ionosphere.
The effect of randomness on the azimuthal resolution is also stronger than that on the range resolution. Recall that range resolution is basically determined by a single look, and because of the ergodicity the contribution of turbulent fluctuations into the radar reading on this single look effectively vanishes (i.e., averages out). On the contrary, azimuthal resolution is determined based on multiple looks, n = −N/2, . . . , N/2, and whereas the contribution of randomness into each individual reading is still small, it can get amplified when those individual readings are summed up. In [41] , we call this effect "unaveraging."
To estimate the variance of the sum (4.10), one needs to see to what extent the individual random variables that compose this sum are dependent or independent. Each of these random variables has a logarithmically normal probability distribution, and similarly to the standard Gaussian variables, if they are uncorrelated, they are independent [41, App. F]. Therefore, the covariance (correlation function) of the received field along the synthetic antenna can provide a measure of dependence or independence for the random variables that compose the sum (4.10). In [39, Chap. I] it is shown that if the fluctuations of the phase are small, then the correlation function for the field approximately coincides with the correlation function for the electron number density (2.8). Consequently, the correlation length r 0 (see formula (2.11)) will also provide a characteristic scale of how rapidly the received field decorrelates along the synthetic antenna. Roughly speaking, for the locations that are further apart than r 0 , the received pulses will be uncorrelated and hence independent, whereas for the locations that are closer than r 0 they will not be independent.
Based on these considerations, the following expression was obtained in [41] for the variance of (4.10):
L is the length of the synthetic array. It has also been shown in [41] that the corresponding relative change of the azimuthal resolution is A 0.3% degradation of the azimuthal resolution is not negligible but is still rather small. However, when estimating σ via ϕ 2 (see formulae (4.7) and (4.12)), we have taken the average values for M and N
2,(H) e
. Taking the corresponding values from the upper part of their respective ranges may result in a much larger value of ϕ 2 and, as such, in a noticeable deterioration of azimuthal resolution.
Dual carrier probing.
To remove the mismatch that causes distortions of the image, one needs to correct the filter, i.e., replace the unobstructed travel times |y − x n |/c by T gr (x n , y , ω 0 ) in (3.28) and by T ph (x n , y , ω 0 ) in (3.29), and also adjust the chirp duration and chirp rate in the filter factor under the integral (3.28). However, unlike in the received field, which is a physical observable, the correction in the filter must be done theoretically. Therefore, one needs to know the quantity N (see formula (3.26) ) that characterizes the ionosphere. The availability of N will allow one to calculate the dilation (3.27) and the new chirp rate (3.18) for any reference location y .
The quantity N depends on the deterministic part of the electron number density (see formula (C.8)) and also has a random component obtained by integrating μ(x ) along the ray trajectory. In the literature, many estimates are available for the electron number density and the TEC in the ionosphere; see, e.g., [17] or [5] . Those estimates, however, can provide only a typical range of values, especially as the parameters of the ionosphere are known to vary in space and in time. This will not allow one to correct the filter with a sufficient degree of reliability. More accurate values of the ionospheric parameters can be obtained with the help of the specialized techniques, such as those described in the papers surveyed in section 1. It is to be emphasized, though, that even if the TEC is known accurately, but not for the exact same state of the ionosphere that corresponds to having a given image taken, it may still be not very useful for mitigating the image distortions. What is needed rather is an accurate value of N exactly at the time and place the image is taken. The technique we describe hereafter provides just that.
Namely, we exploit the idea of dual carrier probing as it applies to deriving N for the given specific state of the ionosphere. Let us assume that there is an object or feature in the scene that can be clearly identified on the image. This object does not have to be artificial. It does not have to dominate the scene, say, by having the highest reflectivity. Its location does not have to be known ahead of time. It merely has to be something that can be fairly easily picked out and matched on different images that represent the same terrain. For example, it can be some landmark, such as a hilltop, a building, a road intersection, etc.
Let ω 0 and ω 1 be two distinct carrier frequencies, ω 0 = ω 1 , and let R
y and R (1) y be the corresponding ranges of the aforementioned object measured by the radar, whereas its true range is R z (unknown yet). Then we can consider the corresponding two equations (4.3) as a system:
where the group travel time T gr is given by formula (3.25a). With the data R (0) y and R
(1) y available, system (5.1) can be solved with respect to the two unknown quantities: the true range R z and the integral quantity N that characterizes the plasma. More precisely, the true range R z enters into the expression for T gr as a factor in front of the formula and also as the integration limit for the random component of the electron number density; see (3.25a). As, however, we have seen in section 4, the contribution of randomness into the single-look image is very small for large R z , because of the ergodicity. Randomness rather manifests itself when the information from multiple looks is combined for the analysis of azimuthal resolution. Therefore, since system (5.1) contains only single-look information, we can disregard the stochastic contribution into T gr and instead of (3.25a) substitute the expression
H on the right-hand side of equations (5.1). We emphasize that the simplification offered by formula (5.2) compared to formula (3.25a) is due to the ergodicity of μ that can be employed in the context of single-look imaging. This simplification is important, as it allows one to determine the plasma quantityN The range R z can be eliminated from system (5.4) by dividing the equations by one another. Then, after simple transformations, we have
Once the frequencyω 2 pe has been obtained, the actual electron contentN
can be determined using (5.3). Moreover, if there is a need to know the true range R z of the chosen reference object, it can be easily found from either of the equations (5.4).
Let us emphasize that formula (5.5) does not degenerate in the sense that its denominator does not turn into zero. Indeed, if it were equal to zero, then system (5.4) would immediately yield ω 0 = ω 1 . However, the quantityω 2 pe computed according to (5.5) appears sensitive to the errors in the data R y ) in the numerator of (5.5). The overall conditioning ofω 2 pe can be improved, though, by using several reference locations instead of one. In Appendix D, we are showing that this approach indeed helps reduce the resulting error.
It is also to be noted that the idea of using two frequencies for determining the TEC is briefly mentioned in [44] , without analyzing the resulting performance. The authors of [44] suggest, however, that the two frequencies be taken from the existing SAR bandwidth. This is likely to require that special strong scatterers (perhaps, artificial) be present in the imaged scene that can be used for deriving the ionosphere parameters from the raw SAR data. In the absence of such bright point targets the two frequencies have to be taken as two carriers so that the ionosphere parameters can be obtained from the processed SAR images.
Correcting the matched filter.
Let us recall that the distortions of the SAR image are due to the mismatch between the actual field received by the radar antenna and the assumptions made about this field when designing the signal processing algorithm, i.e., the matched filter. Once the quantityN (H) e has been found, one can use formulae (3.25) and accurately evaluate the deterministic contributions to the travel times T ph (x n , y , ω 0 ) and T gr (x n , y , ω 0 ) for any location y . Then one can also compute the pulse dilation for the reference point y using formula (3.27 ) and the new pulse rate according to (3.18) . This allows one to correct the matched filter, i.e., to modify its definition in formulae (3.28) and (3.29) by substituting the travel times that account for the ionospheric dispersion.
Range resolution.
The matched filter is corrected by using the actual travel times instead of the travel times in vacuum, and by taking into account the dilation and the rate change of the pulse upon its arrival. With this correction in place, the range factor of the generalized ambiguity function becomes (cf. formula (4.1)) (6.1)
where we have introduced the abbreviated notations T gr (z ) = T gr (x 0 , z , ω 0 ) andT gr (y ) = T gr (x 0 , y , ω 0 ). We emphasize that for the filter part of the generalized ambiguity function we can substitute only the deterministic component of the group travel time (5.2), because this is what we derive from the single-look information; see section 5. The primed quantities τ and α in formula (6.1) are to be evaluated for the pulse round trip between the antenna and the target (cf. formulae (3.17) and (3.18)):
where δτ is given by formula (3.27). For the integral (6.1), we consider the integration limits ∓τ (y )/2 + 2T (y ) and, changing the integration variable u = t − 2T (y ), obtain (6.3)
where the constant factors of magnitude one in front of the integrals are dropped. Following the analysis of section 4.1, we first disregard the quadratic term ∼ u 2 in the exponent under the integral (6.3), because this term is small. Then integral (6.3) evaluates to
The range resolution of the radar is defined as the full width of the sinc function (6.4) interpreted as a function of R y − R z and hence can be obtained by setting the argument of the sinc equal to 2π: 2α (z )(T gr (y ) − T gr (z ))τ (y ) = 2π.
With the help of (6.2), the previous equality transforms into
We first notice that the correction due to the dilation of the pulse in formula (6.5) becomes quadratic with respect to 2δτ τ . For the typical values of the parameters involved, we have δτ τ ∼ 10 −4 ; see [41] . Consequently, we can disregard this correction completely and instead of (6.5) write
Then we can use formulae (3.25a), (4.6), (5.2), and (5.3) and express the difference between the group travel times in (6.6) as follows:
As ϕ 0 (z ) = 0, we can say that for every particular realization of the random field μ we have |ϕ 0 (z ))| ∼ ϕ 2 0 . Hence, the second term on the right-hand side of equality (6.7) appears much smaller than the first term, because the exact same argument applies here as given in section 4.1; see the discussion around (4.7). Thus, disregarding this second term and substituting the result into (6.6), we arrive at the following expression for the range resolution:
The resolution given by formula (6.8) is an improvement over the noncorrected case (4.4), because it is basically as good as the nondispersive resolution ΔR = 2πc/B. However, as indicated in section 4.1, the range resolution of a SAR sensor does not suffer much from the ionospheric dispersion in any event. Therefore, what is even more important is that when the filter is corrected, the target is no longer shifted in range from its true position as in formula (4.3). That is because the maximum of the sinc in formula (6.4) is attained precisely at R y = R z . What is also very important is that the degradation of image sharpness becomes negligible once the filter has been corrected. To analyze this effect, we bring back the quadratic term in the exponent under the integral (6.3). First, we recast this integral in the form
where (6.11) and the quantity N is defined in formula (3.26). The quadratic term in the exponent under the integral (6.9) is small:
, and consequently we have (6.12)
where τ = τ (y ). The first term on the right-hand side of (6.12) obviously coincides with (6.4), and the second term represents a correction. According to (6.10) and (6.11), (6.7), both γ and ζ vanish as R y approaches R z . However, the fraction on the right-hand side of (6.12) remains bounded as ζ → 0 (and γ → 0). It is, in fact, easy to see that
As the first term on the right-hand side of (6.13) is proportional to τ , the relative magnitude of the correction is ∼ γτ 2 (this is a dimensionless quantity). There is no correction at the central peak of the sinc, because γ = 0 when R y = R z . To quantify the extent to which the image sharpness is affected, we estimate the correction at the first zero of the sinc. Using formulae (6.10) and (6.2), we obtain
where the value of R y − R z shall be taken according to formula (6.8 
We therefore conclude that the degradation of image contrast in range decreases to approximately 0.0002%, as opposed to 2% in the noncorrected case; see formula (4.5).
Azimuthal resolution.
Once the matched filter has been corrected, expression (3.29) for the azimuthal component of the generalized ambiguity function becomes (6.14)
where in the filter part we have substituted the deterministic portion of the phase travel time:
because this is what we derive from the sing-look image by means of dual carrier probing; see section 5. Then, using formulae (3.25b), (4.8), and (4.9), we can transform expression (6.14) into (cf. formula (4.10))
where the constant factor of unit magnitude in front of the sum was dropped. Next, following the same derivation as in section 4.2 (see also [41] ), we compute the mean and variance of each term in the sum (6.15):
Also as in section 4.2, the individual variances (6.17) can be assumed approximately equal to one another, σ 2 n ≈ σ 2 , n = −N/2, . . . , N/2, because the integration distance for ϕ n depends on n weakly. Hence, we can use (6.16) and derive the mean value of the sum (6.15):
The sum (6.18) can actually be computed using the same approach as employed in section 4.2 and in [41] . The result is another sinc function, and it leads to the following estimate of the azimuthal resolution in the case of a nonfluctuating ionosphere:
This value is only marginally worse than that obtained in the nondispersive case: 2y 1 = L/2. Even more important, correction of the filter restores the sharpness of the image for the nonfluctuating ionosphere, so that there is no deterioration like in the noncorrected case; see formula (4.15). The reason is that unlike in formula (4.10), there is no quadratic term with respect to x n 1 in the exponent in the sum (6.15). As, however, the proposed correction is based on the single-look data that essentially do not account for randomness (due to the ergodicity), it does not offer any remedy for the stochastic part of image distortions in the azimuthal direction. In other words, we can expect that even with the corrected filter in place, the azimuthal factor W A (y , z ) of the generalized ambiguity function will still have the variance of order (4.16), which will result in the same extent of deterioration in the azimuthal resolution as estimated in [41] .
7. Discussion. SAR images obtained from satellites are prone to deterioration due to the temporal dispersion of radio waves in the Earth's ionosphere. The deterioration is stronger for lower carrier frequencies and weaker for higher carrier frequencies. We have analyzed this phenomenon in the case of a scalar field (polarization of radar pulses is not taken into account) propagating in an inhomogeneous cold plasma. Our analysis shows that image deterioration is due to the mismatch between the actual signals scattered off the Earths' surface and received by the radar antenna and the matched filter (an image processing tool) designed as if the propagation between the antenna and the ground were unobstructed.
To correct the filter, one needs to know a key characteristic of the ionosphere precisely at the time and place the image is taken. This key characteristic is the integral content of electrons per unit area in the layer of ionospheric plasma between the satellite and the ground. We have proposed deriving this quantity by probing the terrain, and hence the ionosphere, on two distinct carrier frequencies. We have also shown that the resulting correction of the filter completely eliminates all the distortions of the image that are due to the deterministic part of the electron content in the ionosphere.
The correction, however, is not effective for removing the distortions due to the random part of the charged particle content, i.e., turbulent fluctuations of the electron number density. The reason is that the correction is based on the data from a single-look image, for which the effect of randomness is "downplayed" by ergodicity. Mitigating the stochastic part of image distortions will be a subject for future study.
Another issue that needs further attention is the sensitivity of the proposed dual carrier technique to the errors in the data. We have shown that this sensitivity can be reduced if multiple reference locations are used instead of a single one for evaluating the required electron content along the line of sight. It is possible that performing a statistical cross-correlation between the two images rather than considering individual reference locations may be even more efficient.
Besides, we should note that our approach to correcting the filter relies on the important consideration that the mean parameters of the ionosphere do not vary in the horizontal direction. This assumption will hold only if the size of the imaged scene is relatively small. For larger scenes, the procedure of dual carrier probing needs to be carried out repeatedly, and the filter needs to be adjusted accordingly, as the satellite travels along the orbit and the antenna's footprint sweeps the imaged stripmap.
Directions for the future study may include the following:
• An investigation of whether the stochastic component of image distortions can be tackled by any of the "black box" image sharpening and deblurring techniques developed previously in the general framework (see, e.g., [19] ) with no direct relation to spaceborne SAR. The considerations based on the central limit theorem that are outlined in section 4.2 may be useful in this perspective.
• Introduction of a vector propagation model, analysis of SAR imaging with polarization, and accounting for anisotropy of the medium due to the magnetic field of the Earth and for the Faraday rotation.
• Analysis of the effect of turbulent fluctuations in the ionosphere on the image using true Kolmogorov-type spectra, as opposed to the modified spectrum (2.11), which accounts only for the short range phenomena, and accounting for anisotropic turbulence due to the magnetic field of the Earth.
• Analysis of the cost and the engineering difficulties associated with the proposed dual carrier methodology. For example, how may the outcome be affected by the calibration differences between the electronic equipment used for the two carrier frequencies? • Applying the proposed methodology to processing the actual experimental data.
• Approaches for reducing the noise that is always present, regardless of whether the imaging is done through the ionosphere or not, for example, instrument noise or rough terrain noise. As a minimum requirement, this noise may not be amplified by any of the techniques used for mitigating the ionospheric distortions.
• Analysis of the dispersion on the target, distinguishing between the target dispersion and the ionospheric dispersion, and possible applications to material identification SAR (MISAR).
• Optimization of interrogating waveforms for the ionosphere beyond the standard linear upchirps.
Appendix A. Propagation of radar pulses in the homogeneous ionosphere. We are interested in obtaining a spherically symmetric solution similar to the retarded potential (3.3), but for the case of dispersive propagation governed by the Klein-Gordon equation (2.6). Let r = |z − x | denote the radial coordinate in the spherical system centered at x ∈ R 3 , which is the location of the antenna (we are using the notation of section 3.1), and let ϕ = ϕ(t, r) be a spherically symmetric solution of (2.6). Introduce a new function φ = φ(t, r) such that ϕ(t, r) = φ(t, r)/r; then φ(t, r) satisfies the one-dimensional Klein-Gordon equation
Consequently, we need to look into the propagation of pulses governed by (A.1).
Assume that a pulse of shape P (t) is given at r = 0 (location of the antenna); for example, it can be the high-range resolution upchirp (3.1):
where ω 0 is the center carrier frequency, B is the bandwidth, and τ is the duration of the chirp. The factor 1/4π in (A.2) accounts for the difference between the one-dimensional and three-dimensional delta-functions δ(r) and δ(x 1 , x 2 , x 3 ) that excite the pulse at the origin. We will Fourier transform the pulse (A.2) in time and study the propagation of individual frequencies. The transformation yields (A.3)P (ω) = 1 2π
where α = B 2τ is the chirp rate, and β = ω 0 − ω. To simplify expression (A. 3) , we need to analyze the arguments of the erf functions. Denote 
where f δ (u) is a specially chosen auxiliary function such that
, where δ > 0 can be arbitrarily small. Then, assuming that η 2 ± is sufficiently large, we can apply the Erdélyi lemma [13] to the last integral in the previous formula and by dropping the O(δ) term obtain
In doing so we note that in this particular case the asymptotic expansion given by the Erdélyi lemma actually converges, because all of its terms except for the leading term happen to be exactly equal to zero. Altogether, if ω is inside the interval [ω 0 − B/2, ω 0 + B/2] and not too close to its endpoints, then we have
since in this case η − is always negative, and η + is always positive.
Next, let ω be outside the interval [ω 0 − B/2, ω 0 + B/2] and, again, not too close to either of its endpoints. Then we can apply the exact same reasoning as before and obtain
because unlike in formula (A.5), now both η − and η + have the same sign. Finally, we need to consider the case when ω is close to one of the endpoints of the interval
For example, if ω is close to the left endpoint so that |ω 0 − ω − B/2| is small, then erf( √ −iη − ) (see formulae (A.3) and (A.4)) can be evaluated using the first order Taylor expansion for erf, whereas erf( √ −iη + ) should still be computed with the help of the Erdélyi lemma, which altogether yields
Expression (A.7) is valid only when the term in the round brackets is small. Hereafter, we will leave out the foregoing transient case,
B, and evaluate the Fourier transformP (ω) only by combining (A.5) and (A.6):
Qualitatively, formula (A.8) implies that in the spectrum of the pulse P (t) (see (A.2)) we have only those frequencies ω that are built in there by design:
In reality, jump discontinuities that this pulse has at ±τ /2 will alter its spectrum to some degree, but we do not take this into account, because we disregard the transient behavior (A.7). In the transformed space, each of the frequencies ω that compose the spectrum in (A.8), or, rather, each of the waves e iωt , propagates with its own phase velocity. Indeed, the propagating pulse φ(t, r) that has covered the distance r from the origin can be written as the inverse Fourier transform [2, Chap. I], which immediately leads to the introduction of the phase velocity v ph = v ph (ω) = ω/k in the exponent:
The functionP (ω) in formula (A.9) is defined by (A.8), and the frequency ω and the wavenumber k are assumed to be connected via the dispersion relation (2.3). Next, recalling that the central carrier frequency is much higher than the Langmuir frequency, ω 0 ω pe , and also that the radar pulse is narrow band, |ω − ω 0 | ω 0 , we can use formula (2.4) and obtain a linearized expression for the phase velocity, (A.10)
as well as for its reciprocal, which is needed in (A.9):
Then, substituting the reciprocal phase velocity into (A.9), we get (A.11) 
where ). Let us analyze the arguments of the erf functions in (A.11). First, we can write
where δτ is the pulse dilation that it undergoes when traveling over the distance r, and τ , accordingly, is the new pulse length. Next, we can linearize the group velocity (2.5) the same way as we have linearized the phase velocity (see (2.4) and (A.10)) and, using the first order Taylor formula, write
, which means that b is the retarded moment of time that corresponds to the center carrier group velocity. Then, by applying the same stationary phase argument as we have used for the analysis of (A.3), we can conclude that if b of (A.13) is inside the interval [−τ /2, τ /2] (see (A.12)), then the difference of the two erf functions on the last line of (A.11) is equal to 2, while otherwise this difference is equal to 0. An important comment is in order. Leaving out the transients that correspond to the endpoints of the pulse and its spectrum is equivalent to disregarding the so-called precursors; see [17, sect. 21] or [35] . In other words, we are focusing on the propagation of the main body of the pulse, because it is the main body of the pulse that is used for building the generalized ambiguity function in section 3.
Finally, for the quantity 1/4a that is in the exponent on the last line of (A.11), we can write We should also note that even though according to formulae (A.14), (A.15) there is a small difference between 1/4a and α, this difference can be disregarded when computing the first factor on the last line of (A.11), because taking it into account would imply only a minute change in the amplitude. Consequently,
and, altogether, combining formulae (A.11)-(A.14) and recalling that ϕ(t, r) = φ(t, r)/r, we obtain the spherically symmetric propagating pulse in the form As, however, N e (h) is not constant, the ray that originates at the antenna under the look angle θ 0 will not, generally speaking, come to the target; see Figure B .1(a). To have this ray come to the target, we need to correct the look angle; see Figure B .1(b). Let θ 1 be the new look angle. We substitute it into formula (B.7) instead of θ 0 and require that x(0, θ 1 ) = H tan θ 0 . In other words, we require that the wave trajectory that originates at the antenna under the new look angle θ 1 terminate precisely at the target z on the ground; see 5 Formula (B.9) corrects formula (D.2) from our previous publication on the subject [41, p. 177] , in which we have committed an arithmetic error.
between the antenna and the target, up to the terms of order K 2 /H 2 that are negligible; see formulae (B.16) and (B.17):
Finally, to obtain the group travel time, we need to integrate the following ordinary differential equation:
In formula (5.5), the dependent quantity f isω 2 pe , and the input data are R (0) y and R (1) y . Due to the obvious symmetry, it is sufficient to estimate the conditioning with respect to either of the two, and hereafter we will interpret R 
y are close to one another and the difference between the two is much smaller than each of them. The second term is not too large, because according to (5.4) , the denominator ω 2 1 R
(1)
, and, consequently, the entire fraction is of the order ω 2 0 /(ω 2 1 − ω 2 0 ), which is about 5 when the difference between ω 1 and ω 0 is 10%.
To improve the overall conditioning ofω 2 pe , one can use several reference locations, y 1 , y 2 , y 3 Assume, in addition and with no loss of generality, that the errors associated with computing the individualω 2 pe (y k ) are approximately equal to the corresponding standard deviations σ(ω 2 pe (y k ) and that these errors are roughly the same for all k = 1, 2, . . . , K. Then the second equality in formula (D.3) indicates that the overall error of evaluatingω 2 pe according to (D.2) will decrease proportionally to K −1/2 as K increases.
