In this paper, we propose an approximate policy iteration method for cooperative control of multiagent systems under the limited sensing/communication topology. By considering a class of nonlinear multiagent systems, the cooperative control problem is formulated as making all systems achieve consensus while minimizing the individual sensing/communication topology dependent cost functions. To solve the induced multiagent Hamilton-JacobiBellman (HJB) equations, a multiagent policy iteration algorithm is proposed with convergence proof. Neural network parameterization is further employed to approximate value function to deal with unknown system dynamics. Through seeking the least-squares solution based on the measured online sensing/communication data, the approximate multiagent policy iteration algorithm is obtained to solve the posed optimal cooperative control problem for multi agents. Simulation results illustrate the effectiveness of the proposed optimal cooperative control.
Introduction
Cooperative control of multiagent systems, in particular consensus control of multiagent systems, has been one of the dominating research subjects in the current control community due to numerous potential applications in the areas such as robotic network [11] [14] [15] , power network [20] , to name but a few. The research for cooperative control has been focused on two types of major issues: the necessary and sufficient multiagent network connectivity condition for information exchange [6] [13] , and the design of locally distributed cooperative control. While fruitful results for cooperative control design have been obtained for first-order linear systems [8] [16] , for second-order linear systems [21] , for high-order linear systems [13] , and for nonlinear systems [10] [9] [23] , few results are available for optimal cooperative control design. There appeared some recent work in the study of optimal cooperative control, such as those in [19] [2] [4] [12] . Nonetheless, it is still a challenge issue to systematically address the optimal cooperative control problem for more general nonlinear multiagent systems, particularly, in the presence of model uncertainties. In this paper, we develop an approximately adaptive multiagent policy iteration (MPI) algorithm to cooperatively solve the consensus problem for multiagent systems.
The result reported in this paper aims to present a dynamic programming solution to multiagent cooperative control. For multiagent optimal cooperative control, the key issue is how to establish an optimality equation and find its solution in real time. We tackle this problem by considering a general class of feedback linearizable nonlinear multiagent systems. We assume that there exist admissible cooperative controls for such kind of multiagent systems under the complete sensing/communication condition [13] . Since this paper is centered on the design of approximately adaptive optimal cooperative control, the fixed sensing/communication topology is imposed for ease of design. The case for more complicated time-varying sensing communication topology will be treated in future work. The optimal cooperative control problem is then formulated as making all systems achieve consensus while minimizing the individual sensing/communication topology dependent cost functions. It is shown that the optimal solution to the defined problem requires to solve a multiagent HamiltonJacobi-Bellman (HJB) equation. To avoid the obstacles in analytically solving multiagent HJB equation, we extend the online policy iteration approach in [18] [22] to the multiagent case, and employ RBF neural networks to approximate value functions at each iteration. Through seeking the least-squares solution to estimate the optimal neural weights, a new approximately adaptive multiagent policy iteration algorithm is proposed. It is further shown that the proposed adaptive optimal cooperative control approximately solves the posed optimal consensus problem. Simulation results are provided to illustrate the effectiveness of the proposed optimal design.
Problem Formulation
Consider a multiagent system which has N members and each agent assumes the general nonlinear dynamicṡ
where i ∈ Ω = {1, · · · , N }, x i (t) ∈ n is the system state, u i ∈ m is the control input to be designed, f i , g i : n → n are locally Lipschitz continuous functions. The objective of this paper is to design an optimal cooperative control u i (t) to achieve the consensus of the multiagent system (1) such that
while minimizing the following individual cost function for each agent i,
where x * is some constant denoting the consensus value, Q ij and R i are symmetric and positive definite matrices, and s ij is a binary number describing the availability of the sensing/communication information exchange between the agent i and the agent j.
The success of solving consensus problem defined in (2) is dependent on the sensing/communication information exchange among agents, which can be described by a N × N sensing/communication matrix defined below
where s ii ≡ 1; s ij (t) = 1 if the ith agent can receive the information from the jth agent, and s ij = 0 if otherwise. In general, sensing/communication matrix S could be time-varying due to the changing environment. In this paper, we focus on the design of approximately adaptive optimal cooperative control for multiagent systems under the assumption of the sensing/communication matrix S being constant and satisfying the completeness condition for its connectivity. The completeness condition for network connectivity was developed in [13] , which can be summarized into the following definition.
Definition 2.1 Sensing/communication matrix S is said to be complete if in every block row i of its lower triangular canonical form, there is at least one j < i such that the corresponding block is nonzero.
For more general sequentially changing sensing/communication topology, the sequential completeness concept of the sensing/communication matrix sequence {S(t)} was also introduced in [13] . It is equivalent to the condition of that there exists a spanning tree in the communication graph [11] , which represents the least restrictive connectivity condition for sensor/communication network in order to achieve the asymptotically cooperative consensus of the overall multiagent system. In this paper, the fixed S is considered, the completeness condition is described in definition 1. We will utilize the following assumptions for the design of optimal cooperative control. (1), there exist admissible cooperative control policies u i (t) to solve the consensus problem defined in (2) .
To this end, the optimal cooperative control problem can be formulated: given the nonlinear multiagent systems (1), the set of admissible cooperative control policies, and the infinite horizon cost function (3) for individual agents, find an admissible cooperative control policy such that the cost function (3) achieves its minimum.
3 The Proposed Approximate Policy Iteration for Multiagent Cooperative Control
Multiagent HJB Equation
Recall that the cost function for agent i is defined in (3), which may be rewritten as
where N i = {j ∈ Ω|s ij = 0} denotes the neighbor set of agent i. The following lemma is instrumental in developing the multiagent Hamilton-Jacobi-Bellman (HJB) equation.
Lemma 3.1 For admissible cooperative control u i (t), if there exists a positive definite continuously differentiable function V i (x i , s ij x j ; u i ) satisfying the following property
and the boundary condition
is the value function for system (1) for all t, and
To this end, it follows from lemma 3.1 and Bellman's principle of optimality [3] , we know that the optimal value function V * i (x i (t), s ij x j (t)) approximately satisfies for small ∆ → 0
is continuously differentiable, we may write (for ∆ → 0)
Substituting (9) in (8) we obtain the multiagent HJB equation
where the multiagent Hamiltonian is defined as
The minimum with respect to u i is obtained by solving
yielding the optimal cooperative control
Substituting (13) into (10) yields
with the associated boundary condition V * i (x * i , s ij x * j ) = 0, which requires that the optimal value must be null when evaluated on an extremal trajectory (all agents in the set {i, N i } reach consensus.) Equation (14) is the mutliagent HJB equation. Its solution would provide the optimal cooperative control in (13) . However, it is difficult to solve mainly for two reasons. First, equation (14) is a nonlinear partial differential equation, and it is in general impossible to solve this equation in analytic form. Second, the coupling terms
cause extra difficulty due to involvement of u j which may require information propagation from agents not in the neighboring set N i .
Multiagent Policy Iteration Algorithm
Motivated by the policy iteration algorithm for solving HJB equation for single agent systems in [18] , in what follows, we provide the mutliagent policy iteration algorithm for approximately solving the multiagent HJB equation (14) . The proposed multiagent policy iteration algorithm consists of the following two steps:
Step 1: Policy evaluation. Find an admissible cooperative control policy u i,0 (x i , s ij x j ). For any integer l ≥ 0 denoting the iteration index, solve for
with V i,l (x * , s ij x * ) = 0.
Step 2: Policy improvement. Update the control policy by
The convergence of the multiagent policy iteration algorithm given in (15) and (16) is summarized into the following theorem.
Theorem 1 If a sequence of pairs {V i,l , u i,l+1 } is generated by (15) and (16) , then the corresponding value function V i,l satisfying
and lim
The proof of theorem 1 can be done following the similar lines of reasoning as that of theorem 4 in [18] . Details are omitted due to space limitation. The proposed multiagent policy iteration algorithm relieves the nonlinearity obstacle in solving multiagent HJB equation (14) ∂xi , the solution to (15) can be obtained from a set of linear algebra equations. However, u j,l for j ∈ N i are still needed in solving (15) , which might be hard to directly be sensed and/or communicated.
To avoid this obstacle, we note that the solution V i,l to (15) is actually the value function for system (1) at the iteration l, since it satisfies the properties in lemma 3.1. Thus, we obtain
It follows from the above equation and (3) that
where T > 0 represents certain time interval. To this end, the policy evaluation step in the proposed multiagent policy iteration algorithm can be replaced by equation (19) for solving for V i,l based on the available information x i (t), x j (t) and u i,l (t) during the time interval [t, t + T ].
Approximate Policy Iteration
A significant advantage of the proposed multiagent policy iteration algorithm is that it iteratively generates a sequence of pairs {V i,l , u i,l+1 } through (19) and (16) by only using the available local information x i , x j and u i for agent i, which monotonically converges to the optimal value V * i and u * i . It is apparent that the key is to solve for V i,l from (19) . To facilitate the design and for the ease of implementation, in the sequel, we hypothesize that V i,l has a linearly parameterized form as
where
are some known basis functions, and θ * i,l
m are unknown constant parameters to be estimated.
It is worth pointing out that the value functions V i,l are generally nonlinear and may not assume the exact parametric form as that in (20) . In that sense, a linearly parameterized approximator can be used to approximate unknown nonlinear value function V i,l . Several function approximators are available for this purpose, such as, radial basis function (RBF) neural networks [5, 17] , high-order neural networks [7] and fuzzy systems [24] , which are described as W T S(z) with input vector z ∈ R n , weight vector W ∈ R l , node number l, and basis function vector S(z) ∈ R l . Universal approximation results indicate that, if l is chosen sufficiently large, then W T S(z) can approximate any continuous function to any desired accuracy over a compact set [7, 17] .
In this paper, we assume that the value functions V i,l are approximated by RBF neural networks. That is, for the unknown value functions V i,l (x i , s ij x j ), we have the following approximation over some compact set Ω i
li is an unknown constant parameter vector, the neural network node number l i > 1, ω i,l (x i ) is the approximation error, and
T is the known basis function vector.
Upon using the function approximator (21), the policy evaluation equation in (19) becomes
Remark 3.1 Based on the universal approximation theorem [7, 17] , approximation error ω i,l (x i ) will uniformly converge to zero as the neural network node number l i → ∞. In other words, |V i,l − Φ T i,l θ * i,l | → 0 as l i → ∞. Thus, ω i,l (t) → 0 as l i → ∞, which implies that (22) can be used as an approximation for the policy evaluation in the proposed multiagent policy iteration algorithm.
It follows from (22) that θ * i,l provides the best approximate solution for the policy evaluation. However, its value is unknown, and needs to identified online. Let θ i,l (t) be the estimate of θ * i,l , and equation (22) becomes
. Thus, given any admissible cooperative control, the parameter θ i,l should be chosen to minimize the squared approximation residual error e 2 i,l (t).
In what follows, we present the proposed adaptive law for θ i,l using the least-squares estimation. To proceed with the proposed adaptive design, we introduce an infinite sequence of time instants {t k = t 0 + kT } for k ∈ N = {0, 1, · · · , } with T > 0 the sampling time. The proposed adaptive multiagent policy iteration algorithm relies on two types of updating intervals: 1) Control action interval [t k , t k+1 ), in which the same control policy u i,l will be applied;
2) Observation interval [t k , t k+n ), in which n sets of control action with the same control policy u i,l will be applied, and observation data during the n intervals will be used for the least-squares estimation of θ i,l .
Remark 3.2 Note that the observation interval is imposed for the least-squares solution of V i,l based on (23) for the policy evaluation step in the proposed multiagent policy iteration algorithm, while the control action interval corresponds to the implementation of control u i,l from the policy improvement step. For notational convenience, let us define
Substituting this into (23) yields
The model in (24) is the regression model for policy iteration and Ψ i,l is called the regressor. Through the observation interval [t k , t k+n ], pairs of observations and regressors {(z i (t k+µ ), Ψ i,l (t k+µ )), µ = 0, 1, n − 1} are obtained by using control policy u i,l . The parameter θ i,l will be chosen to minimize the least-squares loss function
To this end, standard least-squares estimation algorithm renders
and
T . Thus, according to policy improvement step in (16) , and noting
∂xi θ i,l the control law is
The above results can be summarized into the following proposition. Proof: The proof can naturally be done following the above multiagent policy iteration design steps, the leastsquares estimation, the claims in lemma 3.1, theorem 1 as well as the universal approximation theorem for neural network function approximation. 2 Remark 3.3 The implementation of estimation algorithm in (25) requires an excitation condition for matrix Ξ T i,l Ξ i,l , which could be satisfied with the careful choices of basis function for neural network approximators. To further reduce the computation load due to the computation requirement for matrix inverse, in what follows, we give a simplified adaptive recursive algorithm for θ i,l . 3
The simplified adaptive recursive update for θ i,l is based on Kaczmarz's project algorithm [1] . That is, one pair of data {z i (t k ), Ψ i,l (t k )} generates an estimate θ i,l (t k ).
Once a new measurement pair {z i (t k+1 ), Ψ i,l (t k+1 )} is obtained, it is natural to choose the new estimate θ i,l (t k+1 ) as that minimizes the following cost function
where λ is a Lagrangian multiplier. Taking derivatives with respect to θ i,l (t k+1 ) and λ, we obtain
Solving the above equations yields
To avoid the possible singularity for the term Ψ i,l (t k+1 ) T Ψ i,l (t k+1 ) for computation stability, a modified algorithm for (30) would be used in practice as given below by the double-column formula (31), where γ > 0 is the learning rate and α is a positive constant.
In summary, the proposed approximately adaptive multiagent policy iteration (MPI) algorithm is given in Algorithm 1.
Algorithm 1 Approximately Adaptive MPI Algorithm 1: Let l = 0. Given initial states x i (t 0 ), s ij x j (t 0 ), let the initial admissible cooperative control policy be u i,0 . 2: Employ the control policy u i,l , and within the observation interval [t l×n , t (l+1)n−1 ], collect the data pairs
Solve for θ i,l from (31). 4: Solve for u i,l+1 from (26). 5: Let l ← l + 1, and go to step 2, until
where > 0 is a sufficiently small predefined threshold.
Simulation Results
To illustrate the proposed approximately adaptive cooperative control, we consider a simple multiagent system with 3 agents modeled by the following single integratorṡ
where x i ∈ , and u i ∈ . Let the sensing/communication topology among 3 agents be given by Apparently, S matrix is complete, and admissible cooperative control exists for the consensus of (32). Select the weight matrices in (3) as Q ij = 1, R i = 0.25 for simulation purpose. We use a single neural node approximator for each value function V i,l . Based on S matrix, we choose the basic functions as Φ 1,l = (x 1 − x 2 ) 2 , Φ 2,l = (x 2 − x 3 ) 2 and Φ 3,l = (x 3 − x 1 ) 2 for value functions V 1,l , V 2,l and V 3,l , respectively. System initial states are x 1 (0) = 0.5, x 2 (0) = 0.2 and x 3 (0) = 0.3. Applying the proposed approximately adaptive MPI algorithm in Algorithm 1, the correspondingly cooperative controls are of the form (26), and the adaptive laws for θ i,l are given by (31). Figure 1 shows that system states consensus is achieved, figure 2 displays the instantaneous cost values. Figure 3 illustrates the optimal cooperative control inputs, and the convergence of neural network weights estimates is shown in figure 4 . 
Conclusion
In this paper, we proposed a new approximately adaptive online multiagent policy iteration algorithm to address the optimal cooperative consensus control problem for a general class of nonlinear multiagent systems. The proposed design relies on iterative policy evaluation and policy improvement by using neural network based online adaptive estimation for optimal value functions. Simulation results further verified the effectiveness of the proposed design.
