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La creacio´n de un espacio de pruebas para varias te´cnicas de prono´stico de demanda
corresponde a espacio de desarrollo de software en donde, adema´s de probar varios algorit-
mos sobre una misma base de datos, estos pueden compararse unos con otros. El presente
art´ıculo, describe la construccio´n de una herramienta que permite generar prono´sticos para
que sean aprovechables en la toma de decisiones en las compras de compan˜´ıas distribuidoras
como la compra de productos ele´ctricos (cable, iluminacio´n y accesorios), comunicaciones,
tecnolo´gicos, ropa, calzado, entre otros. Igualmente, se comparan algunas te´cnicas simples
de prono´stico como la Media Mo´vil (MM) y U´ltimo Periodo con otras te´cnicas como las
Redes Neuronales Artificiales (RNA) y los Algoritmos Gene´ticos (AG), la comparacio´n se
realiza teniendo en cuenta los criterios de error de los prono´sticos generados y el tiempo de
procesamiento de los me´todos. Se explican: el ana´lisis, disen˜o, desarrollo e implementacio´n
de los me´todos antes mencionados y su integracio´n con la herramienta.
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The article is about creating a space for multiple tests of demand forecasting techniques,
this space is a software development where besides to testing the algorithms on the same
database, these code routines can be compared with each other, this tool allows generate
forecasts to be usable in decision making on purchases of Distribution Companies.
Besides comparing forecasting some simple techniques like Moving Average (MM) and
Last Period with other techniques such as Artificial Neural Networks (ARN) and genetic
algorithms (GA), the comparison is made taking into account the error criteria of generated
forecasts and the processing time of the methods. Throughout the article explains the
design, development and implementation of the above methods and their integration with
the tool.
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1. Introduccio´n
El crecimiento corporativo de compan˜´ıas distribuidoras
depende en gran medida en optimizar el proceso de ba-
lanceo entre las cantidades vendidas con las cantidades
compradas, minimizando el inventario que se mantiene
en las bodegas. De este proceso de balanceo se encarga
la planeacio´n y el ana´lisis del inventario [1]. Cuando se
tiene un desarrollo efectivo de estos procesos aumenta
la capacidad de servicio de la empresa representado en
un aumento de disponibilidad en el inventario y una dis-
minucio´n en la cobertura (tiempo de permanencia del
inventario) [2].
El paso inicial para una planeacio´n efectiva de las
compras es pronosticar con la mayor exactitud posible
las ventas esperadas en los periodos posteriores al ana´lisis
con esto se obtiene un valor de referencia que permite a
la empresa prepararse para la demanda a trave´s de sus
compras. Para mayor informacio´n sobre la importancia
empresarial de los prono´sticos se sugiere el art´ıculo [3].
El presente estudio, realizara´ prono´sticos es-
pec´ıficamente sobre los datos de una empresa colom-
biana -Melexa S.A.- dedicada a la distribucio´n de mate-
riales ele´ctricos y de comunicaciones, tiene su demanda
ubicada en empresas institucionales, industriales, cons-
tructoras y ferreter´ıas (sub distribuidores) a nivel na-
cional [4]. Como se espera de una compan˜´ıa encargada
de la comercializacio´n y distribucio´n de mercanc´ıa su pro-
ceso principal de negocio consiste en la compra, mante-
nimiento y venta de productos. Estas transacciones son
comu´nmente planeadas a trave´s de un sistema ERP [5].
El art´ıculo se divide en dos grandes partes: la primera
describe el proceso de procesamiento de la informacio´n de
la empresa, el disen˜o y construccio´n de una herramienta
web que, utilizando estos datos como insumos, es capaz
de recibir y utilizar segmentos de co´digo que generan
prono´sticos (Me´todos de Prono´stico) sobre los datos base
de las transacciones de la empresa, esta herramienta per-
mite la gestio´n, evaluacio´n y aprovechamiento de estos
prono´sticos, adema´s de comparar los Me´todos utilizados.
Estos me´todos pueden ser creados por cualquier progra-
mador siguiendo unas reglas ba´sicas. La segunda parte
describe la configuracio´n de varios me´todos de prono´stico
en los que sobresale un me´todo que propone una im-
plementacio´n de Redes Neuronales Artificiales (RNA) y
un me´todo que utiliza Algoritmos Gene´ticos (AG). De
cada uno de estos se muestra su configuracio´n y los re-
sultados de su implementacio´n a trave´s de la herramienta
elaborada en la primera parte en comparacio´n con otros
me´todos ma´s simples de prono´stico.
2. Materiales y me´todos
Como las transacciones son planeadas a trave´s de un
sistema ERP; la metodolog´ıa ma´s adecuada adopta 5
etapas, partiendo de la extraccio´n y preparacio´n de los
datos base de los ana´lisis hasta presentacio´n de resulta-
dos y conclusiones de los comparativos realizados. En
la primera etapa los datos son pre-procesados, incluye
la transformacio´n de las transacciones de venta en series
temporales, la categorizacio´n y normalizacio´n de estas se-
ries. La segunda etapa se encarga de la construccio´n de
un ambiente adecuado para la implementacio´n y com-
paracio´n de me´todos de prono´stico. La tercera etapa
comprende la adaptacio´n de te´cnicas convencionales y
de Inteligencia Artificial sobre el problema a resolver ha-
ciendo e´nfasis en la configuracio´n de los algoritmos de en-
trenamiento. La cuarta etapa presenta los resultados de
la experimentacio´n considerando criterios de desempen˜o
en tiempo y en exactitud. La u´ltima etapa sintetiza los
resultados de los comparativos realizados y recoge ele-
mentos importantes en cada fase del proyecto.
2.1. Pre-procesamiento de la informacio´n, clasificacio´n
y normalizacio´n
En esta seccio´n se describe el me´todo de obtencio´n, la
clasificacio´n y las trasformaciones de los datos.
2.1.1. Construccio´n de las series temporales
Con las fechas de las ventas se crea un vector para cada
producto, sumando las ventas conseguidas en cada se-
mana a lo largo de toda su historia. Cada elemento del
vector se conforma por las ventas conseguidas en una se-
mana, el sub´ındice determina el an˜o y el nu´mero de la
semana. Para mayor claridad se da un ejemplo en tabla
1:
Tabla 1. Ejemplo de una serie temporal.
an˜o 2010 2010 2010 2010 2010 2010 2010
semana 1 2 3 4 5 6 7
venta 854 386 512 215 201 786 592
Fuente: elaboracio´n propia.
El vector anterior muestra que en la semana 3 del an˜o
2010 se vendieron 512 unidades. Estos vectores son in-
gresados en la tabla serie tiempo (ver tabla 2) utilizando
como claves el producto, el an˜o y la semana.
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Tabla 2. Series de tiempo.
Producto An˜o Semana Demanda
X001 2010 5 201
X001 2010 6 786
X001 2010 7 592
X001 2009 1 40
X002 2009 2 5
X002 2009 3 20
Fuente: elaboracio´n propia.
2.1.2. Clasificacio´n de los productos
Una pra´ctica comu´n y actualmente incorporada en las
soluciones para manejo de inventario es la clasificacio´n de
los productos con las letras ABC como muestra [6]. No
existe una regla estricta para definir cuando un producto
pertenece a una letra especifica pero se ha estandarizado
el uso de la letra “A” para marcar los productos ma´s
importantes, B los siguientes en importancia y C los
dema´s. Siguiendo el principio de Pareto [7] se busca que
los A sean muy pocos en comparacio´n con los productos
pertenecientes a las dema´s letras y C la mayor cantidad
de productos.
Dado que se tiene la informacio´n organizada en series
temporales se propone la siguiente clasificacio´n:
• Art´ıculos de alta rotacio´n categor´ıa A: Estos pro-
ductos han presentado ventas en el 80% de las se-
manas en el u´ltimo an˜o. Con esta clasificacio´n se
encontraron 86 productos.
• Art´ıculos de mediana rotacio´n categor´ıa B: Son
productos que, sin ser de categor´ıa A, presentan
ventas en ma´s del 80% de los meses en los u´ltimos
2 an˜os. A este grupo pertenecen 178 productos.
• Art´ıculos de baja rotacio´n categor´ıa C: Son todos
los dema´s productos que no pertenecen a las cate-
gor´ıas A y B. Por su comportamiento at´ıpico estos
productos se excluyen del ana´lisis.
2.1.3. Normalizacio´n de las series
La normalizacio´n es una te´cnica que se utiliza para
comparar datos que parecen muy dispares utilizando la
desviacio´n esta´ndar como regla [8]. Se comparan los
datos individuales de las series con su media y se re-
lativizan utilizando la siguiente fo´rmula.
z =
(
y − y′
s
)
(1)
Donde y es el valor a normalizar, y’ es la media arit-
me´tica de los valores de la serie y s es la desviacio´n
esta´ndar (poblacional) que rige la serie. El valor obtenido
z se convierte en el valor normalizado. Algunas de las
ventajas de este proceso es que permite:
• Usar diferente escalas.
• Usar diferentes unidades.
• Usar diferentes poblaciones.
La serie transformada tienen la misma distribucio´n
que la original.
Despue´s de realizar el proceso de transformacio´n de
los valores de la serie, se incluye esta informacio´n en la
tabla serieTiempo. Adicionalmente los valores de media
y desviacio´n se conservan como para´metros de cada pro-
ducto, con esta informacio´n es posible realizar la desnor-
malizacio´n de las series con la expresio´n (2):
y = (z × s) y′ (2)
Los 302 productos seleccionados son ingresados a la
tabla producto (ver tabla 3), los datos almacenados son
el co´digo del producto, la categor´ıa a la que pertenece y
los estad´ıgrafos media y desviacio´n.
Tabla 3. Ejemplo tabla producto.
Producto Cat Media Desviacio´n
X001 A 1034 20
X002 A 12873 303
X003 B 56 10
X004 B 204 31
X005 B 5 1
X006 C 0 0
Fuente: elaboracio´n propia.
2.2. Disen˜o y desarrollo de la herramienta: Gestor de
Prono´sticos
Uno de los requisitos para la utilizacio´n de la herramienta
es que en el lugar donde se implemente se cuente con
un sistema de informacio´n que logre almacenar en una
base de datos la informacio´n de todas las transacciones
de venta de la empresa. La tabla donde se almacena
esta informacio´n sera´ llamada “demanda” (ver tabla 4).
Los datos que se encuentran en esta tabla son: el co´digo
del documento, los productos vendidos en la transaccio´n,
las cantidades y la fecha; es importante identificar en la
transaccio´n si se trata de una devolucio´n o no, como se
explico´ en la seccio´n 2, buscando extraer de esta tabla
la informacio´n correspondiente a las ventas reales de los
productos.
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Tabla 4. Tabla demanda.
Doc. Producto Cantidad Fecha Dev
10043 X001 3 2010-02-15
10044 X001 -3 2010-02-20 1
10045 X023 120 2011-03-13
10046 X045 50 2011-04-30
10047 X001 -120 2012-06-03 1
10048 X001 120 2013-03-08 1
Fuente: elaboracio´n propia.
La categorizacio´n de los productos vendidos es un fac-
tor importante dentro del ana´lisis que se espera realizar,
las empresas clasifican sus productos en tres categor´ıas:
A, B y C. Las reglas para definir esta clasificacio´n son
propias de cada organizacio´n, en este proyecto se pro-
pone una (ver figura 1) acorde con la compan˜´ıa base de
ana´lisis pero el proyecto es adaptable a cualquier forma
de clasificacio´n.
Figura 1. Diagrama de clases. Elementos de la herramienta.
Fuente: elaboracio´n propia.
Los registros de la demanda se organizan en una serie
temporal, la serie temporal es una sucesio´n de nu´meros
en donde cada elemento en la sucesio´n representa el to-
tal de ventas logradas por el producto en un periodo de
tiempo.
Para el efecto de comparar diferentes series tempo-
rales la herramienta se desarrollo´ utilizando las siguientes
tecnolog´ıas:
• Lenguaje de programacio´n en el servidor PHP.
• Motor de Base de Datos MySQL.
• Lenguaje de programacio´n en cliente Javascript
• Tecnolog´ıa de desarrollo web AJAX
• ThickBox tecnolog´ıa para crear efectos de ventanas
flotantes.
• Pcharts, tecnolog´ıa para la graficacio´n de datos.
• PCLZIP, tecnolog´ıa trabajo con archivos compri-
midos .zip
• Integracio´n con Excel.
2.3. Me´todos de prono´stico
Todos los Me´todos de Pronostico que se requieran in-
cluir en la herramienta deben cumplir con las siguientes
caracter´ısticas:
Estar escrito en el lenguaje de programacio´n PHP:
Dado que la herramienta “Gestor de Prono´sticos” utiliza
este lenguaje los llamados a los servicios y el paso de los
para´metros deben ser entendidos por el Me´todo.
El desarrollo del Me´todo debe estar Orientado a Ob-
jetos: El Me´todo debe estar compuesto por clases con
me´todos y atributos, adema´s de utilizar objetos de estas
clases.
El Me´todo debe contener un fichero llamado Princi-
pal.php (ver figura 2): Este fichero debe contener una
clase llamada Principal que sera´ la encargada de enrutar
todas las solicitudes enviadas por la herramienta.
Figura 2. Me´todos y atributos de la clase Principal. Todos
los me´todos programados deben tener una clase con estos
elementos.
2.4. Paquete esta´ndar de Me´todos
Los siguientes me´todos de prono´sticos hacen parte de
los algoritmos ba´sicos presentes en la mayor´ıa de apli-
caciones de planeacio´n de inventarios, se explicara´n los
algoritmos y la implementacio´n en el proyecto.
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2.4.1. Media mo´vil de 4 y 12 periodos
En el me´todo se recupera de la serie los u´ltimos 4 pe-
riodos (MM4), dependiendo si se trata de unidades de
tiempo mensual o semanal, esto se identifica en el nom-
bre del prono´stico. El prono´stico se calcula sumando
la demanda de los 4 periodos y dividiendo entre 4, este
valor pronosticado retorna a la herramienta para que ella
lo almacene adecuadamente.
Tambie´n se desarrollara´ un Me´todo de media mo´vil de
12 periodos (MM12) de la misma forma que la MM4 am-
pliando el nu´mero de periodos a 12, el algoritmo MMN
donde N es el nu´mero de periodos se muestra en Seg-
mento de Co´digo 1. En total se dispone de 4 me´todos
de media mo´vil (MM4 mensual, MM4 semanal, MM12
mensual y MM12 semanal).
Segmento de Co´digo 1. Co´digo me´dia mo´vil n periodos
(MMN).
Fuente: elaboracio´n propia.
Estos y otros me´todos se explican en detalle en [9].
2.4.2. Alisado exponencial
La clase principal en su me´todo correrPronostico()
recorre toda la serie temporal desde la primera semana
hasta el l´ımite incluido en los para´metros, cada uno de
los periodos se multiplica por un 80% la demanda real
del mes anterior y por un 20% el prono´stico del mes an-
terior, este ca´lculo se convierte en el prono´stico para el
mes siguiente. Continu´a el proceso hasta llegar al u´ltimo
periodo y termina con el ca´lculo del prono´stico solici-
tado el cual retorna a la herramienta de prono´stico, esta
iteracio´n se presenta en el segmento de co´digo 2.
Segmento de Co´digo 2. Co´digo Alisado Exponencial.
Fuente: elaboracio´n propia.
Este me´todo no requiere de ningu´n entrenamiento.
2.4.3. Uso de las ventas del u´ltimo periodo
Este me´todo recupera la venta del u´ltimo periodo, es de-
cir, el u´ltimo elemento del vector de la serie temporal y
lo replica como prono´stico para el siguiente. No utiliza
ningu´n entrenamiento y la funcio´n usoActualizacion() es
cero.
2.5. Me´todos que utilizan Inteligencia Artificial
Ahora se presentan 2 me´todos creados e implementados,
son me´todos que utilizan te´cnicas de Inteligencia Artifi-
cial (IA) y que buscan generar prono´sticos ma´s exactos
adaptando los patrones de comportamiento de las ventas
incluidos en las series temporales. Las te´cnicas de IA uti-
lizadas son Algoritmos Gene´ticos y Redes Neuronales, de
cada una se explicara´ el funcionamiento del algoritmo.
2.5.1. Aplicacio´n del Algoritmo Gene´tico
En este apartado se explica el funcionamiento del algo-
ritmo a trave´s de los objetos y funciones planteadas en
el disen˜o. Una base teo´rica para abordar el tema de los
AG se encuentra en [10].
El primer paso en la implementacio´n de esta te´cnica
es la representacio´n del problema del prono´stico a trave´s
de un individuo. Un individuo se compone de la suma de
10 sen˜ales senoidales, cada sen˜al se puede parametrizar
con 6 variables: la fase, nivel, amplitud, frecuencia, ten-
dencia y umbral, estas variables se muestran sobre la
sen˜al en la figura 4.
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Figura 4. Sen˜al que compone a los individuos del AG, cada
individuo tiene 10 sen˜ales.
Fuente: elaboracio´n propia.
En resumen, cada individuo tiene 60 genes correspon-
dientes a los valores de las variables de cada una de las
10 sen˜ales.
Fase de Entrenamiento del Algoritmo Gene´tico:
Al igual que los dema´s me´todos de prono´stico el pro-
ceso de entrenamiento comienza con la actualizacio´n del
Me´todo dentro de la herramienta. Posterior a esta accio´n
el usuario debe seleccionar una fecha l´ımite para el entre-
namiento en el calendario, es usual que el usuario selec-
cione una fecha cercana al periodo que se desea pronos-
ticar. Despue´s del evento disparador del entrenamiento
la clase Principal del Me´todo es instanciada y para cada
serie de tiempo se ejecuta el entrenamiento, la figura 5
presenta el flujo grama con las diferentes fases del entre-
namiento:
1) Creacio´n de la poblacio´n (primera generacio´n):
El entrenamiento inicia con la creacio´n de una
Poblacio´n en la cual se generan 120 individuos nuevos
al alzar, este conjunto conforma la primera genera-
cio´n.
2) Bu´squeda del mejor individuo de entrenamientos an-
teriores: La primera actividad del entrenamiento es
consultar si existen entrenamientos anteriores. En
caso de existir se reconstruye el mejor individuo de
los entrenamientos pasados con la informacio´n de los
genes almacenada en la base de datos. Este individuo
se incluye dentro de la primera generacio´n.
3) Evaluacio´n de los individuos: Se aplica la evaluacio´n
a trave´s del ca´lculo del error cuadra´tico medio del in-
dividuo a trave´s de 104 semanas (2 an˜os), para esto
es necesario que el algoritmo utilice la serie tempo-
ral relacionada en los para´metros de la funcio´n de
entrenamiento. Una vez evaluado cada individuo la
calificacio´n se almacena en un atributo llamado fit-
ness.
4) Ranking y seleccio´n: Se ordenan los individuos desde
en mejor evaluado en adelante. La seleccio´n se reali-
za con un para´metro de elitismo determinado en 20
individuos, es decir se preservan los 20 mejores in-
dividuos los dema´s son eliminados. Cada individuo
tiene un atributo de edad, si el individuo sobrevive
una seleccio´n la edad aumenta en uno.
5) Cruce: Para la operacio´n de cruce cada uno de los
mejores 5 individuos de los sobrevivientes seleccio-
nan pajeras al azar de los dema´s sobrevivientes. Para
fortalecer la preservacio´n de los mejores genes o ca-
racter´ısticas de los individuos, el individuo nu´mero 1
tiene derecho a tener 5 parejas, el individuo 2 tiene
4 parejas y as´ı sucesivamente. Finalmente se con-
forman 15 parejas diferentes. Una vez conformadas
las parejas realizan los dos tipos de cruce: cruce de
sen˜ales y cruce de coeficientes. De esta forma de cada
pareja emergen 4 nuevos individuos, completando en
total 60 individuos nuevos.
6) Mutacio´n: Se escogen 5 individuos al azar de los so-
brevivientes de la generacio´n anterior, en cada uno
de ellos se realiza la operacio´n de mutacio´n alterando
uno de sus genes al azar. Creando as´ı 5 individuos
nuevos.
7) Creacio´n al azar: Para completar la generacio´n y
agregar diversidad al algoritmo se crean nuevos in-
dividuos desde cero, el nu´mero de individuos nuevos
se define por un para´metro que para esta imple-
mentacio´n es 35.
8) Iteraciones: Una vez conformada una nueva gene-
racio´n de 120 individuos el proceso se repite desde
el punto 3 con la evaluacio´n de los individuos. El
nu´mero de iteraciones los define el programador, en
la implementacio´n se realizaron 100 iteraciones.
9) Almacenamiento del mejor individuo: Al final de las
iteraciones que se definan, el mejor individuo es al-
macenado en la base de datos, siendo este el producto
final del entrenamiento.
Para facilitar la comprensio´n del algoritmo se pre-
senta el siguiente diagrama de flujo:
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Figura 5. Flujo de entrenamiento del Me´todo AG.
Fuente: elaboracio´n propia.
2.6. Aplicacio´n de la Red Neuronal Artificial
Las bases teo´ricas se pueden encontrar en el texto refe-
renciado en [11].
La red neuronal construida tiene la apariencia de la
figura 6.
Figura 6. Topolog´ıa de la red neuronal.
Fuente: elaboracio´n propia.
Esta red esta´ compuesta por 4 capas; la capa ini-
cial tiene 29 neuronas, las dos capas ocultas tienen 11
neuronas y una neurona en la capa final. En cada capa
diferente a la capa final se observa la neurona bias [12].
Cada neurona realiza 2 ca´lculos para definir su salida:
una regla de propagacio´n y una funcio´n de activacio´n.
Regla de propagacio´n:
Definida por la siguiente fo´rmula (3):
Regla de propagacio´n =
n∑
i=1
XiWij (3)
Donde Xi es la salida de cada una de las neuronas de
la capa anterior y Wij es el valor de la sinapsis que une
a las neuronas.
Funcio´n de activacio´n:
La funcio´n de activacio´n transforma el resultado de
la Regla de propagacio´n, la funcio´n utilizada en este
proyecto sera´ la funcio´n sigmoide (ver figura 7):
Figura 7. Funcio´n de activacio´n sigmoide, entrega como sal-
ida valores entre 0 y 1.
Fuente: [11].
Para emplear la fo´rmula del gra´fico la x representa
el resultado de la regla de propagacio´n y la salida de la
neurona.
2.6.1. Capa inicial de la red
En la capa inicial se crean 29 neuronas, encargadas de
tomar la informacio´n necesaria de la serie temporal (his-
toria de ventas). En la figura 8 se observa el agru-
pamiento de las neuronas de esta capa.
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Figura 8. El gra´fico muestra la misio´n de cada neurona de
la capa inicial.
Fuente: elaboracio´n propia.
El horizonte se utiliza para determinar cua´ntos pe-
riodos hacia el futuro se desea pronosticar.
Propagacio´n hacia adelante
La propagacio´n hacia adelante es la accio´n de cargar
las neuronas de la primera capa con la informacio´n de
la serie temporal y obtener de la red una salida que
representa el prono´stico para la semana solicitada. La
figura 9 muestra el flujo de las fases en el proceso de
programacio´n hacia adelante.
Figura 9. Flujo programacio´n hacia adelante RNA.
Fuente: elaboracio´n propia.
El proceso se describe as´ı:
1. Se carga la primera Capa con la informacio´n de 26
periodos de la serie temporal, el nu´mero de la sema-
na a pronosticar, el horizonte deseado y la entrada
del bias que siempre es uno (1).
2. Despue´s de cargar la primera capa, cada una de las
neuronas que la componen realiza su funcio´n de ac-
tivacio´n (funcio´n signoidal), esta capa no utiliza la
Regla de propagacio´n debido a que solo tiene una
entrada.
3. Las neuronas de la segunda capa hacen su parte;
primero aplican la Regla de Propagacio´n multipli-
cando cada salida de la capa anterior con la sinapsis
correspondiente y realizando la sumatoria de estos
productos.
4. En seguida cada neurona de la segunda capa aplica
su funcio´n de activacio´n, entregando un valor de
salida entre 0 y 1.
5. Las neuronas de la tercera capa realizan los mismos
procedimientos que las neuronas de la segunda capa
explicado en los pasos 3 y 4.
6. Finalmente la neurona de la u´ltima capa realiza
su regla de propagacio´n y su funcio´n de activacio´n
para entregar una salida de la red.
2.6.2. Entrenamiento
El entrenamiento de la red es supervisado, sometie´ndola
a un conjunto de entrenamiento del que se conoce de
antemano la respuesta correcta (venta real). A conti-
nuacio´n se explica cua´l es el conjunto de entrenamiento
de la red y como esta modifica sus sinapsis interna en la
bu´squeda de ofrecer un mejor prono´stico: Conjunto de
patrones para el entrenamiento: Para el entrenamiento
se toma un segmento de 104 periodos tomado de la serie
temporal original (ver figura 10). El segmento comienza
desde la semana l´ımite seleccionada por el usuario con-
tando 104 semanas (2 an˜os) hacia atra´s. Dado que la en-
trada de la red toma un conjunto de 26 semanas (6 meses)
el conjunto de entrenamiento esta´ conformado por todos
los grupos de 26 semanas consecutivas que se pueden for-
mar a lo largo de 104 semanas, en total son 78 patrones
de entrenamiento. Este nu´mero de patrones es fa´cil de
deducir si se observa que 26+78=104.
Figura 10. Conjunto de patrones para el entrenamiento.
Fuente: elaboracio´n propia.
Cada patro´n esta´ compuesto por:
• Datos de entrada: La informacio´n de 26 semanas,
el nu´mero de la semana siguiente (semana a pronos-
ticar) y el horizonte
• Salida deseable: La salida esperada de la red es el
valor de la serie temporal (venta real) de la semana
siguiente al conjunto de las 26 semanas.
• Back-propagation sen˜al de error.
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Es probable que con la configuracio´n inicial de la red,
con pesos aleatorios, las respuestas otorgadas este´n ale-
jadas de los prono´sticos deseables, entonces la red debe
ajustarse. Este ajuste consiste en modificar el valor de las
sinapsis entre cada par de neuronas de la red guia´ndose
por las diferencias entre la salida y el valor esperado (ven-
tas reales), a esta diferencia se le llama error de la red.
Como resultado del entrenamiento se obtiene la configu-
racio´n final de todas las sinapsis [13].
Error = y′ − y (4)
Donde y′ es la el valor esperado de la red dado en el
patro´n de entrenamiento y y es la salida de la red.
El aprendizaje se da a trave´s del principio de opti-
mizacio´n de descenso por gradiente buscando modificar
los pesos segu´n la participacio´n de cada neurona en la
salida de la red [14].
Se calcula la sen˜al de error de cada capa a partir del
error en la ecuacio´n (4).
E˜ = y · (1− y) · (y − y′) (5)
Donde E˜ es la sen˜al de error de la neurona de sali-
da [15]. La sen˜al de error de las dema´s capas depende de
la sen˜al de error de las capas posteriores [15]
E˜a = y · (1− y) ·
m∑
j=1
E˜pWaj (6)
E˜i es la sen˜al de error en la capa i, Wij es el vector
de pesos sina´pticos entre cada neurona de la capa i y la
neurona j de la capa posterior p.
Finalmente cada sinapsis cambia segu´n la siguiente
funcio´n [15]:
Wij(t + 1) = Wij(t) + ε · xi · E˜j (7)
Donde Wij(t) es el peso entre la neurona i y j en el
momento t, ε es la tasa de error del entrenamiento, xi es
la salida de la neurona i.
Programa de entrenamiento:
La red neuronal es sometida a los 78 patrones de en-
trenamiento de forma progresiva por tandas. La figura
11 presenta las fases del flujo de entrenamiento. En la
primera tanda la red “aprende” los primeros 6 patrones,
en la segunda tanda se an˜aden otros 6 patrones confor-
mando un grupo de 12, lo mismo con las dema´s tandas
hasta completar 13.
Figura 11. Flujo de entrenamiento de Me´todo RNA.
Fuente: elaboracio´n propia.
En cada tanda la red ajusta sus pesos sina´pticos con
la diferencia de su salida con el valor esperado de cada
patro´n, es decir, el error. Estos valores de error se con-
servan hasta completar todos los patrones de la tanda, al
final, estos errores se promedian, si este promedio es su-
perior a un l´ımite definido como para´metro del algoritmo
(l´ımite error) la tanda debe repetirse. Cada vez que la
red aprende de todos los patrones de una tanda cumple
un ciclo.
Error Promedio =
|yt − y′t|
N
(8)
N es el nu´mero de patrones, las variables yt y y
′
t son
el valor esperado y la salida de la red con el patro´n t.
3. Evaluacio´n y resultados de los me´todos apli-
cados
Al normalizar las series de tiempo se simplifica el pro-
ceso de evaluacio´n de los prono´sticos generados, esto se
logra al poder realizar operaciones ba´sicas entre los re-
sultados del prono´stico y la demanda real utilizando la
misma escala para todas las series.
Las mediciones de error que sirven para calificar los
prono´sticos son las siguientes:
• Error del prono´stico por producto:
Error prono´stico producto = |y − y′| (9)
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Donde y es la demanda real y y′ es el valor pronos-
ticado. Se utiliza el valor normalizado para las dos
variables.
Este valor de error se almacena para cada
prono´stico-producto en la tabla prono´stico-
producto
• Error del prono´stico:
Esta medida se calcula para todos los productos,
solo los productos A y solo los productos B. Para
cada uno de estos conjuntos se utiliza la siguiente
ecuacio´n:
Error prono´stico
conjunto
=
∑
Error prono´stico producto
# productos del conjunto
(10)
Es el promedio de los errores de cada conjunto en
cada prono´stico.
• Error del me´todo:
Muestra el promedio de los errores de todos los pro-
ductos de los prono´sticos calculados a trave´s de este
me´todo de prono´stico
Error me´todo =
∑
Error prono´stico conjunto
# productos del conjunto
(11)
Es importante resaltar que con esta forma de
medicio´n el me´todo o prono´stico mejor calificado es el
que obtiene un menor valor en las mediciones de error
descritas anteriormente.
4. Resultados en tiempo de procesamiento
El servidor donde se implementa la herramienta es una
ma´quina con las siguientes caracter´ısticas.
• Procesador: 1.73 GHz.
• Memoria: 1,25 GB
Esto es importante ya que los tiempos de proce-
samiento podr´ıan variar segu´n las caracter´ısticas del
equipo donde se “monte” el servidor.
Los tiempos de generacio´n de un prono´stico y de en-
trenamiento, para cada serie temporal se muestran en la
tabla 5.
Los anteriores tiempos fueron tomados al correr solo
un proceso a la vez. Se recuerda que la herramienta
puede ejecutar varios procesos simulta´neamente lo que
aumenta el tiempo de procesamiento de cada proceso.
Segu´n los resultados anteriores los Me´todos con-
vencionales MM4, MM12 y “U´ltimo Periodo” son ma´s
ra´pidos en pronosticar que los me´todos creados AG y
RNA. Aunque las diferencias no son significativas. Mien-
tras que en el entrenamiento se ve una mayor diferencia
ya que los primeros me´todos no requieren entrenamiento
mientras que los me´todos creados tardan ma´s de un d´ıa.
Tabla 5. Resultados de la comparacio´n en tiempo.
Me´todo de
prono´stico
Cada serie Temporal Todas las 264 series
Tiempo
generacio´n
prono´stico
Tiempo
entrena-
miento
Tiempo
generacio´n
prono´stico
Tiempo
entrena-
miento
MM4 2 seg – 10 min –
MM12 2 seg – 10 min –
Anterior 2 seg – 10 min –
AG 4 seg 6,4 min 18 min 28 h
RNA 5 seg 10,8 min 36 min 47 h
Fuente: elaboracio´n propia.
4.1. Resultados en exactitud
El proceso para obtener la evaluacio´n de los me´todos de
prono´sticos fue el siguiente.
• Entrenamiento de los me´todos de prono´stico:
Los me´todos de entrenamientos RNA y AG se en-
trenan teniendo como para´metro la semana l´ımite
2010-35 que es la primera semana de septiembre del
an˜o 2010. Se escoge esta fecha debido a que es un
periodo ma´s o menos regular de ventas, no tiene los
picos de venta de diciembre ni las bajas de venta
de medio an˜o (esto aplica para la compan˜´ıa fuente
de los datos “Melexa S.A.”).
Los prono´sticos evaluados antes de esta fecha sera´n
prono´sticos on-line y los prono´sticos con fechas pos-
teriores sera´n prono´sticos off-line.
• Generacio´n de prono´sticos:
Utilizando los 5 me´todos de prono´stico a evaluar
se generan 26 prono´sticos por cada me´todo, desde
la semana 22 hasta la semana 47, en total son 130
prono´sticos generados a trave´s de la herramienta
“Gestor de Prono´sticos”.
Luego a trave´s de la misma herramienta es posible
seleccionar los me´todos y el rango de fechas desde
la semana 22 hasta la 47 de 2010, en la pantalla
aparece la informacio´n con las evaluaciones de los
prono´sticos relacionadas en la figura 12.
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Figura 12. Flujo de entrenamiento de Me´todo RNA.
Fuente: elaboracio´n propia.
En la parte izquierda de la l´ınea vertical de cada
gra´fica se muestran los resultados on-line y hacia la
derecha se encuentran los resultados off-line. Se recuerda
que esta clasificacio´n aplica u´nicamente para los me´todos
creados RNA y AG debido a que son los u´nicos que re-
quirieron entrenamiento. Los resultados compilados se
muestran en la tabla 6.
Tabla 6. Ranking de los me´todos.
Ranking Me´todo General A B
1 MM12 0,53 0,57 0,50
2 MM4 0,55 0,59 0,53
3 Anterior 0,64 0,74 0,60
4 RNA 0,70 0,75 0,67
5 AG 1,35 1,33 1,36
Fuente: elaboracio´n propia.
Como la comparacio´n se da entre series normalizadas
la unidad de medida utilizada son estas unidades nor-
malizadas, estos valores se encuentran entre 0 y 2 siendo
0 la mayor exactitud.
Al revisar los datos y las gra´ficas se llegan a las si-
guientes afirmaciones:
• Los me´todos de prono´stico creados no superan en
exactitud a los otros me´todos.
• Los dos me´todos creados tiene un mejor compor-
tamiento sobre los datos on-line que sobre los off-
line y existe una tendencia a ser ma´s inexacto entre
ma´s a futuro se realiza la prediccio´n a partir de la
fecha de entrenamiento.
• Los prono´sticos sobre productos de categor´ıa B
tiende a ser ma´s exactos que los A, excepto en el
me´todo AG.
• El mejor me´todo calificado fue MM12 seguido de
MM4 y el me´todo llamado “Anterior”, lo que indica
que en estos me´todos simples entre ma´s historia se
tome el me´todo funciona mejor.
5. Conclusiones
• La clasificacio´n sugerida de productos ABC. es un
aporte del proyecto, comu´nmente las clasificaciones
ABC esta´n sujetas tambie´n al precio de los pro-
ductos o´ del impacto que tiene sobre las ventas, al
utilizar solo la frecuencia de ventas se busca pro-
bar la exactitud de los prono´sticos sobre grupos de
productos con frecuencias de venta similares. Con
esta clasificacio´n se da mayor valor a los productos
con demandas ma´s frecuentes.
• Entre todos los periodos evaluados, el periodo si-
guiente al l´ımite de entrenamiento obtienen un
mejor criterio de ana´lisis, es el primer periodo den-
tro de los resultados off-line, corresponde a la se-
mana 36/2010. La causa de este comportamiento
es que al generar un prono´stico con mayor exacti-
tud los entrenamientos de los me´todos se realizan
con la fecha l´ımite ma´s cercana al periodo a pronos-
ticar, aprovechando la mayor historia reciente que
se pueda. Como se demuestra en los resultados en-
tre ma´s alejado esta´ el prono´stico de la fecha l´ımite
de entrenamiento ma´s inexacto es el prono´stico,
esto es visible para los me´todos con entrenamiento.
• A pesar de que los resultados del me´todo AG no
fueron mejores que los otros me´todos programados,
durante las pruebas anteriores de este algoritmo se
probaron diferentes configuraciones como:
– Diferentes cotas para las variables de las
sen˜ales.
– Diferentes nu´meros de sen˜ales, aumentando
de 3 a 10.
– Agregando una variable umbral a cada sen˜al.
Modificando los anteriores aspectos se logro´ mejo-
rar los resultados de exactitud del me´todo desde
resultados alejados (ma´s de 5 veces el error de
los otros me´todos) a ma´ximo 3 veces y en los
prono´sticos cercanos a la fecha l´ımite de entre-
namiento a menos de 2 veces.
• El me´todo RNA obtuvo mejores resultados que el
me´todo de AG, pero no supero´ los dema´s me´todos.
Su evaluacio´n estuvo solo entre 2 y 3 de´cimas por
encima del mejor considerando las tres evaluaciones
(General, A y B). Este resultado fue el mejor des-
pue´s de diversas pruebas realizadas, donde se cam-
biaron las siguientes configuraciones:
– Diferentes tasas de aprendizaje.
– Diferentes l´ımites de error y de ciclos.
– Diferentes arquitecturas (nu´meros de neu-
ronas por capas).
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– Diferentes patrones y formas de entre-
namiento (entrenamiento por tandas).
– Diferentes transformaciones de la respuesta.
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