We say that a countable discrete group G is almost Ornstein if for every pair of standard non-two-atom probability spaces (K, κ), (L, λ)
Introduction
All probability spaces in this paper are standard. Let G be a countable discrete group and (K, κ) a probability space. Let K G be the space of maps x : G → K with the product measure κ G . The group acts on this space by gx(f ) = x(g −1 f ) for every f, g ∈ G and x ∈ K G . The dynamical system G (K G , κ G ) is called the Bernoulli shift over G with base space (K, κ). If (L, λ) is another probability space then a measurable map φ : K G → L G is shift-equivariant if φ(gx) = gφ(x) for every g ∈ G and a.e. x ∈ K G . It is an isomorphism if in addition it has a measurable inverse and φ * κ G = λ G . In the early years of measurable dynamics, von Neumann asked whether Z ({0, 1} Z , u Z 2 ) is isomorphic to Z ({0, 1, 2} Z , u Z 3 ) where u i is the uniform probability measure on {0, 1, . . . , i− 1}. Kolmogorov [Ko58, Ko59] answered this question by introducing dynamical entropy for general probability measure-preserving transformations and computing this invariant for Bernoulli shifts over Z. To be precise, the Shannon entropy of a probability space (K, κ) is defined as follows. If there exists a countable set K ′ ⊂ K such that κ(K ′ ) = 1 then
where, by convention, 0 log(0) = 0. Otherwise, H(K, κ) = +∞. Kolmogorov proved that if Z (K Z , κ Z ) is isomorphic to Z (L Z , λ Z ) then H(K, κ) = H(L, λ), thereby answering von Neumann's question in the negative.
In [Or70a, Or70b] , Ornstein famously proved the converse:
Unfortunately, Theorem 1.3 is not sufficient to conclude that every infinite countable group is Ornstein. There is a group G, constructed in Theorem 31.8 of [Ol91] which is generated by 2 elements and splits as a central extension 1 → C → G → T → 1 where C = Z/pZ (p is a prime > 10 70 ) and G and T are Tarski Monsters (meaning that all proper subgroups of G and T are finite and cyclic). In addition, every nontrivial subgroup of G contains C. Therefore, G does not contain any cyclic subgroup of prime order with infiniteindex normalizer. According to D. Osin [Os11] it is possible to modify the construction (in the spirit of section 37 of [Ol91] ) to ensure that G is also non-amenable. Therefore, it does not contain any infinite amenable subgroups and we cannot say whether or not it is Ornstein. However we can say: Corollary 1.4. If every countable infinite group G with a nontrivial center is Ornstein, then every countably infinite group is Ornstein.
Proof. Assuming the hypothesis, let G be an arbitrary countably infinite group. We need to show it is Ornstein. By Stepin's Theorem [St75] , we may assume G does not contain any infinite cyclic subgroups. Therefore, it contains a cyclic subgroup C of prime order. By Theorem 1.3, we may assume the normalizer of C has finite index in G. Because C is finite, its centralizer has finite index in its normalizer. Therefore, the centralizer H of C has finite index in G and so H is infinite. By hypothesis, H is Ornstein. By Stepin's Theorem [St75] , this implies G is Ornstein.
In [Bo10] (see also [KL1, KL2] for an alternative approach) it is shown that if G is any sofic group, then the entropy of the base space is an invariant. Therefore: Corollary 1.5. If G is a countably infinite sofic group and (K, κ), (L, λ) are two probability spaces, neither of which is a two-atom space, then the Bernoulli shifts
Recall that a shift-equivariant map φ :
In this case, we say that
. This result extends to countably infinite amenable groups by [OW87] . Non-amenable groups behave in a very different manner: Corollary 1.6. If G is a countable non-amenable group then there exists a number 0 ≤ r(G) < ∞ such that if (K, κ) is any non-two-atom probability space and
In [Bo11] , it is shown that if G contains a non-abelian free subgroup then every Bernoulli shift over G factors onto every Bernoulli shift over G. It is an open question whether every non-amenable group satisfies this property.
Proof. Let r(G) be the infimum over all numbers r such that there exists a probability space (K, κ) with H(K, κ) = r such that G (K G , κ G ) factors onto every Bernoulli shift over G. It follows from [Ba05] Theorem 6.4, that r(G) < ∞ if G is finitely generated. If G is not finitely generated then it contains a finitely generated non-amenable subgroup H. An easy co-induction argument shows that r(G) ≤ r(H) < ∞ (see e.g., [Bo11] which shows how
. We claim that if (K, κ) is a non-two-atom probability space and (L, λ) is an arbitrary probability space with
. To see this, let (M, µ) be a probability space with
. Now let (M, µ) be a non-two-atom probability space with H(M, µ) > r(G). Then there exists a probability space (K, κ) with
The main ingredients of the proof of Theorems 1.2 and 1.3 are (i) Thouvenot's relative isomorphism theorem for actions of Z [Th75] , (ii) the fact that the full group of any p.m.p. aperiodic equivalence relation contains an aperiodic automorphism, (iii) a co-induction argument similar in spirit to Stepin's [St75] . The idea to use elements in the full group of a factor to obtain isomorphism theorems originated in [RW00] and was applied in [DP02] to obtain a version of Thouvenot's relative isomorphism theorem for actions of amenable groups.
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Preliminaries
All probability spaces in this paper are standard and may be atomic or non-atomic. Often we denote a probability space by (X, µ) without referencing the sigma-algebra. All maps, functions, relations, etc., are considered up to sets of measure zero.
Entropy
Let (X, B, µ) be a standard probability space. Let χ : X → K be a measurable map. The entropy of χ is H(χ) = H(K, χ * µ) (i.e., it is the entropy of the partition χ −1 (P ) where P is the partition of K into points). If C ⊂ B is a sub-sigma algebra, let H(χ|C) denote the relative entropy.
Let T ∈ Aut(X, B X , µ) be an automorphism of (X, B X , µ).
denote the relative entropy rate of χ. Let h(T |C) = sup h(T, χ|C) where the supremum is over all measurable maps χ with finite range.
A measurable map χ : X → K is a generator for (T, X, B X , µ) if B X is the smallest T -invariant sigma-algebra under which χ is measurable. In this case, if C is any T -invariant sub-sigma-algebra then the Kolmogorov-Sinai Theorem implies that if H(χ|C) < ∞ then h(T |C) = h(T, χ|C).
Thouvenot's relative isomorphism theorem
Let T ∈ Aut(X, B X , µ), U ∈ Aut(Z, B Z , ζ) and suppose π : X → Z is a factor map. That is, π is measurable, π * µ = ζ and πT = Uπ. Then we say that (T, X, B X , µ) is Bernoulli relative to (U, Z, B Z , ζ) if there is a generator χ : X → K for (T, X, B X , µ) such that the random variables {χ • T i : i ∈ Z} are jointly independent relative to π −1 (B Z ). The dependence on π in this definition is left implicit. The next result is in [Th75] .
Measured equivalence relations
A measurable equivalence relation on a Borel space X is an equivalence relation E on X such that E is a Borel subset of X × X. If (x, y) ∈ E we write xEy. We say that E is countable if every E-equivalence class is countable. An inner automorphism of E is a Borel isomorphism φ : X → X such that the graph of φ is contained in E. The group of all inner automorphisms is called the full group and denoted by [E] . Now assume µ is a probability measure on X so that (X, µ) is a standard probability space. If φ * µ = µ for every φ ∈ [E] then we say (X, µ, E) is a probability measure preserving (p.m.p.) equivalence relation. We also say that µ is E-invariant. For example, if G (X, µ) is a probability measure-preserving action of a countable group G and E := {(x, gx) : x ∈ X, g ∈ G} then µ is E-invariant. We say (X, µ, E) is aperiodic if for a.e. x ∈ X the Eequivalence class of x is infinite. We say (X, µ, E) is ergodic if for every measurable set A ⊂ X which is a union of E-classes, either µ(A) = 0 or µ(A) = 1.
Theorem 2.2. Let (X, µ, E) be an aperiodic ergodic p.m.p. equivalence relation. Then there exists an ergodic automorphism T ∈ [E] such that for a.e. x ∈ X, {T i x : i ∈ Z} is infinite.
Proof. This is a classical "folk" theorem. It is a special case of Corollary 3.3 of [Me93] . It is also proven in [Ke10] , Theorem 3.5.
Almost Ornstein groups
Lemma 3.1. Let G be a countably infinite group and let (K, κ), (L, λ), (M, µ) be standard probability spaces with H(K, κ) = H(L, λ). In addition, suppose there exist measurable maps α :
, there is a g ∈ G such that T x = gx and Sy = gy.
Let
Observe that Φ is measurable with respect to the Borel sigma-algebras of K G and L G (which are, in general, larger than B K and B L ). We claim this is the required isomorphism. It is clearly shift-equivariant.
To see that Φ is invertible, define Ψ :
Because both Φ and Ψ are shift-equivariant and ΦΨ(y)(e) = y(e), ΨΦ(x)(e) = x(e), it follows that Ψ is the inverse of Φ. It is easy to check that β G Φ = α G and ΦT = SΦ. To finish, we must show that
G , let ζ z be the fiber measure of κ G over z. This family of measures is determined (up to measure zero sets) by the property that ζ z is supported on X z and κ G = ζ z dµ G (z). Similarly, let ν z be the fiber measure of λ G over z.
For g ∈ G and n ∈ Z let τ n z (g) ∈ G be the element satisfying
be the restriction of B K to X z . This is the σ-algebra of X z generated by {χ K • T j : j ∈ Z}. More generally, let B K,z,i be the sigma-algebra on X z generated by
: j ∈ Z}. Define σ-algebras B L,z,i on Y z similarly. Because the O i 's are pairwise disjoint, the sigma-algebras B K,z,i are independent. Because ∪O i = G, these sigma-algebras generate the Borel sigma-algebra of K G restricted to X z . Similarly statements apply to L in place of K. Therefore, it suffices to show that Φ restricted to X z determines an isomorphism from (X z ,
By definition, φ (and therefore Φ) restricted to X z is an isomorphism from (X z ,
Proof of Theorem 1.2. Let G be a countably infinite group. Let (K, κ), (L, λ) be standard probability spaces with H(K, κ) = H(L, λ). In addition, suppose both (K, κ) and (L, λ) are not two-atom spaces. We must show that the Bernoulli shifts
For p ∈ [0, 1] let m p be the probability measure on {0, 1} given m p ({0}) = p, m p ({1}) = 1 − p. If, say (K, κ) is not purely atomic then there is some p 0 > 0 such that for all p < p 0 , (K, κ) maps onto ({0, 1}, m p ). In this case, H(K, κ) = ∞ = H(L, λ) which implies that for some 0 < p < p 0 , (L, λ) also maps onto ({0, 1}, m p ). So the previous lemma implies the result.
Let us now assume that (K, κ) and (L, λ) are purely atomic. Borrowing an idea from [KS79] (Lemma 2), we observe that if t > 0 is the largest number such that κ({k}) = t for some k ∈ K then there is a number s > 0 such that λ({l}) = s for some l ∈ L and t + s < 1. Then there is a countable (or finite) set N with a probability measure ν so that for some n 0 , n 1 ∈ N, ν({n 0 }) = t, ν({n 1 }) = s and H(N, ν) = H(K, κ) = H(L, λ). In particular, both (K, κ) and (N, ν) map onto ({0, 1}, m t ). Also (L, λ) and (N, ν) map onto ({0, 1}, m s ) . So the previous lemma implies
Measurable subgroups
In order to prove Theorem 1.3 we extend the results of the previous section to so-called measurable subgroups of a group G. To be precise, let G be a countably infinite group and 2 G be the set of all subsets of G. G acts on 2 G by (g, F ) → gF = {gf : f ∈ F } for g ∈ G and F ∈ 2 G . Let R be the orbit-equivalence relation on 2
e be the restriction of R to 2 G e . A measurable subgroup of G is an R e -invariant probability measure η on 2 G e . To justify the definition, note that a subgroup is any subset H ⊂ G which contains the identity and satisfies h −1 H = H for all h ∈ H. A measurable subgroup η is the law of a random subset H which contains the identity and has the property that if H → h H ∈ H is a Borel assignment then h H H is Borel-invertible). For example, if H is a subgroup then δ H , the Dirac probability measure concentrated at {H}, is a measurable subgroup.
Let (K, κ) be a standard probability space. Let 2 G ⊗ K be the set of all maps x : Dom(x) → K with Dom(x) ⊂ G. G acts on this space by gx(f ) = x(g −1 f ) (for x ∈ 2 G ⊗ K, g ∈ G, f ∈ gDom(x)). Note that Dom(gx) = gDom(x). Let R K be the orbit-equivalence relation on 2
If η is a measurable subgroup of G then let η ⊗ κ be the probability measure on 2
where δ H is the Dirac measure concentrated on {H} and κ H is the product measure on K H . This measure is R e,K -invariant and projects to η. It is the Bernoulli shift over η with base space (K, κ).
Let (L, λ) be another standard probability space. We say the two Bernoulli shifts (2 
3. φ is invertible with measurable inverse, 4. φ(gx) = gφ(x) for a.e. x and every g ∈ G with g −1 ∈ Dom(x) (i.e., e ∈ Dom(gx)).
Lemma 4.1. Let η be an ergodic measurable subgroup of countable group G such that η-a.e. H ∈ 2 G e is infinite. Let (K, κ), (L, λ), (M, µ) be standard probability spaces with H(K, κ) = H(L, λ). In addition, suppose there exist measurable maps α :
Proof. The proof is similar to the proof of Lemma 3.1. Letα : 2
By Theorem 2.2 there exists an ergodic U ∈ Aut(2 G e ⊗ M, η ⊗ µ) such that (i) for a.e. x ∈ 2 G e ⊗ M, the orbit {U i x : i ∈ Z} is infinite, and (ii) for a.e. x ∈ 2 G e ⊗ M, there exists g ∈ G such that Ux = gx.
Define T : 2
e ⊗ L be defined by S(y) = gy where g ∈ G is such that U(β(y)) = gβ(y). Note that for a.e. (x, y) ∈ 2 G e ⊗ K × 2 G e ⊗ L withα(x) =β(y), there is a g ∈ G such that T x = gx and Sy = gy.
Let χ M : 2 G e ⊗ M → M be the projection map χ M (x) = x(e). Let B M be the smallest U-invariant sigma-algebra on 2 G e ⊗M for which χ M is measurable. Define χ K :
. To see this, note, for example, that χ K is a generator for (T, 2
Observe that Φ is measurable with respect to the Borel sigma-algebras of 2 G e ⊗ K and 2 G e ⊗ L (which are, in general, larger than B K and B L ). We claim this is the required isomorphism. It is clearly shift-equivariant.
To see that Φ is invertible, define Ψ : 2 G e ⊗ L → 2 G e ⊗ K by Ψ(y)(g) = φ −1 (g −1 y)(e). Because both Φ and Ψ are shift-equivariant and ΦΨ(y)(e) = y(e), ΨΦ(x)(e) = x(e), it follows that Ψ is the inverse of Φ. It is easy to check thatβΦ =α and ΦT = SΦ.
To finish, we must show that
For z ∈ 2 G e ⊗ M, let ζ z be the fiber measure of η ⊗ κ over z. This family of measures is determined (up to measure zero sets) by the property that ζ z is supported on X z and η ⊗ κ = ζ z dη ⊗ µ(z). Similarly, let ν z be the fiber measure of η ⊗ λ over z.
Becauseα * (η ⊗ κ) =β * (η ⊗ λ) = η ⊗ µ and Φ maps X z to Y z , in order to show that Φ * (η ⊗ κ) = (η ⊗ λ), it suffices to show that Φ restricts to an isomorphism from (X z , ζ z ) to (Y z , ν z ) for a.e. z.
For g ∈ Dom(z) and n ∈ Z let τ n z (g) ∈ G be the element satisfying U n (g −1 z)(e) = z(τ n z (g)). This is well-defined for a.e. z ∈ 2
: j ∈ Z}. Define σ-algebras B L,z,i on Y z similarly. Because the O i 's are pairwise disjoint, the sigma-algebras B K,z,i are independent. Because ∪O i = Dom(z), these sigma-algebras generate the Borel sigma-algebra of K G restricted to X z . Similarly statements apply to L in place of K. Therefore, it suffices to show that Φ restricted to X z determines an isomorphism from (X z ,
Because Φ is shiftequivariant, this implies Φ restricted to X z determines an isomorphism from (X z , B K,z,i , ζ z ) to (Y z , B L,z,i , ν z ) for every i.
Ornstein groups
If G is a group, C < G a subgroup and (K, κ) a probability space then let (K G/C , κ G/C ) be the product space with the G-action gx(f C) = x(g −1 f C). This is called the generalized Bernoulli shift over G/C with base space (K, κ).
Lemma 5.1. Let G be a countably infinite group and C < G a finite cyclic subgroup of prime order. Let N(C) = {g ∈ G : gCg −1 = C} be the normalizer of C. Suppose that (K, κ) is a nontrivial probability space. If G/N(C) is infinite then the action G (K G/C , κ G/C ) is essentially free.
Proof. For g ∈ G, let X g = {x ∈ K G/C : gx = x}. It suffices to show that κ G/C (X g ) = 0 for every g ∈ G \ {e}.
Given g ∈ G, let I g = {f C ∈ G/C : gf C = f C}. It is easy to see that if |I g | = ∞ then there exists a subset I 0 X partitions K G (up to a set of measure zero), this defines Φ on a full measure subset of K G (which is all that we require). We claim that this is the desired isomorphism.
First we show that Φ is equivariant. If x ∈ X, g ∈ G and gx ∈ X then Φ(gx) = gΦ(x) because Ω K , φ and Ω This implies Φ is equivariant because a.e. element y ∈ K G can be written as y = g i 0 x (for a unique 0 ≤ i ≤ p − 1 and x ∈ X) and an arbitrary element f ∈ G can be written as f = g j 0 gg −i 0 for some g ∈ G with gx ∈ X. Indeed, we let j be determined by the property that g 0 Y partitions L G (up to a set of measure zero), this defines Ψ on a full measure subset of L G (which is all that we require). By an argument similar to the one above, Ψ is equivariant.
If x ∈ X then ΨΦx = Ω
L φΩ K (x) = x, i.e., ΨΦ restricts to the identity map on X. Because Φ and Ψ are equivariant, ΨΦ restricts to the identity map on g i 0 X for every 0 ≤ i ≤ p − 1. Because X, g 0 X, . . . , g p−1 0 X partitions K G (up to a set of measure zero), this implies ΨΦ is the identity map on K G . Similarly, ΦΨ is the identity map on L G . Finally, we claim that Φ * κ G = λ G . Because Φ is equivariant it suffices to prove that Φ restricted to X pushes κ G X forward to λ G Y . This is true because (Ω K ) * κ
