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Abstract In this paper, we first prove the weak convergence for the Moudafi’s itera-
tive scheme of two quasi-nonexpansive mappings. Then we prove the weak conver-
gence for the Moudafi’s iterative scheme of quasi-nonexpansive mapping and nonex-
pansive mapping. Finally, we prove the strong convergence for the Moudafi’s itera-
tive scheme of two quasi-nonexpansive mappings. Our results generalize the recent
results due to Iemoto and Takahashi.
Keywords Weak and strong convergence · Fixed point · Moudafi iteration process ·
Quasi-nonexpansive mapping
1 Introduction
Approximating fixed points of nonexpansive mappings by an iterative sequence has
been investigated by several authors; see, e.g., [1–5] and others. Recently, Iemoto
and Takahashi [6] obtained some fundamental properties for nonspreading mappings
in a Hilbert space. Further, they studied the approximation of common fixed points
of nonexpansive mappings and nonspreading mappings in a Hilbert space by using
Moudafi’s iterative scheme.
In this paper, we first prove the weak convergence of two quasi-nonexpansive
mappings in a Hilbert space by using Moudafi’s iterative scheme. Then we prove
the weak convergence of quasi-nonexpansive mapping and nonexpansive mapping
in a Hilbert space by using Moudafi’s iterative scheme. Finally, we prove the strong
convergence of two quasi-nonexpansive mappings satisfying condition A in a Hilbert
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space by using Moudafi’s iterative scheme. Our results generalize the recent results
due to Iemoto and Takahashi [6].
2 Preliminaries
Throughout this paper, we denote by H a real Hilbert space. Let C be a nonempty,
closed, and convex subset of H . Then a mapping T of C into itself is called nonex-
pansive iff ‖T x − Ty‖ ≤ ‖x − y‖ for all x, y ∈ C. We denote by F(T ) the set of all
fixed points of T , i.e., F(T ) := {x ∈ C : T x = x}. A mapping T from C into C is
also called quasi-nonexpansive iff the set F(T ) of fixed points of T is nonempty and
‖T x − y‖ ≤ ‖x − y‖ for all x ∈ C and y ∈ F(T ). For two mappings S,T of C into
itself, we consider the following iteration scheme (Moudafi [7]): x1 ∈ C,
xn+1 = (1 − αn)xn + αn
[
βnSxn + (1 − βn)T xn
] (1)
for all n ≥ 1, where {αn} and {βn} are real sequences in [0,1]. If βn = 0, then such
an iteration scheme shrinks to that introduced by Mann [1]. In a Hilbert space, it is
known that
∥∥αx + (1 − α)y∥∥2 = α‖x‖2 + (1 − α)‖y‖2 − α(1 − α)‖x − y‖2 (2)
for all x, y ∈ H and α ∈ R; see [8]. A Banach space E is called uniformly convex iff
for each  > 0 there is a δ > 0 such that for x, y ∈ E with ‖x‖,‖y‖ ≤ 1 and ‖x−y‖ ≥
, ‖x + y‖ ≤ 2(1 − δ) holds. Let E be a smooth, strictly convex and reflexive Banach
space, let J be the duality mapping of E and let C be a nonempty, closed, and convex
subset of E. Then a mapping T : C → C is said to be nonspreading [6] iff
φ(T x,T y) + φ(Ty,T x) ≤ φ(T x, y) + φ(Ty, x)
for all x, y ∈ C, where φ(x, y) := ‖x‖2 − 2〈x,J (y)〉 + ‖y‖2 for all x, y ∈ E. In the
case when E is a Hilbert space, we know that φ(x, y) = ‖x − y‖2 for all x, y ∈ E.
So, a nonspreading mapping T : C → C in a Hilbert space H is defined as follows:
2‖T x − Ty‖2 ≤ ‖T x − y‖2 + ‖x − Ty‖2
for all x, y ∈ C. Thus, Iemoto and Takahashi [6] proved that it is equivalent to
‖T x − Ty‖2 ≤ ‖x − y‖2 + 2〈x − T x,y − Ty〉
for all x, y ∈ C. We know that in a Hilbert space, if the set of fixed points of
a nonspreading mapping is nonempty, then the nonspreading mapping is quasi-
nonexpansive; see [6]. When {xn} is a sequence in E, then xn → x (xn ⇀ x) will
denote strong (weak) convergence of the sequence {xn} to x. A mapping T : C → H
is said to be demiclosed at y ∈ H [9] iff for any sequence {xn} in C, it follows from
xn ⇀ x and T xn → y that x ∈ C and T (x) = y. If I −T is demiclosed at zero, i.e., for
any sequence {xn} in C, the conditions xn ⇀ x and xn −T xn → 0 imply x −T x = 0.
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We know that H satisfies Opial’s condition [10], that is, for any sequence {xn} in H ,
xn ⇀ x implies that
lim sup
n→∞
‖xn − x‖ < lim sup
n→∞
‖xn − y‖
for all y ∈ H with y 
= x. All Hilbert spaces and lp (1 < p < ∞) satisfy Opial’s
condition, while Lp with 1 < p 
= 2 < ∞ do not. Two mappings S,T : C → C,
where C is a subset of E, are said to satisfy condition A [11] (cf. [12]) iff there exists
a nondecreasing function f : [0,∞] → [0,∞] with f (0) = 0 and f (r) > 0 for all
r ∈ [0,∞] such that
1
2
(‖x − T x‖ + ‖x − Sx‖) ≥ f (d(x,F))
for all x ∈ C, where F = F(S) ∩ F(T ) 
= ∅ and d(x,F) = infz∈F ‖x − z‖.
3 Weak and Strong Convergence Theorems
We first begin with the following lemma.
Lemma 3.1 [4] Let {an} and {bn} be sequences of nonnegative real numbers such
that
∑∞
n=1 bn < ∞ and
an+1 ≤ an + bn
for all n ≥ 1. Then limn→∞ an exists.
Lemma 3.2 [13] Let E be a uniformly convex Banach space. Let x, y ∈ E. If ‖x‖ ≤
1, ‖y‖ ≤ 1, and ‖x − y‖ ≥  > 0, then ‖λx + (1 − λ)y‖ ≤ 1 − 2λ(1 − λ)δ() for λ
with 0 ≤ λ ≤ 1.
Our Theorem 3.1 carries over Theorem 4.1(i), (iii) of Iemoto and Takahashi [6] to
quasi-nonexpansive mappings.
Theorem 3.1 Let H be a Hilbert space and C be a nonempty, closed and convex
subset of H , and let S,T be two quasi-nonexpansive mappings of C into itself such
that I − T , I − S are demiclosed at zero with F(S) ∩ F(T ) 
= ∅. Suppose that, for
any x1 in C, {xn} is defined by (1). Then the following hold:
(i) If lim infn→∞ αn(1 − αn) > 0 and ∑∞n=1(1 − βn) < ∞, then {xn} converges
weakly to p ∈ F(S);
(ii) if lim infn→∞ αn(1 − αn) > 0 and lim infn→∞ βn(1 − βn) > 0, then {xn} con-
verges weakly to p ∈ F(S) ∩ F(T ).
Proof For any z ∈ F(S) ∩ F(T ), since
‖xn+1 − z‖ =
∥∥(1 − αn)xn + αn
[
βnSxn + (1 − βn)T xn
] − z∥∥
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≤ (1 − αn)‖xn − z‖ + αn
∥∥[βnSxn + (1 − βn)T xn
] − z∥∥
≤ (1 − αn)‖xn − z‖ + αn
{
βn‖Sxn − z‖ + (1 − βn)‖T xn − z‖
}
≤ (1 − αn)‖xn − z‖ + αn
{
βn‖xn − z‖ + (1 − βn)‖xn − z‖
}
= ‖xn − z‖
for all n ≥ 1. We readily see that
lim
n→∞‖xn − z‖(≡ c) (3)
exists, and thus {xn} is bounded. (i) put zn+1 = (1 − αn)xn + αnSxn. Then we obtain
‖xn+1 − zn+1‖ =
∥∥(1 − αn)xn + αn
[
βnSxn + (1 − βn)T xn
] − (1 − αn)xn − αnSxn
∥∥
= αn
∥∥βnSxn + (1 − βn)T xn − Sxn
∥∥
= αn(1 − βn)‖T xn − Sxn‖
≤ (1 − βn)‖T xn − Sxn‖,
where supn≥1 ‖T xn −Sxn‖ < ∞. Since
∑∞
n=1(1−βn) < ∞, we obtain ‖xn −zn‖ →
0 as n → ∞ and thus
lim
n→∞‖zn − z‖ = limn→∞‖xn − z‖ = c. (4)
From (2), we obtain
‖zn+1 − z‖2 =
∥∥(1 − αn)xn + αnSxn − z
∥∥2
= ∥∥(1 − αn)(xn − z) + αn(Sxn − z)
∥∥2
= (1 − αn)‖xn − z‖2 + αn‖Sxn − z‖2 − αn(1 − αn)‖xn − Sxn‖2
≤ (1 − αn)‖xn − z‖2 + αn‖xn − z‖2 − αn(1 − αn)‖xn − Sxn‖2
= ‖xn − z‖2 − αn(1 − αn)‖xn − Sxn‖2.
Thus,
αn(1 − αn)‖xn − Sxn‖2 ≤ ‖xn − z‖2 − ‖zn+1 − z‖2.
Since lim infn→∞ αn(1 − αn) > 0 and by (4), we obtain
lim
n→∞‖Sxn − xn‖ = 0. (5)
Since {xn} is a bounded sequence, there exist the subsequences {xni } and {xnj } of {xn}
such that {xni } ⇀ p and {xnj } ⇀ q , respectively. Since I − S is demiclosed at zero
and by (5), we have p,q ∈ F(S). We first show that for any y ∈ F(S), limn→∞ ‖xn −
y‖ exists. In fact, for any y ∈ F(S),
‖zn+1 − y‖ =
∥∥(1 − αn)xn + αnSxn − y
∥∥
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≤ (1 − αn)‖xn − y‖ + αn‖Sxn − y‖
≤ ‖xn − y‖
≤ ‖zn − y‖ + ‖xn − zn‖.
By Lemma 3.1, limn→∞ ‖zn − y‖ exists. So, we see that limn→∞ ‖xn − y‖ exists by
xn − zn → 0 as n → ∞. Next, we show p = q . If not, by Opial’s condition,
lim











This is a contradiction. Hence, we have p = q . Hence, {xn} converges weakly to
p ∈ F(S).
(ii) By using (1), we obtain
xn+1 = βn
[
(1 − αn)xn + αnSxn
] + (1 − βn)
[
(1 − αn)xn + αnT xn
]
for all n ≥ 1. Putting Vn = βn[(1 − αn)I + αnS] + (1 − βn)[(1 − αn)I + αnT ]. Then
xn+1 = Vnxn. For any z ∈ F(S) ∩ F(T ),
‖Vnxn − z‖ =
∥∥βn
[
(1 − αn)xn + αnSxn
] + (1 − βn)
[
(1 − αn)xn + αnT xn
] − z∥∥
≤ βn
∥∥(1 − αn)xn + αnSxn − z
∥∥ + (1 − βn)
∥∥(1 − αn)xn + αnT xn − z
∥∥
≤ βn
∥∥(1 − αn)xn + αnSxn − z
∥∥ + (1 − βn)‖xn − z‖
≤ ‖xn − z‖
and thus
0 ≤ ‖xn − z‖ − βn
∥∥(1 − αn)xn + αnSxn − z
∥∥ − (1 − βn)‖xn − z‖
= βn
(‖xn − z‖ −
∥∥(1 − αn)xn + αnSxn − z
∥∥)
≤ ‖xn − z‖ − ‖Vnxn − z‖.
By using (3),
0 ≤ ‖xn − z‖ − ‖Vnxn − z‖ = ‖xn − z‖ − ‖xn+1 − z‖ → c − c = 0 (6)
as n → ∞. So, we obtain
0 ≤ (1 − βn)βn
(‖xn − z‖ −
∥∥(1 − αn)xn + αnSxn − z
∥∥)
≤ (1 − βn)
(‖xn − z‖ − ‖Vnxn − z‖
)
.
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Since lim infn→∞ βn(1 − βn) > 0, it follows from (6) that
lim
n→∞
(‖xn − z‖ −
∥∥(1 − αn)xn + αnSxn − z
∥∥) = 0. (7)
Since
‖Sxn − z‖ ≤ ‖xn − z‖
and by Lemma 3.2 and Takahashi [14], we have
∥∥(1 − αn)xn + αnSxn − z
∥∥
= ∥∥(1 − αn)(xn − z) + αn(Sxn − z)
∥∥
≤ ‖xn − z‖
[










≤ ‖xn − z‖ −
∥∥(1 − αn)xn + αnSxn − z
∥∥.
Since δE is strictly increasing, continuous, and by lim infn→∞ αn(1 − αn) > 0
and (7), we obtain
lim
n→∞‖Sxn − xn‖ = 0.
Since I − S is demiclosed at zero and by using the same method in the proof of (i),
we obtain that if xni ⇀ p, then p ∈ F(S). We also prove that p ∈ F(T ). In fact, we
obtain that for any z ∈ F(S) ∩ F(T ),
‖Vnxn − z‖ =
∥∥βn
[
(1 − αn)xn + αnSxn
] + (1 − βn)
[
(1 − αn)xn + αnT xn
] − z∥∥
≤ βn
∥∥(1 − αn)xn + αnSxn − z
∥∥ + (1 − βn)
∥∥(1 − αn)xn + αnT xn − z
∥∥
≤ βn‖xn − z‖ + (1 − βn)
∥∥(1 − αn)xn + αnT xn − z
∥∥
≤ ‖xn − z‖
and hence
0 ≤ (1 − βn)
(‖xn − z‖ −
∥∥(1 − αn)xn + αnT xn − z
∥∥)
≤ ‖xn − z‖ − ‖Vnxn − z‖.
So, we have
0 ≤ βn(1 − βn)
(‖xn − z‖ −
∥∥(1 − αn)xn + αnT xn − z
∥∥)
≤ βn
(‖xn − z‖ − ‖Vnxn − z‖
)
.
Since lim infn→∞ βn(1 − βn) > 0, it follows from (6) that
lim
n→∞
(‖xn − z‖ −
∥∥(1 − αn)xn + αnT xn − z
∥∥) = 0. (8)
J Optim Theory Appl (2012) 152:727–738 733
Since
‖T xn − z‖ ≤ ‖xn − z‖
and by Lemma 3.2 and Takahashi [14], we have
∥
∥(1 − αn)xn + αnT xn − z
∥
∥
= ∥∥(1 − αn)(xn − z) + αn(T xn − z)
∥∥
≤ ‖xn − z‖
[
1 − 2αn(1 − αn)δE





2αn(1 − αn)‖xn − z‖δE
(‖T xn − xn‖
‖xn − z‖
)
≤ ‖xn − z‖ −
∥∥(1 − αn)xn + αnT xn − z
∥∥.
Since δE is strictly increasing, continuous, and by lim infn→∞ αn(1−αn) > 0 and (8),
we obtain
lim
n→∞‖T xn − xn‖ = 0.
Since {xni } ⇀ p and I −T is demiclosed at zero, then p ∈ F(T ). Let {xnj } be another
subsequence of {xn} such that {xnj } ⇀ q . Then we obtain p = q . If not, by Opial’s
condition and (3),
lim





and by using similar method, we have
lim
n→∞‖xn − q‖ < limn→∞‖xn − p‖.
This is a contradiction. Hence, we have p = q . Therefore, {xn} converges weakly to
p ∈ F(S) ∩ F(T ). 
Our Theorem 3.2 carries over Theorem 4.1(ii) of Iemoto and Takahashi [6] to a
quasi-nonexpansive mapping.
Theorem 3.2 Let H be a Hilbert space and C be a nonempty, closed, and con-
vex subset of H , and let S be a quasi-nonexpansive mapping of C into itself and T
be a nonexpansive mapping of C into itself such that F(S) ∩ F(T ) 
= ∅. Suppose
that, for any x1 in C, {xn} is defined by (1), where {αn} and {βn} are chosen so that∑∞
n=1 αn(1−αn) = ∞ and
∑∞
n=1 βn < ∞. Then {xn} converges weakly to p ∈ F(T ).
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Proof For any z ∈ F(S) ∩ F(T ). Put zn+1 = (1 − αn)xn + αnT xn. Then
‖xn+1 − zn+1‖ =
∥∥(1 − αn)xn + αn
[
βnSxn + (1 − βn)T xn
]
− (1 − αn)xn − αnT xn
∥∥
= αn
∥∥βnSxn + (1 − βn)T xn − T xn
∥∥
= αnβn‖T xn − Sxn‖
≤ βnM, (9)
where M = supn≥1 ‖T xn −Sxn‖ < ∞. Since
∑∞
n=1 βn < ∞, we obtain ‖xn −zn‖ →
0 as n → ∞. Since
‖zn+1 − z‖ =
∥∥(1 − αn)xn + αnT xn − z
∥∥
≤ (1 − αn)‖xn − z‖ + αn‖T xn − z‖
≤ ‖xn − z‖
≤ ‖zn − z‖ + ‖xn − zn‖,
and by Lemma 3.1, limn→∞ ‖zn − z‖ exists. So, we see that limn→∞ ‖xn − z‖ exists
by xn − zn → 0 as n → ∞, and thus {xn} is bounded. By using (9), we obtain
‖xn+1 − z‖ ≤ ‖xn+1 − zn+1‖ + ‖zn+1 − z‖
≤ βnM + ‖zn+1 − z‖
and thus
‖xn+1 − z‖ − βnM ≤ ‖zn+1 − z‖. (10)
Since
‖T xn − z‖ ≤ ‖xn − z‖
and by Lemma 3.2 and Takahashi [14], we have
‖zn+1 − z‖ =
∥∥(1 − αn)xn + αnT xn − z
∥∥
= ∥∥(1 − αn)(xn − z) + αn(T xn − z)
∥∥
≤ ‖xn − z‖
[
1 − 2αn(1 − αn)δE




Hence, by (10), we obtain
2αn(1 − αn)‖xn − z‖δE
(‖T xn − xn‖
‖xn − z‖
)
≤ ‖xn − z‖ − ‖zn+1 − z‖
≤ ‖xn − z‖ − ‖xn+1 − z‖ + βnM.
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Since δE is strictly increasing, continuous,
∑∞
n=1 αn(1 − αn) = ∞ and
∑∞
n=1 βn <∞, we obtain
lim inf
n→∞ ‖T xn − xn‖ = 0. (11)
We note that T xn+1 − xn+1 = T xn+1 − Unxn + (1 − αn)(Unxn − xn), where Un =
βnS + (1 − βn)T . Then we have that
‖xn+1 − T xn+1‖
≤ ‖T xn+1 − T xn‖ + ‖T xn − Unxn‖ + (1 − αn)‖Unxn − xn‖
≤ ‖xn+1 − xn‖ + ‖T xn − Unxn‖ + (1 − αn)‖Unxn − xn‖
= ∥∥(1 − αn)xn + αnUnxn − xn
∥∥ + ‖T xn − Unxn‖ + (1 − αn)‖Unxn − xn‖
= αn‖Unxn − xn‖ + ‖T xn − Unxn‖ + (1 − αn)‖Unxn − xn‖
= ‖Unxn − xn‖ +
∥∥T xn −
(
βnSxn + (1 − βn)T xn
)∥∥
= ∥∥βn(Sxn − xn) + (1 − βn)(T xn − xn)
∥∥ + βn‖T xn − Sxn‖
≤ (1 − βn)‖xn − T xn‖ + βn
(‖xn − Sxn‖ + ‖T xn − Sxn‖
)
≤ (1 − βn)‖xn − T xn‖ + βn
(‖xn − T xn‖ + ‖T xn − Sxn‖ + ‖T xn − Sxn‖
)
≤ ‖xn − T xn‖ + 2βn‖T xn − Sxn‖
≤ ‖xn − T xn‖ + 2βnM.
Since
∑∞
n=1 βn < ∞ and by Lemma 3.1, limn→∞ ‖xn −T xn‖ exists. Hence, by (11),
we obtain
lim
n→∞‖T xn − xn‖ = 0. (12)
Since {xn} is bounded, there exist the subsequences {xni } and {xnj } of {xn} such that{xni } ⇀ p and {xnj } ⇀ q , respectively. We first show that p,q ∈ F(T ). In fact, if
Tp 
= p, then by Opial’s condition and (12), we obtain
lim sup
i→∞










This is a contradiction. Hence we obtain Tp = p. Similarly, we obtain q ∈ F(T ).
Next, as in the proof of (i) in Theorem 3.1, {xn} converges weakly to p ∈ F(T ). 
Theorem 3.3 Let H be a Hilbert space and C be a nonempty, closed, and convex
subset of H , and let S,T be two quasi-nonexpansive mappings of C into itself satis-
fying condition A with F = F(S) ∩ F(T ) 
= ∅. Suppose that, for any x1 in C, {xn} is
defined by (1), where {αn} and {βn} are chosen so that lim infn→∞ αn(1 − αn) > 0
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and lim infn→∞ βn(1 − βn) > 0. Then {xn} converges strongly to a common fixed
point of S and T .
Proof As in the proof of (ii) in Theorem 3.1, we obtain
lim
n→∞‖T xn − xn‖ = limn→∞‖Sxn − xn‖ = 0. (13)






{‖T xn − xn‖ + ‖Sxn − xn‖
}
for all n ≥ 1. As in the proof of Theorem 3.1,
‖xn+1 − z‖ ≤ ‖xn − z‖, (14)
for any z ∈ F. Taking the infimum over all z ∈ F on both sides, we see that
limn→∞ d(xn,F)(≡ k) exists. We first claim that limn→∞ d(xn,F) = 0. In fact, as-
sume that k = limn→∞ d(xn,F) > 0. Then we can choose n0 ∈ N such that 0 < k2 <









{‖T xn − xn‖ + ‖Sxn − xn‖
} → 0
as n → ∞. This is a contradiction. So, we obtain k = 0. Next, we claim that {xn}
is a Cauchy sequence. Let  > 0 be given. Since limn→∞ d(xn,F) = 0, there exists





Let n,m ≥ n0 and p ∈ F. Then, by (14), we obtain
‖xn − xm‖ ≤ ‖xn − p‖ + ‖xm − p‖
≤ 2[‖xn0 − p‖
]
.
Taking the infimum over all p ∈ F on both sides and by (15), we obtain





for all n,m ≥ n0. This implies that {xn} is a Cauchy sequence. Let limn→∞ xn = q .
Since F is closed, we obtain q ∈ F. Hence, {xn} converges strongly to a common
fixed point of S and T . 
The following is an example of a quasi-nonexpansive mapping which is not non-
expansive mapping.
Example 3.1 [15] Let R denote the reals with the usual norm and C = [−π,π]. Let
T : C → C be defined by
T x = x cosx
for all x ∈ C.
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The following is an example of a quasi-nonexpansive mapping which are not a
nonspreading mapping and a nonexpansive mapping.
Example 3.2 Let R denote the reals with the usual norm and C = [0,2]. Let T : C →
C be defined by




for all x ∈ C, where x+2 ≤ 3, x ∈ [0,1] and x+2 = 3, x > 1. Clearly F(T ) = {1,2}.
T is a quasi-nonexpansive mapping since if x ∈ [0,2] and z = 1, then









∣∣x2 − 1∣∣ ≤ |x − z|.
If x ∈ [0,2] and z = 2, then









∣∣x2 − 4∣∣ ≤ |x − z|.
But it is not a nonspreading mapping. In fact, if we take x = 2 and y = √2, then we
obtain |T x − Ty|2 = 0.444, |x − y|2 = 0.343, 2〈x − T x,y − Ty〉 = 0, and thus
|T x − Ty|2 = 0.444 > 0.343 = |x − y|2 + 2〈x − T x,y − Ty〉.
Also, it is not a nonexpansive mapping. In fact, if we take x = 2 and y = √2, then
we obtain
|T x − Ty| = 0.666 > 0.586 = |x − y|.
4 Concluding Remarks
Our results, Theorems 3.1 and 3.2, carry over Theorem 4.1 of Iemoto and Takahashi
to quasi-nonexpansive mappings. We study the strong convergence of the Moudafi’s
iterative scheme under the assumption that two quasi-nonexpansive self-mappings
satisfying condition A. We give an example of a quasi-nonexpansive mapping which
are not a nonspreading mapping and a nonexpansive mapping.
Open Access This article is distributed under the terms of the Creative Commons Attribution Noncom-
mercial License which permits any noncommercial use, distribution, and reproduction in any medium,
provided the original author(s) and source are credited.
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