This paper considers maximum likelihood (ML) estimation in a large class of models with hidden Markov regimes. We investigate consistency and local asymptotic normality of the ML estimator under general conditions which allow for autoregressive dynamics in the observable process, timeinhomogeneous Markov regime sequences, and possible model misspecification. A Monte Carlo study examines the finite-sample properties of the ML estimator. An empirical application is also discussed.
Introduction
Following the influential work by Hamilton [1989] , dynamic models with parameters that are subject to changes driven by an unobservable Markov chain (the regime or state sequence) have attracted considerable attention in many different fields. An important subclass of such models, also used widely in a variety of disciplines, are so-called hidden Markov models, in which the observations are conditionally independent given the regime sequence (see, e.g., the review paper by Ephraim and Merhav [2002] and the references therein). The hidden Markov chain is commonly taken to be time-homogeneous.
In this paper we focus on a larger class of models in which the hidden regime process and the observation process (conditional on the regimes) are both timeinhomogeneous Markov chains. This is a useful generalization of models with a time-invariant transition mechanism, which has found numerous applications, especially in economics (e.g. Diebold et al. [1994] , Filardo [1994] ). Inference in such models is typically likelihood based, but very little is currently known about the asymptotic properties of the associated maximum likelihood (ML) estimator.
The contribution of this paper is to provide consistency and asymptotic normality results for a large class of models that are relevant in applications. Our approach allows for autoregressive dynamics in the observable process, temporal heterogeneity in the transitions of the hidden Markov process, and model misspecification. To the best of our knowledge, the only asymptotic results available on ML estimation in models with time-inhomogeneous Markov regimes are those in Ailliot and Pène [2015] , which establish consistency of the ML estimator in a correctly specified model. By contrast, we allow for possible model misspecification and establish local asymptotic normality (LAN) (e.g. Le Cam [1986] ) for our model, from which asymptotic normality of the ML estimator can be inferred. Unlike Ailliot and Pène [2015] , however, who allow for a general hidden state space, we require the latter to be finite.
Our results on the convergence of the ML estimator under possible model misspecification extend some results of White [1982] for independent, identically distributed (i.i.d.) data to the case of dependent observations and for classes of parametric distributions associated with dynamic models with hidden Markov regimes. Such stochastic specifications are typically highly parametric and frequently based on conditional Gaussianity assumptions. It is, therefore, important to understand the properties of likelihood-based inference procedures in situations where the true probability structure of the data does not necessarily lie within the parametric family of distributions specified by the model. An example of potential misspecification that is of particular relevance in models with time-inhomogeneous Markov regimes involves the use of an incomplete approximation to the likelihood function which ignores the joint dependence of the observation variable and of the variables upon which the transition function of the regime sequence depends (see also Filardo [1998] ); this will be discussed in some detail in the context of our analysis of simulated and real-world data. In related work, Mevel and Finesso [2004] consider consistency and asymptotic normality of the ML estimator in the case of potentially misspecified hidden Markov models (conditionally independent observations) with a finite state space, while Douc and Moulines [2012] investigate consistency (but not asymptotic normality) in the case of general state spaces; in both papers, the regime sequence is assumed to be time-homogeneous.
In other related work, Francq and Roussignol [1998] and Krishnamurthy and Rydén [1998] investigate consistency of the ML estimator in correctly specified autoregressive models with Markov regimes defined on a finite state space. Douc et al. [2004] examine consistency and asymptotic normality in a similar setup but allow the hidden Markov chain to take values in a space that is not necessarily finite or countable. In the context of hidden Markov models, Bickel and Ritov [1996] , Bickel et al. [1998] , Jensen and Petersen [1999] , Douc and Matias [2001] , and Douc et al. [2011] investigate asymptotic normality and/or consistency under correct specification and regime sequences defined on either a finite or general state space. In all the papers mentioned in this paragraph, the regime sequence is assumed to be a time-homogeneous Markov chain.
In the sequel we follow Bickel et al. [1998] and Douc et al. [2004] fairly closely in terms of the technical tools and the arguments used in the proofs, but our setup is more general in certain respects. Like Bickel et al. [1998] , we consider models with a finite hidden state space, but allow for autoregressive dynamics in the observation sequence, temporal heterogeneity in the regime sequence, and model misspecification. In Douc et al. [2004] , the hidden Markov chain is allowed to take values in a compact topological space but is restricted to be time-homogeneous, and the model is assumed to be correctly specified. We show that the ML estimator in our setting converges to the true parameter value if the model is correctly specified and to a pseudo-true parameter set if the model is misspecified. We also show that the sample log-likelihood satisfies the LAN property, and establish an asymptotic linear representation for the ML estimator.
The cornerstone of the methods used by Bickel et al. [1998] and Douc et al. [2004] for establishing the asymptotic properties of the ML estimator are mixingtype results for the unobservable regime sequence conditional on the observation sequence (see also Bickel and Ritov [1996] ). This is also true for our approach, but unfortunately we cannot invoke their results directly because they are established under the assumption of time-homogeneity of the hidden Markov chain. We extend these results to allow for time-inhomogeneous Markov regimes; in particular we establish mixing-type results for the unobservable regime sequence given the observed data, allowing for time-varying Markov transition matrices. This last result may be of interest in its own right.
The remainder of the paper is organized as follows. Section 2 defines the class of models under consideration and gives sufficient conditions for stationarity and ergodicity. Section 3 describes the estimation problem of interest. Section 4 investigates consistency of the ML estimator in a general setting. Section 5 contains results on the LAN property of the model. Section 6 presents simulation results on the finite-sample properties of estimators based on wellspecified and misspecified likelihoods. Section 7 presents an illustration using real-world data. Section 8 gathers the proofs.
Notation. The following notation is used throughout the paper: for any infinite sequence (V j ) j , V b a = (V a , . . . , V b ) for any a ≤ b; P(V) denotes the set of Borel probability measures on a Polish space V; for any probability measure P , E P (·) denotes expectation with respect to P , and o P (·) and O P (·) indicate order in probability under P ; ∇ ϑ and ∇ 2 ϑ are the gradient and Hessian operators with respect to a parameter ϑ, respectively; · denotes the Euclidean norm of a vector or matrix; 1{·} denotes the indicator function; N denotes the set of positive integers. Unless stated otherwise, limits are taken as T → ∞, where T is the sample size. For any two sequences (X t , Y t ) t∈N , X t Y t implies that there exists an universal positive constant (not depending on T ) C such that X t ≤ CY t for all t.
Statistical Model
Let (X t , S t ) ∞ t=0 be a discrete-time stochastic process such that: (S t ) ∞ t=0 is an unobservable, time-inhomogeneous Markov chain on a finite state space S = {s 1 , . . . , s |S| } ⊂ R; conditionally on (S t ) ∞ t=0 , (X t ) ∞ t=0 is an observable, timeinhomogeneous Markov chain on a general state space X that is a closed subset of R d . It is assumed that, for each t ∈ N, the conditional distribution of X t , given X t−1 0 and S t 0 , depends only on X t−1 and S t , and the conditional distribution of S t , given X t−1 0 and S t−1 0 , depends only on X t−1 and S t−1 , so that
with (x, s) → P * (x, s, ·) ∈ P(X) and (x, s) → Q * (x, s, ·) ∈ P(S) denoting the true transition kernels; it is further assumed that, for each (x, s) ∈ X × S, P * (x, s, ·) admits a density p * (x, s, ·) with respect to some σ-finite measure on X. Our framework imposes no additional restrictions on this measure; for instance, it can be the Lebesgue measure (i.e., allow for continuous X) or the counting measure (i.e., allow for discrete X).
The researcher's model is given by
The transition kernels in (x, s) → P θ (x, s, ·) ∈ P(X) and (x, s) → Q θ (x, s, ·) ∈ P(S) are indexed by an (unknown) parameter θ taking values in a parameter space Θ ⊆ R q . For each θ ∈ Θ and (x, s) ∈ X × S, we use p θ (x, s, ·) to denote the density of P θ (x, s, ·) with respect to the same measure used to compute p * (x, s, ·). The model, {(P θ , Q θ ) : θ ∈ Θ}, can be misspecified in the sense that P * / ∈ {P θ : θ ∈ Θ} or Q * / ∈ {Q θ : θ ∈ Θ}. This set-up encompasses a rich family of models, some examples of which are given below.
Example 1 (Switching Autoregressive Model). Let x = (y, z) ∈ X = R 2 and s ∈ S = {0, 1}. Let P θ be determined by the equations
. This is an example of the type of Markov-switching autoregressive model considered by Diebold et al. [1994] and Filardo [1994] , among many others. A Markov-switching autoregressive model with a time-invariant transition mechanism is a special case with β 0 = β 1 = 0. The case of φ = 0 corresponds to a Gaussian mixture model with timevarying mixing weights. △ Example 2 (Mixture Autoregressive Model). Consider a model given by X = R, S = {0, 1}, a family {P θ : θ ∈ Θ} and a function x → G(x) ∈ [0, 1] such that, for each t ∈ N, X t ∼ P θ (X t−1 , S t , ·) given (X t−1 , S t ), and Pr(S t = 0 | X t−1 ) = G(X t−1 ). The conditional density
defines models which belong to the general class of mixture autoregressive models (e.g., Dueker et al. [2007] , Tadjuidje et al. [2009] , Dueker et al. [2011] , Kalliovirta et al. [2015] ). By allowing for time-varying transition functions, our framework encompasses this type of models. Due to the parametric nature of the densities p θ and the mixing functions G, it is paramount to consider a theory that allows for potential misspecifications. △ The examples above (as well as Example 3 that follows) illustrate that in many areas -like economics and finance (e.g. Diebold et al. [1994] ), biology (e.g. Ghavidel et al. [2015] ), speech recognition (e.g. Ramesh and Wilpon [1992] ) -the stochastic process (X t , S t ) ∞ t=0 is highly complex and is natural/desirable to allow for feedback from past realizations of the observable process (X t ) ∞ t=0 to the law of the unobserved state S t ; a tractable way for modeling this feedback is to allow the transition kernel, Q θ , to depend on X t−1 . This modeling approach is, as the vast majority of hidden Markov models, parametric in nature and as such subject to the obvious functional form misspecifications. However, its feature of time-varying transition functions adds an additional level of complexity and with it a source of potential misspecification which, while being somewhat subtle, seems to be quite common in applications in fields like economics and finance. To illustrate this, using the notation from the examples, consider the case of a true/correct simple "triangular" model
for some conditional densities (z ′ , y, z, s) → p Y, * (· | z ′ , y, z, s) ∈ P(R) and z → p Z, * (· | z) ∈ P(R), so that the factor Z t affecting the law of the unobserved state S t also affects the law of Y t . In applications involving models like those found in the references quoted in Examples 1 and 2, it seems common practice to postulate the following (misspecified) model
where p Y,θ = p Y, * as it does not admit the dependence on Z t . Furthermore, inference may quite often be based on the incomplete model for p Y,θ alone, the implicit assumption being that p Y,θ can be analyzed independently of p Z,θ since p Y,θ and Q θ depend only on Z t−1 . (This type of potential misspecification, also discussed by Filardo [1998] in the context of Markov-switching autoregressive models, will be the focus of much of the discussion in Sections 6 and 7). Even though such an approach may be appealing to practitioners because of its relative simplicity, it opens an array of issues that need to be addressed. For instance, it is unclear what would be the limit point of a quasi-ML estimator based on p θ or p Y,θ (since it might not converge to the true parameter) and it seems likely that associated likelihood-based inference will yield misleading results. The paper provides a theoretical framework that acknowledges this source of misspecification (and others), thereby providing tools for addressing these issues and for conducting asymptotically valid inference.
The following example showcases how our methodology can also be applied to a class of random coefficient models commonly studied in economics.
Example 3 (Panel Data Model with Heterogeneous Marginal Effects). The following model is a parametric version of a Random Coefficient Model (Chamberlain [1992] ) studied by Chernozhukov et al. [2015] and Graham and Powell [2012] . For each t ∈ N and i ∈ {1, 2, . . . , I}, let
where (ε i,t ) t are zero-mean, i.i.d., real-valued random variables with density m ε . 1 Here, Y i,t is the outcome variable of individual i at time t (e.g., household's i consumption at time t of some good) and Z i,t ∈ R are observed covariates for individual i at time t; Z i,t can contain a "macroeconomic" variable (i.e., affecting all households) or an "idiosyncratic" variable (e.g., household characteristics, past values of income, etc.), and it is assumed that Z t = (Z 1,t , . . . , Z I,t ) ∼ p Z,θ (· | Z t−1 ) given Z t−1 . In this model, (s, ε) → g θ (s, ε) ∈ R measures the effect of the covariates on the outcome variable, and is a function of S t , which may be interpreted as representing unobserved macroeconomics factors (e.g., the state of the economy). In this setup, it is natural to consider cases where the law of the unobserved macroeconomic factor depends on both unobserved and observed current macroeconomics factors, i.e., S t ∼ Q θ (Z t−1 , S t−1 , ·) given (S t−1 , Z t−1 ). Finally, ε i,t is an idiosyncratic shock for individual i at time t. It is assumed that ε → g θ (s, ε) is strictly increasing for all s and all θ ∈ Θ. Thus, in this case, d = 2I, X t = (Y t , Z t ) with Y t = (Y 1,t , ..., Y I,t ), and
for any (y, z). △ Before discussing estimation of θ based on a finite segment X T 0 ≡ (X 0 , ..., X T ) (for some T ∈ N) of (X t ) ∞ t=0 , we give a result regarding the mixing and ergodicity properties of (X t ) ∞ t=0 . To do so, letP κ * denote the true distribution over (X t ) ∞ t=0 when the distribution of (X 0 , S 0 ) is κ. Under the following assumptions, Lemma 1 below ensures that there exists a Borel probability measure on X × S, denoted henceforth by ν, which yields a stationary and ergodic process (X t ) ∞ t=0 . Assumption 1. There exists a continuous function q :
1 An important difference with the literature on random coefficient models is that our model is suited to "large-T -small-n" panels, whereas the typical paper in the literature is for "small-T -large-n" panels.
Assumption 2. There exist constants λ ′ ∈ (0, 1), γ ∈ (0, 1), b ′ > 0 and R > 2b ′ /(1 − γ), a lower semi-continuous function U : X → [1, ∞), and a measure ̟ ∈ P(X) such that, for all s ∈ S:
The next lemma establishes stationarity, ergodicity and β-mixing of (X t ) ∞ t=0 . 2 Lemma 1. Suppose Assumptions 1 and 2 hold. Then, there exists a ν ∈ P(X × S) such that, underP ν * , (X t ) ∞ t=0 is stationary, ergodic and β-mixing with decay
Its proof is standard and relegated to the Supplemental Material, Section SM.1. The result follows from using Assumptions 1 and 2 to establish that the implied transition matrix of the joint process (X t , S t ) ∞ t=0 has a unique invariant distribution and also that it is Harris recurrent and aperiodic. This fact in turn is used to show that (X t ) ∞ t=0 is stationary, ergodic and β-mixing at a geometric rate.
Remark 1 (Discussion of the Assumptions 1 and 2). Assumption 1 is an extension of a common assumption (cf. Douc et al. [2004] , Ailliot and Pène [2015] ) in the literature to the case where the transition kernel of the state S depends on x. Allowing for the lower bound, q, to depend on x is specially relevant when the support of X is unbounded, because, while q(x) > 0, it is allowed to converge to zero as ||x|| → ∞.
Assumption 2(iii) is an analogous condition but for the transition kernel P * . By inspection of the proof it is easy to see that it suffices to obtain a minorization condition for the "joint" kernel, i.e., inf x∈A P * (x, s ′ , C)Q(x, s, s ′ ) ≥ λ ̟(C, s ′ ) for any Borel set C ⊆ X and for some ̟ ∈ P(X × S) and λ ∈ (0, 1). Thus, Assumptions 1(i) and 2(i) could be relaxed, e.g. the former could be relaxed to Q(x, s, s ′ ) ≥ q(x)̺(s ′ ) where ̺ ∈ P(S), or the latter could be relaxed to
Assumption 2(i)(ii) is the so-called Foster-Lyapunov drift; see Meyn and Tweedie [1993] and references therein for a discussion of the assumption. △ In view Lemma 1, under ν, we can extend the process (X t ) ∞ t=0 to a two-sided sequence (X t ) ∞ t=−∞ . With a slight abuse of notation we still useP ν * to denote the true probability distribution over (X t , S t ) ∞ t=−∞ ;P ν θ is defined analogously for the model (Q θ , p θ , ν). 3
, where ν(·|·) is the conditional density corresponding to ν.
For a given initial distribution κ ∈ P(X × S) over (X 0 , S 0 ), we define our estimator asθ κ,T , where
for some η T ≥ 0 and η T = o(1).
Consistency
Let H * : Θ → R + ∪ {∞}, with
−∞ ) is its counterpart induced by the true transitions (P * , Q * , ν). be the pseudo-true parameter (set) minimizing the Kullback-Leibler information criterion θ → H * (θ). Under Assumption 3, Θ * is non-empty and compact by the Weierstrass Theorem.
For any δ > 0 and any θ ∈ Θ, let B(δ, θ) ≡ {τ ∈ Θ : ||τ − θ|| < δ}.
Assumption 5. (i) For any ǫ > 0, there exists a δ > 0 such that
(ii) there exists an a.s.-P ν * finite C such that sup θ∈Θ
Remark 2 (Discussion of the Assumptions). Assumption 3(i) is standard. Assumption 3(ii) is a high level one and can be obtained from lower level conditions (cf. Proposition 1 in Douc and Moulines [2012] ). Assumption 4 essentially requires that q is not "too close" to zero on average. For instance, if q(x) ≥ c for some c > 0, then Assumption 4 is automatically satisfied. Under stationarity of (X t ) ∞ t=0 and the fact that
which is summable.
Assumption 5(i) is a high level condition used for establishing uniform law of large numbers results (see Lemma 3 in Section 8.1). Assumption 5(ii) is akin to Assumption A4 in Bickel et al. [1998] ; it basically restricts the support of p θ for different values of the state variable. △ We now establish consistency of the estimator defined by (5). This result is analogous to Theorem 2 in Douc and Moulines [2012] but for a somewhat different setup; in particular, we allow for autoregressive dynamics as well as time-varying transition probabilities, but restrict the state space S to be discrete.
Proof. See Section 8.1.
Clearly, if the model is well-specified, i.e., there exists a θ ∈ Θ such that (P * , Q * ) = (P θ , Q θ ), then Θ * = {θ} and our estimator converges to this point. If the model is misspecified, however, our estimator converges to the set of parameters that is closest to the true set when closeness is measured using the Kullback-Leibler information criterion (cf. White [1982] , Douc and Moulines [2012] ).
To prove Theorem 1 we first show that
−∞ , θ) (see Lemma 2 in Section 8.1). Second, relying on ergodicity (Lemma 1) and Assumption 5, we establish an uniform law of large numbers for the latter quantity (see Lemma 3 in Section 8.1). The proof of Theorem 1 then follows from the standard Wald approach.
The approximation result in the first step relies on "mixing" results for the process (S t ) ∞ t=−∞ , given (X t ) ∞ t=−∞ . The following theorem, which might be of independent interest, presents these "mixing" results.
Theorem 2. Take any (j, m) ∈ N 2 . Suppose that, for any θ ∈ Θ, there exist a mapping x → ̺(x, ·) ∈ P(S) and q :
This result is analogous to the results in Douc et al. [2004] (e.g. their Lemma 1 and Corollary 1) but under different conditions on the transition kernel Q θ ; in particular, we allow for non-homogeneity by allowing Q θ to depend on X, and also the lower bound in expression (6) is not assumed to be uniform on s ′ ; these features are to our knowledge novel. 6
The proof relies on bounding the Dobrushin coefficient of the transition (6), is uniformly bounded from below (e.g., this will be the case under Assumption 1), then such bound is obtained by elementary calculations. For the general case, however, we had to use a different approach based on coupling techniques; see Section 8.2 for details.
Remark 3. Remark 1 and the fact that Theorem 2 is derived under condition (6), imply that in regards to consistency, Assumption 1 could be replaced by the weaker condition 6. This remark, however, does not extend to the LAN results below, since we do not know whether Assumption 1 could be relaxed to condition (6) in this case. △
Asymptotic Linear Representation
In this section we establish a LAN property ( [Ibragimov and Has'minskii, 1981, Ch . II], Le Cam [1986] ) for our model and an asymptotic linear representation for our estimator. For this, we impose the following assumptions.
For the next assumption, fix a δ > 0 and a a ≥ 1.
Remark 4 (Discussion of the Assumptions). Part (i) of Assumption 6 is standard in the literature. The restriction that Θ * is a singleton could be relaxed using the ideas of Liu and Shao [2003] for non-identified ML estimators. This extension, albeit interesting, would present nuances that are beyond the scope of the current paper. Part (ii) of Assumption 6 is standard. Assumption 7 is also standard (see Bickel et al. [1998] for a discussion). Finally, Assumption 8 is a strengthening of Assumption 4, and is required to establish the existence of a random sequence (∆ t (θ * )) t which approximates the "score" function well (in the sense of Lemma 12 in Section 8.3). For instance, it is satisfied
The next theorem establishes a LAN-type property for the log-likelihood criterion function in (3).
Theorem 3. Suppose Assumptions 1(i), 6, 7 and 8 hold. Then, there exists a stationary and ergodic process in L 2 (P ν * ), (∆ t (θ * )) t , a sequence of negative definite matrices (ξ t (θ * )) t , and a compact set K ⊆ Θ that includes 0, such that:
Proof. See Section 8.3.
Theorem 3 extends the results in Bickel and Ritov [1996] and Bickel et al. [1998] (see their remark on p. 1620) to a more general setup which allows for time-varying transition probabilities, autoregressive dynamics, and misspecified models. The proof develops along the same lines as theirs. The main difference relies on the way one establishes that the "score" ∇ θ ℓ ν T (·, θ * ) and the Hessian ∇ 2 θ ℓ ν T (·, θ * ) can be approximated by T −1 T t=0 ∆ t (θ * ) and T −1 T t=0 ζ t (θ * ), respectively (see Lemmas 7 and 8 in Section 8.3). As mentioned above, these approximations rely on "mixing" properties of the hidden time-inhomogeneous Markov chain; see the Supplemental Material SM.4.
Theorem 3 is used to establish the following asymptotic linear representation for our estimator in terms of (∆ t (θ * )) ∞ t=0 and (ξ t (θ * )) ∞ t=0 . Theorem 4. Suppose Assumptions 1-8 hold and
where
This result readily implies that, if
with '⇒' denoting convergence in distribution. This result extends the results in White [1982] and shares the same features, i.e., the asymptotic covariance matrix has a "sandwich" form and the information matrix equality does not necessarily hold (see also [White, 1994, Ch. 6] ).
In the case of a correctly specified model, the process (∆ t (θ * )) t is a martingale difference sequence, and thus the result in (7) is obtained by invoking a martingale-difference central limit theorem for (∆ t (θ * )) t . In the possibly misspecified case, (∆ t (θ * )) t will not, in general, be a martingale difference, so one should use a different approach. In some situations, a central limit theorem for β-mixing processes could be used instead.
Simulation Study
In this section we present and discuss simulation evidence regarding the finitesample properties of estimators based on correctly specified and misspecified likelihoods. The Monte Carlo experiments are based on artificial data (X t = (Y t , Z t )) t generated according to the equations
with ρ ∈ {0, 0.8}. The regimes (S t ) t are a Markov chain on {0, 1}, independent of (U 1,t , U 2,t ) t , such that
with α 0 = α 1 = 2, β 0 = −0.5, and β 1 = 0.5. The model defined by (8)- (10) is a prototypical Markov-switching autoregressive model with time-varying transition probabilities, which has been used extensively in applications. The type of misspecification that is the focus of the experiments was highlighted in Section 2 and involves the use of an incomplete approximation to the likelihood function which ignores potential contemporaneous correlation between the observation variable Y t and the variable Z t upon the lagged value of which the transition function (10) depends. In each of 1000 Monte Carlo replications, 100 + T data points for (X t ) t are generated with T ∈ {200, 800, 1600, 3200}; the first 100 points are then discarded in order to attenuate start-up effects and the remaining T points are used to estimate the parameter ϑ = (µ 0 , µ 1 , φ, σ 0 , σ 1 , α 0 , β 0 , α 1 , β 1 ). We compute two ML-type estimates of ϑ: the first is obtained by maximizing the joint log-likelihood based on the conditional distribution of X t given X t−1 0 , while the second is the maximizer of the partial log-likelihood based on the conditional distribution of Y t given X t−1 0 ; for brevity, we shall refer to these estimates as "joint" and "partial", respectively. 10 Note that, in empirical applications, inference in models like (8)- (10) is predominantly based on the partial loglikelihood (cf. Diebold et al. [1994] , Filardo [1994] ), the implicit assumption being that potential endogeneity of Z t is of little consequence since it is only Z t−1 that appears in (10).
In order to conserve space only a selection of the simulation results are reported here. 11 Table 1 shows some of the characteristics of the finite-sample distributions of partial and joint ML estimators of the elements of ϑ when ρ = 0.8. Specifically, we report the deviation of the mean from the true parameter value (bias) and the ratio of the sampling standard deviation of the estimators to the estimated standard errors averaged across Monte Carlo replications for each design point. To reflect what is common practice in applied research, estimated standard errors are computed using the familiar empirical Hessian estimator (which relies on the assumption of correct specification) instead of a "sandwich" estimator (which allows for the possibility of misspecification).
It is immediately apparent that, for most of the parameters, the partial ML estimator is considerably more biased than the joint ML estimator. The differences between the estimators are more pronounced for the parameters associated with the transition probabilities (α 0 , β 0 , α 1 , β 1 ), the partial ML estimates of which are significantly biased even for the largest sample size considered in the simulations. This suggests that the bias of the partial ML estimator when ρ = 0 is not a phenomenon associated only with small samples, a finding which is consistent with our asymptotic results. We also note that conventional measures of skewness and kurtosis based on standardized third and fourth em- pirical cumulants (not shown) reveal that the distributions of the partial and joint ML estimators of many parameters tend to deviate from the symmetric and mesokurtic distributions predicted by large-sample theory when T ≤ 200. This is especially true for the parameters associated with the transition probabilities, although the quality of the Gaussian approximation improves as the sample size increases. Regarding the accuracy of estimated standard errors, the latter are downwards biased in most cases, the bias being somewhat smaller in the case of joint ML estimates. However, unless the sample size is small, the bias is not generally substantial and decreases as the sample size increases. This is also true in the case of partial ML estimates despite the fact that standard errors are obtained from the empirical Hessian. We next examine conventional studentized statistics associated with the elements of the partial and joint ML estimators of ϑ, computed as the ratio of the estimation error to the corresponding estimated standard error. Such statistics are typically treated as having an approximate N (0, 1) distribution, which is true under the assumption of correct specification. Focusing on hypothesis testing involving statistics of this type, Table 2 reports the empirical rejection frequencies of: (i) a t-type test of H 0 : ϑ j = ϑ * j versus H 1 : ϑ j = ϑ * j , where ϑ j is the j-th element of ϑ and ϑ * j is its true value; (ii) a t-type test of H 0 : ϑ j = 0 versus H 1 : ϑ j = 0. Rejection frequencies are computed using a 5% standardnormal critical value, and are referred to as "size" and "power". 12 Tests of 1.000 1.000 1.000 0.918 1.000 0.975 1.000 1.000 1.000 1600 1.000 1.000 1.000 0.998 1.000 1.000 1.000 1.000 1.000 3200 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Joint 1.000 1.000 1.000 0.812 0.999 0.732 1.000 1.000 1.000 1600 1.000 1.000 1.000 0.988 1.000 0.966 1.000 1.000 1.000 3200 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 H 0 : ϑ j = ϑ * j based on joint ML estimates tend to have an empirical Type I error probability which is generally close to the nominal level, especially for T ≥ 400. Tests based on partial ML estimates, on the other hand, tend to be oversized when ρ = 0.8. In the case of parameters associated with the transition probabilities, tests tend to be either excessively conservative or excessively liberal even for the largest sample size under consideration. When testing the significance of individual parameters, we find that tests based on joint ML estimates lack power to reject H 0 : β i = 0, i ∈ {0, 1}, when T ≤ 200. 13 Tests based on partial ML estimates have higher nominal power in such cases, although this is to a large extent due to the size distortion that these tests exhibit. We note that, rather unsurpisingly given the results reported in Table 1 , the mean of the finite-sample distribution of studentized statistics associated with partial ML estimates (not shown here) tends to differ substantially from zero, something which is especially true, even in large samples, for statistics associated with (α 0 , β 0 , α 1 , β 1 ), and Gaussianity is rejected for all design points. By contrast, studentized statistics associated with joint ML estimates tend to have distributions with mean and variance that do not differ substantially from their expected values in most cases, and Gaussianity is never rejected for T ≥ 800. 14 It is perhaps worth pointing out again that the experimental design is chosen so as to highlight the results which are likely to obtain when inference is carried out in a way that is common in practice, and that care must be taken in interpreting results for tests based on partial ML estimates since the associated test statistics do not have the usual asymptotic null distributions when ρ = 0. Using a consistent estimator of the asymptotic covariance matrix that appears in (7) would ensure that tests are asymptotically correct. However, as Freedman [2006] also observes, results obtained by using such an estimator of the asymptotic variance are unlikely to be any less misleading since the problem of bias of the parameter estimator remains under misspecification. It is clear from the simulations that, in our setting, the bias of the partial ML estimator of ϑ presents a much more serious problem than the inaccuracy of conventionally estimated standard errors.
Results for the case where ρ = 0 (see the Table in the Supplemental Material SM.5) reveal substantial improvement in the properties of the partial ML estimator and related tests compared to the case with ρ = 0.8. This is not, of course, surprising since the joint and partial ML estimators are both consistent and efficient when ρ = 0. (All sample information relating to ϑ can be obtained from the partial likelihood when ρ = 0 since Z t is strongly exogenous for ϑ in the sense of Engle et al. [1983] ).
To sum up, the simulations demonstrate that the joint ML estimator has good statistical properties regardless of potential contemporaneous correlation between the variable of interest (Y t ) and the information variable (Z t ) driving the hidden Markov transition mechanism, especially when the sample size is not too small. By contrast, in the presence of substantial contemporaneous correlation between Y t and Z t , the partial ML estimator is severely biased, even for what are very large sample sizes by the standards of empirical applications, and associated hypothesis tests have unsatisfactory size and power properties.
Empirical Example
In this section we discuss an application based on a type of model which is commonly used in economics. Specifically, we investigate the potential contribution of the interest rate spread and the growth in tax revenues in predicting regime changes in U.S. real output growth. The model is a variant of the specification used in the simulations and is given by
with the hidden, two-state Markov chain (S t ) being governed by the transition probabilities
and (U 1,t , U 2,t ) postulated to be i.i.d. N 0, 1 ρ ρ 1 random vectors independent of (S t ). In (11)- (13), Y t stands for the growth rate of real gross domestic product and Z t is either the spread between the 10-year Treasury note rate and the 3-month Treasury bill rate or the growth rate of real government receipts of direct and indirect taxes (net of transfers to businesses and individuals). The data used are quarterly and span the period 1954:1 to 2009:4. 15 We note that the model could be generalized to allow for Markov changes in the autoregressive coefficients in (11) and in the parameters of (12). However, since Z t is thought of here as a potential leading indicator for a change in the mean output growth, it does not seem reasonable to allow the parameters in both (11) and (12) to be state dependent. Modelling changes in (Y t ) and (Z t ) as driven by independent Markov processes is more attractive, but we choose to abstract from this as it is not directly related to the main problem under study. Since, as well as wishing to examine the potential ability of the interest rate spread and tax revenues to predict changes in mean output growth, we are also interested in assessing whether treating these variables as exogenous yields results which are different from those obtained from a joint model, we compute two sets of ML estimates: partial ML estimates based on (11) alone and joint ML estimates based on the system (11)-(12). We note that in econometric models of the business cycle based on models like (11)-(13) it is common to Tables 3 and 4 , with estimated standard errors (obtained from the empirical Hessian) given in parentheses. Conventional t-type tests based on joint ML estimates, reveal β 0 , but not β 1 , to be significantly different from zero, when either the spread or tax revenues is used as the variable driving the transition probabilities; this suggests that the two variables contain significant information only about the probability of remaining in the high-intercept state associated with S t = 0. With regard to the potential misspecification introduced by treating Z t as exogenous, the differences between partial and joint ML parameter estimates are substantial in the model with tax revenues (especially in the case of the autoregressive coefficients and the parameters associated with the transition probabilities) but much less so in the model with the interest rate spread. This is not entirely unexpected in view of the fact that the conditional correlation ρ has a relatively high estimated value of 0.610 in the latter model but a much lower value of 0.193 in the former. Such findings are in line with both the asymptotic results and the simulation evidence presented in earlier sections of the paper. The relatively large value of ρ in Table 4 implies that inference based on the partial ML estimator is potentially misleading because of the likely bias of the parameter estimator and the inconsistency of the empirical Hessian covariance estimator. Inference based on the the partial ML estimates reported in Table 3 should also be viewed with caution since the covariance estimator used is inconsistent unless ρ = 0.
Proofs

Consistency
In order to prove Theorem 1, we need two lemmas (the proofs of which are relegated to the Supplemental Material SM.2). The first lemma shows that the log-likelihood function ℓ ν T (X T 0 , ·) can be approximated by the sample average of (log p ν (X t | X t−1 −∞ , ·)) t∈N ; this function is used to construct the function H * that defines the (pseudo)-true parameter set. This result relies on "mixing" properties derived in Theorem 2 (see Lemma 10 in the Supplemental Material
SM.2).
Lemma 2. Suppose Assumptions 1, 4 and 5(ii) hold. Then,
The second lemma essentially establishes a uniform LLN for the sample average of (log p ν (X t | X
Lemma 3. Suppose Assumptions 1, 2, 3 and 5(i) hold. Then: (i) For any compact K ⊆ Θ and any ǫ > 0, there exists a T (ǫ) such that
Proof of Theorem 1. For simplicity we set η T = 0 throughout the proof. Formally, we want to establish that for all ǫ > 0, there exists a T (ǫ) ∈ N such thatP
for all t ≥ T (ǫ). For this, it suffices to establish that there exists a θ 0 ∈ Θ * such that for any ǫ > 0, there exists a T (θ 0 , ǫ) such that
, so it suffices to work with the latter function.
Let
for any δ > 0 and some (any) θ 0 ∈ Θ * . Observe that
where the last line follows from stationarity of X ∞ −∞ and definition of H * . By Assumption 3 and the fact that for any θ ∈ Θ \ Θ ǫ * , H * (θ) > H * (θ 0 ) (otherwise, θ would belong to Θ * ), it follows that inf θ∈Θ\Θ ǫ * H * (θ) − H * (θ 0 ) ≡ ∆ > 0. Hence, choosing δ < 0.5∆, the first term in the RHS vanishes. By Assumption 3(i), Θ \ Θ ǫ * is compact; thus by Lemma 3, there exists a T ′ (which may depend on ǫ and θ 0 ) such thatP ν * A T (δ) C +P ν * B T (δ) C ≤ ǫ for any δ ≤ 0.5ǫ and all T ≥ T ′ , and thus the desired result follows.
Mixing Results
Throughout, fix m, j as in the statement of Theorem 2. For any n, n ′ such that −m ≤ n, n ′ ≤ j + 1, we denote the Dobrushin coefficient ofP
It follows (e.g. Dobrushin [1956] , Sethuraman and Varadhan [2005] ) that α θ,j+1,−m (X 
The proof of this lemma follows immediately from Lemmas 5 and 6 below. To state these lemmas we construct the following processes that will be used for coupling. For any i ∈ {1, 2} and any θ ∈ Θ, let (X i,t , η i,t , υ i,t ) ∞ t=−m with (X i,t , η i,t , υ i,t ) ∈ X × S × {0, 1} be defined as follows:
(this last expression is a valid transition kernel under condition (6) in Theorem 2); finally X i,t+1 ∼ p θ (X i,t , η i,t+1 , ·). This construction implies that the transition kernel of (η i,t ) t is given by
and since the transition for X i,t+1 given (X i,t , η i,t+1 ) is given by p θ , the following result follows (the formal proof is relegated to the Supplemental Material SM.3)
Lemma 5. For any l ∈ {−m, ..., j} and any θ ∈ Θ,
Moreover, since whenever υ i,t = 1, η i,t+1 becomes independent of its own past, one can show the following result (the formal proof is relegated to the Supplemental Material SM.3).
Lemma 6. For any l ∈ {−m, ..., j} and any θ ∈ Θ, 1 2 max
It is easy to see that Lemma 4 (and thus Theorem 2) follows from these two lemmas.
Local Asymptotic Normality and Asymptotic Linear Representation
For any measure P , we use L r (P ), 1 ≤ r < ∞, to denote the class of measurable functions integrable to order r with respect to P ; · L r (P ) denotes the usual rnorm in L r (P ). For a vector/matrix-valued functions X → f (X), ||f || L r (P ) is short-hand notation for the L r (P )-norm of x → ||f (x)||, where || · || denotes the Euclidean/dual norm of f . The next two lemmas are used to prove Theorems 3 and 4; their proofs are relegated to the Supplemental Material SM.4.
Lemma 7. Suppose Assumptions 1, 6, 7(i) and 8 hold. Then, there exists a stationary and ergodic (underP ν * ) process
Lemma 8. Suppose Assumptions 1, 6, 7 and 8 hold. Then, there exists a sequence of R q×q -valued continuous functions (θ → ξ t (θ)) t such that ξ t (θ) is negative definite for all t and
where the δ > 0 is the same as in Assumption 7.
Proof of Theorem 3. Choose K compact such that for any v ∈ K, ||v|| ≤ δ for δ > 0 as in Lemma 8. For any v ∈ K, by Assumption 6,
By Lemmas 7 and 8, and the fact that θ * + sv ∈ B(v, θ * ),
where the second line follows from the Markov inequality and from stationarity. The desired result follows by continuity of ξ 1 (see Lemma 8) and the same arguments as in Bickel et al. [1998] p. 1634.
Proof of Theorem 4. Henceforth, let∆ T ≡ T −1 T t=0 ∆ t (θ * ) + oP ν * (T −1/2 ). By Theorem 1,θ ν,T −θ * converges to zero with probability approaching one (w.p.a.1). Thus, R T (v T ) = oP ν * (||v T || 2 ), and by Theorem 3,
Ergodicity of X ∞ −∞ (Lemma 1) implies ergodicity of (ξ t (θ * )) ∞ t=−∞ ; so by Lemma 8 and Birkhoff's ergodic theorem,
and EP ν *
[ξ 1 (θ * )] is non-singular.
Step
(1) of r T has been established. By (16) and the fact thatθ ν,T is an (approximate) minimizer of the likelihood function,
(1) . By simple algebra, it follows that
T .
Simple algebra and the Markov inequality imply
This expression, the fact that EP ν *
[ξ 1 (θ * )] is non-singular and η T = o(T −1 ) imply the desired result.
Step 2. We now show that for any ǫ > 0,
, so it suffices to show that
where M > 0. By Theorem 3 and the fact that
To show this, it suffices to show that sup v∈{v : ||v||≤
But this follows from Theorem 3 and the fact that √ r T = oP ν *
(1). Since (θ ν,T − θ * ) ∈ {v : ||v|| ≤ √ r T M } and maximizes Λ T (·) (within a η T margin), the previous result implies that θ ν,T − θ * = arg max
and thus (17) follows.
Supplemental Material
For any measure P , we use L r (P ), 1 ≤ r < ∞, to denote the class of measurable functions integrable to order r with respect to P ; · L r (P ) denotes the usual r-norm in L r (P ). For a vector/matrix-valued functions X → f (X), ||f || L r (P ) is short-hand notation for the L r (P )-norm of x → ||f (x)||, where || · || denotes the Euclidean/dual norm of f .
For any two sequences of random variables (X n ) n and (Y n ) n , X n Y n , implies that X n ≤ CY n for some universal positive finite constant C.
SM.1 Ergodicity and Stationarity
Let (ζ t ) ∞ t=−∞ be a Markov chain with transition kernel ζ → P(ζ, ·) ∈ P(Z) and ζ t ∈ Z ⊆ R d for some d > 0. Also, for any probability measure P over Z and any f :
Assumption 9. There exist constants γ ∈ (0, 1), λ ∈ (0, 1), b > 0 and R > 2b/(1 − γ), a function V : Z → [1, ∞), and a probability measure ̺ such that:
The next result is used for the proof of Lemma 1, it contains well-known results that are stated and proved here just for convenience. In particular, the first part of Lemma 9 is a re-statement of Theorem 1.2 in Hairer and Mattingly [2011] . The second part of Lemma 9 and Assumption 9(ii) imply that P is Harris recurrent (see [Athreya and Lahiri, 2006, Ch. 14] ) and aperiodic (see [Thierney, 1996, p. 65] ). The proof follows from standard arguments.
Lemma 9. If Assumption 9 holds, then:
(i) P admits a unique invariant measure ν * , and there exist constants γ ∈ (0, 1) and C > 0 such that
(ii) P(ζ, {T C < ∞}) = 1 for all ζ ∈ Z, and P(ζ 0 , C) > 0 for all ζ 0 ∈ C.
Proof of Lemma 9. Part (i) is Theorem 1.2 in Hairer and Mattingly [2011] . Assumption 9(i) implies their Assumption 1 with K = b and Assumption 9(ii) implies their Assumption 2.
For part (ii), we first establish that P(ζ 0 , C) = P(ζ 0 , {ζ 1 ∈ C}) > 0 for all ζ 0 ∈ C. For this, note that P(ζ 0 , C) ≥ inf ζ∈C P(ζ, C) ≥ λ̺(C) > 0 by Assumption 9(ii). .
We now show that P(ζ, {T C < ∞}) = 1 for all ζ ∈ Z. It suffices to show that P[T C ](ζ) < ∞ for all ζ / ∈ C. Under Assumption 9(i), V ≥ 1, so
for any ζ ∈ Z \ C. To establish the desired result, it is sufficient to show that
Take any T ≥ 0 and any j ≤ T , and note that
where the second line follows from Assumption 9(i) and the fact that ζ / ∈ C, the third line follows from the fact that V > 0, and the last line follows from repeated iteration of the first lines. Note that T C = T + 1 is equivalent to ζ j / ∈ C, ∀j ≤ T and ζ T +1 ∈ C. Thus, the previous display implies that
for any T ≥ 0 and any j ≤ T . Consequently,
1−γ , and thus the result follows.
Proof of Lemma 1. Let (ζ t ) ∞ t=−∞ be the stochastic process given by ζ t ≡ (X t , S t ). This process is a Markov chain with transition kernel X × S ∋ ζ → P(ζ, ·) ∈ P(X × S) given by
for any Borel sets A 1 ⊆ X and A 2 ⊆ S. By Lemma 9, there exists a unique invariant measure ν, provided that the conditions of Assumption 9 are met. In order to verify the first part of Assumption 9, consider V(ζ) = U (x), and C ≡ C 1 × S with C 1 ≡ {x ∈ X : U (x) ≤ R}.
By Assumption 2(i),
Regarding Assumption 9(ii), observe that, by Assumption 1(i), for C and any s ∈ S, P((x, s), C × {s
and, by Assumption 2(iii), P * (x, s ′ , C) ≥ λ ′ ̟(C) and λ ′ ∈ (0, 1). Also note that, by Assumption 1, q is continuous and q(x) > 0 for all x ∈ X. Furthermore, by Assumption 2(ii), U is lower semi-compact, because {x ∈ X : U (x) ≤ R} is closed (x → U (x) is lower semi-continuous), and is also bounded. Therefore, inf x:U (x)≤R q(x) = min x:U (x)≤R q(x) ≥ c > 0 (because it is a minimization of a continuous function on compact set). Therefore,
and, by putting ̺ = ̟(·)
Since ν is unique, it is trivially ergodic. Therefore, the process with initial probability measure ν is stationary. Ergodicity of (ζ t ) t follows from Theorem 14.2.11 in Athreya and Lahiri [2006] (recall that P is Harris recurrent and aperiodic). Since X t is a deterministic function of ζ t , X ∞ 0 is also stationary and ergodic.
Finally, observe that
Since U satisfies Assumption 9(i), it follows that
Since ν is the invariant measure of P and γ ∈ (0, 1), this implies that ν(dζ) ≤ K/(1 − γ). Therefore,
thereby implying that (ζ t ) t is β-mixing with rate β n = O(γ n ) (see Davydov [1973] ). Since X t is a deterministic function of ζ t , the same holds for X ∞ 0 .
SM.2 Proofs of Supplementary Lemmas in Section 8.1
To prove Lemmas 2 and 3 we use the following result.
Lemma 10. Suppose Assumptions 1 and 5 (ii) hold. There exists an a.s. −P ν * finite constant C > 0 such that, for all t ∈ N and −n ≤ −m ≤ t − 1,
a.s.-P ν * . Proof of Lemma 10. Observe that, for any n ∈ N,
and since log x−log y ≤ x/y−1, it suffices to study
. This expression can be bounded above by
By Assumption 5(ii), there exists a C ′ such that sup θ∈Θ
where the last line follows from the fact that, given S −m , it is the same to condition on X t−1 −m and on X t−1
where α θ,t,−m (X t−1 −m ) is defined in expression 15. By Applying Lemmas 6 and 5 and the fact that α θ,t,−m (X
We now prove Lemmas 2 and 3.
Proof of Lemma 2. Fix any ǫ > 0. Lemma 10 with m = j and n = j +1, implies that there exists an a.s.-finite constant C > 0 such that, uniformly in θ ∈ Θ,
a.s.-P ν * . Observe that, for any M > 0,
Therefore, to obtain the desired result it suffices to show that, for any ǫ > 0, there exists a T (ǫ) such that, for all t ≥ T (ǫ),
By assumption 4 and Fatou's lemma,
Thus,
The result above and a simple application of Markov's inequality also shows that
Proof of Lemma 3. Recall that, by Lemma 1, the process X ∞ −∞ is ergodic and stationary underP ν * .
Part (i).
Consider a δ > 0 and an open cover {B(θ, δ) : θ ∈ Θ} where B(θ, δ) is an open ball centered around θ with radius δ > 0. Since Θ is compact (Assumption 3), there exists a finite sub-cover B j ≡ B(θ j , δ) with j = 1, . . . , J. Also note that pointwise in θ ∈ Θ, ℓ ν
by the ergodic theorem and the fact that
Thus, it suffices to show that there exists a T (j, ǫ) such that, for all t ≥ T (j, ǫ),
. Observe that, for any j,
By Assumption 5(i), for any ǫ > 0 there exists a δ > 0 such that
≤ 1 + ǫ for any j ∈ {1, . . . , J} and any t. Therefore, we can choose a δ > 0 such that
This in turn implies that EP
. This result and the ergodic theorem establish that lim T →∞ T −1 T t=1l t (X t −∞ ) ≤ ǫ/2 a.s.-P ν * . This implies the result in (14).
Part (ii). Follows directly from the ergodic theorem and the fact that
SM.3 Proofs of Supplemental Lemmas in Section 8.2
Proof of Lemma 5. For any a, b in S,
.
, X l because of the Markov property. The latter probability depends on the transitions of X t+1 given (X t , S t+1 ) and S t+1 given (X t , S t ) for each t ≥ l + 1. Since these are the same for the process with i = 1 and i = 2 and the "original" process (S t , X t ) ∞ t=−m , it follows that the last line of the previous display
Proof of Lemma 6. Throughout this proof we omit the dependence on θ in the probability terms and on other quantities. For any a, c in S,
In order to bound the second term, note that
It follows that Pr
,l is drawn independently according to a probability function that only depends on X l (in particular, it does not depend on η 1,l ), and is given by q(X l ). By some algebra, the Markov property, and the fact that given υ 1,l = 1 and X l m the random variable η 1,l+1 is independent of its past, it follows that a →
is constant (i.e., does not depend on
does not depend on the value of a); since one can obtain the exact result for c → Pr η 2,l+1 = ·, υ 2,l = 1 | η 2,l = c, X j −m , and moreover, the laws for i = 1 and i = 2 coincide (see the proof of Lemma 5), it follows that T erm 2 = 0.
To bound T erm 1 , it follows that from the previous arguments that
and thus the desired result follows.
SM.4 Proofs of Supplementary Lemmas in Section 8.3
In this section we provide the proofs of Lemmas 7 and 8. To do this, we use a series of lemmas which we state below (their proofs are relegated to the end of this section). Henceforth, for any j ≥ m, let
where the constant a is the one in Assumption 7. We also introduce the following notation: For any θ ∈ Θ, let (x ′ , x, s) → Γ(x ′ |x, s; θ) ≡ ∇ θ log p θ (x, s, x ′ ) and (s, x, s) → Λ(s ′ |s, x; θ) ≡ ∇ θ log Q θ (x, s, s ′ ). And, for any k ≥ n and any l ≥ m, let
To state the first lemma, for any k, T and X k k−T and any θ, let
The next lemma is analogous to the results in Douc et al. [2004] and Bickel et al. [1998] , and uses ideas of missing data models.
Lemma 11. Suppose Assumption 6 holds. Then, for any k, T ≥ 0 and for any θ ∈ Θ,
This Lemma characterizes the asymptotic behavior of the score functions; in particular, it shows that they are well-approximated by (∆ t,−∞ (θ * )) t, , which is to be defined below, but at this stage is worth to point out that it is stationary and ergodic; this last fact is shown in Lemma 13 below.
Lemma 12. Suppose Assumptions 1, 6, 7(i) and 8 hold. Then: (i) There exists a finite constant C > 0 such that for any k and T ≥ 0,
(ii)
Lemma 13. Suppose Assumption 1 and 4 hold. Then, (∆ t,−∞ (θ * )) ∞ t=−∞ is a stationary and ergodic L 2 (P ν * ) process (underP ν * ).
Lemma 14. Suppose Assumption 1 holds. Then, there exists a finite constant L > 0 such that: (i) For −m ≤ j < k and any θ ∈ Θ,
Proof of Lemma 7. Follows directly from Lemmas 12 and 13.
Proof of Lemma 8. Lemma 8 is analogous to Lemma 10 in Bickel et al. [1998] .
The proof follows by their Lemma 9, which in turn holds by analogous steps to theirs and by invoking Lemma 14 (which is analogous to their Lemma 7).
SM.4.1 Proofs of Lemmas
Throughout this section, in cases where the expectations are taken with respect toP ν * , we omit the probability from the notation and simply use E[·].
Proof of Lemma 11. By [Louis, 1982, p. 227] ,
(Note that the expectation is with respect to S k k−T , which takes finitely many values; thus interchanging differentiation and integration is allowed).
Since
(and an analogous result holds for p ν k (X
The proof of Lemma 12 requires the following lemma.
Lemma 15. Suppose that Assumptions 1 and 7(i) hold. Then, there exists a finite constant C > 0 such that:
Proof of Lemma 15. Throughout the proof we omit the dependence of E[·] on P ν θ * . Also, let L denote the constant in Lemma 16. Part (i). Observe that, for any j ≤ k,
By Lemma 14(ii),
Therefore, by the Hölder inequality, it follows that, for a −1 + b −1 = 1 (with a as in Assumption 7),
, where the second line follows from the triangle inequality and the third follows from stationarity (Lemma 1). The fact that Γ(X 1 |X 0 , a; θ * ) = ∇ θ log p θ * (X 0 , a, X 1 ), Assumption 7(i) and definition of ̺ imply the desired result.
Part (ii). Follows from analogous calculations to those in part (i) and Lemma 14(i).
Parts (iii) and (iv). We only work out part (iii) since (iv) is analogous.
Observe that E Λ(S j |S j−1 , X j−1 ; θ * ) | X k −m − E Λ(S j |S j−1 , X j−1 ; θ * ) | X , so the result follows from Assumption 7(i).
Proof of Lemma 12. Throughout the proof we denote ||.|| L 2 (P ν * ) as ||.|| L 2 . Also, we use Φ and Ψ to denote Φ θ * and Ψ θ * , resp. Part (i): Observe that Φ(k−1, k−T, l, k−T ) = Φ(k−1, [k−T /2], l, k−T )+ Φ([k − T /2] − 1, k − T, l, k − T ) and an analogous result holds for Ψ. Therefore, by the definition of ∆ k,k−T and analogous calculations to those in [Bickel et al., 1998 [Bickel et al., , pp. 1624 [Bickel et al., -1626 ,
T erm i . Proof of Lemma 13. It is easy to see that ∆ t,−∞ (θ * ) is adapted to the filtration associated with the σ-algebra generated by X t −∞ . Since X ∞ −∞ is stationary and ergodic (by Lemma 1), so is (∆ t,−∞ (θ * )) ∞ t=−∞ .
To show Lemma 14 we need the following Lemmas.
Lemma 16. Suppose Assumption 1 holds. Then, there exists a finite constant L > 0, such that, for any −m ≤ j < n ≤ k and any θ ∈ Θ, max b,c
a.s.-P ν * .
Lemma 17. For any −m < i < l ≤ r ≤ n, let S r l ≡ (S l , ..., S r ). Then, for any θ ∈ Θ,P where the last line follows from the fact that, given S −m , it is the same to condition on X k −m and on X k −n . The results thus follows from following the same steps as those in the proof of Theorem 2.
SM.5 Additional Simulation Results
Table SM-1 contains Monte Carlo quantities identical to those included in Tables 1 and 2 in Section 6 but relating to the partial ML estimator of ϑ when ρ = 0. Comparing the results with those obtained for ρ = 0.8, it is immediately obvious that there is considerable improvement in the properties of the partial ML estimator and related t-type tests. Results for joint ML estimates when ρ = 0 are very similar to those reported in Section 6 for ρ = 0.8. 
