Abstract. An analogy between spectral-domain optical coherence tomography (SD OCT) data and broadband digital holography data is considered. Based on this analogy, a method for processing SD OCT data, which makes it possible to construct images with a lateral resolution in the whole investigated volume equal to the resolution in the in-focus region, is developed. Several issues concerning practical application of the proposed method are discussed.
Introduction
Since the time when the possibility of using optical coherence tomography (OCT) to construct in vivo high-quality images of the internal structure of biological objects was experimentally demonstrated for the first time [1] , the range of various applications of this method, which allows one to study noninvasively objects with a high spatial resolution (from several micrometres to several tens of micrometres), in research and clinical practice constantly increases. The method is based on the interference detection of light reflected or backscattered from internal inhomogeneities of the effective optical refractive index of a medium under study and measurement of its intensity. To date, several research teams from Europe, Asia, Russia and the United States have performed successful experiments aimed at improving OCT and implementing it in biomedical practice. The use of fibre OCT interferometers in optical schemes made it possible to apply these systems in endoscopic studies [2, 3] and, correspondingly, make the range of OCT applications wider.
One of the most important characteristic of an OCT system, as well as any other imaging systems, is its resolution. The axial and lateral resolutions in OCT (along and across a scanning beam) have different physical natures. The axial resolution is determined by the bandwidth (tuning range) of the light source used, while the lateral resolution is determined by the scanning-beam diffraction properties. The development of the physics of femtosecond laser sources provided an axial resolution better than 4 mm [4] . At the same time, the improvement of OCT lateral resolution is limited, because an increase in the probe-beam focusing sharpness reduces the depth of analysis because of the increased axial inhomogeneity of object illumination, which is caused by the scanning-beam diffraction divergence.
To date, there are several instrumental methods for improving the lateral OCT resolution with conservation of the analytical depth [5 - 7] . However, their implementation in the form of miniature endoscopic probes meets some technical difficulties, which hinder their use in endoscopic tools.
In recent years, researchers have been interested in the methods that make it possible to compensate for the influence of diffraction on the spatial resolution in OCT images in outof-focus regions [8 - 10] . Despite the progress in this field, a number of problems related to the use of these methods in OCT systems remain to be solved. The purpose of this study was to develop a method for processing SD OCT data that is expected to improve the lateral resolution in out-of-focus regions to the level characteristic of the in-focus region.
Holographic approach to processing OCT data
This approach is based on the analogy (noted in [11] ) between any two-dimensional sample (at certain values of wave numbers k), selected from an array of recordings of the interference field spectrum in the three-dimensional XYk space, obtained as a result of lateral scanning using a SD OCT system, and a digital hologram, recorded by a photodetector array. Indeed, a scattered field recorded by a SD OCT system can be written as
where g OCT (x, y, z, k) is the scanning-beam field distribution at a distance z from the focal plane of the objective (this function is squared, because the same optical path is used to illuminate the object and receive the field scattered by it); o(x, y, z) is the distribution of scatterers in the object under study; Ä is a convolution in the XY plane; and k = 2p/l. Note that g OCT (x, y, z, k) is unambiguously determined at any distance from the focal plane as a convolution of the distribution in the focal plane and the kernel of propagation in free space. To make further calculations convenient, we will write the spectrum f (x, y, z) in the form
Here, the tilde sign indicates that a function (or operator) belongs to the Fourier-space; the transfer function of free space is written in the small-angle approximation (u 2 + u 2 << k 2 ) [12] ; u and u are the values of lateral wave vectors in the Fourier space; z 0 is the position of the focal plane; and FT x, y ® u, u is a direct Fourier transform. For simplicity, we assume the scanning beam to have a Gaussian distribution. In this case, the field distribution in the focal plane of the objective, g OCT (x, y, z, k), as well as its spectrum, is also Gaussian. Thus, we can write
Here, W 0 = p/(NAk) is size of the scanning beam waist and NA is the numerical aperture of the objective (we used an objective with NA = 0.1 to avoid the problems related to the use of the small-angle approximation in systems with a large numerical aperture [13] ). The equation describing the spectrum of a broadband lensless digital holography signal has the form [14] ( , , ) ( , , ) exp
A comparison of Eqns (3) and (4) shows that the SD OCT signal coincides exactly with the lensless digital holography signal for an object having the distribution
with a change in the values of lateral wave vectors u and u by a factor of 2 . An important feature of the point-to-point recording of an interference pattern is the influence of the confocal character of probing in an OCT system, which leads to a decrease in the total signal from each point scatterer with an increase in the distance from the focal plane. In addition, as was indicated above, this signal is distributed in the XY plane because of diffraction. The methods described in this study make it possible to compensate for the influence of diffraction; however, they cannot prevent the attenuation of the total signal with an increase in the distance from the focal plane. Nevertheless, this circumstance allows one to use more efficiently the OCT dynamic range by choosing correctly the initial position of the focal plane in the bulk of the object under study. In this case, the signal attenuation with increasing depth will be partially compensated for by an increase in the radiation density when approaching the focal plane.
The analogy between the SD OCT and broadband holography signals makes it possible to process these signals by holographic methods. We used the method of expanding SD OCT in plane waves [12] to construct a scattered-field distribution at each wavelength of the spectral expansion of source radiation. This method is based on the representation of the field in the XY plane (which is perpendicular to the field propagation direction Z ) in the form of a superposition of plane waves propagating at different angles. The field in the plane at a distance Z from the initial plane is a superposition of the plane waves forming the initial distribution and transferred at the same distance. When propagating, a plane wave acquires an additional phase ik z Z, where k z is the wave-vector component in the propagation direction. Thus, one can calculate field distributions at any distance z from the initial plane by multiplying the two-dimensional spectrum of the field in the initial XY plane (z = 0) by the corresponding phase mask, with a subsequent inverse Fourier transform. Note that this way for solving the diffraction problem allows one to calculate a field at any distance z from the initial XY plane (z = 0); in addition, it is computationally efficient because involves only two Fourier transforms and one multiplication.
The scattered-field distribution at one component of the source-radiation spectral expansion has the form
where f (x, y, 0, k) and f (x, y, z, k) are the field distributions in the focal plane and at an optical distance Dz from it and iFT u, u ® x, y is the inverse Fourier transform in the plane perpendicular to the scanning-beam direction. When a field propagates at corresponding distances z, one can reconstruct the scattered-field distribution in the whole volume under study at each k. The field at one wavelength yields a pattern of the scatterer distribution in the object studied; the resolution throughout the entire volume is determined by the scanning-beam diffraction properties. As in the case of broadband digital holography, one must sum field distributions at all wavelengths, so as to make the axial resolution be determined by the source radiation bandwidth [15] :
Equation (6) makes it possible to obtain an image with a lateral resolution equal to the resolution in the scanning-beam focal plane, whereas the axial resolution is determined by the spectral properties of the source radiation. Note that one can reconstruct an image in the entire volume studied using direct calculations based on formula (6) only when the initial position of the focal plane and the refractive index of the medium under study are known. Note that the ratio of the distances between scatterers along the Z axis in an OCT image is proportional to the ratio of the optical distances between these scatterers in space. In view of this, one can consider the refractive index rather than the refractive index distribution in the medium as a parameter. Figure  1b shows a numerically reconstructed image of scatterers according to formula (6) over the entire XZ plane in the case of tight beam focusing for experimentally obtained OCT images of point scatterers (abrasive powder with a grain size of 10 mm), spatially fixed in a homogeneous medium (transparent photo glue). When these parameters differ from optimal by 10 %, a calculation based on formula (6) does not yield the desired result (Fig. 1c) . To estimate the efficiency of the proposed methods for improving the lateral resolution of images, the dependences of the point-scatterer characteristic width on depth were investigated for experimental data. Although this width depends on not only the lateral resolution of the system but also on the scatterer characteristic size, the proposed approach allows one to compare the resolution before and after applying the methods under consideration. Since the resolution of the OCT system in the probe focal region is known (it is determined by the numerical aperture of the objective), a comparison of the characteristic width of a point scatterer with its width in the focal region of the initial distribution makes it possible to estimate the resolution of the system throughout the entire depth. Figures 1b, 1c and 1d show that the OCT image resolution obtained using formula (6) at optimal parameters, at a distance from the focal region on the order of five Rayleigh lengths, corresponds to the resolution of the initial image in the focal region. This resolution is ~6 mm in air (for a wavelength of 1.3 mm and objective numerical aperture of 0.1). At the same time, if the algorithm parameters differ from optimal by 10 %, the diffraction spread at a significant distance from the focal plane is incompletely compensated for, despite the increased focus depth in this image.
We proposed a method for determining the parameters that are necessary for constructing OCT images with a resolution throughout the entire depth under study equal to the resolution in the focal plane. Note that for each specific Dz value the results of calculations based on formula (6) exactly coincide with the results obtained using the formula
This operation shifts the image focal region by a distance Dz (Fig. 1e) . If the parameters specified in the algorithm based on formula (7) differ from optimal, the focal region also shifts by the corresponding optical distance; however, the position of this region in the OCT image is not determined beforehand (Figs 1d, 1f) . Taking into account that (i) at any deviation of the refractive index of a medium under study and its value specified in calculations from the actual value the calculations based on formula (7) lead to a numerical transfer of the OCT image focus and (ii) the refractive indices of media studied by OCT lie in some range, one can construct a procedure similar to the procedure of synthesizing a high-resolution image from a series of images focused at different depths, which is used in optical coherence microscopy [5, 6] . To this end, it is necessary to transfer numerically the focal plane of the initial image by several (specified beforehand) Dz values. The shifts must be such as to make the focal regions of images with numerically transferred foci overlap at any refractive index that a biological medium may have. Actually, this means that this overlap should be observed at a minimally possible refractive index.
At the same time, according to the results of the numerical focus transfer, one can determine the optical distances corresponding to the distances in the image and find the initial position of the focal plane and then use these data to calculate OCT images with improved lateral resolution from formula (6) .
Indeed, calculations based on formula (7) at some values of the wave-vector lateral components u and u imply multiplication of the initial vector by the matrix
where p and l are the lateral indices of the angular spectrum; Du and Du are the sampling parameters of the angular spectrum u = Dup and u = Dul ); N is the number of spectral references; k min = 2pn r /l max ; Dk=(2pn r /l min - 2pn r /l max )/N; l min and . Image of an array of point scatterers in a homogeneous medium, obtained by scanning a sample with a tightly focused beam using (a) conventional data processing, (b) processing data according to formula (6) with optimal values of algorithm parameters, (c) processing data according to formula (6) with values of algorithm parameters differing from optimal by 10 %, and (d - f) after numerical transfer of the focal region according to formula (7) . The images in panels (d) and (f) were obtained for refractive indices differing by ±20 % from the value specified for the image in panel (e). Panel l max are, respectively, the minimum and maximum wavelengths in the source radiation spectrum; m is the index in the wave-number space; z = a(N i - N 0 ); N 0 is the initial position of the focal plane; a is the optical distance between neighboring planes (enumerated by index n in the image space); and aN i determines the Dz i value (the optical path at which the focal plane must be transferred). Note again that the dependence z(n) remains linear at any distribution of the refractive index n r , because the measured modulation of the optical spectrum of OCT interference signal is determined by the phase intervals (controlled by the optical length). Calculations with the aid of matrix (8) imply multiplication of a threedimensional spectrum by a phase mask with a subsequent Fourier transform over equidistantly sampled references. Note also that, having replaced the N i value in formula (8) with a variable n, we obtain coefficients of the matrix used to carry out transform (6) .
Let us consider the problem of determining parameters a and N 0 . Let them be set so that, at their substitution into formula (6) for calculating the distribution with improved lateral resolution, the resolution throughout the entire object depth corresponds to the in-focus resolution. Then the focal plane in the image calculated from formulas (7) and (8) will be numerically transferred onto the N i plane. If parameters a 1 and N 1 differing from a and N 0 are set, the focal plane will be transferred onto the N j plane with an index satisfying the condition a 1 (N j - N 1 ) = a (N i - N 0 ) . If an analysis of the image allows one to find the position of the focal plane both in the initial image (N 0 ) and in the images obtained after numerical focus transfer (N j ), the desired dependence can be found by calculating the parameter a.
Unfortunately, the exact position of the focal plane is not determined even in an image of a relatively simple model object (point scatterers in a homogeneous medium). In the case of a biological object, which does not have a certain geometric structure, the situation is even more difficult. Note also that it is impossible to introduce some objective (numerical) parameter determining the focal plane, because distributions at different depths may significantly differ, and the difference in the numerical parameters will be caused by the specific features of the object studied rather than the quality of the OCT image obtained at a particular depth. Thus, both parameters, a and N 0 , must be determined.
To find the parameters of the linear dependence a(N i - N 0 ), we must determine the optical distance from the initial focal plane to any two of N XY planes in the image. To this end, we will 'refocus' the initial data to two depths and search for the XY plane located in the middle of the optical distance between the initial and numerically transferred focal planes for each image obtained. From the physical point of view, at a given optical depth, the curvature of the parabolic phase mask in the UV Fourier space, which causes diffraction blurring of images, will change sign, while the spectral widths of the spatial distributions of the scattered-wave amplitude in the XY plane in the initial image and in the image with a numerically transferred focus should coincide (Fig. 2a) . From the computational point of view, it is expedient to replace the procedure of comparing the phase-mask curvature in the UV Fourier space for each distribution in the XY plane by a procedure of comparing the spatial spectrum width for the distributions of scattered-wave amplitude in the XY plane in the initial image and in the image with a numerically transferred focus. The spectral width was determined at a level of 70 % of the spectral component with maximal amplitude.
Thus, to determine the plane in which the phase-front curvature changes its sign, we plotted a dependence of the initialimage spectral width on the spectral width of the image with a numerically transferred focus. The thus obtained curve was passed through a low-pass filter to eliminate the influence of noise, and its intersection with the level of unity was sought for. The coordinates of this intersection correspond to the desired position N j1/2 (Fig. 2b) . As a result, each focus transfer can be described by the equation
At a specified Dz j value, we determine N j1/2 in the abovedescribed way. Thus, we have a system of linear equations as a base for finding parameters a and N 0 , which are necessary for both the controlled numerical transfer of the focal plane and for calculations based on formula (6). This transform can be calculated as a discrete Fourier transform over nonequidistantly sampled data. Although the implementation of this transform using a fast Fourier transform gives rise to significant artefacts [whereas O(N 2 ) operations are necessary for its exact calculation], there are many schemes for its approximate calculation [16 - 18] .
Note that, with allowance for the determination of the algorithm parameters, to reconstruct an OCT image with a resolution throughout the entire volume under study corresponding to the in-focus resolution, it is necessary to transfer numerically the focal plane two times, find the dependence Dz(N i ), and perform a calculation based on formula (6) .
The resolution of the images obtained was determined by estimating images of an object in the form of a point-scatterer array in a homogeneous medium (i.e., an object similar to that described above). It was established that the resolution throughout the volume under study corresponds to the infocus resolution of the initial images.
The above-considered method was also tested on biological objects. Figure 3a shows a distribution obtained by conventional processing SD OCT data, and Fig. 3b presents an image produced by reconstructing the resolution corresponding to the in-focus resolution in the volume under study using the parameters found with the aid of the proposed technique. Regions I - III, located at different distances from the initial focal plane, are selected in the images. It can be seen that images near the surface (beyond the focal region) became sharper in Fig. 3b , whereas the images near the initial focal plane barely changed. As a result, the image in Fig. 3b demonstrates the same resolution throughout the entire depth studied; the lateral resolution near the surface (in the out-offocus region) is improved.
Determination and compensation for the two-dimensional distribution of phase instability
The decisive factor affecting the applicability of the abovedescribed methods to real-data arrays is the phase stability, i.e., the constancy of the distance between the reference shoulder and the object during recording each array element. Note that phase stability is called for not only in the applications aimed at improving the resolution in out-of-focus regions of OCT images but also in Doppler OCT [19] , phase microscopy [20] , polarisation-sensitive OCT [21] , coherent averaging [22] and spectroscopic OCT [23] . The use of SD OCT with a spectrometer for recording data allows one to retain the phase constancy at each lateral position of scanner, because data distributions over the wave number are recorded simultaneously at all k values. Unfortunately, various thermal effects, errors in positioning the scanner or reference mirror and object motions [24] may cause phase instability during lateral scanning. A variation in the distance between the reference shoulder and object by l leads to addition of a scattered field with a phase 2p to the corresponding lateral reference measured by the OCT system. Such small motions can hardly be observed in the conventionally obtained SD OCT images [25] ; however, they are destructive for all methods manipulating with the OCT data phase. Generally, a surface obviously immobile with respect to the object was generally used to obtain phase stability [20, 26] . This approach leads to a corresponding complication of the system, and its joint implementation with an endoscopic probe is a technically complex problem.
A measurement of the interference field scattered by an object and the reference-wave field at different positions of the reference shoulder provides the value of scattered-wave complex field in each lateral position of the scanner [27, 28] . Therefore, we will deal with a complex value of a field scattered by an object in this section. To determine and compensate for the phase error, it would be of interest to find the phase difference between two neighbouring lateral measurements of the signal spectrum in the SD OCT. This value can be estimated by operating with the quadrature components of the neighbouring distributions of signal spectrum (i.e., with the real part of one distribution and the imaginary part of a neighbouring one). We assume that neighbouring lateral measurements of signal spectrum were made rather closely (with the Kotel'nikov - Nyquist criterion satisfied) and that there is a spurious phase difference between them. The quadrature components of neighbouring distributions of the optical spectrum obey the following relations: 
where f (x, y, 0, k) is a complex signal, manipulations with which allow one to perform numerical refocusing without distortions; F i, j is the phase error, which must be found and compensated for; and DF i, j + 1/2 is the phase difference for references with indices i, j and i, j + 1. If arrays C i, j and S i, j + 1 are sufficiently large and a signal from many scatterers is observed, one can expect the inequality
to be satisfied. Here, summation is over array elements and multiplication is performed elementwise. Indeed, the left-hand side of this inequality is a sum of nonnegative terms, whereas the right-hand side is a sum of alternating terms. 
The correct sign at cosDF i, j + 1/2 can be chosen from the position of the boundary in the depth distribution of scatterers obtained as a result of the Fourier transform of a complex signal composed of C i, j + 1 and S ' i, j , after which DF i, j + 1/2 can be found in the range from -p to p. Similarly, one can find DF i + 1/2, j (the phase difference between two neighbouring distributions of optical spectrum in the vertical direction). Thus, the phase error gradient F' (x, y) can be determined and used to find the phase error. Based on the information about field gradients, one can write the following system of equations for determining the phase error: Here, F' i, j is the estimated the phase error; this estimation is obtained from the field of phase error gradients, calculated according to formulas (11) . The system of equations (12) is overdetermined and can be solved by any method allowing one to estimate a solution to a system of linear equations in the sense of least rms error. It was shown in [29] that the solution minimising the functional 
is a solution to the equation
where Equation (14) is a discrete version of the Poisson equation with boundary Neumann conditions [29] :
Here, F' is the desired estimate of phase distribution and s is the experimental distribution of the field of phase error gradients obtained from formulas (11) . Field s can presented as a superposition of the gradient of some distribution F' and the solenoidal part of s R (i.e., the part that cannot be presented as a gradient of distribution). The solution to Eqn (14) is the distribution F' [30] . According to [30] , s R can be considered as the noise part of measurements. If this is an isotropic stationary Gaussian noise with a zero mean, F' is an estimate obtained by the maximum likelihood method (actually, under the aforementioned conditions on the additive noise, the estimates obtained by the least-squares method and the maximum likelihood method coincide). In the opposite case, as was shown in [30] , the estimate found by the least-squares method yields an underestimated slope for the phase distribution. Thus, using the gradient estimates provided by formula (11), one can estimate the desired two-dimensional phaseerror distribution. The compensation for this error is reduced to multiplication of the initial data array by the corresponding phase mask:
However, one cannot reconstruct the phase error profile by this method if the gradient field estimated from formula (11) contains a solenoidal part, the statistical properties of which do not satisfy the coincidence conditions for the estimates obtained by the maximum likelihood and least-squares methods. The probability of this situation is fairly high under real conditions. In this study, we propose a way for determining and compensating for the profile of this phase error. This process, described by Eqns (10) - (16) , was applied to the data array f r (x, y, 0, k) and cyclically repeated:
Here, t is the iteration number. The iteration process is continued until the maximum phase gradient F (t) calculated at a current iteration becomes smaller than some specified threshold value. Note that this condition is finally satisfied because of the 'underestimated phase slope', which was indicated in [30] . The total phase error is determined as the sum of the phase errors found in all iterations. The desired complex signal, manipulations with which allow one to perform numerical refocusing without distortions, is f r (Niter) .
The method proposed was tested on numerically simulated and experimental OCT data. The object of study was a simulated lateral distribution of scatterers with a pronounced structure (a number of bands in one of the directions), which simplified visual estimation of the method efficiency. The OCT data were calculated from the initial distribution of scatterers according to the results of [8] . To estimate the efficiency of the proposed method of compensating for the phase instability and demonstrate its effect on the possibility of compensating for the influence of diffraction, we calculated in each case the overlap integral of the field distribution obtained after an attempt to compensate for diffraction (Figs 4c, 4e, 4f, 4h, 4i) with the initial field distribution (Fig. 4a) . The overlap integral was calculated from the formula
Here, F init and F refoc are, respectively, the initial and final field distributions and the asterisk sign indicates complex conjugation; summation is over all distributions. The results of the corresponding calculations are given in the caption to Fig. 4 . When comparing the value of this coefficient before and after applying the algorithm for finding and compensating for the phase error, one can note its efficiency even at a random change in the phase between lateral measurements of the interference signal spectrum in SD OCT. The experimental study was also performed on an object with a pronounced structure: a deposited graduated scale oriented perpendicular to the scanning-beam optical axis. The phase error was due to vibrations occurring during scanning. The experimental results are shown in Figs 4j - 4m. These vibrations manifest themselves as follows: the continuous bands obtained as a result of numerical transfer of the scale image appear uneven and intermittent (Fig. 4k) , whereas few (specifically, five) iterations of the proposed algorithm provide a more reliable image of the test object (Fig. 4m) . This experiment also makes it possible to estimate the resolution of the used OCT system, because the distance between neighbouring scale lines is known (10 mm), and these lines are completely resolved.
Thus, based on the analogy between the SD OCT and broadband digital holography data, we described a method for processing SD OCT data, which provides images with a lateral resolution throughout the entire volume under study corresponding to the resolution in the in-focus region. A technique for determining the parameters (dependent on the medium studied) that are necessary for efficient application of the proposed methods was developed. The problem of phase stability between lateral measurements in SD OCT was considered and a way of compensating for possible phase instability was proposed. simulated phase error, which is 'smooth' in the horizontal direction and has random discontinuities in the vertical direction; (e) an attempt to refocus OCT data with this error ( h = 0.12); (f) an attempt to refocus OCT data with this error after 10 iterations of the phase equalisation algorithm ( h = 0.89); (g) random phase error; (h) attempt to refocus OCT data with this error ( h = 0.06); and (i) attempt to refocus OCT data with this error after 50 iterations of the phase equalisation algorithm ( h = 0.78). The experimental results of phase equalisation: (j) initial object image in the plane perpendicular to the scanning beam, (k) attempt of numerical refocusing without additional processing, (m) attempt of refocusing after using the phase equalisation algorithm and (l) calculated phase error.
