The Basel II internal ratings-based (IRB) approach to capital adequacy for credit risk plays an important role in protecting the Australian banking sector against insolvency. We outline the mathematical foundations of regulatory capital for credit risk, and extend the model specification of the IRB approach to a more general setting than the usual Gaussian case. It rests on the proposition that quantiles of the distribution of conditional expectation of portfolio percentage loss may be substituted for quantiles of the portfolio loss distribution. We present a more economical proof of this proposition under weaker assumptions. Then, constructing a portfolio that is representative of credit exposures of the Australian banking sector, we measure the rate of convergence, in terms of number of obligors, of empirical loss distributions to the asymptotic (infinitely fine-grained) portfolio loss distribution. Moreover, we evaluate the sensitivity of credit risk capital to dependence structure as modelled by asset correlations and elliptical copulas. Access to internal bank data collected by the prudential regulator distinguishes our research from other empirical studies on the IRB approach.
Introduction
Risk capital models serve management functions including capital allocation, performance attribution, risk pricing, risk identification and monitoring, strategic business planning, and solvency assessment (i.e., capital adequacy). However, model characteristics best suited for different purposes may conflict. For example, models for solvency assessment require precision in the measurement of absolute risk levels under stressed economic conditions, whereas models for capital allocation need only be accurate in the measurement of relative risk under "normal" economic conditions (Basel Committee on Banking Supervision et al., 2010) . While economic capital models may serve several management functions, the sole purpose of regulatory capital models is solvency assessment.
Under the Basel II Accord, authorised deposit-taking institutions (ADIs) are required to assess capital adequacy for credit, market and operational risks. ADIs determine regulatory capital for credit risk using either the standardised approach or, subject to approval, the internal ratingbased (IRB) approach. The latter is more expensive to administer, but usually produces lower regulatory capital requirements than the former. As a consequence, ADIs using the IRB approach may deploy their capital in pursuit of more (profitable) lending opportunities. The IRB approach implements the so-called asymptotic single risk factor (ASRF) model, an asset value factor model of credit risk. This paper examines the model specification of the IRB approach, outlining its mathematical foundations and evaluating its robustness to a relaxation of model assumptions.
Upon implementation of Basel II in the first quarter of 2008, the Australian Prudential Regulation Authority (APRA) had granted the four largest Australian banks, designated "major" banks, approval to use the IRB approach to capital adequacy for credit risk. The market dominance of the major banks, coupled with the concentration of their capital held against unexpected credit losses projected by the IRB approach, convey the significance of the ASRF model in protecting the Australian banking sector against insolvency. Thus, our interest in the sensitivity of model output to parameter variations and model misspecification. APRA's support for this research includes access to internal bank data, which allows us to evaluate model robustness on a portfolio that is representative of the credit exposures of the Australian banking sector. It distinguishes our research from other empirical studies on the IRB approach.
We begin in Section 2 by outlining the mathematical foundations, drawn from the literature, of asset value factor models of credit risk. Adapting the single asset model of Merton (1974) to a portfolio of credits, Vasicek (2002) derives a function that transforms unconditional default probabilities into default probabilities conditional on a single systematic risk factor. We extend Vasicek's model of conditional independence to a more general setting, one not restricted to Gaussian processes. Gordy (2003) makes the proposition that conditional on a single systematic risk factor, the portfolio percentage loss converges to its conditional expectation as the portfolio approaches asymptotic granularity -no single credit exposure accounts for more than an arbitrarily small share of total portfolio exposure. Then, assuming conditional independence given a single systematic risk factor, we derive a limiting form of the portfolio loss distribution for the general case. The model specification of the IRB approach employs an analytical approximation of credit value-at-risk (VaR). It rests on the proposition, due to Gordy (2003) , that quantiles of the distribution of conditional expectation of portfolio percentage loss may be substituted for quantiles of the portfolio loss distribution. We present a more economical proof of this proposition under weaker assumptions.
In generating a portfolio loss distribution we are, in effect, combining marginal loss distributions of constituent credits into a multivariate distribution capturing default dependence between obligors. An approach to modelling default dependence, popularised by Li (2000) , uses copula functions, which combine marginal distributions into a multivariate distribution with a chosen dependence structure. Section 3 derives the single-factor copula model describing default dependence for the general case. Then, we deal with the special case of the one-factor Gaussian copula, the most commonly applied copula function in credit risk modelling. It is generally acknowledged that models which assume that financial data follow a Gaussian distribution tend to underestimate tail risk. We proceed to outline procedures for generating empirical loss distributions described by elliptical copulas, including Gaussian and Student's t copulas.
In its implementation of the IRB approach to capital adequacy for credit risk, APRA requires that ADIs set aside provisions for absorbing expected losses, and hold capital against unexpected losses. Assuming that portfolios are infinitely fine-grained so that idiosyncratic risk is fully diversified away, and a single systematic risk factor explains dependence across obligors, Section 4 describes an analytical approximation for assessing ratings-based capital charges. While realworld portfolios are not infinitely fine-grained, as a practical matter, credit portfolios of large banks adequately satisfy the asymptotic granularity condition, so it need not pose an impediment to assessing ratings-based capital charges. In practice, the model specification of the IRB approach assumes that credit portfolios exhibit sufficient granularity to adequately satisfy the asymptotic granularity condition. Again, our contribution extends the model specification of the IRB approach to a more general setting than the usual Gaussian case.
Section 5 describes the Basel II capital adequacy reports that supply data for our empirical analysis. In Section 6 we measure the rate of convergence, in terms of number of obligors, of empirical loss distributions to the distribution of conditional expectation of portfolio percentage loss representing an infinitely fine-grained portfolio. In the process we demonstrate that Gordy's proposition holds for a portfolio that is representative of the IRB credit exposures of the major Australian banks, and exhibits sufficient granularity. The IRB approach applies the one-factor Gaussian copula, in which default dependence is described by the matrix of pairwise correlations between obligors' asset values. Section 7 proceeds to evaluate the sensitivity of credit risk capital to dependence structure, as modelled by asset correlations and elliptical copulas. We conclude by outlining the direction of future related research.
Asset Value Factor Models of Credit Risk
In this section we outline the mathematical foundations of the Basel II IRB approach to capital adequacy for credit risk, and extend its specification to a more general setting, one not restricted to Gaussian processes. The IRB approach implements an asset value factor model of credit risk. Asset value models posit that default or survival of a firm depends on the value of its assets at a given risk measurement horizon. If the value of its assets is below a critical threshold, its default point, the firm defaults, otherwise it survives. Asset value models have their roots in Merton's seminal paper (1974) . Factor models are a well established, computationally efficient technique for explaining dependence between variables.
Let W i be a standard Gaussian random variable, W i ∼ N (0, 1), and adopt geometric Brownian motion as a model for the time evolution of asset values. Also, define set D i , abstractly, as the event that firm i defaults, and denote by p i = P(D i ) the unconditional probability of default (PD) assigned to firm i. Then, the event that firm i defaults is more precisely defined by set
where Φ −1 is the inverse standard Gaussian distribution function. In the sequel we assume that unconditional PDs are published as market data by the likes of Moody's KMV and RiskMetrics.
2.1. Conditional Independence Model. Adapting the single asset model of Merton to a portfolio of credits, Vasicek (2002) derives a function that transforms unconditional PDs into PDs conditional on a single systematic risk factor. This function is the kernel of the model specification of the IRB approach. Let the sequence of random variables {L n } be the percentage loss on a credit portfolio comprising n ∈ N obligors over a given risk measurement horizon [0, τ ], τ > 0. We make the assumption that the number of credits in the portfolio equals the number of distinct obligors, which can be achieved by aggregating multiple credits of an individual obligor into a single credit. Suppose that exposure at default (EAD) and loss given default (LGD) are deterministic quantities, and denote by δ i ∈ R + and η i ∈ [0, 1] the EAD and LGD, respectively, assigned to obligor i. Also, let D i be the event that obligor i defaults during the risk measurement horizon. Then, the portfolio percentage loss is given by
where the indicator function 1 Di = 1 if the event represented by set D i occurs, 0 otherwise, and w i = δ i / n j=1 δ j is the exposure weight of obligor i, and n i=1 w i = 1. Clearly, w i depends on n and could be denoted w i (n), but we adopt the more concise, and more common, notation for exposure weight.
Assume that latent random variables W 1 , . . . , W n modelling the variability in obligors' asset values are standard Gaussian and conditionally independent. Suppose, too, that W i may be represented as
3) where random variables Z 1 , . . . , Z n and Y are standard Gaussian and mutually independent, and ρ 1 , . . . , ρ n ∈ (0, 1) are correlation parameters calibrated to market data. Thus, W 1 , . . . , W n are conditionally independent given random variable Y , which is common to all obligors. Systematic risk factor Y may be interpreted as an underlying risk driver or economic factor, with each realisation describing a scenario of the economy. Random variables Z 1 , . . . , Z n represent idiosyncratic, or obligor specific, risk.
Remark 2.1. Let the variability in obligors' asset values be described by (2.3). Then, the pairwise correlation between obligors' asset values Corr(
Substituting representation (2.3) into set (2.1) representing the event of default, the PD of obligor i conditional on realisation y ∈ R of systematic risk factor Y , or conditional probability of default, may be expressed as
where p i is the unconditional PD of obligor i. Equation (2.4) transforms unconditional PDs into PDs conditional on a single systematic risk factor. Let
for i = 1, . . . , n. Then, given Y = y, the portfolio percentage loss is calculated as
In the sequel we refer to the model developed in this section as the Gaussian conditional independence model of a credit portfolio.
2.2.
A More General Setting. We proceed to extend the Gaussian conditional independence model to a more general setting. In Section 2.1 we assumed that: (i) defaults are conditionally independent given a single systematic risk factor; and (ii) obligors' asset values are modelled as geometric Brownian motion. The latter assumption implies that latent random variables modelling the variability in obligors' asset values, and their component systematic and idiosyncratic risk factors, are Gaussian. We now relax this assumption to describe a more general setting. Definition 2.2. A conditional independence model of a credit portfolio comprising n ∈ N obligors over a given risk measurement horizon [0, τ ], τ > 0, takes the form:
(1) Let δ i ∈ R be the EAD assigned to obligor i, and w i = δ i / n j=1 δ j its exposure weight. Let η i ∈ [0, 1], γ i ∈ (−1, 1) and p i ∈ (0, 1) be the LGD, asset correlation and unconditional PD, respectively, assigned to obligor i.
(2) Suppose that latent random variables W 1 , . . . , W n are conditionally independent, and admit representation
where Z 1 , . . . , Z n and Y are mutually independent random variables. Systematic risk factor Y is common to all obligors, while Z 1 , . . . , Z n represent idiosyncratic, or obligor specific, risk. Denote by F 1 , . . . , F n , G 1 , . . . , G n and H the continuous and strictly increasing distribution functions of W 1 , . . . , W n , Z 1 , . . . , Z n and Y , respectively. Clearly, F i depends on G i and H for i = 1, . . . , n. (3) The event that obligor i defaults during the time interval [0, τ ] is defined by the set
Portfolio percentage loss L n is calculated by (2.2), where for the general case, 1 Di is the indicator function of the default event defined by (2.8). Recasting argument (2.5) of the default indicator function and conditional probability function (2.4) for the general case, we deduce a formula for portfolio percentage loss conditional on realisation y ∈ R of systematic risk factor Y . Thus, given Y = y, portfolio percentage loss under the conditional independence model of Definition 2.2 is calculated as:
where
and
Remark 2.3. In the abstract case where conditional PD, as well as unconditional PD and asset correlation, are known and the state of the economy is sought, we take the inverse of (2.11).
Conditional probability function p i : R → (0, 1), given by (2.11), is continuous and strictly decreasing in y -conditional PD falls (respectively, rises) as the economy improves (deteriorates). Hence, its inverse p −1 i : (0, 1) → R is strictly decreasing too. In particular,
for all x ∈ (0, 1).
Remark 2.4. Let y = H −1 (1 − α), where α ∈ (0, 1). Then, the PD of obligor i conditional on Y = y may be interpreted as the probability of default of obligor i is no greater than
in (α × 100)% of economic scenarios.
2.3. Conditional Expectation of Portfolio Percentage Loss. The model specification of the IRB approach calculates the expectation of portfolio credit losses conditional on realisation y ∈ R of systematic risk factor Y . Taking expectations of (2.2) and (2.9), respectively, we define the expected portfolio percentage loss as 14) and the conditional expectation of portfolio percentage loss as
given by (2.15), is continuous and strictly decreasing in y -conditional expectation of portfolio percentage loss falls (respectively, rises) as the economy improves (deteriorates).
Key propositions underpinning the model specification of the Basel II IRB approach are derived for an asymptotic portfolio, often described as infinitely fine-grained, in which no single credit exposure accounts for more than an arbitrarily small share of total portfolio exposure. Accordingly, our derivation of the model specification of the IRB approach requires a mathematically more precise definition of asymptotic granularity. Definition 2.6. Let ∆ = ∞ k=1 δ k be an infinite series whose terms δ k ∈ R + represent EAD assigned to obligors constituting a credit portfolio:
(1) The partial sums of ∆ of order n, are defined for n ∈ N as
Remark 2.7. An application of Kronecker's Lemma (Gut, 2005, Lemma 6 .5.1) shows that exposure weights of credits constituting an asymptotic portfolio shrink very rapidly as the number of obligors increases:
where (2.18) converges by the p-Series Test (Wade, 2004, Corollary 6.13) . Assuming that EAD assigned to individual obligors is bounded, an entirely uncontroversial claim, total EAD of an asymptotic portfolio diverges, but (2.18) satisfies the definition of an asymptotic portfolio (Bluhm et al., 2010 , Example 2.5.3).
Gordy (2003, Proposition 1) establishes that, conditional on a single systematic risk factor, the portfolio percentage loss converges, almost surely, to its conditional expectation as the portfolio approaches asymptotic granularity.
Proposition 2.9. Assume a conditional independence model of an asymptotic credit portfolio. Then,
Proof. Refer to Appendix A.
Remark 2.10. The sequence {L n } n∈N is bounded, but it is not monotone. Indicator function 1 {Zi<ζi(y)} ∈ {0, 1} and η i ∈ [0, 1] for i = 1, . . . , n, and n i=1 w i = 1 for all n ∈ N, where w i depends on n. The dependence of exposure weights on the number of obligors is clear when expressed as w i = δ i / n j=1 δ j . Consequently, L n , and hence n i=1 w i η i p i (y), may not converge as n → ∞.
Remark 2.11. In an asymptotic portfolio idiosyncratic risk is fully diversified away, so portfolio percentage loss L n depends only on systematic risk factor Y . Remark 2.12. As a practical matter, credit portfolios of large banks are typically near the asymptotic granularity of Definition 2.6. Thus, given Y = y, (2.15) provides a statistically accurate estimate of percentage loss on a portfolio containing a large number of credits without concentration in a few names dominating the rest of the portfolio.
2.4. Limiting Form of Portfolio Loss Distribution. Risk capital for a credit portfolio is determined from its parametric or empirical loss distribution. Assuming conditional independence given a single systematic risk factor, Vasicek (2002) derives the parametric loss distribution function of an asymptotic, homogeneous credit portfolio. In Section 2.3 we define an asymptotic portfolio, here we define a homogeneous portfolio.
Definition 2.13. Assume a conditional independence model of a credit portfolio. A homogeneous portfolio comprising n obligors satisfies:
(1) Parameters γ i = γ for i = 1, . . . , n in representation (2.7) of latent random variables W 1 , . . . , W n . (2) Random variables Z 1 , . . . , Z n are drawn from the same distribution described by the continuous and strictly increasing distribution function G. Also, denote by F the common distribution function of W 1 , . . . , W n . (3) Obligors are assigned the same unconditional PD and LGD, that is, p i = p and η i = η for i = 1, . . . , n.
Remark 2.14. From the properties of a homogeneous credit portfolio we infer that p i (y) = p(y) for i = 1, . . . , n, and all realisations y ∈ R of systematic risk factor Y .
The following result, derived for the general case, is a corollary of Proposition 2.9.
Corollary 2.15. Assume a conditional independence model of an asymptotic, homogeneous credit portfolio. Then, lim
Accordingly, the portfolio loss distribution satisfies
for all l ∈ (0, 1).
Proof. Refer to Appendix B.
Corollary 2.15 generalises the Vasicek (2002) formulation of the loss distribution function of an asymptotic, homogeneous portfolio, which models default dependence as a multivariate Gaussian process.
2.5. Credit Value-at-Risk. In determining regulatory capital, the Basel II IRB approach applies a risk measure to assign a single numerical value to a random credit loss. The chosen risk measure is value-at-risk (VaR), one of the most widely used measures in risk management. VaR is an extreme quantile of a loss, or profit and loss, distribution that is rarely exceeded. Firstly, we define quantiles of a distribution. Definition 2.16. Let X be a random variable, and let α ∈ (0, 1). Then the α quantile of the distribution of X is
Remark 2.17. If X has a continuous and strictly increasing distribution function F , then the α quantile of the distribution of X is given by
where F −1 (α), the inverse distribution function evaluated at α, is the number q α (X) ∈ R such that F (q α (X)) = α.
Adopting the convention that a loss is a positive number, we now define credit VaR.
Definition 2.18. Credit VaR at the confidence level α ∈ (0, 1) over a given risk measurement horizon is the largest portfolio percentage loss l such that the probability of a loss L n exceeding l is at most (1−α):
In probabilistic terms, VaR α (L n ) is simply the α quantile of the portfolio loss distribution. Although computationally expensive, Monte Carlo simulation is routinely employed to generate the empirical loss distribution and determine VaR of a credit portfolio. Suppose that we generate the loss distribution of a credit portfolio comprising n obligors by simulation of (2.9) parameterised by (2.10). Let Monte Carlo simulation perform N iterations. For each iteration we draw from their respective distributions random variable Y representing systematic risk, and random variables Z 1 , . . . , Z n representing obligor specific risks. Then, conditional on realisation y ∈ R of systematic risk factor Y describing a scenario of the economy, the portfolio percentage loss over the risk measurement horizon is computed as
for k = 1, . . . , N . Monte Carlo simulation computes N portfolio percentage losses constituting the empirical loss distribution described by the function (Bluhm et al., 2010, pp. 30-32) :
VaR α (L n ), the α quantile of the empirical loss distribution, is the maximum credit loss at the α confidence level over a given risk measurement horizon. Expected loss is estimated by calculating the average portfolio percentage loss over N iterations of the simulation:
An analytical model of the portfolio loss distribution, on the other hand, facilitates the fast calculation of credit VaR. In the limiting case of an asymptotic, homogeneous credit portfolio, VaR α (L n ) may be determined analytically from distribution function (2.21). However, the assumptions of Corollary 2.15 are too restrictive for real-world credit portfolios. The risk factor model for ratings-based capital charges derived by Gordy (2003) relaxes the homogeneity assumption. His analysis proceeds assuming that:
(1) Portfolios are infinitely fine-grained so that idiosyncratic risk is fully diversified away.
(2) A single systematic risk factor explains dependence across obligors. Under these weaker assumptions, and subject to additional technical conditions, Gordy claims that quantiles of the distribution of conditional expectation of portfolio percentage loss may be substituted for quantiles of the portfolio loss distribution. The statement and proof of the proposition due to Gordy (2003, Proposition 5) , which leads to an analytical approximation of credit VaR, is relegated to Appendix C. Here, we present a version of this proposition that relaxes the additional technical conditions imposed by Gordy, resulting in a more economical, or parsimonious, proof.
Proposition 2.19. Assume a conditional independence model of a credit portfolio comprising n obligors. Denote by ϕ n (y) the conditional expectation function E[L n | y] : R → (0, 1) given by (2.15), and assume that the sequence {ϕ n } n∈N of real-valued functions satisfies:
(1) For every n ∈ N, function ϕ n is strictly monotonic.
(2) For every y ∈ R and ε > 0 there is a δ(ε) ∈ R\{0} and
where δ depends on ε, and N depends on δ and ε, in general. While δ depends on ε, and may also depend on y, we assume that it is independent of n.
(3) For every ξ > 0 there is an ε > 0 such that 0 < δ(ε) < ξ, that is, δ(ε) tends to zero as ε tends to zero. (4) For every y ∈ R and ε > 0 there is a δ(ε) ∈ R\{0} and N (δ, ε) ∈ N such that n > N (δ, ε) implies
for all α ∈ (0, 1).
Remark 2.20. We argue that Conditions (1)- (4) of Proposition 2.19 are quite reasonable assumptions for real-world credit portfolios. Observe that the conditional expectation function ϕ n , given by (2.15), is continuous and strictly decreasing in y by Remark 2.5. Therefore, it satisfies Condition (1), which is also a condition of Lemma 2.22 and Corollary 2.23, both used in the proof of Proposition 2.19. For Conditions (2)- (4) to hold, the curve of ϕ n cannot have horizontal or vertical segments in the neighbourhood of q 1−α (Y ). This is guaranteed by constraints δ(ε) ∈ R \ {0}, 0 < δ(ε) < ξ, and δ(ε) ∈ R \ {0}. By inspection of (2.11), Conditions (2)- (4) are satisfied if p i and γ 2 i are bounded away from zero and one for i = 1, . . . , n. Otherwise, ϕ n would no longer depend on y, thus violating Condition (1). As a practical matter, if p i were equal to zero, then the capital charge assessed on credit i would be zero; and if p i were equal to one, then the product of EAD and LGD assigned to obligor i would be charged against profit and loss.
Remark 2.21. If on some open interval I containing q 1−α (Y ), ϕ n were also differentiable on I, then Conditions (2)- (4) would be satisfied if
for all y ∈ I, with θ > 0 and Θ > 0 independent of n. Indeed, Proposition C.1 (Gordy, 2003, Proposition 5) assumes that this condition holds on an open interval I containing q 1−α (Y ).
Recall that VaR
, which is associated with the (1−α) quantile of the distribution of Y , may be substituted for the α quantile of the distribution of L n (i.e., credit VaR at the α confidence level over a given risk measurement horizon). The IRB approach rests on Proposition 2.19. Its proof, presented below, relies on the following lemmas and corollary. Note that in this section, F 1 , . . . , F n denote a sequence of distribution functions, as distinct from the notation adopted in Section 2.2.
Lemma 2.22. Let {g n } n∈N be a sequence of real-valued functions g n : R → R that satisfies Conditions (1)- (3) of Proposition 2.19. Then, for every b ∈ R,
Proof. The sufficient condition for the conclusion in (2.29) states that for every ε > 0 there is an
which may be expressed as
where the subset relation holds when Condition (2) is satisfied. Observe that since g n is strictly monotonic for every n ∈ N by hypothesis, g n is one-to-one and g
if g n is strictly increasing, and δ(ε) < 0 if g n is strictly decreasing. Then, an application of the inverse function g −1
, where the subset relation holds when Condition (3) is satisfied. Choosing N (δ, ε) = N 0 (ε) such that ξ is arbitrarily close to zero establishes the necessary condition of the hypothesis in (2.29).
Corollary 2.23. Let X n and Y be random variables defined on a common probability space with distribution functions F n and H, respectively. If a sequence {g n } n∈N of real-valued functions g n : R → R satisfies Conditions (1)- (3) of Proposition 2.19, then
when functions g n are strictly increasing, and
when functions g n are strictly decreasing.
Proof. Random variables are real-valued functions on some probability space, so (2.30) is an immediate consequence of Lemma 2.22. The almost sure convergence of the sufficient condition for the conclusion in (2.30) implies pointwise convergence (Wade, 2004, Definition 7 .1) of the sequence of distribution functions of g −1 n (X n ) to the distribution function of Y at every point of continuity of H. If H is continuous, then convergence occurs for every realisation y ∈ R of Y . It follows from the necessary condition of the hypothesis in (2.30) that
converges to P(Y ≤ y) = H(y) as n → ∞ if functions g n are strictly increasing, which establishes (2.31). Similarly,
as n → ∞ if functions g n are strictly decreasing, which establishes (2.32).
Lemma 2.24. Let Y be a random variable with continuous and strictly increasing distribution function H, and let g : R → R be a strictly monotonic function. Then, the α quantile of the distribution function of g(Y ) is q α (g(Y )) = g H −1 (α) (2.33) if g is strictly increasing, and
if g is strictly decreasing.
Proof. By Definition 2.16, the α quantile of g(Y ) is
Since H is continuous and strictly increasing by hypothesis, the α quantile of the distribution of Y is given by
where H −1 (α) is the inverse distribution function evaluated at α (Remark 2.17). Observe that if g is strictly increasing, then
where the first equality is a consequence of (2.36), and the second equality is the result of an application of inverse function g −1 . Hence, (2.33) follows from (2.35). By a parallel argument, if g is strictly decreasing, then
which establishes (2.34).
Proof of Proposition 2.19. Fix α ∈ (0, 1), set ϕ n (y) = q α (ϕ n (Y )), and denote by F n the distribution function of L n . By appealing to results due to Corollary 2.23 and Lemma 2.24 for strictly decreasing functions ϕ n , observe that
The first equality follows from (2.34), the second from (2.36), the third from (2.32), and the fourth from (2.36) again. Notice that δ(ε) > 0 if ϕ n is strictly increasing, and δ(ε) < 0 if ϕ n is strictly decreasing. By Remark 2.5, ϕ n (y) = E[L n | y] is strictly decreasing, thus satisfying Condition (1). Then, on the basis of (2.37) and subject to Condition (4), lower and upper bounds, respectively, on the α quantile of L n are deduced:
Finally, by Condition (4), for every ε > 0 there is a δ(ε) ∈ R and
which establishes the necessary condition of the hypothesis in (2.28).
Copula Approach to Modelling Default Dependence
In generating a portfolio loss distribution we are, in effect, combining marginal loss distributions of constituent credits into a multivariate distribution capturing default dependence between obligors. An approach to modelling default dependence, popularised by Li (2000) , uses copula functions -a statistical technique for combining marginal distributions into a multivariate distribution with a chosen dependence structure.
3.1. Single-Factor Copula Model. Consider a credit portfolio comprising n obligors, and let (2.8) define the event that obligor i defaults. We may express the unconditional PD of obligor i, for the general case introduced in Section 2.2, as
and the joint default probability as
In the sequel, R denotes the extended real number line [−∞, ∞]. Let (u 1 , . . . , u n ) = (p 1 , . . . , p n ) be a vector in [0, 1] n , and (W 1 , . . . , W n ) a vector of latent random variables with continuous and strictly increasing distribution functions F 1 , . . . , F n , respectively. Suppose that F is an ndimensional distribution function with margins F 1 , . . . , F n . Then, by Sklar's Theorem (Nelsen, 2006, Theorem 2.10.9) , there is a unique n-copula C such that for all (w 1 , . . . , w n ) ∈ R n ,
by a corollary to Sklar's Theorem (Nelsen, 2006, Corollary 2.10.10) .
Assuming that defaults are conditionally independent given systematic risk factor Y , latent random variables W 1 , . . . , W n may be represented as in (2.7):
. . , Z n and Y are mutually independent random variables with continuous and strictly increasing distribution functions G 1 , . . . , G n and H, respectively, and γ i ∈ (−1, 1) for i = 1, . . . , n.
Lemma 3.1. Assume a conditional independence model of a credit portfolio comprising n obligors. Then, default dependence may be described by the single-factor copula function associated with (W 1 , . . . , W n ):
Proof. Refer to Appendix D.
Remark 3.2. Monte Carlo simulation computes the portfolio percentage loss for a very large sample of realisations y ∈ R of systematic risk factor Y . For each realisation y we use (2.9) to determine the number of defaults k, and calculate portfolio percentage loss by summing the product of exposure weight and LGD for credits that have defaulted. This simulation procedure is discussed in some detail in Section 6. In generating the empirical loss distribution of a credit portfolio by simulation (2.25), we are implicitly applying the single-factor copula model using Monte Carlo methods.
3.2. One-Factor Gaussian Copula. Throughout this section, as the title implies, we restrict our attention to the special case in which default dependence is modelled as a multivariate Gaussian process. Consider a credit portfolio comprising n obligors. Substituting the inverse standard Gaussian distribution function into (3.1) and (3.2), the unconditional PD of obligor i becomes 6) and the joint default probability is given by
n , and choose a dependence structure described by correlation matrix Γ. Then, the unique Gaussian copula associated with (W 1 , . . . , W n ) is a particular case of (3.4):
n , where Φ Γ is the multivariate standard Gaussian distribution function with correlation matrix Γ. Now suppose that defaults are conditionally independent given a single systematic risk factor. Then, default dependence is described by correlation matrix:
is the pairwise correlation between obligors' asset values (Remark 2.1), and √ ρ i is the exposure of obligor i to systematic risk factor Y in (2.3). This special case of the Gaussian copula is the so-called one-factor Gaussian copula, the most commonly applied copula function in credit risk modelling (MacKenzie and Spears, 2012) . The following result, a corollary of Lemma 3.1, provides an expression for the one-factor Gaussian copula.
Corollary 3.3. Assume a Gaussian conditional independence model of a credit portfolio comprising n obligors with pairwise asset correlations defined by matrix (3.9). Then, default dependence may be described by the one-factor Gaussian copula associated with (W 1 , . . . , W n ):
Remark 3.4. Appealing to Proposition 2.19, the Basel II IRB approach applies the one-factor Gaussian copula to calculate the α quantile of the distribution of
3.3. Elliptical Copulas. In applying the one-factor Gaussian copula to calculate regulatory capital for credit risk, the IRB approach implicitly assumes that a multivariate Gaussian distribution accurately models tail risk of credit portfolios. But, it is generally acknowledged that models which assume that financial data follow a Gaussian distribution tend to underestimate tail risk. For one, Gaussian copulas do not exhibit tail dependence -the tendency for extreme observations (i.e., credit defaults) to occur simultaneously for all random variables. Under a Gaussian copula defaults are said to be asymptotically independent in the upper tail (Embrechts et al., 2002) . Section 7.2 examines the effect of tail dependence by measuring the sensitivity of credit risk capital to dependence structure as modelled by elliptical copulas, including Gaussian and Student's t copulas. We abbreviate the latter by t-copula. Let (X 1 , . . . , X n ) be a vector of latent random variables modelling default dependence of a portfolio comprising n obligors. We proceed to illustrate the dependence induced by a variety of elliptical copulas, and outline procedures for randomly generating observations drawn from the resultant multivariate distributions (Bluhm et al., 2010, pp. 106-108 ):
• One-factor Gaussian copula. Observations X 1 , . . . , X n are randomly generated with
where random variables Z 1 , . . . , Z n and Y are standard Gaussian and mutually independent, and correlation parameters ρ 1 , . . . , ρ n ∈ (0, 1). That is, we sample (X 1 , . . . , X n ) from the distribution induced by Gaussian copula (3.8) with correlation matrix (3.9). Note that (3.11) is simply the conditionally independent representation expressed in (2.3).
• Product copula with Gaussian margins. The product copula generates independent, and therefore uncorrelated, standard Gaussian random variables (Embrechts et al., 2003, Theorem 8.2.5) . So, observations X 1 , . . . , X n are independently drawn from the standard Gaussian distribution. That is, we sample (X 1 , . . . , X n ) from the distribution induced by Gaussian copula (3.8) with correlation matrix I n , the n-by-n identity matrix.
• t-copula with ν degrees of freedom and t-distributed margins. Observations X 1 , . . . , X n are randomly generated with 12) where Z 1 , . . . , Z n and Y ∼ N (0, 1), V ∼ χ 2 (ν), and Z 1 , . . . , Z n , Y and V are mutually independent. Scaling (2.3) by ν/V transforms standard Gaussian random variables into t-distributed random variables with ν degrees of freedom. Vector (X 1 , . . . , X n ) inherits correlation matrix (3.9).
• t-copula with ν degrees of freedom and Gaussian margins. Observations X 1 , . . . , X n are randomly generated with
where Φ −1 is the inverse standard Gaussian distribution function, and Φ ν is the Student's t distribution function with ν degrees of freedom.
The bivariate scatter plots in Figure 1 illustrate the dependence induced by the elliptical copulas described above. For each copula, except the product copula, we set ρ 1 = ρ 2 = 0.17, the exposure-weighted asset correlation of the representative credit portfolio described in Section 5.
Remark 3.5. The dependence exhibited by the one-factor Gaussian copula becomes apparent when compared with the product copula, which generates uncorrelated standard Gaussian random variables. In contrast to Gaussian copulas, t-copulas admit tail dependence with fewer degrees of freedom producing stronger dependence. When the t-copula is applied to combine Gaussian margins and t-distributed margins, respectively, the former is more tightly distributed.
Assuming that asset values follow a log-normal distribution, the distribution of (X 1 , . . . , X n ) is determined by the copula function chosen to combine its margins. Section 2.5 outlines the procedure for generating the loss distribution of a credit portfolio comprising n obligors by simulation of (2.9). In an implementation of the one-factor Gaussian copula, the default indicator function of (2.9) is parameterised by (2.5). Monte Carlo simulation performs N iterations, (2.25) calculates the portfolio percentage loss for each iteration, and (2.26) describes the empirical loss distribution.
In relation to the t-copula with Gaussian margins, we continue to assume that unconditional PDs scaled to a given risk measurement horizon are published as market data. Substituting (3.12) Figure 1 . Bivariate scatter plots illustrating the dependence induced by elliptical copulas. Except for the product copula, asset correlation ρ 1 = ρ 2 = 0.17. t-copula with ν = 10 and t-distributed margins into (2.8), we define the event that obligor i defaults during the risk measurement horizon by the set
Then, the PD of obligor i conditional on Y = y and V = v is deduced (Bluhm et al., 2010, pp. 109-111) :
for i = 1, . . . , n. Now, given Y = y and V = v, the portfolio percentage loss is calculated as
Suppose that we generate the loss distribution of a portfolio comprising n obligors by simulation of (3.17), an implementation of the t-copula with Gaussian margins. Let Monte Carlo simulation perform N iterations. For each iteration draw from the standard Gaussian distribution random variables Z 1 , . . . , Z n and Y , and from the chi-square distribution with ν degrees of freedom random variable V . Then, given Y = y and V = v, the portfolio percentage loss over the risk measurement horizon is computed as
for k = 1, . . . , N . Again, (2.26) describes the empirical loss distribution.
Model Specification of the Internal Ratings-Based Approach
Under the Basel II Accord (Basel Committee on Banking Supervision, 2006), ADIs assess capital adequacy for credit risk using either the standardised approach or, subject to approval, the IRB approach. Our concern is with the theoretical foundations and empirical analysis of the latter approach. In keeping with the Basel II IRB approach to capital adequacy for credit risk, the relevant prudential standard of APRA (2008) requires that ADIs set aside provisions for absorbing expected losses, and hold capital against unexpected losses.
Definition 4.1. Unexpected loss on a credit portfolio at the α confidence level over a given risk measurement horizon is the difference between credit VaR (with the same confidence level and time horizon) and expected loss.
Recall that L n denotes the portfolio percentage loss on a credit portfolio comprising n obligors. Then, VaR α (L n ) denotes the portfolio percentage loss at the α confidence level over a given risk measurement horizon, and E[L n ] the expected portfolio percentage loss. We define credit risk capital consistent with the IRB approach of the Basel II Accord and the relevant prudential standard of APRA.
Definition 4.2. Let credit risk capital be held against unexpected losses. Then,
is the capital charge (at the α confidence level over a given risk measurement horizon) as a percentage of EAD on a credit portfolio comprising n obligors.
Appealing to Definition 4.2 and Proposition 2.19, we deduce a function for calculating capital held against unexpected losses on an asymptotic credit portfolio. Proposition 4.3. Assume a conditional independence model of an asymptotic credit portfolio. Then,
assuming that the limits on the right-hand side of (4.2) are well defined.
Proof. Refer to Appendix E. Proposition 4.3 applies to the abstract case of an infinitely fine-grained credit portfolio for which total EAD diverges to ∞ (Remark 2.8). However, in the real world a credit portfolio contains a finite number of obligors, each assigned a positive and finite EAD. Hence, portfolio EAD is positive and finite, and so is the assessed capital charge, which may be expressed as a percentage of EAD. Remark 2.12 highlights that while real-world portfolios are not infinitely finegrained, as a practical matter, credit portfolios of large banks are typically near the asymptotic granularity of Definition 2.6. For the practical application of Proposition 4.3 we redefine credit risk capital for finite portfolios that exhibit "sufficient" granularity.
Definition 4.4. Let credit risk capital be held against unexpected losses. Then, in practice, the capital charge (at the α confidence level over a given risk measurement horizon) as a percentage of EAD on a credit portfolio comprising n obligors that "adequately" satisfies the asymptotic granularity condition of Definition 2.6 may be assessed as
Expanding (4.3), the capital charge as a percentage of EAD on a credit portfolio containing a finite number of obligors, n, that exhibits sufficient granularity is calculated as
The ASRF model developed by the Basel Committee on Banking Supervision (BCBS) models default dependence as a multivariate Gaussian process. Recasting (4.4) for the Gaussian case, the capital charge (at the α confidence level over a given risk measurement horizon) on a near asymptotic portfolio comprising n obligors is calculated as
The second equality follows from the symmetry of the standard Gaussian density function. Note that the kernel of ASRF model (4.5) transforms unconditional PDs into PDs conditional on systematic risk factor Y using (2.4). Under the Basel II IRB approach regulatory capital is determined at the 99.9% confidence level over a one-year horizon -a 0.1% probability that credit losses will exceed provisions and capital over the subsequent year. In practice, it incorporates a maturity adjustment to account for the greater likelihood of downgrades for longer-term claims, the effects of which are stronger for claims with higher credit ratings. We omit the maturity adjustment from our mathematical derivation and empirical study of the ASRF model. Thus, regulatory capital for a near asymptotic credit portfolio comprising n obligors is assessed as
Remark 4.5. In view of Remark 2.4, but with reference to (2.4), the default probability of obligor i is no greater than
in 99.9% of economic scenarios.
Remark 4.6. BCBS (2005) claims that the IRB approach sets regulatory capital for credit risk at a level where losses exceed it, "on average, once in a thousand years." Qualifying this informal statement of probability, BCBS cautions that the 99.9% confidence level was chosen because tier 2 capital "does not have the loss absorbing capacity of tier 1", and "to protect against estimation error" in model inputs as well as "other model uncertainties." With provisions and capital amounting to as little as 2.0-3.0% of EAD under the IRB approach, perhaps the claim of protection against insolvency due to credit losses at the 99.9% confidence level should be interpreted as providing a margin for misspecification of the ASRF model, and not literally protection against a "one in a thousand year" event. The choice of confidence level for the ASRF model may also have been influenced by the desire to produce regulatory capital requirements that are uncontroversial vis-à-vis Basel I. These qualifying remarks warn against the complacency engendered by the high confidence level chosen for the IRB approach.
Empirical Data
Under its implementation of Basel II, APRA requires ADIs to assess capital adequacy for credit, market and operational risks. ADIs determine regulatory capital for credit risk using either the standardised approach or, subject to approval, the IRB approach. The former applies prescribed risk weights to credit exposures based on asset class and credit rating grade to arrive at an estimate of RWA. Then, the minimum capital requirement is simply 8% of RWA. The standardised approach, which is an extension of Basel I, is straightforward to administer and produces a relatively conservative estimate of regulatory capital. The IRB approach, which implements ASRF model (4.6), is a more sophisticated method requiring more input data estimated at higher precision. Its greater complexity makes it more expensive to administer, but usually produces lower capital requirements than the standardised approach. As a consequence, ADIs using the IRB approach may deploy their capital in pursuit of more (profitable) lending opportunities.
Upon implementation of Basel II in the first quarter of 2008, APRA had granted the four largest Australian banks, designated "major" banks, approval to use the IRB approach to capital adequacy for credit risk. In order to test the robustness of the model specification of the IRB approach, we construct a portfolio that is representative of credit exposures, reported to APRA by the major banks, for which regulatory capital is assessed using the ASRF model. We choose the reporting period ending December 31, 2012. As at this date, the major banks accounted for 78.1% of total assets on the balance sheet of ADIs regulated by APRA.
1 Furthermore, of the regulatory capital reported by the major banks, in aggregate, 85.5% was assessed for credit risk, 9.4% for operational risk and 5.1% for market risk.
2 Data used to construct the aforementioned representative credit portfolio are sourced from IRB credit risk forms submitted to APRA. Banking book exposures are reported on credit risk forms by IRB asset class: corporate (non-financial), small-and medium-sized enterprises (SME), bank, sovereign, residential mortgages, retail qualified revolving, and other retail. For presentation purposes we merge IRB asset classes, and report credit exposures as business, government or household. Henceforth, we refer to these banking book exposures as IRB credit exposures. Figure 2 decomposes EAD and RWA, respectively, for IRB credit exposures into business, government and household sectors. As at December 31, 2012, RWA for credit risk reported by the major Australian banks, in aggregate, was divided 72.2/27.8 between IRB credit exposures and other banking book exposures. The market dominance of the major banks, and the concentration of their capital held against unexpected losses on IRB credit exposures, convey the 1 Average of figures for quarters ending March 31, 2008 , through December 31, 2012 , published by APRA (2013 in its quarterly issue of ADI performance statistics. 2 Data are reported for the major Australian banks, in aggregate, so as not to violate confidentiality agreements. Exposure at default by sector Business (35.8%) Exposure at default by sector Government (7.8%) Exposure at default by sector Household (56.4%) Risk-weighted assets by sector Business (61.8%) Risk-weighted assets by sector Government (1.4%) Risk-weighted assets by sector Household (36.8%) significance of the ASRF model in protecting the Australian banking sector against insolvency. Accordingly, we contend that, while focussing exclusively on IRB credit exposures of the major banks, our empirical analysis draws a representative sample of the credit risk assumed by the Australian banking sector.
Under the IRB approach, ADIs assign internally-defined obligor grades reflecting PD bands to their on-and off-balance sheet credit exposures. As at December 31, 2012, RWA for the IRB credit exposures held in the banking book of the major Australian banks was divided 75.0/25.0 between on-balance sheet assets and off-balance sheet exposures. EAD, RWA, expected loss, and exposure weighted LGD, unconditional PD and firm size are reported for each obligor grade. We assign IRB credit exposures reported by the major banks to standardised PD bands (i.e., consistent across the major banks), and calculate risk parameters characterising each of these standardised obligor grades. Asset correlation is constant for residential mortgages and retail qualified revolving credit exposures; a function of unconditional PD for corporate, bank, sovereign and other retail credit exposures; and a function of firm size and unconditional PD for SME credit exposures.
We construct a portfolio that is representative of the IRB credit exposures of the major Australian banks as at December 31, 2012. That is, exposure weight of each PD band within an IRB asset class is equal to the corresponding EAD reported by major banks as a percentage of IRB credit exposures. Credits assigned the same obligor grade share the same risk characteristics:
LGD, unconditional PD and asset correlation. Table 1 categorises credit exposures as business, government or household, and groups them into credit rating grades on the basis of obligors' unconditional PD.
3 It reports EAD, and exposure weighted LGD, unconditional PD and asset correlation for each credit rating grade by sector. Sections 6 and 7 use characteristics of this representative credit portfolio to measure the rate of convergence, in terms of number of obligors, to the asymptotic portfolio loss distribution, and the sensitivity of credit risk capital to dependence structure as modelled by asset correlations and elliptical copulas. 
Rate of Convergence to the Asymptotic Distribution
The Basel II IRB approach to credit risk is premised on Proposition 2.19. Assuming a conditional independence model of an asymptotic credit portfolio, it asserts that quantiles of the distribution of conditional expectation of portfolio percentage loss may be substituted for quantiles of the portfolio loss distribution. Before measuring the rate of convergence to the asymptotic portfolio loss distribution, we demonstrate that Proposition 2.19 holds for a representative credit portfolio within a static (i.e., single-period) framework. Table 1 describes the representative credit portfolio. In order to construct a portfolio that exhibits sufficient granularity we impose the constraint that no credit accounts for more than one basis point exposure. This exercise demonstrates that the α quantile of the distribution of E[L n | Y ], which is associated with the (1−α) quantile of the distribution of Y , may be substituted for the α quantile of the distribution of L n . Firstly, capital held against unexpected losses at the 99.9% confidence level over a one-year horizon, K 99.9% (L n ), is calculated analytically by ASRF model (4.6). The expectation of portfolio percentage loss over a one-year horizon conditional on a state of the economy that is worse than at most 99.9% of economic scenarios, E L n | Y = Φ −1 (0.001) , is readily calculated by the first term on the right-hand side of (4.6). Expected loss, E[L n ], is given by the second term of the right-hand side of (4.6). And
Next, K 99.9% (L n ) is determined by a computationally intensive simulation (2.25). Credit VaR at the 99.9% confidence level over a one-year horizon, VaR 99.9% (L n ), is determined from the empirical loss distribution of the representative credit portfolio, which is generated by simulation of (2.9) parameterised by (2.5). Monte Carlo simulation performs 1,000,000 iterations to generate the empirical loss distribution (Figure 3 ). Equation (2.25) calculates the portfolio percentage loss for each iteration, and credit VaR is the 99.9% quantile of the empirical loss distribution described by (2.26). Expected loss, E[L n ], is given by (2.27). And
It remains to compare the estimates produced by the analytical and simulation models. Given that this representative portfolio contains a large number of credits without concentration in a few names dominating the rest of the portfolio, we anticipate that as the number of simulation iterations increases, its empirical loss distribution will converge to the distribution of conditional expectation of portfolio percentage loss. Confirming our intuition, Table 2 reports that estimates from the ASRF model and Monte Carlo simulation are within one basis point of one another. Recall that ASRF model (4.6) describes defaults as conditionally independent Gaussian random variables, and the Monte Carlo simulation of (2.9), parameterised by (2.5), draws random variables representing the single systematic risk factor and obligor specific risks from a Gaussian distribution. So, it would be surprising if this convergence did not occur. Indeed, for a number of iterations large enough and a portfolio exhibiting sufficient granularity, the simulation does little more than demonstrate that the expectation of indicator function 1 {Zi<ζi(y)} is conditional PD p i (y). Our findings provide empirical support for Proposition 2.19.
Evidently, the representative credit portfolio described in Table 1 , with no credit accounting for more that one basis point exposure, adequately satisfies the asymptotic granularity condition of Definition 2.6, an assumption of Proposition 2.19. But how large need the number of credits, or obligors, constituting a portfolio be for E[L n | Y = Φ −1 (1−α)] to produce a statistically accurate Table 2 . Capital charges, at the 99.9% confidence level over a one-year horizon, assessed on a portfolio that is representative of the IRB credit exposures of the major Australian banks as at December 31, 2012.
We proceed to address this question by constructing portfolios comprising obligors ranging in number from 50 to 2000. For each portfolio we assign its constituent obligors equal dollar EAD, and exposure weighted LGD, unconditional PD and asset correlation as calculated for exposures to the business sector of the representative credit portfolio described in Table 1 . We choose to conduct this empirical analysis on portfolios representative of IRB credit exposures of the major banks to the business sector, because corporate loans are typically "lumpier" than residential mortgages. We generate empirical loss distributions, one for each of the constituted portfolios containing a finite number of obligors, by simulation of (2.9) parameterised by (2.5). Monte Carlo simulation performs 1,000,000 iterations to generate an empirical loss distribution for each of the constituted portfolios. The distribution of conditional expectation of portfolio percentage loss represents the loss distribution of an infinitely fine-grained portfolio. Solvency assessment is concerned with the tail of the portfolio loss distribution, so we examine the confidence interval bounded by 99.0% ≤ α < 100.0%. VaR α (L n ) for each of the constituted portfolios is the α quantile of the empirical loss distributions described by (2.26). E[L n | Y ] is given by the first term on the righthand side of ASRF model (4.5). Figure 4 plots the tail of each of the empirical loss distributions along with the tail of the distribution of conditional expectation of portfolio percentage loss, illustrating the rate of convergence in terms of number of obligors. By inspection we argue that a statistically accurate estimate of
for portfolios comprising 1,000 obligors or more, without concentration in a few names dominating the rest of the portfolio.
Sensitivity of Credit Risk Capital to Dependence Structure
Regulatory capital models, which serve the sole purpose of solvency assessment, require precision in the measurement of absolute risk levels under stressed economic conditions. In this section we evaluate the robustness of the model specification of the Basel II IRB approach to a relaxation of model assumptions. Firstly, in relation to the one-factor Gaussian copula, we evaluate the sensitivity of credit risk capital to dependence structure as described by asset correlations. Then, we examine the effect of tail dependence by measuring the sensitivity of credit risk capital to dependence structure, as modelled by a variety of elliptical copulas. As in Section 6, we conduct this empirical analysis on a portfolio, with characteristics described in Table 1 , that is representative of the IRB credit exposures of the major banks as at December 31, 2012.
7.1. Default Dependence Described by Asset Correlations. The IRB approach, in effect, applies the one-factor Gaussian copula of Corollary 3.3 with matrix (3.9) describing pairwise correlations between obligors' asset values. Choosing the one-factor Gaussian copula to model default dependence, we evaluate the sensitivity of credit risk capital to dependence structure as described by asset correlations.
Recall from Section 5 that the IRB approach models asset correlation as a constant for residential mortgages and retail qualified revolving credit exposures; a function of unconditional PD for corporate, bank, sovereign and other retail credit exposures; and a function of firm size and unconditional PD for SME credit exposures. Parameters of the asset correlation functions prescribed by the IRB approach were derived from an analysis of times series collected by G10 supervisors. Even if the dependence described by parameters derived from this time series analysis continues to hold, the actual asset correlation will lie in some distribution around the estimate given by the model specification of the IRB approach. So, some measure of the sensitivity of credit risk capital to the error in asset correlation estimates would be informative. Figure 5 plots the sensitivity of E L n | Y = Φ −1 (1−α) , and hence credit risk capital, to dependence structure as described by asset correlations. Here, we adopt the credit risk capital interpretation of Definition 4.4, which applies to portfolios that adequately satisfy the asymptotic granularity condition of Definition 2.6. E L n | Y = Φ −1 (1−α) , given by the first term on the right-hand side of (4.5), is calculated for the representative credit portfolio described in Table 1 , and then recalculated after adjusting the asset correlation assigned to constituent obligors by ±10% and ±20%. Since solvency assessment is concerned with the tail of the portfolio loss distribution, we examine the confidence interval bounded by 90.0% ≤ α < 100.0%. Conditional expectation of portfolio percentage loss becomes more sensitive to asset correlation as one moves further into the tail of the portfolio loss distribution. At the 99.9% confidence level the relative error in asset correlation estimates affects the calculation of credit risk capital by a similar magnitude. Naturally, this heuristic for the sensitivity of credit risk capital to asset correlation 
only applies deep in the tail of the loss distribution of near asymptotic portfolios with characteristics (viz., unconditional PDs and asset correlations) not very different from those described in Table 1. 7.2. Dependence Structure Modelled by Elliptical Copulas. While it's generally acknowledged that models which assume that financial data follow a Gaussian distribution tend to underestimate tail risk, the IRB approach to solvency assessment does apply the one-factor Gaussian copula. As discussed in Section 3.3, Gaussian copulas do not exhibit tail dependence -the tendency for extreme observations (i.e., credit defaults) to occur simultaneously for all random variables. We examine the effect of tail dependence by measuring the sensitivity of credit risk capital to dependence structure as modelled by elliptical copulas, including Gaussian and Student's t copulas. The latter, which we abbreviate by t-copula, admits tail dependence with fewer degrees of freedom producing stronger dependence (Figure 1) . In order to evaluate the sensitivity of credit risk capital to default dependence structure, we generate empirical loss distributions of the representative credit portfolio described in Table 1 using elliptical copulas: one-factor Gaussian copula, and t-copulas with 30, 10 and 3 degrees of freedom. Again, the portfolio is constructed such that no credit accounts for more than one basis point exposure. Assuming that asset values follow a log-normal distribution, distributional differences are attributed to the copula function modelling default dependence. The one-factor Gaussian copula is implemented by simulation of (2.9) parameterised by (2.5), and generates the empirical loss distribution plotted in Figure 3 . t-copulas with Gaussian margins are implemented by simulation of (3.17) parameterised by (3.16). Monte Carlo simulation performs 1,000,000 iterations. Figure 6 plots the sensitivity of credit VaR, and hence credit risk capital, to default dependence structure as modelled by the one-factor Gaussian copula and t-copulas with Gaussian margins. Gaussian copula t-copula, ν = 30, Gaussian margins t-copula, ν = 10, Gaussian margins t-copula, ν = 3, Gaussian margins
As in Section 7.1, we examine the confidence interval bounded by 90.0% ≤ α < 100.0%. At the 90.0% confidence level there is little difference in estimates of credit VaR computed by the respective elliptical copulas. However, as one moves further into the tail of the empirical loss distribution estimates of credit VaR diverge at an accelerating rate. At the 99.9% confidence level credit VaR computed by the t-copula with ν = 10 is more than double that computed by the Gaussian copula; and the t-copula with ν = 3 estimates credit VaR to be more than four times the estimate produced by the Gaussian copula. Unfortunately, the calibration of degrees of freedom is not easy and to some extent subjective, which may explain why the one-factor Gaussian copula prevails in practice. The sensitivity of credit risk capital to the choice of elliptical copula can be much greater than its sensitivity to asset correlation.
Conclusion
This paper examines the model specification of the Basel II IRB approach to capital adequacy for credit risk. We outline the mathematical foundations of the ASRF model prescribed by the IRB approach. Adapting the single asset model of Merton (1974) to a portfolio of credits, Vasicek (2002) derives a function that transforms unconditional PDs into PDs conditional on a single systematic risk factor. Gordy (2003) makes the proposition that quantiles of the distribution of conditional expectation of portfolio percentage loss may be substituted for quantiles of the portfolio loss distribution. Here, our contribution is to present a more economical proof of this proposition under weaker assumptions, and extend the ASRF model to a more general setting than the usual Gaussian case.
We proceed to conduct an empirical analysis of the ASRF model using internal bank data collected by the prudential regulator. Access to these data distinguishes our research from other empirical studies on the IRB approach. Firstly, we demonstrate that Gordy's proposition holds for a portfolio that is representative of the IRB credit exposures of the major Australian banks, and exhibits sufficient granularity. Quantiles of the distribution of conditional expectation of portfolio percentage loss are readily calculated by the analytical ASRF model, while quantiles of the portfolio loss distribution are determined by a computationally intensive simulation of the Gaussian conditional independence model. For our representative portfolio, estimates of credit risk capital from the ASRF model and Monte Carlo simulation are within one basis point of one another. Then, we measure the rate of convergence, in terms of number of obligors, of empirical loss distributions to the asymptotic portfolio loss distribution (i.e., the distribution of conditional expectation of portfolio percentage loss representing an infinitely fine-grained portfolio). For portfolios comprising 1,000 obligors or more, without concentration in a few names dominating the rest of the portfolio, the conditional expectation of portfolio percentage loss provides a statistically accurate estimate of portfolio percentage loss in the tail of the portfolio loss distribution. Assuming that a Gaussian conditional independence model accurately describes default dependence and credit portfolios exhibit sufficient granularity, we find empirical support for the IRB approach.
In the context of solvency assessment, we empirically evaluate the sensitivity of credit risk capital (in the tail of the portfolio loss distribution) to dependence structure. The IRB approach applies the one-factor Gaussian copula with default dependence described by the matrix of pairwise correlations between obligors' asset values. The relative error in asset correlation estimates affects the calculation of credit risk capital by a similar magnitude. Assuming that asset values follow a log-normal distribution, the portfolio loss distribution is determined by the copula function chosen to combine its margins. The sensitivity of credit risk capital to dependence structure as modelled by elliptical copulas, including Gaussian and Student's t copulas, can be much greater than its sensitivity to asset correlations.
In a related research paper Rutkowski and Tarca (2014) take measurements from the ASRF model of the prevailing state of Australia's economy and the level of capitalisation of its banking sector. They find general agreement with macroeconomic indicators, financial statistics and external credit ratings. Given the range of economic conditions, from mild contraction to moderate expansion, experienced in Australia since the implementation of Basel II, their empirical findings support a favourable assessment of the ASRF model for purposes of capital allocation, performance attribution and risk monitoring. Evaluating the ASRF model for the purpose of solvency assessment, would involve taking readings from North Atlantic banking jurisdictions that experienced the full force of the financial crisis of 2007-09, which precipitated the worst global recession since the Great Depression of the 1930s.
Portfolios of large banks contain financial instruments that are influenced by a multitude of underlying risk factors. Internal and external risk controllers, such as the prudential regulator, require risks to be measured over varying holding periods for different risk classes (e.g., one-day or 10-day for market risk, and one-year for credit and operational risks.) The path dependent nature of many risks and the requirement to measure portfolio risk over different time horizons leads to a multi-period, or dynamic, simulation. It is practical then to simulate all variables, including defaults and survivals, in each time period. In order to consistently represent dependence between multivariate default times in each period of the simulation, Brigo et al. (2013) model default times using a continuous-time Markov chain with multivariate exponential distribution (i.e., Marshall-Olkin copula). An efficient implementation of this Markovian credit risk model remains a challenge in building a feasible multi-period simulation for measuring risk in massive portfolios. prudential regulation, and data reported by the financial institutions it supervises. The authors acknowledge the valuable contribution of the Research team, headed by Bruce Arnold, in distilling research topics that are pertinent to prudential regulators, and offering constructive comments during the review process. The Statistics team, led by Steve Davies, provided data support for the empirical analysis, and reviewed the final paper for compliance with confidentiality agreements. Financial support is gratefully received in the form of an Australian Postgraduate Award, and a scholarship sponsored by Capital Markets Cooperative Research Centre and APRA.
Appendix A. Proof of Proposition 2.9
Proof. It relies on a variant of the Strong Law of Large Numbers (Grimmett and Stirzaker, 2001 , Theorem 7.5.1) based on Kolmogorov's Convergence Criterion and Kronecker's Lemma. For a credit portfolio comprising n obligors, w i = δ i /∆ n is the exposure weight of obligor i. Firstly, observe that given realisation y ∈ R of systematic risk factor Y , conditional variances satisfy
where Var 1 {Zi<ζi(y)} = p i (y)(1 − p i (y)). Recall that E 1 {Zi<ζi(y)} = p i (y), and the sequence of random variables {δ k η k 1 {Z k <ζ k (y)} /∆ k } is independent with respect to P y . Then,
converges P y -almost surely by Kolmogorov's Convergence Criterion (Gut, 2005, Theorem 6.5.2) . Notice that {δ k η k (1 {Z k <ζ k (y)} − p k (y))} constitutes a sequence of random variables, and the sequence of real numbers {∆ k } is positive and strictly increasing to infinity. Next, applying Kronecker's Lemma (Gut, 2005, Lemma 6.5 .1) to infinite series (A.1) yields
P y -almost surely for all y ∈ R. Accordingly, (2.19) holds P-almost surely.
Appendix B. Proof of Corollary 2.15
We generalise the Vasicek (2002) formulation of the loss distribution function of an asymptotic, homogeneous portfolio, which models default dependence as a multivariate Gaussian process.
Corollary 2.15. Assume a conditional independence model of an asymptotic, homogeneous credit portfolio. Then,
(2.20)
Proof. For the homogeneous case of Definition 2.13, let
Then, conditional on realisation y ∈ R of systematic risk factor Y , the portfolio percentage loss is calculated as
where 1 {Zi<ζ(y)} are independent identically distributed Bernoulli random variables with finite mean and variance. By the Strong Law of Large Numbers (Grimmett and Stirzaker, 2001 , Theorem 7.5.1), 1 {Zi<ζ(y)} converges to its conditional expectation p(y) as n → ∞, P y -almost surely for all y ∈ R. Observing that n i=1 w i = 1 for all n ∈ N, and η ∈ [0, 1], (2.20) holds P-almost surely.
It follows from (2.20) that given Y = y,
which is a deterministic quantity. Hence,
Then, integrating over systematic risk factor Y with density function h(y), yields the limiting form of the portfolio loss distribution:
The Dominated Convergence Theorem (Shreve, 2004, Theorem 1.4 .9) provides conditions under which the limit of integrals of a sequence of functions is the integral of the limiting function. It justifies the third equality, while the last equality follows from (2.12).
Proposition C.1. Consider a credit portfolio comprising n obligors, and denote by L n the portfolio percentage loss. Let Y be a random variable with continuous and strictly increasing distribution function H, and denote by ϕ n (Y ) the conditional expectation of portfolio percentage loss E[L n | Y ]. Assume that the following conditions hold:
(1) lim
There is an open interval I containing H −1 (1−α), α ∈ (0, 1), and N 0 ∈ N such that whenever n > N 0 the conditional expectation of portfolio percentage loss,
is strictly decreasing in y and differentiable on I. (3) There is an N 0 ∈ N such that whenever n > N 0 ,
for all y ∈ I, with θ > 0 and Θ > 0 independent of n, and where ϕ
Remark C.2. Proposition C.1 applies more generally than to the conditional independence model of Definition 2.2. However, we are not aware of competing models for which the conditional expectation function ϕ n satisfies Condition (1).
Remark C.3. Condition (1) of Proposition C.1 postulates that portfolio percentage loss converges, almost surely, to its conditional expectation as the portfolio approaches asymptotic granularity. The proof of Proposition C.1 only requires convergence in probability, but we assume almost sure convergence consistent with Proposition 2.9. For an asymptotic credit portfolio (Definition 2.6), the conditional independence model of Definition 2.2 satisfies Condition (1) by Proposition 2.9. Conditions (2) and (3) are more technical in nature. Condition (2) postulates that the conditional expectation of portfolio percentage loss rises "smoothly" as the economy deteriorates for a set of states of the economy associated with the tail of the portfolio loss distribution, which is the concern of solvency assessment. In relation to the conditional independence model of Definition 2.2, we quite reasonably assume that the conditional expectation function ϕ n satisfies Condition (2). By inspection of (2.11) we observe that Condition (3) holds if p i and γ 2 i are bounded away from zero and one for i = 1, . . . , n.
The proof of Proposition C.1, presented below, requires a result due to Petrov (1995) , which we proceed to state. Note that in Lemma C.4, variables X and Z and functions F and G denote arbitrary random variables and distribution functions, and in Proposition C.1, F n and G n denote distribution functions distinct from the notation adopted in Section 2.2.
Lemma C.4. Let X and Z be random variables defined on a common probability space with distribution functions F and G, respectively. For all a ∈ R and ε > 0,
Proof. Refer to Petrov (1995, Lemma 1.8) .
Proof of Proposition C.1. Denote by F n and G n the distribution functions of L n and ϕ n (Y ), respectively. Firstly, by appealing to Lemma C.4, we show that F n ϕ n (y) − G n ϕ n (y) → 0 as n → ∞, for all y ∈ I, and deduce (C.2). Set X = L n , Z = ϕ n (Y ) and a = ϕ n (y) in Lemma C.4. Then, for any ε > 0,
+ max G n ϕ n (y) + ε − G n ϕ n (y) , G n ϕ n (y) − G n ϕ n (y) − ε .
(C.5)
The almost sure convergence asserted by Condition (1) implies convergence in probability (Grimmett and Stirzaker, 2001, Theorem 7.2.3) . By the definition of convergence in probability (Grimmett and Stirzaker, 2001 , Definition 7.2.1), for any ξ > 0 and ε > 0, choose an N 1 ∈ N (which in general depends on ε and ξ) such that n > N 1 implies
for all y ∈ I. The convergence of G n in the neighbourhood of ϕ n H −1 (1−α) does not immediately follow from the assumption that ϕ n (y) is differentiable on I. By hypothesis, ϕ n (y) is differentiable on I and ϕ ′ n (y) has an upper bound −θ on I whenever n > N 0 . By the Mean Value Theorem (Wade, 2004, Theorem 4.15) , for any ε > 0 satisfying (y − ε/θ, y + ε/θ) ⊂ I, there is a y * ∈ (y − ε/θ, y) such that ϕ n (y − ε/θ) − ϕ n (y) = ϕ ′ n (y * )(−ε/θ) ≥ −θ(−ε/θ) = ε for n > N 0 . Similarly, there is a y * ∈ (y, y + ε/θ) such that ϕ n (y) − ϕ n (y + ε/θ) = ϕ ′ n (y * )(−ε/θ) ≥ −θ(−ε/θ) = ε for n > N 0 . By hypothesis, ϕ n (y) is strictly decreasing in y on I whenever n > N 0 , implying that ϕ n (Y ) ≤ ϕ n (y) if and only if Y ≥ y. Moreover, H is continuous and strictly increasing. Accordingly, G n ϕ n (y) = P(Y ≥ y) = 1 − H(y).
(C.7)
Hence, G n ϕ n (y) + ε ≤ G n ϕ n (y − ε/θ) = P(Y ≥ y − ε/θ) and G n ϕ n (y) − ε ≥ G n ϕ n (y + ε/θ) = P(Y ≥ y + ε/θ) for n > N 0 . It follows that the continuity of H(y) on I implies convergence. That is, for any ξ > 0 and ε > 0, there is an N 0 ∈ N (which in general depends on ε and ξ) such that n > N 0 implies max G n ϕ n (y) + ε − G n ϕ n (y) , G n ϕ n (y) − G n ϕ n (y) − ε ≤ max {P(Y ≥ y − ε/θ) − P(Y ≥ y), P(Y ≥ y) − P(Y ≥ y + ε/θ)} = max {H(y) − H(y − ε/θ), H(y + ε/θ) − H(y)} < ξ 2 (C.8)
for any y ∈ I. Combining (C.6) and (C.8) to evaluate (C.5), we claim that for any ξ > 0, whenever n > N = max{N 0 , N 1 }, F n ϕ n (y) − G n ϕ n (y) = P L n ≤ ϕ n (y) − P ϕ n (Y ) ≤ ϕ n (y) < ξ 2 + ξ 2 = ξ (C.9)
for any y ∈ I. Substituting for G n ϕ n (y) in (C.9) from (C.7), and setting y = H −1 (1−α) ∈ I, (C.9) may be expressed as The first equality is a consequence of (C.10), the second of (C.7). It follows from Definition 2.18 and (C.11) that whenever n > N , VaR α (L n ) < ϕ n H −1 (1−α) + ε. (C.12) By a parallel argument, whenever n > N , Together, (C.12) and (C.14) may be expressed as
VaR α (L n ) − ϕ n H −1 (1−α) < ε.
Setting ε arbitrarily close to zero establishes (C.3), and completes the proof.
Appendix D. Proof of Lemma 3.1 and Corollary 3.3
Lemma 3.1 derives the single-factor copula model describing default dependence for the general case. Then, Corollary 3.3 deals with the special case of the one-factor Gaussian copula, the most commonly applied copula function in credit risk modelling.
Lemma 3.1. Assume a conditional independence model of a credit portfolio comprising n obligors. Then, default dependence may be described by the single-factor copula function associated with (W 1 , . . . , W n ): The integrand in the last equality is the product of obligors' PDs conditional on realisation y ∈ R of systematic risk factor Y . Substituting the probability statements in this integrand with the expression for conditional PD in (2.11), and observing that u i = p i establishes (3.5).
Corollary 3.3. Assume a Gaussian conditional independence model of a credit portfolio comprising n obligors with pairwise asset correlations defined by matrix (3.9). Then, default dependence may be described by the one-factor Gaussian copula associated with (W 1 , . . . , W n ): Proof. Substituting the operands of the product operator in (3.5) with the expression for conditional PD in (2.4), and observing that dΦ(y) = φ(y) dy establishes (3.10).
Appendix E. Proof of Proposition 4.3
Appealing to Definition 4.1 and Proposition 2.19, we deduce a function for calculating capital held against unexpected losses, K α (L n ). assuming that the limits on the right-hand side of (4.2) are well defined.
Proof. By Definition 4.2, capital held against unexpected losses on an asymptotic credit portfolio may be expressed as
assuming that the limits on the right-hand side are well defined. By hypothesis, defaults are modelled as conditionally independent random variables given systematic risk factor Y . So, adding and subtracting the α quantile of the distribution of conditional expectation of portfolio percentage loss yields
where the limits on the right-hand side of (E.2) are well defined by hypothesis. Recall that in probabilistic terms, VaR α (L n ) is the α quantile of the portfolio loss distribution, q α (L n ). Hence, the second equality in (E.2) follows from Proposition 2.19, with the α quantile of the distribution of E[L n | Y ], in effect, being substituted for VaR α (L n ). Expanding (E.2) using (2.14) and (2.15) yields
Finally, setting y = H −1 (1−α) in (2.11) and substituting into (E.3) establishes (4.2).
