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Abstract. Intracellular recordings obtained under cutaneous and lem-
niscal stimulation show that the aﬀerent ﬁbers can establish excitatory
and inhibitory synaptic connections with cuneothalamic neurons [5]. In
addition, distinct types of recurrent collaterals with the capability of ei-
ther exciting or inhibiting both cuneothalamic neurons and interneurons
were also discovered [6]. With these data we have generated hypothesis
about which circuits are implicated and also developed realistic compu-
tational models to test the hypothesis and study the cuneate properties
[17,18]. The results show that the cuneate could perform spatial and
temporal ﬁltering and therefore detect dynamic edges.
1 Introduction
The cuneate nucleus is a structure of the somato-sensory system that is located
within the brain stem, in the most rostral area of the spinal chord. With regard
to its spatial organization, three areas can be distinguished: caudal, middle and
rostral [2]. The middle zone, where the experimental work reported in this study
has been carried out, can in turn be divided into two areas [7]: a core (central
region), and a shell (peripheral region). The core is basically made up of cu-
neothalamic neurons, which are also referred to as projection or relay neurons.
The shell is basically made up of local neurons, also known as interneurons or
non-thalamic projection neurons.
The main cuneate inputs originate from primary aﬀerent (PAF) and cor-
ticocuneate ﬁbers. The PAFs establish synaptic contact with projection cells
and interneurons [7]. The great majority of the projection neurons in the mid-
dle cuneate send their axons to the contralateral ventroposterolateral thalamic
(VPL) nucleus via the medial lemniscus [11,2,7].
To study the neuronal properties of the middle cuneate, intracellular and
whole-cell techniques have recently been used in vivo [13,12,3,4]. It was found
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that cuneothalamic neurons possess two modes of activity: oscillatory and tonic
[4]. During deep anaesthesia, the cuneothalamic neurons show oscillatory burst-
ing activity. This behavior changes to the tonic mode when injecting depolarizing
currents or stimulating the peripheral receptive ﬁelds. A low-threshold calcium
current (IT ) and a hyperpolarization-activated cation current (Ih) have been
postulated to explain the bursting mode of activity [4]. All these data were con-
sidered to develop realistic computational models of the cuneate neurons [15,16].
In this paper we shifted our focus to provide a model of the local circuitry
of the cuneate. The presentation is organized as follows: (1) a brief description
of the experimental methods, (2) a summary of the results, (3) an explanation
of the hypothesis derived by these data, (4) a description of the computational
model, (5) the simulation results, and (6) a ﬁnal discussion.
2 Experimental Methods
All experiments conformed to Spanish guidelines (BOE 67/1998) and European
Communities council directive (86/609/EEC), and all eﬀorts were made to min-
imize the animals used. Data were obtained from cats (2.3-4.5 kg), which were
anesthetized (α-cloralosa, 60 mg/Kg, i.p.), paralyzed (Pavulon, 1 mg/ kg/h, i.v)
and placed under artiﬁcial respiration [4].
Cuneothalamic projection cells were identiﬁed as antidromically activated
by medial lemniscus stimulation according to standard criteria, including the
collision test as well as conﬁrmation that the critical interval in the collision
was not due to soma refractoriness [4]. For cutaneous stimulation, a plate of
20mmx5mm was speciﬁcally designed to place 6 electrode pairs. Electrodes were
3 mm separated from each other. With this organization a total length of 15 mm
could be stimulated, which its beyond the average size of the cutaneous receptor
ﬁelds.
3 Experimental Results
Experiments were performed to analyze neural responses under cutaneous and
lemniscal stimulation. In the former case, we are looking for primary aﬀerent
eﬀects. In the later case, we are interested in recurrent collateral inﬂuences.
1. Cutaneous stimulation
Stimulation over the center of a cuneothalamic receptive ﬁeld originates ex-
citatory postsynaptic potentials (Fig. 1). After stimulation of points located
far away from the center, inhibitory postsynaptic potentials were found.
2. Lemniscal stimulation
This kind of protocol has induced cuneothalamic responses that consist on
a pair of spikes. The ﬁrst one appears to be an antidromic spike. The second
one is clearly synaptic. The explanation can be found on the existence of
recurrent collaterals from neighbour neurons that were previously activated
by the lemniscal stimulation.
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Fig. 1. Recordings under cutaneous stimulation. In the upper part, a drawing pictures
the stimulation points in the cat’s pow. In A, excitatory responses with lowest latency
and stimulation intensity (T) are shown. In points B and C, higher stimulation (2T in
B; 3T in C) is required to obtain a similar response, although with higher latency. D and
E show inhibitory-excitatory sequences. Finally, point F, in the periphery, shows only
inhibitory responses under stimulation. In G, we show the antidromic identiﬁcation
(adapted from Canedo and Aguilar, 2000a).
Lemniscal stimulation can also induce inhibition over cuneothalamic neurons
(Fig. 2). The inhibition response appears after the antidromic spike and
can be explained based on the existence of inhibitory recurrent collaterals
between cuneothalamic neurons.
4 Some Hypothesis
The experimental data shown above is the basis of the following hypothesis:
– Aﬀerent excitation and inhibition. If cuneothalamic neurons have center-
surround receptive ﬁelds, the cuneate can detect edges. This functional fea-
ture can be found also in other sensory systems.
– Recurrent lateral inhibition. This mechanism allows a neuron to inhibit the
response of less activated neighbours. This eﬀect is only observed over neigh-
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bour cells with non-overlapped receptive ﬁelds. In this way, only neurons with
higher aﬀerent input in a certain region are ﬁnally activated.
– Recurrent lateral excitation. Its function could be to synchronize the activity
of neighbouring cells with overlapped receptive ﬁelds. In this way, a focus of
activity would be generated to improve both signal localization and signal
quality.
5 The Computational Model
5.1 Neuron Level
The multi-compartmental approach was used to model the neurons [14]. The
membrane potential for each compartment is computed by using the following
expression:
C
∂V
∂t
= −Im − Isyn − Iinject − (V
′ − V )
R′a
− (V
′′ − V )
R′′a
(1)
where C is the membrane capacitance, Im the sum of the ionic currents, Isyn the
synaptic current Iinject the electrical stimulation, Ra the axial resistance, and
(V
′−V )
R′a
and (V
′′−V )
R′′a
denotes the axial current between each compartment and
its adjacent ones.
We have used the following compartments and ionic currents:
Fig. 2. Recordings under lemniscal stimulation and possible eﬀects of inhibitory re-
current connections. In A, the antidromic identiﬁcation is shown. In B, an appropriate
level of stimulation at the medial lemniscus can induce an inhibition with a rebound
that generates spike (lower picture in B) (Adapted from Canedo et al., 2000b).
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– Primary aﬀerents. Two compartments for soma and axon. The membrane
current is the sum of a fast sodium current and a delayed rectiﬁer potassium
current. Therefore, Im = INa + IK .
– Cuneothalamic cells. Three compartments for soma and two dendritic
branches. The most remarkable ionic channels are a high-threshold calcium
current IL, a calcium-activated potassium current Iahp, a hyperpolarization-
activated cationic current Ih, and a low-threshold calcium current IT .
– Interneurons. Three compartments for soma, axon and dentritic tree. The
ionic currents are very similar to those dicussed for cuneothalamic cells with
two major diﬀerences: (1) a new slow potassium current IA, and (2) the
substitution of Iahp with other calcium-dependent potassium current IC .
5.2 Membrane Level
All ionic currents were described by following the Hodgkin-Huxley model [9].
The mathematical description of all this currents can be found in [17,19].
5.3 Synaptic Level
To describe the conductance associated with the synaptic current we have used
the alpha function. This conductance is the reasonable of generating postsynaptic
potentials after the activation of dendritic receptors by appropriate neurotrans-
mitters [10]. The mathematical expression is:
gsyn(t) = α
t− t′
τ
e−
t−t′−τ
τ (2)
where α is a constant, t’ the initial time, and τ the time constant. The synap-
tic conductance value will be zero if the presynaptic potential is less than a
certain threshold and it will be equal the alpha function above such threshold.
The threshold represents the amount of neurotransmitter needed to activate the
postsynaptic receptors.
The conductance value gsyn determines the dynamics and the value of the
synaptic current Isyn:
Isyn(t) = gsyn(t)(V − Vsyn) (3)
where Vsyn denotes the resting potential of the postsynaptic membrane. In our
model we introduce both excitatory and inhibitory connections. We assume the
later being glutamatergic and the former being gabaergic. The excitatory connec-
tions are modeled by setting Vsyn to a positive value. The inhibitory connections
are setting to a negative value.
5.4 Simulation Tools
For the simulations we have used Neuron. The simulation uses an integration
method developed by Hines [8], which it is a fast procedure that optimizes per-
formance by combining the advantages of Crank-Nicholson and Euler methods.
The machine used for the simulations was a PC with a 600 Mhz Pentium III
processor.
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Fig. 3. Lemniscal stimulation and the eﬀect of the inhibitory recurrent connections.
6 Simulation Results
We have developed two diﬀerent circuits. The ﬁrst one was used to validate th
circuit with some experimental data. This circuit was implemented with 2 cu-
neothalamic projection neurons, 4 interneurons and 7 sensory receptors. With
this conﬁguration we can describe the complete receptive ﬁelds of both cuneotha-
lamic cells. We only present here the simulation that shows the dynamics of the
inhibitory recurrent collaterals under lemniscal stimulation. We have applied a
2 ms pulse and observe the response of two projection cells that show inhibitory
recurrent connections between them. These connections were conﬁgured with
a constant time τ=3, maximum synaptic conductance gmaxsin =0.1 and synaptic
potential Vsyn=-90. These values were adjusted to obtain the most similar re-
sponse between the simulations and the experimental data. Figure 3 shows the
neuronal activity after stimulation in t=15ms. Current stimulation initially gen-
erates an antidromic spike and, afterwards a synaptic induced inhibition. This
inhibition induces an hyperpolarization that activates the cationic current Ih,
which in turns depolarizes the membrane and, ﬁnally, triggers the activation of
a low-threshold calcium current IT . The calcium potential generates a sodium
spike. We believe that this mechanism can explain the experimental data.
In the second circuit we have developed a simpliﬁed cuneate with 7 cuneotha-
lamic neurons and 14 sensory receptors. To simplify the computational cost we
have replaced the interneurons with appropriate inhibitory gabaergic connections
over the cuneothalamic neurons. The connections were set up in such a way that
the contribution of the inhibitory periphery is more than the contribution of the
excitatory center. We have analyzed in other simulations not shown here, that
this is the only conﬁguration that allows edge detection. In Fig. 4 we show the
circuit and the stimulus chosen to test it. Receptors R6 and R7 were activated
less than the others. What we get is that only Ct1 was activated. Although Ct4
shows a strongest postsynaptic activity than its neighbours, its activity is not
higher enough to elicit response. This behaviour can be explained by the eﬀect
of the recurrent lateral inhibition exerted from Ct1 over its neighbours. With
such a conﬁguration, the cuneate would be able to detect the most signiﬁcant
events that appear in the environment.
And ﬁnally we want to introduce a new temporal ﬁltering mechanism as
a hypothesis. By considering some experimental evidence we believe that au-
toinhibitory connections can exist in the cuneate and it can perform a type of
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Fig. 4.Maximum edge detection. The concurrent activity of both aﬀerent and recurrent
connections permits the detection of the maximun edge in the left side of the stimuli.
temporal ﬁltering process. What would happen if we integrate such a mechanism
within the circuitry developed so far (Fig. 4)? The results are shown in Fig. 5,
in which we have used a uniform stimulus. We observe that edge detection is
performed ﬁrst and, after a certain time interval, the cuneothalamic neurons
stop ﬁring. If the stimulus persists, the neurons enter in an oscillatory cycle
that could serve as a pattern to signal that no relevant change is present in the
environment.
7 Discusion
The main idea behind this study is that the cuneate performs a basic preprocess-
ing of aﬀerent input signals that consists on detecting changes from the outside.
Detecting the edges of an stimulus is an example of detecting stimuli with diﬀer-
ent intensity patterns applied over the skin. The maximum edge detection is an
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Ct1 Ct2 Ct3 Ct4
Fig. 5. Temporal ﬁltering and response of cuneothalamic neurons under a persistent
stimulus with large surface. The new circuit can detect edges and the temmporal ﬁlter-
ing mechanism is the responsible of generating oscillatory activity to signal the presence
of a persitent stimuli.
example of detecting diﬀerences between selected edges. Detection of dynamic
activity is an example of detecting changes in time. All these functional features
reinforce the idea that the nervous system is designed to detect changes in the
environment and to discard those signals that do not contribute with relevant
information [1].
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