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Abstract
This paper answers positively the open question of whether or not the Sierpin´ski curve is
homogeneous with respect to monotone open maps. It constructs a monotone open map from the
Sierpin´ski curve onto the Sierpin´ski curve. The map takes a boundary point of a complementary
region onto a point which is not a boundary point of a complementary region and vice versa.
We construct the map by building a continuous decomposition of the Sierpin´ski curve so that the
decomposition space is homeomorphic to the Sierpin´ski curve. Each decomposition element is a
nondegenerate cellular continuum except for one which is a simple closed curve: the boundary of
a complementary region. Ó 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper shows that the Sierpin´ski curve is homogeneous with respect to monotone
open maps. This settles the question of the homogeneity of the Sierpin´ski curve with
respect to open maps asked by J.J. Charatonik [2,7]. The generalization of homogeneity
to that of homogeneity with respect to a class of functions was originally suggested by
D. Bellamy to Charatonik [1,3]. A set Y is homogeneous with respect to monotone open
maps if for any two points in Y , x and y, there is a monotone open map from Y onto Y
that takes x to y. J. Krasinkiewicz [5] showed that the Sierpin´ski curve is not homoge-
neous (with respect to homeomorphisms) and, in fact, contains two classes of points: those
on the boundary of complementary regions—he calls these rational points, and the rest
of the points—he calls these irrational points. He further shows that a homeomorphism
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from the Sierpin´ski curve onto the Sierpin´ski curve can take any point of one class to any
point of the same class but can never take a point from one class to that of the other class.
Thus to show that the Sierpin´ski curve is homogeneous with respect to monotone open
maps it suffices to show a continuous monotone open surjection that takes a rational point
to an irrational point and vice versa. This is done by constructing a continuous decom-
position of the Sierpin´ski curve so that the decomposition space is homeomorphic to the
Sierpin´ski curve and so that each decomposition element is a nondegenerate cellular con-
tinuum except for one that is the boundary of a complementary region of the Sierpin´ski
curve. The construction we use is a modification of the one we describe in [13] where
we construct a continuous decomposition of the Sierpin´ski curve so that each element of
the decomposition is a nondegenerate cellular continuum and so that the decomposition
space is homeomorphic to the Sierpin´ski curve. This modification, which we mention in
[13], allows us to “close a hole” by wrapping members of the decomposition around a
particular complementary region. This approach is similar to that used by J.R. Prajs in
a preprint [8] where he shows that the disk is homogeneous with respect to open maps.
2. Preliminaries and overview of construction
Before giving an overview of our construction we introduce the following notation. If
P is a collection of sets, then P ∗ denotes the union of members of P . If p is a set, then
st1(p, P ) = {p′ ∈ P : p′ ∩ p 6= ∅} and inductively sti+1(p, P ) = st1(sti(p, P )∗, P ). We
abbreviate st1(p, P ) by st(p, P ). By ClV (U) we mean the closure of U with respect to V
and by IntV (U) we mean the interior of U with respect to V . By Cl(U) and Int(U) we
mean closure and interior, respectively relative to E2 unless otherwise stated. If U ⊂ E2,
then by U c we mean the complement of U with respect to E2. We will use v(t) to denote
the vertical line running through the point (t, 0). If U is a bounded subset of E2 then we
define Width(U) to be lub{x | (x, y) ∈ U} − glb{x | (x, y) ∈ U}. Similarly we define
Height(U) to be lub{y | (x, y) ∈ U} − glb{y | (x, y) ∈ U}.
We will make use of a construction lemma originally due to Lewis and Walsh [6] for
building our continuous decomposition. We state below a more general version that is
proved in [13].
Lemma 1. Let {Yn}∞n=1 be a nested sequence of subspaces of the metric space Y0 and
let {Pn}∞n=1 be a sequence satisfying the following five conditions:
(1) For each n,
(i) the set Pn is a locally finite collection of nonempty compact subsets of Yn
with P ∗n = Yn;
(ii) the elements of Pn have pairwise disjoint interiors;
(iii) for each pn ∈ Pn we have Cl(Int(pn)) = pn;
(iv) the closure of each component of Yn\Yn+1 is contained in the interior of
some unique pn ∈ Pn;
where closure and interior above are all relative to Y0.
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(2) For each pn−1 ∈ Pn−1 we have that st3(pn−1, Pn)∗ ⊂ st(pn−1, Pn−1)∗.
(3) There is a positive number L such that for each pair pn, p′n ∈ Pn such that
pn ∩ p′n 6= ∅, we have pn ⊂ NL/2n(p′n).
(4) There is a positive number K so that for each pn ∈ Pn, there is a pn−1 ∈ Pn−1
with pn ∩ pn−1 6= ∅ and pn−1 ⊂ NK/2n(pn).
(5) If pn ∈ Pn, pn−1, p′n−1 ∈ Pn−1, pn ∩ pn−1 6= ∅, and pn ∩ p′n−1 6= ∅, then
pn−1 ∩ p′n−1 6= ∅.
Define G to be {⋂∞n=1 st(pn, Pn)∗: ⋂∞n=1 pn 6= ∅ where pn ∈ Pn}. Then G is a contin-
uous decomposition of Y = ⋂∞n=1 Yn.
Note that condition (5) holds if conditions (1) and (2) hold. This follows from the
fact that if pn ∈ Pn and pn−1 ∈ Pn−1 with pn ∩ pn−1 6= ∅, then conditions (1) and
(2) can be shown [11] to imply that pn ⊂ IntYn−1(st(pn−1, Pn−1)∗). So if pn intersects
p′n−1 as well, then it must be that p′n−1 intersects IntYn−1(st(pn−1, Pn−1)∗) and since
ClY0(IntY0(p′n−1)) = p′n−1 and members of Pn−1 have disjoint interiors we must have
that p′n−1 intersects pn−1.
We will construct a sequence {Yn}∞n=1 of continua so that Yn+1 ⊂ Yn and so that
Y =
⋂∞
n=1 Yn is the Sierpin´ski curve. We will set Y0 = E2 and Y1 = A where A is an
annulus. We will denote by S the inner boundary of A; i.e., the boundary of the bounded
component of Ac. While constructing Yn, we will describe a partition Pn of Yn into
cells with nonoverlapping interiors along with a wrapping function fn on Y1. The cells
Pn will be constructed to satisfy the constraints imposed by Lemma 1 so that
G =
{ ∞⋂
n=1
st(pn, Pn)∗:
∞⋂
n=1
pn 6= ∅, where pn ∈ Pn
}
is a continuous decomposition of Y . All the members of G that do not intersect S
will be nondegenerate and those that do intersect S will be single points. From the
functions {fn}∞n=1 we will construct a homeomorphism F : (Y1\S)→ (Y1\S) that wraps
the elements of G around the inner boundary of A thus creating a decomposition of
F (Y \S) ∪ S; namely,
G′ =
{
F (g) | g ∈ G and g ∩ S = ∅} ∪ {S}.
The functions {fn}∞n=1 will have been carefully defined so that the holes in Y will not be
stretched too much and so F (Y \S)∪S will be the Sierpin´ski curve. The decomposition
G′ under the quotient topology will be shown to be homeomorphic to the Sierpin´ski
curve.
Rather than describe the cells of Pn directly, we first describe a partition Qn of a
continuum Xn into fairly simple cells with nonoverlapping interiors and then take Yn
to be the image of Xn under a homeomorphism Hn. The collection Pn is obtained by
applying the same homeomorphism Hn to each of the cells qn ∈ Qn. In the construc-
tion, Xn will be a continuum with finitely many complementary regions with disjoint
boundaries that are simple closed curves.
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The construction starts with X1 = Y1 = A and proceeds inductively. To simplify
the description of the construction we will consider the annulus A to be the rectangle
[1/2, 1] × [0, 2] with the top and bottom edges identified. This view of the annulus A
will allow us to use the definitions and terminology of [13]. Note that S ⊂ v(1/2).
Assuming we are at stage n of the construction, we are given the continuum Xn ⊂ A
and R̂n, which is either a horizontal or vertical division of A. (See Fig. 1.) Note that
actually when R̂n is a vertical division the strips are concentric annuli rather than tall
thin rectangles and when R̂n is a horizontal division the strips are congruent radial strips.
We will call the bounded complementary regions of Xn holes. We will be careful to
insure that the left edge of Xn will coincide with the left edge of A and that the right
edge of Xn will coincide with the right edge of A. Note that these two edges are the
boundaries of the bounded component of Ac and the unbounded component of Ac. We
will also make sure that the boundary of Xn is a finite number of disjoint simple closed
curve and that the holes of Xn are open squares with sides parallel to either the x-axis or
the y-axis. For the continua Xn that arise in the construction we use vertical boundary
to mean the left and right edges of A unioned with the vertical line segments that make
up the left and right edges of the holes of Xn. The term horizontal boundary is used
in a similarly manner. Note that there are no top and bottom edges of A because these
edges are identified.
We now give an overview of the construction at stage n. Given a vertical (respectively
horizontal) division R̂n we refine it to obtain Rn. The common part of each strip of
Rn and Xn is then partitioned into cells with nonoverlapping interiors to obtain the
collection of cells Qn. Once Qn is defined, a homeomorphism hn :A→ A is defined so
that {h−1n (qn): qn ∈ Qn} is a collection of identical rectangles with nonoverlapping
interiors whose union is Xn. We will define hn so that it will leave the boundary
of Xn invariant and will be the identity on the left edge of A. We then set Yn =
h1◦· · ·◦hn−1(Xn) and the collection Pn is defined to be {h1◦· · ·◦hn−1(qn): qn ∈ Qn}.
The homeomorphism h1◦· · ·◦hn−1 will be denoted by Hn. To continue to stage n+1 we
use {h−1n (qn): qn ∈ Qn} to define R̂n+1, a horizontal (respectively vertical) division of
A. Thus the construction alternates between working with horizontal and vertical divisions
of A. Arbitrarily, we let R̂n be a vertical division when n is odd and a horizontal division
when n is even. To continue to stage n+ 1 we must also define Xn+1. For some of the
qn ∈ Qn (exactly which ones will be made clear later) we define a small open sn by
sn square hole, referred to as wn, that will be centered in the rectangle h−1n (qn). The
parameter sn is a rational number which helps control the construction at stage n. We set
Wn = {wn: ∃qn ∈ Qn and wn is an open sn by sn square centered in h−1n (qn)}. We
will define Xn+1 to be Xn\W ∗n . Thus Xn+1 = A\(
⋃n
i=1 W
∗
i ).
Because we want the members of G to have smaller and smaller diameters towards
the left of A; i.e., towards the center of the annulus, the left most cells qn ∈ Qn will be
rectangles; whereas the right most cells will be as described in [13]. More specifically,
we define the sequence tn = 1/2 + (1/2)n+1 for n ∈ {0, 1, 2, . . .} and constrain the
construction of cells Qn at stage n so that all cells to the left of v(tn+1) are simply
rectangles and those to the right of v(tn) are of the two types described in [13]. Cells
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Fig. 1.
between v(tn+1) and v(tn) are called transitional cells. Additionally, the construction is
constrained at stage n by five positive rational constants, an, a′n, bn, cn, and sn and a
positive integer kn. To facilitate our discussion of the application of these parameters we
give an informal description of the cells qn ∈ Qn. At each stage there are four kinds
of cells qn in Qn: rectangular, transitional, type 1, and type 2. Rectangular cells occur
to the left of v(tn+1) and when n is odd are an by dn rectangles; i.e., they have width
an and height dn. When n is even they are dn by an rectangles. Transitional cells in
Qn occur between v(tn+1) and v(tn) and are different in nature depending on whether
we are building vertical cells (n odd) or horizontal cells (n even). If we are building
vertical cells, then all the transitional cells are trapezoids with their left and right vertical
boundaries being parallel. These cells have the potential to be relatively tall; however,
their height is limited by 2/(tn − tn+1) times their width an. (See Fig. 2.) If we are
building horizontal cells, then all except the right most transitional cells are dn by an
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rectangles. The right most transitional cells have a left boundary that is a straight line
and a right boundary that is the left boundary of a type 1 cell. (See Fig. 3.)
Type 1 cells are those that lie to the right of v(tn) that are not type 2 cells. In general
type 2 cells are those that lie to the right of v(tn) and that lie along a hole wn−1 ∈Wn−1.
To be more specific we must consider the vertical and horizontal cases separately. When
n is odd, a type 2 cell is a cell that either lies to the right of v(tn−5) and also lies along
the vertical boundary of a hole wn−1 ∈ Wn−1 or lies between v(tn) and v(tn−5) and
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Fig. 3.
also shares a vertical boundary with another type 2 cell. When n is even, a type 2 cell is
one that lies to the right of v(tn) and also lies along the horizontal boundary of a hole
wn−1 ∈Wn−1. (See Fig. 4.) Both type 1 or type 2 cells will consist of kn/2 congruent
pieces on the left joined by a rectangle of width sn to kn/2 congruent pieces on the
right. Such a cell will be symmetrical about a vertical line running through the center
of the rectangle. Thus the pieces to the left of the rectangle will be reflections of the
pieces to the right. Each of the kn pieces, which we call a cell-piece, will consist of two
symmetrical parts called cell-points. Note that the width of a cell-piece is (an− sn)/kn.
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Fig. 4.
In type 1 cells the two cell-points of a cell-piece are congruent and “point” in the same
direction. For a typical cell qn ∈ Qn of type 1 see Fig. 5. Note that an defines the width
of qn. The cell has a height of at least cn but less than bn + cn. The thickness; i.e.,
vertical transverse thickness, of the cell is limited by bn.
For a typical cell qn ∈ Qn of type 2 see Fig. 5. Like type 1 cells, an defines the width
of qn and the thickness of the cell is limited by bn. In type 2 cells, however, the two
cell-points of a cell-piece will not in general be congruent nor will they “point” in the
same direction. In addition the height of type 2 cells can be greater than cn + bn and
in fact can have height greater than 2cn + sn−1 where sn−1 is the length of a side of
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Fig. 5.
the square holes in Wn−1. When a type 2 cell lies along a hole in Wn−1, its cell-pieces
are forced to extend at least cn/2, but no more than cn + bn, beyond the hole. Note
that, when n is odd (respectively even), cells to the right of v(tn) that share a common
vertical (respectively horizontal) boundary are congruent.
At stage n the function fn will be defined so that eventually the elements of the
decomposition that lie between v(tn−3) and v(tn−4) will be wrapped around the origin.
Specifically, fn will be defined so that a horizontal line segment of length an/4 will be
wrapped around the origin twice. The function fn will be the identity to the right of
v(tn−4) and a simple rotation by 16pi(tn−4 − tn−3)/an to the left of v(tn−3). Between
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Fig. 6.
v(tn−3) and v(tn−4), fn is linear. We define f1 = f2 = f3 = IdA. Assuming that the
sequence of functions {fn}∞n=1 has been defined we define F : (A\S) → (A\S) for
every x ∈ (A\S) by the following equation when x lies to the right of v(tn) but not to
the right of v(tn−1):
F (x) = fn+3 ◦ · · · ◦ f1(x).
Thus F is a homeomorphism. Once fn is defined we know how small the holes must
be to keep them from getting stretched excessively by fn ◦ fn−1 ◦ · · · ◦ f1. We will only
introduce these new holes to the right of v(tn−4). (See Fig. 6.)
3. The construction
We now describe the construction in more detail. We assume we are at stage n where
n > 1 and that we are given a division of A, R̂n, and a continuum, Xn ⊂ A, which is
essentially an annulus minus a finite number of open squares with disjoint boundaries. The
smallest holes; i.e., those removed during the last stage, will be those in Wn−1 and occur
to the right of v(tn−5). To start, we refine R̂n to create Rn letting an = mesh(R̂n)/4
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be the mesh of Rn. By mesh of a vertical (horizontal) division we mean the width of
the vertical (horizontal) strips. The size and position of the holes of Xn will have been
previously chosen carefully so that the edges of the holes will lie on the edges of the
strips of Rn.
3.1. The creation of Qn
Our strategy in defining the cells of Qn will be to define a sequence of disjoint
polygonal lines {Ljn}mn+1j=−1 which run horizontally across the vertical strips of Rn when
n is odd and run vertically across the horizontal strips of Rn when n is even. When Ljn
runs horizontally, then by Ljn(x) we will mean the y such that (x, y) ∈ Ljn. Similarly
when Ljn runs vertically, then (Ljn(y), y) ∈ Ljn. When n is odd we will define the open
cell q̂i,j for each i ∈ 1, . . . , 1/(2an) and j ∈ 0, . . . , (mn + 1) as follows:
q̂i,j =
{
(x, y) ∈ A: (i− 1)an <
(
x− 12
)
< ian and Lj−1n (x) < y < Ljn(x)
}
.
We define Qn to be the closure of the nonempty cells:
Qn =
{
Cl(q̂i,j): Xn ∩ q̂i,j 6= ∅, i ∈ 1, . . . , 12an and j ∈ 0, . . . , (mn + 1)
}
.
When n is even we define Qn in an analogous manner. Because our strategy for defining
{Ljn}mn+1j=−1 is slightly different when n is odd from when n is even we discuss them
separately.
3.1.1. n is odd
The lines {Ljn}mn+1j=−1 will be defined first between v(tn) and v(1), then between v(1/2)
and v(tn+1), and finally between v(tn+1) and v(tn). Between v(tn) and v(1) we proceed
very much as in [13]. Consider O′n, the ordinates of the top and bottom edges of the
holes in Xn. As will become clear later no holes will ever have top or bottom edges
with ordinates of either 0 or 2. Thus neither 0 nor 2 is in O′n. To simplify our discussion
we will augment O′n to obtain On as follows:
On = O
′
n ∪
{
max(O′n)− 2, 2 + min(O′n)
}
.
For y ∈ On\{max(On)} we denote by Nxt(y) the least element of On greater than y.
Based on the same pattern as used in [13], we define for each y ∈ On the polygonal line
Myn . For each y ∈ On\{max(On)} additional polygonal lines are added between Myn
and MNxt(y)n so that
(i) the resulting cells are like the type 1 and type 2 cells described above;
(ii) the number of rows of cells between Myn and MNxt(y)n , which we will denote by
my, is such that (Nxt(y)− y)/my is a constant, which we denote by dn; and
(iii) the constant dn divides the numbers 2−(n+9), min(O′n), and (2−max(O′n)).
Details on how this is done are contained in [13]. Note that none of these polyg-
onal lines intersect and so there is a natural order induced by where they intersect
v(1). Let mn = 2/dn − 2. We index a subset of these lines starting with L−1n
being the (min(O′n)/dn)th line below M
min(O′n)
n and ending with Lmn+1n being the
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((2 −max(O′n))/dn)th line above Mmax(O
′
n)
n . Note that in the annulus A the lines L−1n
and Lmn+1n will be the same line.
For each x ∈ [1/2, tn+1] and for each j ∈ {−1, 0, 1, . . . ,mn + 1} we define Ljn(x) =
(j + 1)dn. For x ∈ (tn+1, tn) we define
Ljn(x) =
Ljn(tn)− Ljn(tn+1)
tn − tn+1 (x− tn+1) + L
j
n(tn+1).
3.1.2. n is even
Again we define the polygonal lines between v(tn) and v(1) first. When n > 4 we
do this in two separate steps: first between v(tn−4) and v(1), and then between v(tn)
and v(tn−4). We let On be the abscissa of all the vertical boundaries of the holes in Xn
along with tn−4 and 1. Based on the same pattern as used in [13] we define for each
x ∈ On the polygonal line Mxn . For all x ∈ On\{1} additional polygonal lines are added
between Mxn and M
Nxt(x)
n so that
(i) the resulting cells are like the type 1 and type 2 cells described above;
(ii) the number of columns of cells between Mxn and MNxt(x)n , which we will denote
by mx, is such that (Nxt(x)−x)/mx is a constant, which we denote by dn; and
(iii) the constant dn divides the following numbers 2−(n+9), (1− tn−4), (tn−4 − tn),
and (tn − 1/2).
Let m′n = ((1 − tn−4)/dn) − 2 and reindex these polygonal lines between v(1) and
v(tn−4) starting on the right side with L−1n = v(1), and continuing left to L
m′n
n = Mn
tn−4
and Lm
′
n+1
n = M
tn−4
n . Note that M tn−4n 6= v(tn−4), that Mntn−4 is just M tn−4n shifted
to the right by bn, and that we are indexing the lines in reverse order with respect to
the order in [13]. We continue defining the polygonal lines between v(tn) and v(tn−4)
by setting Lm
′
n+1+i
n (y) = L
m′n+1
m (y)− i · dn for all i ∈ {1, 2, . . . , (tn−4 − tn)/dn}. Set
m′′n = m
′
n + (tn−4 − tn)/dn.
When n 6 4 we again proceed in two separate steps: first between v(1−(an−1/2)) and
v(1), and then between v(tn) and v(1−(an−1/2)). We let On consist of 1−(an−1/2) and
1. Based on the same pattern as used in [13] we define for each x ∈ On the polygonal
line Mxn . For all x ∈ On\{1} additional polygonal lines are added between Mxn and
M
Nxt(x)
n so that
(i) the resulting cells are like the type 1 cells described above;
(ii) the number of columns of cells between Mxn and MNxt(x)n , which we will denote
by mx, is such that (Nxt(x)−x)/mx is a constant, which we denote by dn; and
(iii) the constant dn divides the following numbers: 2−(n+9), an−1/2, (1−(an−1/2)−
tn), and (tn − 1/2).
Let m′n = an−1/(2dn) − 2 and reindex these polygonal lines between v(1) and v(1 −
(an−1/2)) starting on the right side with L−1n = v(1), and continuing left to L
m′n
n =
Mn
1−(an−1/2) and Lm
′
n+1
n = M
1−(an−1/2)
n . We continue defining the polygonal lines
between v(tn) and v(1− (an−1/2)) by setting Lm
′
n+1+i
n (y) = L
m′n+1
m (y)− i · dn for all
i ∈ {1, 2, . . . , (1− (an−1/2)− tn)/dn}. Set m′′n = m′n + (1− (an−1/2)− tn)/dn.
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Once we have defined all the polygonal lines between v(tn) and v(1) we define the
polygonal lines between v(1/2) and v(tn) by setting L
m′′n+1+i
n (y) = v(tn − i · dn) for
all i ∈ {1, 2, . . . , (tn − 1/2)/dn}. Set mn = m′′n + ((tn − 1/2)/dn).
3.2. Definition of the homeomorphisms
We define hn :A → A to be a homeomorphism which maps vertical lines when n
is odd and horizontal lines when n is even onto themselves each in a piecewise linear
manner so that the preimage of the polygonal arcs {Ljn}mn+1j=−1 is a collection of parallel
straight lines evenly spaced apart at the distance dn. Thus h−1n (Qn) is a collection of
rectangles with disjoint interiors. Note that hn is the identity between v(1/2) and v(tn+1).
Also, note that because of the way the polygonal arcs {Ljn}mn+1j=−1 were defined hn maps
the boundary of each hole of Xn onto itself. Thus, if wi ∈Wi, then hn(Cl(wi)) = Cl(wi)
for all i < n. When n is even there is another important result that follows from the
way the polygonal arcs {Ljn}mn+1j=−1 are defined; namely, that Width(x, h(x)) < 2an−1.
This follows from the following observations. When n > 4, then to the right of v(tn−4)
both h−1n (Lin) and Lin either intersect the same column of holes in Wn−1 or they are
both between two columns of holes from Wn−1 that are spaced no further than an−1
apart. If h−1n (Lin) is to the left of v(tn−4), then h−1n (Lin) ∩ Lin 6= ∅. Similarly, when
n 6 4, either h−1n (Lin) ∩ Lin 6= ∅ or both h−1n (Lin) and Lin are between v(1− an−1/2)
and v(1). As in the constructions described in [12,13] the map hn can cause a great deal
of stretching of cells that lie along the horizontal edge of a hole when n is odd or along
a vertical edge of a hole (or A) when n is even. If we are not careful, this stretching
could potentially cause holes introduced at stage n to be overly enlarged or to be too
widely separated. In an approach analogous to that described in [12,13] we control where
this stretching can occur in order to avoid problems. We force it to occur at a distance
between a′n/128 and a′n/64 from the boundary of Xn. There is another place where hn
can cause a great deal of stretching and that is among the transitional cells. Note that in
this case holes are only added to the transitional cells at a much later stage and that then
the exact amount of stretching is known and the holes can be made appropriately small
and close together. We define Hn to be h1 ◦ · · · ◦ hn−1 when n > 1 and H1 to be IdA.
Thus Y1 = H1(X1) = A and P1 = H1(Q1) = Q1.
3.3. Preparation of the next stage
We will set
Pn = Hn(Qn) and Yn = Hn(Xn).
To continue the construction, we set
W ′n =
{
wn: ∃qn ∈ Qn and wn is an open sn by sn square centered in h−1n (qn)
}
and
Wn = W
′
n ∩
(
[tn−4, 1]× [0, 2]
)
.
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Define
Xn+1 = Xn\W ∗n .
This definition of Xn+1 prevents us from removing any holes to the left of v(tn−4). The
next division R̂n+1 is derived from projecting the edges of the rectangles h−1n (Qn) onto
the y-axis if n is odd and onto the x-axis if n is even. Note that mesh(R̂n+1) = dn.
4. The specific construction
We will now apply the construction to build the continuum Y =
⋂∞
n=1 Yn and the
collection
G =
{ ∞⋂
n=1
st(pn, Pn)∗:
∞⋂
n=1
pn 6= ∅ where pn ∈ Pn
}
of subsets of Y . We will show that at each stage n we can pick an, a′n, bn, cn, sn, and
kn so that it is possible to continue the construction to stage n + 1. Additionally, we
must be able to show that
(i) the continuum Y = ⋂∞n=1 Yn is the Sierpin´ski curve;
(ii) the continuum F (Y \S) ∪ S is the Sierpin´ski curve;
(iii) all members of G except those that intersect the left edge of A are nondegenerate;
(iv) the collection G′ = {F (g) | g ∈ G and g ∩ S = ∅} ∪ {S} is a continuous
decomposition of F (Y \S) ∪ S; and
(v) the collection (F (Y \S) ∪ S)/G′ is homeomorphic to the Sierpin´ski curve.
We first describe exactly how the parameters that control the construction are chosen.
Assuming we are at stage n the parameters are chosen in the order given below. The
sequences {Li}∞i=−1 and {Ki}∞i=−1 are used to control the size of the elements of the
decomposition G.
(I) Let tn = 1/2 + (1/2)n+1 with t0 = 1.
(II) Let an = a′n−1 with a1 = (1/2)33.
(III) Let cn = an−1/9 with c1 = (1/2)25.
(IV) Let Ln = an/24 with L0 = L−1 = 1/128.
(V) Let Kn = 4Ln.
(VI) Define fn as described above so that between v(tn−3) and v(tn−4) a horizontal
line segment of width an/4 gets wrapped around the origin twice. Note that
f1 = f2 = f3 = IdA. As above define F : (Y1\S)→ (Y1\S) by F (x) = fn◦· · ·
◦ f1(x) if x is to the right of v(tn−3) but not to the right of v(tn−4) for n > 3.
(VII) Let δn > 0 so that
(A) |x− x′| < δn ⇒ |Hn(x) −Hn(x′)| < Ln/2n+1, and
(B) |x−x′| < δn ⇒ |fn ◦ · · ·◦f1 ◦Hn(x)−fn ◦ · · ·◦f1 ◦Hn(x′)| < (1/2)n+1.
(VIII) Let bn > 0 be rational so that
(A) bn < δn/4,
(B) bn < an/(2kn−1) where k0 = 64,
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(C) bn < bn−1(an−1 − sn−1)/(4kn−1(cn−1 + bn−1)) when n > 1, and
(D) bn < an/2n+6.
(IX) Define mn and dn as in Section 3.1. Recall that we will have
(A) dn divides (1/2)n+9.
(X) Define hn as in Section 3.2. Define Hn = h1 ◦ · · · ◦ hn−1 with H1 = IdA.
(XI) Let a′n = dn/4 and sn = 2a′n = dn/2.
(XII) Let kn be an integer so that
(A) kn > 64,
(B) 4 divides kn, and
(C) kn > an/a′n.
Having completed stage n−1 of the construction, we show that we can continue on to
stage n and choose the parameters as desired. First, observe that for any qn−1 ∈ Qn−1 we
have that h−1n−1(qn−1) is a rectangle. If stage n−1 built vertical cells, then this rectangle
has height dn−1 and width an−1. If stage n− 1 built horizontal cells then the rectangle
has height an−1 and width dn−1. In any case, the resulting division will have mesh dn−1.
This division can be refined by a division of mesh an. In order to construct the cells of
Qn, we must be able to turn points of cells around and to be able to construct type 2
cells along holes in Wn−1. The fact that this can be done follows from the arguments
given in [13]. Thus we can always go from stage n− 1 to build stage n.
We now prove that the construction builds the desired continuum and the desired
decomposition. The following lemmas are useful.
Lemma 2. For all n ∈ Z+ we have that
an 6 (1/2)11(n+2), bn 6 (1/2)11(n+2)+7, cn 6 (1/2)11(n+1)+3.
Proof. Follows from our choice of parameters. 2
Lemma 3. If qn ∈ Qn, then diam(qn) < (1/2)n+5.
Proof. If qn is a rectangular cell, then diam(qn) < an + bn < (1/2)n+5. If qn is a
type 1 cell, then diam(qn) < an + cn + bn < (1/2)n+5. If qn is a type 2 cell, then
diam(qn) < an + 2cn + sn−1 < (1/2)n+5. Finally if qn is a transitional cell then qn
has the largest potential diameter if n is odd. The lines which make up top and bottom
boundaries of the cells cannot, however, contain a slope greater than 2/(tn− tn+1). Thus
diam(qn) < an + bn + 2an/(tn − tn+1) < (1/2)n+5. 2
Now we will show that the collection
G =
{ ∞⋂
n=1
st(pn, Pn)∗:
∞⋂
n=1
pn 6= ∅ where pn ∈ Pn
}
is a continuous decomposition of Y =
⋂∞
n=1 Yn. To prove this, we will apply the con-
struction lemma. Thus we must show that our construction satisfies the required four
conditions.
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Fig. 7.
Condition (1). Letting Y0 = E2, we see that condition (1) is easily verified.
Condition (2). To show that condition (2) holds, it suffices to show that if qn−1 ∈ Qn−1
then
st3
(
h−1n−1(qn−1), Qn
)∗ ⊂ st (h−1n−1(qn−1), h−1n−1(Qn−1))∗.
First note that 3an < dn−1 and that 2cn+sn−1 +3bn < an−1. Finally, note that if qn is a
vertical transitional cell then its height must be less than bn+2an/(tn−tn+1) which is less
than an2n+4. But 3an2n+4 < bn−12n+4 < an−1 and so condition (2) holds. See Fig. 7.
Condition (3). To verify condition (3), we will let L = 1 and prove that:
If pn, p′n ∈ Pn with pn ∩ p′n 6= ∅, then pn ⊂ N1/2n(p′n).
Let qn = H−1n (pn) and q′n = H−1n (p′n). We will consider two possibilities: one where
qn is not strictly to the right of v(tn−1) and one where it is. If qn is not strictly to the
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right of v(tn−1) then qn is to the left of v(tn−2) and so pn = hn−2 ◦ hn−1(qn). For any
i ∈ Z+ we have that hi−1(qi) can always be completely contained in no more than 2
cells of Qi−1. Thus diam(pn) < 4 diam(q) where q ∈ Qn−2, and so, by Lemma 3, we
have that diam(pn) < 4(1/2)n+3 < (1/2)n+1.
When qn is strictly to the right of v(tn−1), we can prove more, as shown in the
following lemma.
Lemma 4. Let pn, p′n ∈ Pn with pn ∩ p′n 6= ∅. If qn = H−1n (pn) is strictly to the right
of v(tn−1), then pn ⊂ NLn−1/2n(p′n) and p′n ⊂ NLn−1/2n(pn).
Proof. Let qn = H−1n (pn) and q′n = H−1n (p′n). Since qn is strictly to the right of
v(tn−1) and qn ∩ q′n 6= ∅, we must have that both hn−1(qn) and hn−1(q′n) lie within
nontransitional cells of Qn−1. Thus we can argue as in the verification of condition (3)
in [13] to obtain
hn−1(qn) ⊂ Nδn−1
(
hn−1(q′n)
)
and
hn−1(q′n) ⊂ Nδn−1
(
hn−1(qn)
)
.
Thus by our choice of δn−1 we get
pn =Hn−1 ◦ hn−1(qn)
⊂NLn−1/2n
(
Hn−1 ◦ hn−1(q′n)
) ⊂ NLn−1/2n(p′n).
Similarly p′n ⊂ NLn−1/2n(pn). Thus our lemma is proved. 2
Condition (4). To verify condition (4), we will let K = 1 and prove that:
If pn ∈ Pn, then there is a pn−1 ∈ Pn−1 so that pn∩pn−1 6= ∅ and pn−1 ⊂ N1/2n(pn).
Let qn = H−1n (pn). We will consider two possibilities: one where qn is not strictly to
the right of v(tn−2) and one where it is. If qn is not strictly to the right of v(tn−2), then qn
is to the left of v(tn−3). Let qn−1 ∈ Qn−1 be to the left of v(tn−3) so that qn∩qn−1 6= ∅.
Since qn−1 is to the left of v(tn−3), we know that pn−1 = hn−3 ◦ hn−2(qn−1). For any
i ∈ Z+, we have that hi−1(qi) is completely contained in at most 2 cells of Qi−1.
Thus diam(pn−1) < 4 diam(q) where q ∈ Qn−3, and so, by Lemma 3, we have that
diam(pn−1) < 4(1/2)n+2 < (1/2)n.
When qn is strictly to the right of v(tn−2), we can prove more, as shown in the
following lemma.
Lemma 5. If pn ∈ Pn and if qn = H−1n (pn) is strictly to the right of v(tn−2), then there
is pn−1 ∈ Pn−1 with pn−1 ∩ pn 6= ∅ and so that pn−1 ⊂ NKn−2/2n(pn).
Proof. Since qn = H−1n (pn) is assumed to be strictly to the right of v(tn−2), which
is to the right of v(tn−1), then hn−1(qn) must be completely contained in at most two
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cells of Qn−1 which must be nontransitional. Also, note that since we are to the right
of v(tn−2), we know that hn−2 will bend sufficiently the cells of Qn−1 which are of
interest. Thus, we can use the arguments used in proving that condition (4) holds in [13]
to get that there is a qn−1 ∈ Qn−1 with a cell piece qpn−1 that is crossed by qn so that
hn−2(qn−1) ⊂ Nδn−2
(
hn−2(q
p
n−1)
)
,
and
qpn−1 ⊂ Nδn−1
(
hn−1(qn)
)
.
Because of our choices of δn−1 and δn−2, we can combine these two results to obtain
pn−1 ⊂NLn−2/2n−1
(
NLn−1/2n(pn)
)
⊂N(2Ln−2+Ln−2)/2n(pn) ⊂ NKn−2/2n(pn)
as desired. 2
Lemma 6. The continuum Y =
⋂∞
n=1 Yn is the Sierpin´ski curve.
Proof. Our proof is similar to the proof of Lemma 6 given in [13] and depends on
G.T. Whyburn’s characterization of the Sierpin´ski curve [14]. However, to show that the
holes are dense in Y we must proceed somewhat differently because W1 = W2 = W3 =
W4 = ∅ and because holes get introduced starting at stage 5 on the right side and fill
in towards the left as the construction continues. Let p′ be a point on the plane so that
p′ ∈ Y \S. There is some i ∈ Z+ so that p′ is to the right of v(ti−4). Then p′ ∈ Yi+1
and we can proceed as in Lemma 6 in [13] to show that there is a wi ∈ Wi so that
dist(p′,Hi+1(wi)) < 1/2i. Thus, the holes of Y are dense in Y1 as needed. 2
Lemma 7. The continuum Y ′ = F (Y \S) ∪ S is the Sierpin´ski curve.
Proof. Because Y is the Sierpin´ski curve and F is a homeomorphism on Y \S it suffices
to show that diam(F (Hi+1(wi))) < (1/2)i+1 for all i ∈ Z+ and wi ∈Wi. Since we are
only concerned about what happens as i gets large we assume that i > 8. Let wi ∈Wi.
Thus wi occurs to the right of v(ti−4). We will first show that Hi+1(wi) lies to the right of
v(ti−3). Note that for all x ∈ A and j ∈ Z+ we have that Width({x, hj(x)}) < 2aj−1.
If x ∈ A is between v(ti−4) and v(ti−5) then Hi+1(x) = hi−6 ◦ · · · ◦ hi(x). Thus
Width({x,Hi+1(x)}) < 14ai−7 < 16(1/2)11(i−5). But ti−4−ti−3 = (1/2)i−2. Therefore,
Hi+1(wi) lies to the right of v(ti−3). So if x ∈ Hi+1(wi), then F (x) = fi ◦ · · · ◦ f1(x).
But diam(hi(wi)) < si + bi < δi, and so
diam
(
F
(
Hi+1(wi)
))
= diam
(
F ◦Hi
(
hi(wi)
))
= diam
(
fi ◦ · · · ◦ f1 ◦Hi
(
hi(wi)
))
< (1/2)i+1. 2
We have now shown that G is a continuous decomposition of Y and that Y and Y ′
are both the Sierpin´ski curve. In order to show that there are members of G off of the
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left edge that get wrapped around S, we will use Lemmas 4 and 5. First, we will state
three claims similar to the Claims A–C in [13]. Only the proof of Claim A is given as
it is slightly different from the corresponding claim in [13].
Claim A. If pn ∈ Pn and pn−1 ∈ Pn−1 with pn ∩ pn−1 6= ∅ and if qn = H−1n (pn) and
qn−1 = H−1n−1(pn−1) are both strictly to the right of v(tn−2), then
st(pn−1, Pn−1)∗ ⊂ N(4Ln−2+Kn−2)/2n(pn).
Proof. First notice that Lemma 5 guarantees that there is a p′n−1 ∈ Pn−1 so that pn ∩
p′n−1 6= ∅ and p′n−1 ⊂ NKn−2/2n(pn). By condition (5), pn−1 ∩ p′n−1 6= ∅. By Lemma 4,
if p′′n−1 ∈ st(pn−1, Pn−1), then
p′′n−1 ⊂ NLn−2/2n−1(pn−1) and pn−1 ⊂ NLn−2/2n−1(p′n−1).
Thus
st(pn−1, Pn−1)∗ ⊂N2Ln−2/2n−1(p′n−1)
⊂N2Ln−2/2n−1
(
NKn−2/2n(pn)
)
⊂N4Ln−2+Kn−2/2n(pn). 2
Claim B. If ⋂∞i=n−1 pi 6= ∅ where pi ∈ Pi for all i and if all qi = H−1i (pi) for
i ∈ {n− 1, n, . . .} are strictly to the right of v(tn−2), then
st(pn−1, Pn−1)∗ ⊂ N(4Ln−2+Kn−2)(2−1/2m)/2n(pn+m).
Claim C. Let g =
⋂∞
n=1 st(pn, Pn)
∗ where pi ∈ Pi for all i and where
⋂∞
n=1 pn 6= ∅
and if all qi = H−1i (pi) for i ∈ {n− 1, n, . . .} are strictly to the right of v(tn−2), then
st(pn−1, Pn−1)∗ ⊂ N(12Ln−2+3Kn−2)/2n(g).
Lemma 8. If qn+3 ∈ Qn+3 is to the right of v(tn+1), then Width(pn+3) > cn+2/2.
Proof. First, we consider the case where qn+3 is a vertical cell. Since qn+3 is to the right
of v(tn+1) it is either a type 1 or type 2 cell. In either case, by construction we know
that Height(qn+3) > cn+3. Thus the cell must get stretched by hn+2 to near the width of
at least a type 1 cell in Qn+2. This is true since cn+3/4 > (an+2 − sn+2)/kn+2. Thus
we get that
Width(hn+2(qn+3)) > cn+2 − bn+2 > cn+2/2.
But
pn+3 = Hn+2 ◦ hn+2(qn+3) = Hn ◦ hn ◦ hn+1 ◦ hn+2(qn+3).
The homeomorphism hn+1 maps vertical lines onto vertical lines so it will cause no more
stretching (or shrinking) of the original cell, qn+3 in the horizontal direction. Continuing
this way we get Width(pn+3) > cn+2/2.
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The case where qn+3 is a horizontal cell is similar. By construction, we have that
Width(qn+3) > cn+3 and we get that Height(hn+2(qn+3)) > cn+2−bn+2 > cn+2/2. But
cn+2/4 > (an+1 − sn+1)/kn+1 so since hn+2(qn+3) is to the right of v(tn+1) we get
Width
(
hn+1 ◦ hn+2(qn+3)
)
> cn+1 − bn+1 > cn+1/2 > cn+2/2.
Thus Width(pn+3) > cn+2/2. 2
Lemma 9. Let qn+m ∈ Qn+m and pn+m = Hn+m(qn+m). If some point of pn+m lies
to the right of v((tn+1 + tn)/2) and to the left of v(tn−1), then qn+m is strictly to the
right of v(tn+1).
Proof. Note that pn+m = h1 ◦ · · ·◦hn−2 ◦hn−1 ◦ · · ·◦hn+m−1(qn+m). Let y ∈ pn+m so
that y is to the left of v(tn−1), and let x ∈ qn+m so that Hn+m(x) = y. Since y is to the
left of v(tn−1), we know that h−1n−2 ◦· · ·◦h−11 (y) = y. Thus y = hn−1 ◦· · ·◦hn+m−1(x).
As we have previously observed, for every j ∈ Z+ the most that hj can move a point
horizontally is 2aj−1. Thus the greatest horizontal distance that a point of qn+m can be
from its image in pn+m is less than
2
n+m−1∑
i=n−1
ai−1 < 2
∞∑
i=n−1
ai−1 < (1/2)n+3 =
tn − tn+1
2
.
So, part of qn+m must lie strictly to the right of v((tn+1 + tn)/2). Thus, all of qn+m
must lie to the right of v(tn+1), because Width(qn+m) < 3cn+m < (1/2)n+2. 2
Our goal in wrapping an element g ∈ G around the origin is that every radial line
from the origin must intersect F (g).
Lemma 10. If g ∈ G and g does not intersect the left edge of Y but is sufficiently close
to the left edge, then g gets wrapped by F completely around the origin.
Proof. Let g =
⋂∞
i=1 st(pi, Pi)
∗ where gc =
⋂∞
i=1 pi 6= ∅ and pi ∈ Pi for all i ∈ Z+.
Let tn be the largest of {tn}∞n=1 so that gc is to the right of v(tn). Note that this implies
that pn−1 is between v((tn+1 + tn)/2) and v(tn−1) and that qn−1 = pn−1. Thus, since
g ⊂ st(pn−2, Pn−2)∗, we have that g lies between v(tn+1) and v(tn−2). Also, for all
i ∈ Z+, we have that some point of pn+i is between v((tn+1 + tn)/2) and v(tn−1) and
so, by Lemma 9, qn+i is strictly to the right of v(tn+1). Applying Lemma 8, we get that
Width(pn+3) > cn+2/2 > an+2/2. We can also apply Claim C to get
pn+3 ⊂ st(pn+4−1, Pn+4−1)∗ ⊂ N(12Ln+2+3Kn+2)/2n+4(g)
⊂Nan+2/2n+4(g) ⊂ Nan+2/8(g).
Thus Width(g) > an+2/4. Since g is between v(tn+1) and v(tn−2), we know that g will
be wrapped by one of the functions fn+4, fn+3, or fn+2. But all of these will wrap a
horizontal line segment of width an+2/4 around the origin at least twice. Thus, since the
Height(g) < 2, g will be wrapped at least once. 2
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We now observe that the elements of g′ ∈ G′ have a smaller and smaller width as they
get closer and closer to the left edge of A. First, note that for each g ∈ G with g∩S = ∅
we have that Width(g) = Width(F (g)). But, since G is a continuous decomposition
and the elements of G that intersect the left edge of A are singletons, we know that as
elements of G get closer to the left edge they have smaller and smaller diameters.
Lemma 11. The collection G′ = {F (g): g ∈ G and g ∩ S = ∅} ∪ {S} is a continuous
decomposition of Y ′ = F (Y \S) ∪ S.
Proof. Since we have that G is a continuous decomposition of Y and that F |(Y \S) is
a homeomorphism, then G′ must be continuous at every g′ ∈ G′ except possibly when
g′ = S. But the Lemma 10 guarantees that the elements of G′ get wrapped all the way
around S so G′ is lower semicontinuous at S and by the argument preceding this lemma
we have that G′ is upper semicontinuous at S. Thus G′ is continuous at S also. 2
Lemma 12. No member of G contains more than one point of the set {Bd(U): U is a
component of Y c}∗.
Proof. The proof here is identical to that given for Lemma 11 in [13]. 2
Corollary 13. No member of G′ other than S contains more than one point of the set
{Bd(U): U is a component of (Y ′)c}∗.
Lemma 14. The set Y ′/G′ is the Sierpin´ski curve.
Proof. Let pi :Y ′ → Y ′/G′ be the natural projection. We know that Y ′/G′ is locally
connected because Y ′ is. Since G′ is upper semicontinuous, we know that by adding
the points of the holes of Y ′ that are not bounded by S along with the points of the
unbounded complementary domain and replacing S by the disk bounded by S, then
we get an upper semicontinuous decomposition of E2 which we will call G′′. Thus we
extend pi to pi :E2 → E2/G′′. No member of G′′ separates the plane so by R.L. Moore’s
Theorem [4] we know that E2/G′′ is homeomorphic to the plane. Thus Y ′/G′ is planar.
By Corollary 13, we get that (pi)|Cl(U) is a homeomorphism for any U a component of
(Y ′)c other than that bounded by S. Thus the images under pi of the boundaries of the
components of (Y ′)c are simple closed curves, are dense in Y ′/G′, and have diameters
that go to zero. Therefore Y ′/G′ is homeomorphic to the Sierpin´ski curve by [14]. 2
Theorem 15. The Sierpin´ski curve is homogeneous with respect to monotone open maps.
It should be pointed out that J.R. Prajs announced in a paper [9], which appeared
alongside of ours [13], that he also could show that the Sierpin´ski curve was monotone
open homogeneous. In a recent preprint [10] Prajs proves by quite different means a
more general result; namely, that each S-manifold is monotone open homogeneous.
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