Abstract-The optimal worst-case uncertainty that can be achieved by identification depends on the observation time. In the first part of the paper, this dependence is evaluated for selected linear time invariant systems in the 2' and H" norms and shown to be derivable from a monotonicity principle. The minimal time required is shown to depend on the metric complexity of the a priori information set. Two notions of n-width (or metric dimension) are introduced to characterize this complexity.
I. INTRODUCTION DENTIFICATION speed is one of the main elements
I affecting the performance of adaptive' control systems.
Speed can be defined in terms of the minimal observation time needed to achieve a specified accuracy in input-output behavior or, altematively, the maximum accuracy achievable in given time. Here, optimal speed will be computed for certain representative problems. It will be shown that the optimal speed that can be achieved in identification depends on the a priori information, independently of the particular algorithm that may be used. (The optimal speed can only be achieved for certain optimized inputs. Its main relevance in adaptive control will be in providing a benchmark against which the effectiveness of input ensembles that are actually present in feedback systems can be compared.)
It has been emphasized elsewhere [3], [2] that the concept of metric complexity can provide a unifying framework for the subjects of identification, adaptive feedback, and organization. For example, feedback can be viewed [2] as an agent for the reduction of complexity. One of the objectives here will be to establish a direct link between identification speed and complexity. With that in mind, identification problems will be considered in which the a priori information locates the plant in a region of uncertainty in a metric space. It will be shown that identification speed depends on the size of the region of uncertainty, which can be quantified using a measure of metric complexity such as an n-width or a metric dimension. In fact, the dependence of accuracy on time will be characterized by two notions of n-width which are related to the standard notions of Kolmogorov and Gel'fand.
The paper is divided into two parts. The first part, consisting of Sections 11-IV, is concerned with linear time invariant systems. In the second part, consisting of Section V, the results will be extended to obtain uncertainty principles for the identification of slowly varying linear systems. Slowly varying linear systems are of interest in adaptive control because from a certain point of view they are the most general ones for which an input-output theory is useful. In particular, identification of uncertain elements has predictive value only if their future behavior is like their past or, at worst, approximately like their past. If a "black-box'' system changes substantially in relation to the length of time needed to identify it, however, then accurate identification is inherently impossible. This fact is expressed through uncertainty principles, which relate the inherent uncertainty to the n-widths mentioned above.
Previous Results
The information-based approach to worst-case identification was introduced by Zames [4] , [3] using concepts of Edimension (inverse n-width) and €-entropy. Recently there has been a revived interest in this subject. We note especially the related works of Tse, Dahleh, and [8] . A mathematical framework for slowly linear time-varying (LTV) system control was given in [9] , [lo] , and there are results on LTV identification in [ll].
Portions of the present paper originally appeared in [l].
Notation C, R, Z and Z+ denote the complexes, reals, integers and nonnegative integers.
P [ a , b] , 1 5 p 5 00, -00 < a 5 b < 00 denotes the space of sequences of real numbers f ( t ) , t being an integer in the interval a 5 t 5 b, satisfying IlfllP: = [E,"=, If(t)l"]'/P < 00 notation is extended in the usual way to the cases where the interval has one (or both) end points missing, such as [a, b) , or is (semi) infinite, such as [a, 00) .
P[,,,]
is the truncation operator on P, defined by (P [,,,~f) (Later this will be relaxed so as to include the case U = Y = P(-co, CO) . Inputs start at -CO to allow situations in which the system is running before observations begin.) ii) L is a normed linear algebra consisting of causal weighting functions Z+ + R acting on input pasts. The set L is contained in Z1[O, m) , ensuring that (1) is well defined.
Moreover the norm on L satisfies 11 . IIL 5 Const.11 . 11p.
(The H" norm is an example of such a norm.) Identification is concerned with estimating the kernel k E L from observations of the output y and input U , given the a priori information that the true kernel lies in a subset Sprier of L. In setting up our benchmark problem, certain assumptions will be made that merit an explanation.
In general, y may be contaminated by noise and much identification research since the 1950s was concerned with reducing the uncertainty created by such noise. The concern here, on the other hand, is primarily with (multiplicative) plant uncertainty, which will be shown to be inherently irreducible below a certain level even when there is no (additive) noise. The control implications of these two kinds of uncertainty may be very different. Since the former is less well understood than the later, it seems desirable initially to isolate the effects of plant uncertainty when there is no noise and defer the noisy case to a sequel.' Then, for fixed u E U, the map
is a linear (possibly unbounded) map from kernels to outputs.
*Some of the differences between the noisy and noise free case are elaborated in [12] .
Say the output is observed on a time interval [to, tl) which may be infinite. For our reference problem it is important not to assume at the outset that the input is zero before to, i.e., not to rule out the possibility that prior excitation might speed up the identification. It is that possibility which makes the problem nontrivial, and there are several reasons for not excluding it:
If observations start while the plant is in operation and the initial conditions at time t, are not known, the response to them acts as a noise component in the output. Until that noise decays to some small level, say at t o , (to > t,) , observations of the output often convey no information about the plant. The useful output observation interval starts at to, whereas the input is free to be shaped earlier, after t,.
If the input is designed to contain a deterministic dithering component, say an almost-periodic function, then knowledge of the component completely determines its past, which can be viewed as a known prior excitation for the purposes of experiment. One would like to know whether such a prior excitation could be beneficial. Inputs which start prior to the observations will play a role in "moving window" adaptive problems (see Section 111-B).
If the input u E U is known and fixed, then on the basis of the observations of the output Ku(t) in [to, tl) , the location of the true kernel, ktrue, is narrowed down from the a priori data set Sprier to a smaller set, S(ktrue) S ( k t r u e ) = { k E S,ri,,(Ku-KtrUeu)(t)=O W E (~O ,~I ) } .
(2) It will be assumed henceforth that the a priori data set satisfies the following.
Assumption I: Sprier is a closed convex symmetric (i.e.,
If the estimated kernel, kest E K is optimally chosen for S( ktrue), then it can be shown3 that the norm of the worst-case uncertainty, i.e.,
is related to the radius S of a null set in the following expression ktrueESprlor kES(ktrue) S(u): = sup { I l k l l~: k E Sprier and
by the inequalities
Thus the radius 6(u) is both a lower bound and a good indicator of worst-case plant uncertainty. Moreover, it will be shown later that if u is chosen to minimize e(u), then the stronger 3The lower bound in (6) is obtained when ktrue = 0, in which case, Assumption 1 implies that S(ktrue) is also convex and symmetric. An optimal choice of k,,, is at the Chebyshev center of S(kt,,,) and the resulting uncertainty in litrue is the radius of S(0) =: 6. The upper bound is obtained by choosing liest to be any function in S(ktrue).
conclusion that e(uopt) = S(uopt) is possible, provided certain additional assumptions are satisfied. In that case, S(uopt) is the worst-case identification error. The dependence of S(uopt ) on observation length and other factors will be computed next.
UNCERTAINTY vs. OBSERVATION LENGTH: TIME-INVARIANT RESULTS
The worst-case identification uncertainty optimized over all inputs depends on the length of interval over which the output is observed. For time-invariant systems, this can be expressed as a kind of "n-width." We recognize two situations: The first in which the input is free to be selected exogenously, and the second in which the input is a member of some ensemble which might not be entirely free. For these two respective situations, two notions of n-width will be introduced. The first, B", involves inputs optimized for a particular observation interval of length n. The second, g", motivated by certain problems in adaptive control, involves inputs optimized over all shifts of such an observation interval.
Actually, in online identification, the input is seldom free to be optimized. The point of finding optimal inputs for fast identification is, rather, to provide lower bounds and an ideal against which actual input ensembles can be compared, and towards which they can eventually be modified, e.g., by the introduction of a dither signal. With that in mind, we introduce the following.
A. The 7ime-Width 8"
In the following definition of e", the output observation interval [to, to + n) is viewed as being fixed and the input as being optimized for that interval. At the outset, we do not wish to exclude the possibility that an optimal input might start prior to the observation interval. (See comments preceding (2).) Definition 1: For any n E Z+ and arbitrary to E Z
where I I S p r i o r I I~: = sup{llkll~: IC E Sprier}. 8" will be referred to as the identification n-width or the time-width of 8" is the uncertainty radius S(u) optimized over all inputs in U when observations of the output are restricted to n consecutive samples. An optimal input is one for which the infimum (7) is attained, i.e., S(uopt) = 8". Since the systems in Sprier are time-invariant, t o can be fixed at 0 without loss of generality.
8" is an indicator of the intrinsic uncertainty or error achievable on the basis of observations taken over n consecutive instants, and satisfies by (6). The n-widths of Kolmogorov, d,, as well as Gel'fand, d", which have been used elsewhere in the context of identification (See Section IV for definitions and details), also provide lower bounds to infuEU e(.). They are indicators of the least error achievable based on n arbitrary linear measurements in the Gel'fand case, or the least error that can be achieved in approximating the system by a linear combination of n basis systems in the Kolmogorov case. These three notions of nwidth coincide frequently and in examples in this paper, but not in general." 8" has been computed by the authors [l] or elsewhere in the recent literature [13] for certain special cases of the a priori data set Sprier. The results, which are summarized in the following example, were obtained by a variety of unrelated methods but appear in many respects to be very similar. Our first objective will be to derive them from a common principle. In each of these ex rior with support outside the S(uOpt). It is far from trivial, however, to show that it is a ntly, that excitation of the system servation interval cannot reduce the worst-case error. It will be shown that in fact it cannot if the a priori set of impulse responses has a property of monotone decrease with time, which our examples have in common, and which will be described next.
By the norm l l S l l~ of any subset S of L we mean IISIIL: = sup { l l k l l~ : k E S}. A subset S of L will be called monotone decreasing if given any fixed interval [to, t l ) , the norm of S intersected with any subspace of functions of L having support on a (variable) subint
decreasing as tb incre somewhat more general property than monotonicity of S requires the previous statement to be true only for subintervals of length i I q, in which case S will be called ing. We will now define these notions o some notation.
11 wish to consider subsets of the following. In other words, in any subset of the form SpriorI[O,m) , the smallest p-section is the tail p-section and this is true for all p up to some q.
Theorem 1:
a) If the a priori set Sprier is q-monotone decreasing, then the n-width 0" has bounds
P-+q then 6" (Sprior, L ) = JISpriorI[n,oo)II at the start of the observation interval is optimal for 0".
'By the usual ahuse of notation, zz denotes the zth power function in IF. 6For finite q. the limit in (18) can he avoided and we can simply let p = q.
For some of our results we will need an additional assump- 
Here a "Cesaro operation" is any map satisfying (19), and is so called because it will typically be obtained via a Cesaro summation; i.e., the first n samples of each impulse response in S will be multiplied by a weighting function which decreases with time.
Proposition 1: If in addition to Assumption 1, Assumption 2 also holds, then under the conditions of Theorem lb, 0" (Sprier, L ) is precisely the optimal worst-case identification error e(uopt) 
for the interval [to, t o f n ) . (The estimated kemel
ICest which attains this error lies in sp{ 1, z , . . . , zn-l}.) The proof of the lower bound (17) of Theorem 1 actually extends to the Gel'fand n-width d" and we have 5 IISpriorI[n,co) IIL. 
T(E) is of the metric complexity of the set Sprlor. In [4] this was called the metric dimension or €-dimension of tion of Theorem l b is that the length of tify a system to a given tolerance is exactly metric complexity of the a priori data set
The optimal input for On, i.e., the input which attains the optimal identification accuracy 19" in n instants, typically loses its optimality when shifted in relation to the observation interval. When the observation interval is not fixed in relation to the input, 0" gives a lower bound which may be unattainable. In particular, in the adaptive control of slowly time-varying systems, the identified model is periodically updated on the basis of measurements from the recent past, and the model is then used to update the feedback law as in [9] . The observation interval lies in a "moving window" of constant length which advances in relation to the input, and a single input must therefore be effective for many intervals. For such cases, we introduce the second n-width, s", in which the relation between the input and observation interval is subjected to arbitrary time shifts. s" itself is then invariant under shifts of the optimal input. It provides a benchmark for the comparison of suboptimal input ensembles, whether free or fixed.
to the identity. 
where the upper bound is valid for the following Q. For Sirior, S&ior, and Sirior, Q: = 2; for S4priorr Q = 7r.
Remark: In our examples, there is a loss of accuracy whenever there is no freedom to position the observation interval advantageously, but the loss never exceeds a factor of lr.
Iv. PROOFS AND DETAILS FOR THE TIME-INVARIANT CASE
In this section Le will delineate the properties of the two n-widths, 8" and 8 , and provide proofs for the claims made in the previous section.
The n-width 8" can be extended to more general classes of operators, for example, H" frequency responses acting on l2 inputs, as follows. Let U = Y be any normed linear space contained in Z"(-co, co) which is invariant under the bilateral shift T : U 4 U, (Tu)(t): = u(t -l), and the time-
and L is a subspace of U*, the dual space of U. (11 . IIL may be different from both 11 . 1(p and 11 . 1 1~' .) Then our previous definitions of 8" and e" remain valid. This extended setup will be assumed throughout the rest of Section IV.
The n-width 8" is often related to the Kolmogorov nwidth d,, and bounded below by the Gel'fand n-width, d", both standard notions in metric complexity theory, which are defined as follows.
Dejinition 4: Let L be a normed linear space and S a subset of L. The n-width, in the sense of Kolmogorov, of S in L is given by
where the infimum is taken over all n-dimensional subspaces of L.
The Gel'fand n-width of S in L is given by where the infimum is taken over all subspaces L" of L of codimension n. A subspace is said to be of codimension n if there exist n independent bounded linear functionals fl,.-.,fn such that L" = {k E L : f ; ( k ) = 0, i = l 1 -. e l n } .
The Gel'fand n-width can be seen as the optimized worstcase uncertainty or error when identification is based on n arbitrary linear measurements, whereas in the case of the nwidth 8" these measurements are restricted to be n consecutive output values. The Kolmogorov n-width is the least worst-case error in approximating the system by a linear combination of n basis systems in L.
Proposition 3: Let S be a convex set which contains the origin. If there exists X > 0 such that l l k l l~ 2 X l l l c l l~, for all k E S, then Proof: See Appendix. This proposition and (8) indicate that d" is a lower bound to the error infuEUe(u) that can be achieved on the basis of n linear measurements without regard to how the system model is realized. On the other hand, the Kolmogorov n-width d, can similarly be shown to be a lower bound to the error that can be achieved by a realization involving a linear combination of not more than n basis vectors, without regard to how the measurements are taken. In all of our examples, d" and d, will coincide.
Before proving Theorem 1 we establish a result similar to Theorem 1 but for the Gel'fand n-width. The sets here are monotone decreasing in the sense specified before Theorem 1. 
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Proof of Proposition I : Since Assumption 1 is satisfied, the lower bound on e(u) in (6) implies that e(uopt) 2 8".
Therefore, it is enough to show that e(uopt) I 0".
Under the condition of Theorem 1, if identity (1 8) holds, the optimal input uopt is an impulse at the start of the observation interval. Therefore, the set S( ktrue) coincides
Cesaro operation satisfying (19) and keSt: = P[O,~)C,(~~,,,).

By the causality of C,, kest is equal to P[o,,)C,P[o,,)(ktrue).
Therefore, for all k E S(ktrue)
of LEpt follows from the definition of d".
impulse follows from definition of 8".
with { k E S p r i o r : P[o,n)(k) = P [ O , n ) ( k t r u e ) > . Let Cn be the Therefore, by definition of e (.) in ( 
0
The estimates of n-width described in Example 1 are established by the following corollaries to Theorems 1 and 1'. 
1111, as kn E SpriorI[n,n+l). Therefore, by Theorem 1, the optimal input is an impulse at the start of the observation interval, and 8" = f ( n ) . Similarly, Theorem 1' implies that d" = f ( n ) . Since Sprier is closed under the truncations P p t ] , by Proposition 1, e(uopt) = 8". 0
Example 1, parts i) and ii) follow from the preceding corollaries when f ( t ) = C T~. CO) and L be the Hence, by proposition 1, e(uopt) = 8".
Corollury3:
Let U = Y = ~" ( -c o ,
0
Example 1, parts iii) and iv) are special cases of Corollary 3 for the sets S(T, 0) and S(1, 1).
Proof of Proposition 2:
The lowzr bound follows from the fact that the supremum defining 8 is over a larger set than for 8".
For the upper bound, we consider a sequence of impulses as the input, i.e., u(t) = 1 for t = mn, m E Z, and u(t) = 0 elsewhere. Since the input is a periodic function of period n, the output is similarly a periodic function and is zero on an interval of length n if and only if it is zero everywhere. In this case the location of the observation interval does not affect S(u) and we can arbitrarily set t o = 0, whereupon
i) In the cases of Skrior and SErior, (Ku)(t) = 0, 0 5 t < n, implies that
Since u is a sequence of impulses, we have 
L ~I I K ' I I " I W 1 -4.
By (43, we have
6 (Skrior, l'> I 'SUP {IIp[n,W)(k)IIll : E SZprior} = 28"(s;,;,,, P ) .
Therefore ii) In the case of Sirior, considering the discrete Fourier transforms of both the input and the output, we have
where K ( w j ) = E,"=, k(T)eiwJT and w j = (27rj/n), j = 0, 1, . . . , n -1. Therefore by (45) where B, is a Blaschke product in Hm (Dr-l) This implies that en(Sirior, H") 5 CIIBnllm. To compute 11Bn1103, we notice that
Therefore iii) In the case of Strior, if K E Strior, then K has bounded derivative in D and Hardy's inequality implies that K ( z ) = E,"==, k (~) z~ and Er=o l k (~) I < CO.
Hence K(ei'") is defined for all w and K(e"") = limr+l K(rei"). It follows that
V. IDENTIFICATION UNCERTAINTY IN SLOWLY VARYING SYSTEMS In the first part of the paper, which dealt with time-invariant systems, it was shown that the observations needed to achieve a certain accuracy require time to complete, and the relation between time and accuracy is captured by the n-width 6". If, however, the system changes in the course of that time and the observations cannot catch up with the changes, then there is an irreducible error in identification. The purpose of the second part of the paper, which deals with time-varying systems, is to capture these facts in an uncertainty principle.
Time-varying systems will be represented by Volterra sum
Here, as in the time invariant case, U and Y are normed linear spaces contained in the set Z"(-CO, CO). A distinction will be made between kernels k ( . , .) : Z x Z+ -+ R and the weighting functions that these kernel induce, denoted by k t ( . ) , t E Z, which satisfy k t ( T ) : = k ( t , T ) , k t ( . ) : Z+ --+ R. It will be assumed that kernels IC(., .) belong to a normed algebra B satisfying the conditions
where L is a convolution algebra defined as in the time invariant case, (recall that 11 . 1 1~ 5 Const.11 . 11p; an example Again, as in (3), the worst-case uncertainty in identifying the weighting function at to, for an optimally chosen estimate of L is H" of an enlarged disk). The norm on B is (kest)to is
(55)
The product in B of two kernels in B is the kernel of the product operator.
Identification will be considered in the L-norm for weighting functions andor the B-norm for the kernels. The B-norm is a natural choice where it coincides with the operator norm of the time-varying operator, as in the case where L = 1'.
More generally, the precise operator norm may be intractable, but the B-norm is nevertheless suitable for the "frozen-time" analysis of systems, as in [9] , [lo] . There, the systems vary slowly with time or "approximately commute with the shift," and the B-norm is an upper bound on the operator norms of the local' operators.
The rate of change p of such a system is defined to be For any' subset S c B, p(S): = su"pEs p ( k ) .
Suppose that the a priori information concerning a system locates its weighting functions k t ( . ) in a set Sprier c L and limits its rate of change, but does not otherwise constrain the manner in which it changes with time, i.e.,
and p ( k ) 5 c < CO} (57) which implies that p(Sprior) = c < CO. Here Sprier again satisfies Assumption 1 of Section I1 and is therefore a closed convex symmetric set. First, we consider the identification of the weighting functions k t ( . ) in the L-norm. To get the most general lower bounds to uncertainty, assume that the entire histories of the input U and output y on (-CO, CO) are known. (If they are not, a greater lower bound is possible.) Based on these observations of U and y the location of the true kern$ ktrue is narrowed down, as in the time-invariant case, from Sprier to a smaller set Proof: By (62), it is enough to show $at for all U E U
and to E P, there exists a null kernel, k E Sprier n Null (au) whose frozen-time system kto is appropriately large. Choose
. By definition of e2"-', given e > 0, U E U, and to E Z, there is an impulse response kto E Sprier for which the (time-invariant) system operator Kto satisfies (Ktou)(t) = 0 for t o -n < t < to + n, and
elsewhere.
'ONote that the superscript following 0 is not an exponent but an index of n-width.
The resulting (time-varying) operator K is null, i.e., ( K u ) = 0, and k ( t , -) E Sprier. Also, the choice n = $ -l ( p ) , together with (64) 
and since this holds for all E > 0 and u E U, the theorem follows.
0
Theorem 2 is our uncertainty principle. It shows that there is an irreducible worst-case uncertainty in identification, which increases with the time interval needed to achieve a given accuracy and with the rate of change of the system during that interval.
In fact, the uncertainty is greater than zero not only in the worst-case but for any system which is not too close to the boundary of Sprier. This is shown in the next corollary to Theorem 2. Denote the uncertainty for a weighting function 
Since the B-norm of a time-varying kemel is the supremum of the L-norms of its weighting functions, it is not difficult to show that e(u) 2 e(u, to) for all to. Therefore, the lower bound in Theorem 2 is also a lower bound to the optimal worstcase uncertainty of the time-varying kemel A(Sprior, L): = infnEUe(u); i.e., see the following. 
A result similar to Corollary 4 is also easy to obtain for time-varying kernels.
Example 2: In the following we assume that the sets Sbrior i 
Remarks on Prediction Uncertainty
It might be expected that for quickly changing uncertain plants, observations from the remote past should contribute little to the identification of the present weighting function; i.e., the useful observation interval should get shorter as the time variation rate p(Sprior) increases. This is borne out by Theorem 2 and the examples, which show that the optimal identification error is bounded below by a-monotone increasing function of the time variation rate p(Sprior). The error in predicting (ktrue)to+l from observations of y on (-CO, to] is bounded below by A(Sprior, L, to, ICtrue) + p at least.'' If that bound exceeds IISprior l l~, then identification provides no information about future behavior, and it becomes impossible to construct a model with any predictive power. This happens whenever the rate p satisfies p 2 ,omax, where pmax is the solution of
(1 -,)e{2~-1[(l--p)p,,,l--l} + pmax = IISpriorIIL where ktrue satisfies the hypotheses of the corollary.
Concluding Remarks
The minimal time needed to identify a system to a specified accuracy in input-output behavior has been computed for selected cases. That time has been shown to depend on the metric complexity of the a priori data set, as measured by the metric dimension or n-width. It is the relationship between time and complexity that makes it fruitful to pose identification problems in the context of complexity theory. In that context, identification and feedback both serve the common purpose of reducing plant uncertainty and thereby reducing complexity PI, P I .
If a system changes while it is being identified, then there is an irreducible uncertainty as to its input-output behavior, which has been related to its rate of change. The irreducible " A greater lower bound can be obtained by exploiting the fact that observations are available only on (-00, t o ) .
identification errors derived here exist even if there is no additive noise.
APPENDIX I
Proof of Proposition 3: For any U E U, write u i = T-;u*, which is in U under our assumption that U is closed under T and under time-reversal (.)*. It will be shown later that under the hypotheses of the proposition, there exists a subspace S c L containing the a priori uncertainty set Sprier and with the property that, for each U E U, the sum E,"=, k(t)ui(t) defines a linear functional bounded in the L norm on S . Now, let L"(u) be the space consisting of those k E S which lie in the intersection of the null spaces of the functionals determined by the ui, i = 0,. . . , n-1. L"(u) is a subspace of codimension n in S. As Sprier is a convex set which contains the origin, S is a subspace. Because S c L c U*, U; E U defines a linear functional on S bounded in the U* norm. Since l l k l l~ 2 X l l k l l u for all k E S by hypothesis S: = {k E L : ck E Sprier, for some c E W}.
(79) Therefore, the functional on S defined by U is also bounded in the L norm, and S has the properties claimed. hfiZZU
