Numerical simulations of biomechanical problems by finite-element-analysis are common practice in the field of research and development. The required bone models are usually created from computed tomography (CT) data. A manual segmentation is very time consuming and prone to user dependent variability of results. Therefore, the goal of the present study was to generate a new automated method for computational model generation from CT data. Therefore, for every single CT slice the Hounsfield units along rays from every boundary voxel to each of the opposing voxels were evaluated assuming a circular cross section of the object and depending on a threshold given by the user. For each ray the CT numbers of consecutive voxels were compared and rising / falling edges (rising above / falling below the threshold) were counted. In case of an odd number of edge pairs every voxel between the first rising and the last falling edge and otherwise every second region was registered as "inside" locally for the particular ray. When a certain amount of "inside" cases -a percentage of belonging to any ray -was reached, the voxel was labeled as "bone" globally. The labels were automatically imported to the 3D reconstruction software Amira, ready to be processed into surfaces manually. The new algorithm has been applied to the CT data set of a human femur with implanted hip stem. A comparison of the femur to the results of a manual segmentation with regard to generated surface and volume showed that the diaphyseal bone structure can be mapped with deviations from -2.3 % to +4.9 %. Common segmentation techniques like thresholding and morphological operations did not lead to sufficient results. The presented algorithm proves as an appropriate method for supporting the transformation of CT data of human long bone into suitable solid body models applicable for subsequent numerical simulations.
Introduction
Numerical simulations of biomechanical problems by finite-element-analysis constitute an efficient tool in the field of research and development and due to increasing computational capacities have become an attractive alternative to conventional prototype tests. The required bone models are usually created from computed tomography (CT) data. A manual segmentation is very time consuming and prone to user dependent variability of results. Therefore, the goal of the present study was to generate a new automated method for computational model generation from CT data.
Materials and Methods
The examined CT data sets were generated by scanning human femoral bones with implanted hip stem with a helical CT scanner (Aquilion 64, Toshiba Medical Systems GmbH, Neuss, Germany). The bones were stored at -18°C before CT scanning. The process of segmentation was meant to be done within the 3D reconstruction software Amira (v. 5.4.1, Visage Imaging GmbH, Berlin, Germany). Three different approaches were performed. First of all, the automation of Amira-internal procedures was implemented via a script file. Furthermore, morphological operations were applied to the CT-data. Finally, a new segmentation algorithm using Amira's MATLAB-interface (The MathWorks Inc., Natick, USA) was developed and tested.
Scripting in Amira
Required objects like the LabelVoxel-module were created in Amira. Basis for its functional capability was the knowledge of critical Hounsfield units (thresholds) separating the bone region from the surrounding and implanted metal components. These should be gathered in a histogram analysis that was performed in a MATLAB environment provided by the module CalculusMatlab. The original CT-data set was transferred to MATLAB were it was processed. The determined thresholds were given back to Amira and assigned to the LabelVoxel module as parameters. The created label field was connected to the SurfaceGen module which generated a surface model of the given data. Finally, the surface was saved as an stl-file.
Morphological operations
Amira provided the opportunity to implement morphological operations like erosion and dilation using its filter modules NoiseReductionMinimum and NoiseReductionMaximum. Applying those operations to the data in a specific order led to effects like opening or closing of the subsequently generated surface models. This way gaps in the cortical shell could be removed. The subsequently created label field contained bubbles on the inside of the bone, i.e. the marrow region. Using the Arithmetic module these two materials could be joined and finally, a cavity free surface model could be created.
2.3
Development of a new algorithm
General aspects
The fact that the CT values of the cortical shell were not homogeneous over the entire femur gave reason for the development of an alternative segmentation algorithm. Basic idea of the proposed algorithm was the evaluation of the entire data slice by slice in a MATLAB-environment where rays from every boundary voxel to every opposing voxel were defined and the Hounsfield units along the course of every ray was investigated. The mainly circular cross section of a femoral bone and the relatively high CT numbers of the cortical shell led to the assumption that in principal voxels between two regions of higher radiographical density belong to the bone although they provide lower CT numbers and, therefore, would not be registered by pure thresholding. Furthermore, the negative influence of smaller gaps in radiographically weaker regions should be minimized.
As schematically shown in Figure 1 the analysis contained the examination of the horizontal, the vertical and -in two steps each -both diagonal directions. Determination of bony regions was done in a separate function while the labeling of the implant, due to its clearly defined CT numbers, could be performed via pure thresholding. 
Parallelization of computation
To reduce the overall computing time MATLAB's "Parallel Computing Toolbox" was used. It offered the opportunity to address up to four cores of the computer and, therefore, to process four slices simultaneously. The requirement for appropriately using a parfor-loop was the single operations not to be dependent of each other. As the data set was analyzed slice by slice this condition was met.
To rate the effect on the computing time different test volumes were processed with and without parallelization. Moreover, the influence of the dimension of a slice on the time needed for its evaluation was investigated.
Processing the 3D data set
The input values for the procedure "label3d" were the three-dimensional Matrix A containing the CT numbers of the entire data set, the thresholds for cortical bone t1 and implant t2 as well as the amount of MATLAB-workers used for parallel computing (labs). The output value was the matrix Labels being allocated as a zero-matrix with the same dimensions as A and containing only the values 0 (environment), 1 (bone) and 2 (implant) in the end. After opening a MATLAB-pool the data set was run through with a parfor-loop along the third dimension of A, i.e. slice by slice. Each two-dimensional image, the thresholds t1 and t2 and the slice number s were passed to the procedure "label2d" described in the next section. Its return values were transferred to the corresponding entries in the result matrix Labels which was given back to Amira after all slice had been evaluated.
Processing 2D slices
Input arguments of the procedure "label2d" were the twodimensional matrix CT containing the Hounsfield units of the examined slice, the thresholds t1 and t2 and the slice number s. Several zero-matrices of the same dimensions as CT were allocated: S collected the amount of times when an element was part of a ray, M when the element was determined as bony. L constituted the label field for the particular slice and I was used as a temporary storage of implant voxels. All voxels with a CT number above t2 were written to I and the corresponding entries in CT were set to zero. By this way implant voxels that would disturb the segmentation of bony regions were masked out. As a next step the boundaries of the relevant image section (region of interest) were determined. For this purpose maximum and minimum rows and columns of voxels with CT numbers above t1 were obtained. Figure 2 shows this operation schematically. (7x7) The main part of the algorithm consisted of six blocks in which the rays for the different directions were analyzed. After the determination of start and end voxels in convoluted for-loops the rays were defined using a MATLABimplementation of the Bresenham line algorithm. The Hounsfield units along the rays were recorded and evaluated in a separate functional procedure described in the next section. When a voxel's "being identified as "inside" on a ray"-to-"being part of a ray"-ratio (M to S) reached a certain level it was labeled as "bone" globally. The flow chart in Figure 3 visualizes the two-dimensional segmentation. 
Processing a single ray
The input values of the procedure "ray_analysis" were the matrix ray containing the coordinates and the CT number of every voxel belonging to the particular ray, the material matrix M (see section 2.3.4) and the cortical threshold t. The course of CT numbers along each ray was examined for rising and falling edges. That means consecutive voxels were compared and every time the CT number rose above or fell below t was noted down. According to the formerly mentioned assumption of circular cross sections every voxel between a rising edge and the next but one falling edge -the first next would only describe the cortical wallwas registered as "inside" for the particular ray. Contrary to the theoretical situation of a clearly defined cortical circle such a bony region can also contain parts with CT numbers higher than the threshold on its inside. Furthermore, the existence of slices with two separate regions, e.g. near the condyles, is possible. To cover both cases the amount of edge pairs was determined. For an even number of edge pairs all voxels in between the first rising and the second falling edge, the third rising and the fourth falling edge and so on were registered. For an odd number of edge pairs all voxels between the first rising and the last falling edge were taken into account. To eliminate the negative influence of bony structures and artifacts situated close to the structure of interest and, therefore, on the boundary of the examined slice the first detected edge was eliminated if it was a negative one and the last one was neglected if positive.
Feasibility check
To make sure that the algorithm processed images as it should do several test pictures simulating crucial cases were created and evaluated. Those were two disjoint regions, a single region with an error on the boundary, a single region with small gaps in the cortical circle and a knee condyle like structure. Furthermore, the proposed algorithm has been applied to a test femur data set with an implanted hip stem. The results were compared to those of a manual segmentation (bone) and CAD model (implant), respectively. The determined label fields have been given back to Amira and were converted to surface models via the module SurfaceGen considering three different types of smoothing (none, constrained and unconstrained). The module SurfaceArea gave the opportunity to calculate and compare the surface area as well as the volume of the particular models.
Results

Scripting in Amira
The main steps, i.e. the creation, connection and activation of modules needed for the purpose of segmentation could be realized within the script interface. Problems with the histogram analysis occurred due to the fact that different anatomical regions shared a certain range of Hounsfield units. The estimated threshold was too low. Therefore, parts of the surrounding tissue were labeled by mistake. A manual reduction of the threshold on the one hand improved this situation but on the other hand revealed gaps in the cortical shell in the epiphyseal region of the bone (see Figure 4 ).
Figure 4
Gaps in the cortical shell after surface generation by pure thresholding
Morphological operations
A sequence of several erosion and dilation operations with different structure elements was developed. This sequence was applied to the data sets via the script interface. In case of the used test CT-data set all gaps along the cortical shell could be closed. Therefore, the inner region of the bone was registered separately and could be merged with the rest of it. In the end a surface model of a full body bone was generated. However, the established sequence did not work sufficiently for every other data set because the amount of closing needed differed from data set to data set.
New segmentation algorithm
The evaluation of the specifically created test pictures proved the applicability of the algorithm for the crucial cases. All bony regions were labeled properly and the influence of the manually included errors was minimized.
Pictures of different dimensions were used to rate the effect of image size on the corresponding computing time. It could be shown that a doubling of the number of pixels in each dimension, i.e. a quadruplicating of the overall pixel amount, led to an eight times longer computing time.
In order to estimate the effect of parallelization critically 15 slices of each femoral fragment were processed both serially and in parallel. It was demonstrated that the use of three MATLAB-workers reduced the computing time by about two third as presumed. However, the application of the algorithm to an entire data set has revealed a problem with the MATLAB-internal algorithm. Slices have not been given to the workers one after another but in stacks of about 50 slices. Near the end of the operation this led to one worker being occupied with a large number of (big epiphyseal) slices while the others had finished their tasks. The reassignment of still pending slices seemed not to be intended (by MATLAB). Figure 5 shows a 3D-comparison of the manually to the automatically generated surface model. The diaphyseal region could be mapped quite accurately while the geometrical differences of meta-and diaphysis were of larger magnitude.
Figure 5 3D-comparison of the automatically with the manually generated surface model (unconstrained smoothing; threshold: 1000 HU) marking oversize (red), undersize (blue) and agreement (green) of geometry Table 1 shows the gathered surface areas and volumes of the automatically labeled model using a threshold of 1000 HU. Deviations between -0.7 % and 1.5 % as well as -2.3 % were obtained for area and volume, respectively. Table 2 contains the results for the automatic segmentation with a threshold of 800 HU. The estimated deviations lay between -0.7 % and +1.5 % for the surface area and between -1.2 % and -1.3 % for the volume. Due to its clearly defined range of CT numbers the implant was labeled accurately by pure thresholding. Therefore, it was no longer subject of the investigation.
Conclusions
The application of a threshold based segmentation was implemented into an Amira script file but its use did not lead to sufficient results as the cortical shell of the generated models contained gaps. Hence, the model was hollow and, therefore, not feasible for numerical simulations. The use of morphological operations improved the situation for the particularly evaluated data set. The corresponding model was free of gaps and would have been feasible for a subsequent numerical simulation. However, this procedure was not able to be applied blindly on arbitrary femoral CT data sets. The newly developed segmentation algorithm proved well for several test cases. Also the application to a full data set showed good agreement with a manually generated model especially in the diaphyseal region. However, the metaand epiphyseal parts were not registered properly which may be a consequence of the missing femoral head and neck and artifacts due to the metal implant being scanned. There is potential for improving the algorithm and its performance. It is planned to execute the whole segmentation procedure without Amira and MATLAB with only a single programming language (Python) so the DICOM-data will be evaluated directly and all kernels of a computer can be used efficiently to speed up the operation. Further investigations will be taken on a large amount of complete and intact femoral bones.
