Abstract-An electronic circuit is presented for a new type of neural network, which gives a recognition rate of over 100 kHz. The network is used to classify handwritten numerals, presented as Fourier and wavelet descriptors, and has been shown to train far quicker than the popular backpropagation network while maintaining classification accuracy.
I. INTRODUCTION
In neural-network pattern recognition studies, the backpropagation network (BPN) [1] is commonly employed. Although providing high accuracy results, this network can take excessive time to train. To overcome this, a new type of neural network has been developed and its hardware design is presented in this paper. The network, called the "dynamic supervised forwardpropagation network" (DSFPN) [2] , is based upon the forward only counterpropagation network (CPN) [1] . Although the CPN will learn in few epochs, its unsupervised learning algorithm does not give a high classification accuracy. Unlike the CPN, the DSFPN is trained using a supervised algorithm which gives a far better classification accuracy but still trains extremely quickly. In addition the middle layer of the DSFPN can grow dynamically during training, allowing it to learn subclasses in the training data in an unsupervised manner.
Recognition results for handwritten numeral recognition, processed using Fourier and wavelet descriptors, are presented to demonstrate the superior performance of the DSFPN.
The DSFPN has a simple architecture, employing a hidden competitive middle layer, which makes it an ideal subject for hardware design. An analog circuit for the DSFPN is presented in this paper and results are given for tests run on electronics simulation software. These results show that the hardware version of the network can run accurately at a recognition rate of over 100 kHz.
II. NEURAL NETWORK
The DSFPN [2] is a feedforward competitive middle layer network, similar in operation to the CPN. It differs from the CPN in two main ways: it uses a supervised training algorithm, and the middle layer may grow dynamically during training, both of which improve classification accuracy over the CPN.
Input data vectors, used with the DSFPN, must be normalized to a constant magnitude before being presented to the network; this can be achieved by the input neuron configuration known as the instar [1] . When a normalized input vector is presented to the network, each competitive middle layer neuron will respond in proportion to the scalar product of its input weight vector and the input data vector.
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TABLE I FOURIER DESCRIPTOR TEST RESULTS

TABLE II WAVELET DESCRIPTOR RESULTS
The neuron with the highest activation will fire and all other neurons will be suppressed, giving a network output equal to the output of the winning neuron. A design for this competitive middle layer is presented below. Table I shows results of handwritten numeral classification using Fourier descriptors [2] . The table shows that the DSFPN trains with 405 times less presentations than are required for the BPN; this represents a significant reduction in training time. Table II shows results for a DSFPN trained to classify handwritten numerals processed using wavelet descriptors [3] , results are shown for three different levels of descriptor. The classification accuracies achieved show a considerable improvement over the Fourier descriptor results in Table I .
III. CLASSIFICATION RESULTS
IV. CIRCUIT DESIGN OF THE DSFPN
The DSFPN functions using a middle layer of competitive neurons. In such a layer only the neuron with the highest activation will fire and all other neuron outputs will be suppressed. In a software implementation this task is trivial but in an electronic circuit, it requires a feedback structure know as "on-center off-surround feedback" [1] in which individual neurons receive positive feedback from their own output and negative feedback from all other neurons.
A competitive layer neuron, built from operational amplifiers working as current summing amplifiers, is shown in Fig. 1 . It receives data input through weight resistors connected to: the ADD input for positive input weights, and the SUB input for negative input weights. Resistor Rfon provides the on-center feedback link; the off-surround feedback link is via OFFin and OFFout. Rf1 and Rf2 are feedback control resistors. D1 limits the negative saturation level to 0 V and R1 allows the diode junction capacitor to quickly charge/discharge when opamp outputs switch between positive and negative voltages. OP1 and OP2 are very high-speed opamps of type LF351/NS, which is the National Semiconductors version of the 741 opamp constructed using a J-FET input stage. Cf1 and Cf2 are low value capacitors, 33fF. Their purpose is to limit the instantaneous rate of change of the opamp output voltages by making the opamps operate in an integration mode. Without these capacitors, the SPICE implementation used was unable to resolve the opamp output voltages. With these capacitors in place, the rate of change of output voltage can be seen from Fig. 3 to be approximately 3.75 MV/S. This leads to a lag between the rise of the input voltages and the rise of the output voltage of 0.6 S. With an input voltage pulse applied every 10 S; this corresponds to lag of considerably less than 1/2 a cycle and so will not cause the system to oscillation.
Competitive neurons are integrated together, to form a competitive layer, as shown in Fig. 2 . Resistors Rw m; n are inversely proportional to the network weights. With this opamp summing configuration, the contribution of each weight to the neuron activation is proportional to input voltage multiplied by Rf/Rw. This fact is important as the absolute values of resistors created by an analog VLSI process can not be controlled accurately but the ratio of resistances created by the same process is accurate to a high order. Opamp OPoff sums all neuron outputs to produce the off-surround feedback link. With this configuration, the rate of change of the output of neuron n is given by @out;n @t / w in; n 1 v in + G o N k=1 out; k + G on out; n (1) where w in; n 1 in is the pattern data input, G o is the negative offsurround feedback factor, and Gon out; n is the positive on-center feedback. A reset line is included in this circuit to force all outputs back to zero when the inputs are removed.
To operate correctly, the feedback weights must be carefully chosen. When making this choice, we must bare in mind the effect of OPoff reaching saturation. This situation will arise when two or more neuron-outputs reach half saturation level, and so a list of conditions, for correct operation, can be produced. 1) Two or more neurons may not rise to half saturation output, regardless of the input data-vector. 2) If all neurons have a low output then the neuron with the highest activation will rise, assuming that its data input voltage is positive. 3) If one neuron has a high output and positive data input, and all others have a low output, then the output of that neuron will rise to saturation and all other outputs will be suppressed. The feedback weights and circuit parameters used to satisfy the above conditions and (1) are as follows: Gon = 1:8, G o = 01, saturation = 5 V and maximum data input (win; n 1 vin) = 0:5 V.
V. MIDDLE LAYER SIZE
As the middle layer of the DSFPN may grow dynamically during training, the necessary number of middle layer neurons units required for a particular problem can not always be predicted in advance. To enable any number of middle layer neurons to be used, the structure shown in Fig. 2 is designed to be built in a modular way. A number of modules may be connected together, to form a middle layer of any length by connecting the respective OFFin, OFFout, and input lines. The off-surround feedback summation would be carried out by a separate opamp.
VI. CIRCUIT SIMULATION RESULTS
A simple circuit was tested using SPICE simulation. Weight resistors were calculated from a software simulation of a ten-hiddenneuron network, which had been trained on Fourier descriptor data. Input voltages, calculated from the Fourier descriptors, were switched on to the analog input lines with a rate of 100 kHz and a duty cycle of 0.5. The neuron outputs are shown in Fig. 3 , which shows two pattern presentations representing the numerals "2" and "0," respectively. For clarity, the neuron outputs have been spread vertically from the 0-V level so the neurons, which are numberd 1-10, are centerd around 1-10 V, respectively. The neurons 1-10 represent the numerals {"2," "0," "3," "4," "7," "6," "5," "9," "8," "1,"} respectively. The figure shows the circuit operating correctly, initially more than one neuron responds to a particular input, the off-surround feedback will drive down all but the neuron with the greatest response. Checks on the network outputs for a full set of input vectors have shown that the correct neuron response to each input is achieved.
VII. CONCLUSIONS
Results showing the effectiveness of the new neural network have been presented and hence the justification for a hardware implementation of this network to enable fast data classification. The DSFPN can train 405 times faster than the commonly used BPN, while still retaining a high recognition performance.
Wavelet descriptor have been shown to give considerably more accurate recognition results as compared to data presented as Fourier descriptors. The error rate reduction was from 2.22% for Fourier descriptors, to only 2.08% for wavelets.
A circuit implementation, for the DSFPN competitive middle layer, has been presented. Simulation results for this circuit show that it can perform reliable pattern recognition at a rate of 100 kHz.
I. INTRODUCTION
Artificial neural networks (ANN's) are usually represented in the form of a graph. This relationship has been explored by some researchers in the field. A classical example is the traveling salesman Manuscript received September 16, 1998 ; revised March 20, 1999 . The authors are with the University of Toledo, Toledo, OH 43606 USA. Publisher Item Identifier S 1045-9227(99)05828-2. problem [2] . More recently, Bose and Liang [1] overviewed both, networks using average firing rate neuron models and graph theory. However, with the rising interest in networks of spiking neurons, which take into consideration timing information, the relationship between graphs and neural networks can be shown from a different perspective. It is our aim to show that. Below we introduce the building blocks of a network of spiking neurons.
A. Spiking Neuron Model
The spiking neuron model used in our experiments is described by equations defining the properties of the spiking neuron, including equations for transmembrane potential generator, refractory properties, and threshold accommodation [6] where E is the transmembrane potential, T h is the time-varying threshold, G k is the potassium conductance, SC is the synaptic current input, E k is the membrane resting potential, Gi 's are the synaptic conductances, E i 's are the synaptic resting potentials, T mem is the membrane time constant, and T h0 is the resting value of threshold.
Parameter c 2 [0; 1] determines the rise of the threshold, T th is the time constant of decay of threshold, parameter B determines the amount of the postfiring potassium increment, T gk is the time constant of decay of G k , S is one when neuron fires, and is zero otherwise.
B. Synaptic Potentials and Synaptic Plasticity
The postsynaptic potentials (PSP's) are modeled through equivalent synaptic conductance changes [10] . For each synapse between neuron i and j the postsynaptic potential is described by an alpha function [4] g ij (t) = t 0 1t ij
where 1tij is the propagation time, Tij is the time constant of the synapse and exp(1) is a normalizing factor. Fig. 1 shows the shape of a postsynaptic potential. We assume that a synapse is activated whenever a spike generated by the presynaptic neuron reaches it. The exact time of the activation takes place when g ij reaches its peak. Hence the delay between the firing of the presynaptic neuron and 1045-9227/99$10.00 © 1999 IEEE Fig. 2 . Different shapes of function s(t); u(t) is the step function, t cor is the correlation time (5 ms), y is the maximum negative excursion (1), and k = ln(1 + 1=y).
the activation of a synapse is tij = 1tij + Tij. In our experiments T ij is the same for all synapses and has a small value such that the change of the firing time of a neuron caused by the modification of its weights can be neglected in calculations.
The total synaptic conductance of a neuron is obtained by summing up all postsynaptic potentials
where wij represents the strength (weight) of the synapse between neurons i and j.
Learning is done by adjusting the synaptic strength, w ij . This value has an upper bound (M ) that represents the saturation value (see Fig. 5 ). Whenever a synapse is activated its weight is adjusted according to the following rule:
w ij (t + 1) = w ij (t) 1 (1 + 1 s(t)) where is the learning rate ( < 1) and s(t) is a function describing the correlation between neurons i and j. Fig. 2 shows two shapes of the correlation function. The square function determines a fixed increment for the positive part of s(t) and a fixed decrement for the rest. The temporal correlation function [8] provides for a variable increment and decrement, respectively. In the following we use only the temporal correlation function.
II. SHORTEST PATH THROUGH A GRAPH
Finding the shortest path in a graph is one of the simplest graph algorithms. To show how this can be done with a network of spiking neurons we shall use as an example the directed graph shown in Fig. 3 . This graph can be interpreted as a neural network where each circle represents a neuron node and each edge (we consider only positive edges) represents a connection between two neuron nodes. A neuron node consists of a pair of excitatory-inhibitory neurons arranged in such a way that each firing of the excitatory neuron activates the paired inhibitory neuron, which in turn inhibits the excitatory neuron for a period of time that is longer than the longest path in a given graph. With this arrangement each neuron node, henceforth called neuron, will fire only once. The value shown on each edge represents the delay, tij, between the firing of neuron i and the time the synapse between neurons i and j is activated (in ms).
Initially, the weights of all synapses are equal and sufficiently large so that a single postsynaptic potential can evoke a spike in the postsynaptic neuron. Learning is done in cycles. A cycle starts by initiating a spike in the "input" neuron (in our example the leftmost neuron) and ends when all the neurons in the network have fired. After a number of cycles, that depends on the value of the learning rate, some connections become stronger, up to the saturation value M, while other connections decrease and disappear altogether.
Redrawing the network as shown in Fig. 4 , we observe that the network represents the initial network in which only the shortest paths from the input neuron to all other neurons have survived. Further examination shows that each neuron has only one entry that has survived, with one exception, namely the neuron at the second row and fifth column in Fig. 4 . If we calculate the lengths of the two surviving pathways reaching this neuron, they result in the same value (10). If we were not interested in obtaining multiple solutions we could introduce small perturbations affecting the equal but different paths and eliminate all but one.
Some observations regarding the learning process follow. Whenever a PSP arrives at a synapse that synapse is activated and learning takes place. The first synapse activated is the one that determines the firing of the postsynaptic neuron. If a synapse is activated within a time interval t cor , calculated from the time of firing of the postsynaptic neuron, its weight increases, otherwise it decreases. For a small tcor only the first activated synapse will be rewarded and the remaining ones will be penalized. If the learning rate is close to the value of one then the shortest path is obtained in one cycle.
In general one starts with the correlation time, tcor, having a large value that is decreased as the learning progresses. By doing that more information regarding the evolution of the weights is available. For example, let us consider the gray-shaded node, k, shown in Fig. 3 . It has three input edges of lengths 7, 3, and 9. The evolution of the corresponding synapses in the network is shown in Fig. 5 . We notice that the edge labeled 7 is the one corresponding to the shortest path to neuron k, while the path through the edge labeled 9 is the next shortest. The path through the edge labeled 3 is the longest. More information can be inferred if we take into consideration the evolution of t cor which starts at 3 ms and decays exponentially toward zero.
We notice that path labeled 3 is at least three units longer than the optimal. This type of analysis may be useful for large networks where the shortest path, next to the shortest path, etc., may be difficult to determine otherwise.
III. CLUSTERING
Suppose we are interested in finding how the nodes of a given graph cluster together based on their edge distances. Let us consider the graph shown in Fig. 6 , and associate with it a network with two layers of spiking neurons as shown in Fig. 7 . The connections between the layers are fixed and allow the activation of a top layer neuron when a bottom-layer neuron is activated. The top-layer neurons are connected in the same way as in the above example, with propagation times given by the edge values, and with their strengths initially set to a large value. The propagation time between the layers is the same; in calculations we used zero. At each step of learning all bottomlayer neurons are stimulated simultaneously with the exception of one neuron, which is chosen randomly. To this neuron corresponds a toplayer neuron, whose firing is triggered by the closest neuron in the top layer. In this way this particular neuron learns its membership to the closest cluster. Learning is cyclical. At the beginning of learning t cor has a large value and decreases with time. When neurons in the top layer fire simultaneously they stimulate each other. If the propagation delay between them is larger than t cor their corresponding synapses decrease, which is an unwanted effect. A sufficient condition to alleviate this effect is to choose the maximum negative excursion in the learning rule (see Fig. 2 ), y < 1=n, where n is the total number of neurons in the layer.
The clustering takes place when the connection strength between two neurons becomes saturated. Fig. 8 shows the evolution of the weights, where white is the strongest. The shortest edges saturate the fastest and the process continues until each neuron is clustered with at least one other neuron. We notice that the network clustering emulates the nearest neighbor algorithm. In our example it resulted in two clusters as pictured in Fig. 9 where only the surviving edges are shown. It is easy to show that the surviving edges in the clustered network are a subset of the minimal spanning tree. In general, to obtain the minimal spanning tree we need to add one more phase in which the obtained clusters play the role of single neurons. The temporal correlation learning rule will still apply. Now, however, instead of choosing a neuron as input a cluster is selected. This means that all the neurons within that cluster are activated simultaneously at the beginning of a learning cycle. The rest of the process continues in Fig. 8 . Evolution of the connection weights in time (the representation is done as an incidence matrix and the neurons are labeled as in Fig. 6 ; white corresponds to largest value and black to zero). Initially all weights are equal. At t 1 after a few cycles they start to differ, at t 2 the shortest connections are clearly visible, and at t 3 only the shortest connections survive. exactly the same way as for the original clustering phase described above. Thus, as our network has clustered into two clusters of three neurons each, at each step we activate simultaneously the three neurons of a cluster. The neurons from the remaining cluster will be activated, in the order of their connection delays, and the strength of connections will be modified according to the temporal correlation learning rule. Repeating the cycle for a number of times we obtain the minimal spanning tree shown in Fig. 9 .
The above observations gave us an idea how to interpret numerical data. To illustrate it we shall use an example consisting of 32 5-D patterns shown in Table I [3] . First, we construct a graph having 32 nodes representing the 32 pattern vectors, with the edge values calculated as the distances between the vectors. We have used the Euclidean distance, although any other distance measure could be used. Next, we associate with this graph a two-layer network of 2 2 32 spiking neurons. In this context we can say that the distance is coded as the time delay [5] , [9] . Applying the same procedure as in the example above clusters start to form, as the learning progresses, as shown by the evolution of the connections strengths in Fig. 10 . Initially all connection weights are equal. Starting with a large value for t cor allows the network to strengthen the short-delay connections as shown on the left in Fig. 10 . During the learning process t cor decreases to values smaller than most of the delays such that the strengths of all the connections, but the shortest ones, decrease as shown on the right in Fig. 10 . Eventually only the shortest-delay connections survive. The white squares in Fig. 10 represent the shortest-delay connections. Drawing the resulting network to show the formed clusters we obtain the network shown in Fig. 11 , where the neurons have been labeled according to Table I . In this example just one cluster was obtained, which forms the minimal spanning tree.
All the values of the parameters used in the simulations are given in Table II. 
IV. POSSIBLE BIOLOGICAL INTERPRETATION
The examples presented above allow for a possible biological interpretation of the results. Results of the first example show that the shortest paths are the ones most probably to survive and dominate. This observation is significant for interpreting results where spiking neurons are used to simulate sensory systems [7] . It suggests that not only the mere power of an input signal is a determinant factor but also its pathway (delays) to upper levels.
The examples used to show the clustering behavior of spiking neurons suggest how association in the higher cortical areas could be achieved. Firing of the neurons can be associated with certain feature(s), object(s), etc. If the features have some common properties they will appear very close together, but not necessarily simultaneously, at some level. Thus, they are associated together based on their relative time cooccurrence. All the examples seem to suggest that the Fig. 10 . The connection strengths evolution in time; the weight representations are normalized to the maximum value at that moment of time. To find out the connection strength of a neuron with another neuron we look at the intersection of the row and column labeled as in Table I . The white squares represent maximum strength. Table I. shortest path example is characteristic for the connections between the layers and the clustering example is characteristic for learning within the layers.
V. CONCLUSIONS
We showed how a temporal correlation learning rule implements self-organization in a network of spiking neurons. By considering temporal coding, that represents distances on a given spatial configuration we have shown how to associate graphs with networks of spiking neurons. By using the temporal correlation learning rule we solved the shortest path algorithm, clustering based on the nearest neighbor, and the minimal spanning tree. The examples illustrated that a network of spiking neurons "naturally" emulated those graph algorithms. Finally, possible biological interpretation of this behavior was provided. 
I. INTRODUCTION
It is widely known that maximum-likelihood (ML) detector provides the best performance for the equalization of time invariant channels in the presence of intersymbol interference and additive white Gaussian noise [1] , [2] . For the purpose of reducing its complexity, the ML detector is usually replaced by a maximumlikelihood sequence estimator (MLSE) implemented by the Viterbi algorithm (VA). For a time varying channel the MLSE equalizer has to be continuously adapted to keep up with the changes in the channel characteristics. In order to achieve the adaptation, an MLSE needs a channel estimator to estimate the changing channel parameters. But the channel estimator requires an estimate of the transmitted symbol sequence in order to track the channel parameters. For adaptive MLSE's, because of the large decision delay inherent in the VA, there will be a large delay in channel estimation and this results in poor equalization performance. This is the main problem faced by adaptive MLSE's when used for time varying channel equalization. Equalizers using RBF networks have a much smaller decision delay than the MLSE's and they have a structure similar to the optimal Bayesian symbol decision equalizer [3] . Studies with time invariant channels have shown that RBF networks perform almost like an optimal Bayesian equalizer [4] , [5] . This motivated us to use a RBF network combined with a channel estimator for fast time varying channel equalization. In order to get good performance we need to design high-order equalizers. For the RBF equalizer, this means an exponential increase in the number of centers of the RBF network. This paper presents a method to resolve the issue. According to this method the number of centers depend only on the decision delay and not on the equalizer order so that good equalization performance is obtained using a high-order equalizer with small number of RBF centers.
In Section II time variant channel modeling and signaling are briefly explained. Section III describes the formulation of the complex valued RBF. Simulation results are given in Section IV. Conclusions are summarized in Section V. II. TIME VARYING CHANNEL MODELING AND SIGNALING SCHEME Fig. 1 shows a digital communication system model where s(t) is a transmitted symbol sequence, n(t) is additive white Gaussian noise, y(t) is a received signal sequence sampled at the rate of the symbol interval Ts , andŝ(t) is an estimate of the transmitted sequence s(t). The received signal sequence is defined by the following equation [2] , [6] :
where t represents the sampling time at the receiver, n h is the channel order or channel memory length, and h k (t) represents the impulse response of the equivalent low-pass channel. The true values of h k (t) are unknown.
In this paper the Raleigh fading channel model is used to provide the time varying channel impulse response which is defined as the output of a fading filter with white Gaussian sequence as its input [2] , [7] . The fading filter is defined by
where f d is the Doppler frequency. The ratio of the Doppler frequency to the transmission bit rate i.e., f d T s determines how fast the channel impulse response changes. Larger f d T s causes faster changes in the output of the fading filter meaning faster changes in the channel coefficients (h k (t)). We assume that the data is modulated by quadrature amplitude modulation (QAM) scheme. This means a transmitted symbol can take one of the following four possible values: s1 = 01 0 j; s2 = 01 + j; s3 = 1 0 j; s4 = 1 + j: (3)
III. FORMULATION OF THE COMPLEX VALUED EQUALIZER
Channel equalization can be viewed as a decision problem or a pattern classification problem defined bŷ (6) sgn(x) = +1 x 0 01 x < 0:
In the above equations d is the decision delay andŝ(t 0 
8(x) = e 0x (9) where n is the number of hidden units 
then the RBF network will have a structure similar to the optimal Bayesian equalizer. In (12)ĥ k (t0d) represents the estimated channel impulse response which can be obtained using a channel estimator based on the following least mean square algorithm [1] :
In the above equation g h is a constant and '*' represents complex conjugate. If the channel impulse response is time invariant then there will be n s = 4 n +m different centers which can be obtained by using a k-means clustering algorithm [4] . If the channel changes slowly, a decision directed clustering algorithm can be used for the adaptation of RBF centers [4] . But for fast time varying channels RBF centers have to change fast to track the channel changes and clustering algorithm will no longer be suitable for updating the centers as the centers of the data clusters in the channel observations change fast and by a large amount. Another problem is that the number of RBF centers will exponentially increase with increase of the equalizer order m. By utilizing the estimation values of the transmitted symbols before time t0d to constrain the possible combinations of the input sequence S(t) we can reduce the number of RBF centers to n = 4 d+1 which is independent of the equalizer order. For example if we set d = 1 then there will be 16 centers only irrespective of m. Their locations can be calculated according to (11) and weights (w i ) are set according to the class of the corresponding centers. For the case of equiprobable symbols a quarter of the network weights will take the value of symbols s1, s2, s3, and s4. Table I shows the 16 possible combinations of the transmitted symbols and the RBF centers and weights. The widths, i , are set to two times the noise variance [4] as the noise is assumed to be Gaussian.
If there are no errors in the estimation of the input symbols needed for calculating the current RBF centers then this scheme will work well. Otherwise there will exist no center that is close to the current channel output vector and the decision function F (Y (t) will approximately equal zero. In that case we need more centers to make a decision. Our strategy is as follows.
First use only the n (=4 d+1 ) centers. Before making a decision evaluate the absolute value of F (Y (t). If it is greater than a threshold then make the decision as per (5) and (6) . Otherwise use all ns (=4 n +m ) centers and make the decision. We found that the latter condition seldom happened.
IV. SIMULATION STUDIES
In our simulation we have used a two-ray Raleigh fading channel although the above scheme can be used for higher order channels as well. The adaptive MLSE is implemented using the Viterbi algorithm [1] . For performance analysis we have used 10 000 000 random symbols from 5000 randomly generated data sequences each consisting of 2048 symbols. Fig. 3 shows a comparison of BER between RBF and adaptive MLSE. m = 10 and SNR = 28 dB for both methods. The decision delay for RBF is one symbol period. We note that the RBF equalizer performs much better than the MLSE. Suppose we exactly know the channel impulse response and use them directly in the Viterbi algorithm and the calculation of RBF centers, then we find in our simulation that the BER's of both MLSE and RBF equalizer are less than 10 07 for f d T s changing from 0.1 to 0.5%. This means that the poor performance of the MLSE is due to the errors in the channel impulse response estimation which is due to the decision delay in the VA. In our RBF the decision delay is only one symbol period and even with m = 30 the number of (complex valued) units in the hidden and output layers are 16 and one, respectively. This is a very compact structure for implementation.
V. DISCUSSION AND CONCLUSION
We have defined RBF centers from the noise free channel output vectors which are calculated by the convolution of the estimated channel impulse response with possible combinations of transmitted symbols. Although the combinations would normally result in output vectors that are different from each other, it is possible for some convolution results to become nonseparable. For example, if there are zero components in the channel impulse response vector or if all the components are equal to each other then it is possible for some of the combinations of channel inputs to give rise to the same convolution output. Increasing the equalizer order will decrease the opportunity for this phenomenon to happen. However increasing the equalizer order will result in large increase in the number of centers for the RBF network. Herein comes the contribution of the paper where a new method for calculating the RBF centers is proposed.
Using this method the number of RBF centers is independent of the equalizer order so that excellent equalization performance is obtained with a higher order equalizer with low computational complexity. Simulation studies show that the higher order RBF considerably outperforms the adaptive MLSE for fast time-varying channels.
I. INTRODUCTION
Multilayer perceptrons (MLP's) have been widely applied to pattern recognition, time series prediction, nonlinear control, and telecommunications. A popular method of training MLP's is the error backpropagation (EBP) algorithm, which is a gradient descent with a fixed learning rate [1] and has a drawback with slow convergence. To accelerate the EBP algorithm, several heuristic rules have been proposed for adapting the learning rates [2] , [3] . Also, modified error functions, which are different from popular mean-squared errors (MSE's), show a faster convergence through decreasing the possibility of a premature saturation [4] , [5] . In spite of this improved convergence, these methods are still based on the gradient descent with nonoptimal learning rates.
One may use second-order nonlinear optimizing methods to accelerate the MLP learning. The critical drawbacks of these methods, however, are the ill conditioning of the Hessian matrix in many applications and the computational complexity related to the Hessian [6] .
Recently, the layer-by-layer (LBL) optimizing algorithm was proposed in which each layer of MLP's is decomposed into both a linear part and a nonlinear part [6] - [8] . The linear part of each layer is solved through formulation of the well-known least squares problem. Although this algorithm shows fast convergence with much less computational complexity than those of the conjugate gradient or Newton methods, it results in an inevitable problem due to target assignments at hidden nodes. When the targets for a hidden layer becomes linearly inseparable, it is impossible to reduce the MSE sufficiently at both the hidden layer as well as the output layer.
Yam and Chow proposed a merged method of the LBL and the EBP algorithms to resolve the stalling problem due to the hidden targets [9] . This merged method does not assign hidden targets for updating hidden weights. However, it adapts the learning rate of the EBP portion heuristically. Ergezinger and Thomsen proposed an optimization layer by layer (OLL) learning algorithm, in which the optimization of hidden weights was reduced to a linear problem by the linearization of the sigmoidal activation function at hidden nodes [10] . A special penalty term was also added to the cost function for limiting the introduced linearization error. Although the OLL algorithm is free from hidden targets, it uses a heuristic rule to control the effect of the penalty term.
This letter proposes a new error function for the hidden layer in order to accelerate the training of MLP's. Especially, it intends to overcome the stalling problem of the LBL algorithm without heuristics or nonoptimal learning rates. Section II briefly reviews the LBL algorithm. Section III introduces the new error function of a hidden layer, as an MSE multiplied by the squares of sigmoid slopes for hidden targets, which makes the LBL algorithm approximately equal to the EBP algorithm with optimum learning rates. In Section IV, the effectiveness of the proposed error function is demonstrated for handwritten digit recognition and isolated-word recognition tasks. Finally, Section V concludes this letter.
II. LAYER-BY-LAYER OPTIMIZING ALGORITHM
Although it is applicable to general MLP's, let us consider a single hidden-layer perceptron with linear output nodes for the sake of k =t (p) k because of linear output nodes. Here W = fw ji g and V = fv kj g are synaptic matrices for the first and second layers, respectively. The weights should be optimized in order to minimize the MSE at the output layer defined as
In the LBL algorithm, each learning epoch is divided into three independent least squares problems which may be solved by a matrix inversion or iterative gradient descent algorithms. Since the least squares problem has a quadratic form of error functional, the gradient descent has an optimum learning rate for efficient convergence. The following steps summarize the three gradient descent algorithms.
• Step 1: With fixed W and given targets t (p) 's, optimize V for minimum of E out using
after truncating z (p) j to satisfy 01 < z (p) j < 1.
• 
That is, hidden weights are updated according to 1w ji = hid j ji (12) ji 0
whereê
Due to its linear characteristics at each step, the LBL algorithm shows fast convergence. However, if the targets of a hidden layer become linearly inseparable, it is impossible to reduce the MSE of a hidden layer sufficiently. This results in the stalling problem, i.e., the LBL algorithm can not further reduce the output error [9] .
III. NEW ERROR FUNCTION FOR HIDDEN LAYER
The quadratic error function of net-input to hidden node given by (5) is essential to derive the optimum learning rates of hidden weights. The net-input to hidden node, however, is forward propagated to the output layer through a sigmoid transformation, and the final goal of learning is to minimize the error function at the output layer. Therefore, the hidden-layer error function needs to have a term related to the sigmoid derivatives. In this sense, a new error function for a hidden layer is proposed as 
. Thus, using the new hidden error function, the hidden weights are updated by (16) with the optimum learning rate given by (17) . This proposed LBL (18) Also under the same assumption that there is no need of abrupt change on z (p) j , it can be approximated as
From (18) and (19), an approximation may be made aŝ
where
Thus, 1wji using E hid n given by (16) is approximated as
The learning rate hid j given by (17) also can be approximated using (19) and (20) without hidden targets. The approximated 1wji using the new E hid n is similar to the one in the EBP algorithm given as
The only difference is that the learning rate =P in the EBP algorithm is decomposed into the optimum learning rates hid j and p in the proposed LBL algorithm. It is worth noting that the optimum learning rates are defined as functions of the hidden-node index j and pattern index p. After some estimation, it can be easily shown that the proposed LBL algorithm takes about (4N +6M)HP multiplications per learning epoch, which is approximately two times that in the standard EBP algorithm. Thus, the proposed LBL algorithm can resolve the stalling problem without heavily increasing computational costs.
In the conventional LBL algorithm, 1wji in (12) may be approximated as
The difference between (22) and (24) is the slope term f 0 (ĥ
2 . In the initial stage of learning, hidden nodes are in the linear region of the sigmoid function and the slope term does not make much difference. After some learning epochs, some hidden nodes approach the saturation region and the slope term makes the updating amount of hidden weights very large. This makes the hidden nodes more saturated toward the direction of hidden targets. If the targets of the hidden nodes are not linearly separable, the hidden nodes are then heavily saturated without a sufficient reduction of the MSE, and additional training can not reduce the MSE of the output layer.
IV. SIMULATION
A handwritten digit recognition problem was used to verify the effectiveness of the new hidden error function. The 5000 handwritten digitized images from the CEDAR database were used for training after size normalization [11] . A digit consisted of 12 2 12 pixels and each pixel took an integer value from zero to 15. The MLP consisted of 144 inputs, 30 hidden nodes, and ten output nodes.
We simulated the EBP algorithm with the bold driver (BD) technique [3] , one also with the delta-bar-delta (DBD) rule, a merged method of LBL and EBP algorithms [9] , a conventional LBL algorithm, the proposed LBL algorithm using the new hidden error function, and finally the proposed one with linear approximation given by (22). The BD technique of the EBP algorithm took the initial learning rate of 0.05, which was also used for the EBP algorithm of the merged method. The DBD parameters were = 0:9; = 0:01, and = 1 2 10 07 . In all training algorithms using the LBL for updating output weights, the learning rate out k was restricted to be less than one at the first and the second epochs. This was to prevent the output weights from becoming very large in the initial stage of learning. The approximation of (19) was used for the proposed LBL. Especially in the proposed algorithm with the approximation (22), hidden weights were updated in the case that E[( p hid j ) 2 ] < 10 to decrease the approximation errors. The expectation condition excluded only the first epoch from updating the hidden weights in the simulations. Four simulations were conducted using each method with initial weights drawn at random from a uniform distribution on [010 04 ; 10 04 ], and the results were averaged in Fig. 1 , in which data points began at one learning epoch because of the log scale in x-axis. Fig. 1(a) shows the MSE for the training patterns in each training method. The EBP algorithms with the BD technique and the DBD rule show a slow convergence since their learning rates are not optimum. Although the conventional LBL algorithm decreases MSE drastically in the initial stage of learning, it reveals the stalling problem. While the merged method decreases MSE below the stalling level, it is still slow due to the nonoptimal learning rate of the EBP portion.
Contrary to the four methods, the proposed LBL algorithms display very fast decrease of MSE without the stalling problem. Although the linear approximation slows down the convergence, at the early stage both proposed algorithms converge much faster than the others. The improved convergence of the proposed LBL algorithm, whether it is approximated or not, supports the previous argument that the new error function of the hidden layer makes the LBL algorithm approximate the EBP algorithm with optimal learning rates and resolves the stalling problem.
In Fig. 1(b) , misclassification rates for 2213 test patterns are shown. Consistently with the MSE's for the training patterns, the misclassification curves of the EBP-based algorithms decrease slowly and steadily. On the contrary, the proposed LBL algorithms, with and without the linear approximation, hit the minimum misclassification rates at about 400 and 200 epochs, respectively. Although there are over fittings after the minimum hit of misclassification rates, they are common problems in training of neural networks. Fig. 1 shows that the proposed algorithms greatly speed up the learning convergence without sacrificing the generalization capability.
For more verification of the proposed algorithms, an isolated-word recognition problem was used in which the vocabulary consisted of 30 words and each word was spoken two times by nine speakers. The 540 patterns were used for training the MLP with 50 hidden nodes after extracting the ZCPA feature of 1024 dimensions [12] . Fig. 2 shows the MSE for the training patterns, which is consistent with Fig. 1 .
If all hidden nodes and their targets are saturated before successful training, the proposed error function does not work due to the slope term. Hidden nodes, however, are not saturated in the initial stage of learning, since MLP's are generally initialized with small random weights to prevent their premature saturation [13] . Also, hidden nodes are trained not to be saturated but to extract near-orthogonal features from input patterns [14] . Therefore, there will be no real problems in which the proposed error function flaws.
V. CONCLUSION
To accelerate the training speed of MLP's, this letter proposed a new error function at the hidden layer. The new hidden error function made the LBL algorithm update hidden weights proportional to the derivative of the output error function with respect to the associated hidden weights. Especially, it was proven that the LBL using the new hidden error approximated the standard EBP algorithm with optimal learning rates. The proposed LBL algorithm removed the stalling problem in the conventional LBL algorithms, and thereby greatly speeded up the learning convergence. 
A Formal Selection and Pruning Algorithm for
I. INTRODUCTION
The development of a feedforward artificial neural network (FANN) model involves the selection of a number of parameters such as number of inputs and hidden units [1] . Once a satisfactory model has been obtained, the problem of optimizing the architecture arises. In this context, optimization is used to refer to reducing structural complexity by minimizing the number of weights in a FANN. Such optimization offers advantages in terms of simpler networks, faster training and better generalization ability to avoid overfitting due to oversized network [2] . Optimization of FANN structure includes the selection of appropriate inputs and outputs [3] , [4] , the determination of the number and type of nonlinear hidden neurons and the connections between each neuron inside the FANN. Sigmoidal threshold functions are most commonly used for the hidden layer neurons, other alternatives were studied by various authors [5] , [6] . Linear threshold functions are used in the output layer commonly [1] .
Various techniques such as optimal brain surgeon (OBS) [7] and optimal brain damage (OBD) [8] have been proposed in literature to prune a fully connected FANN. These techniques, however, require considerable additional computation as they require calculation of the Hessian matrix of the system. In this paper, the pruning method based on the "sensitivity term" proposed by Karnin [9] is reviewed and a more formal procedure for the selection and pruning of weights is proposed. The main attraction of Karnin's technique is that it uses normally available information during a backpropagation (BP) algorithm and hence requires moderate additional computations. The pruning technique is applied to the modeling of a number of nonlinear systems including three bit parity problem, Van der Pol equation and a chemical process (continuous stirred tank reactor) using the BP training algorithm with adaptive learning rate. The results are compared with those obtained using the pruning algorithm proposed by Karnin [9] . An (l0 : l1 : l2) architecture is considered where l 0 , l 1 and l 2 correspond to the number of input, hidden, and output 1045-9227/99$10.00 © 1999 IEEE neurons. It has been shown that a two layered FANN (one hidden layer with nonlinear sigmoidal neurons and one output layer with linear neuron) can uniformly approximate any continuous function to an arbitrary degree of exactness provided the hidden layer contains sufficient number of nodes [10] . Hence only a two-layered network is considered in this work.
II. MOTIVATION
The basis of Karnin's pruning algorithm is to estimate the sensitivity of the global error changes with respect to each individual weight during the training process. The connections which have the smallest sensitivity value (SV) will be pruned and the FANN will be retrained. The SV's are then recalculated and the weight connections corresponding to the lowest SV will be pruned again. The whole process of "training-SV calculation-pruning" will be continued until no further improvement in the FANN model is noticed, i.e., no further decrease of global sum squared error (SSE). However, the two examples presented in [9] required only simple FANN architectures. In addition, a priori knowledge was used to prune entire hidden nodes which translates to pruning whole sets of weights connected to those nodes. Pruning based on sensitivity values was only applied after this, and even that stage involved the use of a priori knowledge as opposed to following straight forward comparison of SV's as outlined in the paper. Further, if the pruning method were to be applied to a complex NN model having more than 20 or 30 weight connections, it is very likely that several weight connections will have similar low SV's. Without a formal procedure, it will be difficult to decide which or how many weight connections should be pruned at any one time. This formal procedure is crucial especially when no or very little a priori knowledge about the system is available. In a large FANN model, it is also possible that weights with low SV's might be dispersed over different layers or concentrated in a small group of neurons. Proper investigation of the local and global effect of pruning is required so as to assure that pruning will not end up with a suboptimal FANN structure. Pruning based solely on global SV's may not yield the most efficient structure as it may result in pruning an entire node whose associated SV's may all be small on global comparison but may actually represent an interaction in a dynamic system that plays an important role.
In this work, a formal selection and pruning technique based on an extension to the SV's is developed to address the above issues. The mechanism of BP training algorithm is investigated to highlight the relative importance of the weight connections. The concepts of hidden neuron to input layer path and output neuron to hidden layer path are introduced to examine the effects of changes in the sets of weights connected to specific nodes in the hidden and output layers. A parameter called local relative sensitivity index (LRSI) is defined and a selection rule is presented to determine which weight connections must be pruned using the LRSI's, and a formal procedure is established for the entire pruning process. The main advantages of this method are that: 1) it offers a systematic approach to pruning FANNs; 2) allows the designer to set threshold values for pruning at a local level; and more importantly 3) prevents pruning of important connections which may be usually pruned if the global pruning method of Karnin is used.
III. THEORETICAL FOUNDATION
As mentioned in section one, the present studies are based on a two layer FANN with nonlinear sigmoidal threshold function in the hidden layer neurons and linear threshold function output. The connections between the input and the hidden layer are represented by "hidden layer weights" and the connections between the hidden layer and the output layer are represented by "Output Layer Weights."
A. Mechanism of Backpropagation (BP) Training
We first present the basic equations of the BP training and then discuss the effect of hidden nodes on weight updates. Notation: Therefore, by gradient descent rule, the update for a weight in the second layer is given by 1w 2jk = ejo 1k f 0 2j (net2j + b2j) = ejo 1k (1) where is the learning rate and f 0 2j (net2j + b2j) is always equal to unity as a linear activation function is used for all the output nodes.
Similarly, the rate of change of SSE with respect to the weight connecting input node k and hidden node j is 
B. Effect of Hidden Nodes on Weight Change
Here we rewrite the weight update equations and show that it is more important to consider local effects while pruning weights in stead of global effects only. Equations (1) and (2) above can be rewritten as follows:
(e p w 2pj ) and C 2 = e j : (4) Considering the weight update for the output layer (3), in any one iteration of the BP phase, C2 is calculated in the first step at the output layer and this value is used to update all the weights connecting the hidden layer to the output layer. Hence C 2 can be viewed as a constant while investigating the changes of these weights. Similarly for the updating of the weights connecting the input layer to hidden layer (4), C 1 is calculated prior to updating the weights and this value is used in all the calculations. Hence C1 can also be treated as constant while updating the hidden layer weights.
In each training iteration, for a hidden layer with l1 neurons, the changes affected in the l1 sets of weights depend only on the output of the respective hidden neurons to which each set is connected. It is therefore useful to consider the relative importance of a weight in its own set. To facilitate this, each of these sets are described using a hidden neuron to input layer path (HIP) as a subset of the total hidden layer weights. Using similar reasoning, each of the sets of weights in the output layer weights will be described using an output neuron to hidden layer path (OHP) as a subset of the total output layer weights which will consist of l2 sets where l2 is the number of output neurons.
Considering the fact that C 1 and C 2 can be viewed as constants, the changes in the connection weights in both the hidden and output layers depend only on the output of one node to which each subset (HIP or OHP) is connected. Karnin's method of pruning [8] does not consider this important aspect and the comparison of sensitivity values is done only on a global basis. Such a global comparison will not consider the location, the relative importance of a weight or the effect of pruning a weight on the training profile of the corresponding HIP or OHP. However, in many applications, interactions may be characterized by a node whose connection weights may be quite small compared to the rest. Hence a more logical pruning would be to compare the weights within each subset so that whole nodes will not disappear unless they are redundant. It is therefore decided to rearrange the set of SV's into groups corresponding to the HIP or OHP they belong to, and comparison of SV's is then performed among the members of each set.
C. Local Relative Sensitivity Index (LRSI)
We introduce an index called local relative sensitivity index (LRSI) which can reflect the relative importance of SV's within the same HIP or OHP. It has the term "local" because the SV's are compared locally in each HIP or OHP. The LRSI of each connection in the specific HIP or OHP is defined as the ratio between the absolute value of each SV to the sum of the absolute values of all SV's in the HIP or OHP. The LRSI of the connection weight between jth and kth node is defined as LRSI jk = jSV jk j n m=1 jSVjmj (5) where n is the number of weight connections in that specific HIP or OHP; SV jk is the sensitivity value of weight connecting the jth and kth node.
By definition an LRSI can only have a value between zero and one.
A cut-off value can now be specified by the designer to reflect the confidence in the model and can be used as a basis for pruning. For example, if an LRSI jk is smaller than certain value say 0.01, then the weight w jk is considered to be less important or redundant and can be pruned. Since the comparison of LRSI's is done in each HIP and OHP, the relative importance of the weight will be considered locally before pruning and at most one connection from each HIP or OHP will be pruned at a time.
D. Pruning and Selection Scheme (PSS)
The pruning and selection scheme based on LRSI's involves eight steps.
1) Separate the data into a training set and a validation set.
2) Build a fully connected FANN model of the system. 3) Calculate the sensitivity values (SV's) corresponding to each weight connection based on the same equation as Karnin [9] SV jk = N01 n=0 @SSE @w jk (n)1w jk (n) 2 w jk (final) (w jk (final)w jk 0 (initial)) (6) where SV jk = Sensitivity value of the weight w jk ; w jk (final) = final value of w jk ; w jk (initial) = initial value of w jk ; w jk (n) = weight change of w jk in the nth iteration; N = number of training iterations and @SSE @w (n) = rate of change of the SSE with respect to w jk in the nth training iteration. 4) Calculate the LRSI's of each HIP and OHP using (5). 5) In each layer, prune the weight connections which have LRSI's less than . In the simulation studies, we have chosen = 0:01, i.e., if an LRSI is less than 1% of the total SV in that specific HIP or OHP, it is considered redundant and is pruned. 6) Re-train the FANN based on the pruned network. 7) Compare the model performance of the pruned model with the model prior to pruning. 8) If there is improvement in model performance, repeat steps (3) to (7) until the SSE remains within the specified limit, or does not reduce any further. The criteria used in the validation of the FANN in the present studies are: 1) Sum squared error in training phase (SSETRAIN); 2) Sum squared error in testing phase (SSETEST); 3) Number of weight connections pruned; 4) Generalization factor (GF = SSETEST SSETRAIN )
which reflects the generalization capabilities of the model. The larger the value of GF, the poorer will be the generalization capability of the FANN model.
IV. SIMULATION STUDIES
The proposed pruning scheme can be applied to any fully connected neural network model. As this scheme is applicable to a good model developed beforehand, the normal procedure for developing a neural network model is assumed prior to applying this procedure. In other words, network size, training and validation data, issues such as initialization etc. must be chosen using general procedure normally used for network training [1] . Although various methods of initialization of weights before training the FANN were proposed [11] , [12] , most pruning techniques including OBS [7] and OBD [8] assumed that the initialization does not affect the results of network pruning provided that a reasonable initialization method was used. In this work, the initialization method proposed in [13] was used which is part of the routine of the neural network toolbox inside MATLAB simulation package [14] which is widely used in the neural networks research community. This method initializes each individual weight such that the output of the hidden neurons connected to these weights will be starting from the active region of the activation function. In order to validate the proposed scheme, a number of test systems were simulated and were pruned using the global pruning procedure of Karnin and also with the proposed local pruning scheme. The bench mark systems used for comparative studies include the three bit parity problem [15] , the Van der Pol equation, a chemical process [16] , and different nonlinear system models [17] , [18] . For each fully developed neural-network model, the global pruning procedure was applied first. As no formal rules were specified for this procedure, the pruning involved deleting one weight with the lowest sensitivity value at a time, and comparing the performance criteria to check if further pruning can be done. Reduced models were also obtained using multiple pruning using Karnin's method. The models were then pruned systematically using the proposed pruning scheme based on local comparison of sensitivity values. The final network sizes, sumsquared errors in the training and testing phase, and the generalization factors were compared (Table I) .
The PSS scheme produced pruning in the range of 13.4% to 37.5% out of weight sets ranging between 16 and 216. The maximum number of weights pruned was 31 out of 144 weights. The proposed scheme offers significant advantages over Karnin's global method: 1) The PSS offers a systematic approach and guidelines for pruning at each stage and 2) The PSS leads to better pruning while retaining or improving all the three performance measures compared to Karnin's method. More importantly, the proposed pruning method is more efficient as it provides rules which help pruning a set of weights in a single stage as compared to the two stage process (single weight pruning or multiple weight pruning) of the global SV method.
V. CONCLUSION
In this paper a formal pruning selection scheme based on a sensitivity term was proposed. A mathematical expression of BP was derived to illustrate the importance of local effects in weight changes. a new sensitivity measure, local relative sensitivity index, was defined for each hidden neuron to input path and output neuron to hidden path so as to provide a formal way of interpreting the degree of importance of each weight connection. A procedure for pruning at most one weight connection in each of the weight groups belonging to the HIP or OHP was developed and was applied to the determination of a reduced FANN structure for a number of benchmark systems. Simulation studies showed that, compared to the pruning method based on global SV's, the proposed method produces FANN's with smaller sum-squared error in the testing phase, better generalization capability and reduced complexity of the FANN model in terms of number of weight connections pruned. The amount of retraining effort during the pruning process in the proposed method is either smaller or similar to the one based on global SV's. It was also shown that this formal pruning scheme can prune up to 37.5% of the total number of weight connections of a fully connected model without the need of incurring heavy computational burden of calculation the Hessian matrix of the system while using pruning methods such as OBS [7] and OBD [8] algorithms. Further work is under progress to apply this method to multiple input and output system and classification problems. 
A Local Minimum for the 2-3-1 XOR Network
Ida G. Sprinkhuizen-Kuyper and Egbert J. W. Boers
Abstract-It was assumed proven that two-layer feedforward neural networks with t t t01 hidden nodes, when presented with t t t input patterns, can not have any suboptimal local minima on the error surface. In this paper, however, we shall give a counterexample to this assumption. This counterexample consists of a region of local minima with nonzero error on the error surface of a neural network with three hidden nodes when presented with four patterns (the XOR problem). We will also show that the original proof is valid only when an unusual definition of local minimum is used.
Index Terms-Error surface, feedforward neural network, gradientbased learning, local minimum, XOR function.
I. INTRODUCTION
Until recently, it was assumed that the error surfaces of two-layered feedforward neural networks using the sigmoid transfer function with t 0 1 hidden nodes do not have suboptimal local minima when presented with t patterns. This was proved in papers by Poston et al [5] and Yu [10] . During our investigation of several error surfaces of small neural networks when presented with the task of learning the XOR problem [7] - [9] , we found regions of suboptimal local minima for the 2-2-1 XOR network. This network has two instead of three hidden nodes, so the proof of Poston et al. and Yu is not applicable. However, we noticed that some of these suboptimal local minima do not disappear by adding an extra hidden node. This contradicts the beforementioned proofs. This is the main result that is presented in this paper: an example of suboptimal local minima with nonzero error for the error surface of a two-layer feedforward network with three hidden nodes.
In the paper by Poston et al. [5] it is proved that for "normal" problems (i.e., for problems without contradictory training examples) with t training examples, a neural network with t 0 1 "real" hidden nodes (one extra node with a fixed output of one is used to provide the threshold value of the output nodes, totaling t hidden nodes) is able to represent these training examples exactly, with zero error. Moreover, Poston et al. prove that the error surface of such a neural network cannot have local minima with error greater than zero. They do not give an explicit definition of local minimum, but the most commonly used definition of local minimum (which is used in this paper) is: A local minimum is a point with a neighborhood such that in each point of that neighborhood the value is greater or equal than the value of that point. They formulate their result as: Therefore there cannot exist a w w w from which we can reach a good point via continuous change only by allowing a temporary increase in error. Local minima with nonzero error are impossible. 1 Yu [10] generalizes this result to training sets with contradictions. For such training sets it is not possible to find weight combinations resulting in error zero, but such error surfaces will have an absolute minimum value for the error. The proof by Yu has been criticized by Hamey [3] , and in a reaction to Hamey's remarks, Yu (see [3] 1045-9227/99$10.00 © 1999 IEEE adapts the proof so that it, in essence, corresponds to the proof by Poston et al. Yu, however, explicitly mentions the definition of a local minimum given above.
We claim that the result of Poston et al. is only correct for a weaker definition of local minima and that the result of Yu is not true.
This follows from the fact that we found a local minimum for the XOR problem.
The rest of this paper is organized as follows. Section II describes different types of local minima. In Section III we give the counterexample: a local minimum for the 2-3-1 XOR network. In Section IV we sketch the proof of Poston et al. for the case of the counterexample, showing that also for this counterexample for almost all weights a strictly decreasing path exists to a point with error zero. Finally, in Section V we give our conclusions.
II. LOCAL MINIMA
In this section we shall describe different categorizations of local minima. The distinction between these different kinds of local minima is made in order to get a better feeling of the behavior of an error surface in the neighborhood of a local minimum point and to explain the global behavior of the error surface. The standard definition of local minimum is:
1) Local Minimum:
A local minimum of a function f : IR n ! IR is a point x 2 IR n with a neighborhood U , such that 8x
A point being a local minimum is thus a local property of the error surface. The first distinction that can be made between different kinds of local minima is between isolated local minima and regions of local minima:
2) Isolated Local Minimum: An isolated local minimum is a local minimum x where 8x 0 2 U nfxg: f (x) < f (x 0 ).
3) Region of Local Minima:
If a local minimum is not isolated it is part of a region of local minima.
In neural networks with many weights we will not often find isolated local minima. So most local minima form regions. When we consider the error surface not only locally but try to investigate its global behavior, we can make a further distinction in the regions of local minima:
4) Attracting Region of Local Minima: For each point in such a region R a neighborhood U exists such that each path with strictly decreasing value from a point in U nR will end in R.
5) Nonattracting Region of Local Minima:
For each point in such a region R all neighborhoods U contain a point from which a strictly decreasing path exists to a value less than the value of the region.
In [4] , Hamey defines regional local minima as the equivalent of our attracting regions of local minima. He proves that the 2-2-1 XOR network has no regional (attracting regions of) suboptimal local minima by showing that nonincreasing paths from each point in weight space to an absolute minimum exist.
Our example of suboptimal local minima for the 2-3-1 XOR network in the next section is a nonattracting region of local minima. This region consists of points in weight space having some of the weights equal to infinity. Mathematically, one can extend the real numbers with the point 1 (see [1, pp. 171, 172] ) and take intervals of the form (M; 1) as neighborhoods of infinity (see [2, Sec.
4.2])
. So for these points the standard definition of local minima is applicable. Of course these points will never be reached, but the fact that such a point is a local minimum can determine the behavior of gradient-based learning algorithms such that the algorithm is trapped.
A standard way to investigate the behavior of a function for infinite values of the variables is to use a monotone transformation such that the infinite point corresponds to a finite point (often the transformation The fact alone that no attracting regions of suboptimal local minima exist is not enough to conclude that a gradient-based learning algorithm will not be trapped. To explain this we consider the following two-dimensional example. The example presents a nonattracting region of local minima, which contains a point that is stable, that is a point such that a gradient-based learning algorithm will not escape from neighborhoods that are small enough.
Consider the function g(x; y) = (y 3 0 3y + 3)x 2 (see Fig. 1 ).
This function is equal to zero for x = 0. All points (0; y) such that y 3 0 3y + 3 > 0 are local minima. These points form a nonattracting region of local minima. Consider the point (0; 1). In a neighborhood of this point g(x; y) can be approximated by T . Since the components of this vector have the same sign as the components of the vector (x; y 0 1) each path following a direction opposite to the direction of the gradient to lower points, will never leave any small circle around the point So we showed that it is possible that a nonattracting region of suboptimal local minima can trap a learning algorithm. We believe that this case does not occur for the 2-3-1 XOR network (has to be proved), but for the 2-2-1 XOR network gradient-based learning algorithms will sometimes be trapped in the neighborhood of some suboptimal local minima [9] (also here further research is necessary to see if indeed stable points cause these entrapments).
III. COUNTEREXAMPLE FOR THE 2-3-1 XOR NETWORK
The 2-3-1 XOR network is given in Fig. 2 . The network has two inputs X 1 and X 2 . An extra input X 0 with fixed value one can be imagined to result in the threshold. The weights to the hidden nodes are labeled by w ij , with i the number of the input (i 2 f0; 1; 2g), and j the number of the real hidden node (j 2 f1; 2; 3g). For the threshold of the output node we can imagine an extra hidden node with number zero. Then the weights to the output node are labeled by v j with j the number of the hidden node (j 2 f0; 1; 2; 3g).
We will use the notation w w w for the weights from the input to the hidden nodes, the notation v v v is used for the weights to the output node and all weights will be notated with w23; v0; v1; v2; v3):
The patterns for the XOR problem that have to be learned are PX ; X = ((X1; X2); tX ; X ) with input (X1; X2) and desired output t X X . For X 1 ; X 2 2 f0; 1g, the desired outputs are t 00 = t 11 = 0:1 and t 01 = t 10 = 0:9. However, it is easily checked that the values 0.1 and 0.9 can be replaced by any and 1 0 with 0 < 0:5.
The input of the output node is for the four patterns The mean square error is equal to
We will prove the following theorem about local minima for this network.
Theorem 1: The error surface of the 2-3-1 network, as given in Fig. 2 , learning the XOR problem has a region of local minima with error greater than zero. All points satisfying the following conditions belong to this region: Proof: In the given points A ij = 0 and so the error E is positive. We investigate the error surface in the neighborhood of the given points. Using the Hessian in these points does not work, since some of the eigenvalues are zero. So we have to use the definition of local minimum as given in Section II directly. For the points given in the theorem all terms A ij are equal to zero. Thus, using the O notation, the function f (A ij ) is equal to Considering the second term of E, using that 1=(1 + xa) = and thus a local minimum is found. Thus we found a counterexample: a region of local minima for a network with three hidden nodes learning four patterns.
The proof holds for all values of in [0; 0:5). So the minima do not disappear if asymptotic values of the targets ( = 0) are chosen (cf. [6] ). Since the output is equal to 0.5 for all patterns in the found local minima, choosing the targets asymptotic or not does not matter.
Considering the points with The idea behind the proofs by Poston et al. and Yu is that, if it can be proved that from almost every point in weight space (i.e., from all points with exception of a set with measure zero) a straight path exists with strictly decreasing error to a point with error zero or the absolute minimum value, then also the remaining points in weight space cannot be suboptimal local minima. The argument is that each point is arbitrarily close to a point from which a strictly decreasing path starts, so such a point cannot be separated from a so called "good" point by a barrier of any positive height.
However, this does not imply that no suboptimal local minima exist. We showed in the previous section that nonattracting regions with local minima exist. Below we will show that for the 2-3-1 XOR network indeed from almost every point in weight space a straight path exists with strictly decreasing error to a point with error zero or the absolute minimum value. For this problem we found that all regions with suboptimal local minima have some of the weights infinite.
The proof of Poston et al. 
V. CONCLUSION
We showed that the error surface of a two-layer neural network with three hidden nodes has suboptimal local minima for the XOR problem. These suboptimal local minima are found both for asymptotic targets zero and one, and for nonasymptotic targets like 0:1 and 0:9.
This contradicts results of Poston et al. [5] and Yu [10] : their results cannot hold for arbitrary local minima. Dividing local minima into the categories of isolated local minima and regions of local minima, and dividing the regions of local minima further in attracting regions of local minima and nonattracting regions of local minima leads to the conclusion that isolated suboptimal local minima and attracting regions of suboptimal local minima cannot occur, but that nonattracting regions of suboptimal local minima can occur for the conditions given by Poston et al. and Yu.
Circular Backpropagation Networks Embed Vector Quantization
Sandro Ridella, Stefano Rovetta, and Rodolfo Zunino
Abstract-This letter proves the equivalence between vector quantization (VQ) classifiers and circular backpropagation (CBP) networks. The calibrated prototypes for a VQ schema can be plugged in a CBP feedforward structure having the same number of hidden neurons and featuring the same mapping. The letter describes how to exploit such equivalence by using VQ prototypes to perform a meaningful initialization for BP optimization. The approach effectiveness was tested considering a real classification problem (NIST handwritten digits).
Index Terms-Feedforward neural networks, optical character recognition, vector quantization.
I. INTRODUCTION
Adding a quadratic term to the activation function of linear neurons can greatly enhance the representation ability of multilayer perceptrons (MLP's) without inflating their VC dimension [1] . Circular backpropagation (CBP) networks support both surface-based and prototype-based representations in classification problems; it has been shown that CBP is a unifying model for MLP's and radial basis function (RBF) networks [1] . This letter proves that CBP encompasses vector quantization (VQ) paradigms as well. Thus one can plug VQ prototypes in a CBP network, with the same number of neurons and supporting the same mapping. The fact that CBP structures can repeat the winner-takes-all (WTA) behavior enables one to switch safely from one representation to the other, while preserving a network's mapping function. This property is exploited here to initialize BP training. 
Section II proves analytically the equivalence between VQ and two classes of CBP models. Section III describes the application of the overall framework to speed up BP convergence. Conclusions are drawn in Section IV.
II. EQUIVALENCE FRAMEWORK
Stating that CBP encompasses VQ means that, for each set of VQ prototypes, there exists a CBP network whose neurons coincide with VQ units and that classifies each input sample accordingly. 
Expression (7) demonstrates that there exists a -CBP network (using only VQ centroids) that performs the same classification of all the samples, hence the equivalence of the two mappings is proved.Q.E.D.
Theorem 2 (-CBP's Embed VQ Networks):
Let X be a sample set, and let T (W ) VQ (X) be a VQ-based mapping schema (2) over X:
For each choice of W , there exists a -CBP network parametrization, according to (3) and (4) (9) which guarantees a correct sample mapping and completes the proof.
The equivalence property of -CBP networks holds for -CBP ones:
this is not surprising, as the latter have been proved to be a superset of RBF networks [1] .
Q.E.D.
Theorems 1 and 2 prove that CBP supports VQ mapping on a finite sample set X; one might wonder whether the equivalence holds for an arbitrarily large cardinality of the sample set. Consider a "critical" point x x x lying at distance " from the boundary of the space partition pertaining to a VQ prototype. When applying Theorems 1 and 2, the limit condition " ! 0 implies jgj ! 1 in (7) or (9) . Thus a finite gain is associated with a distance threshold, marking a "neutral" stripe running along partition boundaries. When dealing with large sample sets, one first imposes a tolerance on the number of "undecided" samples; then one determines the smallest distance " 3 that satifies the constraint, and designs the CBP gain accordingly using the above theorems. 
III. PRACTICAL EXPLOITATION OF THE CBP-VQ MAPPING EQUIVALENCE
A. Practical Network Initialization
In principle, the mapping equivalence between CBP and VQ can operate in two ways. In other words, first one may perform BP training, then one may use weight-reversal expressions [1] to inspect the positions of VQ prototypes. This approach, however, requires careful interpretations of the final gain values and of the interactions among prototypes. Conversely, a possibly easier exploitation of the equivalence is to let VQ neurons initialize the weights of a CBP network. This process is theoretically admitted by the theorems proved in the previous section, and can be justified by patternrecognition purposes. In VQ classification (2), each Voronoi region Vj has a prototype w w wj and is labeled by the predominant class among the samples contained in the region itself. WTA-based class assignment does not depend on the specific position of a sample in V j ; thus VQ calibration can be regarded as a uniform approximation at the local level for the class probability. Supervised VQ-training algorithms (e.g., the LVQ [4] family) can be adopted to best fit the underlying classification task. Otherwise, first one may follow an unsupervised strategy to approximate the overall sample distribution [2] - [5] , and then one may calibrate VQ partitions using class information. In fact, the observation of class shares f (c) j g in each region V j can give some hint about how homogeneous class distributions are within the VQ-derived partitions. Calibration proceeds locally at the partition level, and does not take into account neighboring partitions. In principle, unsupervised training does not allow any prediction about the classification performance. In fact, a prediction of the classification performance is possible if one can detect "peaks" in the sample density ("clusters") and use the "valleys," separating these peaks, for defining the cluster boundaries [6] . Nevertheless, the analysis of local estimates f (c) j g can give the opportunity to inspect the distribution of classes within each region. This provides a useful tool for assessing the overall quality of the initialization process; therefore, one might entirely reject VQ-based initialization should local approximations prove unsatisfactory (e.g., if the overall classification error resulting from VQ is too large). The initialization procedure applies independently of the specific VQ-training algorithm, and can be outlined as follows. 3) If the calibration result is not satisfactory, Reject VQ-based weights and Abort the initialization. 4) Build a feedforward CBP network by using initializations (3) and (4).
Such initialization methodology raises several issues. First, the theorems proved in Section II guarantee that the error rate resulting from BP training will not exceed that obtained by VQ calibration (as the initial classification errors of the two models coincide). If such a rate is low, in practice this property increases the probability of placing the BP starting point in a "good" basin. In this respect, it is worth recalling that the theorems follow a worst case analysis and, for example, do not imply the possibility that several hidden units may contribute to a correct classification. Therefore, in practice the proposed initialization proves too strict, and the BP algorithm implicitly relaxes the WTA constraint by letting hidden units cooperate.
Another crucial issue concerns the shapes of the neurons' activation regions. CBP supports hyperspherical surfaces, hence the result of BP training also includes radii and gains; the latter express boundary sharpness, and the former convey the extent of a neuron's spherical region. By contrast, the shapes of VQ-derived Voronoi regions are arbitrary, hence CBP may not seem the most effective model to exploit VQ-based initialization. This issue can be taken into account in various ways. For instance, one may use a VQ-training algorithm that intrinsically leads to hyperspherical regions (e.g., the method described in [2] and [6] ), thus making the equivalence with CBP also hold from a topological perspective. Conversely, the representation ability of the circular model can be augmented by additional secondorder terms, yielding hyperelliptical boundaries [7] . The enhancement would best fit the natural convexity of Voronoi regions; on the other hand, the more complex solution might compromise the model's limited VC-dim.
The present research adopted the Plastic Neural Gas algorithm [5] at Step 1. This VQ method, which minimizes the mean-square error over training samples and leads to classical Voronoi structures, has been chosen because it estimates both the proper number N h of prototypes and their positions at the same time. As a result, in this case, the CBP-VQ equivalence also gives indirectly a hint about the number of hidden neurons in the feedforward network. In the simple generalized-XOR testbed, experimental evidence indicates that, on average, using VQ prototypes speeds up the convergence of CBP optimization by one order of magnitude.
B. Real Domain Test: The NIST Digit Database
In the case of handwritten digits drawn from the NIST database, the original pictures, after normalization and orientation, were mapped into a 140-dimensional feature space. Such a feature-extraction process was obtained through the courtesy of Elsag Bailey SpA [8] . Thus the 60 000 training samples, belonging to R 140 were first processed by the Plastic VQ algorithm [4] , which yielded N h = 200 prototypes; their class distribution after calibration is given in Table I .
The graph in Fig. 1 shows the sorted values of the "reliability," j , of each prototype's label, defined as j = max c f The convergence rate and speed provided by random initialization were so low that a direct comparison with the VQ-based initialization performance is unfeasible; in fact, the random networks never succeeded in attaining a smaller classification error than that associated with the CBP-VQ MLP before 10 000 epochs. A quantitative evaluation of the initialization method was obtained by a set of simpler tests, also in view of the huge computational effort involved. For each possible pair of classes, the related samples were extracted from the database and formed a limited training set; the results yielded by the VQ-based initialization (Table I) were compared with those obtained by a set of ten random networks trained on the same data subsets. Training runs stopped when attaining correct classification of all samples, or when reaching a limit on the number of epochs. The algorithm used for BP optimization (AMBP) is presented in [9] . Fig. 2 gives the best case number of epochs at convergence for the random networks and the corresponding performance of the VQinitialized network. The 3 marks indicate either failure or convergence beyond 1000 epochs; the grayed cells point out the unsuccessful cases in which random initialization prevailed. VQ-based initialization performed better than the best random case in about 69% of cases. This represents a satisfactory result also given the complexity of the problem involved. In practice, the proposed initialization allows one to refine the basic VQ training process even to a zero training error by a standard BP optimization at a limited cost.
A crucial issue about the practical relevance of the results concerns the generalization performance of the trained networks. In fact, the VQ-based initialization does not affect the classifier's VC-dim, hence theory does not predict a difference in generalization ability with respect to the randomly initialized networks. On the other hand, as the VQ classifier per se delivered a rather high expressive power (>98%), one might concern that further training just stimulated overfitting phenomena. Therefore, a different "test" set of 60 000 handwritten digits was used to compare the overall classification errors for the various initializations empirically. The comparison considered the performances of the VQ (alone), of the VQ + CBP, and of the randomly initialized network, respectively. Fig. 3 presents graphically a sample of the generalization results; similar achievements were observed for all possible pairs of digits and are not reported for brevity. Empirical evidence pointed out a significant reduction in generalization error when enhancing the basic VQ classifier by means of CBP training; the increase in performance appears quite satisfactory when considering the application domain, in which enhancing overall generalization accuracy beyond 97% often proves very difficult. Finally, the entire digit test set (10-class problem) was processed by the huge networks including the 200 prototypes and involving all training samples; the measured generalization errors (VQ alone: 1.83%, random-init CBP: 0.79%, VQ-init CBP: 0.785%) confirm the results obtained in the dual-class subproblems.
Thus experimental data validate the proposed initialization method, as its ultimate effect is to speed up convergence without affecting generalization ability. In order to explain intuitively such a result, we conjecture that VQ-based initialization is not merely effective in decreasing the initial training error, but also provides the optimization process with a "reasonable" starting point that ultimately enhances generalization performance.
IV. CONCLUSIONS
The unifying view of the MLP and VQ fields opens new and interesting vistas for integrated neural models, in particular, for training algorithms. This letter has described an analytical technique to initialize MLP weights with VQ prototypes; the method's validity was confirmed experimentally in a complex domain. Clearly, as is the case with any initialization technique, it cannot be guaranteed that the proposed procedure will apply to any classification problem. Nevertheless, a specific advantage of the methodology lies in the possibility to evaluate the quality of a particular initialization phase in advance and possibly to reject it altogether. It is worth noting, however, that in practice the method operates successfully in most domains featuring "reasonable" sample distributions.
New Stability Conditions for Hopfield Networks in Partial Simultaneous Update Mode
Donq-Liang Lee 
I. INTRODUCTION
The Hopfield network [1] , [2] is one of the famous neural networks with a wide range of applications, such as content addressable memory [2] , pattern recognition [1] , and combinatorial optimization [10] . In the synthesis of such a network, ensuring a convergence of the state trajectories starting from arbitrary initial state to a fixed point is of particular importance. Such a convergence property is the basis for the potential applications of the network. Afterwards many researchers have focused on the following two distinct update modes: 1) asynchronous (or serial) mode, in which a neuron is chosen at random and then its value is updated and 2) synchronous (or fully parallel) mode, where all of the neurons are simultaneously updated. Sufficient conditions for global convergence of above two update modes have been extensively studied [1] , [4] , [10] - [12] . However, the characteristic of Hopfield networks in other update mode has received little attention in previous literatures. Cernuschi-Frías [3] has presented a partial simultaneous updating (PSU) concept. In each update cycle, he considers updating simultaneously a group of a fixed number of neurons. Each of these groups is referred to as a "macroneuron" in [3] . The sufficient conditions on the corresponding connection matrix as to ensure global stability have been derived. However, it is found by our experiment that, even with a connection matrix satisfying the conditions in [3] , the PSU sequence may converge to limited cycles. It means that oscillation may occur. In this letter, the concept of partial simultaneous updating (PSU) in Hopfield networks is first reviewed. An example is given to illustrate the oscillation phenomenon described above. Then, new conditions ensuring global convergence of a Hopfield network in PSU mode are given. The difference of the obtained results with those derived in [5] is demonstrated by another example.
II. REVIEW OF PREVIOUS RESULTS
Consider a Hopfield network consisting of n fully connected twostate neurons X 2 f01; 1g n . Let T = [tij ] denote the connection matrix of this network. Then the asynchronous updating cycle of the network is determined by the following equation: 
The ith macroneuron is updated according to
specifically, each neuron is updated as
Since a group of neurons is updated each time, the Hopfield network is said to be operated in the partial simultaneous updating (PSU) mode. Furthermore, define the matrix T to be composed of the blocks Tij's. Then, the result in [3] indicates that a Hopfield network in PSU mode is globally stable if its matrix T satisfies 1) T ij = (T ji ) T for all i 6 = j and 2) T ii : nonnegative definite but not necessarily symmetric.
In other words, the matrix T is not necessarily symmetric. As shown in [3] the macroneuron concept permits a little relaxation on the symmetry hypothesis [1] of the connection matrix. However, it is found by our experiment that, even with a matrix T that satisfies conditions 1) and 2), the PSU sequence may converge to limited cycles.
III. STABILITY OF HOPFIELD NETWORKS IN PSU MODE
Following is a counter-example to conditions 1) and 2). 
:
Note that in this case there are only two macroneurons (M = 2, q1 = q2 = 3) and the system is structural the same as the intraconnected bidirectional associative memory (IBAM, [8] , [9] ). The main difference is that the latter uses the outer product rule [8] to encode matrices T11, T12, and T22. , for t 6: It is obvious that a limited cycle of period (length) six occurs. Moreover, we test the network with all 64 (2 = 64) possible bipolar states in the state space. It is found that all 64 states converge to the limited cycle described above. We can thus summarize that a PSU sequence may converge to a limited cycle even if conditions 1) and 2) hold. In fact, in this example there is no fixed point within the entire state space of the network.
IV. NEW STABILITY CONDITIONS
In [5] and [6] sufficient conditions ensuring global convergence of asymmetric Hopfield networks in serial and fully parallel modes are both given. New stability conditions for a Hopfield network in PSU mode can be derived on the basis of these results. First we examine the following lemma. (N = 4) . Moreover, assume it is operated in the following fully parallel mode, i.e., which are nonnegative and positive definite matrices, respectively. Since the condition (10) in Theorem 1 hold, the network is globally stable in this case. No modification of T required. Same test as above was performed, it is found that all of them converge to a fixed point.
No limited cycle appears. From this example it is obvious that, compared with the result of fully parallel mode case [5] , [6] . Theorem 1 permits a little relaxation on the lower bound of the main diagonal elements of the connection matrix.
V. CONCLUDING REMARKS
The stability property has been studied, for Hopfield networks whose neurons are updated in PSU mode. An example was given to show that the state of Hopfield network may converge to limited cycles even if one use a connection matrix satisfying the condition derived in [3] . Then, new sufficient conditions ensuring global convergence of a Hopfield network in PSU mode are derived. They provide milder constraints on the connection matrix than those derived for the fully parallel mode case [5] . network to solve the travelling salesman problem (TSP). The parallel processing as a result of hardware implementation offered by the Hopfield network [2] allows the potential of high-speed problem solving required in many practical situations. While the Hopfield network provides us with a powerful new tool to solve a variety of combinatorial optimization problems, previous research shows that there is difficulty in choosing some penalty parameters associated with the energy function [3] , and a tedious trial-and-error process is inevitable in order to obtain feasible solutions. Moreover, the steepest descent dynamics of the method often leads to local minima of the energy landscape, which limits the network's potential to solve more complex or larger scale problems.
To alleviate the shortcomings of the Hopfield network described above, nonlinear or chaotic dynamics has been introduced by various researchers, and applied to solve some combinatorial optimization problems with encouraging results. Inspired by biological neurons with chaotic characteristics, Aihara et al. [4] created a chaotic neural network (CNN) consisting of neurons capable of exhibiting chaotic behaviors induced by refractoriness (or self-coupling). The TSP was solved with this method [5] , [6] and the efficiency and solution quality were both superior to the traditional Hopfield network. Nozawa [7] derived a CNN by using an Euler discretization on the Hopfield model, with an addition of a large self-feedback term, and was shown to be equivalent to Aihara's CNN. The TSP was solved to show the model's effectiveness in optimization over other stochastic approaches. Chen and Aihara [8] introduced a kind of chaotic simulated annealing (CSA), which consists of a transiently chaotic phase for global minimum searching, followed by a stable and convergent phase. Its improved optimization ability is evident in solving the TSP and a machine maintenance problem [8] , and the N -queen problem [9] . On theoretical fronts, Chen and Aihara [10] derived proofs for the existence of strange attractors and network stability conditions, and recently Tokuda et al. [11] , [12] suggested the dynamical phenomenon of crisis-induced intermittency to be the underlying mechanism for the chaotic switching among local minima (or "chaotic search").
Wang and Smith [13] developed another CSA approach by varying the timestep of an Euler discretized Hopfield network. The timestep acts as the bifurcation parameter which controls the network dynamics, which is analogous to the temperature parameter in the traditional stochastic simulated annealing. As the timestep is gradually decreased, the network dynamics undergoes a reverse bifurcation process which provides a transiently chaotic phase for searching, followed by a stable phase for convergence. Computational studies in solving the N -queen problem show that this is a promising tool for optimization [14] , and is comparable to Chen and Aihara's method [8] .
Another approach to studying the role of chaos in the Hopfield network for solving combinatorial optimization problems is the injection of chaotic noise into the network. Since this method relies on externally generated chaotic noise, it can be regarded as an external approach, in contrast with the internal approaches described in previous paragraphs where the chaotic dynamics is generated internally. Zhou et al. [15] added a chaotic time series generated by the Henon map into the Hopfield network and solved the 100-city TSP problem with superior optimization ability and solution quality to the Boltzmann machine. Hayakawa et al. [16] used the logistic map with different values of the bifurcation parameter as noise, and studied its impact on solving optimization problems. Some values of the bifurcation parameter were found to offer better optimization ability, and the short time correlation within the chaotic noise was observed to carry a functional role. To further study the local minima searching dynamics of the network in the presence of chaotic noise, Asai et al. [17] injected various types of chaotic noise into the Hopfield network. When compared to random noise, an improved wandering among local minima and an ability to trace the optimal solution was observed when correlated noises generated by chaotic maps are used. As another attempt to study the relevant structure or correlation carried by the noise toward improving optimization, Hasegawa et al. [18] solved the TSP by adding different surrogates of the logistic map as noise into the Hopfield network. Comparisons showed that noises preserving the autocorrelation of the chaotic noise offer similar improvements to optimization performance.
Most researchers are concerned with investigating how chaos can benefit neural-network performance, and how the performance is affected by problem size and complexity. The significance of this paper is the introduction of a well-defined framework for comparison of different chaotic approaches. Only when we establish a common framework can the chaotic structures and their role in the optimization of each approach be understood. The key to the proposed framework is the introduction of an extra energy term into the computational energy of the Hopfield model, which takes different forms for the different CNN's described above. In the following section, the traditional Hopfield network optimization formulation is reviewed, followed by the introduction of our proposed framework, which is then applied to various CNN models.
II. THE ENERGY FRAMEWORK
A. The Hopfield Network and the Modified Energy
According to Hopfield [2] , a computational energy E Hop is associated with the network state x x x; which is given by 
where w w w is the weight matrix, I i is the firing threshold of neuron i; is a positive constant and f is a continuous activation function with x i (t) = f (y i (t)); y i being the internal state of neuron i: Typically, the sigmoidal function is used xi(t) = 1 1 + e 0y (t)=" (2) where " is the constant controlling the steepness of the sigmoidal curve. To simplify notations, x i = x i (t) and y i = y i (t): If w w w is symmetric and f 01 (xi) is monotonously increasing, then an updating rule that guarantees dE=dt 0, and dE=dt = 0 , dy i =dt = 0; 8i is given by [2] dyi=dt = 0@E=@xi:
Applying ( 
or simply E = E Hop + H, where the function H is the additional term that, upon using the updating rule (3), gives rise to various CNN models, including both external and internal means of chaos generation. Hence, for any particular CNN model, the general dynamics of the network can be attributed to the chosen form of H, which acts as a modifier to the Hopfield energy landscape. This allows us to examine and compare various CNN models in a unified framework. In this letter, three models are chosen, namely the Chen and Aihara model with self-feedback CSA, the Wang and Smith model with timestep CSA, and the chaotic noise model, as examples to show how they can be brought together and examined with a new perspective.
B. The Chen and Aihara Model
We first look at Chen and Aihara's transiently chaotic neural network (TCNN) with CSA [8] . The updating rule for yi is y i (t + 1) =ky i (t) + N j=1;j6 =i w ij x j (t) + I i 0 z(t)(xi(t) 0 I0) (6) with (2) and z(t + 1) = (1 0 )z(t)
where w is symmetric and wii = 0;z(t)( 0) is the self-feedback connection weight; (0 1) is the damping factor; and I0
is a positive parameter. With some chosen parameters and initial neuron states, (2), (6) , and (7) together determine the dynamics of the network. A sufficiently large value of z is used such that the selfcoupling is strong enough to generate chaotic dynamics for searching for global minima. It is then gradually decayed according to (7) (or other decaying schemes) such that the system becomes convergent to a stable fixed point. The conditions for the existence of chaos and fixed point stability were given by Chen and Aihara [10] . Now, if we cast this model into the proposed energy framework 
which carries the same form as (6) . If (t) is decayed similarly to (7), then the following relationships hold:
1 0 1t = k; 1t = ; 1t(t) = z(t); I0 = 1 2 :
Although the particular expression of H chosen here is by no means unique, its required form solely depends on the given CNN model. In later parts, we show that different means of chaos generation require different forms of H: For the Chen and Aihara CSA model, it takes on a quadratic form as expressed in (8) . H CA is convex, and hence drives x x x toward the interior of the hypercube.
This driving force is diminished as H CA ! 0 when (t) ! 0:
This process is in fact the hysteretic annealing studied by Eberhardt et al. [19] and Gee [20] , which is aimed at improving 0-1 solution qualities. Here, it modifies the original Hopfield energy landscape to accommodate transient chaos. Further research should investigate how this modified energy landscape perspective could be related to the recent accounts of the "chaotic search" by global bifurcation structures [11] , [12] .
C. The Wang and Smith Model
This model uses a decreasing timestep, 1t; as the bifurcation parameter of the CSA scheme [13] . The difference equations governing the network dynamics are y i (t + 1) = 1 0 1t y i (t) + 1t j w ij x j (t) + I i (12) and 1t(t + 1) = 1t(t) (13) where 0< < 1: Note that (12) By looking at (17), we can see that the timestep CSA process is transformed into a fixed-timestep but decaying energy scenario. This is different from the Chen and Aihara CSA model where the energy modifier HCA is the only decaying element of the annealing process. In comparison, HWS has a scaling effect to EHop without changing its shape, while H CA contributes to E Hop and causes a temporary deformation to the energy landscape. However, the specification of the combinatorial problem is unchanged, as the asymptotic shape of the energy landscape is the same as E Hop :
D. Models with Chaotic Noise
In this section we consider Hopfield networks with external chaotic noise. The network dynamics is given by the following equation: y i (t + 1) = 1 0 1t y i (t) + 1t j wijxj (t) + Ii + i(t) : (19) This is basically the original Hopfield model, except that the noise term i (t) is added, which is usually a normalized time series. A typical choice for i (t) is the logistic map for its simple and general dynamic properties. The chaotic time series are fed to the neurons using different initial conditions. As in other models, the sigmoidal input-output function (2) can be used.
Following similar procedures as previous sections, the energy modifier function H is H = 0 i i(t)xi(t): (20) H represents a chaotic time-varying perturbation to the Hopfield energy landscape EHop: Compared to the two internal models described previously which have quadratic forms of H, this external model has a linear form of H: This may account for the superior optimization performance of the two internal approaches as seen in computational comparisons [14] . Another reason for the usefulness of chaotic perturbations could be the fact that a chaotic time series has the peculiar property of never repeating itself exactly, thus H acts as a dynamically rich perturbation function that invokes chaotic undulations to the energy landscape. As long as the perturbation is small compared to EHop, we can make sure the problem specification is unchanged, and at the same time providing a means to avoid the trappings of local minima.
III. CONCLUDING REMARKS
There are many existing approaches to incorporating chaos into Hopfield networks. While some studies have compared the different approaches [14] , [18] , a true comparison is difficult when the underlying chaotic mechanism is different. In this paper we have proposed a unified framework in which these chaotic models can be placed and compared. An energy modifier is added to the original Hopfield energy to form a new energy landscape that admits various chaotic dynamics. The significance of this is the provision of a means to classify existing CNN models and study the network dynamics in a new perspective. Two models with internal approaches to chaos are used as examples. One employs self-feedback connections to facilitate CSA, with a hysteretic annealing approach to the energy modifier. The other one uses a variable timestep for CSA, with an energy modifier that performs a time dependent scaling to the Hopfield energy landscape. Both energy modifiers are found to be quadratic, which can be a common feature for all internal approaches to chaos. The CSA process is described as a temporary deformation to the energy landscape but asymptotically preserving its shape. A model with external chaotic noise is also studied and its energy modifier is shown to cause chaotic energy perturbations that allow the network dynamics to avoid local minima. The energy modifier for this noise approach is linear in form, which we suggest may be the reason for its lesser optimization ability when compared to models with internal approaches. Using the proposed framework, different CNN models are all studied with a global perspective with the introduction of the energy modifier to the original Hopfield energy. Already this framework has allowed observations that the Chen and Aihara method is equivalent to adding logistic maps to the Hopfield energy function, and operates like hysteretic annealing. It is hoped that this framework approach can serve as a potential starting point for identifying new models of CNN, as well as help to provide additional insights into the existing models.
