Tabu Search is a meta-heuristic approach successfully used to address optimization problems in several contexts.
Introduction
Recently some researchers have investigated the use of Genetic Programming (GP) to estimate software development effort [2] [12] . GP is a search-based approach inspired by evolutionary biology, and used to address optimization problems. There exist other search-based techniques that have been found to be very effective in solving numerous optimization problems. In particular, Tabu Search (TS) has been successfully applied within the context of software engineering (e.g., [5] [11] [13] ). To the best of our knowledge only one case study to date has assessed the usefulness of TS for estimating software development effort [7] , using a publicity available dataset (the Desharnais dataset). However, it is widely recognized that many software and Web companies for various reasons do not have their own single-company datasets [15] . Therefore investigating the effectiveness of TS using a cross-company dataset seems a reasonable research question to investigate. In addition, the datasets employed in previous studies did not include data on Web projects. Thus, the contribution of this paper is to investigate the effectiveness of TS for effort estimation, by employing data on Web projects from the Tukutuku database [16] , which has been widely used in the field of Web effort estimation (see e.g., [15] [16] ). Furthermore, as benchmark, we used Manual StepWise Regression (MSWR) and CaseBased Reasoning (CBR) due to their frequent use in Web & software effort estimation studies (e.g., [1] [17] [19] ), Bayesian Networks (BN) as used in [16] , and the mean effort and the median effort of the training sets.
The results of our empirical analysis revealed that the choice of the objective function may influence the accuracy of the achieved estimate. Indeed, in our case study we employed two objective functions based on widely used indicators of effort prediction accuracy (i.e., Mean of Magnitude of Relative Error (MMRE) and Median of Magnitude of Relative Error (MdMRE) [4] ). MMRE has been previously used as objective function of search-based methods for effort estimation [2] [7] , while MdMRE was never used before. Our results suggest that the use of MdMRE as objective function could be a better choice since its use allowed us to obtain significantly better estimates than the ones achieved with MMRE.
The remainder of the paper is organized as follows. Section 2 provides a brief description of TS conceived for estimating software development effort. Section 3 presents the experimental method we employed while the results of the empirical analysis are summarized in Section 4. Section 5 discusses the validity of the study we carried out. Related work are reported in Section 6. Final remarks and future work conclude the paper.
The estimation method
Tabu Search (TS) is an optimization method proposed originally by Glover to overcome some limitations of Local Search [8] . It is a meta-heuristic method that relies on adaptive memory and responsive exploration of the search space. To apply TS we have to perform the following steps: x define a representation of possible solutions;
x define the neighborhood; x choose an objective function to evaluate solutions; x define the tabu list, the aspiration criteria, and the termination criteria. First of all, observe that an effort estimation process can be formulated as an optimization problem, where we have to search for the model that provides the most accurate estimates, i.e. the ones that minimize the difference between estimate and actual effort. Thus, a solution consists of a model described by an equation that combines several factors:
where f i and c i represent the values of the i th factor and its coefficient, respectively, C represents a constant, while op i represents the i th operator. We took into account the set { + , -, *} for our analysis.
The search space of TS is represented by all the possible equations that can be generated assigning the values for c i , C, and op i . The initial solution is randomly generated. Next, starting from the current solution, at each iteration the method applies local transformations (moves), defining a set of 70 neighboring solutions. In particular, each neighbor of a solution S is obtained applying a move as follows: 1. change each coefficient c i of expr S with probability ½; the new coefficient is calculated by applying an arithmetic operator, chosen randomly in the range {+, *, -, /}, to c i and a number r, chosen randomly in the range ]0,1]; 2. change the constant factor C of expr S with probability ½ in the same way coefficients are changed; 3. change each operators op i of expr S with probability ½ by selecting another operator in {+,í, ·}. The current solution is compared with its neighboring solutions, to decide whether or not a move to a better neighboring solution has to be performed. This is performed by exploiting an objective function able to evaluate the accuracy of the solution (i.e., the estimation model). Several accuracy measures are usually taken into account to compare effort estimation models. All are based on the residual, i.e. the difference between the predicted and actual effort. Among them, we used as objective function: MMRE and MdMRE [4] , whose definitions are reported in the next section.
Thus, when the objective function value achieved by a neighboring solution is less than the one achieved by the original solution, the latter is replaced and the neighboring solution is used in the next iteration to explore a new neighborhood. Otherwise, the search continues by generating other moves starting from the original solution. To avoid loops and to guide the search far from already visited portions of the search space, the recently visited solutions are marked as tabu and stored in a tabu list. Since only a fixed and fairly limited quantity of information is usually recorded in the tabu list [8] , at each iteration the tabu list contains at most seven tabu equations. In order to allow one to perform tabu move, we employed the most commonly used aspiration criterion, namely we permit a tabu move if it results in a solution with an objective function value better than the one of the current best solution. The search is stopped after a fixed number of iterations (i.e., 2000) or after some number of iterations (i.e., 250) that do not provide an improvement in the objective function value.
Case study design
This section presents the design of the case study we carried out to assess the effectiveness of the proposed TS in estimating software development effort. The goals of the empirical investigation were: x assessing the effectiveness of TS in estimating Web application development effort; x comparing the estimates achieved by applying TS with the estimates obtained with widely and successfully employed estimation methods, such as MSWR and CBR, and BN, as used in [16] .
Data set description
The data used in this paper came from the Tukutuku database [16] . This database is part of the Tukutuku project, which aims to gather data from completed Web projects, to develop Web cost estimation models and to benchmark productivity across and within Web Companies. The Tukutuku database includes information on Web hypermedia systems and Web applications. The former are characterized by the authoring of information using nodes (chunks of information), links (relations between nodes), anchors, access structures (for navigation) and its delivery over the Web. In addition, typical developers are writers, artists, and organizations that wish to publish information on the Web and/or CD-ROMs without the need to use programming languages such as Java. Conversely, the latter represent software applications that depend on the Web or use the Web's infrastructure for execution and are characterized by functionality affecting the state of the underlying business logic. Web applications usually include tools suited to handle persistent data, such as local file system, (remote) databases, or Web Services. Typical developers are young programmers fresh from a Computer Science or Software Engineering degree, managed by more senior staff. This database has data on 195 projects, where: x Projects came mostly from 10 different countries, mainly New Zealand (47%), Italy (17%), Spain (16%), Brazil (10%), United States (4%), England (2%), and Canada (2%). x Project types are new developments (65.6%) or enhancement projects (34.4%). x About dynamic technologies, PHP is used in 42.6% of the projects, ASP (VBScript or .Net) in 13.8%, Perl in 11.8%, J2EE in 9.2%, while 9.2% of the projects used other solutions. The remaining projects used only HTML and/or Javascript. x Each Web project was characterized by process and product variables as described in Table 1 . Within the context of the Tukutuku project, a new high-effort feature/function requires at least 15 hours to be developed by one experienced developer, and a high-effort adapted feature/function requires at least 4 hours to be adapted by one experienced developer. These values are based on collected data.
Summary statistics for the numerical variables are given in Table 2, while Table 3 summarizes the number and percentages of projects for the categorical variables. Note that all categorical variables are binary, and for our analysis their values have been coded using positive integers, namely 1 (for "new" and "no") and 2 (for "enhancement" and "yes"). 
Validation Method and Evaluation Criteria
A validation process is required to verify whether the investigated estimation techniques give useful estimations of the actual development efforts. To this aim, we performed a "hold-out validation" approach [9] . This approach splits the original dataset into two completely distinct datasets, namely the training and validation sets, where the former is used to train the estimation techniques and the latter to test them by assessing the evaluation parameters. In particular, we used two different splits of the original Tukutuku dataset to build estimation models using TS and to evaluate their goodness. Note that we used the same splits employed by Mendes et al. [16] to compare the results obtained using TS with those obtained with MSWR, CBR, and BN. In particular, each training set was obtained by randomly selecting 130 observations from the original 195 projects of the Tukutuku database, while the remaining 65 observations were included in the validation set. A set of 195 observations is considered to be good, given that most studies in Web effort estimation use sets with no more than 20 entries. Concerning the evaluation of the estimation methods, we performed a preliminary analysis by using some summary measures, namely MMRE, MdMRE, and Pred(25) [4] . They are based on the evaluation of the Magnitude of Relative Error [4] 
The Prediction at level l [4] is defined as Pred(l) = k/n (3) where k is the number of observations whose MRE is less than or equal to l, and n is the total number of observations in the validation set. Generally, a value of 25 for the level l is chosen. In other words, Pred(25) is a quantification of the predictions whose error is less than 25%. According to [4] , a good effort prediction model should have a MMRE0.25 and Pred(25)0.75, meaning that at least 75% of the predicted values should fall within 25% of their actual values.
We also used the Magnitude of Relative Error relative to the Estimate (EMRE) as suggested by Kitchenham et al. [9] . The EMRE has the same form of MRE, but the denominator is the estimate, giving thus a stronger penalty to under-estimates: EMRE = (|EFreal-EFpred|)/EFpred (4) As with the MRE, we can also calculate the mean EMRE (MEMRE) and Median EMRE (MdEMRE).
Moreover, we exploited boxplots of absolute residuals (|EFreal -EFpred|) since they can give a good indication of the distribution of residuals and can help to explain summary statistics (i.e., MMRE and Pred(l)). Indeed, boxplots provide a quick visual representation to summarize the data, using five values: median, upper and lower quartiles, minimum and maximum values, and outliers [9] .
In order to verify whether the estimates obtained with TS are characterized by significantly better accuracy than the considered benchmarks (i.e., MSWR, CBR, and BN) we statistically analyzed the absolute residuals, as suggested in [9] . Since (i) the absolute residuals for all the analyzed estimation methods were not normally distributed (as confirmed by the Shapiro test [18] for non-normality), and (ii) the data was naturally paired, we employed a nonparametric test -the Wilcoxon test [3] -setting D=0.05.
This test checks whether pairs of data come from the same population.
Following the suggestion of Mendes and Kitchenham [15] , we also compared the results obtained with TS with those achieved using two models based on the mean effort (i.e., MeanEffort) and median effort (i.e., MedianEffort) as predicted values, respectively. The aim was to have a benchmark to assess whether the estimates obtained with a prediction technique are significantly better than estimates based on the mean or median effort. Indeed, if it is not the case the technique cannot be transferred to industry since there would be no value in dealing with complex computations compared to simply using as estimate the mean or the median effort.
Results and discussion

Estimates obtained with Tabu Search
The results in terms of MMRE, MdMRE, Pred(25), MEMRE, and MdEMRE obtained with TS are shown in Table 4 and Table 5 , where TS1 and TS2 denotes the application of TS using MMRE and MdMRE, as objective function. We can observe that they do not fit the thresholds suggested by Conte et al. [4] .
Moreover, we can note that TS with MdMRE as objective function (i.e., TS2) provided the best results in terms of summary measures (except for MMRE values) for both validation sets. These results are confirmed by the boxplots in Figure 1 . Indeed, concerning Split 1 TS2 has a median more close to zero and box length and tails less skewed than the others. As for Split 2, the box length and tails of TS1 are slightly less skewed than the ones of TS1 and the median of TS2 is very close to the one of TS1.
In order to verify if the differences observed using summary measures and boxplots of absolute residuals were legitimate or due to chance, we also checked the statistical significance of the results by applying the Wilcoxon test on the absolute residuals. The results for the first and the second validation set are reported in Table 6 , respectively, where "Yes" in a cell means that the technique indicated on the row is significantly superior to the one indicated on the column. These results showed that the absolute residuals achieved based on TS2 were significantly better than those obtained using TS1 (p-values < 0.002).
Thus, in the next section we perform the comparison with the other estimation techniques by taking into account the results obtained with TS2. 
Comparison with other techniques
In this section, we compare the results achieved using TS2 with those obtained by Mendes in [16] when applying MSWR, CBR, and BN, using the same validation sets. Table 7 (last page of the paper) reports the MMRE, MdMRE, Pred(25), MEMRE, and MdEMRE obtained in [16] We adopted the following acronyms: BNAuHu (BN automatically generated using the Hugin Bayesian Network tool), BNHyHu (BN Hybrid model using Hugin), MSWR, CBR1(CBR using one analogy), CBR2 (CBR using two analogies), CBR3 (CBR using three analogies), MeanEffort (Mean value of the effort in the dataset), MedianEffort (Median value of the effort in the dataset). Details on how these models were created can be found in [16] .
The summary measures MMRE, MdMRE, Pred(25), MEMRE, and MdEMRE suggest that, for both validation sets, TS2 provided better results than the other techniques, even though they do not fit the thresholds suggested by Conte et al. [4] . Moreover, even if all the techniques outperform MeanEffort, only TS2 and MSWR are characterized by better prediction accuracy than MedianEffort. Figure 2 shows boxplots of absolute residuals, obtained for the first validation set. The analysis of these boxplots confirms the patterns above mentioned. Indeed, even though the boxplots of absolute residuals of TS2 and MSWR are very similar and their medians are very close, the distribution of TS2 is less skewed than MSWR's distribution. The boxplots of absolute residuals also suggest that the estimations provided by CBR1, CBR2, CB3, and BNAuHu are worse that those obtained by using TS2, BNHyHu, and MSWR. As for the second validation set, the boxplots of absolute residuals are shown in Figure 3 The analysis of these boxplots confirms the results provided above. Indeed, the median of the boxplots of absolute residuals for TS2 and MedianEffort are very similar and their distributions are less skewed than those of the other boxplots. Differently from the first validation set, the boxplots of absolute residuals also revealed that the results obtained with BNHyHu are worse than those obtained with the other techniques.
In order to verify if the differences observed using summary measures and boxplots are legitimate or due to chance, we again, we applied the Wilcoxon test (D = 0.05). The results, reported in Tables 8 and 9 (last page of the paper), lead us to the following observations: 1. The predictions of TS2 are significantly superior to those obtained with all the other techniques on the second validation set. With the first one, the predictions of TS2 are significantly superior to all the techniques but MSWR; 2. All the estimations obtained using the analyzed techniques (except for BNAuHu for the first validation set) are significantly superior to those using MeanEffort. Thus, for a company, it is better to use a prediction technique instead of using the simple mean effort of the previous projects. 3. Only TS2 and MSWR provided significantly superior accuracy to MedianEffort. Thus, to summarize, regarding the research goals, the results of our empirical analysis revealed that TS did not provide estimate accuracy fitting the thresholds suggested by Conte et al. in [4] . However, TS has achieved significant better results than CBR for both validation sets. Moreover, TS provided significant better estimations than MSWR for the second validation set and better summary measures for the first validation set. These results are interesting since CBR and MSWR are two widely employed estimation techniques. Furthermore, TS has provided significant better results than BN, previously employed on the considered validation sets. Finally, we observed that the choice of the objective function to be employed with TS affected the accuracy of the obtained estimates. Indeed, the analysis revealed that the use of MdMRE as objective function provided significant better estimations than the use of MMRE.
Threats to validity
Several factors can bias the validity of empirical studies. Here we consider three types of validity threats: Construct validity, related to the agreement between a theoretical concept and a specific measuring device or procedure; Conclusion validity, related to the ability to draw statistically correct conclusions; External validity, related to the ability to generalize the achieved results.
As highlighted by Kitchenham et al. [10] , in order to satisfy construct validity a study has "to establish correct operational measures for the concepts being studied". The size measures and cost drivers used in the Tukutuku database and therefore in our study have been obtained from the results of a survey investigation [17] , using data from 133 on-line Web forms aimed at giving quotes on Web development projects. In addition, these measures and cost drivers have also been confirmed by an established Web company and a second survey involving 33 Web companies in New Zealand. Consequently, it is our belief that the variables identified are measures that are meaningful to Web companies and are constructed from information their customers can provide at a very early stage in the project development.
In relation to the conclusion validity we carefully applied the statistical tests, verifying all the required assumptions. Moreover, we used a medium size dataset in order to mitigate the threats related to the number of observations composing the dataset. Nevertheless the use of only two splits can introduce some biases that could be overcome replicating the study using a k-fold cross validation with k > 2.
The dataset used in this investigation comprises data on projects volunteered by individual companies, and therefore it does not represent a random sample of projects from a defined population. This means that the results of this study only apply to the companies that volunteered data to the Tukutuku database, and other companies that develop Web applications with similar characteristics to those used herein. This represents an important external validity threat that can be mitigated only replicating the study taking into account data from other companies. Indeed, this is the only way to get a generalization of the results. However, we believe that Web companies that develop projects with similar characteristics to those used in this paper may be able to apply our results to their Web projects.
Related work
To the best of our knowledge, only one case study was performed to assess the use of TS for estimating software development effort while some empirical investigations were performed to assess the effectiveness of GP. In particular, we carried out a preliminary case study by applying TS on the Desharnais dataset. Differently from this work the employed dataset was single company and did not contain Web applications. Moreover, only MMRE was employed as objective function. The obtained results showed that TS had comparable performances with respect to SWR and CBR and motivated us to further investigate TS. The present case study extends the results of the original investigation showing that TS can provide superior results than SWR and CBR when applied on We applications.
As for evolutionary algorithm proposals, GP was employed by Dolado [6] in order to automatically derive equations alternative to multiple linear regression. The aim was to compare the linear equations with those obtained automatically. GP was run a minimum of 15 times and each run had an initial population of 25 equations. Even if in each run the number of generations varied, the best results were obtained with three to five generations and by using Mean Squared Error (MSE) [4] as objective function. As dataset, 46 projects developed by academic students were exploited. It is worth noting that the main goal of Dolado work was not the assessment of GP but the validation of the component-based method for software sizing. However, he observed that GP provided similar or better values than regression equations. Burgess and Lefley [2] assessed the use of GP for estimating software development effort in a case study that employed the Desharnais dataset [4] . The main parameters they used for GP were: an initial population of 1000, 500 generations, 10 run, and an objective function designed to minimize MMRE. Successively, Shepperd and Lefley [12] also assessed the effectiveness of GP and compared it with several estimation techniques such as LR (Linear Regression), ANN (Artificial Neural Networks), and CBR. As for the GP setting they applied the same choice of Burgess and Lefley [2] , using a cross-company dataset (i.e., Finnish Dataset [12] ). Their results showed that no single method provided superior estimates; however, GP performed consistently well.
An evolutionary computation method, named Grammar Guided Genetic Programming (GGGP), was proposed in [20] to fit models, and aiming to improve effort estimation accuracy. Data of 423 software projects from the ISBSG database were used to build the estimation models using GGGP and LR. The objective function was designed to minimize MSE, an initial population of 1000 was chosen, the maximum number of generations was 200 and the number of run was 5. The results revealed that GPPP performed better than LR in terms of MMRE and Pred(25).
Conclusions and Future Work
Our analysis has shown that for Web effort estimation using cross company dataset TS can provide superior results to SWR and CBR, which are to date widely used estimation techniques. Moreover, it has revealed that the choice of the objective function may influence the accuracy of the achieved estimate. Indeed, using MdMRE as objective function allowed us to obtain significantly better estimates than the ones achieved with MMRE.
The study can be seen as a starting point for further investigations to be carried out (possibly with also other datasets) by taking into account several different objective functions. Furthermore, it could be interesting to compare the accuracy of TS with other search-based techniques (e.g., Genetic Programming [2] ) since they have many similarities, but also distinguishing features. Finally, it could be interesting to investigate the conditions (such as type of Web applications and type of methodology employed) and/or the characteristics of the dataset so that an estimation technique can provide better results than another [14] . 
