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ON THE ALGEBRAICITY OF THE ZERO LOCUS OF AN
ADMISSIBLE NORMAL FUNCTION
PATRICK BROSNAN AND GREGORY PEARLSTEIN
Abstract. We show that the zero locus of an admissible normal function on
a smooth complex algebraic variety is algebraic.
In Part 2 of the paper, which is an appendix, we compute the Tannakian
Galois group of the category of one-variable admissible real nilpotent orbits
with split limit. We then use the answer to recover an unpublished theorem of
Deligne, which characterizes the sl2-splitting of a real mixed Hodge structure.
1. Introduction
Let S¯ be a complex manifold and H be an integral variation of pure Hodge
structure of weight w < 0 which is defined on a Zariski open subset S of S¯.
M. Saito [Sai96] defines an admissible normal function on S with respect to S¯ to be
an extension class
0→ H→ V → Z(0)→ 0 (1.1)
in the category VMHS(S)ad
S¯
of variations of mixed Hodge structure on S which are
admissible relative to S¯ (see loc. cit.). Via Carlson’s formula [Car87], an admis-
sible normal function corresponds to a holomorphic section ν : S → J(H) of the
associated family of generalized intermediate Jacobians J(H) → S which satisfies
a version of Griffiths horizontality and has controlled asymptotic behavior near the
boundary of S in S¯. The purpose of this paper is to prove the following.
Theorem 1.2. With the above conventions, let ν : S → J(H) be an admissible
normal function with respect to S¯. Let Z = Z(ν) = {s ∈ S : ν(s) = 0} denote the
zero locus of ν. Then the topological closure of Z in S¯ is a closed analytic complex
subspace of S¯.
In this paper we use the notation NF(S,H)ad
S¯
to denote the group of normal
functions ν : S → J(H) which are admissible with respect to S¯ as above. If S has
has an algebraic structure, then, by Nagata and Hironaka, there exists some smooth
algebraic compactification S¯. However, for S algebraic the notion of admissibility
is independent of the choice of smooth compactification S¯ of S [Sai96, Remark 1.6
(i)]. Therefore we follow [Sai96] and write NF(S,H)ad instead of NF(S,H)ad
S¯
for
the group of admissible normal functions on S. The following corollary is then
immediate from GAGA.
Corollary 1.3. If S is algebraic then the zero locus of an admissible normal func-
tion ν : S → J(H) is an algebraic subvariety of S.
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For w = −1 the assertion of Corollary (1.3) was a conjecture of Phillip Griffiths
and Mark Green. At least in the case that w = −1, Theorem (1.2) has also been
proved by Christian Schnell [Sch12]. In Schnell’s work it is a consequence of the
existence of a “Ne´ron model” extending the family J(H) → S over S¯. The full
theorem is used in our joint work [BPS] with Christian Schnell where we prove the
generalization of the theorem of Cattani, Deligne and Kaplan to admissible varia-
tions of mixed Hodge structure. The paper [KNU10] by K. Kato, C. Nakayama and
S. Usui indicates a proof of the theorem using the log classifying spaces developed
by those authors.
To prove Theorem 1.2, it suffices (Theorem 3.5) to consider the case that D =
S¯ \ S is a normal crossing divisor. Working locally on S, we are then reduced to
proving the following theorem.
Theorem 1.4. In the context of Theorem 1.2, suppose D := S¯ \ S is a normal
crossing divisor and that p ∈ D is an accumulation point of Z. Then there exists
an open polydisk P ⊂ S¯ containing p and an analytic subvariety A of P such that
A ∩ S = Z ∩ P .
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Overview. The first part of this paper is devoted to the proof of Theorem 1.4.
In section 2 we review and extend the theory of variations of real mixed Hodge
structure in VMHS(∆∗r)ad∆r . These have a very concrete local normal form which
can be expressed in terms of matrix-valued holomorphic functions. We state several
results concerning the asymptotics of these variations in section 2, in particular,
Theorem 2.30 which is a strong boundedness result. Some of the proofs, in par-
ticular the proof of our main boundedness result Theorem 2.30, are deferred to
Section 9.
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In section 3, we reduce the proof of Theorem 1.4 to the analogous statement on
a polydisk. In section 4 we use the results stated in section 2 to give an explicit
system of equations for Z on a punctured polydisk ∆∗r.
The remainder of the first part of the paper is devoted to the proofs of the results
concerning variations of real mixed Hodge structure stated in section 2.
The second part of the paper is an appendix, which proves results of Deligne
on the sl2-splitting stated in an unpublished letter to Cattani and Kaplan [Del93].
We interpret Deligne’s results as the computation of the Tannakian Galois group
of the category Split1 consisting of admissible nilpotent orbits (in one variable)
whose limits are split over R. The group in question is very similar to Deligne’s
group M whose category of representations is the category of real mixed Hodge
structures [Del94a]. Part of this work consists in explaining what a one variable
SL2-orbit is in terms of the representation a real reductive group of rank 3, which
we call the Schmid group. This is probably well-known to the experts and implicit
in Schmid’s [Sch73], but to the best of our knowledge it has not yet been written
down explicitly.
Notation:
— ∆r is a polydisk with holomorphic coordinates s = (s1, . . . , sr);
— ∆∗r ⊂ ∆r is the set of points where s1 · · · sr 6= 0;
— U r ⊂ Cr is the product of upper half-planes;
— Points z = (z1, . . . , zr) ∈ Cr are written z = x+ iy where x = (x1, . . . , xr),
and y = (y1, . . . , yr) ∈ Rr;
— π : U r → ∆∗r is the covering map given by sj = e2πizj for j = 1, . . . , r.
— The underlying vector space of a filtration or mixed Hodge structure is
denoted V . If V is defined over a subring R of C the associated R-module
is denoted VR;
— Elements of GL(V ) act linearly on filtrations of V , e.g. (g.F )p = g(F p).
Elements of GL(V ) act on endomorphisms of V via the adjoint action,
i.e. g.Y = gY g−1.
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the Institute for Advanced Study in 2004–2005, and Pierre Deligne for sharing his
theory of the sl2-splitting. We would also like to thank Christian Schnell for helpful
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us about Hironaka’s paper [Hir77].) We would like to thank Claire Voisin for cor-
recting us on a point related to Lemma 3.6 and Kazuya Kato, Chikara Nakayama
and Sampei Usui for their encouragement and helpful discussions about the several
variable SL2-orbit theorem. Finally, we would like to express our gratitude to the
referee, who read the paper carefully and patiently and helped us considerably to
improve it.
Part 1. Zero Loci of Admissible Normal Functions
2. Admissible variations on the punctured polydisk
Here we collect results about the structure of variations of mixed Hodge structure
on the punctured polydisk ∆∗r which are admissible relative to the polydisk ∆r.
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In this section, all variations of mixed Hodge structure will be variations with real
coefficients and the emphasis will be on asymptotics.
Deligne Gradings. Given an increasing filtrationW of a finite dimensional vector
space V over a field of characteristic zero, a grading of V is a semisimple endomor-
phism Y of V such that, for each index k ∈ Z, Wk is the direct sum of Wk−1 and
the k-eigenspace Ek(Y ) for each index k. By a theorem of Deligne [Del71], a mixed
Hodge structure (F,W ) induces a unique, functorial decomposition
VC =
⊕
r,s
Ir,s(F,W ) or simply
⊕
r,s
Ir,s (2.1)
of the underlying complex vector space VC such that
(a) F p = ⊕r≥p Ir,s;
(b) Wk = ⊕r+s≤k Ir,s;
(c) I¯p,q = Iq,p mod ⊕r<q,s<p Ir,s.
Here F is the Hodge filtration and W is the weight filtration.
In particular, a mixed Hodge structure (F,W ) induces a grading Y(F,W ) of VC by
the requirement that Y(F,W ) acts as multiplication by p+ q on I
p,q. We sometimes
write V r,s instead of Ir,s when this is the only bigrading of V in sight.
Local normal form. Let V be an admissible variation of graded-polarized mixed
Hodge structure over a punctured polydisk ∆∗r with unipotent monodromy Tj =
eNj about sj = 0, with weight filtration W . Let V be any fiber of V and define g
to be the Lie subalgebra of gl(V ) consisting of all elements which preserve W and
act by infinitesimal isometries on GrW V . Then, the limit mixed Hodge structure
(F∞,M) of V induce a mixed Hodge structure on g. We write gr,s the corresponding
decomposition of gC by the I
p,q’s. There is then a a distinguished vector space
decomposition
gC = q⊕ gF∞C , q =
⊕
r<0,s
g
r,s
(F∞,M)
. (2.2)
where gF∞C is the stabilizer of the limit Hodge filtration. Relative to this decompo-
sition, we can then write (cf. (6.11) [Pea00]) the period map
F : U r →M
of the pullback V to the universal cover π : U r → ∆∗r as
F (z1, . . . , zr) = e
∑
j zjNjeΓ(s1,...,sr).F∞ (2.3)
where Γ(s) is a q-valued holomorphic function which vanishes at the origin. This
is called the local normal form of the variation V .
Nilpotent orbits. If V → ∆∗r is an admissible variation of mixed Hodge structure
over the punctured polydisk ∆∗r with local normal form (2.3) then the associated
map
θ(z1, . . . , zr) = e
∑
j zjNj .F∞
fromCr into the “compact dual” ofM is called the nilpotent orbit of V . (See [Pea00]
for the notion of compact dual.)
In general, given a classifying space M with “compact dual” Mˇ, a nilpotent
orbit with values in M is a holomorphic, horizontal map
Fnilp(z1, . . . , zr) = e
∑
j zjNj .F : Cr → Mˇ (2.4)
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such that
(a) N1, . . . , Nr are nilpotent, mutually commuting elements of the Lie algebra
gR := gC ∩ gl(VR);
(b) There exists a constant K > 0 such that
Fnilp(z1, . . . , zr) ∈M
for all z ∈ Cr with Im(zj) > K.
In particular, Fnilp defines a variation of mixed Hodge structure Vnilp on the set of
points in ∆∗r where |sj | < e−2πK . Accordingly, we say that Fnilp is admissible if
Vnilp is admissible.
Via the formula (2.4), a real nilpotent orbit is completely determined by the data
(N1, . . . , Nr;F,W ) consisting of nilpotent operators N1, . . . , Nr on a real vector
space V together with a an decreasing filtration F of VC and a decreasing filtration
W of V .
Remark 2.5. For the remainder of this paper, we will suppress the data of the
graded-polarization when discussing nilpotent orbits.
Given an admissible nilpotent orbit (N1, . . . , Nr;F,W ), define
N(z) =
∑
j
zjNj .
In [Kas86] Kashiwara proved the following results concerning relative weight
filtrations associated to admissible nilpotent orbits. (We refer to loc. cit. for the
notion of a relative weight filtration.)
Theorem 2.6. Suppose (N1, . . . , Nr;F,W ) is an admissible nilpotent orbit. Then
(a) The relative weight filtration M(N(v),W ) exists for every vector v ∈ Rr≥0;
(b) For each subset I ⊂ {1, . . . , r}, let C(I) denote the monodromy cone∑
i∈I R>0Ni in gR. Then the filtration M(C(I),W ) = M(N,W ) is con-
stant for N ∈ C(I);
(c) Let I = {1, . . . , r} and M =M(C(I),W ). Then, (F,M) is a mixed Hodge
structure with respect to which each Ni is a (−1,−1)-morphism. More
generally, if I is a subset of {1, . . . , r} with complement I ′ then
θI = (exp(
∑
j∈I′
zjNj).F,M(C(I),W )) (2.7)
is an admissible nilpotent orbit, and each Ni ∈ I is a (−1,−1) morphism
of the mixed Hodge structure on the right hand side of (2.7);
(d) If I and J are subsets of {1, . . . , r} then
M(C(I),M(C(J),W )) =M(C(I ∪ J),W )
Deligne Systems. Let (N1, . . . , Nr;F,W ) define an admissible nilpotent orbit
and let W 0, . . . ,W r be the sequence of increasing filtrations defined by the re-
quirement that W 0 =W and W j =M(Nj ,W
j−1). Then, by a theorem of Deligne
[Del93, Sch01, BP06], the data (N1, . . . , Nr, Y(F,W r)) defines a sequence of mutually
commuting gradings (in the notation of equation (3.3) of [BP06])
Y r = Y(F,W r), Y
r−1 = Y (Nr, Y
r), . . . . (2.8)
such that Y k grades W k. Furthermore, if (F,W r) is split over R this construction
gives the corresponding gradings of the SL2-orbit theorem [CKS86, KNU08]. More
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precisely, let (Fˆ ,W r) denote the sl2-splitting of (F,W
r), and {Yˆ j} be the corre-
sponding system of gradings. Let Hˆj = Yˆ
j − Yˆ j−1 and Nˆj denote the component
of Nj with eigenvalue zero with respect to ad Yˆ
j−1 for j = 1, . . . , r. Then, each
pair (Nˆj , Hˆj) is an sl2-pair which commutes with (Nˆk, Hˆk).
Our main interest in Deligne systems will be in the grading
Y 0 = Y (N1, Y (N2, . . . , Y(F,W r))) (2.9)
obtained by applying the construction in (2.8) recursively.
Note that the proof of Deligne’s theorem is pure linear algebra. In particular, it
applies to situations that do not necessarily arise from Hodge theory. In the termi-
nology of [Sch01, Definition 2], a finite dimensional vector space V equipped with
a finite increasing filtration W 0 and r commuting nilpotent operators N1, . . . , Nr
and an operator Y r preserving W 0 is called a Deligne system if
(i) W j+1 =M(Nj+1,W
j) exists for j ≥ 0;
(ii) W j+1|W i
ℓ
=M(Nj+1,W
j|W i
ℓ
), for each j and ℓ and each i < j;
(iii) Ni ∈W j−2 End(V ) for i ≤ j and Ni ∈ W j0 End(V ) for i ≥ j;
(iv) Y r splits W r and preserves each W i. Moreover [Y r, Ni] = −2Ni for all i.
Deligne’s theorem [Sch01, Theorem 2], shows that the data (N1 . . . , Nr;W
0) of a
Deligne system gives rise to a system of splittings Y k of the W k as above.
In particular, if we start with an admissible orbit (N1, . . . , Nr, F,W ) and choose
vectors v1, . . . , vd ∈ Rr such that the N(vi) all lie in the closure of the monodromy
cone C({1, . . . , r}) and ∑ri=1 vi ∈ Rr>0, then the data
(N(v1), . . . , N(vd);F,W ) (2.10)
again defines an admissible nilpotent orbit. Thus we obtain a system of gradings
as above and, in particular, a grading Y 0 = Y (N(v1), Y (N(vd), . . . , Y(F,M))) of W .
Remark 2.11. If (F,W ) is a mixed Hodge structure then the data (N = 0, F,W )
determines an admissible nilpotent orbit for which the associated grading (2.9) is
just Y(F,W ).
Splittings. Let (F,W ) be an R-mixed Hodge structure with underlying vector
space V , and gl(V ) =
⊕
a,b gl(V )
a,b be the bigrading (2.1) for the mixed Hodge
structure induced by (F,W ) on the Lie algebra gl(V ). Define
Λ−1,−1(F,W ) =
⊕
a,b<0
gl(V )a,b (2.12)
Then, on account of the defining properties (a)–(c) of the bigrading (2.1) it follows
that
Ip,q(g.F,W ) = g.I
p,q
(F,W )
for all g ∈ exp(Λ−1,−1(F,W )).
Theorem 2.13 (Deligne, Prop. (2.20) [CKS86]). Given an R-mixed Hodge struc-
ture (F,W ) with underlying vector space V , there exists a unique, functorial element
δ ∈ gl(VR) ∩ Λ−1,−1(F,W )
such that (e−iδ.F,W ) is split over R. Every morphism of (F,W ) commutes with
δ; thus the morphisms of (F,W ) are exactly the morphisms of (e−iδ.F,W ) which
commute with this element.
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The proof of Lemma (6.60) in [CKS86] contains the implicit construction of
another functorial splitting operation (cf. equation (3.30) in [CKS86])
(F,W ) 7→ (e−ξ.F,W ) (2.14)
on the category of R-mixed Hodge structures which is optimal for the study of
nilpotent orbits. More precisely, if for any mixed Hodge structure (F,W ) we define
Yˆ(F,W ) = Y(e−ξ.F,W ) (2.15)
then one of the major components of the SL2-orbit theorem of [KNU08] can be
stated as follows:
Theorem 2.16. [KNU08] Let (N1, . . . , Nr;F,W ) generate an admissible nilpotent
orbit and let y(m) ∈ Rr be a sequence of positive real numbers such that the ratios
yj+1(m)/yj(m) tend to 0 for j = 1, . . . , r upon formally setting yr+1(m) = 1. Then,
lim
m→∞
Yˆ(eiN(y(m)) .F,W ) = Y (N1, Y (N2, . . . , Yˆ(F,W r))). (2.17)
In this paper, we call the splitting operation (2.14) the sl2-splitting. In [KNU08],
(2.14) is called the canonical splitting operation and ξ is denoted as ǫ(F,W ). The
proof of Lemma (6.60) in [CKS86] gives a recursive formula for ξ in terms of the
Hodge components of Deligne δ-splitting for (F,W ). In Corollary 12.5, we prove
the following result due essentially to Deligne.
Theorem 2.18. [Del93] The sl2-splitting is the unique, functorial splitting of R-
MHS which is given by universal Lie polynomials in the Hodge components of
Deligne’s δ-splitting such that if (ezN .F,W ) is a admissible nilpotent orbit with
limit mixed Hodge structure (F,M) which is split over R then the Deligne grading
of the splitting of (eiN .F,W ) is a morphism of type (0, 0) for (F,M).
Remark 2.19. It follows from [CKS86, Lemma 3.12] that (eiN .F,W ) is a mixed
Hodge structure whenever (ezN .F,W ) is an admissible nilpotent orbit with limit
split over R, because, in that case, the graded quotients GrW are SL2-orbits.
The notion of Deligne system does not appear in [KNU08]. To extract (2.17)
from [KNU08], we need the following lemma from an unpublished letter of Deligne
to Cattani and Kaplan. The reader can find a proof in Remark 13.3 of Part 2.
Lemma 2.20. [Del93, BP06] Let (N ;F,W ) be an admissible nilpotent orbit (in
one variable) with limit mixed Hodge structure (F,M) split over R. Then
Yˆ(eiN .F,W ) = Y (N, Y(F,M)) (2.21)
In particular (cf. [Del93, KP03, BP09]), it follows from equation (2.21) and
Theorem (2.18) that Y (N, Y(F,M)) is a morphism of type (0, 0) for (F,M). We will
use the following extension of this result.
Lemma 2.22. Let (N1, . . . , Nr;F,W ) define an admissible nilpotent orbit. Then,
Y = Y (N1, Y (N2, . . . , Y (Nr, Y(F,W r))))
preserves the Deligne Ip,q’s of (F,W r). Furthermore, if (Fˆ ,W r) = (e−ξ.F,W r) is
the sl2-splitting of (F,W
r) then
Y (N1, Y (N2, . . . , Y (Nr, Y(Fˆ ,M)))) = e
−ξ.Y (N1, Y (N2, . . . , Y (Nr, Y(F,M))))
Proof. See Lemma 5.8 
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Remark 2.23. Implicit in the second part of Lemma (2.22) is the statement that ξ
preserves each weight filtration W j . This is explained in the proof of Lemma 5.8.
For future use, we record the following:
Lemma 2.24. Let α be a morphism of type (−1,−1) for the mixed Hodge structure
(F,W ). Then, (êiα.F ,W ) = (Fˆ ,W ) for both the Deligne and sl2-splitting operation.
Proof. By Proposition (2.20) of [CKS86],
Y¯(F ′,W ) = e
−2iδ(F ′,W ) .Y(F ′,W )
for any mixed Hodge structure (F ′,W ). Using this formula and the fact that
Deligne’s splitting commutes with morphisms of mixed Hodge structure it easily
follows that
δ(eiα.F,W ) = δ(F,W ) + iα
since α is a (−1,−1)-morphism of both (eiα.F,W ) and (F,W ). To obtain the
analogous assertion for the sl2-splitting one uses the fact that ǫ is given by universal
Lie polynomials in the Hodge components of δ and the fact that [δp,q, α] = 0 since
[δ, α] = 0 and α is of type (−1,−1). 
Limiting Gradings. The (standard) vertical strip in U r is the set of points
I = { z = x+ iy | xj ∈ [0, 1], yj ∈ [1,∞) ∀ j } (2.25)
For a point z = x+iy ∈ U r we define tj = yj+1/yj, where we formally set yr+1 = 1.
Let Sr denote the group of permutations of {1, . . . , r} and let σ ∈ Sr act on Cr by
permuting coordinates. Then,
I = ∪σ∈Sr σ(I ′) (2.26)
where I ′ = { z ∈ I | tj ∈ (0, 1] ∀j } is the set of points where y1 ≥ y2 ≥ · · · ≥ yr ≥
yr+1 = 1.
Definition 2.27. A sequence of points z(m) = x(m) + iy(m) in I ′ is said to be
tame if limm→∞ xj(m) and limm→∞ tj(m) exist for each index j. A tame sequence
is said to be an sl2-sequence if there exists
(a) A linear transformation T : Rd → Rr;
(b) A sequence v(m) ∈ Rd>0;
(c) A convergent sequence b(m) ∈ Rr;
such that
y(m) = T (v(m)) + b(m)
and limm→∞ vj+1(m)/vj(m) = 0 for j = 1, . . . , d (with vd+1(m) = 1 as usual). An
sl2-sequence is said to be strict if d = r, b(m) = 0 and T is the identity.
In particular, since (2.26) is a finite union, we have:
Lemma 2.28. Let z(m) = x(m) + iy(m) ∈ I be a sequence of points. Then, there
exists an element σ ∈ Sr and a subsequence z(m′) of z(m) such that σ(z(m′)) is
an sl2-sequence.
Given an sl2-sequence with associated linear transformation T as above, let
{e1, . . . , ed} denote the standard basis of Rd and define θi = T (ei). Then, while
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neither d nor the transformation T : Rd → Rr is uniquely determined by the sl2-
sequence y(m), the associated flag defined by the increasing sequence of subspaces
Θj =
∑
i≤j
Rθi (2.29)
depends only on the sequence y(m). Moreover, since y(m) ∈ U r, it can be arranged
that T is injective and θi ∈ Rr≥0, i = 1, . . . , d.
Accordingly, we henceforth assume θ1, . . . , θd ∈ Rr≥0. With this assumption in
place, it then follows from (2.10) that
(N(θ1), . . . , N(θd);F,W )
is also an admissible nilpotent orbit.
. We are now ready to state our main theorem concerning the asymptotic behavior
of variations of mixed Hodge structure.
Theorem 2.30. Let V be an admissible variation of mixed Hodge structure on
a poly-punctured disk ∆∗r with unipotent monodromy and associated local normal
form (2.3). Let z(m) = x(m) + iy(m) be an sl2-sequence with corresponding flag
(2.29). Then,
lim
m→∞
e−N(x(m)).Yˆ(F (z(m)),W ) = Y (N(θ
1), Y (N(θ2), · · · , Y(Fˆ∞,W r))). (2.31)
Remark 2.32. The statement of equation (2.31) implicitly assumes that yj → ∞
for each j. In the case where only y1, . . . , yℓ diverge the limit Hodge filtration F∞
should be replaced by
lim
m→∞
e
∑
j≤ℓ −zj(m)Nj .F (z(m))
and the weight filtration W r should be replaced by W ℓ. In the extreme case where
z(m) is bounded, ℓ = 0 in the previous equation and Theorem (2.30) is just the
continuity of the sl2-splitting.
The proof of Theorem (2.30) will take up most of this paper. However, we would
like to bring to the reader’s attention the obvious fact that, as the left side of the
equation in the theorem depends only on the choice of flag (2.29) the right-hand-
side must also depend only on the choice of this flag. It is an elementary exercise
using Corollary (5.12) to show that right-hand-side of (2.31) depends only on the
flag Θ
Remark 2.33. Theorem (2.30) has also been obtained independently by Kato,
Nakayama and Usui [KNU] in their study of classifying spaces of degenerations
of mixed Hodge structure. In particular, as part of their study of log intermediate
Jacobians [KNU08], they obtain an independent proof of Conjecture (1.2).
Finiteness. One immediate corollary of Theorem (2.30) is the boundedness of the
function z 7→ Yˆ(F (z),W ).
Corollary 2.34. Let F (z) be the period map of an admissible variation of mixed
Hodge structure over ∆∗r. Let I denote the standard vertical strip (2.25) for U r.
Then the function z 7→ Yˆ(F (z),W ) is bounded on I.
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Proof. Otherwise, we can find a sequence of points z(m) ∈ I on which Yˆ(F (z(m),W )
is unbounded. Passing to an sl2-subsequence, we then obtain a contradiction to
Theorem (2.30). 
This boundedness gives rise to finiteness which will be important for integral
variations.
Corollary 2.35. Let V be an admissible variation of integral mixed Hodge structure
over ∆∗r with unipotent monodromy. Then, with the notation as in Theorem (2.34),
the set Y of integral gradings in the image of the map z 7→ Y(F (z),W ) as z runs over
the vertical strip I is finite.
Proof. If Y(F (z),W ) is an integral grading, then (clearly) it is a real grading. It
follows that Yˆ(F (z),W ) = Y(F (z),W ). (To see this note that, in the terminology
of [KNU08, §1.2], δ(F,W ) = 0 and this implies that ǫ(F,W ) = 0.) Therefore, the
set of integral gradings of the form Y(F (z),W ) as z ranges over I is bounded and
discrete. Thus it is finite. 
3. Reductions
Our next job is to reduce Theorem 1.2 to the case that S¯ is a polydisk and S is
a punctured polydisk. We begin with some review about germs.
3.1. Let X be a topological space. Write S for the presheaf (in fact, a sheaf)
associating to every open U ⊂ X the set of all subsets of U . (If V ⊂ U , the map
S(U) → S(V ) is given by Z 7→ Z ∩ V ). The set of subset germs at a point x ∈ X
is the stalk Sx. If Z ⊂ X then the germ of Z at x is the image of Z in Sx.
3.2. If X is a complex analytic space we write A for the presheaf (also a sheaf)
associating to every open subset U of X the set of all complex analytic subspaces
Z of U . The set of germs of complex analytic subspaces at a point x ∈ X is the
stalk Ax. We write Ar for the subsheaf of reduced subspaces. There is an obvious
inclusion Ar → S. We say that a germ Z ∈ Sx is analytic if it is in the image of
this inclusion.
3.3. Let X be a reduced complex analytic space, let x ∈ X and let Z ∈ Sx be a
subset germ. We say that f ∈ OX,x vanishes on Z if there is an open neighborhood
U of x such that f is regular on U and vanishes on a subset ZU of U whose germ
is Z. We write IZ,x for the set of all f ∈ OX,x which vanish on Z. Clearly, IZ,x
is an ideal in OX,x. By the Noetherian property of OX,x it is, therefore, finitely
generated. We define the Zariski closure ClZarx Z of Z at x to be the analytic
subspace germ corresponding to IZ,x. We say that Z is Zariski dense at x ∈ X if
ClZarx Z is the germ associated to X . Then Z is Zariski dense at x if, any f ∈ OX,x
regular on a neighborhood U of x and vanishing on U ∩ Z, vanishes identically on
a neighborhood of x. A subset Z of X is Zariski dense in X if it is Zariski dense at
every point x ∈ X .
3.4. Let S¯ be a complex analytic space with Zariski dense regular locus S¯reg (for
example, any reduced complex analytic space). Let S ⊂ S¯reg be a Zariski open
subset. A variation of mixed Hodge structure V on S is admissible relative to S¯ if,
for any resolution of singularities π : T¯ → S¯ with T := π−1S biholomorphic to S, VT
is admissible relative to T¯ . Note that if the above property holds for one resolution
of singularities T¯ → S¯ it holds for all. This defines a category VMHS(S)ad
S¯
which
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is, in fact, equivalent to the category VMHS(T )ad
T¯
for any resolution T¯ → S¯. If H
is a variation of Hodge structure of negative weight on S, we define NF(S,H)ad
S¯
=
Ext1VMHS(S)ad
S¯
(Z,H) = NF(T,HT )adT¯ where π : T¯ → T is any resolution with
π : π−1(S)→ S an isomorphism.
Theorem 3.5. Let r be a non-negative integer, then the following are equivalent.
(a) Let S = ∆∗r, S¯ = ∆r; let H be a polarized variation of pure Hodge
structure of negative weight, with HZ-torsion-free and with unipotent mon-
odromy on S; and let ν ∈ NF(S,H)ad
S¯
. Let Z¯(ν) denote the closure of the
zero locus Z(ν) in the analytic topology of S¯. Assume that the germ of
Z(ν) at 0 is Zariski dense at 0. Then, the germ of Z¯(ν) at 0 coincides
with the germ of S¯ at 0.
(b) Let S, S¯ and H be as in (a), but drop the assumption that the germ of Z(ν)
at 0 is Zariski dense. Then the germ of Z¯(ν) at 0 is analytic.
(c) The same statement as in (a) holds without the assumption that HZ is
torsion-free.
(d) The same statement as in (b) holds without the assumption that H has
unipotent monodromy.
(e) Let a and b be non-negative integers with a+ b = r, let S = ∆∗a×∆b and
S¯ = ∆a+b. Let H be a variation of pure Hodge structure of negative weight
on S and let ν ∈ NF(S,H)ad
S¯
. Then the germ of Z¯(ν) at 0 is analytic.
(f) Theorem 1.2 holds in the case that S has dimension r and S¯\S is a normal
crossing divisor.
(g) Let S¯ be a complex analytic space of dimension r and let S be a Zariski
open subset of S¯reg. Let H be a variation of Hodge structure of negative
weight on S and let ν ∈ NF(S,H)ad
S¯
. Then the topological closure ¯Z(ν) is
the underlying space of a closed complex subspace of S¯.
Proof. We prove the entire theorem by induction on r. The equivalence is obvious
for r = 0 (since all of the individual statements hold unconditionally).
(a)⇒ (b): Let Z denote the Zariski closure of Z(ν) at 0. Shrinking the polydisk
S¯ if necessary, we can assume that Z is an analytic subspace of S¯ and that Z
contains Z¯(ν). We can also assume that dimZ < r. Let νZ denote the restriction
of ν to the regular locus of Z. By induction (g) applies to show that Z¯(νZ) is a
closed complex analytic subspace of Z. Since Z(νZ) = Z(ν)∩Zreg is Zariski dense
in Z, this implies that Z¯(ν) = Z.
(b) ⇒ (c): Let Htors denote the torsion part of H and Hfree := H/Htors denote
the torsion-free part with π : H → Hfree the projection map. Then, for ν ∈
NF(S,H)ad
S¯
we have Z(ν) = Z(π(ν)) (because Ext1MHS(Z, H) = 0 for H a torsion
mixed Hodge structure).
(c) ⇒ (d): By Borel’s theorem, the monodromy of H is quasi-unipotent. There-
fore we can find a positive integer d such that the pull-back of H to ∆∗r via the
map f : S → S given by (z1, . . . , zr) 7→ (zd1 , . . . , zdr ) has unipotent monodromy. By
assumption, the germ of Z¯(f∗(ν)) at 0 is analytic. Since f is proper, the proper
mapping theorem implies that the germ of Z¯(ν) at 0 coincides with the germ of
f(Z¯(ν)) at 0 and is analytic.
(d)⇒ (e): We induct on r := a+ b starting with a = b = 0 where the statement
is obvious. For i ∈ {1, . . . r} set Si := {z ∈ S : zi = 0}, and set S0 = ∆∗r. For
i ∈ {0, . . . , r} let νi denote the restriction of ν to Si. Then Z(ν) = ∪ri=0Z(νi),
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so Z¯(ν) = ∪ri=0Z¯(νi). By hypothesis, the germ of Z¯(ν0) at 0 is analytic and, by
induction, for each i > 0 the germ of Z¯(νi) at 0 is analytic. It follows that the germ
of Z¯(ν) at 0 is analytic.
(e) ⇒ (f): To prove that Z¯(ν) is analytic, it suffices to prove that its germ is
analytic at each point s ∈ S¯. Since S¯ \ S is a normal crossing divisor this follows
from (e) and from the obvious fact that the germ of Z¯(ν) is analytic at every point
s ∈ S.
(f) ⇒ (g): Set C := S¯ \ S. By Hironaka [Hir77], we can find a proper morphism
π : T¯ → S¯ where T¯ is smooth, D = π−1(C) is a normal crossing divisor and π :
T¯ \D→ S is an isomorphism. Then, setting T := T¯ \D, π induces an isomorphism
π∗NF(S,H)ad
S¯
∼= NF(T,H)adT¯ [Sai96, Remark 1.6 (i)]. Let ν ∈ NF(S,H)adS¯ be a
normal function, and let ZT = {s ∈ T¯ : π∗(ν) = 0}. Suppose Z¯T ⊂ T¯ is complex
analytic. Since π is proper, the proper mapping theorem shows that π(Z¯T ) is a
analytic and Z¯ = π(Z¯T ).
(g) ⇒ (a): obvious. 
Lemma 3.6. Let H be a pure Hodge structure of weight w < 0 and with HZ-torsion
free. Let ν ∈ Ext1MHS(Z, H) be represented by the short exact sequence
0→ H → V → Z→ 0 (3.7)
with V = (VZ, F,W ). Then ν = 0⇔ Y(F,W ) ∈ wEnd(VZ).
Proof. ⇒: If ν = 0, we have V = Z ⊕ H . So, every v ∈ VZ can be written as
v = r + h with r ∈ Z and h ∈ H . Clearly, Y(F,W )(v) = wh ∈ wVZ.
⇐: Suppose Y(F,W ) ∈ wEnd(VZ). Then the map 1wY(F,W ) is a morphism of
mixed Hodge structure from V to H inducing a retraction of the sequence (3.7). 
Corollary 3.8. Let S, S¯,H and ν be as in Theorem 3.5 (b), and let ν be given by
an extension
0→ H→ V → Z→ 0
of variations of mixed Hodge structures on S = (∆∗)n. Let (F (z),W ) be the local
normal form of V on Un with F (z) = eN(z)eΓ(s).F∞. Then
Z(ν) = {s ∈ S : s = e2πiz, Y(F (z),W ) ∈ wEndVZ}.
4. Analyticity of the zero locus
We now prove Theorem (1.2) assuming Theorem (2.30) and the results on the
Deligne systems and the sl2-splittings stated in section 2. In fact, we will deduce
the theorem as a corollary of a more general result concerning admissible variations
on punctured polydisks.
4.1. Set S = ∆∗r, S¯ = ∆r and π : U r → S be as in the discussion preceding (2.3).
Let V ∈ VMHS(S)ad
S¯
with V and the local normal form of V
F (z) = eN(z)eΓ(s).F∞
as in (2.3). To fix the notation, we remind the reader thatN(z) =
∑
ziNi with Ni ∈
EndVQ and that VQ comes equipped with the weight filtrationW . By definition, the
limit mixed Hodge structure is (F∞,M) where M =W
r =M(N1 + . . .+Nr,W ).
For z ∈ U r, set Y (z) = Y(F (z),W ). Let I denote the vertical strip 2.25. Then,
for each integral YZ ∈ EndVZ, set B(YZ) := {z ∈ I : Y (z) = YZ} and C(Y ) =
π(B(YZ)).
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Theorem 4.2. Suppose C(YZ) is Zariski dense at the origin in S¯ for some YZ ∈
EndV . Then C(YZ) = S. Moreover, [Ni, YZ] = 0 for all i.
Proof. By assumption, 0 is a limit point of C(YZ) in the usual topology. Therefore,
we can find (possibly after permuting the coordinates) an sl2-sequence z(m) ∈ I
such that Y (z(m)) = YZ for all m (and zi(m) is unbounded for each i).
Write z(m) = x(m) + iy(m) with x, y real and set µ = limm→∞ x(m). Write
ξ for the sl2-splitting of (F∞,M). (In the notation of [KNU08], ξ = ǫ(F∞,M).)
Then, by Theorem 2.30 and Lemma 2.22,
YZ = e
N(µ).Y (N(θ1), Y (N(θ2), . . . , Y(Fˆ∞,M)))
= eN(µ)e−ξ.Y (N(θ1), Y (N(θ2), . . . , Y(F∞,M)))
To simplify the notation, we write Y∞ = Y (N(θ
1), Y (N(θ2), . . . , Y(F∞,M))) and
ξ˜ = ξ −N(µ). Then, since ξ commutes with the Ni we have
YZ = e
−ξ˜.Y∞.
Now, for any operatorA on V , writeAp,q for the component ofA in glp,q(V )(F∞,M).
By Lemma 2.22, Y∞ = Y
0,0
∞ . In other words, Y∞ preserves the I
p,q
(F∞,M)
. Likewise,
adY∞ preserves the subalgebra q.
Lemma 4.3. Suppose z ∈ B(YZ). Then
eΓ(s).Y∞ = e
−N(z).YZ. (4.4)
Proof of Lemma 4.3. Recall that by equation (2.2) we have gC = g
F∞
C ⊕ q where
gF∞C stabilizes the limit Hodge filtration. Therefore, since Y (z) and e
N(z)eΓ(s).Y∞
both preserve F (z) it follows that Y (z)− eN(z)eΓ(s).Y∞ preserves F (z) and hence
f(z) = e−Γ(s)e−N(z).Y (z)− Y∞
takes values in gF∞C . On the other hand, since z ∈ B(YZ) and YZ = e−ξ˜.Y∞ we also
have
f(z) = e−Γ(s)e−N(z)e−ξ˜.Y∞ − Y∞
In particular, since Γ(s), N(z) and ξ˜ are elements of q and adY∞ preserves q it
follows that f(z) takes values in
gF∞C ∩ q = 0

Lemma 4.5. The two linear maps L∞ : C
r → EndVC given by z 7→ [N(z), Y∞]
and LZ : C
r → EndVC given by z 7→ [N(z), YZ] have the same kernels.
Proof of Lemma 4.5. This follows directly from the fact that ξ˜ commutes with
N(z). 
Since YZ is integral, we can find a subset Ω ⊂ {1, . . . , r} such that the [Nj, YZ]
form a basis of LZ(Q
r) as j runs through Ω. Thus there exists rational numbers
βij (i ∈ {1, .., r}, j ∈ Ω) such that
[Ni, YZ] =
∑
j∈Ω
βij [Nj , YZ].
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Clearly βjj = 1 for j ∈ Ω. Likewise, applying Ad(eξ˜) to the previous equation, it
follows that
[Ni, Y∞] =
∑
j∈Ω
βij [Nj , Y∞].
So, since ξ˜ commutes with N1, . . . , Nr, setting Li = [Ni, Y∞], we have
L∞(z) =
∑
j∈Ω
∑
i≥j
βijziLj .
Multiplying equation (4.4) by eξ˜ and using the fact that ξ˜ commutes with N(z),
we see that
z ∈ B(Y )⇒ eξ˜eΓ(s).Y∞ = e−N(z).Y∞. (4.6)
Since Y∞ = Y
0,0
∞ with respect to (F∞,M) while each Ni is a morphism of type
(−1,−1), if follows that
(eN(z).Y∞)
−1,−1 = [N(z), Y∞].
Set γ(s) = (eξ˜eΓ(s).Y∞)
−1,−1. This is a holomorphic function on S¯ which by(4.6)
must be equal to
(e−N(z).Y∞)
−1,−1 = L∞(−z) = −
∑
j∈Ω
r∑
i=1
βijziLj
for z ∈ B(YZ). Since C(YZ) is Zariski dense at the origin and γ(s) lies in L∞(Cr)
for s ∈ C(YZ), γ(s) must lie in L∞(Cr) for all s ∈ S¯. Since the Lj , j ∈ Ω form a
basis of L∞(C
r), we can write γ(s) =
∑
j∈Ω γj(s)Lj for s ∈ S¯.
Therefore
z ∈ B(YZ)⇒ γj(s) =
r∑
i=1
βijzi, ∀j ∈ Ω.
We can find a positive integer b such that bβij ∈ Z for all i, j. So we have
z ∈ B(YZ)⇒ bγj(s) =
r∑
i=1
bβijzi, ∀j ∈ Ω.
Exponentiating both sides we find that z ∈ B(YZ)⇒
exp(2πibγj(s)) =
r∏
i=1
s
bβij
i , ∀j ∈ Ω. (4.7)
By our assumption that C(YZ) is Zariski dense at 0, (4.7) must hold identically
identically on S¯. The left-hand-side of the equation is non-vanishing and holomor-
phic on a neighborhood of the origin, this forces βij = 0 for all i, j. Thus, since
βjj = 1 for j ∈ Ω, we have Ω = ∅ and [Ni, Y∞] = 0 for all i. Since N(z) commutes
with Y∞ and with ξ˜, it commutes with YZ. Thus we have
z ∈ B(YZ)⇔ eΓ(s).Y∞ = YZ.
As the above equation is a holomorphic equation for C(YZ), it must hold identically.
Thus we have C(YZ) = S. Moreover, since Γ(0) = 0, we have Y∞ = YZ.
This completes the proof of Theorem 4.2. 
Corollary 4.8. Suppose ν ∈ NF(S,H)ad
S¯
and suppose that Z(ν) is Zariski dense
at the origin in S with H and S as in Theorem 3.5. Then Z(ν) = S.
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Proof. We write
0→ H→ V → Z→ 0
for the extension corresponding to ν. Since, by Corollary 2.35, the density of Z(ν)
at the origin implies that there is a YZ such that C(YZ) is also Zariski dense. Then
use Theorem 4.2. 
Proof of Theorem 1.2. Corollary 4.8 establishes (a) of Theorem 3.5. Therefore (g)
holds as well. This directly implies Theorem 1.2. 
5. Deligne systems I
In the remainder of this paper we will work exclusively with admissible variations
of R-mixed Hodge structure.
. We now reduce the proof of Lemma 2.22 to a corollary of the following sequence
of lemmata:
Lemma 5.1. [Del93] If (N ;F,W ) defines an admissible nilpotent orbit with limit
mixed Hodge structure split over R then, in the notation of (2.8), the sl2-splitting
of the mixed Hodge structure (eiN .F,W ) is (eiNˆ .F,W ).
Proof. We have Y(eiNˆ .F,W ) = Y (N, Y(F,M)) by the second line in the proof of Theo-
rem 2 of the appendix to [KP03]. (In [KP03], the notation N0 is used to denote the
0-eigencomponent of N under the operator Y (N, Y(F,M)), which is denoted by Nˆ
in this paper.) It follows from Lemma 2.20 that Y(eiNˆ .F,W ) = Yˆ(eiN .F,M). Therefore
the SL2-splitting of (e
iN .F,W ) is equal to (eiNˆ .F,W ). 
Suppose now that (N1, . . . , Nr; Fˆr,W ) defines an admissible nilpotent orbit with
limit mixed Hodge structure split over R. Following the notation of (2.8), let
W 0, . . . ,W r be the associated system of weight filtrations. Recall that, by [CKS86]
and [Kas86],
(z1, . . . , zr−1) 7→ (e
∑
j≤r−1 zjNjeiNr .Fˆr,W
0)
is an admissible nilpotent orbit, and hence (eiNr .Fˆr,W
r−1) is a mixed Hodge struc-
ture. Accordingly,
(z1, . . . , zr−1) 7→ (e
∑
k≤r−1 zkNk .Fˆr−1,W
0)
is an admissible nilpotent orbit with limit mixed Hodge structure split over R, where
(Fˆr−1,W
r−1) = (eiNˆr .Fˆr,W
r−1) is the sl2-splitting of (e
iNr .Fˆr,W
r−1). Iterating
this construction, we obtain a sequence of mixed Hodge structures
(Fˆj−1,W
j−1) = (eiNˆj .Fˆj ,W
j−1) (5.2)
and associated nilpotent orbits
(z1, . . . , zj) 7→ e
∑
k≤j zkNk .Fˆj , (5.3)
where Nˆj is defined as in the paragraph after (2.8).
In particular, given the data (N1, . . . , Nr; Fˆr,W ) of an admissible nilpotent or-
bit with limit mixed Hodge structure split over R, the sequence of gradings Yˆ j
constructed in (2.8) is given by Yˆ j = Y(Fˆj ,W j). Since N1, . . . , Nj are (−1,−1)-
morphisms of (Fˆj ,W
j), it follows that
[Nk, Hˆj ] = 0 (5.4)
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for j > k where as in (2.8), Hˆj = Yˆ
j − Yˆ j−1.
Lemma 5.5. Let (N1, . . . , Nr; Fˆr,W ) define an admissible nilpotent orbit with lim-
iting mixed Hodge structure (Fˆ ,M) split over R. Then,
Yˆ 0 = Y (N1, Y (N2, . . . , Y (Nr, Y(Fˆ ,M))))
preserves Fˆ .
Proof. To begin, we recall that (Nˆ1, Hˆ1), . . . , (Nˆr, Hˆr) form a commuting system of
sl2-representations [Del93, Sch01]. Consequently,
[Yˆ j, Nˆk] = 0 (5.6)
for j < k. Indeed, this is true by definition for j = k − 1. Suppose that j ≤ k − 2.
Then,
[Yˆ j , Nˆk] = −[(Yˆ j+1 − Yˆ j) + · · ·+ (Yˆ k−1 − Yˆ k−2), Nˆk]
= −[Hˆj+1 + · · ·+ Hˆk−1, Nˆk] = 0.
By the prior paragraphs, θ(z) = (ezN1 .Fˆ1,W ) is an admissible nilpotent orbit
with limit mixed Hodge structure split over R, and hence by Lemma (2.20),
Yˆ 0(Fˆ p1 ) ⊆ Fˆ p1 .
Using the identity Fˆr = e
∑
j>1 iNˆj .Fˆ and the fact that Yˆ 0 commutes with all Nˆj , it
then follows from the previous equation that Yˆ 0 preserves Fˆ . 
To pass from admissible nilpotent orbits with limit mixed Hodge structure split
over R to the general case, we now use the following sequence of lemmata.
Lemma 5.7. Let (N1, . . . , Nr;F,W ) generate an admissible nilpotent orbit with sl2-
splitting (Fˆ ,W r) = (e−ξ.Fˆ ,W r). Then, ξ preserves each associated weight filtration
W j.
Proof. The sl2-splitting is functorial and each W
j is a filtration of the limit mixed
Hodge structure (Fˆ ,W r) by subobjects. It follows easily that ξ preserves each
W j . 
We now prove the result stated in Lemma 2.22.
Lemma 5.8. Let (N1, . . . , Nr;F,W ) define an admissible nilpotent orbit with sl2-
splitting (Fˆ ,W r) = (e−ξ.F,W r). Then,
Y (N1, Y (N2, . . . , Y (Nr, Y(Fˆ ,W r)))) = e
−ξ.Y (N1, Y (N2, . . . , Y (Nr, Y(F,W r )))
Proof. The operator ξ commutes with N1, . . . , Nr since ξ is a universal Lie polyno-
mial in the Hodge components of Deligne’s δ-splitting (e−iδ.F,W r) of (F,W r) and
δ commutes with all (−1,−1)-morphisms of (F,W r), and hence in particular with
N1, . . . , Nr. Furthermore, since
Y(e−ξ.F,W r) = e
−ξ.Y(F,W r)
and ξ preserves W r−1 and commutes with Nr, we have (by the properties of
Deligne’s construction [KP03])
Y (Nr, Y(Fˆ ,W r)) = e
−ξ.Y (Nr, Y(F,W r)).
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Iterating this process, we obtain,
Y (N1, Y (N2, . . . , Y (Nr, Y(Fˆ ,W r ))) = e
−ξ.Y (N1, Y (N2, . . . , Y (Nr, Y(F,W r)))).

Corollary 5.9. Let (N1, . . . , Nr;F,W ) define an admissible nilpotent orbit. Then,
Y = Y (N1, Y (N2, . . . , Y (Nr, Y(F,W r))))
preserves the Deligne Ip,q’s of (F,W r).
Proof. Let Yˆ denote the analog of Y obtained by replacing (F,W r) by the sl2-
splitting (Fˆ ,W r). Then, Yˆ is real and preserves both Fˆ and W r. Therefore, Yˆ
preserves
Ip,q
(Fˆ ,W r)
= Fˆ p ∩ Fˆ q ∩W rp+q
By the previous lemma, it then follows that Y preserves Ip,q(F,W r) since F = e
ξ.Fˆ . 
For future reference, we now record the following three results:
Lemma 5.10. Let (N1, . . . , Nr;F,W ) be an admissible nilpotent orbit with limit
mixed Hodge structure split over R. Let σ : Rr−i → Rr denote the embedding
y 7→ (0, y), and z˜(m) be an sl2-sequence in Rr−i, with associated vectors θj as in
(2.29). Then,
(N1, . . . , Ni, N(σ(θ
1)), . . . , N(σ(θd));F,W ) (5.11)
is an admissible nilpotent orbit with the same limit MHS as the original nilpotent
orbit. In particular, if Fˆo, Fˆ1, . . . , are the associated sequence (5.2) of filtrations
associated the nilpotent orbit (5.11) then
Y (N(σ(θ1)), . . . , Y (N(σ(θd)), Y r)) = Y(Fˆi,W i)
Proof. This is a minor variation on (2.10) and the previous remarks. 
Lemma 5.12. Let (N ′, N ′′;F,W ) generate an admissible nilpotent orbit with as-
sociated weight filtrations W ′ = M(N ′,W ) and W ′′ = M(N ′′,W ′). Let Y ′′ =
Y(F,W ′′). Then, the pairs (N
′ + N ′′;F,W ′) and (N ′′;F,W ′) generate admissi-
ble nilpotent orbits which give the same associated gradings Y (N ′ + N ′′, Y ′′) and
Y (N ′′, Y ′′) of W ′.
Proof. Since (ez
′N ′+z′′N ′′ .F,W ) is a nilpotent orbit it follows that N ′ is a (−1,−1)-
morphism of (ez
′′N ′′ .F,W ′) whenever the later is a MHS, and hence both (N ′′, F,W ′)
and (N ′+N ′′, F,W ′) generate admissible nilpotent orbits with the same limit mixed
Hodge structure. Moreover, by Lemma (2.22) we can without loss of generality as-
sume that (F,W ′′) is split over R. As such, by Lemma (2.20) and Lemma (2.24)
Y (N ′ +N ′′, Y ′′) = Yˆ(eiN′+iN′′ .F,W ′) = Yˆ(eiN′′ .F,W ′) = Y (N
′′, Y ′′)
since N ′ is a (−1,−1)-morphism of (eiN ′′ , F,W ′). 
Lemma 5.13. Let W be an increasing filtration of a finite dimensional vector space
V over a field of characteristic zero. Let Y be a grading of W and N be a nilpotent
endomorphism of V such that [Y,N ] = −2N . Let β ∈ W−1(gl(V )) and suppose
that [eβ .Y,N ] = −2N . Then, β ∈ ker(adN).
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Proof. Observe that under the above hypothesis, [eβ.Y − Y,N ] = 0. Let β =∑
j<0 β−j with respect to the eigenvalues of adY . If β 6= 0 then there is a smallest
integer k > 0 such that β−k 6= 0, and hence
eβ .Y − Y = kβ−k mod W−k−1(gl(V )).
Applying adN to both sides it then follows from the fact that adN lowers the
eigenspaces of adY by 2 that β−k = 0. 
6. Deligne Systems II
In [KNU08], Kato, Nakayama and Usui attach to any admissible nilpotent orbit
with data (N1, . . . , Nr;F,W ) an associated semisimple endomorphism t(y). For
later use, we now derive a formula for t(y) in terms of the gradings Yˆ j constructed
above. To this end, let us assume for the moment that (N1, . . . , Nr;F,W ) underlies
a nilpotent orbit of pure Hodge structure of weight k. Let (Fˆr ,W
r) denote the sl2-
splitting of (F,W r), and recall that W r in this case is the monodromy weight
filtration W (N)[−k] for any element N in the cone of positive linear combinations
of N1, . . . , Nr. In particular, since any such N is a (−1,−1)-morphism of (Fˆr ,W r)
it follows that the pair (N, Yˆ(r)) where
Yˆ(r) = Yˆ
r − k
defines an sl2-pair. As above, we can iteratively define Yˆ(j) = Yˆ
j − k using the
nilpotent orbit (N1, . . . , Nj; Fˆj). Define,
t˜(y) =
r∏
j=1
t
1
2 Yˆ(j)
j = (
r∏
j=1
t
− 12k
j )(
r∏
j=1
t
1
2 Yˆ
j
j )
where tj = yj+1/yj, and hence t1 . . . tr = yr+1/y1 = 1/y1. Accordingly,
t˜(y) = y
( 12k)
1
r∏
j=1
t
1
2 Yˆ
j
j .
By Theorem (0.5) of [KNU08], the mixed version of t(y) is to be constructed as
follows: If (N1, . . . , Nr;F,W ) defines an admissible nilpotent orbit then
Yˆ
(e
∑
iyjNj .F,W )
→ Yˆ 0
provided that tj → 0 for all j. Let tk(y) denote the semisimple endomorphism t˜(y)
attached by the previous paragraph to the induced nilpotent orbit of pure Hodge
structure of weight k on GrWk . Then, t(y) is constructed by multiplying each tk(y)
by y
− 12 k
1 and then lifting the resulting semisimple element to the ambient vector
space via the grading Yˆ 0. Accordingly, since the gradings Yˆ 0, . . . , Yˆ r are mutually
commuting, it follows that
t(y) =
r∏
j=1
t
1
2 Yˆ
j
j (6.1)
Remark 6.2. For a nilpotent orbit of pure Hodge structure, the elements Yˆ(j) are
infinitesimal isometries of the polarization. Consequently, although t(y) is not an
element of GC since it is the twist of an automorphism of the graded-polarizations
by y
− 12 Yˆ
0
1 , the action of Ad(t
−1(y)) preserves GC.
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The following result appears in Proposition (10.4) of [KNU08] with slightly dif-
ferent notation:
Lemma 6.3. Let (N1, . . . , Nr;F,W ) define an admissible nilpotent orbit. Then,
Ad(t−1(y))e
∑
j iyjNj = eP
where P is a polynomial in non-negative half integral powers of t1, . . . , tr with con-
stant term iN1 + i
∑
j>1 Nˆj.
Proof. By (6.1),
Ad(t−1(y))ykNk = (
∏
j≤k−1
t
− 12 Yˆ
j
j )(
∏
j≥k
t
− 12 Yˆ
j
j )ykNk
where Nk is (−1,−1)-morphism of (Fˆj ,W j) for j = k, . . . , r, and hence [Nk, Yˆ j ] =
−2Nk. Consequently,
(
∏
j≥k
t
− 12 Yˆ
j
j )ykNk = tk . . . trykNk = Nk
On the other hand, Nk preserves W
j for j < k. Therefore,
(
∏
j<k
t
− 12 Yˆ
j
j )Nk
is a polynomial in non-negative, half-integral powers of tj for j < k. Taking the limit
as t1, . . . , tr → 0 it then follows that the constant term of P is i
∑
k N
♯
k where N
♯
k is
the projection of Nk to ∩0<j<k ker(ad Yˆ j) with respect to the mutually commuting
gradings Yˆ j . Accordingly, N ♯1 = N1, whereas for k > 1, we can first project onto
ker(adNk−1) to obtain Nˆk. By (5.6), Nˆk commutes with Yˆ
j for j < k, and hence
N ♯k = Nˆk. 
Remark 6.4. For nilpotent orbits of pure Hodge structure, this statement appears
in Lemma (4.5) of [CK89]; note however that in [CK89], tj is defined to be yj/yj+1
which is reciprocal to our convention.
7. Relative Compactness
Let I and I ′ be subsets of U r as in (2.25) and (2.26). Let F : U → M be the
period map of an admissible variation of mixed Hodge structure over ∆∗r with local
normal form F (z) = eN(z)eΓ(s).F∞ as in (2.3). Let t(y) be the associated family of
semisimple endomorphisms (6.1). In this section, we will prove the following result,
which is due to Cattani and Kaplan in the pure case [CK89, Theorem 4.7].
Lemma 7.1. The image of the set I ′ under the map
F˜ (z1, . . . , zr) = t
−1(y)e−
∑
j xjNj .F (z1, . . . , zr)
is a relatively compact subset of the classifying space M.
Remark 7.2. In Theorem (4.7) [CK89], Cattani and Kaplan define tj = yj/yj+1,
which is reciprocal to our convention.
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For each index j = 1, . . . , r let
Γj(s) = Γ(0, . . . , 0, sj+1, . . . , sr)
Then, for each j we have an associated partial period map
Fj(z1, . . . , zr) = e
∑
j zjNjeΓj(s).F∞ (7.3)
which takes values in M for Im(z) sufficiently large. Indeed, (7.3) is the nilpotent
orbit obtained from F (z) by degenerating z1, . . . , zj.
Remark 7.4. As in Proposition (2.6) of [CK89], it follows via equation (6.10) of
[Pea00] that
Γj ∈ ker(adN1) ∩ · · · ∩ ker(adNj) (7.5)
To compactify future notation, we define F0(z) = F (z) and set
F˜j(z1, . . . , zr) = t
−1(y)e−
∑
j xjNj .Fj(z1, . . . , zr) (7.6)
for j = 0, . . . , r.
Definition 7.7. Let z(m) ∈ U r be an sl2-sequence, and suppose that tj(m) → 0.
Then, we say that z(m) has non-polynomial growth with respect to yj (or zj) if
there exists a subsequence z(m′) of z(m) such that
lim
m′→∞
ydj+1(m
′)
yj(m′)
= 0 (7.8)
for every d > 0. In particular, unless a sequence of points z(m) ∈ I ′ is bounded,
there exists a smallest index ι such that z(m) has non-polynomial growth with
respect to yι (since we formally define yr+1(m) = 1). If z(m) ∈ I ′ is bounded, we
define ι = 0.
To employ the notion of non-polynomial growth in aid of the proof of The-
orem (2.30) we recall the following elementary observation about convergent se-
quences:
Lemma 7.9. Let Σ be a topological space. Then, a sequence σm in Σ converges to
σ if and only if for every subsequence σ′m of σm there exists a subsequence σ
′′
m of
σ′m such that σ
′′
m → σ.
Given an sl2-sequence z(m) and a grading Ylim of W , in order to show that
Yˆ(F (z(m)),W ) → Ylim,
it is sufficient to show that, for every subsequence z′(m) of z(m), we can find a
subsequence z′′(m) such that
Yˆ(F (z′′(m)),W ) → Ylim
In particular, since each z′(m) is an sl2-sequence, it has a corresponding smallest
index ι with respect to which it has non-polynomial growth, and hence we can pass
to a subsequence z′′(m) of z′(m) for which equation (7.8) holds for yι.
As such, it is sufficient to prove Theorem (2.30) for sl2-sequences z(m) satisfy-
ing (7.8) since the right hand side of (2.31) only depends on the original sequence
z(m) and the associated nilpotent orbit. Moreover, we may pass to a subsequence
of z(m) as necessary.
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Theorem 7.10. Let z(m) = x(m) + iy(m) ∈ I ′ be an sl2-sequence. Let ι be the
smallest index with respect to which z(m) has non-polynomial growth with respect
to yι. Assume that (7.8) holds on z(m). Then,
lim
m→∞
Yˆ(F (z(m)),W ) − Yˆ(Fι(z(m)),W ) → 0 (7.11)
upon passage to a suitable subsequence.
Proof. Assume Lemma (7.1). If ι = 0, then (7.11) is a tautology because Fι = F .
Assume therefore that ι > 0 and observe that both F (z) and Fι(z) arise from
period maps with the same nilpotent orbit, and hence the same associated family
(6.1) of semisimple endomorphisms t(y). Therefore,
e−N(x).F (z) = eiN(y)eΓ(s).F∞
= eiN(y)eΓ(s)e−Γι(s)eΓι(s).F∞
= Ad(eiN(y))(eΓ(s)e−Γι(s))eiN(y)eΓι(s).F∞
= Ad(eiN(y))(eΓ(s)e−Γι(s))e−N(x).Fι(z1, . . . , zr)
Consequently,
F˜ (z) = t−1(y)e−N(x).F (z)
= t−1(y)Ad(eiN(y))(eΓ(s)e−Γι(s))t(y)t−1(y)e−N(x).Fι(z1, . . . , zr)
= Ad(t−1(y))(Ad(eiN(y))(eΓ(s)e−Γι(s))).F˜ι(z)
= eB(z).F˜ι(z)
where
eB(z) = Ad(t−1(y))(Ad(eiN(y))(eΓ(s)e−Γι(s)))
= Ad(Ad(t−1(y))eiN(y))Ad(t−1(y))(eΓ(s)e−Γι(s))
By Lemma (6.3), we know that
Ad(t−1(y))(e
∑
j iyjNj) = eP (t) (7.12)
where P (t) is a polynomial in non-negative half-integral powers of t1, . . . , tr (with
constant term). Accordingly,
eB(z) = Ad(eP (t))Ad(t−1(y))(eΓ(s)e−Γι(s)).
To analyze the asymptotic behavior of eB(z), define Γ˜(s) ∈ q to be the unique
nilpotent operator satisfying
eΓ˜(s) = eΓ(s)e−Γι(s).
Then, since Γ˜(0) = 0 if s1, . . . , sι = 0, it follows that there exist q-valued holomor-
phic functions f1, . . . , fι on ∆
r such that
Γ˜(s) =
ι∑
j=1
sjfj .
Moreover, the identity |sj | = e−2πyj coupled with the order structure
y1 ≥ y2 ≥ · · · ≥ yr ≥ 1 (7.13)
on I ′ implies that |sj | ≤ |sι| for j = 1, . . . , ι. Shrinking ∆r if necessary, we can then
find a constant K such that
|Γ˜(s)| < K|sι|.
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Consider now a sequence z(m) ∈ I ′ such that ι is the smallest index such that
z(m) has non-polynomial growth with respect to zι(m). Then, by construction, the
quantities y1(m), . . . , yι(m) must satisfy some set of mutually polynomial bounds,
otherwise we contradict the definition of ι. Therefore, since t(y) acts semi-simply by
multiplication by monomials in half-integral powers of t1, . . . , tr on its eigenspaces,
it follows that (after increasing K if necessary)
|Ad(t−1(y))Γ˜(s(m))| < Kydι (m)|sι(m)| (7.14)
for some half-integer d.
Combining the above remarks, it then follows that
||eB(z(m)) − 1|| < Kydι (m)|sι(m)| (7.15)
for a suitable constant K.
To continue, observe that the operator norm of Ad(e
∑
j xjNj ) is bounded on I ′
since x ∈ [0, 1]r is compact. Accordingly, (for any fixed norm)
||Yˆ(F (z),W ) − Yˆ(Fι(z),W )|| ≤ K ′||Yˆ(e−N(x).F (z),W ) − Yˆ(e−N(x).Fι(z),W )||
for some suitable constant K ′. Accordingly, (7.11) is equivalent to
lim
m→∞
Yˆ(e−N(x(m)).F (z(m)),W ) − Yˆ(e−N(x(m)).Fι(z(m)),W ) → 0
In particular, since t(y) is a real automorphism which preserves W ,
Yˆ(e−N(x(m)).F (z(m)),W ) − Yˆ(e−N(x(m)).Fι(z(m)),W )
= t(y(m)).(Yˆ(F˜ (z(m)),W ) − Yˆ(F˜ι(z(m)),W ))
= t(y(m)).(Yˆ(eB(z(m)) .F˜ι(z(m)),W ) − Yˆ(F˜ι(z(m)),W ))
Moreover, by Lemma (7.1), after passage to a subsequence, we can assume that
F˜ι(z(m)) converges to some point in M. By the real-analyticity of the map
(F,W ) 7→ Yˆ(F,W ) it then follows that
Yˆ(eB(z(m)).F˜ι(z(m)),W ) = e
C(z(m)).Yˆ(F˜ι(z(m)),W ) (7.16)
where eC(z(m))− 1 satisfies a bound of the same form (7.15) as eB(z(m))− 1. There-
fore,
Yˆ(e−N(x(m)).F (z(m)),W ) − Yˆ(e−N(x(m)).Fι(z(m)),W )
= t(y(m)).((Ad(eC(z(m)))− 1)Yˆ(F˜ι(z(m)),W ))→ 0
on account of the fact that t(y) acts by half-integral powers of t1, . . . , tr and
yℓj(m)(e
C(z(m)) − 1)→ 0 for j = 1, . . . , r and every half-integer ℓ. 
To continue, we now prove Theorem (2.30) in the case where F (z) is a nilpotent
orbit:
Lemma 7.17. Theorem (2.30) is true for admissible nilpotent orbits.
Proof. Let z(m) = x(m) + iy(m) ∈ I ′ be an sl2-sequence. Then,
y(m) = T (v(m)) + b(m)
as in definition (2.27). Accordingly,
e−N(x(m)).Yˆ(eN(z(m)).F∞,W ) = Yˆ(e
∑
j ivj(m)N(θ
j )eiN(b(m)).F∞,W )
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with θ1, . . . , θd as described in (2.29).
Now, for any fixed element b ∈ Rr, the data (N(θ1), . . . , N(θd), eiN(b).F∞,W ) de-
fines an admissible nilpotent orbit with limit mixed Hodge structure (eiN(b).F∞,W ).
By Lemma (2.24),
( ̂eiN(b).F∞,W
r) = (Fˆ∞,W
r)
and hence by (2.17) it follows that Yˆ
(e
∑
j ivj(m)N(θ
j )eiN(b).F∞,W )
converges to the
grading
Y˜ = Y (N(θ1), Y (N(θ2), . . . , Y(Fˆ∞,W r)))
independent of b. By Theorem 10.8 of [KNU08] it then follows that for variable
b confined to the interior of a compact set that there is a constant c such that if
τj = vj+1/vj < c then
Yˆ
(e
∑
j ivjN(θ
j)eiN(b).F∞,W )
= exp(u(τ ; b)).Y˜
where u(τ, b) is a real-analytic function of τ = (τ1, . . . , τr) and b with u(0, b) = 0.
Accordingly,
Yˆ
(e
∑
j ivj(m)N(θ
j )eiN(b(m)).F∞,W )
→ Y˜

Corollary 7.18. Let z(m) be an sl2-sequence for which equation (7.8) holds for
either ι = 0 or ι = r. Then, equation (2.31) holds along a subsequence of z(m).
Proof. For ι = 0 the sequence is bounded, and the statement follows from the
continuity of the sl2-splitting. For ι = r we first use Theorem (7.10) to reduce the
computation of the limit (2.31) to the corresponding nilpotent orbit and then use
the previous Lemma. 
Corollary 7.19. Theorem (2.30) is true for variations over ∆∗.
Proof. This follows from the previous Corollary since over ∆∗ any sl2-sequence
z(m) must have either ι = 0 or ι = 1. 
It remains to verify Lemma (7.1) for variations of mixed Hodge structure. For
this, we will modify Corollary (12.8) of [KNU08] which asserts that if z(m) is a
strict sl2-sequence then the limit
F♭ = lim
m→∞
t−1(y(m)).F (z(m)) = lim
m→∞
t−1(y(m)).Fr(z(m)) (7.20)
exists, and belongs to the classifying spaceM. We begin with the following result:
. A sequence of points s(m) ∈ ∆∗r is a strict sl2-sequence if s(m) = π(z(m)) for
some strict sl2-sequence z(m) ∈ U r where π : U r → ∆∗r is the covering map defined
by sj = e
2πizj for j = 1, . . . , r.
Lemma 7.21. If f : ∆r → C be a holomorphic function which vanishes along every
strict sl2-sequence s(m) ∈ ∆∗r then f ≡ 0.
Proof. Strict sl2-sequences z(m) = x(m) + iy(m) ∈ U r are equivalent to pairs
of sequences (x(m), t(m)) such that x(m) is a convergent sequence in [0, 1]r and
t(m) is a sequence in (0, 1]r which converges to zero. Indeed, given a strict sl2-
sequence z(m) = x(m) + iy(m) we define t(m) = (t1(m), . . . , tr(m)) via the usual
rule tj(m) = yj+1(m)/yj(m). Conversely, given (x(m), t(m)) as above, the sequence
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z(m) = x(m) + iy(m) obtained by setting yj(m) = (tj(m) · · · tr(m))−1 is a strict
sl2-sequence. In particular, since the differential of the map
t = (t1, . . . , tr) ∈ (0, 1]r 7→ (y1, . . . , yr) ∈ Rr>0
defined by yj = (tj . . . tr)
−1 is an isomorphism at each point t ∈ (0, 1]r, it follows
that given any point so ∈ ∆∗r on a strict sl2-sequence s(m), there exists strict
sl2-sequences passing through every point on a neighborhood of so. In particular,
if f vanishes on every strict sl2-sequence then f ≡ 0. 
To continue, we now prove Lemma (7.1) in the case where F (z) is an admissible
nilpotent orbit generated by (N1, . . . , Nr;F,W ).
Proof of Lemma (7.1) for admissible nilpotent orbits. Let (Fˆ ,W r) = (e−ξ.F,W r)
denote the sl2-splitting of (F,W
r). Let t(y) be the associated family of semisimple
endomorphisms. Then,
t−1(y)e
∑
j iyjNj .F = eP (t)Ad(t−1(y))(eξ).Fˆ (7.22)
because t−1(y) fixes Fˆ .
Given A ∈ End(V ), let
A =
∑
b∈Zr
Ab (7.23)
where Ab is the eigencomponent of A on which Ad(t−1(y))Ab = t
1
2 b1
1 · · · t
1
2 br
r Ab.
Then, by Lemma (5.7)
ξ =
∑
b∈Zr
≥0
ξb (7.24)
i.e. ξb = 0 unless b is a vector with non-negative coordinates. Accordingly,
eξ(t) = Ad(t−1(y))ξ
is a polynomial in non-negative, half-integral powers of t1, . . . , tr. Therefore, the
image of any sequence z(m) in I ′ under the map
z 7→ t−1(y)eiN(y).F = eP (t)eξ(t).Fˆ (7.25)
has a convergent subsequence in the compact dual Mˇ. Now, a point in Mˇ belongs
to M if and only if it induces polarized Hodge structures on GrW . By Lemma
(7.1) for variations of pure Hodge structure, the image of I ′ in GrW via the map
(7.25) is a relatively compact subset of the sum of the corresponding classifying
spaces of pure Hodge structure. Therefore, the image of I ′ under the map (7.25) is
a relatively compact subset ofM. 
Let b = (b1, . . . , br) ∈ Zr. Define a partial order on the group Zr by declaring that
b ≥ 0 if bj ≥ 0 for all j, and b < 0 otherwise. If b < 0 then w(b) = min{ j | bj < 0 }.
Lemma 7.26. Let
Γ(s) =
∑
b∈Zr
Γb(s) (7.27)
be the decomposition of Γ with respect to the action of Ad(t−1(y)) as above. If
Γb 6= 0 and b < 0 then Γbw(b) = 0.
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Proof. The proof of Lemma (6.3) shows that
Ad(t−1(y))(eN(x)) = eQ(x,t)
where Q(x, t) is a polynomial in half-integral powers of t1, . . . , tr with constant term
0 and coefficients which are polynomials in x1, . . . , xr. By the above conventions
(with P (t) and ξ(t) constructed using the nilpotent orbit attached to F (z)),
t−1(y).F (z) = eQ(x,t)eP (t)Ad(t−1(y))(eΓ(s))eξ(t).Fˆ∞
Consequently, since Q(x, t), P (t), Γ(s) and ξ(t) all take values in q (see (2.2)) and
converge along strict sl2-sequences, it follows that equation (7.20) holds along strict
sl2-sequences if and only if
Ad(t−1(y))(Γb(s))→ 0
along strict sl2-sequences for each index b.
Suppose now that b < 0 and Γb(s) 6= 0. Let w = w(b). Then,
t
1
2 b1
1 . . . t
1
2 br
r (Γ
b(s)− Γbw(s))→ 0 (7.28)
along any strict sl2-sequence since
Γb(s)− Γbw(s) =
w∑
k=1
skgk (7.29)
where g1, . . . , gw are q-valued holomorphic functions and b1, . . . , bw−1 ≥ 0.
Therefore, Ad(t−1(y))(Γb(s))→ 0 along strict sl2-sequences if and only if
t
1
2 b1
1 . . . t
1
2 br
r Γ
b
w(s)→ 0
along strict sl2-sequences. In particular, via a choice of basis, Γ
b
w(s) is represented
by a matrix of holomorphic functions in the variables sw+1, . . . , sr. Let f denote a
typical matrix entry of Γbw(s). Then, the previous equation holds if and only if
t
1
2 b1
1 . . . t
1
2 br
r f(s)→ 0 (7.30)
along strict sl2-sequences. If f 6= 0 then by Lemma (7.21) it follows that there
exists a strict sl2-sequence s(m) = π(z(m)) on which f is non-vanishing. Fur-
thermore, since f depends only on sw+1(m), . . . , sr(m), we have the freedom to
select z1(m), . . . , zw(m) in such a way that t
1
2 b1
1 . . . t
1
2 br
r becomes unbounded (since
bw < 0). But this contradicts (7.30) since f does not vanish along s(m). 
Corollary 7.31. For any weight b = (b1, . . . , br) ∈ Zr, the function Ad(t−1(y))Γb(s)
converges along any sl2-sequence z(m) ∈ I ′.
Proof. Suppose that z(m) is bounded. Then, Ad(t−1(y))Γb(s) converges since both
Ad(t−1(y)) and Γb(s) converge. Likewise, if b ≥ 0 then Ad(t−1(y))Γb(s) converges
along every sl2-sequence since both Γ
b(s) and t
1
2 b1
1 · · · t
1
2 br
r converge.
Assume therefore that z(m) is unbounded and b < 0. Let w = w(b). Then, by
the previous Lemma, Γbw(s) = 0 and hence by equation (7.29)
Γb(s) = Γb(s)− Γbw(s) =
w∑
k=1
skgk (7.32)
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where g1, . . . , gw are q-valued holomorphic functions. By the order structure (7.13)
on I ′ it follows that yℓ ≥ yw for ℓ = 1, . . . , w and hence
sℓt
1
2 bw
w · · · t
1
2 br
r → 0 (7.33)
along any sl2-sequence since |sℓ| = e−2πyℓ . Combining equations (7.32) and (7.33),
we obtain the convergence of Ad(t−1(y))Γb(s) along sl2-sequences since the remain-
ing factor t
1
2 b1
1 · · · t
1
2 bw−1
w−1 converges since b1, . . . , bw−1 ≥ 0. 
Corollary 7.34. Let z(m) be an sl2-sequence. Then, there exists F♯ ∈ M such
that
F˜ (z(m))→ F♯.
Furthermore, the value of F♯ depends only on the limiting values of the sequences
tj(m).
Proof. By the above remarks,
F˜ (z(m)) = eP (t)(Ad(t−1(y))eΓ(s))eξ(t).Fˆ∞
Moreover, along any sl2-sequence, P (t), Ad(t
−1(y))Γ(s) and ξ(t) converge to lim-
iting values in gC which only depend on the limiting values of tj(m). This forces
F˜ (z(m)) to converge to a point F♯ of the “compact dual” Mˇ of M. In particular,
since elements of gC preserveW , it follows from Lemma (7.1) for variations of pure
Hodge structure that F♯ is an element of M. 
End of Proof of (7.1). To complete the proof of Lemma (7.1) for variations of
mixed Hodge structure, observe that every sequence z(m) ∈ I ′ contains an sl2-
sequence z′(m). Applying the previous corollary to F (z′(m)) we see that the image
of I ′ by F˜ is a relatively compact subset ofM. 
8. Polarized Mixed Hodge Structures
In this section we prove two technical results about deformations of admissi-
ble nilpotent orbits using the theory of polarized mixed Hodge structure outlined
in [CK89].
Lemma 8.1. Let (N1, . . . , Nk;F,W ) generate an admissible nilpotent orbit. Then,
there exists a neighborhood A of 0 ∈ gC ∩ ker(adN1) ∩ · · · ∩ ker(adNk) such that
for all α ∈ A, (N1, . . . , Nk; eα.F,W ) generates an admissible nilpotent orbit.
Proof. The map
(z1, . . . , zk) 7→ e
∑
j zjNjeα.F
is horizontal since Nj(F
p) ⊆ F p−1. Therefore, Nj(eα.F p) ⊆ eα.F p−1. Likewise,
since (N1, . . . , Nk;F,W ) is admissible, all of the required relative weight filtrations
exist. It remains therefore to show that there exists a constant c such that
(e
∑
j zjNjeα.F,W )
is a graded-polarized mixed Hodge structure for Im(z1), . . . , Im(zk) > c.
SinceN1, . . . , Nk and α preserveW , we can assume without loss of generality that
W is pure of weight ℓ. Via a Tate-twist, we can assume that (e
∑
j zjNjeα.F,W ) is
pure and effective of weight ℓ. By Theorem (2.3) of [CK89], it is therefore sufficient
to show that ezNeα.F is a nilpotent orbit of pure Hodge structure of weight ℓ,
where N =
∑
j Nj .
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To continue, we note that since α commutes with N1, . . . , Nk it follows that
α preserves the monodromy weight filtration W (N). Since we already know that
ezN .F is a nilpotent orbit of weight ℓ (polarized by some bilinear form Q), it then
follows from the theory of polarized mixed Hodge structures (see: [CK89]) that
it is sufficient to show that eα.F induces a pure Hodge structure of weight j + ℓ
on the primitive part (with respect to N) of Gr
W (N)[−ℓ]
j+ℓ which is polarized by
Qℓ(∗, ∗) = Q(∗, N ℓ∗). But, this is an open condition on α ∈ A which is true for
α = 0 since ezN .F is a nilpotent orbit. 
Given a nilpotent orbit generated by (N1, . . . , Nr;F,W ) let t(y) be the associated
semisimple operator (6.1). Then, the corresponding semisimple operator
tι(y) =
∏
j>ι
t
1
2 Yˆj
j
attached to the nilpotent orbit generated by (Nι+1, . . . , Nr;F,W
ι) is obtained from
t(y) by setting t1, . . . , tι = 1.
Lemma 8.2. If k ≤ ℓ and α ∈ ker(adNk) then each eigencomponent of α with
respect to ad Yˆ ℓ belongs to ker(adNk).
Proof. By the Jacobi identity,
[Nk, [Yˆ
ℓ, α]] = [[Nk, Yˆ
ℓ], α] + [Yˆ ℓ, [Nk, α]] = [2Nk, α] = 0
since [Nk, Yˆ
ℓ] = 2Nk. Consequently, each eigencomponent of α must also belong
to ker(adNk) since adNk decreases eigenvalues with respect to ad Yˆ
ℓ by 2. 
Corollary 8.3. If α commutes with N1, . . . , Nι then so does Ad(t
−1
ι (y))α.
Proof. Decompose α with respect to Yˆ ι+1, . . . , Yˆ r and apply the previous lemma.

Lemma 8.4. For k ≤ ι, Ad(t−1ι (y))ykNk = yk/yι+1Nk and hence
Ad(t−1ι (y))e
i
∑
k≤ι ykNk = ei
∑
k≤ι (yk/yι+1)Nk .
Proof. By (6.1),
tι(y) =
∏
j>ι
t
1
2 Yˆ
j
j = y
− 12 Yˆ
ι+1
ι+1
∏
j>ι
y
− 12 Hˆj+1
j+1 (8.5)
Accordingly, since [Yˆ ι+1, Nk] = −2Nk for k ≤ ι+ 1 whereas [Nk, Hˆj] = 0 for j > k
by (5.4) it follows by (8.5) that (for k ≤ ι)
Ad(t−1ι (y))ykNk = Ad(y
1
2 Yˆ
ι+1
ι+1 )
∏
j>ι
Ad(y
1
2 Hˆj+1
j+1 )ykNk
= Ad(y
1
2 Yˆ
ι+1
ι+1 )ykNk = yk/yι+1Nk

Given a period map F (z1, . . . , zr) with local normal form (2.3) let
F∞(zι+1, . . . , zr) = e
∑
j>ι zjNjeΓι .F∞ (8.6)
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be the limit mixed Hodge structure obtained by degenerating the variables z1, . . . , zι
in F (z). Then, (F∞(zι+1, . . . , zr),W
ι) is an admissible variation of mixed Hodge
structure. Let
I ′ι = {(zι+1, . . . , zr) ∈ U r−ι | xι+1, . . . , xr ∈ [0, 1], yι+1 ≥ · · · ≥ yr ≥ 1 } (8.7)
Then, by Corollary (7.34), for any sl2-sequence z(m) = (zι+1(m), . . . , zr(m)) ∈ I ′ι,
the filtration
F˜∞(zι+1(m), . . . , zr(m)) = t
−1
ι (y)e
∑
j>ι iyjNjeΓι(s).F∞ (8.8)
converges to a filtration F♮ in the corresponding classifying spaceMι. Furthermore,
the filtration F♮ depends only on the limiting values of tι+1(m), . . . , tr(m).
Lemma 8.9. Let (zι+1(m), . . . , zr(m)) ∈ I ′ι be an sl2-sequence. Let F♮ ∈Mι be the
associated limiting filtration constructed above. Then, the data (N1, . . . , Nι, F♮,W )
generates an admissible nilpotent orbit.
Proof. Since (N1, . . . , Nr, F∞,W ) generates an admissible nilpotent orbit, all of
the required relative weight filtrations exist. Accordingly, we can assume that
F (z1, . . . , zr) is an effective variation of pure Hodge structure of weight ℓ.
Let
Pι(t) = Ad(t
−1
ι (y))(
∑
j>ι
iyjNj). (8.10)
Then, Lemma (6.3) applied to the nilpotent orbit generated by (Nι+1, . . . , Nr, F∞,W
ι)
asserts that Pι(t) is a polynomial in non-negative, half-integral powers of tι+1, . . . , tr.
Let (Fˆ∞,W
r) = (e−ξ.F∞,W
r) be the sl2-splitting of (F∞,W
r). Then, by Lemma (5.7),
ξι(t) = Ad(t
−1
ι (y)ξ (8.11)
is a polynomial in non-negative, half-integral powers of tι+1, . . . , tr. Accordingly,
F˜∞(zι+1, . . . , zr) = e
Pι(t)(Ad(t−1ι (y))e
Γι(s))eξι(t).Fˆ∞ (8.12)
where Ad(t−1ι (y))e
Γι(s) converges along any sl2-sequence [apply Corollary (7.31) to
the variation (F∞(zι+1, . . . , zr),W
ι)]. Consequently,
F♮ = e
γ♮ .Fˆ∞ (8.13)
where
eγ♮ = lim
m→∞
ePι(t)(Ad(t−1ι (y))e
Γι(s))eξι(t) (8.14)
Moreover (see equation (7.5)), since Nι+1, . . . , Nr, Γι and ξ all belong to the sub-
algebra q ∩ (∩ιk=1 ker(adNk)), it follows from Corollary (8.3) that
γ♮ ∈ q ∩ ker(adN1) ∩ · · · ∩ ker(adNι) (8.15)
In particular, by virtue of equations (8.13) and (8.15) it follows that N1, . . . , Nι are
horizontal with respect to F♮.
By Theorem (2.3) of [CK89], to complete the proof, it suffices to show that
z 7→ ez(N1+···+Nι).F♮
is a nilpotent orbit of pure Hodge structure. To this end, let a be a positive real
number and N† = a(N1 + · · ·+Nι). Observe that since
Fι(z) = e
∑
j≤ι zjNj .F∞(zι+1, . . . , zr)
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is an admissible variation of mixed Hodge structure so is
F†(zι, . . . , zr) = e
zιN†e
∑
j>ι zjNjeΓι(s).F∞
(here we can use [Kas86] to derive the existence of the required relative weight
filtrations since N† belongs to the interior of the cone generated by N1, . . . , Nι).
The associated nilpotent orbit of F† is generated by (N†, Nι+1, · · · , Nr, F∞,W ).
Let t†(y) be the associated semisimple operator. Then,
t†(y) = t
1
2 Yˆ†
ι tι(y)
Let P†(t) = Ad(t
−1
† (y))(iyιN† + i
∑
j>ι yjNj) and ξ†(t) = Ad(t
−1
† (y))ξ. Then,
F˜†(zι, . . . , zr) = t
−1
† (y)e
iyιN†ei
∑
j>ι yjNjeΓι .F∞
= eP†(t)(Ad(t−1† (y))e
Γι)eξ†(t).Fˆ∞
Let z†(m) = (zι(m), . . . , zr(m)) be the sl2-sequence obtained from the sequence
(zι+1(m), . . . , zr(m)) by setting zι(m) = zι+1(m). Applying Corollary (7.34) to
F˜†(z†(m)), we then obtain an associated limit filtration F♯ ∈M.
Regarding the filtration F♯, we note that since tι(m) = yι+1(m)/yι(m) = 1 along
the sequence z†(m) it follows that t†(y) = tι(y) along z†(m). Therefore, the limits
of Ad(t−1† (y))e
Γι and ξ†(t) along z†(m) coincide with the limits of Ad(t
−1
ι (y))e
Γι
and ξι(t) along the original sequence (zι+1(m), . . . , zr(m)). Likewise, along z†(m),
P†(t) = Ad(t
−1
ι (y))(iyιN† + i
∑
j>ι
yjNj) = iN† + Pι(t)
since Ad(t−1ι (y))yιN† = N† by Lemma (8.4). Therefore,
F♯ = e
iN† .F♮ ∈ M
In particular, since N† = a(N1 + · · · + Nι) with a > 0 arbitrary, it follows that
ez(N1+···+Nι).F♮ is a nilpotent orbit of pure Hodge structure. 
9. Proof of Theorem (2.30)
In this section we prove Theorem (2.30) by induction on dimension r of the base
∆∗r. For r = 1, Theorem (2.30) follows from Corollary (7.19).
Accordingly, assume that r > 1 and let z(m) be an sl2-sequence. Let ι be the
smallest index such that y(m) has non-polynomial growth with respect to ι. If ι = 0
or ι = r, Theorem (2.30) along z(m) follows from Corollary (7.18). Therefore, we
can assume that r > 1 and 0 < ι < r. Therefore, by Theorem (7.10) it follows that
Yˆ(F (z(m),W ) − Yˆ(Fι(z(m)),W ) → 0
and hence the proof of Theorem (2.30) is reduced to the case of period maps of the
special form Fι(z).
To complete the induction, we construct an associated flag in the spirit of (2.29)
and verify that if
Y (
∑
j≤d
vj(m)N(θ
j), Yˆ
(e
∑
j>ι iyjNj eΓι(s).F∞,W ι)
)→ Yo (9.1)
then e−N(x(m)).Yˆ(Fι(z(m)),W ) → Yo. Having done this, we then compute the limit
(9.1) using the induction hypothesis and the properties of Deligne systems.
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. As in equations (8.6) and (8.8), let us define
F∞(zι+1, . . . , zr) = e
∑
j>ι zjNjeΓι .F∞
F˜∞(zι+1, . . . , zr) = t
−1
ι (y)e
∑
j>ι iyjNjeΓι(s).F∞
Then,
Fι(z1, . . . , zr) = e
∑
j zjNjeΓι .F∞
= eN(x)e
∑
j iyjNjeΓι .F∞
= eN(x)e
∑
j≤ι iyjNje
∑
j>ι iyjNjeΓι .F∞
= eN(x)e
∑
j≤ι iyjNj tι(y).F˜∞(zι+1, . . . , zr)
= eN(x)tι(y)e
i
∑
k≤ι (yk/yι+1)Nk .F˜∞(zι+1, . . . , zr)
where the last step is justified by Lemma (8.4).
By equation (8.12)
F˜∞(zι+1, . . . , zr) = e
Pι(t)(Ad(t−1ι (y))e
Γι(s))eξι(t).Fˆ∞
Moreover, by (8.13), along the sequence (zι+1(m), . . . , zr(m)),
F˜∞(zι+1(m), . . . , zr(m))→ F♮ = eγ♮ .Fˆ∞
Define
v = q ∩ ker(adN1) ∩ · · · ∩ ker(adNι)
Then, by Corollary (8.3) it follows that the function
ePι(t)(Ad(t−1ι (y))e
Γι(s))eξι(t)
takes valued in v, and hence so does its limiting value γ♮ along (zι+1(m), . . . , zr(m)).
Let
eγ(zι+1,...,zr) = ePι(t)(Ad(t−1ι (y))e
Γι(s))eξι(t)e−γ♮ (9.2)
Then, F˜∞(zι+1, . . . , zr) = e
γ(zι+1,...,zr).F♮, with
γ(zι+1(m), . . . , zr(m))→ 0 (9.3)
By Lemma (8.9), the data (N1, . . . , Nι, F♮,W ) defines an admissible nilpotent
orbit, and hence by Lemma (8.1) there exists a neighborhood vo of zero in v such
that for every ν ∈ vo the data (N1, . . . , Nι, eν .F♮,W ) defines an admissible nilpotent
orbit. Shrinking vo as necessary, we can further assume that there exists a common
constant c such that if Im(z1), . . . , Im(zι) > c then
e
∑
j≤ι zjNjeν .F♮ ∈ M (9.4)
In particular, by (9.3), there exists index mo such that
γ(zι+1(m), . . . , zr(m)) ∈ vo
whenever m > mo.
Corollary 9.5. Combining the above equations, it follows that along the given
sl2-sequence z(m), we can write
Fι(z) = e
N(x)tι(y)e
i
∑
k≤ι (yk/yι+1)Nkeγ(zι+1,...,zr).F♮ (9.6)
with γ(zι+1(m), . . . , zr(m)) taking values vo for m > mo.
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Consider now the sequence y˜(m) = (y˜1(m), . . . , y˜ι(m)) obtained by setting
y˜j(m) = yj(m)/yι+1(m), (9.7)
Then, since y(m) = (y1(m), . . . , yr(m)) is an sl2-sequence it follows that y˜(m) is
also an sl2-sequence in ι-variables. Therefore (see definition (2.27)) we have
y˜(m) = T (v˜(m)) + b˜(m)
for some linear map T : Rd → Rι, some strict sl2-sequence v˜(m) ∈ Rd and a
convergent sequence b(m) ∈ Rι. Accordingly,
N(y˜(m)) =
d∑
j=1
N(θj)v˜j(m) +N(b˜(m))
where N(θ1), . . . , N(θd) and N(b˜(m)) belong to the real subalgebra bR of v gener-
ated by N1, . . . , Nι.
Warning 9.8. The system of θ’s constructed in this way may differ from the se-
quence appearing in Theorem (2.30). Nonetheless, the result limit gradings will be
the same. This will addressed in the final paragraph of the paper.
Let N(b˜(m))→ N(b˜o) and bo be a neighborhood of N(b˜o) in bR. Then, for any
α ∈ bo and any ν ∈ vo, the data
(N(θ1), . . . , N(θd); eiαeν .F♮,W )
generates an admissible nilpotent orbit (with slightly larger c to compensate for α,
see (9.4)). We therefore define
F (v1, . . . , vd;α, ν) = e
∑
j≤d ivjN(θ
j)eiαeν .F♮
As in the proof of Corollary (7.18), it then follows via Lemma (2.24) that for fixed
α and ν as above,
Yˆ(F (v1,...,vd;α,ν),W ) → Yˆ (ν) := Y (N(θ1), . . . , Y (N(θd), Yˆ(eν .F♮,W ι)))
along any strict sl2-sequence in the variables v1, . . . , vd.
By Theorem (0.5) of [KNU08], there exists a constant b such that if τ1 =
v2/v1, . . . , τd = 1/vd ∈ (0, b) then
Yˆ(F (v1,...,vd;α,ν),W ) = exp(u(τ ;α, ν)).Yˆ (ν) (9.9)
where u(τ ;α, ν) has a convergent series expansion
u(τ ;α, ν) =
∑
m
um(α, ν)
r∏
j=1
τ
m(j)
j (9.10)
with constant term 0. Furthermore, by Theorem (10.8) of [KNU08], the coefficients
um(α, ν) are analytic functions of α ∈ bo and v ∈ vo.
Corollary 9.11. Let ν(m) = γ(zι+1(m), . . . , zr(m)) and α(m) = N(b˜(m)). Then,
Yˆ(Fι(z(m)),W ) = e
N(x(m))tι(y(m))e
u(τ(m);α(m),ν(m)).Yˆ (ν(m)) (9.12)
where τj(m) = vj+1(m)/vj(m) for vj(m) = v˜j(m).
Proof. Combine equations (9.6), (9.7), and (9.9). 
The remainder of the proof of Theorem (2.30) now divides into two parts de-
pending on d:
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Remark 9.13. The notation introduced in Corollary (9.11) will remain in effect for
the remainder of this section.
d=1. In this case, it follows from the definition of non-polynomial growth that
τ1(m)y
e
ι+1(m)→ 0
for any half-integral power e, and hence the sequence
eη(m) := Ad(tι(y(m)))e
u(τ1(m);α(m),ν(m)) → 1 (9.14)
since the action of Ad(tι(y)) on gC is bounded by a polynomial in y
1
2
ι+1.
On the other hand, by Lemma (8.4) and the properties of Deligne systems it
follows that
tι(y).Yˆ (ν) = Y (Ad(tι(y))N(θ
1), Yˆ(tι(y)eν .F♮,W ι)))
= Y (yι+1N(θ
1), Yˆ(tι(y)eν .F♮,W ι)))
Now, if (N, YM ,W ) is a Deligne system then so is (λN, YM ,W ) for any non-zero
scalar. Furthermore,
Y (λN, YM ) = Y (N, YM ) (9.15)
In particular, by the previous paragraph
tι(y).Yˆ (ν) = Y (N(θ
1), Yˆ(tι(y)eν .F♮,W ι))) (9.16)
Therefore, by equations (9.12), (9.14) and (9.16) it follows that
e−N(x(m)).Yˆ(Fι(z(m)),W ) = e
η(m).Y (N(θ1), Yˆ(tι(y(m))eν(m).F♮,W ι)))
= eη(m).Y (N(θ1), Yˆ
(e
∑
j>ι iyj(m)Nj eΓi(s(m)).F∞,W ι)
))
and hence (9.1) hold for d = 1.
By induction,
Yˆ
(e
∑
j>ι iyj (m)Nj eΓι(s(m)).F∞,W ι)
)→ Y (N(θ2), . . . , Y (N(θd′), Yˆ(F∞,W r)))
and hence combining the above, we have
e−N(x(m)).Yˆ(Fι(z(m)),W ) → Y (N(θ1), . . . , Y (N(θd
′
), Yˆ(F∞,W r)))
Remark 9.17. To complete the proof for d = 1 we still need to resolve the discrep-
ancy introduced by the different system of θ’s as remarked in (9.8).
d > 1.
Lemma 9.18. For fixed α and ν as in (9.9) and τ1, . . . , τd−1 ∈ (0, b)
exp(u(τ1, . . . , τd−1, 0;α, ν).Yˆ (ν) = Y (
∑
j≤d
ωjN(θ
j), Yˆ(eν .F♮,W ι)) (9.19)
for any vector (ω1, . . . , ωd) ∈ Rd>0 such that τj = ωj+1/ωj for j ≤ d− 1.
Proof. Let vj = yωj for j = 1, . . . , d. Then, by (9.9),
Yˆ(F (v1,...,vd;α,ν),W ) = exp(u(τ1, . . . , τd−1, 1/(yωd);α, ν)).Yˆ (ν)
On the other hand,
Yˆ(F (v1,...,vd;α,ν),W ) = Yˆ(e
∑
j≤d ivjN(θ
j)
eiαeν .F♮,W )
= Yˆ
(e
iy
∑
j≤d ωjN(θ
j)
eiαeν .F♮,W )
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Comparing these two equations, it follows that
exp(u(τ1, . . . , τd−1, 1/(yωd);α, ν)).Yˆ (ν) = Yˆ
(e
iy
∑
j≤d ωjN(θ
j )
eiαeν .F♮,W )
Taking the limit as y →∞, we then obtain equation (9.19) using (2.17). 
Remark 9.20. A priori, u(τ ;α, ν) is only defined for τ1, . . . , τd ∈ (0, b). However,
via the series expansion (9.10), we can extend u to a real-analytic function on a
neighborhood of τ = 0. By continuity, the formula for u(τ1, . . . , τd−1, 0) given above
agrees with the value of u(τ1, . . . , τd−1, 0) determined by (9.10).
For α and ν as in (9.9), let
u1(τ ;α, ν) = u(τ1, . . . , τd;α, ν) − u(τ1, . . . , τd−1, 0;α, ν)
u2(τ ;α, ν) = u(τ1, . . . , τd−1, 0;α, ν)
Then, exp(u(τ ;α, ν)) = exp(u1 + u2) where u1 is divisible by τd in the ring of
real-analytic functions of τ1, . . . , τd. Therefore,
Ad(tι(y)) exp(u(τ ;α, ν)) = Ad(tι(y))(e
u1+u2e−u2)Ad(tι(y))e
u2 (9.21)
where eu1+u2e−u2 = eu3 with u3 again divisible by τd in the ring of real-analytic
functions in τ1, . . . , τd. Consequently, as in (9.14), it follows that if η(m) is the
sequence defined by the equation
eη = Ad(tι(y))(e
u3) (9.22)
along z(m) then η(m)→ 0.
Lemma 9.23.
eu2(τ(m);α(m),ν(m)).Yˆ (ν(m)) = Y (
∑
j≤d
vj(m)N(θ
j), Yˆ(eν(m).F♮,W ι))
Proof. Use Lemma (9.18) with ωj(m) = vj(m). 
Accordingly, by the previous Lemma and equations (9.12), (9.21), (9.22) it fol-
lows that
e−N(x(m)).Yˆ(Fι(z(m)),W ) = e
η(m)tι(y(m))e
u2(τ(m);α(m),ν(m)).Yˆ (ν(m))
= eη(m)tι(y(m)).Y (
∑
j≤d
vj(m)N(θ
j), Yˆ(eν(m).F♮,W ι))
Therefore, using Lemma (8.4) and our freedom to rescaleN(θj)→ λN(θj) it follows
that
tι(y(m)).Y (
∑
j≤d
vj(m)N(θ
j), Yˆ(eν(m).F♮,W ι))
= Y (
∑
j≤d
vj(m)N(θ
j), Yˆ
(e
∑
j>ι iyjNj eΓι(s).F∞,W ι)
) (9.24)
and hence
e−N(x(m)).Yˆ(Fι(z(m)),W ) = e
η(m).Y (
∑
j≤d
vj(m)N(θ
j), Yˆ
(e
∑
j>ι iyjNj eΓι(s).F∞,W ι)
)
(9.25)
In particular, since η(m)→ 0, it follows that (9.1) holds for d > 1.
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Thus, to complete the proof it remains to compute the limit (9.1). To this end,
observe that by induction,
Yˆ
(e
∑
j>ι iyjNj eΓι(s).F∞,W ι)
→ Y † = Y (N(θd+1), . . . , Y (N(θd′), Yˆ(F∞,W r))) (9.26)
Consequently, there exists a unique W ι−1gl(V )-valued sequence β(m) which con-
verges to zero such that
Yˆ
(e
∑
j>ι iyjNj eΓι(s).F∞,W ι)
= eβ(m).Y †
along z(m).
To continue, note that since Yˆ
(e
∑
j>ι iyjNj eΓι(s).F∞,W ι)
arises from the sl2-splitting
of the limit mixed Hodge structure of the nilpotent orbit
(z1, . . . , zι) 7→ e
∑
j zjNj .(e
∑
j>ι iyjNjeΓι(s).F∞)
it follows that
(a) [Nj , e
β.Y †] = −2Nj for j ≤ ι;
(b) eβ .Y † preserves W 0, . . . ,W ι.
On the other hand, by Lemma (5.10) we know that Y † = Y(Fˆι,W ι) arises via the
limit mixed Hodge structure of a nilpotent orbit
(e
∑
j≤ι zjNj .Fˆι,W
0)
(with limit MHS split over R) we also have
(a’) [Nj , Y
†] = −2Nj for j ≤ ι;
(b’) Y † preserves W 0, . . . ,W ι.
Warning 9.27. For the remainder of this paper, Fˆι is the filtration of the previous
paragraph and not the filtration obtained from equation (5.2) and the nilpotent orbit
(N1, . . . , Nr; Fˆ∞,W ).
Remark 9.28. As in the remark to Theorem (2.30), we are implicitly assuming that
yj(m) → ∞ for all j. The case where some yj(m) remain bounded is handled by
absorbing these factors into F∞. The details are left to the reader.
In particular, comparing (a) and (a′) it follows from Lemma (5.13) that
[β(m), Nj ] = 0, j ≤ ι (9.29)
Likewise, it follows from properties (b) and (b′) that
β(m) preserves W j , j ≤ ι (9.30)
By the functoriality of Deligne systems, it follows from (9.29) and (9.30) that
Y (
∑
j≤d
vj(m)N(θ
j), Yˆ
(e
∑
j>ι iyjNj eΓι(s).F∞,W ι)
)
= Y (
∑
j≤d
vj(m)N(θ
j), eβ(m).Y †) = eβ(m).Y (
∑
j≤d
vj(m)N(θ
j), Y †) (9.31)
Moreover, by the properties of Deligne systems,
Y (
∑
j≤d
vj(m)N(θ
j), Y †) = Yˆ
(e
i
∑
j≤d vj(m)N(θ
j )
.Fˆι,W 0)
(9.32)
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Letting m→∞ and using (2.17) to compute the right hand side shows that
Y (
∑
j≤d
vj(m)N(θ
j), Y †)→ Yˆ (N(θ1), . . . , Y (N(θd), Y(Fˆι,W ι)))
Therefore, since β(m)→ 0 and
Y(Fˆι,W ι) = Y
† = Y (N(θd+1), . . . , Y (N(θd
′
), Yˆ(F∞,W r))).
it follows that from equation (9.31) that
Y (
∑
j≤d
vj(m)N(θ
j), Yˆ
(e
∑
j>ι iyjNj eΓι(s).F∞,W ι)
)→ Y (N(θ1), . . . , Y (N(θd′), Yˆ(F∞,W r)))
Returning to equation (9.1) it then follows that
e−N(x(m)).Yˆ(F (z(m)),W ) → Y (N(θ1), . . . , Y (N(θd
′
), Yˆ(F∞,W r))) (9.33)
as required.
To complete the proof, we note that the elements θ1, . . . , θd
′
constructed above
depend on the sequence z(m) and not the period map. Consequently, it follows
from (9.33) that
e−N(x(m)).Yˆ(F (z(m)),W ) − e−N(x(m)).Yˆ(eN(z(m)).F∞,W ) = 0 (9.34)
for every sl2-sequence since both F (z) and e
N(z).F∞ have the same limit Hodge
filtration. On the other hand, by Lemma (7.17), we know that (2.31) holds for
nilpotent orbits. Thus, by virtue of equation (9.34), equation (2.31) is also true for
period maps.
Part 2. Tannakian Categories of Nilpotent Orbits
10. Central filtrations on Tannakian Categories
The main purpose of this appendix is to prove Theorem 2.18 and Lemma 2.20
from the body of the paper. These results characterize the sl2-splitting as the unique
splitting ǫ given as a universal Lie polynomial in the δp,q such that, if (N,F,W )
is a one-variable nilpotent orbit with limit split over R, and ξ = ǫ(eiN .F,W ), then
Y (eξeiN .F,W ) is a morphism of the limit mixed Hodge structure (F,M(W,N)).
That this is so was stated first by Deligne in an unpublished letter to Cattani
and Kaplan. In this appendix, we phrase Deligne’s results in the language of Tan-
nakian categories in the hope that this will lead to clarity by making explicit the
relationships between various categories of Hodge structures and nilpotent orbits.
10.1. Let C be a Tannakian category over a field k and let ω : C → Vectk be a
fiber functor (where Vectk denotes the category of finite dimensional vector spaces
over k). Recall from Saavedra-Rivano [SR72, p. 213], that an exact filtration of ω
consists of an exhaustive, increasing filtration Wk of the functor ω satisfying
(i) the associated graded GrW ω is exact;
(ii) for every n ∈ Z and every pair of objects X,Y in C, we have
Wnω(X ⊗ Y ) =
∑
p+q=n
WpωX ⊗WqωY.
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See [SR72] for a definition where the field k is replace with a ring A.
Saavedra-Rivano calls a filtration W central if it arises by applying ω to a fil-
tration (also denoted Wk) of the identity functor on C. (So WkωX = ωWkX .)
Suppose W is an exact central filtration. Then we say that an object X is pure of
weight k, if GrWj X = 0 for all j 6= k. An object is split if it is a direct sum of pure
subobjects. It follows from the exactness of W , that the full subcategory SWC
consisting of all split objects is a Tannakian subcategory of C [Mil07, 1.7]. It also
follows that HomC(X,Y ) = 0 if X and Y are two pure objects of C of different
weights.
10.2. Suppose ω : C → Vectk is a neutral Tannakian category with Galois group
G = Aut⊗ ω. A grading (or, to be precise, a Z-grading) of ω is a functorial de-
composition ω = ⊕k∈Zωk. A grading of ω amounts to the same thing as a group
homomorphism i : Gm → G where Gm denotes the multiplicative group of k. Any
grading, or equivalently a group homomorphism i : Gm → G, gives rise to a filtra-
tion W =W (i) on ω via the rule WnωX = ⊕k≤nωkX . A filtration W is said to be
splittable if W =W (i) for some grading i. In this case, i is said to be a splitting of
W .
10.3. In [SR72, p.217], Saavedra-Rivano considers affine group schemes P = Aut⊗W (ω)
and U = Aut⊗!(ω) associated to a neutral Tannakian category ω : C→ Vectk and
an exact filtration W of ω. The group P consists of automorphisms preserving
WωX , for any X ∈ C, while the group U consists of automorphisms inducing the
identity on GrW ω. More generally, Saavedra-Rivano considers filters P by the sub-
groups Uα consisting of elements g ∈ P acting trivially on (Wp/Wp+α)ωX . In this
notation, U = U−1 and we set P = U0. To express the the fact that the filtration
Ui depends on W , we write WiU := Ui.
If W is central, then P = G = Aut⊗(ω).
Proposition 10.1. Suppose ω : C → Vectk is a neutral Tannakian category
equipped with a central filtration W . Let Q = Aut⊗(ω|SWC). Then the map
π : G → Q induced by the inclusion of SWC in C is faithfully flat with kernel U .
Thus we have a short exact sequence
1→ U → G→ Q→ 1
of k-groups. Thus, G/U is isomorphic to Q.
Proof. By [DMOS82, Proposition 2.21], G → Q is faithfully flat, because the in-
clusion SWC → C is fully faithful and every subobject in C of a split object is
split. It is clear that U is in the kernel of π. On the other hand, ever object in C
is a successive extension of pure objects. From this observation, it follows that U
contains the kernel of π. 
10.4. Suppose the filtration W in Proposition 10.1 is splittable by a homomor-
phism i : Gm → G. Let Cent(i) denote the centralizer of i in G.
Proposition 10.2 (Saavedra-Rivano). If W is splittable, then G = U ⋊ Cent(i).
In particular, Cent(i) is isomorphic to Q.
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10.5. In the context of the Proposition, the set of splittings i : Gm → G is a
pseudo-torsor under U(k) (acting via conjugation). Fortunately, all the filtrations
which come up in Hodge theory are, in fact, splittable. One way to see this is to
use the following result, a corollary of a recent theorem of Ziegler.
Theorem 10.3. Suppose ω : C → Vectk is a neutral Tannakian category over a
field k of characteristic 0 and let W be a filtration on ω. Then W is splittable
Proof. This follows directly from Theorem 1.3 of [Zie11] and the fact that, in char-
acteristic 0, algebraic groups are smooth. 
11. Mixed Hodge Structures
11.1. The category MHS of mixed Hodge structures over R equipped with the
forgetful functor ω : MHS → VectR sending a Hodge structure to its underlying
real vector space is a neutral Tannakian category. The weight filtration W induces
a central filtration on MHS and the category SWMHS is simply the category HS of
split mixed Hodge structures.
By a classical observation of Deligne, the group S := Aut⊗(ω|HS) is the Weil
restriction of scalars from C to R of the group Gm. This group sits in exact
sequences
1 // S1
s
// S
t
// Gm // 1
1 // Gm
w
// S // S1 // 1
where S1 is the unique (up to isomorphism) non-split real form of Gm and the
action of Gm via w on a split mixed Hodge structure induces the splitting of the
weight filtration. The homomorphism t : S → Gm induces a fully faithful functor
from the category of graded vector spaces to the category of split mixed Hodge
structures whose essential image consists of the Tate mixed Hodge structures. The
map s×w : S1×Gm → S presents S as the quotient of S1 ×Gm by the diagonally
embedded copy of Z/2.
11.2. By Theorem 10.3, the central filtration W on MHS is splittable. So M :=
Aut⊗(ω) is isomorphic to a semi-direct product U⋊S where U = Aut⊗!(ω). In fact,
Deligne determined the structure of U, which, for the convenience of the reader, we
explain Deligne’s language.
Let LC denote the free Lie algebra over C on generators Di,j where i and j are
negative integers. The C-vector space underlying LC carries a unique bigrading
LC = ⊕LC(i, j) for which Di,j is in bidegree (i, j). Let
WnLC = ⊕i+j≤nLC(i, j).
ThenWnLC is an ideal in LC, and it is easy to see that the Lie algebra LC/WnLC is
nilpotent and finite dimensional as a C vector space. There is a unique real structure
on the Lie algebra LC for which D¯i,j = −Dj,i. Let L denote the corresponding real
Lie algebra. Since the real structure respects the filtration W on LC, W descends
to a filtration on L. Set U(n) := exp(L/WnL), a real algebraic unipotent group.
The bigrading on LC induces an action of G2m on LC and, thus, an action on
U(n)⊗C. Under this action (s, t)Di,j = sitjDi,j . This action descends to an action
of S on L for which tDi,j = zi(t)z¯j(t)Di,j where z, z¯ denote conjugate generators of
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the character group of S. The action of S on L then induces an action on the real
algebraic group U(n). Let lim←−U(n) denote the inverse limit of the real algebraic
groups U(n), a pro-unipotent real affine group scheme, and write Wk lim←−U(n) for
the kernel of the canonical homomorphism lim←−U(n)→ U(k).
Suppose V = (V, F,W ) is a real mixed Hodge structure. Let δ = δF,W ∈
End(V ) and write δ =
∑
i,j<0 δi,j ∈ End(V )C. Since δ is real δ¯i,j = δj,i This
induces an action of lim←−U(n) on V by letting D
i,j act via
√−1δi,j . This induces
a homomorphism lim←−U(n) → M, and, since U(n) is unipotent for each n, the
homomorphism must factor through U. So we have a map lim←−U(n)→ U.
Theorem 11.1 (Deligne). [Del94b] We have U = lim←−U(n).
Remark 11.2. If (V, F,W ) is a real mixed Hodge structure, then (V, e−iδ.F,W ) is
split over R. The splitting Y(e−iδ.F,W ) gives a canonical R grading of W , and thus
a homomorphism i : Gm →M, which induces a splitting of the sequence
1→ U→M→ S→ 1.
If we setM(n) := M/WnU, thenM(n) is a real algebraic group andM = lim←−M(n).
12. Nilpotent Orbits
12.1. Suppose V is a finite dimensional real vector space. Recall, from the body of
the paper or from [KNU08, p. 405], that the data of an admissible nilpotent orbit
(or mixed nilpotent orbit in the terminology of [KNU08]) consists of a quadruple
(V,N, F,W ) where
(i) N is a nilpotent endomorphism of V ,
(ii) F is a decreasing filtration of VC,
(iii) W is an increasing filtration of V .
These data are assumed to satisfy several conditions spelled out in [KNU08]. The
class of all admissible nilpotent orbits (V,N, F,W ) forms a category in an obvi-
ous way (morphisms are vector space homomorphisms preserving N , F and W ).
Moreover, by a result of Kashiwara [Kas86, Proposition 5.2.6] this category, which
we will call Nilp1, is abelian. In fact, Nilp1 is a neutral Tannakian category: the
tensor products are defined as in [Kas86, 4.4.3] in an obvious way, the functor ω1
from Nilp1 to the category VectR of finite dimensional real vector spaces is the one
that forgets everything but V . From this, it is easy to check that Nilp1 is a neutral
Tannakian category using, for example, [DMOS82, Proposition 1.20]. The filtration
W equips ω1 with a central filtration.
12.2. Unfortunately, we do not have a simple description of Nilp1. However, Nilp1
has a Tannakian subcategory whose fundamental group is more tractable: the full
subcategory Split1 consisting of all object (V,N, F,W ) with limit (V, F,M(N,W ))
split overR. LetM1 denote the affine group scheme Aut
⊗(ω1| Split1). The filtration
W induces a central filtration on the neutral Tannakian category ω1 : Split1 →
VectR. We write S1 for the category SW Split1 of all split objects in Split1. Objects
in S1 are called SL2-orbits. Write S1 = Aut
⊗(ω1|S1). Then we have a (splittable)
faithfully flat homomorphism π1 : M1 → S1, and, if we write U1 for the kernel of
π1, we obtain a (splittable) exact sequence
1→ U1 →M1 → S1 → 1.
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In fact, M1 inherits a filtration WkM1 from W as in (10.3), and U1 =W1M1.
For each non-negative integer n, set M1(n) := M1/WnU1. Then M1(n) is a
real algebraic group with unipotent radical U1(n). The homomorphism π1(n) :
M1(n) → S1 induced by π1 sends M1(n) onto its largest reductive quotient. We
have M = lim←−M1(n).
Since the limit (V, F,M(N,W )) of an object (V,N, F,W ) in Split1 is, by def-
inition, split over R, we obtain morphism iM : Gm → M1 inducing a grading of
M . We write i¯M := π1 ◦ iM : Gm → S1. Moreover, write H := iM (Gm) and
H¯ = i¯M (Gm).
Note that, any split real mixed Hodge structure, (V, F,W ) gives rise to a split
nilpotent orbit (V, 0, F,W ) in a trivial way. In other words, each split real mixed
Hodge structure gives rise to a constant split nilpotent orbit. This association
gives rise to a tensor functor Const : HS → S1 and, thus, to a homomorphism
const : S1 → S.
The following proposition is proved in [CKS86, Lemma 3.12].
Proposition 12.1. Suppose (V,N, F,W ) is an object in Split1 and z is a complex
number in the upper-half plane. Then (V, ezN .F,W ) is a real mixed Hodge structure.
For every z in the upper-half plane, the proposition gives a functor spz : Split1 →
MHS compatible with ⊗, the filtrationW , and the forgetful functors to VectR. (We
call it spz for “specialization” because it corresponds to specializing the nilpotent
orbit to the point i in the upper half plane.) The functor spz induces, in turn,
a group homomorphism spz : M → M1 compatible with the W filtration of both
groups. For most purposes, it suffices to consider the case z = i.
The following is the main theorem of the appendix.
Theorem 12.2. Concerning M1 and its relationship to M, we have the following
results.
(i) The group S1 is isomorphic to (Gm × S1 × SL2)/µ2 where µ2 is embedded
in diagonally in the product and S1 denotes the unique non-split real form
of Gm.
(ii) The homomorphism spi : M→M1 is injective.
(iii) The restriction of spi to U induces an isomorphism of U with U1, thus a
commutative diagram
1 // U //
∼=

M
π
//
spi

S //
spi

1
1 // U1 //M1
π1
// S1 // 1.
(iv) Cent(H) ∩ U1 = {1}. On the other hand, spi(w(Gm)) is central in S1.
Corollary 12.3. There is a unique splitting σ : S → M such that spi ◦σ(w(Gm))
commutes with H.
Proof. Since Cent(H)∩U1 = {1}, the restriction of π1 to Cent(H) gives an injection
Cent(H)→ S1. Let H¯ denote the image of H in S1. We then obtain a commutative
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diagram of group homomorphisms
Cent(H) ∩M π //

Cent H¯ ∩ S

Cent(H)
π1
// Cent H¯
where all arrows are injective and we regard M as being contained M1 via spi.
It follows from [SGA70, Exp. XV Lemma 7.2] that the horizontal arrows are
surjective (and, therefore, isomorphisms). Thus, since w(Gm) is contained in
Cent(H¯) ∩ S, there exists a unique section of π over w(Gm) commuting with H .
This gives a grading i : Gm →M of W . The centralizer of i in M gives a splitting
σ : S →M of π. It is clearly the unique splitting σ such that σ(w(Gm) commutes
with H .

Lemma 12.4. Suppose (V,N, F,W ) is a one-variable admissible nilpotent orbit
with limit split over R. Set F(0) = e
iN .F . Then Y (Fˆ(0),W ) is a morphism of the
limit mixed Hodge structure (V, F,M(N,W )).
Proof. This follows from [KNU08, 10.1.3]. 
The following is a restatement of Theorem 2.18.
Corollary 12.5. The sl2-splitting is the unique functorial splitting on the category
of real mixed Hodge structures given by a universal Lie polynomials ǫ in the δp,q
satisfying the following property. If (N,F,W ) is a one-variable nilpotent orbit with
limit split over R and we set ξ = ǫ(eiN .F,W ), then Y (e−ξeiN .F,W ) is a morphism
of (F,M(N,W )).
Proof. Universal Lie polynomials in the the δp,q are in one-one correspondence with
elements of the completed Lie algebra Lˆ := lim←−L/WnL. By the Baker-Campbell-
Hausdorff theorem, the map ζ 7→ eζ gives an isomorphism from Lˆ to U1(R).
Gradings i : Gm → M of the weight filtration form a torsor under U(R). If
we let iδ denote the grading Y (e
−iδ.F,W ), then any other grading iζ : Gm → M
of the weight filtration is given by Y (eζe−iδ.F,W ) where ζ ∈ Lˆ is a universal Lie
polynomial in the δp,q. The grading is defined over R iff the universal Lie polynomial
ζ is.
Note that there is a one-one correspondence between splittings σ : S → M and
gradings i : Gm →M. This correspondence sends the splitting σ to its restriction to
w(Gm) ⊂ S. The inverse of the correspondence sends the grading i to its centralizer
(in M), which is isomorphic to S. Under this correspondence, the S representation
given by the split mixed Hodge structure (eζe−iδ.F,W ) is sent to the splitting
Y (eζe−iδ.F,W ).
Corollary 12.3 shows that there is a unique splitting σ : Gm → M such that
spi(σ) commutes with H . Thus, there can be only real one universal Lie polyno-
mial ζ in the δp,q such that, when δ = δ(e
iN .F,W ), Y (eζe−iδeiN .F,W ) commutes
with the grading Y (F,M) of the limit mixed Hodge structure. Now, any ζ such
that Y (eζe−iδeiN .F,W ) is a morphism of the limit mixed Hodge structure com-
mutes with the limit grading Y (F,M). The result now follows immediately from
Lemma 12.4.
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
13. Deligne’s Splittings
13.1. Suppose V is a vector space over a field F of characteristic 0, N is a nilpotent
operator on V andW is an exhaustive, separated increasing filtration of V (indexed
by integers) such that NWi ⊂ Wi−1. The triple (V,N,W ) is called admissible if
the relative weight filtration M = M(N,W ) exists. (By [Del80], M is unique if it
does exist.)
A grading YM of M is said to be compatible with N and W if
(i) [YM , N ] = −2N ;
(ii) for all i, YM (Wi) ⊂Wi.
If YM is such a grading, let G(W,YM ) denote the set of gradings of W which
commute with YM . It is not hard to see that G(W,YM ) is non-empty. In fact, if
we let P denote the subgroup of GL(V ) consisting of g such that gYMg
−1 = YM
and (g − 1)Wi ⊂Wi−1, then G(W,YM ) is a principle homogeneous space for P .
Suppose YW ∈ G(W,YM ). Then set H = H(YW ) = YM − YW . Let Ni denote
the i-th eigencomponent for N under the action of adYW . Since N preserves W ,
N =
∑
i∈Z≤0
Ni. It follows from the definition of the relative weight filtration, that
the pair (N0, H) is an sl2-pair. Let N+ = N+(YW ) denote the unique element of
EndV such that (N0, H,N
+) is an sl2-triple.
Theorem 13.1 (Deligne). Suppose that (V,N,W ) is an admissible triple and YM
is grading of M compatible with N and W . Then there exists a unique grading
YW = Y (N, YM ) ∈ G(W,YM ) with respect to which, for each i < 0, [N+, Ni] = 0.
Proof. The result was proved originally in a letter from Deligne to Cattani and
Kaplan. For a published proof, see [Pea06]. 
13.2. Suppose (V,N, F,W ) is an object in Nilp1. Set YM = Y(F,M). Then YM
is a morphism of (V, F,M) and the weight filtration W is a filtration of (V, F,M)
by subobjects. Therefore, YM preserves W , and, as N is a (−1,−1) morphism
of the limit mixed Hodge structure (V, F,M), [YM , N ] = −2N . So, by Theo-
rem 13.1 (V,N, F,M), gives rise to grading YW = Y (N, Y(F,M)) of W and an
sl2-triple (N0, H,N+).
Because of the uniqueness of YW , the construction of the sl2-triple is functorial.
In other words, Theorem 13.1 gives rise to a functor Nilp1  Rep sl2 associating to
every admissible nilpotent orbit (V,N, F,W ) the representation ρV : sl2 → EndV
determined by the sl2-triple (N0, H,N+). It follows that there is a homomorphism
SL2 → Aut⊗(ω1) where ω1 : Nilp1 → VectR is the forgetful functor. By restriction,
we obtain a homomorphism hSL2 : SL2 →M1 = Aut⊗(ω1| Split1).
On the other hand, if (V,N, F,W ) is in Split1, then, by definition, the limit mixed
Hodge structure (V, F,M(N,W )) is split. Thus there is an action of Deligne’s group
S on V . From this, it follows that there is a a group homomorphism hlim : S→M1.
13.3. Let T denote the split mixed Hodge structure R ⊕ R(1). So TR = C with
real basis e := 1 in T
(0,0)
C and f := 2πi ∈ T (−1,−1)C . The action of S on T induces
an embedding iT : S→ GL(T ). This in turn induces an action of S on SL(T ) given
by
a(s)(γ) := iT (s)γiT (s)
−1.
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With respect to the ordered basis (e, f), the Lie algebra sl(T ) is, of course,
identified with sl2. It has real basis
n0 :=
(
0 0
1 0
)
, h :=
(
1 0
0 −1
)
, n+ :=
(
0 1
0 0
)
.
Moreover, from the Hodge structure on T , sl(T ) inherits a split mixed Hodge struc-
ture, and, thus, an action of S. It is easy to see that this action on sl2(T ) is simply
the Lie derivative on the above action on a on SL2(T ).
Lemma 13.2. Let (V,N, F,W ) be an object in Split1. Then
(i) YW = Y (N, Y(F,M)) is a morphism of the limit mixed Hodge structure
V(F,M);
(ii) Ni ∈ EndV (−1,−1)(F,M) for all i and each Ni is real;
(iii) N+ is a real element of EndV
(1,1)
(F,M).
Proof. (i) Consider the action ρlim : S → AutV of S on V induced by the split
mixed Hodge structure (F,M). The map YM is a morphism of the Hodge structure
(V, F,M). Therefore S fixes YM . On the other hand, N induces a morphism
V → V (1) relative the the Hodge structure (V, F,M). Therefore, N is real of
type (−1,−1) relative to the mixed Hodge structure (V, F,M). Consequently, N
is fixed by s(S1) ⊂ S. Now, it follows from the uniqueness of M = M(N,W ) and
of Y (N, Y(F,M)) that, if g is any endomorphism of VC fixing W , Y(F,M) and N ,
we have gYW g
−1 = Y (gNg−1, gY(F,M)g
−1) = YW . The filtration W on V is by
sub-mixed-Hodge structures of (V, F,M). Therefore, W is fixed by S. So YW is
fixed by all g ∈ s(S1). Consequently, YW ∈ ⊕EndV (p,p)(F,M). Moreover, since N and
Y(F,M) are real, the uniqueness of Y (N, Y(F,M)) shows that YW is also real. Since
YW commutes with YM , we have YW ∈ EndV (0,0)(F,M) as desired. It follows that YW
is a morphism of (V, F,M).
(ii) Let ρW : Gm → Aut V denote the action of Gm induced by the grading
YW . Then, by (i), we see that ρW commutes with the action of S induced by the
Hodge structure (F,M). Therefore, the group Gm × S acts on V via ρW × ρlim.
We have already noted that N ∈ EndV (−1,−1)(F,M) in (i). It follows from the fact that
ρW commutes with ρlim that Ni ∈ EndV (−1,−1)(F,M) as well. The uniqueness of the Ni
shows that they are real.
(iii) Since YM and YW are both morphisms of the split mixed Hodge structure
(V, F,M), H = YM − YW is as well. Since N+ is uniquely determined by the pair
(N0, H), and N0 and H are both fixed by the action ρlim ◦ s : S1 → AutV , N+ is
also fixed by this S1 action. Moreover, since N0 and H are real N+ is also real.
ThereforeN+ is a real element of ⊕EndV (p,p)(F,M). On the other hand, since [H,YW ] =
[N0, YW ] = 0, it follows that [N+, YW ] = 0. Therefore [YM , N+] = [H + YW , N+] =
[H,N+] + [YW , N+] = [H,N+] = 2N+. This shows that N+ ∈ EndV (1,1)(F,M). 
Remark 13.3. Part (i) of Lemma 13.2 together with Corollary 12.5 implies that
Y (N, Y(F,M)) and Yˆ (e
iN .F,W ) coincide (because both splittings are morphisms of
the limit mixed Hodge structure). This proves Lemma 2.20 (once Theorem 12.2 is
established).
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Corollary 13.4. In M1, we have
hlim(s)hSL2(γ)hlim(s)
−1 = hlim(a(s)(γ)). (13.5)
Proof. If (V,N, F,W ) is in Split1, we obtain a group homomorphism ρV : M1 →
Aut(V ). To prove the proposition, it suffices to show that, for any such V , the equa-
tion (13.5) holds when ρV is applied to both sides. This follows from Lemma 13.2
because the action a of S on SL2 is exactly the one which give n0, h and n+ the
Hodge types of the Lemma. 
Corollary 13.6. Let S act on SL2 via a. Then there is a unique morphism
ρ1 : SL2⋊S→M1
such that hSL2(γ) = ρ1(γ, 1) for γ ∈ SL2 and hlim(α) = ρ1(1, α) for α ∈ S.
Proof. This follows from Corollary 13.4 and the definition of the semi-direct prod-
uct. 
Proposition 13.7. Consider the homomorphism iW : Gm → SL2⋊S given by
iW (α) = (
(
α−1 0
0 α
)
, w(α)).
Set PW := iW (Gm). Then PW is central in SL2⋊S.
Proof. We first show that PW centralizes SL2. This follows from the fact that the
action of w(α) on SL2 coincides with the adjoint action of the matrix(
α 0
0 α−1
)
.
On the other hand, S centralizes the subgroup D of diagonal matrices in SL2. From
this is follows that PW centralizes S. Therefore PW centralizes SL2⋊S. 
Corollary 13.8. Let S denote the subgroup of SL2⋊S consisting of elements of
the form (1, s(β)) for β ∈ S1. Then S is isomorphic to S1 and central in SL2⋊S.
Moreover the center of SL2⋊S is the product PWS = PW × S.
Proof. Clearly S is isomorphic to S1, and S is central in SL2⋊S because S acts
trivially on SL2. It is also clear that S ∩ PW = {1}. Therefore SPW = S × PW
is a subgroup of SL2⋊S. To see that S × PW is the connected component of the
center, note that SL2⋊S is reductive (as it is an extension of reductive groups). It
is of complex rank 3 since ranks are additive in extensions, and it has semi-simple
rank 1 since SL2 is its derived subgroup. Therefore the connected component of
the center must be a rank 2 torus. So it must be PWS. 
Corollary 13.9. Consider the morphism π : SL2×PW × S → SL2⋊S given by
(γ, α, τ) 7→ γατ . It is a surjective homomorphism of algebraic groups with kernel a
diagonally embedded copy of µ2. In other words, the homomorphism π sets up an
isomorphism
SL2⋊S ∼= (SL2×Gm × S1)/µ2.
Proof. Suppose G is a (connected) reductive group with derived subgroup Gder and
with Z(G)0 the connected component of the center. Then it is well-known from
the theory of reductive groups that the morphism Gder × Z(G)0 → G given by
(g, z) 7→ gz is a surjective and faithfully flat homomorphism with kernel isomorphic
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to Z(G)0 ∩ Z(Gder). (The kernel consists of pairs (g, g−1) where g ∈ Z(G)0 ∩
Z(Gder).)
So, set G = SL2⋊S. Then G
der = SL2, Z(G)
0 = PWS and the intersection
Z(G)0 ∩Z(Gder) is simply Z(Gder) ∼= µ2. It is embedded diagonally in the product
SL2×PW × S. 
13.4. Set G = SL2⋊S, and let G˜ = SL2×Gm × S1 so that G = G˜/µ2 where
µ2 is acting diagonally. If BSL2 denotes the upper triangular matrices in SL2,
then B˜ := BSL2 × Gm × S1 is a Borel subgroup of G˜. Let T˜ denote the maximal
torus in G˜ generated by the diagonal matrices in the SL2 factor and the connected
component of the center Z(G˜)0 = Gm × S1. Write diag : Gm → SL2 for the map
z 7→
(
z 0
0 z−1
)
. If we fix an isomorphism splitS1 : Gm ⊗ C → S1C, then we get an
isomorphism splitT˜ = diag× id× splitS1 : G3mC → T˜C. This gives an identification of
Z3 with X∗(T˜C) such that, for (a, b, c) ∈ Z3, we have (a, b, c)(r(z1, z2, z3) = za1zb2zb3.
Let T denotes the image of T˜ in G, then the canonical map X∗(T ) → X∗(T˜ )
identifies X∗(T ) with the triples (a, b, c) : 2|a + b + c. Let B denote the image of
B˜ in G. The action of Gal(C/R) on X∗(T˜ ) sends (a, b, c) to (a, b,−c). It follows
easily from the theory of representation of reductive groups that irreducible rep-
resentations of GC are classified by weights which are positive with respect to B
: that is complex representations of G are classified by triples (a, b, c) such that
a ≥ 0 and 2|a + b + c. Write V (a, b, c) for the representation associated to the
triple (a, b, c). If c = 0, then V (a, b, c) is defined over R. Otherwise, it follows from
the theory of representations of real reductive groups (see [Tit71]) that there is a
real representation E(a, b, c) of G such that E(a, b, c)⊗C = V (a, b, c)⊕V (a, b,−c).
Thus, if we set E(a, b, 0) = V (a, b, 0), we find that the representations of G are
classified by triples (a, b, c) such that 2|a+ b+ c and a, c ≥ 0. To sum up, we obtain
the following:
Theorem 13.10. For each triple (a, b, c) ∈ Z3 with 2|a+ b+ c and a, c ≥ 0, there
is a unique irreducible representation E(a, b, c) of G such that E(a, b, c) ⊗ C has
a component of highest weight (a, b, c) under the above identification of Z3 with
X∗(T˜ ).
13.5. Composing ρ1 : G → M1 with π1 : M1 → S1, we obtain a morphism
ρ¯1 : G → S1. Thus we obtain a functor ρ¯1∗ : S1 → RepG. We want to describe
the image of certain SL2 orbits under this functor. To do this, consider first the
standard SL2-orbit Std := (V,N, F,W ) where
V = C2with basis e = (1, 0), f = (0, 1);
N =
(
0 0
1 0
)
;
WiV =
{
0, i < 1,
V, i ≥ 1;
F pVC =


VC, i < 1,
Ce, i = 1,
0, i > 1.
ZERO LOCUS 45
Then the limit mixed Hodge structure associated to Std is R⊕ R(−1) and the sl2
action is the standard representation. It follows that the action of S ⊂ G on V is
trivial, and the relative weight filtration M is given by
MiV =


0, i < 0,
Rf, i ∈ [0, 1],
V, i ≥ 2.
Therefore, YM (e) = 2, YM (f) = 0. So, iW (α) ∈ G acts on V by(
α−1 0
0 α
)(
α2 0
0 1
)
=
(
α 0
0 α
)
.
It follows that ρ¯∗1 Std is isomorphic to E(1, 1, 0).
For each non-negative integer a, let S(a) denote the symmetric product Syma Std.
Then ρ¯∗1S(a) = E(a, a, 0).
The representations of G associated to the constant variations are very easy to
describe. The homomorphism G → S obtained by composition ρ¯1 with const :
S1 → S is simply the canonical homomorphism G = SL1⋊S → S. It follows that
the Tate Hodge structure R(k) corresponds to the constant SL2-orbit E(0, 2k, 0).
Suppose p, q are integers with p > q. Let E(p, q) denote an irreducible real Hodge
structure of weight p + q with underlying vector space H and with dimHp,q = 1.
Then S ⊂ G acts on HC with weights ±p − q and PW ⊂ G acts on V via the
character z 7→ zp+q. Thus ρ¯∗1E(p, q) ∼= E(0, p+ q, p− q).
Corollary 13.11. The tensor functor S1 → RepG is essentially surjective.
Proof. Since G is a real reductive group, all representations of G are decomposable
into irreducibles. Thus, it suffices to show that every irreducible representation of
G is in the essential image of S1 → RepG.
To do this, it suffices to note that, when 2|a+ b+ c and a, c ≥ 0 then,
E(a, b, c) =


ρ¯∗1((S(a)⊗ R(
b − a
2
)), c = 0,
ρ¯∗1(S(a)⊗ E(
b+ c− a
2
,
b− c− a
2
)), c > 0.
(13.12)

Theorem 13.13. The homomorphism G→ S1 is an isomorphism.
Proof. It is equivalent to show that the tensor functor ρ¯∗1 : S1 → RepG is an
equivalence of categories. To do this, we need to show that ρ¯∗1 is fully faithful and
essentially surjective. That ρ¯∗1 is faithful is clear (because the functor S1 → VectR
if faithful. That ρ¯∗1 is essentially surjective is the content of Corollary 13.11.
To show that ρ¯∗1 is full, it suffices to show that HomS1(V1, V2)→ HomG(V1, V2) is
surjective when Vi = (Vi, Ni,Wi, Fi) are two pure objects in S1 of the same weight.
But this is clear because the G = SL2⋊S action on Vi determines both Ni and Fi:
the action of SL2 determines Ni and the action of S determines F . 
13.6. From now on we use the theorem to identify S1 with G = SL2⋊S. We want
to explain explicitly how to get an SL2-orbit from a representation ρ : S1 → Aut(V ).
As we said above, N is determined by the action of SL2. It is the image of n0 ∈ sl2
in EndV . The Hodge filtration F is determined by the S action as is the relative
weight filtration M . The weight filtration W is the filtration of V corresponding
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to the central co-character iW of Proposition 13.7. To check this, it suffices check
that it is true on the constant variations and on the standard SL2-orbit Std. If V
is an SL2-orbit, both M and W are canonically split by YM and YW = Y (N, YM ).
Moreover YW is a morphism of SL2-orbits. We say that an element v ∈ V is pure
of weight m for M and w for W if YM (v) = mv and YW (v) = wv.
14. The Main Theorem
14.1. For each z in the upper half-plane, h, Proposition 12.1 gives us a homomor-
phism spz : M → M1. On the other hand, if (V,N, F,W ) is an object in S1 then
(V, ezNF,W ) is split. Thus we have a homomorphism s¯pz : S → S1 making the
diagram
M
π
//
spz

S
s¯pz

M1
π1
// S1.
commute. To describe s¯pz explicitly, consider for each z ∈ h, let si : S1 → SL2
denote the homomorphism of real algebraic groups given by
(x, y) 7→
(
x −y
−x y
)
where we regard S1 as SpecR[x, y]/(x2 + y2 − 1). For z = u+ iv ∈ h, set
Az =
(
1 0
u v
)
, sz(σ) = AzσA
−1
z .
We then have a homomorphism Sz : S
1 → S1 = SL2⋊S given by Sz(σ) =
(sz(σ), s(σ)). If we represent S via the quotient map w × s : Gm × S1 → S with
kernel µ2, we have s¯pz(λ, σ) = iW (λ)Sz(σ). Note that s¯pz(−1,−1) = 1, so the map
factors through to S.
14.2. For each integer k ≤ −2, let Ek denote the S1 representation E(−k −
2, k, 0). So E−2 corresponds to the constant nilpotent orbit R(1) and E−3 is
a 2-dimensional non-constant nilpotent orbit of weight −3. In general, Ek =
(Sym−k−2 E(1,−1, 0)) ⊗ R(1). Set E = ⊕Ek. Since Ek corresponds to a pure
nilpotent orbit of weight k, E is a graded vector space. In fact, the action of Gm
on E via iW : Gm → S1 induces the grading.
14.3. Here is one way to view E as a representation of S1. Recall from (13.3) the
mixed Hodge structure T ∼= R ⊕ R(1) with basis e in the R factor and f = (2πi)
in the R(1) factor. Then Sym∗ T can be viewed as the polynomial ring C[e, f ]. It
inherits an sl2 action described in (13.3), which, together with the S action, induces
a representation of S1 = SL2⋊S. It is isomorphic to the SL2-orbit E(1,−1, 0).
Then, if we let R(1) denote the constant SL2-orbit, E = (Sym
∗ T )⊗ R(1). For
each integer, k ≤ −2, write nk for e−k+2 ⊗ (2πi) ∈ E. Since n+e = 0, n+nk = 0
for all k ≤ −2. The element e ∈ T is in T (0,0)(F,M), so nk ∈ E(−1,−1)(F,M) . Similarly
f ∈ T (−1,−1)(F,M) , so Ek = M−1Ek for all k. Thus E = M−1E. Similarly, since e has
weight −1 for W , nk has weight −k + 2− 2 = −k for W .
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14.4. Let L1 denote the free Lie algebra on the graded vector space E. From E, L1
inherits a grading: L1 = ⊕L1(i). In fact, the group S1 acts on L1. For each integer
m, we let WmL1 := ⊕i≤mL1(i). Then it is rather easy to see that WnL1 is an ideal
in L1 stable under the action of S1. Moreover, the Lie algebras L1/WmL1 are finite
dimensional, nilpotent Lie algebras equipped with compatible actions of S1. Let
K1(n) denote the unipotent Lie group associated with L1/WnL1. Then S acts on
K1(n) and, thus, on the affine group scheme K1 := lim←−K1(n). Set G1 = K1 ⋊ S1.
Lemma 14.1. Let U1 denote the category of finite dimensional real vector spaces
V equipped with a linear map ρE : E → EndV such that
(i) ρE(u) is nilpotent for all u ∈ E;
(ii) ρE(WkE) = 0 for k ≪ 0.
Then the functor ρ 7→ ρ|E is an equivalence from the category RepK1 to the category
U1.
Proof. We leave this exercise in unraveling the definition of K1 to the reader. 
14.5. Suppose ρ : G1 → Aut V is a representation of G1 on a finite dimensional
vector space V . The restriction of ρ to K1 induces a representation of the Lie
algebra L1 which is trivial on WnL1 for some n. For k ≤ −2, let Nk ∈ EndV
denote the image of nk ∈ E ⊂ L1. The restriction of ρ to the semi-direct factor S1
of G1 induces a representation of the Lie algebra sl2. Let N0, H and N+ denote the
images of the elements n0, h and n+ respectively. The S1-action on V gives V the
structure of an SL2-orbit V = (V,N0, F,W ). Setting M = M(N0,W ) and using
the definition of G1 as a semi-direct product, we find that Nk ∈ EndV (−1,−1)(F,M) and
YW (Nk) = −kNk. Since N+(nk) = 0, [N+, Nk] = 0 as well.
14.6. Consider the category C1 consisting of SL2-orbits V equipped with a family
of nilpotent operators Nk (k ≤ −2) such that Nk ∈ EndV (−1,−1)(F,M) , YW (Nk) = −2Nk
and [N+, Nk] = 0. The morphisms in C1 are simply morphisms of SL2-orbits
respecting the Nk. The category C1 has the structure of a neutral Tannakian
category in an obvious way. By (14.5), we have a functor Res : RepG1 → C1 of
Tannakian categories.
Proposition 14.2. The functor Res : RepG1 → C1 is an equivalence.
Proof. Since G1 = K1⋊S1, to give a representation R of G1 is the same thing as to
give representations RK and RS of K1 and S1 respectively such that, for s ∈ S1 and
k ∈ K1, RS(s)RK(k)RS(s)−1 = RK(s.k) (where s.k denotes the effect of s acting
on k). Since representations of K are determined by their restrictions to E (by
Lemma 14.1), to give a representation of G1 on a finite dimensional vector space
V is actually the same thing as giving representations RE : E → EndV satisfying
the conditions of the lemma along with the condition that
RS(s)RE(e)RS(s)
−1 = RE(s.e) for all e ∈ E, s ∈ S1. (14.3)
Suppose then that V in C1 is given. Then by definition we have a represen-
tation RS : S1 → Aut V which determines operators N0 and N+ on V along
with nilpotent operators Nk (k ≤ −2) satisfying [N+, Nk] = 0 for all k. Us-
ing the fact that n+.nk and [N+, Nk] are both 0 for k ≤ −2, it is not hard
to see that RE(n
i
0.nk) := (adN0)
iNk for k ≤ −2 unambiguously defines a map
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RE : E → EndV satisfying 14.3. Thus, from an object V in C1, we have a repre-
sentation R of G1. It is now simple to check that Res(R) = V . Thus, we have an
equivalence of categories. 
14.7. By Deligne’s Theorem (Theorem 13.1) along with Lemma 13.2), we have a
Tannakian functor h∗1 : Split1 → C1 sending a nilpotent orbit (V,N, F,W ) with
limit split overR to the associated SL2-orbit (V,N0, F,W ) along with the data of the
Nk for k ≤ −2. By Proposition 14.2, this produces a homomorphism h1 : G1 →M1
of affine group schemes.
Theorem 14.4. The homomorphism h1 : G1 →M1 is an isomorphism.
Proof. We need to show that the functor Split1 → C1 is fully faithful and essentially
surjective. It is obvious that the functor is faithful, and full is also easy. So suppose
V is an object in C1. Explicitly, V consists of the data (V,N0, F,W ) of an SL2-
orbit together with operators Nk for k ≤ −2 satisfying the conditions in (14.6). Set
N = N0 +
∑
k≤−2Nk. Then we claim that (V,N, F,W ) is an object in Split1.
It follows directly from the definition of the relative weight filtration, that the rel-
ative weight filtration M(N,W ) exists and is equal to M(N0,W ). Since Gr
W N =
GrW N0, (Gr
W , eizN .F ) = (GrW , eizN0 .F ) is a split mixed Hodge structure for all
z in the upper-half plane. Thus, (V, eizN .F,W ) is a mixed Hodge structure for all
such z.
To see that (V,N, F,W ) is an admissible nilpotent orbit, it remains to check that
N(FP ) ⊂ F p−1 for all p. This follows from the fact that all the Ni (including N0)
are in EndV
(−1,−1)
(F,M) .
Since M(N,W ) =M(N0,W ), the object (V,N, F,W ) has limit split over R and
is, thus, in Split1. It is easy to see that h
∗
1(V,N, F,W ) is the original object V in
C1 that we started out with. So, h
∗
1 : Split1 → G1 is an equivalence. 
14.8. Suppose z is a complex number in the upper half plane. Then we have
spz : M→M1 and, by (14.1), spz(U) ⊂ U1. We thus have a commutative diagram
1 // U //
spz

M
π
//
spz

S //
spz

1
1 // U1 //M1
π1
// S1 // 1.
We want to prove that the restriction of spz to U is an isomorphism onto U1. To
begin, note the following.
Lemma 14.5. The affine group schemes U and U1 are abstractly isomorphic by an
isomorphism preserving the filtration W .
Proof. It suffices to see that the Lie algebras L and L1 are isomorphic by an isomor-
phism preserving the filtration. Now, L1 is the free Lie algebra on the graded vector
space E while LC is the free Lie algebra on the symbolsD
i,j with i, j < 0. It is easily
seen that the real form L of LC is nothing but the free Lie algebra on the graded vec-
tor space V = ⊕Vk where dimVk = {(i, j) : i+ j = k, i < 0, j < 0}. Moreover, the
grading on L is the one induced from the grading on V . But V is isomorphic to E
as a graded vector space, since dimEk = dimSym
−k−2 R2 = −k − 1 = dimVk. 
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Since U and U1 are pro-unipotent, it is plausible to show that spz induces an
isomorphism by showing that the map on the abelianizations induced by spz is an
isomorphism.
Lemma 14.6. Suppose g is a nilpotent Lie algebra over a field k and h is a subal-
gebra. Suppose h surjects onto g/[g, g]. Then h = g.
Proof. This is essentially Exercise 11 on page 29 of [Jac79]. 
Now, since U/WkU and U1/WkU1 are both nilpotent algebraic groups over R, to
show that spz induces an isomorphism, it suffices to show that spz is surjective. By
Lemma 14.6, it suffices to show that spz is surjective on the abelianizations. This
is, in fact, what we are going to do.
Lemma 14.7. Suppose H is an SL2-orbit, and let R denote the constant SL2 orbit
of weight 0. Then Ext1Split1(R,H) = Hom(E,H)
S1 . If H is irreducible and pure of
weight −k − 2, then we have
Ext1Split1(R,H) =
{
R, H = Ek;
0, else.
Proof. First note that, we can assume that H is irreducible of weight n for some
integer n. If V is an extension of R by H, then Wn−1M1 acts trivially on V . So,
Ext1Split1(R,H) = Ext
1
M1(n−1)(R,H). We can compute the later extension group by
means of the inflation-restriction sequence for the short exact sequence of algebraic
groups
1→ U1(n− 1)→M1(n− 1)→ S1 → 1.
We see that the extension group is H1(M1(n − 1),H) = H1(U1(n − 1),H)S1 =
Hom(U1(n−1)ab,H)S1 = Hom(E,H)S1 . Here we use the fact that the abelianization
of U1(n) is simply ⊕k≥nEk.
The Ek are all irreducible as S1 representations even when base-changed to C.
So Hom(Ek, Ek)
S1 = R. Since Ek has weight −k− 2, the formula for the extension
group in the case that H is irreducible of weight −k − 2 follows. 
Proposition 14.8. Let R denote the constant SL2-orbit of weight 0, and suppose z
is a number in the upper half-plane. Let V be a non-zero element in the extension
group Ext1Split1(R, Ek). Then, on V , each δp,q with p+q = −k, p, q < 0 is non-zero.
Proof. We have N = N0 + Nk and F (z) = e
zN .F . Since V is split over R, there
is a unique element u of V
(0,0)
(F,M) projecting onto 1 in R. By multiplying the class
of V in the extension group Ext1Split1(R, Ek)
∼= R, we can assume that Nk(u) =
e−k−2 ⊗ (2πi) ∈ Ek.
We have e ∈ T (0,0)(F,M) and f ∈ T−1,−1(F,M) . It follows that
C(e+ zf)a(e+ z¯f)b ⊗ (2πi) = (Ek)(−b−1,−a−1)F (z) .
Now, we have
e =
z(e+ z¯f)− z¯(e + zf)
z − z¯ .
So
e−k−2 ⊗ (2πi) = (z − z¯)−k−2
∑
a+b=−k−2
(−k − 2
a
)
za(−z¯)b(e+ z¯f)a(e + zf)b.
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We could use this to compute the δp,q directly. However, we only need to show
that each δp,q is non-zero. For this, pick p, q with p, q < 0 and p + q = −k.
Let H denote the irreducible Hodge substructure of (Ek)F (z) with a H
(p,q)
F (z) 6= 0.
Thus H is generated as a C vector space by (e+ z¯f)−q−1(e+ zf)−p−1 ⊗ (2πi) and
(e+ z¯f)−p−1(e+zf)−q−1⊗ (2πi). Note that Ext1MHS(R,H) = HC/(F 0(z)H+HR).
But F 0(z)H = 0, so Ext1MHS(R,H) = HC/HR. The image of the extension class
of V in Ext1MHS(R,H) is then the projection of zNk(u) = ze
−k−2 ⊗ (2πi) onto
HC/HR. But, since each component in the above expression for e
−k−2 ⊗ (2πi) is
non-zero and e−k−2 ⊗ (2πi) is real, the image of V in Ext1MHS(R,H) is easily seen
to be non-zero. Therefore δp,q 6= 0. 
Corollary 14.9. The map spz : U→ U1 is an isomorphism.
Proof. It suffices to show that, for each integer n ≤ 0, the map of unipotent real
algebraic groups spz : U(n) → U1(n) is an isomorphism. For this it suffices to
show that the maps on the Lie algebras are isomorphisms. Since the Lie algebras
are nilpotent and of the same dimension over R, it suffices to show that the map
induced on the abelianizations is surjective. So, set L(n) := L/WnL and L1(n) :=
L1/WnL1. It suffices to show that the map sz : L
ab(n) → Lab1 (n) induced by spz
is an isomorphism from each n. This map is S-equivariant, where S is acting on
L1(n) via conjugation. For p ≤ q < 0 write H(p, q) for the unique irreducible real
pure Hodge structure with H(p, q)(p,q) 6= 0. Then, with the given S-action, Lab(n)
is a direct sum of the H(p, q) such that p + q > −n with each irreducible factor
appearing exactly once. Suppose the map sz has a kernel. Then there is some
(p, q) with H(p, q) in the kernel. Set p + q = k > n. Then, if V den totes a non-
zero extension in Ext1Split1(R, Ek), we will have δp,q = 0 for the Hodge structure
V(F (z),W . This contradicts Proposition 14.8. 
Proof of Theorem 12.2. The only thing left to prove is part (iv) of the theorem.
Recall that iM : Gm → M1 denotes the homomorphism inducing the splitting of
the relative weight filtration M and H denotes the image of iM . Now all elements
of Ek are in M−1 (see §14.3). So the grading induced by M on the free Lie algebra
L1 on E puts all elements of L1 in negative weight. Therefore, for each n, the
intersection of H with U1 trivial.
The fact that spi(w(Gm)) is central in S1 was proved in Proposition 13.7. 
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