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Abstract For concentrating solutions 0 < uk ⇀ 0 weakly in H2() to the equation
2uk = λkuke2u2k on a domain  ⊂ R4 with Navier boundary conditions the concen-
tration energy = limk→∞
∫

|uk|2 dx is shown to be strictly quantized in multiples
of the number 1 = 16π2.
1 Introduction
Let  be a bounded domain of R4 and let uk > 0 be solutions to the equation
2uk = λkuke2u2k in  (1)
with constants λk > 0, where we prescribe Navier boundary conditions
uk = uk = 0 on ∂. (2)
We assume that λk → 0 and
∫

|uk|2 dx =
∫

uk
2uk dx = λk
∫

u2ke
2u2k dx →  > 0 (3)
as k → ∞. In view of the boundary condition uk = 0 on ∂, then by standard elliptic
estimates we also have the uniform estimate
∫

|∇2uk|2 dx ≤ C
∫

|uk|2 dx ≤ C (4)
for all k. Since λk → 0, from (3), (4) we conclude that 2uk → 0 inL1() and uk ⇀ 0
weakly in H2() as k → ∞, but not strongly. In fact, as shown in [10], the sequence
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(uk) blows up in a finite number of points where after rescaling spherical bubbles form
in the following sense.
Theorem 1.1 Let  be a bounded domain of R4 and let (uk)k∈N be a sequence of
positive solutions to problem (1), (2), satisfying (3) for some  > 0 as above.
Then there exist a subsequence (uk) and finitely many points x(i) ∈ , 1 ≤ i ≤
I ≤ C, such that for each i with suitable points xk = x(i)k → x(i) and scale factors
0 < rk = r(i)k → 0 satisfying
λkr
4
ku
2
k(xk)e
2u2k(xk) = 96 (5)
we have
ηk(x) = η(i)k (x) := uk(xk)(uk(xk + rkx) − uk(xk)) → η0 = log
(
1
1 + |x|2
)
(6)
locally C3-uniformly on R4 as k → ∞, where η = η0 + log 2 = log
(
2
1+|x|2
)
solves the
fourth order analogue of Liouville’s equation
2η = 2η0 = 96e4η0 = 6e4η on R4. (7)
In addition we have
∣
∣
∣x(i)k − x(j)k
∣
∣
∣
r(i)k
→ ∞ for all 1 ≤ i = j ≤ I, (8)
and there holds the pointwise estimate
λk infi
∣
∣
∣x − x(i)k
∣
∣
∣
4
u2k(x)e
2u2k(x) ≤ C, (9)
uniformly for all x ∈  and all k.
Geometrically, the solutions η to the limit equation (7) correspond to conformal
metrics g = e2ηg
R4 on R
4 of constant Q-curvature Q = 12e−4η2η = 3 = QS4 , which
are obtained by pull-back of the spherical metric on S4 under stereographic projection
and with total Q-curvature
2
∫
R4
Q dµg =
∫
R4
6e4η dx = 2
∫
S4
QS4 dµgS4 = 16π2 =: 1. (10)
This geometric interpretation of η is the reason why we prefer to state the preceding
result in the present form rather than choosing scaling constants as in [10].
Continuing our previous work, here we show that the concentration energy  is
quantized in multiples of 1.
Theorem 1.2 In the context of Theorem 1.1 we have  = L1 for some L ∈ N.
Theorem 1.2 is the four-dimensional analogue of a recent result by Druet [4] for
the corresponding 2-dimensional equation
− uk = λkuke2u2k in  ⊂ R2, (11)
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which refines our previous result with Adimurthi in [2], characterizing only the first
blow-up energy level.
A similar quantization has been observed byWei [11] for the fourth order analogue
of Liouville’s equation
2uk = λke4uk in  ⊂ R4, (12)
with Navier boundary conditions (2), assuming the uniform L1-bound
∫

λke
4uk dx ≤  (13)
and with λk → 0 as k → ∞. Quite remarkably, Wei is able to show that for (12)
each blow-up point is simple in the sense that L = I. In the geometric context of
the problem of prescribed Q-curvature on S4, an analogous result was obtained by
Malchiodi and this author [8]. It is an interesting open question whether the same
strong quantization property holds true for Eq. (1) as well.
Related results on compactness issues for fourth order equations can be found in
[1,5,9], or [7].
In the following two sections we first present the proof of Theorem 1.2 in the rota-
tionally symmetric case. In Sect. 4 then we show how these results can be extended
to the general case by means of the gradient estimate Proposition 4.1, whose proof
is given in Sect. 5. Clearly, we may pass to further subsequences (uk), when needed.
Throughout we let  = ∑4i=1 (∂/∂xi)2 be the Laplacian (with the analysts’ sign). The
letter C denotes a generic constant that may change from line to line.
I thank Olivier Druet for helpful comments on an early version of this paper.
2 The radial case
Theproof ofTheorem1.2 ismost transparent in the radial casewhere = BR = BR(0)
and when uk(x) = uk(|x|). Indeed, in this case in the notations of Theorem 1.1 we
have I = 1, x(1)k = x(1) = 0, and
ηk(x) = η(1)k (x) = uk(0)(uk(rkx) − uk(0)) ≤ 0,
where rk = r(1)k is given by (5). Moreover, the functions uk and −uk are positive and
radially decreasing, and uk → 0 locally uniformly away from x = 0 as k → ∞.
For brevity we let
uk
2uk = λku2ke2u
2
k =: ek in 
and we denote as
wk(x) = uk(0)(uk(x) − uk(0))
the unscaled function ηk, satisfying the equation
2wk = λkuk(0)uke2u2k
= λk
(
u2k(0) + wk
)
e2u
2
k(0)e
4
(
1+ wk
2u2k(0)
)
wk =: fk ≥ ek in  = BR. (14)
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The function ηk likewise satisfies the equation
2ηk = Vke4akηk in k = BR/rk(0) (15)
with
0 ≤ Vk = λkr4k
(
u2k(0) + ηk
)
e2u
2
k(0) ≤ 96, 1/2 ≤ ak = 1 + ηk
2u2k(0)
≤ 1. (16)
In view of Theorem 1.1 we have Vk → 96, ak → 1 locally uniformly on R4 as k → ∞.
For 0 < r < R let
k(r) =
∫
Br
ek dx, σk(r) =
∫
Br
fk dx,
Observe that k(r) ≤ σk(r), and both functions are non-decreasing in r; moreover,
(10) implies
lim
L→∞ limk→∞
k(Lrk) = lim
L→∞ limk→∞
σk(Lrk) = lim
L→∞ limk→∞
96
∫
BL
e4ηk dx = 1. (17)
We can now show our first decay estimate.
Lemma 2.1 For any ε > 0, letting Tk > 0 be such that uk(Tk) = εuk(0)/2, for any
constant b < 2 and sufficient large k there holds
wk(r) ≤ b log
( rk
r
)
+ C on BTk (18)
and we have
lim
k→∞
k(Tk) = lim
k→∞
σk(Tk) = 1. (19)
Proof Note thatTk → 0 as k → ∞ in view of the locally uniform convergence uk → 0
away from 0.
For 0 ≤ t ≤ R decompose wk = gk + hk on Bt, where gk satisfies gk = ∂νgk = 0 on
∂Bt and where 2hk = 0. Then we have hk ≡ 8dk for some dk ∈ R and it follows
that hk(x) = wk(t) + dk(|x|2 − t2). The equations ∂νwk = ∂νgk + ∂νhk = 2tdk and
wk = gk + hk = gk + 8dk on ∂Bt then imply the identity
wk − 4t−1∂νwk = gk on ∂Bt.
If we now choose t = tk ≥ Lrk from (17) we obtain
∫
∂Bt
tgk do =
∫
∂Bt
∂ν(x · ∇gk) do =
∫
Bt
(2gk + x · ∇gk) dx
=
∫
Bt
x · ∇gk dx =
t∫
0
r
∫
∂Br
∂νgk do dr =
t∫
0
rσk(r) dr
≥ t
2
2
(1 − o(1)) (20)
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with error o(1) → 0 if first k → ∞ and then L → ∞. For any b < 2 and sufficiently
large L ≥ L(b) for k ≥ k0(L) then we conclude the estimate
gk ≥ 12ω3t2 (1 − o(1)) ≥
2b
t2
on ∂Bt
for such t = tk, where ω3 = 2π2 is the volume of S3. Writing wk(x) = wk(r) for
convenience and denoting w′k = ∂wk∂r and so on, we thus obtain that
r
(
w′k
r
+ b
r2
)′
= w′′k −
w′k
r
− 2b
r2
= wk − 4r−1∂νwk − 2br2 ≥ 0
on ∂Bt, provided t ≥ Lrk withL ≥ L(b) and k sufficiently large; that is, the expression
w′k
r + br2 is non-decreasing for r ≥ Lrk. Since w′k ≤ 0 we conclude that
w′k(r) ≤ −
b
r
+ rw
′
k(t)
t
+ rb
t2
≤ −b
r
+ rb
t2
(21)
for all t = tk ≥ r ≥ Lrk. For any r ∈ [Lrk,Tk], upon choosing t = tk where Tk/tk → 0
as k → ∞ and integrating from Lrk to r, with error o(1) → 0 as k → ∞ from (6) we
find
wk(r) ≤ wk(Lrk) − b log
(
r
Lrk
)
+ o(1)
= ηk(L) + b log L + b log
( rk
r
)
+ o(1) ≤ b log
( rk
r
)
+ o(1),
as claimed in (18). For r ≤ Lrk the asserted bound already follows from Theorem 1.1.
Inserting (18) in the definition (14) of fk and recalling (5), for Lrk ≤ r ≤ Tk with
sufficiently large L > 0 and k then we obtain
fk ≤ λku2k(0)e2u
2
k(0)e
4
(
1+ wk
2u2k(0)
)
wk
≤ λkr4ku2k(0)e2u
2
k(0)r−4k e
(2+ε)wk ≤ Cr−4k
( rk
r
)(2+ε)b
.
Choosing b < 2 such that (2 + ε)b = 4 + ε, upon integrating over BTk we obtain
σk(Tk) =
∫
BTk
fk dx ≤ 1 +
∫
BTk\BLrk
fk dx
≤ 1 + Cr−4k
∫
BTk\BLrk
( rk
r
)4+ε
dx ≤ 1 + Cε−1
(
rk
Lrk
)ε
≤ 1 + ε,
if first L > L0(ε) and then k ≥ k0(L) is chosen sufficiently large. Since ε > 0 is
arbitrary, the proof is complete. unionsq
For a suitable sequence εk ↓ 0 as k → ∞ and corresponding numbers sk = Tk(εk)
then we have
lim
k→∞
k(sk) = lim
k→∞
σk(sk) = 1, lim
k→∞
uk(sk)
uk(rk)
= lim
k→∞
rk
sk
= 0, (22)
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where rk/sk → 0 as k → ∞ by Theorem 1.1. In addition from (17) we obtain that
lim
L→∞ limk→∞
(k(sk) − k(Lrk)) = 0. (23)
Let rk = r(1)k , sk = s(1)k . We now proceed by iteration. Suppose that for some integer
l ≥ 1 we already have determined numbers r(1)k < s(1)k < · · · < r(l)k < s(l)k such that
lim
k→∞
k(s
(l)
k ) = l1 (24)
and
lim
L→∞ limk→∞
(
k
(
s(l)k
)
− k
(
Lr(l)k
))
= lim
k→∞
uk
(
s(l)k
)
uk
(
r(l)k
) = lim
k→∞
r(l)k
s(l)k
= 0. (25)
For 0 < s < t < R let
Nk(s, t) =
∫
Bt\Bs
ek dx =
∫
Bt\Bs
λku
2
ke
2u2k dx = ω3
t∫
s
λkr
3u2ke
2u2k dr
and define
Pk(t) = t ∂
∂t
Nk(s, t) = t
∫
∂Bt
ek do = ω3λkt4u2k(t)e2u
2
k(t).
Note that monotonicity of uk implies
Pk(t) = ω3λkt4u2k(t)e2u
2
k(t) = C0ω3λku2k(t)e2u
2
k(t)
t∫
t/2
r3dr
≤ C0Nk(t/2, t) ≤ C1Pk(t/2) (26)
with uniform constants C0 = 4(1 − 1/16)−1, C1 = 16, respectively.
A preliminary quantification now can be achieved, as follows.
Lemma 2.2
(i) Suppose that for some tk > s
(l)
k there holds
sup
s(l)k <t<tk
Pk(t) → 0 as k → ∞.
Then we have
lim
k→∞
Nk
(
s(l)k , tk
)
= 0.
(ii) Conversely, if for some tk > s
(l)
k and a subsequence (uk) there holds
lim
k→∞
Nk
(
s(l)k , tk
)
= c0 > 0,
then either c0 ≥ 2ω3 = 4π2, or we have
lim inf
k→∞
Pk(tk) ≥ 2c0
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and
lim
L→∞ lim infk→∞
Nk(s
(l)
k ,Ltk) ≥ 2ω3, limL→∞ lim supk→∞
Nk
(
s(l)k , tk/L
)
= 0.
Proof (i) For s = s(l)k < t we integrate by parts to obtain
4Nk(s, t) = 4
∫
Bt\Bs
λku
2
ke
2u2kdx = 4ω3
t∫
s
λkr
3u2ke
2u2k dr
= ω3λk
(
r4u2ke
2u2k
) ∣
∣t
s − 4ω3
t∫
s
λkr
4
(
uk/2 + u3k
)
u′ke
2u2k dr
≤ Pk(t) − 4ω3
t∫
s
λkr
4
(
1/2 + u2k
) uk
uk(0)
w′ke
2u2k dr. (27)
In order to further estimate the right hand side we need to derive a lower bound
for w′k. For 0 < r < t decompose wk = gk + hk on Br as in the proof of Lemma 2.1,
where gk satisfies gk = ∂νgk = 0 on ∂Br and where 2hk = 0. Then
wk − 4r−1∂νwk = gk on ∂Br
as before while (20) yields the equation
gk(r) =
∫
∂Br
gk do
ω3r3
=
∫ r
0 r
′σk(r′) dr′
ω3r4
≤ σk(r)
2ω3r2
.
We conclude that
r
(
w′k
r
+
∫ r
0 r
′σk(r′) dr′
2ω3r4
)′
= w′′k −
w′k
r
+ σk(r)
2ω3r2
− 2
∫ r
0 r
′σk(r′) dr′
ω3r4
≥ wk − 4r−1∂νwk − gk = 0
on ∂Br. Thus, for 0 ≤ r0 ≤ r we have
w′k(r)
r
+
∫ r
0 r
′σk(r′) dr′
2ω3r4
≥ w
′
k(r0)
r0
+
∫ r0
0 r
′σk(r′) dr′
2ω3r40
.
Upon choosing r0 = Lrk for some fixed L, from Theorem 1.1 we can explicitly com-
pute the limit as k → ∞ of the term on the right to see that
w′k(r)
r
+
∫ r
0 r
′σk(r′) dr′
2ω3r4
≥ 0,
for r ≥ Lrk when L and k ≥ k0(L) are sufficiently large; that is, there holds
rw′k(r) ≥ −
∫ r
0 r
′σk(r′) dr′
2ω3r2
≥ −σk(r)
4ω3
for all r ≥ Lrk. (28)
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Inserting the bound (28) into (27) and observing that by (25) for s = s(l)k < r < t
with error o(1) → 0 as k → ∞ we have
uk(r)
uk(0)
σk(r) = ω3
r∫
0
λkuk(r)uk(r
′)e2u2k(r′)r′3 dr′
≤ ω3
r∫
s
λku
2
k(r
′)e2u2k(r′)r′3 dr′ + o(1) = Nk(s, r) + o(1),
we arrive at the estimate
4Nk(s, t) ≤ Pk(t) +
t∫
s
λkr
3
(
1/2 + u2k
)
e2u
2
kNk(s, r) dr + o(1)
≤ Pk(t) + ω−13 Nk(s, t)2 + o(1). (29)
If we now assume that
sup
s<t<tk
Pk(t) → 0 as k → ∞,
upon letting t increase from t = s = s(l)k to tk we find
lim
k→∞
Nk
(
s(l)k , tk
)
= 0,
as claimed.
(ii) On the other hand, if we suppose that for some tk > s
(l)
k we have
0 < lim
k→∞
Nk
(
s(l)k , tk
)
= c0 < 2ω3, (30)
from (29) with error o(1) → 0 as k → ∞ we conclude that
2c0 + o(1) ≤
(
4 − c0ω−13
)
Nk
(
s(l)k , tk
)
≤ Pk(tk) + o(1). (31)
It also follows that
lim
L→∞ lim infk→∞
Nk
(
s(l)k ,Ltk
)
≥ 2ω3.
Otherwise, (26) and (31) yield the uniform bound
C0 lim inf
k→∞
Nk(Ltk/2,Ltk) ≥ lim inf
k→∞
Pk(Ltk) ≥ 2c0
for all L ∈ N. Choosing L = 2m, where m ∈ N, and summing over 1 ≤ m ≤ M, we
obtain
C0 lim inf
k→∞
k(2
Mtk) ≥ C0 lim inf
k→∞
Nk
(
tk, 2
Mtk
)
≥ 2c0M → ∞ as M → ∞,
contrary to assumption (3). Upon replacing tk by tk/L in the previous argument and
recalling our assumption (30), by the same reasoning we also arrive at the estimate
lim
L→∞ lim infk→∞
Nk
(
s(l)k , tk/L
)
= 0.
This completes the proof. unionsq
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Suppose that for some tk > s
(l)
k there holds
lim inf
k→∞
Nk
(
s(l)k , tk
)
> 0.
Then we can find a subsequence (uk) and numbers r
(l+1)
k ∈]s(l)k , tk[ such that
lim
k→∞
Nk
(
s(l)k , r
(l+1)
k
)
= c0 > 0. (32)
Replacing our original choice of r(l+1)k by a smaller number, if necessary, we may
assume that c0 < 2ω3. Lemma 2.2 then implies that
lim
L→∞ lim infk→∞
Nk
(
s(l)k ,Lr
(l+1)
k
)
≥ 2ω3, lim
L→∞ lim supk→∞
Nk
(
s(l)k , r
(l+1)
k /L
)
= 0, (33)
and that
lim inf
k→∞
Pk
(
r(l+1)k
)
> 0. (34)
Note that (25) and (26) also yield that r(l+1)k /s
(l)
k → ∞ as k → ∞. Indeed, from
(25) and (26) for any m ∈ N with error o(1) → 0 as k → ∞ we obtain that
o(1) ≥ Nk
(
s(l)k /2, s
(l)
k
)
≥ C−10 Pk
(
s(l)k
)
≥ C−11 Nk
(
s(l)k , 2s
(l)
k
)
≥ · · · ≥ C−m1 Nk
(
2m−1s(l)k , 2
ms(l)k
)
.
Thus, if we assume that r(l+1)k ≤ 2Ms(l)k for some fixed number M, we find that
Nk
(
s(l)k , r
(l+1)
k
)
≤
M∑
m=1
Nk
(
2m−1s(l)k , 2
ms(l)k
)
≤ o(1),
contradicting (32).
Similar to the blow-up analysis in [10], we then obtain the following result.
Proposition 2.3 There exist a subsequence (uk) and a constant c(l+1) such that
η
(l+1)
k (x) := uk
(
r(l+1)k
) (
uk(r
(l+1)
k x) − uk(r(l+1)k )
)
→ η(l+1)0 (x)
locally C3-uniformly on R4 \ {0} as k → ∞, where η(l+1) = η(l+1)0 + c(l+1) ∈ C∞(R4)
solves equation (7) on R4 with
∫
R4
6e4η
(l+1)
dx = 1.
Postponing the details of the proof of Proposition 2.3 to the next section, we now
complete the proof of Theorem 1.2.
For a suitable subsequence (uk) Proposition 2.3 implies
lim
L→∞ limk→∞
Nk
(
r(l+1)k
/
L,Lr(l+1)k
)
= 1,
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and from (33) we obtain that
lim
L→∞ limk→∞
Nk
(
s(l)k ,Lr
(l+1)
k
)
= lim
L→∞ limk→∞
(
Nk
(
s(l)k , r
(l+1)
k
/
L
)
+ Nk
(
r(l+1)k
/
L,Lr(l+1)k
))
= 1. (35)
Our induction hypothesis (24) then yields
lim
L→∞ limk→∞
k
(
Lr(l+1)k
)
= lim
L→∞ limk→∞
(
k
(
s(l)k
)
+Nk
(
s(l)k ,Lr
(l+1)
k
))
=(l+1)1. (36)
Denote as
w(l+1)k (x) = uk
(
r(l+1)k
) (
uk(x) − uk
(
r(l+1)k
))
the unscaled function η(l+1)k , satisfying the equation
2w(l+1)k = λkuk
(
r(l+1)k
)
uke
2u2k =: f (l+1)k in  = BR. (37)
Observe that f (l+1)k ≥ ek for r ≥ r(l+1)k . We have the analogue of Lemma 2.1, which
may be proved in the same fashion.
Lemma 2.4 For any ε > 0, letting Tk = T(l+1)k (ε) > 0 be such that uk(Tk) = εuk
(r(l+1)k )/2, for any constant b < 2 and sufficiently large k and L there holds
w(l+1)k (r) ≤ b log
(
r(l+1)k
r
)
+ C on BTk\BLr(l+1)k (38)
and we have
lim
k→∞
Nk
(
s(l)k ,Tk
)
= 1. (39)
For suitable numbers s(l+1)k = T(l+1)k (εk) where εk ↓ 0 as k → ∞ then we have
lim
k→∞
k
(
s(l+1)k
)
= (l + 1)1 (40)
and
lim
L→∞ limk→∞
(
k
(
s(l+1)k
)
− k
(
Lr(l+1)k
))
= lim
k→∞
r(l+1)k
s(l+1)k
= lim
k→∞
uk
(
s(l+1)k
)
uk
(
r(l+1)k
) = 0, (41)
completing the induction step. In view of (3) and Lemma 2.2 the iteration must ter-
minate after finitely many steps 1 ≤ l ≤ L, after which
Nk(s
(L)
k ,R) → 0 as k → ∞.
This concludes the proof.
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3 Proof of Proposition 2.3
Throughout this section we let rk = r(l+1)k , sk = s(l)k , etc., and we set r−k = r(l)k . Note
that monotonicity of uk and (26) give rise to the following estimate.
Lemma 3.1 There exists a constant C independent of k such that
r2uk(r) ≤ Cr2kuk(rk) for all r < rk. (42)
Proof For r ≤ rk we use (26) to estimate
u2k(r)r
4
u2k(rk)r
4
k
Pk(rk) = ω3λkr4u2k(r)e2u
2
k(rk) ≤ Pk(r) ≤ C0Nk(r/2, r) ≤ C.
The claim follows from (34). unionsq
Denote as vk(x) = uk(rkx) the scaled function uk. Also write vk(x) = vk(r) for
r = |x|. The following result is similar to Lemma 2.2 in [10].
Lemma 3.2 As k → ∞ we have vk(1) → ∞ and there holds vk(x) − vk(1) → 0 locally
uniformly on R4 \ {0}).
Proof Convergence vk(1) = uk(rk) → ∞ immediately follows from (34).
Let v˜k(x) = vk(x) − vk(1), satisfying the equation
2v˜k = λkr4kvke2v
2
k =: gk ≥ 0.
We claim that gk → 0 locally uniformly away from 0. Indeed, for |x| = r ≥ 1 monoto-
nicity implies that
gk(x) ≤ λkr4kvk(1)e2v
2
k(1) = λkr4kuk(rk)e2u
2
k(rk) = CPk(rk)/uk(rk) → 0
as k → ∞. On the other hand, for 1/L ≤ |x| ≤ 1, letting t = |rkx| from (26) we have
the estimate
gk(x) = λkr4kuk(rkx)e2u
2
k(rkx) ≤ L4λkt4uk(t)e2u2k(t) = CL4Pk(t)/uk(t) → 0.
Since from (4) we also have the uniform L2-bound
||∇2v˜k||L2 = ||∇2uk||L2 ≤ C, (43)
we may extract a subsequence (uk) such that v˜k =: w˜k → w˜ weakly in L2loc(R4) and
in C1,αloc (R
4 \ {0}), where w˜ is harmonic away from the origin. In addition, w˜ ∈ L2(R4);
since the point x = 0 has vanishing H2-capacity, we then have w˜ = 0 in the distri-
bution sense on all of R4 and w˜ is a smooth, everywhere harmonic function. Again
invoking the fact that w˜ ∈ L2(R4), then we see that w˜ vanishes identically; that is, we
have v˜k → 0 weakly in L2loc(R4) and in C1,αloc (R4 \ {0}).
The L2-bound (43) together with the fact that v˜k(1) = 0 by the H2-estimates for
the Laplace operator also yields weak H2-convergence v˜k → v˜ in B1 and then, by a
variant of the Poincaré inequality, also local weakH2-convergence on all of R4, where
v˜ is smooth and harmonic. Since v˜(1) = 0, moreover, by the maximum principle v˜
vanishes throughout B1. By the unique continuation property of harmonic functions
then v˜ vanishes everywhere. Recalling that for radially symmetric functions weak
H2-convergence implies locally uniform convergence away from the origin, we obtain
the claim. unionsq
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From the definition
ηk(x) = uk(rk)(uk(rkx) − uk(rk)) = vk(1)(vk(x) − vk(1)),
with rk = r(l+1)k , etc., and with vˆk = vk/vk(1) → 1 locally uniformly on R4 \ {0}) by
Lemma 3.2, we derive the equation
2ηk = r4kuk(rk)(2uk)(rk·) = λkr4ku2k(rk)e2u
2
k(rk)vˆke
2(v2k−v2k(1))
= µkvˆke2ηk(vˆk+1), (44)
where µk = ω−13 Pk(rk) ≥ c0 > 0 by (34). Note that by monotonicity of uk we have
ηk ≤ 0, vˆk ≤ 1, 0 ≤ 2ηk ≤ µk ≤ C outside B1(0), (45)
whereas ηk ≥ 0, vˆk ≥ 1 in B1(0). Thus, monotonicity of uk together with (26) yield
0 ≤ µke4ηk(x) ≤ 2ηk(x) ≤ r4kek(rkx) = |x|−4ω−13 Pk(rk|x|) ≤ C|x|−4 (46)
for any x ∈ B1(0); moreover, for any L ≥ 1 and sufficiently large k by (3) we have
∫
B1(0)
2ηk dx ≤
∫
BL(0)
vˆk
2ηk dx =
∫
BLrk (0)
uk
2uk dx ≤ C. (47)
Finally, in view of (25) and (33) there holds
∫
B1/L(0)
2ηk dx =
∫
Brk/L(0)
uk(rk)
2uk dx
≤
∫
Brk/L\BLr−k (0)
uk
2uk dx + uk(rk)
uk(Lr
−
k )
∫
BLr−k
(0)
uk
2uk dx
≤ Nk(Lr−k , rk/L) + C
uk(sk)
uk(Lr
−
k )
→ 0, (48)
if we first let k → ∞ and then pass to the limit L → ∞.
Recall that
νk := −ηk = −vk(1)vk ≥ 0
in view of (2) and the maximum principle. The following result is similar to [10],
estimate (21).
Lemma 3.3 For any K > 3 there exists a constant C(K) such that
∫
BL(0)
νk dx ≤ C(K)L2 + CL4 1 + log K1 + K2
for any L > 1 and any sufficiently large k.
Proof Extend vk to vk ∈ H20(R4) by letting
vk(x) = −τ(rkx)vk(R2kx/|x|2) for |x| > Rk = R/rk,
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with a fixed cut-off function τ ∈ C∞0 (B2R(0)) such that τ ≡ 1 in a neighborhood of
BR(0). Observe that we have the uniform bound
||∇vk||L4 ≤ C||∇2vk||L2 ≤ C||∇2uk||L2 ≤ C.
For any y ∈ R4 and any r > 0 define
c(y,r)k = −
∫
Br(y)
vk dx,
where we denote as −∫A = 1Vol(A)
∫
A the mean value on a domain A ⊂ R4. Similar to
[2], Lemma 4.2, the Poincaré inequality (or the embedding W1,4(R4) → BMO(R4))
together with Lemma 3.2 yields the uniform estimate
∣
∣
∣c
(y,1)
k − vk(1)
∣
∣
∣ ≤
∣
∣
∣c
(y,1)
k − c(1,1/2)k )
∣
∣
∣ +
∣
∣
∣c(1,1/2)k − vk(1)
∣
∣
∣ ≤ C log(1 + |y|) + C
for all y ∈ R4 and sufficiently large k. The proof of [10], estimate (21), now may be
carried over essentially unchanged to the present situation to yield our claim. The
only modification required is replacing [10], estimate (19), by the estimate
∫
|y|≤K
λkr
4
kuk(rk)vk(y)e
2v2k(y) dy =
∫
|y|≤1
· · · +
∫
1≤|y|≤K
. . .
≤
∫
|y|≤1
λkr
4
kv
2
k(y)e
2v2k(y) dy
+ CK4λkr4ku2k(rk)e2u
2
k(rk) ≤ C(1 + K4), (49)
which follows from (3), (26), and monotonicity of uk. unionsq
Lemma 3.4 There exist a subsequence (uk) such that νk → ν locally uniformly in C1,α
on R4 \ {0} as k → ∞.
Proof For any L > 1 decompose νk = Hk + Nk on BL \ B1/L(0), where Hk = 0
in BL \ B1/L(0), and where Nk = 0 on ∂(BL \ B1/L(0)). After passing to a further
subsequence, if necessary, in view of (45), (46) wemay assume thatNk → N inC1,α on
BL \ B1/L(0) as k → ∞. On the other hand, by the mean value property of harmonic
functions and Lemma 3.3 together with the fact that νk ≥ 0 a subsequence Hk → H
locally C2-uniformly on BL \ B1/L(0) as k → ∞, and the proof is complete. unionsq
Lemma 3.5 There exist a subsequence (uk) such that ηk → η0 locally uniformly in C3,α
on R4 \ {0} as k → ∞.
Proof Similar to the proof of Lemma 3.4 for any L > 1 we decompose ηk = hk + lk
onBL \B1/L(0), wherehk = 0 inBL \B1/L(0), and where lk = 0 on ∂(BL \B1/L(0)).
By Lemma 3.4 we may assume that lk → l in C3,α on BL \ B1/L(0) as k → ∞. Taking
account of the estimates ηk(r) ≥ ηk(1) = 0 for 1/L < r < 1 and ηk(r) ≤ ηk(1) = 0
for 1 < r < L, respectively, from Harnack’s inequality we conclude that either a
subsequence hk → h locally C4-uniformly on BL \ B1/L(0), or hk → ∞ and hence
ηk → ∞ locally uniformly on B1 \ B1/L(0) as k → ∞. But the latter possibility is
excluded by (46), and the assertion follows. unionsq
410 M. Struwe
Proof of Proposition 2.3 Since 2ηk ≥ 0 by (47) is uniformly bounded in L1(BL(0)),
from Lemma 3.5 and elliptic regularity we also obtain that the sequence (ηk) is
bounded in W2,q(BL(0)) for any q < 2 and any L ≥ 1. In addition to the assertion of
Lemma 3.5 we thus may assume that ηk → η0 weakly locally in W2,q as k → ∞.
By Lemmas 3.2 and 3.5 we may pass to the limit k → ∞ in Eq. (44) to see that η0
solves the equation
2η0 = µ0e4η0 on R4 \ {0}, (50)
for some constant µ0 = limk→∞ µk > 0. Moreover, from Lemma 3.3 we obtain that
lim
L→∞
(
L−4
∫
BL(0)
η0 dx
)
= 0. (51)
In addition, by Fatou’s lemma, Lemma 3.2, and (47), for any L > 1 with a uniform
constant C we have
∫
BL\B1/L(0)
e4η0 dx ≤ lim inf
k→∞
∫
BL\B1/L(0)
vˆ2ke
2ηk(vˆk(x)+1)) dx
= lim inf
k→∞
∫
BL\B1/L(0)
µ−1k vˆk
2ηk dx ≤ C. (52)
Passing to the limit L → ∞, we see that e4η0 ∈ L1(R4). Since in view of (48) we also
have
∫
B1/L(0)
2η0 dx ≤ lim sup
k→∞
∫
B1/L(0)
2ηk dx → 0
as L → ∞, it follows that η0 extends to a distribution solution of (50) on all of R4.
Writing µ0 = 6e4c for some constant c = c(l+1) ∈ R, and letting η = η0 + cwe find that
η solves Eq. (7). The desired characterization of η then can be obtained exactly as in
[10], Proposition 2.4, from the bound (51) and Lin’s [6] classification of all solutions
to equation (7) on R4 with e4η ∈ L1(R4). unionsq
4 The general case
For the proof of Theorem 1.2 in the general case fix an index 1 ≤ i ≤ I and let
xk = x(i)k → x(i), 0 < rk = r(i)k → 0 be determined as in Theorem 1.1 so that
uk(xk) = max|x−xk|≤Lrk uk(x) for any L > 0 and sufficiently large k and such that
ηk(x) = η(i)k (x) := uk(xk)(uk(xk + rkx) − uk(xk)) → log
(
1
1 + |x|2
)
(53)
as k → ∞. For each k we may shift the origin so that henceforth we may assume that
xk = 0 for all k. Denote as k = (i)k the shifted domain . We also extend uk to
uk ∈ W2,20 (R4), still satisfying the uniform bound (4) up to a constant. Again we let
ek = λku2ke2u
2
k , fk = λkuk(0)uke2u2k , and for 0 < r < R we set
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k(r) =
∫
Br
ek dx, σk(r) =
∫
Br
fk dx,
satisfying Eq. (17).
Also introduce the spherical mean u¯k(r) = −
∫
∂Br
uk do of uk on ∂Br, and so on,
and set e˜k = λku¯2ke2u¯
2
k . Recall that in view of (2) and the maximum principle we have
uk ≤ 0 in k and then also
u¯′k(r) =
∫
∂Br
x
|x| · ∇uk do =
r
4
∫
Br
uk dx ≤ 0;
that is, u¯k(r) is non-increasing in r as long as Br ⊂ k.
The spherical mean w¯k of the function
wk(x) = uk(0)(uk(x) − uk(0)),
satisfies the equation
2w¯k = λkuk(0)uke2u2k = f¯k. (54)
Note that by Jensen’s inequality we have
e˜k ≤ e¯k; (55)
hence
˜k(r) :=
∫
Br
e˜k dx ≤ k(r),
∫
Br
f¯k dx = σk(r).
Observe that in analogy with (17) Theorem 1.1 implies
lim
L→∞ limk→∞
˜k(Lrk) = lim
L→∞ limk→∞
k(Lrk) = lim
L→∞ limk→∞
σk(Lrk) = 1. (56)
To proceed, we also need the following gradient estimate similar to Druet [4],
Proposition 2. For any k ∈ N, x ∈  we let
Rk(x) = inf
1≤j≤I
|x − x(j)k |.
Proposition 4.1 There exists a uniform constant C such that for all x ∈  there holds
Rk(x)uk(x)|∇uk(x)| ≤ C,
uniformly in k ∈ N.
The proof of Proposition 4.1 is given in the next section.
Recalling that x(i)k = 0, we let
ρk = ρ(i)k =
1
2
inf
j =i |x
(j)
k |,
and we set ρk = ∞ if {j; j = i} = ∅, that is, if there is no other concentration point
but x(i)k . We now use Proposition 4.1 to deal with concentrations around the point x
(i)
k
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at scales which are small with respect to ρk. Indeed, for |x| ≤ ρk we have |x| = Rk(x);
therefore, by Proposition 4.1 for any 0 < r ≤ ρk with a uniform constantC there holds
0 ≤ sup
x∈∂Br
u2k(x) − infx∈∂Br u
2
k(x) ≤ Cr sup
x∈∂Br
|∇u2k(x)| ≤ C. (57)
Hence
sup
x∈∂Br
e2u
2
k(x) ≤ Ce2u¯2k(r), (58)
and we conclude the estimate
sup
x∈∂Br
u2k(x)e
2u2k(x) ≤ C3
(
1 + u¯2k(r)
)
e2u¯
2
k(r) (59)
with a uniform constant C3.
Also note that in view of (9) and our choice of x(i)k there holds uk(x) ≤ uk(0) for all|x| ≤ ρk; hence at this scale there also holds the inequality ek ≤ fk.
Similarly to Lemma 2.1 then we obtain
Lemma 4.2 For any ε > 0, if there is 0 < Tk ≤ ρk such that u¯k(Tk) = εuk(0)/2, then
for any constant b < 2 and sufficiently large k there holds
w¯k(r) ≤ b log
( rk
r
)
+ C for 0 ≤ r ≤ Tk (60)
and we have
lim
k→∞
˜k(Tk) = lim
k→∞
σk(Tk) = 1. (61)
Proof First observe that (2) together with (57) and the fact that uk(0) → ∞ as k → ∞
implies that dist(0, ∂k) ≥ Tk for sufficiently large k. Hence for such k the spherical
averages u¯k(r) are well-defined for any r ≤ Tk.
As in the proof of Lemma 2.1 for t = tk ≤ Tk decompose w¯k = gk + hk on Bt,
where gk satisfies gk = ∂νgk = 0 on ∂Bt and where hk(r) = w¯k(t)+dk(r2 − t2) satisfies
2hk = 0. Then as before we derive the identity
w¯k − 4t−1∂νw¯k = gk on ∂Bt
and for any b < 2, any t = tk ≥ Lrk, for sufficiently large L and k from (20) and (56)
we obtain
gk ≥ 2bt2 on ∂Bt.
Again it follows that the expression
w¯′k
r + br2 is non-decreasing for r ≥ Lrk whenL > 0
and k are chosen sufficiently large. Since w¯′k = uk(0)u¯′k ≤ 0 on BTk we may then
deduce (60) in the same way as (18) from (21).
Using (14) and (58), for Lrk ≤ r ≤ Tk ≤ ρk with sufficiently large L > 0 and k
from (5) and (60) then we obtain
f¯k ≤ Cλku2k(0)e2u
2
k(0)e
4
(
1+ w¯k
2u2k(0)
)
w¯k
≤ Cλkr4ku2k(0)e2u
2
k(0)r−4k e
(2+ε)w¯k ≤ Cr−4k
( rk
r
)(2+ε)b
,
and we complete the proof as before. unionsq
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With the help of Proposition 4.1 we can improve the estimate (61) to obtain the
analogue of (19). For 0 ≤ s < t ≤ ρk we let
Nk(s, t) =
∫
Bt\Bs
ek dx =
∫
Bt\Bs
λku
2
ke
2u2kdx,
as before and define
N˜k(s, t) =
∫
Bt\Bs
e˜k dx = ω3
t∫
s
λkr
3u¯2ke
2u¯2k dr ≤ Nk(s, t). (62)
Also let
Pk(t) = t ∂
∂t
Nk(s, t) = t
∫
∂Bt
ek do
and set
P˜k(t) = t ∂
∂t
N˜k(s, t) = t
∫
∂Bt
e˜k do = ω3λkt4u¯2k(t)e2u¯
2
k(t) ≤ Pk(t).
The analogue of (26) then holds for N˜k and P˜k. Also note that (59) implies the estimate
Nk(s, t) ≤ C3N˜k(s, t) + o(1), Pk(t) ≤ C3P˜k(t) + o(1), (63)
with error o(1) → 0 as k → ∞, uniformly in s ≤ t ≤ ρk.
Lemma 4.3 For any ε > 0, if Tk = Tk(ε) ≤ ρk is as in Lemma 4.2, then we have
lim
k→∞
k(Tk) = 1.
Proof In view of (56) and Lemma 4.2 we have
lim
L→∞ limk→∞
N˜k(Lrk,Tk) ≤ lim
k→∞
˜k(Tk) − lim
L→∞ limk→∞
˜k(Lrk) = 0.
Since by (63) with error o(1) → 0 as k → ∞ we can estimate
k(Lrk) ≤ k(Tk) = k(Lrk) + Nk(Lrk,Tk) ≤ k(Lrk) + C3N˜k(Lrk,Tk) + o(1),
upon letting k → ∞ and then passing to the limit L → ∞, from (56) we obtain the
claim. unionsq
Under the assumptions of Lemma 4.2, as in the radially symmetric case for a suit-
able sequence εk ↓ 0 as k → ∞ and corresponding numbers sk = Tk(εk) ≤ ρk now
we have
lim
k→∞
k(sk) = 1,
and
lim
L→∞ limk→∞
(k(sk) − k(Lrk)) = lim
k→∞
u¯k(sk)
u¯k(rk)
= lim
k→∞
rk
sk
= 0.
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By slight abuse of notation we let rk = r(1)k , sk = s(1)k and proceed by iteration as
before. Suppose that for some integer l ≥ 1 we already have determined numbers
r(1)k < s
(1)
k < · · · < r(l)k < s(l)k ≤ ρk such that
lim
k→∞
k
(
s(l)k
)
= l1 (64)
and
lim
L→∞ limk→∞
(
k
(
s(l)k
)
− k
(
Lr(l)k
))
= lim
k→∞
uk
(
s(l)k
)
uk
(
r(l)k
) = lim
k→∞
r(l)k
s(l)k
= 0. (65)
Similar to Lemma 2.2 then we have the following result.
Lemma 4.4
(i) Suppose that for some s(l)k < tk ≤ ρk there holds
sup
s(l)k <t<tk
Pk(t) → 0 as k → ∞.
Then we have
lim
k→∞
Nk
(
s(l)k , tk
)
= 0.
(ii) Conversely, if for some tk > s
(l)
k and a subsequence (uk) there holds
lim
k→∞
Nk
(
s(l)k , tk
)
= c0 > 0, lim
k→∞
tk/ρk = 0,
then either c0 ≥ 2ω3, or we have
lim inf
k→∞
Pk(tk) ≥ 2c0
and
lim
L→∞ lim infk→∞
Nk
(
s(l)k ,Ltk
)
≥ 2ω3, lim
L→∞ lim supk→∞
Nk
(
s(l)k , tk/L
)
= 0.
Proof (i) In view of (63) we may consider N˜k(s, t) and P˜k(t) instead of Nk(s, t) and
Pk(t). For s = s(l)k < t similar to (27) we integrate by parts to obtain
4N˜k(s, t) = P˜k(r)
∣
∣t
s −
∫
Bt\Bs
x · ∇ e˜k dx
≤ P˜k(t) − 4
∫
Bt\Bs
u¯k
uk(0)
rw¯′ke˜k dx + o(1),
where rw¯′k = x · ∇w¯k, as usual, and with error o(1) → 0 as k → ∞, uniformly in
s ≤ t. As in the proof of Lemma 2.2 then for sufficiently large L and k we obtain the
estimate
rw¯′k(r) ≥ −
∫ r
0 r
′σk(r′) dr′
2ω3r2
≥ −σk(r)
4ω3
for all r ≥ Lrk
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analogous to (28) and we conclude that
− 4u¯k
uk(0)
rw¯′k ≤ ω−13 Nk(s, r) + o(1).
It follows that
4N˜k(s, t) ≤ P˜k(t) + ω−13 Nk(s, r)N˜k(s, t) + o(1). (66)
Thus, if we assume that
sup
s<t<tk
P˜k(t) ≤ sup
s<t<tk
Pk(t) → 0 as k → ∞,
upon letting t increase from t = s(l)k to tk as before we find
lim
k→∞
Nk
(
s(l)k , tk
)
≤ C3 lim
k→∞
N˜k
(
s(l)k , tk
)
= 0,
as claimed.
(ii) On account of (62), (63), the second assertion follows from (66) exactly as in
the proof of Lemma 2.2. unionsq
Continuing to argue as in the radial case, if for some s(l)k < tk ≤ ρk there holds
lim sup
k→∞
Nk
(
s(l)k , tk
)
> 0, lim
k→∞
tk/ρk = 0,
from Lemma 4.4 we infer that for a subsequence (uk) and suitable numbers r
(l+1)
k ∈
]s(l)k , tk[ we have
0 < lim
k→∞
Nk
(
s(l)k , r
(l+1)
k
)
= c0 < 2ω3, lim inf
k→∞
Pk
(
r(l+1)k
)
> 0,
while
lim
L→∞ lim supk→∞
Nk
(
s(l)k , r
(l+1)
k /L
)
= 0. (67)
Note that as in the radial case we have r(l+1)k /s
(l)
k → ∞ as k → ∞ by (26), (62), and
(65); in addition, there holds
lim
k→∞
r(l+1)k /ρk ≤ limk→∞ tk/ρk = 0. (68)
Moreover, we find the analogue of Proposition 2.3.
Proposition 4.5 There exist a subsequence (uk) and a constant c(l+1) such that
η
(l+1)
k (x) := u¯k
(
r(l+1)k
) (
uk
(
r(l+1)k x
)
− u¯k
(
r(l+1)k
))
→ η(l+1)0 (x)
locally C3-uniformly on R4 \ {0} as k → ∞, where η(l+1) = η(l+1)0 + c(l+1) ∈ C∞(R4)
solves equation (7) on R4 with
∫
R4
6e4η
(l+1)
dx = 1.
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Proposition 4.5 is a special case of Proposition 4.7, whose proof will be presented
in Sect. 6.
From Proposition 4.5 the energy estimate at the scale r(l+1)k follows as in the radial
case. Likewise, under assumptions similar to Lemma 4.2 we obtain the analogue of
Lemma 2.4. By iteration, as in the radial case, we determine the concentration profiles
and concentration energies for secondary concentrations around the point x(i)k = 0 at
scales up to some s(l0)k < r
(l0+1)
k satisfying (68) and such that (64), (65) are valid for all
l up to some maximal index l0 ≥ 0. (We set s(0)k = 0.)
If ρk = ∞, moreover, for any ε > 0 we can find numbers 0 < Tk = Tk(ε) < ρk
such that u¯k(Tk) = εu¯k(r(l0+1)k )/2 and hence can determine radii s(l0+1)k < ρk such that
(64), (65) hold also for l = l0 + 1, which on account of maximality of l0 in view of
Lemma 4.4 completes the concentration analysis.
If ρk < ∞, we may distinguish two cases. First assume that for some L ≥ 1 there is
a sequence (xk) such that ρk/L ≤ Rk(xk) ≤ |xk| ≤ Lρk and
λk|xk|4u2k(xk)e2u
2
k(xk) ≥ c0 > 0. (69)
By Proposition 4.1 we may assume that |xk| = ρk.
Lemma 4.6 Assuming (69), we have u¯k(ρk)/u¯k(r
(l0+1)
k ) → 0 as k → ∞. Thus, for any
ε > 0 there is Tk = Tk(ε) ∈ [r(l0+1)k , ρk] such that u¯k(Tk) = εu¯k(r(l0+1)k )/2.
Proof If we suppose that u¯k(ρk) ≥ εu¯k(r(l0+1)k )/2 for some ε > 0, then, letting
wk(x) = w(l0+1)k (x) := u¯k
(
r(l0+1)k
) (
uk(x) − u¯k
(
r(l0+1)k
))
and also writing rk = r(l0+1)k for brevity, from (59) and the analogue of Lemma 2.4 for
any constant b < 2 we obtain
λk|xk|4u2k(xk)e2u
2
k(xk) ≤ Cλkρ4ku¯2k(ρk)e2u¯
2
k(ρk)
≤ Cλk
(
ρk
rk
)4
r4ku¯
2
k(rk)e
2u¯2k(rk)e2(u¯
2
k(ρk)−u¯2k(rk))
= Ce˜k(rk))
(
ρk
rk
)4
e
2
u¯k(ρk)+u¯k(rk)
u¯k(rk)
w¯k(ρk)
≤ C
(
ρk
rk
)4
e(2+ε)w¯k(ρk) ≤ C
(
ρk
rk
)4−(2+ε)b
→ 0
as k → ∞, if we choose b < 2 such that (2 + ε)b > 4. This, however, contradicts our
assumption (69). unionsq
Thus we can define numbers s(l0+1)k < ρk such that (64), (65) also hold for l = l0+1.
The concentration analysis at the scale ρk =: r(l0+2)k again uses a blow-up result.
Proposition 4.7 Assuming (69), there exist a finite set S(0) ⊂ R4, a subsequence (uk),
and a constant c(l0+2) such that
η
(l0+2)
k (x) := u¯k
(
r(l0+2)k
) (
uk
(
r(l0+2)k x
)
− u¯k
(
r(l0+2)k
))
→ η(l0+2)0 (x)
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locally C3-uniformly on R4 \ S(0) as k → ∞, where η(l0+2) = η(l0+2)0 + c(l0+2) extends
to a solution of Eq. (7) of class C∞(R4) with
∫
R4
6e4η
(l0+2)dx = 1.
From Proposition 4.7 the energy estimate at the scale r(l0+2)k follows as in the radial
case and the concentration analysis at scales up to ρk is complete. We then deal with
secondary concentrations around x(i)k = 0 at scales exceeding ρk.
Define
Xk,1 = X(i)k,1 =
{
x(j)k ; ∃C > 0: |x(j)k | ≤ Cρk for all k
}
and denote as
ρk,1 = ρ(i)k,1 =
1
2
inf
{j; x(j)k /∈Xk,1}
|x(j)k |.
Again we set ρk,1 = ∞ if {j; x(j)k /∈ Xk,1} = ∅. Note that ρk,1/ρk → ∞ as k → ∞. Then
(57)–(59) and the analogues of Lemmas 4.2–4.4, Lemma 4.6, and Lemma 2.4 hold
for r ∈ [Lρk, ρk,1] for sufficiently large L, and we may continue as above to resolve
concentrations in this range of scales.
In the remaining case when (69) fails to hold we have
lim
L→∞ lim supk→∞
∫
{x∈;ρk/L≤Rk(x)≤|x|≤Lρk}
ek dx = 0. (70)
Then either
lim
L→∞ lim supk→∞
Nk(Lρk, ρk,1/L) = 0,
and we iterate to the next scale, or there exist radii tk ≤ ρk,1 such that tk/ρk → ∞,
tk/ρk,1 → 0 as k → ∞ and a subsequence (uk) such that
Pk(tk) ≥ c0 > 0 for all k. (71)
Lemma 4.8 Assume (71) holds true. Then u¯k(tk)/u¯k(r
(l0+1)
k ) → 0 as k → ∞.
Proof Set rk = r(l0+1)k for brevity and definewk = w(l0+1)k as in the proof of Lemma4.6.
Going through the proof of Lemma 4.2, we note that (60) still holds for rk ≤ r ≤ tk.
If we then suppose by contradiction that u¯k(tk) ≥ εu¯k(rk)/2 for some ε > 0 and
sufficiently large k a contradiction follows exactly as in the proof of Lemma 4.6. unionsq
By Lemma 4.8 and on account of (70), if we assume that (71) holds we can find
numbers s(l0+1)k such that s
(l0+1)
k /ρk → ∞ as k → ∞ and such that the analogues of
(64), (65) hold for l = l0 + 1 in the following sense. Similar to Lemma 4.2 we have
lim
k→∞
k
(
s(l0+1)k
)
= I11,
where I1 is the total number of bubbles concentrating at the points x
(j)
k ∈ X(i)k,1. Since
we may repeat the previous argument with any x(j)k ∈ X(i)k,1 in place of x(i)k we also
obtain the estimates
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lim
L→∞ limk→∞
⎛
⎜
⎝k
(
s(l0+1)k
)
−
∑
x(j)k ∈X(i)k,1

(j)
k
(
Lr
(l(j)0 +1)
k
)
⎞
⎟
⎠ = 0,
lim
k→∞
uk
(
s(l0+1)k
)
uk
(
r
(l(j)0 +1)
k
) = lim
k→∞
r
(l(j)0 +1)
k
s(l0+1)k
= 0 for all x(j)k ∈ X(i)k,1,
where (j)k (r) and r
(l(j)0 +1)
k are computed as above with reference to the concentration
point x(j)k .
We then proceed by iteration. For l ≥ 2 we inductively define the sets
Xk,l = X(i)k,l =
{
x(j)k ; ∃C > 0: |x(j)k | ≤ Cρk,l−1 for all k
}
and let
ρk,l = ρ(i)k,l =
1
2
inf
{j; x(j)k /∈X(i)k,l}
|x(j)k |,
where ρk,l = ∞ if {j; x(j)k /∈ X(i)k,l} = ∅. Successively performing the above analysis at all
scales ρk,l and at all concentration points x
(j)
k , upon passing to further subsequences,
if needed, we obtain Theorem 1.2.
5 Proof of Proposition 4.1
We argue indirectly, closely following the proof of Druet [4], Proposition 2. Let yk ∈ 
satisfy
Rk(yk)uk(yk)|∇uk(yk)| = sup
x∈
Rk(x)uk(x)|∇uk(x)| =: Lk,
and suppose by contradiction thatLk → ∞ as k → ∞. From (9) and elliptic regularity
it follows that sk = Rk(yk) → 0 as k → ∞. Set
k = {y; yk + sky ∈ }
and scale
vk(y) = uk(yk + sky), y ∈ k.
Observe that (3), (4) again yield the uniform bounds
||∇vk||L4 ≤ C||∇2vk||L2 ≤ C,
∫
k
vk
2vk dx ≤ C. (72)
Letting x(i)k be as in the statement of Theorem 1.1, we set
y(i)k =
x(i)k − yk
sk
, 1 ≤ i ≤ I,
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and let
Sk =
{
y(i)k ; 1 ≤ i ≤ I
}
.
Note that in the scaled coordinates we have
dist(0,Sk) = inf
{
|y(i)k |; 1 ≤ i ≤ I
}
= 1
and there holds
sup
y∈
(dist(y,Sk)vk(y)|∇vk(y)|) ≤ vk(0)|∇vk(0)| = Lk → ∞ (73)
as k → ∞; moreover, (9) implies the bound
0 ≤ vk2vk = λks4kv2ke2v
2
k ≤ C
dist4(y,Sk)
. (74)
Since sk = Rk(yk) → 0 we may assume that as k → ∞ the domains k exhaust a
half-space
0 = R3×] − ∞,R0[,
where 0 < R0 ≤ ∞. We also may assume that as k → ∞ either |y(i)k | → ∞ or
y(i)k → y(i), 1 ≤ i ≤ I, and we let S0 be the set of accumulation points of Sk, satisfying
dist(0,S0) = 1. For R > 0 denote as
KR = Kk,R = k ∩ BR(0) \
⋃
y∈S0
B1/R(y).
Recalling that λks4k → 0, from (74), finally, for any R > 0 we obtain
||2vk||L∞(KR) → 0 as k → ∞. (75)
We are now ready to show
Lemma 5.1 We have R0 = ∞; that is, 0 = R4.
Proof Suppose by contradiction that R0 < ∞. Choosing R = 2R0, from (73) and (2)
we conclude the uniform bound
sup
y∈KR
v2k(y)
vk(0)|∇vk(0)| ≤ C = C(R).
Letting wk = vk√vk(0)|∇vk(0)| , we then have 0 ≤ wk ≤ C while (72) and (75) give
||∇wk||L4 + ||∇2wk||L2 + ||2wk||L∞(KR) → 0 as k → ∞.
Since wk = 0 = wk on ∂k, it follows that wk → 0 in C3,α(KR), contradicting the
fact that wk(0)|∇wk(0)| = 1. unionsq
Lemma 5.2 As k → ∞ we have vk(0) → ∞ and
vk
vk(0)
→ 1 in C3,αloc (R4 \ S0).
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Proof First observe that
ck := sup
y∈B1/2
vk(y) → ∞ as k → ∞.
Indeed, if by contradiction we assume that ck ≤ C, the uniform bounds (72) and (75)
by elliptic regularity imply a uniform C1-bound for vk near y = 0, contradicting (73).
Letting wk = c−1k vk, from (72) and (75) for any R > 0 then we have
||∇wk||L4 + ||∇2wk||L2 + ||2wk||L∞(KR) → 0 as k → ∞
and we conclude that wk converges to a constant limit function w in C
3,α
loc (R
4 \ S0).
Recalling that dist(0,S0) = 1, we obtain that
w ≡ sup
y∈B1/2
w(y) = lim
k→∞
sup
y∈B1/2
wk(y) = 1.
In particular, we conclude that c−1k vk(0) = wk(0) → 1 as k → ∞ and therefore
vk(0) = ckwk(0) → ∞, vkvk(0) =
wk
wk(0)
→ 1 in C3,αloc (R4 \ S0), as claimed. unionsq
Defining
v˜k(y) = vk(y) − vk(0)|∇vk(0)| ,
from (73) and Lemma 5.2 with error o(1) → 0 in C3,αloc (R4 \ S0) as k → ∞ we obtain
the bound
|∇v˜k(y)| =
(
vk(y)
vk(0)
+ o(1)
) |∇vk(y)|
|∇vk(0)| ≤
1 + o(1)
dist(y,S0)
. (76)
Since v˜k(0) = 0, this shows that v˜k is uniformly bounded in C1(KR) for any R > 0.
Moreover, from (74) and Lemma 5.2 with a constant C = C(R) we obtain
2v˜k = vk(0)vk
vk2vk
vk(0)|∇vk(0)| ≤ C
vk(0)
Lkvk
→ 0 (77)
uniformly on KR as k → ∞, for any R > 0; the sequence (v˜k) thus is in fact bounded
in C3,αloc (R
4 \ S0) and we may assume that v˜k → v˜ in C3,αloc (R4 \ S0), where v˜ satisfies
2v˜ = 0, v˜(0) = 0, |∇v˜(0)| = 1, |∇v˜(y)| ≤ 1
dist(y,S0)
. (78)
Fix any point x0 ∈ S0. For any r > 0 by the divergence theorem we have
∫
∂Br(x0)
vk
x
|x| · ∇vk do =
∫
Br(x0)
(
vk
2vk+∇vk · ∇vk
)
dx
=
∫
Br(x0)
(
vk
2vk−|vk|2
)
dx+
∫
∂Br(x0)
x
|x| · ∇vkvk do. (79)
By (72) we can bound
∣
∣
∣
∣
∣
∣
∣
∫
Br(x0)
(
vk
2vk − |vk|2
)
dx
∣
∣
∣
∣
∣
∣
∣
≤ C, (80)
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uniformly in k. The remaining term equals
∫
∂Br(x0)
x
|x| · ∇vkvk do = |∇vk(0)|
∫
∂Br(x0)
x
|x| · ∇v˜kvk do.
Since vk ≤ 0 by (2) and the maximum principle, the estimate (76) for sufficiently
small r > 0 yields the bound
∣
∣
∣
∣
∣
∣
∣
∫
∂Br(x0)
x
|x| · ∇v˜kvk do
∣
∣
∣
∣
∣
∣
∣
≤ −(1 + o(1))r−1
∫
∂Br(x0)
vk do (81)
with error o(1) → 0 as k → ∞. By Fubini’s theorem for any r > 0 there is a subse-
quence (uk) and a radius r/2 ≤ r0 ≤ r such that there holds
∣
∣
∣
∣
∣
∣
∣
r0
∫
∂Br0 (x0)
vk do
∣
∣
∣
∣
∣
∣
∣
≤ 2
∫
Br\Br/2(x0)
|vk| dx for all k.
From Hölder’s inequality and (72) for such r0 we conclude that
∣
∣
∣
∣
∣
∣
∣
r−10
∫
∂Br0 (x0)
vk do
∣
∣
∣
∣
∣
∣
∣
≤ 8r−2
∫
Br\Br/2(x0)
|vk| dx
≤ C
⎛
⎜
⎝
∫
Br\Br/2(x0)
|vk|2 dx
⎞
⎟
⎠
1/2
≤ C.
Replacing r by r0, from (81) for sufficiently large k we then obtain
∣
∣
∣
∣
∣
∣
∣
∫
∂Br0 (x0)
x
|x| · ∇vkvk do
∣
∣
∣
∣
∣
∣
∣
≤ C|∇vk(0)|. (82)
Together with (79), (80) this estimate implies
∣
∣
∣
∣
∣
∣
∣
∫
∂Br0 (x0)
vk
x
|x| · ∇vk do
∣
∣
∣
∣
∣
∣
∣
≤ C(1 + |∇vk(0)|).
On the other hand, by Lemma 5.2 the integral on the left-hand side equals
∫
∂Br0 (x0)
vk
x
|x| · ∇vk do = (1 + o(1))vk(0)|∇vk(0)|
∫
∂Br0 (x0)
x
|x| · ∇v˜k do
and we obtain that
vk(0)|∇vk(0)|
∣
∣
∫
∂Br0 (x0)
x
|x| · ∇v˜k do
∣
∣ ≤ C(1 + |∇vk(0)|).
422 M. Struwe
But then by (73), and since by Lemma 5.2 we also have vk(0) → ∞, it follows that
∫
Br0 (x0)
2v˜k dx =
∫
∂Br0 (x0)
x
|x| · ∇v˜k do → 0
as k → ∞. Since 2v˜k ≥ 0, together with (77) this estimate implies that 2v˜k → 0 in
L1loc(R
4) as k → ∞. The sequence (v˜k) therefore is uniformly locally bounded inW2,q
for any q < 2 and the limit v˜ ∈ W2,qloc (R4) extends as a weakly biharmonic function to
all of R4.
The function v˜ ∈ Lqloc(R4) then is weakly harmonic on R4. Since v˜ ≤ 0, from
Harnack’s inequality we conclude that v˜ everywhere equals a constant c ≤ 0. If
c = 0, as shown for instance in [1], Theorem 2.4, the function v˜ is a non-trivial qua-
dratic polynomial, which violates the decay condition (78) for ∇v˜. Thus we must have
c = 0 and v˜ is harmonic. The decay condition (78) then implies that v˜ is a constant; that
is, v˜ ≡ v˜(0) = 0. But by (78) we have |∇v˜(0)| = 1, which is the desired contradiction
completing the proof of Proposition 4.1.
6 Proof of Proposition 4.7
As in Sect. 4, we fix an index i ∈ {1, . . . , I}. Writing rk = r(l0+2)k for simplicity, we define
vk(y) = uk
(
x(i)k + rky
)
, y ∈ k,
where by slight abuse of notation we denote as
k = (i)k =
{
y; x(i)k + rky ∈ 
}
the shifted and scaled set . For j ∈ {1, . . . , I} also let
y(j)k =
x(j)k − x(i)k
rk
and set
Sk = S(i)k =
{
y(j)k ; 1 ≤ j ≤ I
}
.
We may assume that as k → ∞ either |y(j)k | → ∞ or y(j)k → y(j), 1 ≤ j ≤ I, and we
let S0 = S(i)0 be the set of accumulation points of Sk. Note that S0 contains the origin.
Finally, let
y(0)k =
xk − x(i)k
rk
be the scaled points xk for which (69) is valid, satisfying |y(0)k | = 1. Again we may
assume that y(0)k → y(0) as k → ∞. Observe that Proposition 4.1 implies the uniform
bound
inf
1≤j≤I
|y − y(j)k |vk(y)|∇vk(y)|
= Rk
(
x(i)k + rky
)
uk
(
x(i)k + rky
)
|∇uk
(
x(i)k + rky
)
| ≤ C. (83)
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Since vk(y
(0)
k ) → ∞ as k → ∞ by (69), we conclude that |∇vk| → 0 as k → ∞ locally
uniformly on R4 \ S0 and therefore, since R4 \ S0 is connected, that
vk − vk
(
y(0)k
)
→ 0 as k → ∞ (84)
locally uniformly on R4 \ S0; moreover, as k → ∞ the sets k exhaust all of R4.
For ηk = η(l0+2)k we then have the equation
2ηk(y) = r4kvk
(
y(0)k
)
2uk,
(
x(i)k
)
+ rky)
= λkr4kv2k
(
y(0)k
)
e
2v2k
(
y(0)k
)
vk(y)
vk
(
y(0)k
)e
2
(
v2k(y)−v2k
(
y(0)k
))
= µkvˆk(y)e2ηk(vˆk(y)+1)), (85)
where
µk = λkr4kv2k
(
y(0)k
)
e2v
2
k(y
(0)
k ) = λk|xk|4u2k(xk)e2u
2
k(xk) → µ0 > 0
as k → ∞ by (69), and where
vˆk = vk
vk
(
y(0)k
) → 1 locally uniformly on R4 \ S0
on account of (84). The estimate (83) together with the condition η¯k(1) = 0 also
implies locally uniform C1-bounds for (ηk) away from S0. By equation (85) then as
k → ∞ a subsequence (ηk) converges locally C3-uniformly on R4 \ S0 and weakly
locally in W2,q to some limit η0 ∈ W2,qloc (R4) which is smooth away from S0 and solves
the equation 2η0 = µ0e4η0 on R4 \ S0. Similar to (52), moreover, we can estimate
∫
R4
e4η0 dy ≤ lim
L→∞ lim infk→∞
∫
BL\
⋃
y0∈S0 B1/L(y0)
vˆ2ke
2ηk(vˆk+1)) dy ≤ C,
and e4η0 ∈ L1(R4). Taking account of (57), (65), and (67), we obtain the analogue of
(48); that is,
∫
B1/L(y0)
2ηk dx → 0
for any y0 ∈ S0, if we first let k → ∞ and then pass to the limitL → ∞. Thus, as in the
proof of Proposition 2.3 we see that, in fact, η0 solves the equation 2η0 = µ0e4η0 on
all of R4. For a suitably chosen constant c0 the function η = η0 + c0 then again solves
Eq. (7) onR4. Finally, by (59) also (49) and hence the conclusion of Lemma 3.3 remain
valid and we obtain the estimate (51). Again using Lin’s [6] classification result we
complete the proof of Proposition 4.7.
In the case of Proposition 4.5 we argue similarly, scaling with rk = r(l0+1)k . Note that
S0 = {0} in this case.
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7 Concluding remarks
Since positivity of −uk is only used near the blow-up points, it should not be too
difficult to carry over our analysis to the case of Eq. (1) with Dirichlet boundary
condition uk = ∂νuk = 0 on ∂ or to general nonlinearities of critical exponential
growth, as studied in [2] or [4].
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