This paper is concerned with the oscillatory properties of second order non-linear dynamic equation with integro forcing term on an arbitrary time scales. We reduce our original dynamic equation into an alternate equation by introducing a function of forward jump operator. To study oscillations we establish some crucial Lemmas and employ generalized Riccati transformation technique which transforms our second order dynamic equation into the rst order dynamic equation on an arbitrary time scales. These results also guarantee that the solution of our equation oscillates. Furthermore, we establish the Kamenev-type oscillation criteria of our system. At the end, we consider a second order dynamic equation on time scales with deviating argument and compare it with our result which gives the sucient conditions of oscillation of it.
Introduction and Preliminaries
The oscillation theory of dierential equation and dierence equation has been receiving a lot of attention in the past few decades. It is a very important concept in the qualitative behaviour of the solutions of both types of equations. Many researchers have taken an interest in studying the oscillation and non-oscillation criteria of the solution of both dierential and dierence equations [13] . The problem of obtaining the sucient conditions for oscillation of both types of equations takes much time. Therefore, it is necessary to nd a single way for both equations.
The time scale theory which removes this ambiguity has been rst introduced by a German mathematician Stefan Hilger in his Ph.D. dissertation (1988) [4] . The signicance of this theory is that it does not only avoid the dual analysis but also harmonize both continuous and discrete calculus.
Time scale is a non-empty closed subset of the real numbers (i.e., R), e.g., set of natural numbers (N), integers (Z), Cantor set, set of harmonic numbers etc. In this way, the results do not only relate to the set of real numbers or set of integers but also pertain to more general times scales. The three most popular examples of calculus on time scales are dierential calculus (T = R), dierence calculus (T = Z), and quantum calculus
, for more details see [5, 6] and references therein. It has many applications in various elds, e.g., population dynamics, economics, neural networks, quantum physics and social science etc. [7, 8] .
We briey recall some basic denitions, useful Theorems, Lemmas, assumptions and basic facts of time scales etc.
Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2017. Ò. 10, 1. Ñ. 3547 Denition 1. [5, 6] For t ∈ T, we dene a forward jump operator σ : T → T by σ(t) := inf{s ∈ T : s > t}, if t < σ(t) and t < sup T as well as t = σ(t), then t is right-scattered and right dense respectively. A backward jump operator ρ : T → T by ρ(t) := sup{s ∈ T : s < t}, if t > ρ(t) and t > inf T as well as t = ρ(t), then t is left-scattered and left dense respectively. The graininess operator µ :
Remark 1. We put inf ϕ = sup T (i.e., σ(t) = t if T has a maximum t), sup ϕ = inf T (i.e., ρ(t) = t if T has a minimum t). Denition 2. [5, 6] A function f : T → R is called rd-continuous provided it is continuous at all right-dense points in T and its left-sided limit exists (nite) at left-dense points in T, denoted by C rd = C rd (T) = C rd (T, R). We dene some notations as follows:
Denition 3. [5, 6] 
Then ∀a, b ∈ T, the Cauchy integral is dened by
Denition 4. [5, 6] For a function f : T → R and t ∈ T κ , we dene f ∆ (t), to be a number (provided it exists) with the property that given any ϵ > 0, there exists a neighborhood
Thus, we call f ∆ (t) the delta or Hilger derivative of f at t. f is also called dierentiable at t. Theorem 1. [5, 6] For the functions g, f : T → R and t ∈ T κ , we have the following: 1. If f is dierentiable at t, then f is continuous at t; 2. If f is continuous at t and t is right-scattered, then f has a delta derivative at t and
3. If t is right-dense, then f is dierentiable at t if the limit
exists and has a nite value; 4. If f is dierentiable at t, then
5. If f and g both are dierentiable at t, then the product f g : T → R is dierentiable at t and
is dierentiable at t and
Denition 5. [5, 6] 
We denote the collections of all functions h : T → R which are rd-continuous and regressive by R and R + = {q ∈ R : 1 + µ(t)p(t) > 0 for all t ∈ T}. Denition 6. [5, 6] (Time scale version of exponential function). If q ∈ R, then we dene the exponential function by
where η h (z) is the cylinder transformation, which is dened by
Denition 7. [5, 6] If q ∈ R, then the rst order linear dynamic equation
is called regressive.
Theorem 2. [5, 6] Suppose that (1) is regressive and x t 0 ∈ T. Then e q (., t 0 ) is a solution of the initial value problem
on T.
Theorem 3. [5, 6] If (1) is regressive, then e q (., t 0 ) is the only solution of (2).
Theorem 4. [5, 6] If p, q ∈ R, then
1. e 0 (t, s) ≡ 1 and e p (t, t) ≡ 1;
e p (σ(t), s) = (1 + µ(t)p(t))e p (t, s);
3. e ⊖p (t, s) = 
In this paper, we study the oscillation criteria of the second order non-linear dynamic equation with integro forcing term on time scale T:
where B, J : T → R are the function of t, and the forcing terms H : T × R 2 → R and H : T × R → R. For the alternate form of equation (3), we multiply (3) by a function r σ (t). We have
From above relation, we obtain
which is equivalent to
We study oscillation criteria of (4). A non-trivial
for certain t y ≥ t 1 and satisfying (4) for t y ≤ t is called nonoscillatory if it is eventually positive or eventually negative, otherwise it is called oscillatory. In other words, it is said to be oscillatory if it has an arbitrarily large number of zeros, i.e., there exists a sequence {s n } such that lim n→∞ s n = ∞ as well as y(s n ) = 0, ∀n. A dynamic equation is called oscillatory if every solution is oscillatory, and non-oscillatory otherwise. Our attention is restricted to those solutions of (4) which exist on some [t y , ∞) T and satisfy sup{|y(t)| : t > t * } > 0 for any t y ≤ t * .
In the past few years, there have been many research activities concerning the oscillation of solutions of various forced second-order dynamic equations on time scales. The oscillation criteria of the second order linear and non-linear dynamic equations on time scales have been studied by many researchers, and we have plenty of essential papers, articles etc. [914] . In particular: In (2003), Erbe, et. al. [13] considered linear damped dynamic equation
and non-linear equation
to establish the oscillation criteria. In (2007), Saker, et. al. [14] gerneralized (5) as follows:
and studied an oscillation criteria. Finally, in (2008), Erbe, et. al. [15] have considered a non-linear damped delay dynamic equation by introducing a constant term β, where β is a quotient of odd positive integers and studied the sucient conditions for oscillation:
which extend and improve the results [13, 14] . In (2004), Bohner, et. al. [10] considered a second-order perturbed dynamic equation:
where γ is a positive odd integer. In (2006), Agarwal, et. al. [9] modied equation (8) (
and both have established the sucient conditions for oscillation. In (2010), Chen, et. al. [11] considered a dynamic equation with damping on time scale
and studied the oscillation criteria as well as established the Kamenev type and the Philostype oscillation criteria of it. Throughout this paper we denote [a, ∞)∩T = [a, ∞) T , where sup(T) = ∞. This paper is organized as follows: In this section, we establish some necessary Lemmas. In the next section, we use Riccati transformation technique to establish the sucient conditions for oscillation of (4) and also establish the Kamenev type oscillation criteria. Finally, we consider another second order dynamic equation with deviating argument and establish the same for oscillation.
It will be convenient to make the following notations:
,
) .
To establish our results we use the following assumptions: 
positive rd-continuous function such that 1 − µ(t)Q(t) > 0, and r(t) ∈
+ C ∆ rd (T); (U 4 ) H : T × R 2 is a ∆-derivative nction (w.
r.t rst variable) such that η(t)H ∆ (t, η(t), ξ(t)) < 0, ∀η(t) ∈ R {0}, ∀ξ(t) ∈ R, ∀t ∈ T; (U 5 ) |H ∆ (t, η(t), ξ(t))| ≥ p(t)|η(t)|, ∀η(t) ∈ R {0}, ∀ξ(t) ∈ R, t ∈ T;
(U 6 )
Now we establish two Lemmas, which will be used in the next section.
Lemma 1. Let y(t) be an eventually positive solution of (4). Assume that (U 3 ) − (U 6 ) and either (U 1 ) or (U 2 ) holds. Then there exists s * > t 1 such that
Proof. Since y(t) is an eventually positive solution of (4). Take
In view of equation (4) and (U 1 ) − (U 5 ), we have
(r(t)y ∆ (t)) ∆ + Q(t)r(t)y ∆ (t) ≤ −(p(t) − B(t))r σ (t)y(t) = −M (t)y(t) < 0 (10) on [t 2 , ∞) T . Now, by dividing equation (10) by a non-negative function 1 − µ(t)Q(t), we get (r(t)y
Then D(t, s * )r(t)y ∆ (t) is an eventually decreasing function and thus it is eventually of one sign, i.e. it is either eventually positive or eventually negative. We assert that D(t, s * )r(t)y ∆ (t) is eventually non-negative. Suppose it is eventually negative, then there exist t 3 ≥ t 2 and a constant K 1 < 0 such that
Integrating the above relation from t 3 to t, we obtain
which is a contradiction since y(t) > 0 for all t 2 ≤ t. Hence, D(t, s * )r(t)y ∆ (t) is eventually non-negative, i.e., y ∆ (t) is eventually positive function or there exists s * ∈ T such that y ∆ (t) > 0 for all t ∈ [s * , ∞) T . Thus, we have
where
Proof. From (9), we obtain
Also from (12), we have
From (13) and y σ (t) = y(t) + µ(t)y ∆ (t), we get
2
Main Results
In this section, we give some new oscillation criteria for equation (4 
Then, every solution of equation (4) is oscillatory. Proof. Suppose to the contrary that y(t) is a non-oscillatory solution of equation (4). We may assume without loss of generality that y(t) is eventually positive. By Lemma 1, we have
Now dene a function w(t) by the Riccati substitution
Then, w(t) > 0 and
From (17), we have w
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From (10) and (17), we obtain
Since D(t, s * )r(t)y ∆ (t) is eventually decreasing function, then
From (17), we obtain
Also, since y(t) is eventually increasing function, then we get
From (19) and (20), we have
From (19) and (21), we obtain
Integrating (23) from s * to t, we obtain
for all large t. Which is a contradiction because of relation (15) . Hence, the proof is complete due to asumption (15) . Now we prove the result using (16) . From equations (19), (20) and
Similarly, from (23) and (25), we obtain [
Integrating equation (16) from s * to t, we get
for suciently large t, which is a contradiction as (16) holds. Hence, the proof is complete due to assumption (16) . Thus, the whole proof is complete.
2 As an immediate consequence of Theorem (5), we have the following corollaries for dierent values of δ(t). For δ(t) = constant (say, C > 0), t ≥ t 1 , we have the following result.
Corollary 1. Assume that
Then, every solution of equation (4) 
Then, every solution of equation (4) is oscillatory.
We add one more condition, i.e. r ∆ (t) ≥ 0 or r(t) ∈ + C ∆+ rd (T) in Theorem (5) to obtain some new oscillation criteria of equation (4 
Proof. In view of Theorem (5) and equation (17), we obtain
By using equation (10), Lemma 2 and after manipulation, we obtain
Integrating the above equation from s * to t, we obtain
for all large t, which is a contradiction due to (28). Hence, the proof is complete. 
Now we establish Kamenev-type oscillation criteria for (4). We need the following result of [16] t, y(t))) ), t, y(t) ))) (in 37), then in the similar manner we can obtain oscillation criteria of (37). Thus, all the above Theorems and corollaries can be achieved for the second order dynamic equation (37), i.e., all the results will remain the same for it.
