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Abstract: The numerical treatment of many mathematical models (which arise, for example, in physics, chemistry, 
biology or economics) leads very often to huge algebraic problems, so that it is difficult (both with regard to the 
storage needed and with regard to the computing time spent) to handle these problems even on the big modern 
computers. However, the matrices that occur in the algebraic problems are fortunately sparse (many of their elements 
are equal to zero). The exploitation of the sparsity leads to savings in both storage and computer time, so that 
problems which can not be handled numerically when the zero elements are stored in the computer memory and when 
the arithmetic operations involving zero elements are performed become tractable if the sparsity is exploited in a 
proper way. There are two basic groups of storage schemes for exploiting the sparsity. If a scheme of the first group is 
in use, then the non-zero elements have permanent locations in the computer memory during the whole computational 
process. Therefore the schemes of the first group are called static. A non-zero element may be moved from one 
location to another when a scheme from the second group is applied. Such schemes are called dynamic. The 
advantages and the limitations of the schemes from these two groups are discussed. The advances achieved after 1980 
in the efforts to improve the performance of the schemes belonging to both groups are given in a systematic way. Some 
questions that are still open are briefly discussed. The advances achieved in some other stages in the exploitation of the 
sparsity, which are not directly connected with the storage schemes used, are outlined in the last section. 
Keywords: Sparsity, storage schemes, pivotal strategies, Gaussian elimination, orthogonal methods, least squares. 
1. Introduction 
Very often the matrices involved in large-scale computations contain many zero elements. 
Such matrices are called sparse. It is desirable to exploit the sparsity by applying some sparse 
matrix technique in an attempt to achieve two aims: 
(i) to reduce the storage used in the computer memory, and 
(ii) to reduce the computing time spent to perform the algebraic operations under considera- 
tion. 
The first aim is achieved by keeping only the non-zero elements of the sparse matrices in the 
computer memory. The second aim is achieved by carrying out only algebraic operations 
involving the non-zero elements. 
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It is obvious that some additional information should be stored together with the non-zero 
elements in order 
(a) to be able to determine in a unique way the position of any non-zero element, and 
(b) to facilitate the performance of the algebraic operation (or the group of algebraic 
operations) that has to be carried out. 
Thus, the non-zero elements together with the additional information needed are stored in the 
computer memory according to some storage scheme. The storage scheme is a very important 
factor when sparse matrices are handled numerically. This is especially true in the case where 
sparse matrices appear in large models for treatment of complicated physical phenomena. In the 
latter case the storage scheme should be 
(A) as simple as possible (because as a rule very huge files of data are to be adjusted in some 
way to the storage scheme selected), and 
(B) as efficient as possible (because of the complexity of the problems in this situation). 
The requirements (A) and (B) to the storage scheme used work normally in opposite directions 
and, therefore, a compromise is very often needed. The advances in the efforts to achieve such a 
compromise and to design both simple and efficient storage schemes is the main topic that will 
be discussed in the following sections. However, some other interesting topics will be discussed in 
the last section and references to relevant works will also be given there. 
2. Static storage schemes 
Let A E lRmx” and let NZ be the number of non-zero elements in matrix A. Assume that the 
algebraic operation in which matrix A is involved is such that no new non-zero elements, fill-ins, 
are created in A during the computations. Then a one-dimensional array AORIG of length at 
least equal to NZ can be used to store the non-zero elements of A instead of a two-dimensional 
array whose dimensions are m and n. Some additional arrays are also needed when a 
one-dimensional array is applied, but the storage needed is in any case O(NZ) and if NZ -=K mn, 
then this storage is less than the storage, 0( mn), needed in the case where the sparsity is not 
exploited. 
The simplest storage scheme, which will later on be referred to as Scheme I, can be described 
as follows. Consider the REAL array AORIG together with two INTEGER arrays RNORIG and 
CNORIG of the same length. Assume that the non-zero elements are stored in an arbitrary order 
inthefirstNZlocationsofAORIG.LetAORIG(K)=aii (K=l,2,...,NZ, iE{1,2,...,m}, 
jE {1,2,..., n}). Then RNORIG( K) = i and CNORIG( K) =j must also be assigned and this 
is the only requirement imposed when Scheme 1 is in use. 
The storage needed for Scheme 1 is machine dependent. Assume that the real numbers occupy 
the same storage in the computer memory as the integers. Then the storage needed is 3NZ 
locations. This is clearly seen from Table 1, where the use of Scheme 1 is illustrated. 
If the user is prepared to supply some additional information, then the storage needed can be 
reduced (compared with the storage needed for Scheme 1). This can be achieved if the following 
operations are, for example, performed: 
(i) the non-zero elements are ordered by rows in the first NZ locations of array AORIG, 
(ii) CNORIG( K) =j is stored when AORIG( K) = aji for V’K E { 1, 2,. . . , NZ}, and 
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Table 1 
The contents of the main arrays when Scheme 1 is used (the non-zero elements are stored in an arbitrary order in array 
AORIG; their row and column numbers are stored at the same positions in arrays RNORIG and CNORIG 
respectively) 
Position 1 2 . . . K . . . NZ 
Array AORIG 
Array RNORIG 
Array CNORIG 
a,2,,2 
i2 
j2 
. . . 
. . . 
. 
atK.lK 
iK 
jK 
. . . 
. . . 
. . 
arNZ,JNZ 
iNZ 
jNZ 
(iii) pointers for the row starts (in array AORIG) are assigned to the first m locations of an 
INTEGER array RSTART (which is used instead of array RNORIG from Scheme 1 and is of 
length at least equal to m). 
The scheme based on the rules (i)-(iii) will be called Scheme 2. The storage needed for Scheme 
2 is 2NZ + m locations (under the assumption made in connection with the previous storage 
scheme). 
Some other economical storage schemes can also be designed. As an illustration only it should 
be mentioned that the following rules can be used: 
(i) the non-zero elements are ordered by columns and stored in the first NZ locations of 
array AORIG, 
(ii) RNORIG(K) = I is stored when AORIG(K) =ajj for V’KE (1, 2,...,NZ}, and 
(iii) pointers f or the column starts (in array AORIG) are assigned to the first n locations of an 
INTEGER array CSTART (which is used instead of array CNORIG from Scheme 1 and is of 
length at least equal to n). 
The storage scheme based on the above three rules will be called Scheme 3. The storage 
needed for Scheme 3 is 2NZ + n locations (unkler the assumption made in connection with 
Scheme 1). 
The reduction in storage when any of the economical storage schemes (not only Scheme 2 and 
Table 2 
The contents of the main arrays when Scheme 2 is used. The non-zero elements are ordered, in array AORIG, by rows 
(first the non-zero elements of the first row, then the non-zero elements of the second row and so on). The column 
numbers of the non-zero elements are stored at the same positions in array CNORIG. The positions of the row starts, 
in array AORIG, are stored in array RSTART 
Position KI=I . . . K2 ... . . . Km ... 
Array AORIG 
Array CNORIG 
Row number 
%,I 
. . . a2.,2 ... . . a . . m,*m 
jl 
. . . j2 . . . . . . jm . . . 
row 1 row 2 . . . row m 
Position 1 2 . . m 
Array RSTART Kl K2 ... Km 
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Scheme 3) is in use instead of Scheme 1 is achieved by the replacement of the natural 
requirement 
AoRIG(K) = a,j =j (CNORIG(K) =j A RNORIG(K) = i) 
for V’KE (1, 2,...,NZ} (2.1) 
by some other and more stringent requirements (in the two examples given above the non-zero 
elements are to be ordered by rows or by columns and pointers for the row starts or the column 
starts are to be found). In many cases it is not very difficult to satisfy these requirements and if 
this is the case, then some of the economical storage schemes should be used. Sometimes, 
however, it may be rather difficult to satisfy the requirements imposed when the economical 
storage schemes are to be used. This happens often when the non-zero elements are calculated by 
some complicated computational process (as, for example, an automatic mesh generation). 
Therefore, it may be desirable to have the possibility of storing the non-zero element aij 
immediately after its calculation and Scheme 1 is very suitable in this situation. 
Scheme 1 has another very useful property: it is very easy to insert or to delete elements when 
this scheme is applied. If an element is to be inserted, then it should be stored after the last 
non-zero element in array AORIG. If an element is to be deleted, then the last element in 
AORIG has to be moved to its place. In both cases some obvious modifications are to be 
performed in RNORIG and CNORIG. It is not very simple to add or to remove non-zero 
elements when any of the economical storage schemes is in use. It must be pointed out here that 
the necessity of inserting or removing non-zero elements appears in a very natural way 
sometimes. This is demonstrated by the following example. 
Example 2.1. Assume that A E [WmXn and rank(A) = II. Consider the linear least-squares prob- 
lem defined by 
Ax=b-rAATr=O. (2.2) 
This problem can be solved by the so-called method of augmentation [3-71, where the system 
of linear algebraic equations: 
By = c where B = (2.3) 
is to be solved. Assume that the non-zero elements of matrix A are stored by the use of Scheme 
1. Then it is easy to enlarge this scheme for matrix B. This is demonstrated by the code given in 
Fig. 1. It is not very easy to perform this process when the other storage schemes are in use. For 
example, if an element has to be inserted in the first row of the matrix when Scheme 2 is applied, 
then the non-zero elements of all other rows must be pushed to the right in order to get place for 
the element that is to be inserted. 
In the storage schemes discussed in this section no non-zero element is moved from one 
location to another location during the whole computational process. Such storage schemes are 
called static. In the following section it will be shown that the static storage schemes can very 
successfully be used to perform algebraic operations in which no new non-zero elements are 
created during the computations. The use of the static storage schemes for such algebraic 
operations is obvious and will be called the direct use of the static storage schemes. In the cases 
DO 
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10 /=l, NZ 
AORIG(NZ + I) = AORIG( I) 
CNORIG(NZ + I) = RNORIG(I) 
CNORIG(/) = CNORIG( I) + M 
RNORIG(NZ + I) = CNORIG( I) 
87 
10 CONTINUE 
C 
NZ=2*NZ 
DO 20/=1, M 
AORIG(NZ + I) = ALPHA 
CNORIG(NZ + I) = I 
RNORIG(NZ + I) = I 
20 CONTINUE 
NZ=NZ+ M 
NP=M+N 
NSTART = M + 1 
DO 30 I = NSTART, NP 
B(I) = 0.0 
30 CONTINUE 
Fig. 1. Storing the non-zero elements of matrix B and vector c assuming that the non-zero elements of A and b have 
already been stored. Scheme 1 is used. The numbers of rows and columns in A are denoted by M and N. The notation 
ALPHA is used for the parameter (Y from (2.3). 
where new non-zero elements are created during the performance of the algebraic operation 
under consideration the application of a static storage scheme is not trivial. The implementation 
of a static storage scheme in such situations will be called the advanced use of the static storage 
schemes. The advanced use of the static storage schemes in the solution of systems of linear 
algebraic equations whose coefficient matrices are symmetric and positive definite is well-known. 
However, static storage schemes have recently been applied in the treatment of linear least-squares 
problems as well as in the solution of systems of linear algebraic equations by the use of 
Gaussian elimination. Another type of storage schemes, dynamic storage schemes in which 
elements are moved from one position to another, have been traditionally used to handle the last 
two types of problems. Mainly the advanced use of the static storage schemes as well as the use 
of dynamic storage schemes will be discussed in the following sections. However, before this 
discussion the application of static storage schemes in some simple situations will be outlined. 
3. Direct use of a static storage scheme 
An algebraic operation in which matrix A is involved is called static if the elements of A are 
not modified during the performance of this algebraic operation. The calculation of residual 
vectors, rk = b, - Ax, (k = 1, 2,. . .), which is a very important part of the computational process 
when iterative methods are used, is an example for a static algebraic operation. 
The storage schemes discussed in Section 2 can efficiently be applied when a static algebraic 
operation or a combination of static algebraic operations is to be performed. Consider the 
calculation of a residual vector and assume that: 
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DO lO/=l, M 
R(I) = B(I) 
10 CONTINUE 
C 
DO /=l, NZ 
R(RNORIG( I)) = R(RNORIG( I))- AORIG( I) * X(CNORIG( I)) 
20 CONTINUE 
Fig. 2. Calculating residual vectors by the use of Scheme 1 from Section 2. 
(i) the components of vectors rk and b, are stored in arrays R and B (of length at least equal 
to m), 
(ii) the components of vector xk are stored in array X (whose length is at least equal to n), 
and 
(iii) the non-zero elements of matrix A are stored as required in Scheme 1 (see Section 2). 
Then the efficiency of Scheme 1 in the calculation of residual vectors is illustrated by the code 
given in Fig. 2. It is clear that O(NZ) simple arithmetic operations are needed to calculate rk by 
the code from Fig. 2, while the corresponding number is O(mn), when the sparsity is not 
exploited. 
An algebraic operation in which matrix A is involved is called dynamic when the elements of 
matrix A are modified during the performance of the algebraic operation. The storage schemes 
discussed in Section 2 can efficiently be used also when dynamic algebraic operations in which 
no new non-zero elements (fill-ins) are created are to be performed. Examples for such dynamic 
algebraic operations are: 
(a) multiplication of a matrix by a scalar, and 
(b) scaling a matrix. 
Static algebraic operations (and sometimes dynamic algebraic operations but without fill-ins) 
are used when iterative methods are applied in the solution of systems of linear algebraic 
equations or linear least squares problems. Therefore, static storage schemes are very useful for 
treatment of such algebraic problems with iterative methods. Static storage schemes are imple- 
mented in many well-known packages based on the use of iterative methods; see, for example, 
the description of ITPACK [85,86] or the description of ELLPACK [77]. Static storage schemes 
are assumed in the description of many algorithms that are to be used in connection with some 
sparse matrix technique [2,14,16,31-34,78-811). If some sparse matrix technique is to be used in 
the treatment of very large problems, then it may be profitable to apply static storage schemes in 
some parts of the global program (where static algebraic operations are to be performed), while 
dynamic storage schemes could be applied in other parts of the program (where fill-ins appear in 
the computational process). This approach has been used in the treatment of some large 
mathematical models describing phenomena that arise in nuclear magnetic resonance spec- 
troscopy at the University of Copenhagen [105,106]. 
4. Advanced use of static schemes in the Cholesky decomposition 
Assume that a dynamic algebraic operation in which fill-ins appear has to be performed. Such 
an operation will be called essentially dynamic. The discussion of the sparse matrix techniques for 
essentially dynamic algebraic operations is started in this section. 
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Examples for essentially dynamic algebraic operations are: 
(i) the factorization A = LU by the Gaussian elimination, and 
(ii) the decomposition of a matrix by orthogonal transformations. 
Such algebraic operations (together with some others) are to be used when the problem 
x = Atb (A’ being the pseudoinverse of A, [70]) is handled by direct methods. In any direct 
method matrix A is transformed into a product of a finite number of easily invertible matrices. A 
matrix B is called easily invertible if the solution of x = B’b can be performed with some 
algorithm by executing a fixed number of simple arithmetic operations and without modifying 
the elements of B. Examples for easily invertible matrices are: triangular, diagonal, tridiagonal 
and orthogonal matrices. A fairly general scheme that unites many particular direct methods for 
solving x = Atb is introduced in [88] ( see also [92,109]). In all particular direct methods within 
the general scheme from [88] fill-ins are created during the decomposition of matrix A into a 
product of easily invertible matrices. When any sparse matrix technique is in use, one should 
take care to minimize the number of fill-ins. This can be done by the use of pivotal interchanges. 
Pivotal interchanges are normally applied also when dense matrix techniques are in use (as an 
attempt to preserve the stability of the computational process). If a sparse matrix technique is 
used, then pivotal interchanges are often applied both as an attempt to keep the number of 
fill-ins small (to preserve the sparsity) and as an attempt to keep the rounding errors small (to 
preserve the stability). In general these two requirements work in opposite directions and a 
compromise is needed. However, in some special cases the computational process is stable 
without pivotal interchanges and, thus, pivotal interchanges are only needed in order to preserve 
the sparsity. This is the case when the matrix that is to be decomposed is (i) square, and (ii) 
either positive definite or diagonally dominant. 
Assume that (i) and (ii) are satisfied. Then a symbolic factorization can be performed in order 
to determine the sparsity patterns of the factors in the product of easily invertible matrices by 
the use of some kind of pivotal interchanges in an attempt to obtain as sparse as possible easily 
invertible matrices. The sparsity patterns obtained after the symbolic factorization can be used to 
construct a static storage scheme, where locations for all fill-ins are reserved. Finally, the 
numerical values of the non-zero elements in the easily invertible matrices can be calculated and 
stored in the static storage scheme prepared. This can be done without moving elements from 
one location to another because locations for all non-zero elements in the easily invertible 
matrices are reserved. Therefore the simple algorithm sketched here can very efficiently be 
implemented with any particular method when (i) and (ii) hold. In practice the method has been 
used mainly when matrix A is symmetric and positive definite and when the well-known 
Cholesky decomposition is applied. In the latter case 
PAPT = LTL where A E I&!“~“, L E Rnx”, P E Rnx”, 
where L is a unit triangular matrix and P is a permutation matrix induced by the pivotal 
interchanges by which an attempt to obtain as sparse as possible matrix L is carried out. It 
should be noted that in this simple situation only one easily invertible matrix, matrix L, is to be 
stored. 
The algorithm consisting of symbolic factorization + suitable pivotal interchanges + a static 
storage scheme (prepared by the use of the information obtained in the process of the symbolic 
factorization) is applied in many subroutines; the subroutines in SPARSPACK [41] and the 
symmetric part of YALEPACK [29] are well-known. 
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The most popular pivotal strategies used in the situation treated in this section are the 
minimum degree algorithm and the method of nested dissections. These pivotal strategies are 
thoroughly described in [41]. Some graph theory concepts can be used and are used in the 
construction of pivotal strategies; see again [41]. 
5. Dynamic storage schemes 
In the algorithm described in the previous section the pivotal interchanges are performed 
before the actual calculation of the non-zero elements of the easily invertible matrices, during a 
special stage called the symbolic factorization. This is possible because the pivotal interchanges do 
not depend on the size of the non-zero elements when the sparsity only is to be preserved. The 
information about the type of the element (a zero or a non-zero) is sufficient in this situation. 
However, if the stability of the computational process is to be preserved, then the size of the 
non-zero elements becomes important and the pivotal interchanges have to be carried out during 
the actual computation of the values of the non-zero elements in the easily invertible matrices. 
Therefore it seems to be impossible to perform a symbolic factorization in order to determine the 
sparsity patterns of the easily invertible matrices and to construct a static storage scheme; at 
least this is not so easy as in the case where no pivotal interchanges are needed in order to 
preserve the stability. Therefore, if the stability is to be preserved, then dynamic storage schemes 
are normally used. When such schemes are applied, it is allowed to move some elements from 
one location to another and this is exploited to put the new non-zero elements (the fill-ins) in 
proper positions dynamically during the factorization process. 
There are many different ways of introducing dynamic storage schemes. The dynamic storage 
scheme used in package Y12M [102,103,109] will be sketched here. This scheme is similar to the 
schemes used in MA28 [21,26], ST [loo] and SSLEST [95]. Systems of linear algebraic equations 
are solved by the use of the Gaussian elimination (GE) process, where LU = PA Q is calculated, 
by the subroutines of the above packages (this means that A E IFi nxn is assumed in this section). 
However, the rules are fairly general and can successfully be applied in the treatment of 
rectangular matrices also (as, for example, in the solution of x = Ath with A E RmXn A m 3 n; 
see [97,98]). 
The dynamic storage scheme in package Y12M (as the dynamic storage schemes in the other 
packages quoted above) is developed so that it is as friendly to the user as possible. This is 
achieved by the use of the following principles. 
(i) Find an input storage scheme which is as simple as possible from user’s point of view. 
(ii) If a linear algebra operation can efficiently be carried out by the storage scheme chosen in 
(i), then the storage scheme chosen in (i) may be applied to perform the linear algebra operation 
under consideration. 
(iii) If a linear algebra operation can not be performed efficiently by the input storage scheme 
chosen in (i), then develop a subroutine which reorders the non-zero elements of the matrix so 
that the linear algebra operation under consideration can efficiently be carried out using the new 
storage scheme. 
The efforts made be the user are minimized when the storage scheme is based on the rules 
(i)-(iii). This is so because the input storage scheme can be very simple (one of the storage 
schemes discussed in Section 2 can be applied), while the reordering process (if such a process is 
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necessary for the algebraic operation that is to be performed) is automatically carried out by the 
software and the user is not forced to search for an optimal ordering in connection with different 
algebra operations. 
Scheme 1 is used in Y12M (and also in the other codes mentioned in the beginning of this 
section; ST [loo], is perhaps the first code in which Scheme 1 is applied as an input schemes in 
connection with the GE process). The non-zero elements of matrix A are reordered by rows (first 
the non-zero elements of the first row, then the non-zero elements of the second row and so on) 
and stored in the first NZ locations of a REAL array ALU. If ALU(K) = aCi, then CNLU( K) =j 
(K= 1, 2,..., NZ) is assigned (CNLU being an INTEGER array). Pointers are stored in the first 
three columns of an INTEGER array HA(n, 11). At the beginning of the GE process the non-zero 
elements in row i of matrix A are stored, in array ALU, between positions HA(i, 1) and 
HA( i, 3) (HA( i, 2) = HA( i, 1) for Vi at the beginning of the GE process). At the end of the GE 
process the non-zero elements in row i of matrix L (without its diagonal element which is never 
stored) are kept, in array ALU between positions HA( i, 1) and HA( i, 2) - 1, while the non-zero 
elements in row i of matrix U (without the diagonal element uir which is stored in PIVOT(i), 
PIVOT being a REAL array of length at least equal to n) are located between HA( i, 2) and 
HA(i, 3). 
Consider an arbitrary stage s of the GE process. Assume that a new non-zero element a,(;+‘) 
is created. This element has to be inserted in the storage scheme. Moreover, it has to be located 
in the area where the non-zero elements of row i are kept. This can be done as follows. A copy of 
the non-zero elements of row i is made after the last occupied location in array ALU and the 
new non-zero element (the fill-in) is stored at the end of the copy. A copy of the column numbers 
of the non-zero elements of row i is also made (this copy will be between the same positions in 
array CNLU as the copy of the non-zero elements in array ALU) and the column number of the 
fill-in is stored at the end of the copy. The i th components of the first three columns of array 
HA are updated. The locations occupied by the nonzero elements of row i and their column 
numbers before making copies at the end of arrays ALU and CNLU are freed; this is done by 
setting zeros in the appropriate locations in array CNLU. 
From the above description it follows that there may be free locations between two rows after 
the beginning of the GE process. The free locations can be used to store fill-ins. Therefore if a 
fill-in uI(;+l) is created, then it is worthwhile to investigate whether there are free locations before 
the part in the storage scheme occupied by the non-zero elements of row i or after this part. If 
there are free locations, then the fill-in can be stored there and no copy is made when this 
happens. 
Many copies of rows at the end of ALU can be avoided when the free locations between the 
rows are used to store fill-ins. Nevertheless, normally many copies are made and the capacity of 
array ALU may be exceeded. If this happens, then the structure should be compressed 
performing the so-called garbage collection. After a garbage collection there are no free locations 
between rows. 
The above considerations show that the length NN of the arrays ALU and CNLU should be 
larger than NZ. The optimal length is normally not known in advance (in general one does not 
know how many fill-ins will be created). Experience shows that often NN E [3NZ, 5NZ] is a. 
good choice when n is sufficiently large; say n > 1000. 
The arrays ALU, CNLU, HA(. , l), HA( . , 2) and HA(. , 3) form the TOW ordered list of the 
dynamic storage scheme. The GE process can be carried out by the use of the row ordered list 
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only. However, the computational process will be rather inefficient. This is so because it is 
necessary sometimes to scan the non-zero elements in a column and this can not be done 
efficiently when the row ordered list only is available. Therefore another list, the column ordered 
list, is also prepared and used in the GE process. The row numbers of the non-zero elements of 
matrix A are ordered by columns (first the row numbers of the non-zero elements of the first 
column, then the row numbers of the non-zero elements of the second column and so on) and 
stored in the first NZ locations of an INTEGER array RNLU. Pointers for the positions in the 
columns in RNLU are stored in the fourth, the fifth and the sixth columns of array HA. If a 
fill-in ujjfl) is created, then its row number should be inserted in a proper position in array 
RNLU. The rules are very similar to those used in the row ordered list. Again there are three 
possibilities: 
(i) to copy the row numbers of the non-zero elements of column j after the last occupied 
location in array RNLU and to put the row number i of the fill-in a:;+‘) at the end of the copy 
(freeing the locations originally occupied by the row numbers of the non-zero elements of 
column j), 
(ii) to exploit f a ree location either before the part of RNLU in which the row numbers of the 
non-zero elements of column j are kept or after this part (if there is such a free location) in order 
to insert the row number of the fill-in there and 
(iii) to perform a garbage collection in RNLU when there is no place for a copy of the row 
numbers of column j at the end of RNLU. 
However, there are two significant differences between the operations in the row ordered list 
and the operations in the column ordered list. 
(A) One works with the row numbers only when the column ordered list is to be modified, 
while both non-zero elements and their column numbers are involved in the modifications of the 
row ordered list (the modifications in the array CNLU, where the column numbers are kept, are 
the same as the modifications in ALU). 
(B) The row numbers of the non-zero elements in column s are not needed after stage s of the 
GE process and, therefore, the locations occupied by them are freed after stage s. 
The most important consequence of (A) and (B) is the following: the length NNl of array 
RNLU could be significantly smaller than the length NN of the arrays ALU and CNLU in the 
row ordered list. NNl = 0.6NN is normally a good choice. 
The description of the dynamic scheme given above is by no means full. However, this 
description is sufficient for the comparison with the static storage schemes which will be 
presented in the following section. A full description of the dynamic storage scheme in package 
Y12M can be found in [109]. Different principles on which the construction of a dynamic storage 
scheme is based are discussed in [1,9,21,24,26,30,52,53,72,74,75,99,103]. The symmetry is ex- 
ploited in 165,661. 
Some good pivotal strategy has to be applied also when a dynamic storage scheme is used as 
an attempt to preserve both the sparsity and the stability. Pivotal strategies of Markowitz type 
are very popular when the GE process is applied (see, for example, [1,15,21,64,72]), however, 
some other strategies can also be specified; [30,72,82]. The choice of a good pivotal strategy is 
discussed in [87], where the class of improved generalized Markowitz strategies (IGMS’s) is shown 
to perform best. A strategy of this class is the basic pivotal strategy in package Y12M (see 
[93,94,99,103,104]). Such strategies are also discussed in [1,24,34,72]. Recently a strategy of this 
type has been implemented in package MA28; see [24,55]. 
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It is clear that the arrays ALU, RNLU and CNLU can be used in Scheme 1 (instead of arrays 
AORIG, RNORIG and CNORIG respectively) during the input operation. If this is done, then 
the contents of these arrays will be overwritten by the contents needed for the dynamic storage 
scheme. It is clear that storage can be saved in this way (the same arrays are used for the input 
storage scheme and for the dynamic storage scheme). However, the input data will be destroyed 
at the end of the GE process (this means that there is no possibility to calculate the residual 
vector at the end of the solution process in order to check the accuracy obtained). 
It has been assumed, for simplicity only, that the dynamic storage scheme is used in 
connection with the GE process. However, this is not a restriction. A careful examination of the 
algorithms described in this section shows clearly that it is not important how a fill-in is created. 
The important fact is that if a fill-in is created, then it has to be inserted in a proper position in 
the scheme. Thus, the dynamic scheme described in this section can be used in connection with 
many other methods; as mentioned in the beginning of this section it has already been used in 
connection with the solution of x = Atb by the Givens plane rotations in [91], [97] and [98]. 
6. Comparison between static and dynamic storage schemes 
Three operations (see the previous section): 
(i) copies of rows and columns at the ends of the row and column ordered lists, 
(ii) garbage collections, and 
(iii) modifications of the contents of the arrays where pointers are held, 
are to be performed when dynamic storage schemes are in use. These operations are not 
performed when a static storage scheme is applied. Some other operations, as the sympbolic 
factorization discussed in Section 4, are to be carried out when an advanced static scheme is in 
use. By these operations the number of fill-ins or some realistic upper bound for the number of 
fill-ins must be determined in order to be able to construct the desirable static storage scheme. It 
is clear that the use of a static storage scheme will be more efficient than the use of a dynamic 
storage scheme if it is possible to predict the number of fill-ins (or some realistic upper bound for 
this number) by a smaller amount of work compared with the work needed to carry out (i)-(m). 
Assume that no pivotal interchanges for stability are needed. As mentioned in Section 4 this is 
the case when the matrix is square and either positive definite or diagonally dominant. If these 
conditions are satisfied, then the symbolic factorization is cheaper than the work needed to 
perform the operations (i)-(m) (this being especially true when the Cholesky factorization is to 
be used) and it is better to apply a static storage scheme. 
The requirement that no pivotal interchanges for stability are needed was the main criterion in 
the comparison of the static and the dynamic schemes until 1980. If this criterion is satisfied, 
then the use of a static storage schemes should be preferred. This criterion is satisfied not only 
for systems of linear algebraic equations with positive definite or diagonally dominant coefficient 
matrices, but also if the linear least squares problems x = Atb (A E [WmXn, m 2 n, rank(A) = n) 
are solved by forming the system of normal equations ATAx = ATb. In the latter case one should 
determine symbolically the structure of matrix B = ATA and then, using the fact that B is 
positive definite, perform a symbolic factorization of B. The information obtained after the 
performance of these two operations (the symbolic calculation of the pattern of the normal 
matrix B and the symbolic factorization of B) can be applied to construct a static storage 
scheme that can be used to carry out the actual computations. 
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Of course, the requirement that no pivotal interchanges for stability are needed is trivially 
satisfied when purely iterative methods are used and when static algebraic operations are to be 
carried out. In these cases static storage schemes can be used directly (see Section 3). 
The above description shows that the regions where static or dynamic storage schemes are to 
be preferred were clearly defined before 1980. In the cases listed above static storage schemes 
were used. In all other situations dynamics storage schemes were used. However, the situation 
was changed after 1980 and the resons for this will be discussed in the following sections. 
7. Using static storage schemes in the solution of linear least-squares problems 
It has been pointed out in the previous section that the linear least-squares problem 
x =Atb where A E RmXn, x E WX1, ~EIR”‘~~, man, rank(A)=n (7.1) 
can successfully be solved by the use of a static storage scheme when the method of the normal 
equations is applied. The linear least-squares problem (7.1) is reduced to a system of linear 
algebraic equations 
Bx=c where B=ATA, c=ATb (7.2) 
when the method of normal equations is in use. The sparsity pattern of B is to be determined 
(symbolically). Then a symbolic factorization (by the use of some pivotal strategy in order to 
preserve the sparsity) is carried out on the sparsity pattern of B. After these two steps an 
appropriate static storage scheme can be constructed and the actual numerical computations can 
be started. First the non-zero elements of B are calculated and then B is decomposed; as a rule 
by applying the Cholesky decomposition to obtain 
PBPT = LTL. (7.3) 
The method is relatively simple. However, even if matrix A is only moderately ill-conditioned, 
then the calculated solution may be inaccurate (see [3,8,25]). 
More stable computations can be achieved by the use of orthogonal transformations. Such 
transformations have been used in connection with the dynamic storage schemes before 1980 
[5,7,20,25,58]). However, George and Heath proved in 1980 (see [38]) that if the well-known 
Givens plane rotations [48,49] are used to compute 
QR = A where A E Iw”x”, Q E [WmXn, R E Iwnx”, (7.4) 
where the columns of matrix Q are orthonormal, QTQ = I, while R is an upper triangular 
matrix), then the absolute values of the elements of R and L are the same if P = I in (7.3) (i.e. if 
the calculations in (7.3) are carried out without pivotal interchanges). This fact can be exploited 
to construct a static storage scheme for the calculation of the decomposition (7.4) (when some 
appropriate pivotal strategy is in use in order to keep the number of fill-ins as small as possible). 
Three preliminary steps are needed before the construction of the static storage scheme: 
(i) the sparsity pattern of B = ATA must be determined, 
(ii) some pivotal interchanges that induce a permutation matrix P such that g = PBPT has a 
sparse Cholesky factor I? (r?‘i = j) must be found, and 
(iii) a symbolic f ac orization of matrix 5 must be performed in order to generate the sparsity t 
pattern of the Cholesky factor i?. 
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After the performance of these three preliminary steps a static storage scheme can be 
constructed (by the use of the sparsity pattern of the Cholesky factor i? obtained at the end of 
the third step) and the non-zero elements of r? can be calculated rotating the rows of matrix A, 
one at a time, into the sparsity pattern of k. The remarkable property of this algorithm is that 
not only is a static storage scheme for the solution of linear least-squares problems by Givens 
transformations constructed, but also the stora.ge of all intermediate fill-ins is avoided. However, 
it should also be emphasized that while the storage of the_ intermediate fill-ins is avoided (by 
rotating one row of matrix A in the sparsity pattern of R until all its non-zero elements are 
annihilated), the calculations with the intermediate fill-ins are not avoided. Therefore some row 
interchanges in matrix A are necessary in an attempt to reduce the computational work. 
The method sketched above is implemented in a software [38-401 and compared with some 
other methods [39]. It may be used when A is held in some auxiliary storage [40], therefore the 
method is attractive in the case where the storage used is an important factor for the computer 
under consideration. Different pivotal strategies can be used in order to keep the number of 
fill-ins (including the intermediate fill-ins) small; see [43345]. 
8. Using static storage schemes in connection with the Gaussian elimination process 
Assume that matrix A in the system of linear algebraic equations Ax = h (A E R nXn, x E 
[w nx1, b E Rnxl, rank(A) = n) is neither diagonally dominant nor positive definite and, there- 
fore, pivotal interchanges are to be carried out in order to preserve the stability when the 
Gaussian elimination (GE) process is applied in the solution of this system. Assume also that all 
diagonal elements of matrix A are non-zeros. This is not a restriction because when rank(A) = n 
there exists a permutation matrix Q such that all diagonal elements of QA are non-zeros. 
Consider B = ATA and let P be a permutation matrix chosen so that the Cholesky factor of 
matrix B is sparse. Then it can be proved [47] that the use of the GE process to decompose 
matrix A with any partial pivoting strategy leads to triangular matrices L and U whose sparsity 
patterns are contained in the sparsity patterns of the factors RT and R of matrix PBPT (i.e. 
RTR = PBPT). This result can be exploited to construct a static storage scheme that can be used 
in connection with the GE process with partial pivoting. Four preliminary steps are necessary. 
(i) A permutation matrix Q, such that all diagonal elements of matrix QA are non-zeros 
must be found. 
(ii) The sparsity pattern of matrix B = (A Q)TQA = ATA must be determined. 
(iii) A permutation matrix P, such that PcBPcT has a sparse Cholesky factor i (where 
r?‘i = PcBP,‘) must be found. 
(iv) A symbolic factorization must be performed in order to determine the sparsity pattern of 
the Cholesky factor i. 
After the preliminary steps the non-zero elements of matrix A should be reordered by the use 
of the permutation matrices P, and Q so that the matrix stored in the appropriate array is 
P,QAPT = C. Then the actual LU decomposition can be calculated by the use of some partial 
pivoting strategy determined by a permutation matrix P; i.e. the factors L and U can be 
computed by the use of LU = PC = PP,QAPz. The triangular factors L and U are stored in the 
storage for the sparsity patterns of r?’ and R which are determined at the end of step (iv). 
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The method outlined above has been implemented in a software and compared with some 
other codes in [47] (the structure being discussed in [42,46]). The advantages of the method are: 
(a) the numerical factorization can efficiently be carried out because a static storage scheme is 
in use, and 
(b) the sparsity patterns where the non-zero elements of the factors L and U are to be stored 
can be determined before the actual computation of the triangular factors. 
However, the method has some disadvantages also (compared with the case where a dynamic 
storage scheme is in use). 
(A) The storage needed for the non-zero elements of the factors L and U can be overestimated 
when this method is applied (in some extreme cases ATA or i could be dense even if A is sparse; 
this is mentioned in [47]). 
(B) The partial pivoting is not very popular for sparse matrices. It can be very expensive (in 
the sense that many fill-ins are created during the factorization process; see for example [93]). 
Therefore the conclusion is that, while the idea of using a static storage scheme in the GE 
process is very interesting and deserves further investigations, it should be emphasized that the 
method should be improved; it is desirable to apply a more efficient pivotal strategy than the 
simple partial pivoting. 
It should be mentioned that the method described in this section has been improved by 
George and Ng (“Symbolic factorization for sparse Gaussian elimination”, Report No. CS-84-43, 
Department of Computer Science, University of Waterloo, Waterloo, Ontario N2L 3G1, Canada). 
In the report of George and Ng it is shown that the symbolic factorization could be carried out 
for matrix A (or AT) instead for matrix ATA. The experiments performed by the authors show 
that both storage and computer time can be saved when the new approach is applied. 
9. Improving the performance of the dynamic storage schemes 
As pointed out several times in the previous sections, the number of fill-ins must be kept small 
when dynamic storage schemes are used because it is rather difficult to insert a fill-in in a proper 
position within the scheme. The pivotal strategy is an important tool in the efforts to keep the 
number of fill-ins small. Efficient pivotal strategies for the GE process are discussed in [87], [93] 
and [109] (see also Section 5). Efficient pivotal strategies for the Givens rotations are studied and 
compared in [91]. One of these strategies is based on an idea proposed by Gentleman in [37] (the 
code discussed in [91] is based on the Gentleman version of the Givens orthogonalization; 
[35,36,54]). For some classes of matrices even a better preservation of the sparsity (a greater 
reduction of the number of fill-ins) can be achieved by dropping some ‘small’ non-zero elements. 
A criterion, by which the decision whether an element is small or not can be made, has to be 
introduced. Assume that the GE process is to be applied and consider a non-negative parameter 
T, a drop-tolerance. In the code described in [103] an element is declared as small (and 
effectively replaced by zero) if 
Iaj;+‘)I < T. (9.1) 
Assume that (9.1) is satisfied. If a$;+‘) is a fill-in (if ais’ = 0), then it is just neglected. If a!;+‘) 
is not a fill-in (if ai;) # 0), then this element together with its row and column numbers is 
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removed from the lists described in Section 5 and the locations occupied by it and by its row and 
column numbers are considered as free locations (and may be used to insert fill-ins). In fact the 
process is a little more complicated because free locations are allowed only between two rows (or 
between two columns). Therefore if alf’ # 0 and a, j (‘+l) is small according to the criterion (9.1), 
then the last elements in its row is moved to its location and the last location in row i is freed. 
Similar operations are performed with the row and column numbers of a$;“’ in this situation. 
It is clear that if T > 0 (and if it is also sufficiently large), then the number of fill-ins can be 
reduced significantly. However, the factors L and U calculated in this way may be rather 
inaccurate. Therefore, it is necessary to regain the accuracy lost during the factorization. This can 
be done by the use of the iterative refinement (IR) process defined (for i = 1, 2,. . . , p - 1) by 
r,=b-AX 1) (9.2) 
d,= (LU)_lr,, (9.3) 
X If1 =X,+dj. (9.4) 
The IR process (9.2)-(9.4) can be started by 
x1=( Lu)y% 
or by some other starting approximation. 
(9.5) 
Some stopping criteria are needed in order to terminate the calculations if one of the following 
conditions is satisfied: 
(i) further computations are not justified, because the components of vector d, are so small 
(in comparison with those of xi) that the changes can not be represented on the computer used, 
(ii) the iterative process is not convergent, or 
(iii) the iterative process converges too slowly. 
The choice of stopping criteria is discussed in [109]. 
The use of a positive drop-tolerance as an attempt to reduce the number fill-ins has been 
considered in [10,33,34,73,82,84]. The combination of the use of a positive drop-tolerance by the 
use of the IR process is proposed in [90]; however, the ideas were implemented in codes earlier 
[96,97,102]. 
The method is outlined here in connection with the GE process. The ideas are, however, fairly 
general and can be applied in connection with many other direct methods. A detailed description 
of this possibility in connection with the solution of more general problems, x = Atb, is given in 
[92]. The method is applied in connection with orthogonal transformations in [91,97]. 
It is assumed above that the simple IR process is applied in the efforts to regain the accuracy 
lost during the factorization. Other iterative methods can also be used. A preconditioned 
conjugate gradients method is applied when the problem x = Atb is solved by orthogonal 
transformations in [98]. 
The criterion (9.1) is based on the use of an absolute drop-tolerance. It is more desirable to use 
a relative drop-tolerance. If this is done, then an element ajJ+‘) is removed when 
Unfortunately, it is rather difficult to implement such an algorithm, because the non-zero 
elements of matrix A are ordered either by rows or by columns when sparse matrix techniques 
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are in use. Therefore, it is rather difficult to find one of the maxima in (9.6). In all codes 
developed in Copenhagen [93-1031) as well as in the new version of MA28 [55] an absolute 
drop-tolerance is implemented. As a rule the use of such a drop-tolerance is successful. 
Nevertheless, the efforts to implement (9.6) in an efficient way are still carried out. 
It is not very easy to find the optimal value of the drop-tolerance. However, it is demonstrated 
in [90-941, with many numerical experiments, that good results can often be achieved when the 
drop-tolerance vary in a wide range. Both the computing time and the storage needed are 
reduced in many cases for many different values of the drop-tolerance. Nearly optimal values of 
the drop-tolerance can be found when long sequences of systems of linear algebraic equations are 
to be solved. This possibility will be discussed in the next section. 
A systematic comparison of a code based on the direct solution of systems of linear algebraic 
equations (where no attempt to remove small elements is made) with a code where a positive 
drop-tolerance can be specified and the starting solution is improved by IR is presented in [104]. 
It is shown there that for many problems the reductions in computing time and/or in storage 
achieved by the latter code are very impressive for some classes of matrices. The computing time 
can be reduced by a factor larger than ten, while the storage needed can be reduced 3-4 times. 
However, it should be emphasized that the efficiency of the use of a large drop-tolerance depends 
on the number of elements removed by (9.1). If this number is small, then it is better to use the 
classical manner of exploiting the sparsity (where no small non-zero elements are removed). If 
this number is large (and precisely this is the case when some expensive problems, in which many 
fill-ins are produced, are solved), then the use of a positive drop-tolerance leads normally to great 
savings both in computing time and in storage. Many practical problems are such that many 
fill-ins are produced in the decomposition stage and the use of a positive drop-tolerance is very 
efficient for such problems. In fact, some very stringent problems can be handled numerically on 
the computers available at present only if a positive drop-tolerance can be specified. This will be 
illustrated in the next section. 
10. Numerical treatment of long sequences of systems of linear algebraic equations 
Assume that a long sequence of systems of linear algebraic equations is to be treated 
numerically. Such sequences appear in the solution of many problems. The solution of systems of 
linear ordinary differential equations is a typical example. If some implicit discretization method 
is applied, then the system of linear ordinary differential equations is transformed to a long 
sequence of systems of linear algebraic equations. If the system of ordinary differential equation 
is non-linear, then a long sequence of systems of non-linear equations will be obtained. However, 
if some quasi Newton algorithm is applied in the solution of these systems, then again a large 
number of systems of linear algebraic equations are to be solved. Long sequences of systems of 
linear algebraic equations appear also when the method of lines is applied in the solution of 
partial differential equations. The use of a positive drop-tolerance in a combination with the IR 
process is often very successful when long sequences of systems of linear equations are solved. 
Moreover, a special device by which a nearly optimal value of the drop-tolerance can be 
determined automatically by the code can be constructed in this case. This will be demonstrated 
by the use of a particular problem arising in nuclear magnetic resonance theory. However, the 
particular problem is used in order to facilitate the exposition. The ideas applied are general and 
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can be used (in principle at least) in the numerical treatment of any long sequence of systems of 
linear algebraic equations (and also in the numerical treatment of long sequences of more general 
algebraic problems of the type x = Aib). 
Some problems arising in nuclear magnetic resonance spectroscopy can be described mathe- 
matically by a system of linear ordinary differential equations y’ = A( t)y + b(t) (A(t) E RnXn, 
h(t) E lRnxl, y E lRnxl, t E [0, T] c 02, y(O) = q, q being given). The number of equations in the 
system (n = 4p - 1) is the number of interacting nuclei with spin one half. For p = 5 and when a 
two-stage integration algorithm of Runge-Kutta type [89] is used, two systems of 1023 linear 
algebraic equations with NZ = 64517 non-zero elements (i.e. the average number of non-zero 
elements per row is about 64) are to be solved at each integration step. The coefficient matrices 
of these systems of linear algebraic equations are not factorized at each integration step; an old 
factorization, obtained at a previous step, is kept and used as long as possible (until the IR 
process applied in the solution of the systems of linear algebraic equations is sufficiently quickly 
convergent). Note that in this situation the IR process has to be carried out even if no non-zero 
element is dropped and both’the factors LU (obtained at a previous integration step) and the 
coefficient matrix of the system solved are to be kept even if no non-zero element is dropped. If 
one system only is to be solved and if the classical manner of exploiting the sparsity is in use, 
then the situation is quite different. In the latter case one can accept the starting solution (9.5). If 
this is done the system is solved directly and the calculations with (9.2)-(9.4) are not carried out. 
Moreover, if one system is solved directly, then the coefficient matrix of the system can be 
overwritten by the non-zero elements of the factors LU. This means that if the number of fill-ins 
removed by the check (9.1) is small, then both the computing time and the storage are increased 
when a positive drop-tolerance is in used and one system only is to be handled. The computing 
time is increased because the computations (9.2)-(9.4) are carried out (one must try to regain the 
accuracy lost by the use of a positive drop-tolerance by performing IR). The storage is increased 
because the coefficient matrix can not be overwritten by the LU factors (it is needed in the 
calculation of the residual vector). If long sequence of systems of linear algebraic equations is 
solved by the use of a positive drop-tolerance neither the computing time nor the storage needed 
are increased significantly even if the number of the elements removed by (9.1) is small (of 
course, one expects this number to be large, so that both computing time and storage are saved 
even if one system only is to be solved; it is illustrated in [90,93,94,101-1061 that this very often 
is the case). 
The attempt to solve the spectroscopic problem with n = 1023 on the interval t E [0, 1001 by 
the use of the classical manner of exploiting the sparsity (where no fill-in is dropped) was not 
successful. About one hour CPU time on an IBM 3081D computer was spent to perform the 
numerical integration only on about l$% of the time-interval. Four factorizations were per- 
formed and the number of non-zero elements in the factors L and U was 352470, which explains 
the reason for the failure. > 
The attempt to design a device for an automatic determination of a nearly optimal drop-toler- 
ance was very successful for this class of problems. Let 
The initial value of the drop-tolerance is set (by the code) to 0.1~. If the IR process fails to 
converge (or converges very slowly), then the drop-tolerance is reduced by a factor of two. By the 
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use of this simple device (with several additional rules, which will not be discussed here) the 
spectroscopic problem with n = 1023 was successfully solved using about 35 min. CPU time on 
the same IBM 3081D computer. The number of factorizations used was 76, the maximal number 
of non-zero elements in the factors (during the whole integration process) was 75013. More 
details can be found in [106] and [107]. 
The discussion in this section as well as the numerical results show clearly that an attempt to 
use a positive drop-tolerance together with the IR option must be carried out when a long 
sequence of systems of linear algebraic equations is treated. Even if the number of non-zero 
elements removed with (9.1) is small the penalty (in terms of computing time and storage) is not 
large. On the other hand, some large and stringent problems (in the sense that many fill-ins 
appear when no non-zero elements are dropped) can be treated numerically only if the option 
with a positive drop-tolerance is in use. Note too that the whole work concerning the determina- 
tion of a nearly optimal drop-tolerance is left to the code and the user is not obliged to do any 
extra work (as, for example, to investigate the magnitude of the non-zero elements). 
The method described in this section can be used even if long sequences of symmetric and 
positive definite systems of linear algebraic equations are to be handled. In this case one should 
use a dynamic storage scheme. The disadvantages of using such a scheme instead of the 
traditionally used static storage schemes for such systems will be fully compensated if many 
fill-ins are dropped during the factorization. A code based on these ideas for systems with 
symmetric and positive matrices has been developed in [66], but it has been tested only for the 
case where one system is to be solved. 
11. Concluding remarks 
Advances in the development of sparse matrix techniques after 1980 have been discussed in 
the previous sections. The presentation has been concentrated on two promising directions: 
(i) the advance made in the efforts to extend the use of static schemes to domains where 
dynamic schemes were traditionally used, and 
(ii) the advances made in the efforts to improve the performance of the dynamic storage 
schemes. 
The second direction can be considered as an attempt to unite the direct and the iterative 
methods (by dropping ‘small’ elements during the factorization). Of course, this could be 
considered as a preconditioning. This term is not used in the previous sections in order to avoid 
misunderstanding. Preconditioning is normally used with some fixed rules concerning the 
positions of the elements which are dropped: elements in prescribed in advance positions are 
neglected and then convergence for special matrices (as, for example, M-matrices) is proved. 
There are many papers where this or similar procedures are in use [2,12,13,19,59]. The idea 
described in this paper is different: the elements are dropped not because they appear at 
inconvenient positions, but because they are small in some sense. The final aim (not achieved 
yet) is to develop an adaptive procedure, where the computations are started with a purely 
iterative method and then to begin to carry out calculations of factorizations with positive values 
of the drop-tolerance when the iterative method selected is not convergent (or slowly convergent). 
The drop-tolerance should gradually be decreased (each time when the iterative process fails). In 
the worst case the process will be terminated by an application of a purely direct method. In the 
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best case the purely iterative method will be successful. The experiments discussed in the 
previous section show that at least when a long sequence of algebraic problems is to be treated 
the above procedure will be successful. However many questions are still open (as, for example, 
the decision whether an element is ‘small’ or not). 
Because of the choice of the two promising directions mentioned above, many other important 
topics in the treatment of problems involving sparse matrices were not touched or nearly not 
touched. Some such topics will be shortly discussed below. 
The solution of linear least squares problems deserves a special study. Surveys on this 
important topic are available [56,58]. Some special methods and techniques that should be 
studied carefully by everybody who is interested in this area are given in 
[5,20,25,38,50,61,63,67,68]. 
The treatment of eigenvalue problems is another interesting topic. An excellent survey of the 
advances in this domain is given in [69]. Interesting methods are discussed in [14,78,81,83]. 
The application of frontal and multifrontal methods (very popular in the treatment of 
problems arising after discretization of partial differential equations by finite elements) is 
another interesting area. Several subroutines based on frontal and multifrontal techniques have 
recently been developed in A.E.R.E. Harwell (see [22,23,27,28,76]. 
In some situations it is desirable to estimate the condition number of a matrix. For dense and 
band matrices algorithms proposed in [ll] are implemented in LINPACK [17]; some improve- 
ments for band matrices being proposed in [51]). For square matrices the algorithms proposed in 
[ll] have been implemented in package V12M [107]. 
The application of vector processors and parallel computers in the solution of problems 
involving sparse matrices is still in the starting phase, but some results are reported in 
[57,62,71,108]. 
Finally, the development of modules for performing different operations with sparse datrices 
(similar to the modules in BLAS and in the extended BLAS for dense matrices; see [60,18]) 
deserves a special attention. A suggestion for such a set of modules is recently proposed in [16]. 
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