Abstract. The modus operandi of modern applied mathematics in developing very recent mathematical strategies for filtering turbulent dynamical systems is emphasized here. The approach involves the synergy of rigorous mathematical guidelines, exactly solvable nonlinear models with physical insight, and novel cheap algorithms with judicious model errors to filter turbulent signals with many degrees of freedom. A large number of new theoretical and computational phenomena such as "catastrophic filter divergence" in finite ensemble filters are reviewed here with the intention to introduce mathematicians, applied mathematicians, and scientists to this remarkable emerging scientific discipline with increasing practical importance.
1.
Introduction. Filtering is the process of obtaining the best statistical estimate of a natural system from partial observations of the true signal from nature. In many contemporary applications in science and engineering, real time filtering of a turbulent signal from nature involving many degrees of freedom is needed to make accurate predictions of the future state. This is obviously a problem with significant practical impact. Important contemporary examples involve the real time filtering and prediction of weather and climate as well as the spread of hazardous plumes or pollutants. Thus, an important emerging scientific issue is the real time filtering through observations of noisy signals for turbulent nonlinear dynamical systems as well as the statistical accuracy of spatio-temporal discretizations for filtering such systems. From the practical standpoint, the demand for operationally practical filtering methods escalates as the model resolution is significantly increased. In the coupled atmosphere-ocean system, the current practical models for prediction of both weather and climate involve general circulation models where the physical equations for these extremely complex flows are discretized in space and time and the effects of unresolved processes are parametrized according to various recipes; the result of this process involves a model for the prediction of weather and climate from partial observations of an extremely unstable, chaotic dynamical system with several billion degrees of freedom. These problems typically have many spatiotemporal scales, rough turbulent energy spectra in the solutions near the mesh scale, and a very large dimensional state space yet real time predictions are needed.
Particle filtering of low-dimensional dynamical systems is an established discipline [6] . When the system is low dimensional or when it has a low dimensional attractor, Monte-Carlo approaches such as the particle filter [12] with its various upto-date resampling strategies [60, 61, 66] provide better estimates than the Kalman filter in the presence of strong nonlinearity and highly non-Gaussian distributions. However, with the above practical computational constraint in mind, these accurate nonlinear particle filtering strategies are not feasible since sampling a high dimensional variable is computationally impossible for the foreseeable future unless the system has a low-dimensional stochastic attractor. Recent mathematical theory strongly supports this curse of dimensionality for particle filters [7, 9] . In the second direction, Bayesian hierarchical modeling [8] and reduced order filtering strategies [59, 31, 70, 2, 3, 12, 22, 23, 63, 39, 33] based on the Kalman filter [1, 13, 41] have been developed with some success in these extremely complex high dimensional nonlinear systems. There is an inherently difficult practical issue of small ensemble size in filtering statistical solutions of these complex problems due to the large computational overload in generating individual ensemble members through the forward dynamical operator [38] . Numerous ensemble based Kalman filters [21, 10, 2, 69, 39] show promising results in addressing this issue for synoptic scale midlatitude weather dynamics by imposing suitable spatial localization on the covariance updates, however, all these methods are very sensitive to model resolution, observation frequency, and the nature of the turbulent signals when a practical limited ensemble size (typically less than 100) is used. They are also less skillful for more complex phenomena like gravity waves coupled with condensational heating from clouds which are important for the tropics and severe local weather.
Here is a list of fundamental new difficulties in the real-time filtering of turbulent signals that need to be addressed as mentioned briefly above.
1.a) Turbulent Dynamical Systems to Generate the True Signal.
The true signal from nature arises from a turbulent nonlinear dynamical system with extremely complex noisy spatio-temporal signals which have significant amplitude over many spatial scales. 1.b) Model Errors. A major difficulty in accurate filtering of noisy turbulent signals with many degrees of freedom is model error; the fact that the true signal from nature is processed for filtering and prediction through an imperfect model where by practical necessity, important physical processes are parameterized due to inadequate numerical resolution or incomplete physical understanding. The model errors of inadequate resolution often lead to rough turbulent energy spectra for the truth signal to be filtered on the order of the mesh scale for the dynamical system model used for filtering. 1.c) Curse of Ensemble Size. For forward models for filtering, the state space dimension is typically large, of order 10 4 to 10 8 , for these turbulent dynamical systems, so generating an ensemble size with such a direct approach of order 50 to 100 members is typically all that is available for real-time filtering. 1.d) Sparse, Noisy, Spatio-Temporal Observations for only a Partial Subset of the Variables. In systems with multiple spatio-temporal scales, the sparse observations of the truth signal might automatically couple many spatial scales, as shown below [35] , while the observation of a partial subset of variables might mix together temporal slow and fast components of the system [29, 30] . For example observations of pressure or temperature in the atmosphere mix slow vortical and fast gravity wave processes. Recently, the authors and Marcus Grote have addressed the central new issues in 1.a), b), c), d) for filtering turbulent dynamical systems through the "modus operandi" of the modern applied mathematics paradigm [48] where rigorous mathematical theory, asymptotic and qualitative models, and novel numerical algorithms are all blended together interactively to give insight into central "cutting edge" practical science problems. In the last several years, the authors have utilized the synergy of modern applied mathematics to address the following 2.a) How to develop simple off-line mathematical test criteria as guidelines for filtering extremely stiff multiple space-time scale problems that often arise in filtering turbulent signals through plentiful and sparse observations? [53, 11, 32 , 35] 2.b) For turbulent signals from nature with many scales, even with mesh refinement the model has inaccuracies from parametrization, under-resolution, etc. Can judicious model error help filtering and simultaneously overcome the curse of dimension? [11, 35, 34 , 36] 2.c) Can new computational strategies based on stochastic parameterization algorithms be developed to overcome the curse of dimension, to reduce model error and improve the filtering as well as the prediction skill? [28, 27 , 37] 2.d) Can exactly solvable models be developed to elucidate the central issues in 1.d) for turbulent signals, to develop unambiguous insight into model errors, and to lead to efficient new computational algorithms? [29, 30] The main goal of the present paper is to review these recent and ongoing developments emphasizing the remarkable new mathematical and physical phenomena that emerge from the modern applied mathematics modus operandi applied to filtering turbulent dynamical systems. The authors hope this article inspires other mathematicians, scientists, and engineers to explore the use of modern applied mathematics in developing strategies for filtering turbulent dynamical systems. The plan for the remainder of the paper is the following one. Section 2 provides a preliminary introduction to turbulent dynamical systems and the basic ideas in filtering. Section 3 provides an overview on the mathematical strategies and new phenomena in addressing the issues in 2.a) [53, 11, 35] . Section 4 is devoted to radical new strategies to address the issues in 2.b) by utilizing linear stochastic models guided by the mathematical theory in 2.a) to filter turbulent nonlinear dynamical systems [34, 36, 37] . Section 5 is devoted to both the topics in 2.c) and 2.d) including their synergy which leads to promising new algorithms for filtering turbulent signals which cope with all of the central issues elucidated in 1.a), b), c), d) in a skillful fashion [29, 30, 28, 27, 37] . The issue of model error arises because there is a mismatch between the Data from nature and the Assimilator dynamical system utilized to process nature's observations. There is a common theme throughout this paper stressing the importance of this interplay. In Section 3, the Data comes from a resolved linear SPDE and Assimilator is based on various time discretizations. In Section 4, the Data comes from a noisy turbulent dynamical system while the Assimilator is a set of linear stochastic equations. In Section 5, the Data comes from either a Markov switching OU process or from a turbulent dynamical system and Assimilator is a set of nonlinear SPDEs with exactly solvable second order statistics. The paper ends with a brief concluding discussion. Here is the Preliminaries: Turbulent dynamical systems and basic filtering. The large dimensional turbulent dynamical systems which define the true signal from nature to be filtered in the class of problems studied here have fundamentally different statistical character than in more familiar low dimensional chaotic dynamical systems. The most well known low dimensional chaotic dynamical system is Lorenz's famous three equation model [45] which is weakly mixing with one unstable direction on an attractor with high symmetry. In contrast, realistic turbulent dynamical systems have a large phase space dimension, a large dimensional unstable manifold on the attractor, and are strongly mixing with exponential decay of correlations.
The simplest prototype example of a turbulent dynamical system is also due to Lorenz and is called the L-96 model [46, 47] . It is widely used as a test model for algorithms for prediction, filtering, and low frequency climate response [50, 58] . The L-96 model is a discrete periodic model given by the following system
with J = 40 and with F the forcing parameter. The model is designed to mimic baroclinic turbulence in the midlatitude atmosphere with the effects of energy conserving nonlinear advection and dissipation represented by the first two terms in (1). For sufficiently strong forcing values such as F = 6, 8, 16, the L-96 is a prototype turbulent dynamical system which exhibits features of weakly chaotic turbulence (F = 6), strong chaotic turbulence (F = 8), and strong turbulence (F = 16) [50] .
In order to quantify and compare the different types of turbulent chaotic dynamics in the L-96 model as F is varied, it is convenient to rescale the system to have unit energy for statistical fluctuations around the constant mean statistical state,ū [50] ; thus, the transformation
is utilized where E p is the energy fluctuations [50] . After this normalization, the mean state becomes zero and the energy fluctuations are unity for all values of F . The dynamical equation in terms of the new variables,ũ j , becomes Table 1 lists in the non-dimensional coordinates, the leading Lyapunov exponent, λ 1 , the dimension of the unstable manifold, N + , the sum of the positive Lyapunov exponents (the KS entropy), and the correlation time, T corr , of anyũ j variable with itself as F is varied through F = 6, 8, 16. Note that λ 1 , N + , and KS increase significantly as F increases while T corr decreases in these non-dimensional units; furthermore, the weakly turbulent case with F = 6 already has a twelve dimensional unstable manifold in the forty dimensional phase space. Snapshots of the time series for (1) with F = 6, 8, 16, as depicted in Fig. 1 , qualitatively confirm the above quantitative intuition with weakly turbulent patterns for F = 6, strongly chaotic wave turbulence for F = 8, and fully developed wave turbulence for F = 16. It is worth remarking here that smaller values of F around F = 4 exhibit the more familiar low-dimensional weakly chaotic behavior associated with the transition to turbulence. systems with features as described above. The simplest paradigm model of this type is the two-layer quasigeostrophic (QG) model in doubly periodic geometry that is externally forced by a mean vertical shear [68] , which has baroclinic instability [67] ; the properties of the turbulent cascade have been extensively discussed in this setting, e.g., see [67] and citations in [68] . The governing equations for the two-layer QG model with a flat bottom, rigid lid and equal depth layers H can be written as
where subscript 1 denotes the top layer and 2 the bottom layer; ψ is the perturbed stream function; J(ψ, q) = ψ x q y − ψ y q x is the jacobian term representing nonlinear advection; U is the zonal mean shear; β is the meridional gradient of the Coriolis parameter; q is the perturbed quasigeostropic potential vorticity, defined as follows
where
is the wavenumber corresponding to the Rossby radius L d ; κ is the Ekman bottom drag coefficient; ν is the hyperviscosity coefficient. Note that Eqns. (3)-(4) are the prognostic equations for perturbations around a uniform shear with stream function Ψ 1 = −U y, Ψ 2 = U y as the background state and the hyperviscosity term, ν∇ 8 q, is added to filter out the energy buildup on the smaller scales. This is the simplest climate model for the poleward transport of heat in the atmosphere or ocean and with a modest resolution of 128 × 128 × 2 grid points has a phase space of more than 30,000 variables. Again for modeling the atmosphere and ocean, this model in the appropriate parameter regimes is a strongly turbulent dynamical system with strong cascades of energy [67, 68, 43] ; it has been utilized recently as a test model for algorithms for filtering sparsely observed turbulent signals in the atmosphere and ocean [37] .
2.1. Basic filtering. We assume that observations are made at uniform discrete times, m∆t, with m = 1, 2, 3, . . . For example in global weather prediction models, the observations are given as inputs in the model every six hours and for large Figure 2 . Filtering: Two-steps predictor corrector method.
dimensional turbulent dynamical systems, it is a challenge to implement continuous observations, practically. As depicted in Fig. 2 , filtering is a two-step process involving statistical prediction of a probability distribution for the state variable u through a forward operator on the time interval between observations followed by an analysis step at the next observation time which corrects this probability distribution on the basis of the statistical input of noisy observations of the system. In the present applications, the forward operator is a large dimensional dynamical system perhaps with noise written in the Ito sense as
for u ∈ R N , where σ is an N × K noise matrix andẆ ∈ R K is K-dimensional white noise. The Fokker-Planck equation for the probability density, p(u, t), associated with (6) is
with Q(t) = σσ T . For simplicity in exposition, here we assume M linear observations, v m ∈ R M of the true signal from nature given by
, is assumed to be a zero mean Gaussian random variable with M × M covariance matrix,
Gaussian random variables are uniquely determined by their mean and covariance; here and below, we utilize the standard notation N ( X, R) to denote a vector Gaussian random variable with mean X and covariance matrix R. With these preliminaries, we describe the two-step filtering algorithm with the dynamics in (6), (7) and the noisy observations in (8), (9) . Start at time step m∆t with a posterior probability distribution, p m,+ (u), which takes into account the observations in (8) at time m∆t. Calculate a prediction or forecast probability distribution, p m+1,− (u), by using (7), in other words, let p be the solution of the Fokker-Planck equation,
Define p m+1,− (u), the prior probability distribution before taking observations at time m + 1 into accounts, by
with p determined by the forward dynamics in (10) . Next, the analysis step at time (m + 1)∆t which corrects this forecast and takes the observations into account is implemented by using Bayes theorem and calculating the posterior distribution
The two steps described in (10) , (11), (12) , define the basic nonlinear filtering algorithm which forms the theoretical basis for designing practical algorithms for filtering turbulent dynamical systems [40, 6] . While this is conceptually clear, practical implementation of (10), (11), (12) , directly in turbulent dynamical systems is impossible due to large state space, N ≫ 1, as well as the fundamental difficulties elucidated in 1.a), b), c), d) from the introduction.
The most important and famous example of filtering is the Kalman filter where the analysis step in (6) is associated with linear dynamics which can be integrated between observation time steps m∆t and (m + 1)∆t to yield the forward operator
Here F is the N × N system operator matrix and σ m is the system noise assumed to be zero mean and Gaussian with N × N covariance matrix
whilef m is a deterministic forcing. Next, we present the simplified Kalman filter equations for the linear case. First assume the initial probability density p 0 (u) is Gaussian, i.e., p 0 (u) = N (ū 0 , R o ) and assume by recursion that the posterior probability distribution, p m,+ (u) = N (ū m,+ , R m,+ ), is also Gaussian. By using the linear dynamics in (13), the forecast or prediction distribution at time (m + 1)∆t is also Gaussian,
With the assumptions in (8) , (9) and (13), (15) , the analysis step in (12) becomes an explicit regression procedure for Gaussian random variables [13, 1] so that the posterior distribution, p m+1,+ (u), is also Gaussian yielding the Kalman Filter,
The N × M matrix, K m+1 , is the Kalman gain matrix. Note that the posterior mean after processing the observations is a weighted sum of the forecast and analysis contributions through the Kalman gain matrix and also that the observations reduce the covariance, R m+1,+ ≤ R m+1,− . There is a huge literature on Kalman filtering; two excellent basic texts are [13, 1] where more details and references can be found. Naively, the reader might expect that everything is known about filtering linear systems; however, when the linear system is high dimensional, i.e., N ≫ 1, the same issues elucidated in 1.a), b), c), d) occur for linear systems in a more transparent fashion. This is the viewpoint summarized next in Section 3. For linear systems without model errors, the recursive Kalman filter is an optimal estimator but the recursive nonlinear filter in (8)- (12) may not be an optimal estimator for the nonlinear stochastic dynamical system without model error in (6).
3. Mathematical guidelines for filtering turbulent dynamical systems. How can useful mathematical guidelines be developed in order to elucidate and ameliorate the central new issues in 1 from the introduction for turbulent dynamical systems? This is the topic of this section. Of course to be useful, such mathematical guidelines have to be general yet still involve simplified models with analytical tractability. Such criteria have been developed recently [53, 11, 35] through the modern applied mathematics paradigm and the goal here is to outline this development and discuss some of the remarkable phenomena which occur. The starting point for these developments for filtering turbulent dynamical systems involves the symbiotic interaction of three different disciplines in applied mathematics/physics as depicted in Fig. 3 : stochastic modeling of turbulent signals, numerical analysis of PDE's, and classical filtering theory outlined in (13)- (16) of Section 2. Here is the motivation from the three legs of the triangle. First, the simplest stochastic models for modeling turbulent fluctuations consist of replacing the nonlinear interaction at these modes by additional dissipation and white noise forcing to mimic rapid energy transfer [67, 56, 57, 55, 19, 51] . Conceptually, we view this stochastic model for a given turbulent (Fourier) mode as given by the linear Langevin SDE or Ornstein-Uhlenbeck for the complex scalar
with W (t), complex Wiener process, and σ its noise strength. Of course, the amplitude and strength of these coefficients, γ, σ vary widely for different Fourier modes and depend empirically on the nonlinear nature of the turbulent cascade, the energy spectrum, etc. See Section 4 below for quantitative illustration of this modeling process for the L-96 model from (1), a prototype turbulent dynamical system. Secondly, the most successful mathematical guideline for numerical methods for deterministic nonlinear systems of PDE's is von Neumann stability analysis [65] : The nonlinear problem is linearized at a constant background state, Fourier analysis is utilized for this constant coefficient PDE, and resulting in discrete approximations for a complex scalar test model for each Fourier mode,
All the classical mathematical phenomena such as for example, the CFL stability condition on the time step ∆t and spatial mesh h, |c|∆t/h < 1 for various explicit schemes for the advection equation u t + cu x = −du, occur because, at high spatial wave numbers, the scalar test problem in (18) is a stiff ODE, i.e.,
The third leg of the triangle involves classical linear Kalman filtering as outlined in (13)- (16) . In conventional mathematical theory for filtering linear systems, one checks algebraic observability and controllability conditions [13, 1] and is automatically guaranteed asymptotic stability for the filter; this theory applies for a fixed state dimension and is a very useful mathematical guideline for linear systems that are not stiff in a low dimensional state space. Grote and Majda [32] developed striking examples involving unstable differencing of the stochastic heat equation where the state space dimension, N = 42 with ten unstable modes where the classical observability [14] and controllability conditions were satisfied yet the filter covariance matrix had condition number 10 13 so there is no practical filtering skill! This suggested that there were new phenomena in filtering turbulent signals from linear stochastic systems which are suitably stiff with multiple spatio-temporal scales.
With the above discussion as background, Majda and Grote [53] formulated and developed the analogue of von Neumann stability analysis for filtering turbulent dynamical systems. The new phenomena that occur and the robust mathematical guidelines that emerge were studied for plentiful observations, where the number of observations equals the number of mesh points in [11] , and for the practically important and the subtle case of sparse regular observations in [35] . We briefly summarize all these developments and some of the new phenomena below. Direct application of these guidelines will be demonstrated in Section 4 [34, 36, 37] .
Clearly, successful guidelines for filtering turbulent dynamical systems need to depend on many interacting features for these turbulent signals with complex multiple spatio-temporal structure: 3.a) The specific underlying dynamics.
3.b)
The energy spectrum at spatial mesh scales of the observed system and the system noise, i.e. decorrelation time, on these scales. 3.c) The number of observations and the strength of the observational noise.
3.d) The time scale between observations relative to 3.a), b).
Examples of what are two typical practical computational issues for the filtering in the above context to avoid the "curse of ensemble size" from (1) are the following:
4.a) When is it possible to use for filtering the standard explicit scheme solver of the original dynamic equations by violating the CFL stability condition with a large time step equal (proportional) to the observation time to increase ensemble size yet retain statistical accuracy? 4.b) When is it possible to use for filtering a standard implicit scheme solver for the original dynamic equations by using a large time step equal to the observation time to increase ensemble size yet retain statistical accuracy?
Clearly resolving the practical issues in 4 involves the understanding of 3 in a given context.
3.1.
The canonical test models. Here we summarize the development of the canonical Fourier domain test models [53] .
The model for turbulent signals.
The turbulent signals which will be filtered through plentiful or regularly spaced sparse observation by various algorithms, the true signals, are determined by solutions of the real valued scalar stochastically forced PDE
Here σ(x)Ẇ (t) is a Gaussian statistically stationary spatially correlated scalar random field andẆ (t) is white noise in time whileF (x, t) is a known deterministic forcing and the initial data u 0 is a Gaussian random field with nonzero mean and covariance. The problem in (20) is non-dimensionalized to a 2π-periodic domain so that continuous and discrete Fourier series can be utilized in analyzing (20) and the related discrete approximations as in von Nuemann stability analysis. The operators P ∂ ∂x , γ ∂ ∂x are defined through unique symbols at a given wave number k by
We assume thatp(ik) is wave-like so that
with ω k the real valued dispersion relation while γ(ik) represents both explicit and turbulent dissipative processes so that γ(ik) is non-negative with
In geophysical applications, it is natural to have a climatological distribution and as discussed below, (22), (23) are needed in order to guarantee this.
The general solution of (20) is defined through Fourier series. The 2π-periodic solution of (20) is expanded in Fourier series
whereû k (t) for k > 0 solves the scalar complex coefficient stochastic ODEs [26] ,
Here the W k are independent complex Wiener processes for each k and the independent real and imaginary parts have the same variance 1/2; the coefficientsû −k for k > 0 are defined through the complex conjugate formulaû −k =û * k and the constant k = 0 Fourier mode is real-valued with a similar single equation with detailed discussion omitted here. Under the natural simplifying assumption that the symbolp(ik) of the underlying differential equation is purely imaginary, i.e. a wave-like system, while the symbol γ(ik) for the damping is always real and positive, i.e. γ(ik) > 0, the statistical equilibrium distribution for (25) is a Gaussian with variance, E k , defining the climatological energy spectrum given by
Mathematically, one needs to require E k < ∞ to define the stochastic solution of (20) correctly with a similar requirement on the Gaussian initial data in u 0 (x). The damping coefficient, γ k = γ(ik) roughly defines the correlation time, γ
defines the oscillation frequency at wave number k reflecting 3.a). Clearly, γ −1 k measures the memory in the signal being filtered. The noise in (25) and (26) represents the turbulent fluctuations on the mesh scale for both unresolved and resolved features of the nonlinear dynamics ( [50, 58] and references there) with a given energy spectrum E k and decorrelation time γ −1 k at each wave number. In practical problems, quite often the nature of this spectrum is known roughly as well as the decorrelation time, expressed, through the damping coefficient γ k [50, 58, 53] . Here we consider a general family of power law energy spectrum,
where β is a fixed exponent. The case with β = 0 defines an extremely rough equipartition of energy spectrum while β = 5/3 defines the familiar Kolmogorov spectrum which generates a fractal random field. Note that strictly speaking, E k < ∞ only if β > 1; however, the case where β < 1 with a much rougher spatial random field can arise quite often in practice as occurring on all families of realistic resolved meshes where the smallest available mesh is still much larger than the turbulent dissipation scale; under these circumstances and in many standard discretization approaches, we truncate (20) to the smallest mesh size.
Without the external forcing,F (x, t), the truth signal in (20) always decays exponentially in time to the climatological equilibrium defined through (25) and (26) (see [26] ) and in particular the mean state exponentially decays to zero. The external forcingF k (t) in (25) both has physical importance and prevents the mean state from decaying to zero; this provides another stringent test for filter performance in time.
Here we utilize low wave number time periodic forcing for (25) witĥ
for prescribed ω o (k). By calculating the exact solution of (25) , the time discrete forcing in the perfect filtering model induced byF k (t) in (28) is given bȳ
with iω k =p(ik) and γ k = γ(ik). Stringent test problems are achieved by utilizing resonant mean forcing in the truth signal in (28) so that
This is a severe test for filter performance and allows for the emergence of localized coherent singular events from a turbulent background [35] . We only discuss and present results for a single space dimension to avoid cumbersome notation, however, the theory also applies in several variables. Note that we have incorporated all four features from 3 for the required turbulent signals into the stochastic test models in a transparent fashion through various parameters. Mahematical guidelines for filtering skill as these parameters vary is a central issue explored below and in [11, 35] .
3.1.2. The discrete approximations. Standard finite difference approximations operate on a family of equispaced 2N + 1 mesh points, x j = jh, 0 ≤ j ≤ 2N , with (2N + 1)h = 2π. If real-valued functions f j , are defined on mesh points then with the complex inner product,
whereḡ denotes the conjugate of g. The discrete Fourier coefficients,f k are defined byf k = (f, e ikxj ) h for |k| ≤ N , with the well-known properties
For a standard finite difference approximation to (20) without any random noise with a time step ∆t, the solution is expressed in standard fashion [65] in terms of the amplification factor, F h,k , for integers k with |k| ≤ N . With the finite Fourier expansion
the general discrete approximation of (20) is given at the observation times m∆t through its Fourier coefficientsû
The notation used here and below is slightly different from Section 2 but should not confuse the reader; u m+1|m here corresponds to u m+1|− and u m+1|m+1 corresponds to u m+1|+ from Section 2. In (34) the zero mean complex Gaussian noises, σ h,k,m+1 , are uncorrelated in time and their second moment averages satisfy
with r h,k the variance at wave number k and δ j the Kronecker delta function. The consistent notation F k = F h,k = e (p(ik)−γ(ik))∆t is utilized for the amplification factor of the exact solution operator in (20) . In this important special case, the complex Gaussian system noise σ h,k = σ k is defined through the exact solution of the stochastic equation in (25) from time step m∆t to time step (m + 1)∆t; thus the real and imaginary part of σ k are zero mean independent random variables with variance
The external forcesF k,m are prescribed through a compatible discretization of (25) and are assumed to be given.
3.1.3. Filtering plentiful or sparse regular observations. Here we define the set of plentiful or regularly spaced sparse observations where the noisy measurements of the truth signal from (20) are taken and filtered through the discrete dynamics from 3.1.2. Suppose the observations of the truth signal defined in (20) are taken at 2M + 1 grid points which are regularly spaced, i.e.,x j = jh, j = 0, 1, . . . , 2M with (2M + 1)h = 2π. When M = N the number of observations coincides with the number of mesh points and we have plentiful observations. When M < N where (2N + 1)h = 2π and h denotes the mesh spacing for the finite difference approximation, we have sparse regular observations since there are fewer observations than discrete mesh points. Here, for simplicity in exposition, we assume that M and N are related by N = M +P (2M + 1) for any fixedP = 0, 1, 2, 3, . . .
so that with P = 2P + 1 there are P (2M + 1) regular spaced mesh points and 2M + 1 regular spaced observation points. Thus, P defines the ratio of the total discrete mesh points available for the discretization to the number of sparse regular observation locations in (34) (see Fig. 4 below for a visual demonstration).
With the sequence of observation times m∆t and the discrete forward operator from (33) , (34) , definingū h m+1|m (x), we attempt to get the best estimate of the truth signal u(x, m∆t), defined through (20) by utilizing the discrete forward operator for u h and the noisy sparse regular observations of u atx j = jh, i.e.,
In (37), the observational noises, σ o j,m , are assumed to be zero mean Gaussian random variables which are independent for each locationx j with variance r o . Thus, the filtering algorithm evolves the Gaussian statistical state estimate from time m∆t through the mean and covariance first by the dynamics in (33) and (34) to create the prior Gaussian distribution,ū h m+1|m , which then is constrained by the noisy observations in (37) to produce the state estimateū h m+1|m+1 defining the filtering approximation; this is the quantity which is the main interest for us here. When r k and F k are given by the exact solution operator for (20) as in (36) , this is clearly filtering the truth signal in the perfect model scenario,i.e., there is no model error. Devising accurate filtering procedures for the rough turbulent solutions studied here presents an interesting challenge even in the perfect model scenario for sparse regular observations. 3.1.4. The canonical fourier filter for sparse regular observations. Given a discrete Fourier wave number, ℓ, |ℓ| ≤ M , associated with the sparse observation mesh jh, j = 0, 1, 2, . . . , M , the aliasing set A(ℓ) on the fine discretization mesh is the set of P wave numbers given by
where q = 0, ±1, ±2, ±3, . . ., with P = 2P +1. In Theorem 3 of [53] , it is established under natural hypotheses that the filtering problem defined by (33) , (34) , and (38) is equivalent to the following family of complex P -dimensional Fourier domain filtering problems for the amplitudes at wave numbers in each aliasing set, A(ℓ).
B)
where for each ℓ, 0 ≤ ℓ ≤ M , the observational noise is a zero mean complex Gaussian random variable independent for different ℓ ≥ 0 with variancê
with r o the physical space observation noise variance. For the case of plentiful observations, M = N , A(ℓ) = {ℓ}, and one only needs to analyze filtering for discretization of the scalar test problem in (17) . For regularly spaced sparse observations, there is nonlocal coupling in Fourier space for P different Fourier modes (see Fig. 4 ).
3.1.5. The stochastically forced dissipative advection equation. A simple prototype example is given by the stochastically forced dissipative advection equation
In this example,p(ik) = iω k = −ick and the damping symbol γ(ik) is given by
The slight abuse of notation in (41) and (42) should not confuse the reader. In (42) we require d ≥ 0 and µ ≥ 0, and at least one of these coefficients to be non-zero in order to satisfy (23) . The case with uniform damping, d > 0, but without scale dependent damping so that µ = 0 arises often in idealized geophysical problems where d represents radiative damping, Ekman friction or gravity absorption [50, 58] . Standard small values of these coefficients, µ = 10 −2 , d = 10 −2 , are used for illustration below. In general P ∂ ∂x can be any differential operator which is a combination of odd-derivatives to satisfy (22) while γ ∂ ∂x is a suitable combination of even derivative satisfying (23) (see Chapter 1 of [58] for the precise conditions). The full generality in (21) is important for geophysical equations [58] such as the quasi-geostrophic equations wherep(ik) is not a polynomial but is given byp(ik) = ik k 2 +F , where F is a non-dimensionalized unit that represents the square of a ratio between the Froude and the Rossby numbers.
3.2.
Filtering turbulent signals with plentiful observations. A comprehensive study of mathematical guidelines for filtering turbulent signals with plentiful observations is developed in [11] . The main theoretical fact discussed at the end of Section 3.1.4 is for plentiful observations, one only needs to discuss the skill of filtering for canonical complex scalar test problems such as (17) . However, new phenomena arise because spatial and temporal time discretization create significant model errors in solving the stiff stochastic ODE's in (17) with (19) which naturally arise at large spatial wave numbers. Off-line test criteria are developed in Section 3 of [11] utilizing explicit solutions of the asymptotic limiting Kalman gain, K ∞ , which emerges for large times, K m → K ∞ ; these mathematical guidelines are confirmed for turbulent test problems for the stochastically forced advection equation in Sections 5,6 of that paper for a variety of turbulent spectra. Here we illustrate the new phenomena which occur in these stiff regimes for filtering on a representative stiff example for (17) and then illustrate how this theory provides guidelines for important practical criteria involving mesh refinement for turbulent signals.
3.2.1. New phenomena in filtering stiff turbulent signals: Model error. For a fixed observation time, ∆t, we consider the complex scalar test problem (43) with noisy observations
where, v m+1 , the turbulent signal to be filtered is generated from sampling the exact solution of the true model in (17) for times, (m + 1)∆t. For filtering with the perfect model, the amplification factor, F h , and the system noise variance, r h , are given by
We address the filtering skill in this problem in a noisy, moderately stiff regime of parameters mimicking moderately large spatial wave numbers in a turbulent signal. We use the values
both in generating the truth signal and in (45) . The climatological variance with these parameters is one and we use an observational noise variance r o = 0.25 with sparse observation time ∆t = 2, near the decorrelation time of (17) . In this numerical experiment and the others reported below, we run the assimilation cycle for 400 times. The top panel in Fig. 5 shows that the filtered solution with the perfect model (solid) tracks the true signal (dashes) pretty well. The RMS error (difference between the posterior state and the true signal) is smaller than the observation error √ r o as shown in the bottom panel in Fig. 5 . The temporal RMS error for this experiment is 0.42, which is still smaller than the observation error √ r o = 0.5 in this noisy environment with sparse observation time.
Now, we consider model error through finite difference approximations: forward Euler, backward Euler, and trapezoidal method. For forward Euler, we substitute u(t + ∆t) − u(t) ∆t for du(t)/dt in (17) and recalling that σẆ (t) ∼ σ∆t with variance r h =| 1 − −γ∆t+iω∆t 2 | −2 σ 2 ∆t. In the first column of Fig. 6 , we show the numerical simulations with these three finite difference approximations utilizing parameters as in the earlier perfect model example. The strongly unstable forward Euler simply trusts the observations (see Table 2 where K h,∞ ≈ 1) here with RMS error 0.49. For backward Euler, the filtering failure (with RMS error 0.95) is due to the fact that the amplitude of F h is very small (≈ 10 −2 ) whereas the Kalman gain (≈ 0) weighs the filtered solution almost fully to the dynamics with model error; hence the solution is nearly zero when the system noise variance is small too as occurs here. The trapezoidal method is not too accurate as well (with RMS error 0.82) since the system noise is very small and the asymptotic stability factor for the mean |F h (1 − K h,∞ G)| from (15)- (16) a nice looking but totally inaccurate behavior with too little variance. These are all novel features of filtering stiff noisy turbulent signals. While these methods are both observable and controllable, their noise level is so small that they violate practical controllability [11, 35] .
How can skill be restored in the filtering of turbulent signals in this stiff regime with model errors with methods which might still retain significant computational advantages as in 4? An explicit information theoretic criterion was proposed in [53] and applied in [11] to avoid the filter divergence discussed above. For implicit methods with strong stability in stiff regimes like the backward Euler or trapezoidal Table 2 . Offline asymptotic variables for finite difference approximations. 48 methods, this information theory criterion automatically inflates the system noise variance and guarantees K h,∞ = K ∞ where K ∞ is the asymptotic Kalman gain factor for the perfect model. The filtered solutions with model error and the new system noise are shown on the right hand side of Fig. 6 and significant filtering skill through the two implicit methods has been restored. Note from Table 2 that the RMS errors with backward Euler, 0.43, and the information criteria are essentially as good as filtering with the perfect model with the RMS, 0.42; the RMS error for the trapezoidal methods also improves to 0.48. Note that the system noise has been inflated to a large value in both cases through the information criterion and practical controllability has been restored [11, 34] .
3.2.2.
Theoretical guidelines for filter performance under Mesh refinement for turbulent signals. In many situations such as local regional numerical weather prediction over populated areas in developed countries, there are plentiful observations available for many successively refined discrete meshes. Also the nature of the turbulent spectra in the true dynamics might be white noise in space, reflecting physical processes such as moist convection over a few kilometers, or another steeper power law in the upper troposphere, reflecting gravity wave activity. Thus, a very interesting and relevant question for operational models is the following one: If plentiful observations are available, what is gained in filter performance by increasing the resolution of the operational model? How does this depend on the nature of the turbulent spectrum? Here, we provide theoretical guidelines for these important practical issues by answering the above question for filtering the general turbulent signals from the model in (20) with the perfect model itself. This question was answered in Section 4 of [11] for a given energy spectrum, E k , by increasing the number of grid points with plentiful observations and analyzing the explicit changing behavior of the scalar asymptotic gain, K h,∞ (k). Recall from (16) that 0 ≤ K h,∞ (k) ≤ 1 has the properties that K h,∞ (k) ≈ 1 puts all the weight on observations while K h,∞ (k) ≈ 0 puts all the weight on the dynamics. The following Theorem was proved in [11] , Theorem 3.1. For the general turbulent test signal with energy spectrum, E(k) = E 0 |k| −β , there are two different universal regimes of behavior for the filtering problem with plentiful observations for high wave numbers In Fig. 7 , we plot the asymptotic Kalman gain as a function of wave number k for different resolutions N for two spectra with the two sets of parameter values in the dissipative advection equation used in [11] . Theorem 3.1 is confirmed as one sees in the first row of Fig. 7 that the asymptotic Kalman gain converges to one for large enough wave numbers when β = 0 (see the first column of Fig. 7 ) and converges to zero for β = 5/3 (see the second column of Fig. 7 ). Similar trends are found for the uniform damping case (see second row); in this last case, there are large prefactors in front of the power law so much larger values of N are needed to realize the theory.
Mathematical guidelines for sparse regular observations and skillful cheap reduced filters for turbulent signals.
Here we briefly describe how to build skillful cheap reduced filters for turbulent signals and demonstrate their high skill in an interesting non-trivial example. There are many more examples and interesting phenomena described in detail in [35] . In Section 3.1.4, we explained that for theoretical purposes, Kalman filtering with sparse regular observations as depicted in Fig. 4 , reduces to decoupled P -dimensional filtering problems coupling all the Fourier modes in the aliasing set in a nonlocal fashion in spatial wave number space.
The first cheap proposed filter in [35] is to use this theoretical construction computationally: in other words, ignore all correlations between variables in disjoint aliasing sets and only keep the correlations active in each aliasing set where the P -dimensional filtering problem in (39) is solved by the Kalman filter formulas in (15), (16) . This filter is called the Fourier Domain Kalman Filter (FDKF) in [35] .
An even cheaper filter than FDKF, the Strongly Damped Approximate Filter (SDAF), is motivated by the following situation which readily arises in practice with selective damping in physical system, i.e., viscosity damps the higher wave numbers more rapidly. For a given P , assume that there are two separate groups in the dynamics (39) A) with A) Moderate damping:
The assumption in (47) B) means that there is strong damping in a subset of the aliased modes; in this situation, the dynamic covariance update in FDKF can be inaccurate because the cross-covariances between the first P o components and the last strongly damped P − P o components involve successive multiplications by large and small numbers to get order one quantities. The SDAF algorithm eliminates this potential numerical difficulty. It approximates the covariance matrix, R m+1|m , by the block diagonal covariance matrix
This is the covariance matrix that results from replacing the dynamics in (39) A) on the strongly damped modes, P o + 1 ≤ i ≤ P , by the "memoryless dynamics"
Finally, the Reduced Fourier Domain Kalman Filter (RFDKF) is the cheapest filter in the hierarchy proposed in [35] . The RFDKF approximation is based on the intuitive idea that for a sufficiently rapid decay in the turbulent spectrum of the truth signal, the primary mode contains the most energy so only this mode should be actively filtered. Thus, RFDKF always trusts the dynamics for all An extensive theoretical discussion and computational comparison of the three types of cheap reduced filters, FDKF, SDAF, and RFDKF for filtering turbulent signals is developed in [35] . All three of these filters have much more skill than the physical space finite ensemble filters ETKF, EAKF with large ensemble size which are much more expensive computationally. A striking demonstration of this huge improvement in relative skill of the cheap Fourier filters is given in Figs. 8 and 9 . A strong singular event emerges in a background with a k −5/3 energy spectrum through resonant forcing for the stochastic advection equation with N = 123 grid points, but only 41 sparse observations at every third grid point (see Fig. 4 ). The 150 member finite ensemble transform Kalman filter, ETKF, diverges with time ( Fig. 8) with errors even exceeding the situation with no-filtering at later times. In contrast the much cheaper SDAF Fourier filter solution depicted in Fig. 9 tracks the incipient development of the singular event with extremely high skill as shown visually with RMS errors much lower than even the observational error at the sparse grid points for all times! The cheap Fourier reduced filters FDKF, SDAF, and RFDKF perform computationally as regards the issues in 3 for filtering turbulent signals as expected given the above intuition in their derivation. For short observation times ∆t, FDKF has slightly higher skill than SDAF for turbulent signals with any turbulent spectrum; as the observation time increases, they have the same high skill. The skill of FDKF and SDAF is always higher than that for RFDKF for turbulent signals with rough turbulent spectra like |k| −β with β = 0; however, for smoother (but This theme persists in Sections 4 and 5 in different contexts.
4.
Filtering turbulent nonlinear dynamical systems by linear stochastic models. With the mathematical guidelines for filtering turbulent dynamical systems based on linear stochastic models with multiple spatio-temporal scales as discussed in Section 3, we discuss the real-time filtering of nonlinear turbulent dynamical systems here. The principle in (50) from the mathematical guidelines at the end of Section 3 suggests the possibility that there might be cheap skillful alternative filter algorithms which can cope with the issues in 1.c),d) where suitable linear stochastic models with judicious model error are utilized to filter true signals from nonlinear turbulent dynamical systems like the two models discussed in Section 2. This is the approach taken recently by the first two authors in recent work [34, 36, 37] ; we discuss this radical approach to filtering turbulent signals here briefly as well as the new remarkable phenomena of "catastrophic filter divergence" for finite ensemble filter [36] . In Section 5, we show how to improve these algorithms further by utilizing exactly solvable models for stochastic parameter estimation "on the fly".
4.1. Linear stochastic models for filtering nonlinear turbulent dynamical systems. As already mentioned in Section 3, the simplest stochastic models for modeling turbulent fluctuations consist of replacing the nonlinear interactions by additional dissipation and white noise forcing to mimic rapid energy transfer [67, 56, 57, 55, 19, 51] . Here we illustrate this procedure systematically for the L-96 model in (1) [52, 37] . We use the L-96 model from (1) rewritten in the centered normalized fashion in (2). We consider linear regression fitting where the approximation to each Fourier mode of Eq. (2) is governed by a linear SDE with the nonlinear term replaced by damping and white noise forcing. We use the following definition of the direct and inverse discrete Fourier transformŝ
By following the strategy of stochastic modelling of shear turbulence [19] we make the following approximation of the nonlinear terms
whereẆ is complex white noise. Now, the linear SDE for each modev k becomes
where ω 1 (k) = (ū(cos(2πk/J)−cos(4πk/J))−1)/ E p , and ω 2 (k) =ū(sin(2πk/J)+ sin(4πk/J))/ E p . We build the linear stochastic model by finding parameters d k , ω k , and σ k such that the Fourier modesv k have the same long-time statistical properties as the Fourier modesû k from the L-96 model. In particular, we fit the values of the variance and the integral of the time autocorrelation function for each mode to match the long-time dynamics statistically. The variance of each modeû k of the original system can be computed as
The correlation function is defined by
We denote the integral of the correlation function as
where T k is a decorrelation time of the modeû k . Therefore, we have three parameters, V ar k , T k , and θ k , which will be used to determine the three unknowns, d k , ω k , and σ k . For the linear processv k (t) given by (53) , the corresponding values of the variance and of the integral of the correlation function are given by
.
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To find the unknown parameters, we solve the following equations
The solution is given by
These formulas together with (53) determines the perfect regression strategy. We have just shown that it is always realizable with the constraints in (55) . This is a new regression strategy first developed in [52] and utilized recently in [36] where it is called the Mean Stochastic Model 1 (MSM-1).
There is a second approach to build empirical linear stochastic models which we discuss next. The standard way to build a linear stochastic model for shear turbulence [19] is to keep the linear frequency of each mode, ω 2 (k), fixed at the climatological background operator but change only the damping and white noise forcing to attemp to satisfy the variance constraint (55) . In this case, the linear SDE for each modev k becomes
Now, we have only two unknowns, d k , and σ k , and two parameters T k , V ar k to find them provided we utilize the real part of the integrated correlation function in (55) . The equations become
The first equation is quadratic in d k and has the following solutions
In order to ensure that the damping is real and positive, the expression under the square root has to be positive. Due to this restriction, we have a realizability constraint on the correlation times T k of each of the modes. If the correlation time T k that we obtain from the original nonlinear model does not satisfy this constraint, then this value of T k is unrealizable and we have to "tune" the dissipation. The second parameter, σ 2 k , is computed via σ
This second regression strategy is the one utilized in [34, 36] where it is called the Climate Stochastic Model (CSM); in [37] , this model is called the Mean Stochastic Model 2 (MSM-2) because it can have additional errors due to realizability beyond the perfect regression strategy MSM-1 introduced earlier. MSM-1 actually leads to a more skillful filter as shown recently [37] . There are clear computational advantages to using linear Kalman filtering (13)- (16) for these linear stochastic models to filter turbulent nonlinear dynamical systems since they are cheap computationally and automatically avoid the curse of ensemble size from 1.c); also the mathematical guidelines for filter stability and accuracy discussed in Section 3 can be utilized to understand the filter performance of the reduced stochastic model filters for either plentiful [34] or sparse regular observations [36] where this stochastic filter algorithm can be implemented with the FDKF approximation discussed in Section 3.3. Furthermore, the variances and correlation times needed as parameters in developing the linear stochastic models, MSM-1, MSM-2 are often known approximately, a priori, through a combination of crude climatological observations and physical theory [67, 19] . In Section 5, we show how to develop systematic algorithms which automatically update the parameters of dissipation and forcing in MSM-1 "on the fly" and thus, correct for additional model errors from incorrect specification of this parameters.
Given the principle mathematical guidelines in (50) for FDKF and the other reduced filters, one can anticipate that the filtering skill of the linear stochastic models developed here for turbulent nonlinear dynamical systems compared with filtering the perfect model increases as the observations become more noisy and sparse in space-time. Thus, for the L-96 model, we expect more skill of the linear stochastic models as filters compared with expensive perfect models as the model becomes more turbulent for values F = 8, 16, in contrast to F = 6 where the system is weakly turbulent. In fact, the filtering skill of the Kalman filter MSM-2 or CSM with FDKF often exceeds the skill of the finite ensemble filters with perfect model for F = 8, 16 in the L-96 model for various observation times and observation sets [34, 36] .
To illustrate this skill of the stochastic reduced filters compared to the best available finite ensemble adjustment Kalman filter (EAKF) [2] in Table 3 we consider the filtering skill of FDKF-CSM compared with EAKF with an 80 member ensemble for weakly chaotic regime, F = 6 with 20 sparse regular observations in the 40-mode L-96 model. Even in this weakly chaotic regime, the cheap FDKF-CSM filter has significant skill in its average spatial pattern correlation of .69 with RMS errors significantly below those with no filter at all (where there is no skill in spatial pattern correlation); on the other hand, in this weakly chaotic regime, EAKF for the perfect model is a highly skillful filter. The snapshots of the exact solution and the filtered solutions at a random instant of time in Fig. 10 qualitatively confirm this behavior. Table 4 shows the results of filtering the forty mode L-96 model for F = 16 by the same EAKF filter for the perfect model and FDKF-CSM with 20 noisy sparse regular observations. The FDKF-CSM filter with model error retains the same significant skill in this highly turbulent regime with F = 16 as it had for F = 6 in Table 3 . On the other hand, EAKF suffered "catastrophic filter divergence" [36] with the filter diverging to machine infinity in finite time; thus, FDKF-CSM is clearly superior here. The snapshots in Fig. 11 confirm this behavior where there is no graph of the EAKF filtered solution to compare in Fig. 11 because the values are machine infinity. solid black) , the true signal (dashes), and observations (in circle). In the last panel, the prior state is not plotted since it diverges to ∞.
4.2.
The anatomy of catastrophic filter divergence. "Catastrophic filter divergence" is a new type of undesirable pathology for finite ensemble filters for nonlinear dynamical systems which contrasts strongly with more standard smooth filter divergence where the filter stays bounded but has no skill as illustrated in 3.2.1. It is remarkable that catastrophic filter divergence occurs for a forced dissipative dynamical system like the L-96 which has the absorbing ball property; in other words, due to the energy conservation of the nonlinear terms in L-96, the forty-dimensional vector field associated with (1) points inward uniformly due to the damping for large values of u, u ≫ 1, and there are no finite time blow-ups possible for this forced dissipative dynamical system. Somehow, just the effects of noise in perturbing on exact solution of the L-96 model, observing it sparsely, and then filtering with a high skill finite ensemble filter leads to catastrophe! An explicit example of the anatomy of catastrophic filter divergence is depicted in Fig. 12 , for 8 sparse regular observations in the forty mode L-96 model with F = 8. As shown there, at a critical time step, 27 members of the 80 member ensemble lock onto the same localized spatially oscillatory state and rapidly grow to machine infinity in a few assimilation cycles [36] .
From the viewpoint of nonlinear analysis, the catastrophic filter divergence in filtering sparse observations through EAKF in a chaotic dynamical system with the absorbing ball property clearly needs further mathematical theory. The catastrophic divergence in Fig. 12 resembles classical nonlinear instability for finite difference schemes (see p.66 of [54] ) but new mechanisms occur here which mix random and deterministic features. Also finite ensemble filters have many tunable parameters such as variance inflation [2] , and these phenomena show the difficulty in using such filters in practice without extensive tuning, a major computational effort.
5.
Exactly solvable models and cheap stochastic parameterization filter algorithms for turbulent dynamical systems. Given all the complexity in filtering turbulent signals described in 1, an important topic is to develop nonlinear models with exactly solvable nonlinear statistics which provide unambiguous benchmarks for these various issues in 1 for more general turbulent dynamical systems. Of course, it is a challenge for applied mathematicians to develop such types of test models which are simple enough for tractable mathematical analysis yet capture key features of complex physical processes which they try to mimic. Once such exactly solvable test models have been developed, all of the issues regarding model error in 1.b) as well as new nonlinear algorithms for filtering can be studied in an unambiguous fashion. Many important problems in science and engineering have turbulent signals with multiple time scales, i.e., slow-fast systems. This Section has two parts. First, we briefly summarize unambiguous nonlinear test models and related filtering algorithms for slow-fast filtering which have been developed recently by two of the authors [29, 30] . Secondly, we show how such exactly solvable test models can be utilized to develop new algorithms for filtering turbulent signals which correct the model errors for the linear stochastic models developed in Section 4 by updating the damping and forcing "on the fly" through a stochastic parameterization extended Kalman filter (SPEKF) algorithm [28, 27, 37] .
5.1.
A nonlinear test model for filtering slow-fast systems with strong fast forcing. Many contemporary problems in science and engineering involve large dimensional turbulent nonlinear systems with multiple time scales, i.e., slow-fast systems. The dynamic model for the coupled atmosphere ocean system are prototype examples of slow-fast systems where the slow modes are advective vortical modes and the fast modes are gravity waves [67, 20, 49] . Depending on the spatio-temporal scale, one might need only a statistical estimate through filtering of the slow modes, as on synoptic scale scales in the atmosphere [16] or both slow and fast modes such as for squall lines on mesoscales due to the impact of moist convection [44] . In either situation, the noisy partial observations of quantities such as temperature, pressure, and velocity necessarily mix both the slow and fast modes [16, 15, 49] . Moreover, tropical moist convection involves strong forcing of the fast gravity waves and this forcing involves rapid spontaneous bursts of activity; the emerging fast gravity waves have major impact on tropical weather and intraseasonal climate forecasting [42] so successful filtering of such signals is a central contemporary science issue. Furthermore, the dynamical models often suffer from significant model errors due to lack of resolution or inadequate parameterization of physical processes such as clouds, moisture, boundary layers, or topography. Here, we briefly review the development [29, 30] of a three-dimensional stochastic test model which has transparent analogs for all of the scientific issues with slow-fast systems described above. The advantage of using this low dimensional test model for filtering is that on the one hand it is simple enough to have exactly solvable first and second order statistics needed for the dynamic forecast in a Nonlinear Extended Kalman Filter (NEKF). On the other hand, the test model carries important properties of the realistic systems such as multiple time scales, nonlinear non-Gaussian dynamics, strong fast forcing.
The test model is given by a three-dimensional system of stochastic differential equations for the slow real mode u 1 and complex fast mode u 2
where γ 1 , γ 2 and σ 1 , σ 2 are damping and white noise coefficients, respectively, that represent the interaction of the model with the unresolved modes; the small parameter ε measures the ratio between the deterministic time scales of the fast and slow modes; a 0 is nonlinearity coefficient; f 1 and f 2 represent the forcing of the slow and fast modes, respectively. The structure of the model is motivated by the studies of the geophysical systems that demonstrate that the central feature of the slow-fast interactions are slow a vortical mode, represented by u 1 here, and fast gravity waves, represented by u 2 here [29] . Moreover, tropical moist convection as another major dynamical property in the system is represented by the strong fast forcing f 2 . The fast forcing has a direct impact on the modulation of the fast wave amplitude |u 2 |. Moreover, filtering mixes the fast modes with the slow mode through observations and, therefore, indirect impact of the fast forcing on the slow mode can also occur. Exact statistical formulas for the nonlinear non-Gaussian statistical solutions of the test model in (60), (61) are developed [29, 30] by generalizing and extending the exact solutions for the Kubo oscillator from statistical physics for non-stationary and cross-correlated dynamics. These details of the exact solution methodology and examples of the non-Gaussian features of the models can be found in [29, 30] . Figure  13 depicts a typical realization of the turbulent dynamical system in (60), (61) . The lowest panel depicts the sequence of randomly located bursts of spontaneous fast forcing f 2 (t). The top panel shows the slow mode to be filtered which sees only the slow time periodic forcing from f 1 (t) in (60) . The second panel shows Re[u 2 ] for the nonlinear test model with a 0 = 1 and the strong nonlinear response while the third panel shows Re[u 2 ] for the weaker response to fast forcing in the linear system for (61) with a 0 ≡ 0 with a superficial resemblance to the nonlinear case. The wave envelopes, |u 2 |, associated with the nonlinear and linear cases are compared in the fourth panel of Figure 13 to quantify the differences in behavior. Such a complex signal with multiple scales defines the typical turbulent signal to be filtered in the slow-fast system in (60), (61) . Central practical issues for filtering skill for such signals involve A) Recovery of the slow mode amplitude, u 1 , from sparse noisy observations which mix the slow and fast modes, B) Recovery of the fast wave u 2 and the large scale envelope |u 2 | for the fast wave in response to the strong fast forcing.
It is important to note that for a reasonably long observation time ∆t, it is unrealistic to expect high skill in full recovery of the phase of u 2 ; on the other hand, the wave envelope, |u 2 |, is the most important crude feature of the signal to capture. Clearly, the observation time, ∆t, and observation noise variance are central parameters to vary to test the skill of filtering algorithms for the nonlinear slow-fast system. Next, we briefly discuss this topic. moments. These attractive features allow us to define a nonlinear extended Kalman filter (NEKF) in the following fashion. We use the notation developed in Section 2.1 to explain the NEKF algorithm. First assume that p m,+ (u) = N (u m,+ , R m,+ ), then take these mean and covariance and propagate them by the exact statistical formulas for the mean and covariance for the nonlinear dynamics in (60) , (61) for the observation time ∆t to generate u m+1,− , R m+1,− ; use these values to build an approximate Gaussian p m+1,− (u) given by N (u m+1,− , R m+1,− ), and then use the Kalman filter formulas in (16) to update the effect of the observations to generate N (u m+1,+ , R m+1,+ ). This completes the definition of the NEKF algorithm. See [29, 30] for more details. This nonlinear filtering algorithm has a very attractive feature compared with the conventional extended Kalman filters [1] which are usually proposed for nonlinear problems. The extended Kalman filter (EKF) requires a linear tangent model and local linearization which can be completely inaccurate for a slow-fast system with multiple time scales such as (60) , (61); the NEKF algorithm circumvents this issue completely by using exact first and second order statistics for the nonlinear problem. Of course, for highly non-Gaussian nonlinear models, the mean and covariance are not necessarily an accurate reflection of the true statistical dynamics; however, the models in this review are only mildly non-Gaussian [29, 30, 50, 37] .
There is another linear filter algorithm for the system (60), (61) which is akin to the use in Section 4 of judicious linear stochastic models to filter nonlinear turbulent dynamical systems. Namely, set the coefficient of nonlinearity, a 0 , in (61) to zero, a 0 = 0, and use the Kalman filter for the linear system with model error to filter nonlinear signals such as those in Figure 13 . Below, we call this the LSMF algorithm. Table 5 The mathematical properties and filtering skill for NEKF and LSMF are discussed extensively in [29, 30] . Here, we briefly highlight some of the interesting results from [30] . We illustrate filtering skill in the slow-fast system for the difficult sparse case of a single observation which mixes the slow and fast modes with equal weights at various observation times, ∆t, with varying observational noise variance, r o [30] . Recall that the true signal being filtered has all the complexity depicted in Figure  13 . In Figure 14 and Table 5 we show the skill in recovering the slow mode for both the NEKF and LSMF algorithms; it is clear from both Figure 14 and Table 5 that the two algorithms have comparable and excellent skill in recovering the slow mode except for long observation times and large noise where the filtering skill deteriorates a bit. Table 6 illustrates through RMS errors the much higher skill of NEKF compared with LSMF for filtering the entire signal u 2 for all observation times and noise levels; the effect of model error in LSMF is significant for less skillful capturing of the correct phase in u 2 . On the other hand, as depicted in Figure 15 and Table  7 , if one is only interested in the filtering skill for the fast wave envelope, |u 2 |, the LSMF algorithm is nearly as skillful as NEKF for short observation times and signal noise and remarkably, the LSMF algorithm has significant high skill superseding NEKF for more noisy, sparsely observed regimes! Thus, we have another instance of the theme developed already in Section 3.3 and Section 4 above; namely, for noisy sparsely observed turbulent signals, cheap filters with judicious model error can have high skill, often exceeding that with the perfect model. Next, we show how exactly solvable models can be utilized systematically to increase substantially the filtering skill of the linear stochastic models discussed in Section 4 by decreasing model error "on the fly". Table 6 . RMSE of the fast mode u 2 of NEKF and linear Kalman filter with model error (in parenthesis).
5.2.
Improving filtering skill with model errors through Stochastic Parameterization Extended Kalman Filters (SPEKF). A major difficulty in filtering turbulent signals with many spatio-temporal scales is model error; many of the unstable turbulent processes from nature are hidden from the nonlinear dynamical system utilized in the forecast step for filtering either through lack of resolution or by physical parameterization of unresolved features such as "eddy viscosity" with tuned fixed turbulent diffusivity coefficients. A standard strategy to deal with model Table 7 . RMSE for the amplitude |u 2 | of the fast mode of NEKF and linear Kalman filter with model error (in parenthesis). Numbers in bold indicate the situations when the linear Kalman filter performs better than NEKF. Segments of sample trajectories are shown in Figure 15 errors in filtering is to learn these parameters adaptively from the observations of the true signal. The main idea in this approach that is often practised in filtering with model errors is to augment the dynamical system for u with an unknown parameter λ,
with an approximate dynamical equation for the parameters
The right hand side of (64) is often chosen on an ad-hoc basis as g(λ) ≡ 0 or white noise forcing with a small variance [24, 25] . The partial observations of the signal from nature are often processed by an Extended Kalman Filter (EKF, see [1, 13] ) applied to the augmented system in (63) and (64) where the parameters λ are estimated adaptively from these partial observations. Note that even if the original model in (63) is linear, it readily can have nonlinear dependence on the parameters λ through (64) so typically an EKF involving the linear tangent approximation is needed for parameter estimation in this standard case. Some recent applications of these and similar ideas to complex nonlinear dynamical systems can be found in [64, 17, 18, 5, 4] . The filters for turbulent dynamical systems involving linear stochastic models from Section 4 utilize fixed coefficients of damping, γ, and forcing based on climatological regression fitting. As discussed in Section 4.1 this type of model is the simplest stochastic model for turbulence [19] . More elaborate and prohibitively expensive stochastic models and direct closures for turbulence are available in the literature [67] where the damping and forcing at each Fourier mode are determined from elaborate global space-time nonlinear interactions across scales; O'Kane and Frederiksen [62] have implemented one of these elaborate closures as the prediction step operator in the filtering of atmospheric blocking events with plentiful observations with high skill. Motivated by this work, it is interesting to develop computationally cheap improved algorithms for filtering turbulent signals which learn the damping and forcing coefficients in each Fourier mode "on the fly" and mimic the effect of such prohibitively expensive closures.
With the input from the above two different directions the authors have recently developed a family of stochastic parameterization extended Kalman filters (SPEKF) for improving filtering and prediction skill with model errors [28, 27, 37] . Unlike the adhoc procedures for parameter augmentation using a linear tangent model in EKF, these algorithms utilize nonlinear exactly solvable statistics for estimating parameters of dissipation and forcing "on the fly". This is a major conceptual and practical advantage since algorithms for parameter estimation can often be ill-conditioned and the linear tangent approximation in EKF can be very inaccurate. The resulting SPEKF algorithms have been tested in a hierarchy of increasing complex models: first, in statistically exactly solvable test models involving a single Fourier mode [28] ; secondly, in sparsely observed turbulent large dimensional linear systems as in Section 3 but with additional instabilities and forcing hidden completely from the model [27] ; finally in a realistic two-layer model for atmospheric or oceanic shear turbulence [37] as described in (3)- (4), (5) where the skill of the new SPEKF algorithms is compared with a very skillful finite ensemble local least squares, ensemble adjustment Kalman filter (LLS-EAKF) [2] . Here, we briefly outline the development of the SPEKF algorithms and their high skill for filtering turbulent signals despite model errors on this hierarchy of increasingly more realistic models. [28] . First, the true signals from nature are assumed to be given by the solution of time dependent complex scalar Langevin equation
There is a key feature: we allow γ(t) to switch between stable (γ > 0) and unstable (γ < 0) regimes according to a two-state Markov jump process to mimic intermittent chaotic instability as often occurs in nature. As in Sections 3 and 4 above we have a climate stochastic model with the overall damping coefficient,γ, determined from the long time averaged climatological statistics
Note that the unstable process is completely hidden from the CSM model so there are potentially large model errors in filtering with CSM. To compensate for model error "on the fly", we consider a stochastic model for the evolution of the state variable u(t) together with combined additive, b(t), and multiplicative, γ(t), bias correction terms
As shown in [28] , this nonlinear model has exactly solvable first and second order statistics for the augmented system (u, b, γ), with a NEKF filtering algorithm from observations of u alone as discussed earlier in Section 5.1.1. This defines the SPEKF algorithm in the present context. Through extensive testing and theory, we find that the stochastic parameters {γ b , ω b , σ b , d γ , σ γ } are robust for high filter skill beyond CSM and in many instances comparable to the perfect model, which uses (65) in the filter process [28] . In Figure 16 , we show the true signal generated by the process described in (65) for both the forced and unforced scenarios as well as the switches between stable and unstable regimes for the Markov jump process which is hidden from the CSM model in (66) . In Figure 17 , we show the corresponding filtered solution in the forced case by the perfect model (top), the SPEKF algorithm (middle), and CSM (bottom). As one can see, the SPEKF algorithm has recovered the skill of the perfect model by learning the damping and forcing parameters "on the fly" while the CSM filtering algorithm underestimates the amplitude significantly due to model error. Figure 18 depicts how the SPEKF algorithm automatically learns the additive and multiplicative bias corrections. With these encouraging results on the complex scalar test model, the SPEKF algorithm was extended to linear turbulent stochastic models with instabilities over many wave numbers in [27] ; the goal was to design SPEKF algorithms which utilize a minimal number of external robust parameters (γ b , ω b , σ b , d γ , σ γ ) which work for all spatial wave numbers with high filtering skill in the SPEKF algorithm. The main physical example utilized there was a turbulent system of externally forced linear barotropic Rossby waves with instability through intermittent negative damping on a band of spatial wave numbers, 3, 4, 5, mimicking baroclinic instability. An unstable regime and the corresponding emerging coherent turbulent signal to be filtered in this turbulent system are depicted in Figure 19 . In [27] situations where both the instability process and the forcing are hidden from the mean climate stochastic model were considered; CSMf denotes the situation when only the instability was hidden while CSM denotes the algorithm where both the forcing and instability were hidden from the mean model. For the turbulent Rossby wave solutions with 105 grid points, only 15 very sparse regularly spaced noisy observations were utilized with incorrectly specified forcing. This is a very tough realistic test problem where the SPEKF algorithm is required to learn both the forcing and the instability mechanism "on the fly". An important bulk statistic to recover in filtering turbulent signals is the energy spectrum, E(k), from the true signal from nature. The skill of all these filtering algorithms with RMS errors and also in recovering the turbulent energy spectrum is depicted in Figure 20 . The SPEKF algorithm has extremely high skill only slightly worse than the perfect model in recovering the energetic parts of the turbulent spectrum. As expected, the skill of CSMf and CSM is successively worse due to the increasingly larger model errors in the filter dynamics. Thus, SPEKF has remarkable skill on these idealized problems in compensating for model error "on the fly" with both hidden instabilities and incorrectly specified forcing.
5.2.2.
High skill in filtering sparsely observed turbulent geophysical flows through the SPEKF algorithms. With these encouraging results on the spatially extended test models, the SPEKF algorithms were tested in filtering more realistic turbulent signals defined by the two-layer geophysical model in (3)- (4), (5) with over 30,000 degrees of freedom [37] . Thirty six very sparse noisy regularly spaced observations were utilized in filtering these turbulent solutions. Two regimes of turbulent signals were considered corresponding to the atmosphere with F = 4 and the ocean with F = 40 where F = L −2 d and L d is the Rossby radius defined below (5); the situation F = 4 mimics atmospheric turbulence while F = 40 mimics oceanic turbulence with realistic sparse noisy observations. The mean stochastic models, MSM-1, MSM-2, were utilized in projected RFDKF filtering algorithms (see Section 3.3) for 36 large scale Fourier modes; recall from Section 4.1 that MSM-1 is based on a perfect regression strategy for the climate statistics while MSM-2 is based on a regression strategy from shear turbulence theory [19] with larger model errors in the climate statistics. The SPEKF algorithm to learn the damping and forcing was utilized with the MSM-1 model. These SPEKF and MSM-1,2 algorithms are Table 8 , we show the filtering skill for all of these filters in the atmospheric case, F = 4, with and without model errors in damping. Remarkably, for these sparsely observed turbulent geophysical flows, as shown in Table 8 , the very cheap SPEKF filters have comparable excellent filtering skill to LLS-EAKF both with and without model errors. The mean model MSM-1 with perfect regression strategy has high filtering skill while MSM-2 has the worse filter performance. A snapshot of the filtering skill for the stream function in case with model error is depicted in Figure 21 . The true signal is depicted in the upper left panel and the true signal corrupted by observational noise which is what is actually measured by the filtering algorithms is the upper right panel. The middle panels show the result of filtering by SPEKF (left)and LLS-EAKF (right) while the bottom panels show the filtering results by MSM-1 and MSM-2. The excellent skill of the SPEKF filter and LLS-EAKF is evident from the snapshot in Figure 22 as well as the less skillful filtering by the MSM-1 and MSM-2 algorithms.
The oceanic case with F = 40 is extremely challenging for using the perfect model for filtering because the two-layer equations in (5) become stiff with multiple time scales. Even after extensive parameter tuning in the LLS-EAKF algorithm [37] , as reported in Table 9 , there is very little skill in filtering by the LLS-EAKF algorithm or MSM-2 in this regime. On the other hand, both the cheap SPEKF and even cheaper MSM-1 filtering algorithms have very high skill in filtering these turbulent signals. These results are confirmed by Figure 22 which gives a snapshot of the stream function as described earlier in Figure 21 . Clearly, Figure 22 confirms the excellent skill of SPEKF and MSM-1 filters and the poor skill of LLS-EAKF and MSM-2 in this stiff oceanic regime. For more discussion, see [37] . All these last results in Section 5.2.2 are a significant success for the radical filtering strategies with judicious model error advocated by the authors and developed in the present review. 6.9412 -6. Concluding discussion. Here novel and computationally efficient radical strategies for filtering signals from turbulent dynamical systems have been developed through the modus operandi of modern applied mathematics including rigorous mathematical guidelines, exactly solvable mathematical models with physical insight, and new novel cheap filtering algorithms that commit judicious model errors. New mathematical and computational phenomena in addressing these problems have been discussed throughout this review of recent developments. Many theoretical issues remain in the filtering and prediction of turbulent signals and the authors hope that this review inspires mathematicians, applied mathematicians, and scientists to contribute to this increasingly important contemporary science discipline.
