Using tools from large deviation theory, we study fluctuations of the heat current in a model of ddimensional incompressible fluid driven out of equilibrium by a temperature gradient. We find that the most probable temperature fields sustaining atypical values of the global current can be naturally classified in an infinite set of curves, allowing us to exhaustively analyze their topological properties and to define universal profiles onto which all optimal fields collapse. We also compute the statistics of empirical heat current, where we find remarkable logarithmic tails for large current fluctuations orthogonal to the thermal gradient. Finally, we determine explicitly a number of cumulants of the current distribution, finding remarkable relations between them.
I. INTRODUCTION
The development of a theory of fluctuations in fluids has been a central object of study in statistical physics [1, 2] . A general framework to characterize fluctuations in thermodynamic equilibrium states was provided by Landau and Lifshitz [3, 4] , and this program has been generalized with success to study small fluctuations for fluids in nonequilibrium steady states [5] . Nevertheless, understanding arbitrary fluctuations in fluids far from equilibrium still remains an open problem, and this is the focus of the present work. An interesting situation to analyze in this context is the problem of heat transport in a fluid subject to a thermal gradient, possibly one of the simplest and most studied cases of a nonequilibrium steady state [6] . Heat transport in this setting is governed by Fourier's law, which establishes the propotionality between the heat current and the local temperature gradient. The proportionality constant defines the heat conductivity κ, an intrinsic property of the fluid which could depend on the local temperature and density. Interestingly, while it is widely believed that Fourier's law is just a linear approximation to a more complex transport law, recent works have shown that, at least for some fluid models, this law holds locally far from equilibrium [7] and well beyond the linear transport regime. Numerous experimental works have studied the statistics of fluctuations of heat flux and temperature in this setting for a wide variety of systems, measuring the corresponding probability distributions [8] [9] [10] , some low-and highorder cumulants [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] and the associated temperature profiles [11, 12, 14, 16, 19, 20] . Nevertheless, developing a general theoretical scheme to understand both typical and rare heat current fluctuations in this setting remains challenging, even for the simplest model fluids.
In recent years a series of works have analyzed current fluctuations in a broad family of stochastic models * garrido@onsager.ugr.es † phurtado@onsager.ugr.es ‡ tizon@onsager.ugr.es of transport [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] , offering a deeper comprehension of nonequilibrium fluctuating behavior. A key tool in these developments has been the Macroscopic Fluctuation Theory (MFT) of Bertini and coworkers [22-28, 38, 39] , that describes dynamical fluctuations in diffusive equilibrium and nonequilibrium media starting from their fluctuating hydrodynamic description. In particular, MFT offers (i) explicit variational formulas for the large deviation functions (LDFs) that control the statistics of fluctuations [38] [39] [40] [41] , and (ii) differential equations for the optimal trajectory (or sequence of configurations) adopted by the system to sustain a given fluctuation. Understanding the properties of these LDFs and the optimal trajectories is a task of crucial relevance since they contain information on interesting new physics, as e.g. the emergence of order at the fluctuating level via dynamical phase transitions [39, [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] , or the appearance of new symmetries and fluctuation theorems out of equilibrium [44, [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] . The MFT equations for current statistics lead to a complex variational problem in general, so most studies to date have focused on oversimplified onedimensional (1d) models, where calculations are somewhat simpler. It has been only in recent years that the MFT problem for d > 1 diffusive systems has been tackled [35, 36, 39, 44, 46, 65, [68] [69] [70] [71] [72] , and these works have shown that lifting the dimensionality constraint leads to a rich phenomenology not present in 1d.
With these ideas in mind, the aim of this work is to characterize within the MFT framework the statistics of fluctuations of the empirical heat current in an incompressible quiescent d-dimensional model fluid subject to a boundary temperature gradient [3, 5] . In particular our goal consists in describing the optimal temperature field sustaining a given heat flux fluctuation in the longtime limit, as well as determining some cumulants of the current distribution and its tail behavior. With this purpose, we solve the MFT problem for our model fluid using the Weak Additivity Principle [35, 36] as a tool to obtain both the heat flux LDF and the optimal temperature field associated to each current fluctuation. We find that these optimal temperature fields can be gathered into families characterized by the same functional form arXiv:1810.10778v1 [cond-mat.stat-mech] 25 Oct 2018 (in terms of inverse Jacobi elliptic functions). This observation allows us to classify all optimal trajectories in an infinite set of universal functions, providing a deeper understanding of their properties and structure. Moreover, we obtain the analytical form of the current LDF and analyze its behavior in limiting cases, both near the steady state and in the far tails of the distribution. The latter case exhibits an interesting logarithmic dependence which confirms the complex analytic behavior of the heat current LDF. We further determine the cumulant generating function of the current distribution, from which analytical expressions for its cumulants follow, as well as interesting relations between them which open the door to further experimental research on this problem.
II. MODEL, FLUCTUATING HYDRODYNAMICS AND PATH INTEGRAL REPRESENTATION
We consider a d-dimensional fluid subject to a boundary temperature gradient in one direction, say x ∈ [0, L] with L the system linear size. The fluid is fully described at any instant of time by the mass density ρ(r, t), temperature T (r, t), pressure p(r, t) and local center-of-mass velocity v(r, t) fields, with r ∈ Λ ≡ [0, L] d and t > 0 the spatial and temporal coordinates, respectively. The fluid's evolution at the macroscale is completely characterized by a set of d + 2 partial differential equations, called balance equations, which are derived from the local conservation laws together with the usual constitutive relations between the thermodynamic forces and the fluxes [2] . In particular, conservation of mass leads to the continuity equation
while momentum conservation yields the Navier-Stokes equations
and conservation of energy results in
In the above equations η and ζ are respectively the shear and bulk viscosity coefficients, is the internal energy per mass unit, ω is the enthalpy per mass unit, Φ is the viscous dissipation function (proportional to the divergence of the velocity) and j D is the local heat current [2, 3, 5] . In particular, the structure of the local heat current field is given by the well-known Fourier's law of heat conduction
with κ(T ) the thermal conductivity. In this paper we are interested in studying thermal transport in a quiescent incompressible fluid in contact with two boundary thermostats at temperatures T 0 and T 1 along the x-direction, with periodic boundary conditions along all perpendicular (d − 1)-directions. Quiescence implies that v(r, t) = 0 ∀ r, t, while incompressibility implies that the fluid's mass density and pressure fields are constant across space, so the only relevant field in this case is the temperature field T (r, t), which then satisfies Fourier's heat equation [2] [3] [4] [5] 
where D = κ ρcp is the thermal diffusivity, with c p the specific heat at constant pressure. Finally, we further assume that the initial condition is such that the system relaxes to its steady state in a finite time scale.
The previous description is a macroscopic one. At a more interesting mesoscopic level, molecular-scale chaotic motions leave a fingerprint in the form of small fluctuations of the heat current field [3, 5] . This can be taken into account in a (fluctuating) hydrodynamic description by adding a (weak) noise term to the current which reflects all the fast microscopic degrees of freedom which are integrated out in the coarse-graining procedure leading to this irreversible evolution equation. The amplitude of this noise term is nontrivial, as it is coupled to the thermal diffusivity via a fluctuation-dissipation theorem which guarantees the correct equilibrium state in the absence of driving [3, 5] . In this way the instantaneous fluctuating heat current field can be written as j(x, t) = j D (r, t) + ξ(r, t), and the temperature field now obeys a stochastic evolution equation
where ξ(r, t) is a Gaussian white noise vector field with ξ(r, t) = 0 ,
and α, β ∈ [1, d] . The amplitude σ[T (r, t)] is the mobility transport coefficient, coupled to the thermal diffusivity via a local Einstein relation, D(T ) = σ(T )f 0 (T ), with f 0 (T ) the equilibrium free energy density of the fluid and denoting second derivative with respect to the function argument. Moreover, Ω ≡ −d is a (large) parameter controlling the strength of the noise that arises because of the law of large numbers when rescaling space and time diffusively as r → −1 r and t → −2 t, respectively, in the coarse-graining from microscopic to mesoscopic scales [73] . Indeed Ω can be interpreted as the volume of the microscopic region which is averaged to obtain the local field value at the mesoscale, and the limit Ω → ∞ corresponds to the macroscopic hydrodynamic description of the fluid. Here we are interested in the (weak noise) limit of large but finite Ω, relevant to understand fluctuations in nanosize systems.
The usual way to proceed now in order to study the properties of a fluid's fluctuations would consist in linearizing the stochastic evolution equation around the steady hydrodynamic fields and solving the resulting linear problem to obtain the form of the fluctuations [1, 5] . Although this procedure allows to compute the lowestorder correlators of the hydrodynamic fields, information about large fluctuations and higher-order correlators is lost as a consequence of the linearization. Taking into account non-linear corrections (within the framework of non-linear fluctuating hydrodynamics) can help in understanding the long-time tail behavior of lowest-order correlation functions (the reader can find interesting examples in [74] [75] [76] [77] [78] [79] ). However, it has been long recognized that in order to explore arbitrary fluctuations an alternative scheme is needed, one based on the computation of the full stationary probability distribution for the observable of interest. This can be achieved using Macroscopic Fluctuation Theory (MFT) [22] , which offer a variational formula for the this probability distribution starting from the path integral representation of the fluctuating hydrodynamics of the systems at hand. We refer the interested reader to existing reviews for a general overview of this framework [22, 40, [80] [81] [82] [83] .
We hence consider a quiescent fluid with an arbitrary initial temperature profile T (r, 0) =T (r) at time t = 0 distributed according to the stationary distribution P st (T ), and we are interested in the path probability associated to a particular system trajectory in the mesoscopic phase space spanned by the temperature and current fields, i.e. a trajectory {T (r, t ), j(r, t )} t t =0 for all r ∈ Λ. This path probability can be obtained from Eqs. (6)- (7) by summing over all noise field realizations {ξ} t 0 compatible with trajectory {T, j} t 0 , resulting in
provided that the current and temperature fields are coupled via the continuity equation, namely
As explained above, we are interested in the statistics of the heat current flowing through the fluid during a long time interval t. In particular, we define now the empirical space&time-averaged current J as
and consider the probability distribution for this observable in the long time and large scale separation (i.e. large Ω) limits. This distribution can be written as the path integral over all possible trajectories of the temperature and current fields which, starting from the fluid's steady state distribution and weighted by (8) , are compatible with the required averaged current J, see Eq. (11), and the continuity constraint (10), i.e.
where δ[·] is the Dirac delta function accounting for the different constraints. We can now just use the Laplace representation of the delta function to substitute constraints by Lagrange multipliers, namely a scalar field ψ(r, t) conjugated to the continuity equation constraint and a vector λ conjugated to the current, leading to
with a Lagrangian functional given by
with boundary conditions for the field ψ such that ψ(r, t) = 0 ∀r ∈ ∂Λ, where ∂Λ denotes the system boundary. For long times and large scale separation Ω, the probability density function (pdf) of the empirical current obeys a large deviation principle, scaling as P(J; t) exp [−ΩtG(J)], where the symbol " " stands for asymptotic logarithmic equality. This scaling means that this pdf concentrates exponentially fast around its average value, i.e. such that the probability of large fluctuations far from the average decay exponentially with time and Ω. The rate function G(J) is the current large deviation function (LDF), and follows from the previous Lagrangian via a saddle-point calculation in the longtime limit, namely
Interestingly, note that P st (T ) does not contribute to the LDF since it appears as a sub-dominant term in the longtime limit. The problem of heat flux statistics can be formulated not in terms of the pdf P(J; t) but instead in terms of its cumulant generating function. In particular, we define the scaled cumulant generating function (sCGF) as
where the average is defined with respect to the pdf P(J; t). The sCGF works as a dynamical free energy, and fully characterizes the pdf of the total current J [35, 36] . The vector λ is conjugated to the averaged current J, in a similar way to the relation between temperature and energy in equilibrium. Indeed, the current J λ associated to a given value of the parameter λ is fixed by the relation J λ = ∇ λ µ(λ). Moreover, according to Gärtner-Ellis theorem [40, 84, 85] , the sCGF is directly related to the current LDF via a Legendre-Fenchel transform
The cumulants of the current pdf can be now obtained from the derivatives of the dynamical free energy µ(λ) evaluated at λ = 0. In particular, introducing
) J i and J i the average current along the i-direction. Note that since J is a space&time-averaged current, the cummulants µ (n) (n1,...,n d ) are nothing but spatiotemporal integrals of n-point correlators of the current field [39] .
III. THE MOST PROBABLE PATH
We next focus on solving the variational problem defined by (15) . This analysis will lead to explicit predictions for the current statistics, as well as to a detailed knowledge of the properties of the optimal (or most probable) path associated to an arbitrary fluctuation. This optimal path follows from the solution (T J , j J , ψ J , λ J ) of the variational problem (15) , and defines the trajectory that the fluid follows in mesoscopic phase space to sustain a long-time current fluctuation. These optimal fields are the solution of the following Euler-Lagrange equations
with D = D(T J ) and σ = σ(T J ), and σ the derivative of σ with respect to its argument. As a result, the current LDF takes the form
in terms of the optimal temperature and current fields.
The general solution of the spatiotemporal problem (19) remains a major challenge in most cases [25, 26, 86, 87] . However, a powerful conjecture known as additivity principle has been put forward for systems in d = 1 [38, [88] [89] [90] [91] [92] and recently extended for d > 1 [35, 36] which strongly simplifies the variational problem at hand. In brief, this additivity principle assumes that, except for initial and final transients of negligible statistical weight, the optimal path associated to a current fluctuation is time independent. The validity of this conjecture in open systems has been proved in simulations both for 1d stochastic lattice gases [39, [93] [94] [95] and d > 1 driven diffusive models [35, 36, 96] . We hence adopt the additivity principle here and assume the solutions of Eq. (19) to be time independent, i.e. T J (r), j J (r) and ψ J (r). Recalling the boundary conditions for the temperature field described in the previous section, we have that
, where we have decomposed the position vector r = (x, x ⊥ ) along the gradient direction (x) and all other (d − 1) orthogonal directions (x ⊥ ), witĥ a i the canonical unit vectors. These boundary conditions correspond to a fluid in contact with two plates at temperatures T 0 and T 1 at the x-boundaries at x = 0 and L, respectively, and periodic boundary conditions on the perpendicular (d−1)-subspace. The symmetry of the boundary conditions leads to the natural assumption that the optimal temperature and current fields will exhibit structure only along the x-direction, i.e. T J (r) = T J (x) and j J (r) = j J (x). Together with the additivity principle, this can be shown to imply (see Appendix A and Refs. [35, 36] ) that the optimal current field exhibits a non-trivial structure of the form
with the decomposition J = (J x , J ⊥ ) and
As a result, the probability P(J; t) is completely characterized in terms of the optimal temperature profile T J (x). Considering (19) and the previous assumptions, the most probable temperature field satisfies the ordinary differential equation [39] where K is an integration constant fixed by the boundary conditions, which are given by T 0 and T 1 .
In order to proceed, we now need to specify the functional form of the thermal diffusivity and mobility transport coefficients, which completely define the model fluid we will study here. For an incompressible fluid under moderate boundary temperature gradients, the thermal conductivity can be considered a constant of the material, and hence the thermal diffusivity defined above will be a constant, that we take here to be D = 1/2. Furthermore, in this situation it can be proved using the fluctuation-dissipation theorem that the standard deviation of the fluctuating heat current (which is nothing but the mobility) scales as the local temperature squared [3] [4] [5] , so we take σ(T ) = T 2 . Indeed, these two transport coefficients define a broadly studied transport model, the Kipnis-Marchioro-Presutti model of heat conduction [97] which, as we see here, captures the heat transport properties of a quiescent incompressible fluid. With these prescriptions, the differential equation (23) boils down to
where we have fixed L = 1 for simplicity. This equation can be solved in terms of Jacobi inverse elliptic functions (see Appendix B), leading to the following reduced optimal temperature field
where cn(u; k) is the cosine-amplitude Jacobi function with modulus k [98, 99] . The value of the constant parameters F 0,1 , as well as the modulus, are fixed by the boundary conditions and the clausure equation (22), namely
where we have defined
with am(u; k) the amplitude Jacobi function and E(θ; k) the Jacobi integral of the second kind [98, 99] . Note that, assuming without loss of generality that T 0 ≥ T 1 so τ 0 ≥ 1, we have that
and k ∈ [0, 1], with F 1 ≥ F 0 and K the Jacobi complete elliptic integral of the first kind (using the notation of Gradshteyn & Ryzhik [98] ). In this way, once the physical variables Q 1 , Q ⊥ and τ 0 are fixed, we can obtain F 0 , F 1 and k from Eqs. (26)- (28) . Note also that, for a fixed value of the external gradient parameter τ 0 , one can solve Eq. (28) to obtain
Therefore, substituting F 1 into Eqs. (26)- (27), we conclude that Q 1 and Q ⊥ are just functions of F 0 and k.
IV. SCALING, STRUCTURE AND UNIVERSALITY OF THE OPTIMAL PATH
As shown above, the most probable reduced temperature profile τ (x) is a continuous positive function written in terms of cn(u; k), an even and periodic function of its argument u = −F 0 + (F 1 + F 0 )x. Indeed, the cosine-amplitude Jacobi function presents only one positive maximum located at u = 0 [98, 99] , i.e. x max = F 0 /(F 0 + F 1 ), which implies that the optimal temperature field (defined in the spatial interval x ∈ [0, 1]) exhibits at most two possible typical behaviors, namely (i) a single-maximum profile for F 0 > 0, or (ii) a monotonously decreasing profile for F 0 < 0. The values of Q 1 and Q ⊥ where the crossover happens can be found by setting F 0 = 0 and F 1 = cn −1 (1/τ 0 ; k) on Eqs. (26) and (27) , and are a function of the modulus k ∈ [0, 1] and the external gradient parameter τ 0 . This condition defines a limiting curve in the Q 1 −Q ⊥ plane for each τ 0 separating both behaviors.
Interestingly, Eqs. (26)- (28) lead to a one-to-one correspondence between the set of physical variables (τ 0 , Q 1 , Q ⊥ ) and the parameters (k, F 0 , F 1 ). The Jacobicosinus function cn(u; k) defining the most probable temperature profile (25) is just a linear function of space, u = −F 0 + (F 1 + F 0 )x, with constants fixed by (τ 0 , Q 1 , Q ⊥ ), while the modulus k captures the particular functional dependence on u (e.g. cn(u; k = 0) = cos u while cn(u; k = 1) = sech u). In this way, the modulus k parametrizes in a natural way the topology of the optimal temperature field: all optimal profiles with the same modulus k share the same functional structure (after a linear transformation of the x-coordinate and a suitable amplitude factor). Therefore there exist a surface in (τ 0 , Q 1 , Q ⊥ )-space, defined by the constraint on constant k, whose optimal reduced temperature profiles follow the scaling function
(30) This defines a universal scaling behavior for the optimal temperature fields responsible for different current fluctuations in the quiescent incompressible fluid. Note in particular that the above scaling implies the existence of optimal profiles associated to different values of the external gradient parameter τ 0 = T 0 /T 1 with the same functional form. Fig. 1 shows an example of the surface of points (τ 0 , Q 1 , Q ⊥ ) having the same value of k = 0.9 and hence the same scaling behavior. We note that these surfaces are analytic at all points. Finally, one can define a stronger universal scaling by demanding that not only the modulus k is fixed, but also the slope F 0 + F 1 of the linear map in the scaling fundtion (30) . This aditional contraint defines a curve within the (τ 0 , Q 1 , Q ⊥ )-surface of constant-k along which the optimal temperature field for a heat current fluctuation has the same functional form except for a translation along the x-coordinate (see the black dashed line in Fig. 1 ).
The top row in Fig. 2 presents with black solid lines different families of current fluctuations which share the same scaling form of the optimal temperature field (i.e. have the same value of the modulus k) for different values of the external gradient parameter τ 0 . Note that these curves are parametrized by F 0 for each fixed τ 0 . Remarkably, we observe that all curves of current fluctuations converge to the stationary value (Q st 1 , Q st ⊥ ) = ((τ 0 − 1)/2, 0) when F 0 → −K(k), implying that around the nonequilibrium stationary state all family members have monotonous temperature profiles (F 0 < 0) and contribute to the fluctuating behavior of J's with a probability whose value will be study in the next section. In particular, we emphasize that all possible scaling structures of the optimal temperature profile are present when we consider infinitesimally small fluctuations around the steady state current, the dominant family being determined by the orientation of the infinitesimal current fluctuation vector.
Finally, we have also studied the convexity properties of the optimal temperature field by analyzing in detail the form of its second derivative, finding profiles with 0, 1 or 2 inflection points. This rich phenomenology is also displayed in Fig. 2 (top row) , where we show for varying τ 0 the regions corresponding to profiles with different numbers of inflection points (blue solid lines and numbers). In addition, the particular shape of the most probable temperature fields for different values of (τ 0 , Q 1 , Q ⊥ ) signaled with points in the upper panels is also shown, see bottom row in Fig. 2 . Important features to note here are the transition from monotonous to single-maximum profiles as the distance to the stationary state is increased (measured in terms of the current), as well as the change in the number of inflection points appearing in each one (identified with a dot). The evolution of the number of inflection points as we move away from the stationary current is non-trivial, and we notice the reentrant behavior of the curve delimiting the regime of current fluctuations whose optimal profiles have no inflection points. This reentrance changes as the external gradient parameter τ 0 is varied, disappearing for large enough τ 0 . It is also interesting to stress that the curves delimiting the number of inflection points intersect with the curves defining the different scaling profile families for constant k, see top panels in Fig. 2 , meaning that profiles within the same scaling family can exhibit a variable number of inflection points despite having the same overall functional form.
V. HEAT CURRENT STATISTICS
Once the optimal temperature profiles have been determined, we are in position to study in detail the probability density function P(J; t) of the fluid's empirical heat current J. As shown in Section II above, the pdf P(J; t) obeys a large deviation principle for long times of the form P(J; t) exp [−tΩG(J)], which defines the current LDF G(J). The MFT equations lead to a variational problem for G(J), which can be written in terms of the optimal temperature and current fields as shown in Eq. (20) . As a result, using the additivity principle [88] and taking into account the structure of the optimal temperature fields (25) and its relation with the optimal heat current (21), we arrive at the following expression for the current LDF (28)- (27) 
G(J)
written in terms of the parameters (k, F 0 , F 1 ) linked to the physical variables (τ 0 , Q 1 , Q ⊥ ) via Eqs. (26)- (28) . From this expression, it is easy to check that the Gallavotti-Cohen fluctuation theorem [58] [59] [60] [61] [62] [63] , relating the probability of an arbitrary current fluctuation J with its time-reversed current −J, holds in this case, namely
where =
x is the nonequilibrium driving force (withx the unit versor along the gradient direction), related to the rate of entropy production in the nonequilibrium fluid appearing as a consequence of the boundary temperature gradient. Moreover, the symmetry of the problem implies that the LDF also satisfies
To better understand the fluid's heat current statistics, it is interesting to analyze the behavior of G(J) in two oppossing limits, i.e. for small current fluctuations around the stationary state defined by J st = J st x = T 1 (τ 0 − 1)/2, J st ⊥ = 0 , and its behavior in the far tails of the distribution. In the first case, by expanding G(J) around J st keeping only up to second order contributions, the current LDF can be approximated by (see Appendix C):
2(τ 0 − 1)(4 + 7τ 0 + 4τ 
where we have introduced an excess reduced current vectorQ = (Q 1 ,Q ⊥ ), with the definitionsQ
and where
captures the Gaussian fluctuations around the steady state expected from the central limit theorem. In Fig. 3 we represent the exact G(J) of Eq. (31) (dark outer surface) for τ 0 = 2, together with the Gaussian part of the expansion (33), G gauss , (red inner surface). We stress here the non-gaussian, asymmetric structure of the exact G(J), which can be however approximated by a deformed Gaussian on both axis at least for moderate current fluctuations. The dominant corrections of the optimal reduced temperature field beyond the steady-state (linear) profile can be also computed to first order inQ, leading to
i.e. a polynomial deformation of the linear stationary profile.
We are also interested on the leading behavior of G(J) for currents far from stationary state behavior. This can be studied in detail by focusing on two different limits, namely (|J x | J st x , J ⊥ = 0) and (J x = 0, |J ⊥ | 0). The corresponding expansion is performed in Appendix C, and leads to
This implies in particular that large current fluctuations along the gradient direction decay exponentially in the current, rather than in a Gaussian manner as a naive central-limit analysis would suggest. More interestingly, the statistics of large current fluctuations orthogonal to the thermal gradient exhibit a remarkable logarithmic behavior, which makes these rare fluctuations much more probable than anticipated within the Gaussian approximation. This interesting behavior points out once again to the complex analytic behavior of the heat current LDF, in contrast with the apparent smooth and simple structure shown in Fig. 3 for moderate current fluctuations.
With the aim of computing the first few cumulants of the current distribution, we calculate now the scaled cumulant generating function (sCGF) µ(λ) of the current distribution, see Eq. (16) and Section II. Indeed, considering the form of G(J) near the stationary state, Eq. (33), and the Legendre duality between µ(λ) and G(J), Eq. (17), the sCGF can be expanded as
where we have decomposed λ = (λ 1 , λ ⊥ ) along the gradient (λ 1 ) and all orthogonal (λ ⊥ ) directions. We are now in position to compute the lower-order cumulants by differentiating with respect to the components of the λ-vector, see Eq. (18) . The first derivatives yield the steady state value of the current components, J x = J st x = (T 0 − T 1 )/2 and J α = 0, ∀α = x. The next few cumulants for arbitrary boundary temperatures T 0 and T 1 compatible with the perturbation expansions (τ 0 > 1) can be written as
where s ∈ [1, d] and α = β, with α, β ∈ [2, d] corresponding to any pair of different coordinates in the subspace orthogonal to x. Interestingly, remarkable relations between different cumulants can be now derived from (39) . In particular
Indeed, recalling the definition (11) of the empirical current vector J, these equations establish interesting and unforeseeing integral relations between different n-point correlators of the current field [39] for arbitrary values of the driving thermal baths T 0 and T 1 .
VI. CONCLUSSION
In summary, we have delved into the heat current statistics of an incompressible quiescent d-dimensional fluid subject to a boundary temperature gradient in one direction. This analysis has been carried out within the framework of fluctuating hydrodynamics, using tools borrowed from large deviation theory and macroscopic fluctuation theory. This framework provides powerful techniques to determine the full heat current probability distribution, based on the computation of the most probable trajectories and the current large deviation function. In this way, under the well-established additivity conjecture (which considers the optimal paths sustaining atypical values of the current to be time-independent), we have determined the explicit form of the most probable temperature fields. We have analyzed their topological properties as a function of the external baths temperatures (T 0 , T 1 ) and the desired empirical current J, defining different regimes where temperature profiles exhibit varying behaviors. Interestingly, our solution to the fluctuation problem shows that optimal temperature fields can be naturally classified in an infinite set of curves, each set sharing the same mathematical structure, parametrized in terms of the modulus k of a Jacobi inverse elliptic function.
Such characterization of the optimal temperature fields opens the door to the computation of the full heat current probability distribution, as codified in the current large deviation function. In particular, we have obtained the exact analytical form of the heat current LDF, analyzing its behavior both for small fluctuations around the nonequilibrium steady state, and in the far tails of the distribution. We observe that near the stationary state corrections to Gaussian behavior are small, and the heat current distribution can be well approximated by a deformed Gaussian along all directions. On the other hand, the behavior of current LDF for large values of the current is far more complex, pointing out to the intricateness of fluctuations far from equilibrium. In particular, we find remarkable logarithmic tails in the current LDF for large fluctuations orthogonal to the thermal gradient, showing that these fluctuations are far more probable than previously anticipated. Finally, reformulating the statistical problem in terms of the associated cumulant generating function, we have obtained analytic formulas for the first few cumulants of the heat current distribution. These results allow us to find remarkable new relations between some of this cumulants, which imply integral relations between different correlators of the heat current field. This finding opens the door to further experimental research to test these results, as the lower-order cumulants of the empirical heat current can be readily measured in actual experiments. the form
Proof: The additivity principle conjectures that the optimal path associated to a current fluctuation is timeindependent. Under this hypothesis, the set of coupled equations (19) derived in the main text transforms into
where
Writing equation (A4) in components and assuming the field ψ J to be twice continously differentiable in its spatial domain, the following general property can be proved in general [35, 36] :
being j J,γ the γ-component of the vector field j J (r), and ∂ γ the spatial derivative with respect to the coordinate x γ . Furthermore, one can easily realize that Eq. (A3), together with T J (r) = T J (x), leads to
with F (x) a function depending only on coordinate x. Therefore, assuming j J,x (r) = j J,x (x), we obtain from Eq. (A7) that j J,α = C α (x ⊥ )σ, where the α-subscript refer to all coordinates orthogonal to x, and C α (x ⊥ ) is a function depending (at most) on the orthogonal coordinates x ⊥ . Using this expression in Eqs. (A7), (A8) and (A5) we find
respectively, with R and W two constants. At this point, differentiating Eq. (A10) with respect to x β , and taking into account Eq. (A9), it can be shown that
Differentiating again with respect to x β and summing over all β-coordinates, together with Eq. (A9) and (A11), we arrive at
which implies that C β (x ⊥ ) should be a constant. As a result, the most probable current field is of the form j J (r) = (j J,x (x), C ⊥ σ) which, considering Eqs. (A5) and (A6), finally leads to (A2), as we want to proof. Note that in dimension d = 2 it can be proved that the optimal current field j J is of the form (A2) by only hypothesizing
our incompressible quiescent model fluid. For our particular model fluid, the optimal temperature field associated to a space$time-averaged heat current fluctuation J is the solution of the following differential equation (see main text)
with s = ±1 and where, for simplicity, we have fixed L = 1 without loss of generality. This expression can be rewritten in terms of the extrema T ± of the optimal temperature field, i.e. the zeros of the quartic polynomial
with the definition η ± = ±1/T 2 ± , such that
and we consider one of the η's constants fixed by boundary conditions. We can integrate Eq. (B2) between two arbitrary spatial points (x A , x B ) such that the slope sign s is conserved in the interval
It is now natural to transform eq. (B4) into a Jacobi's integral of the first kind F (θ; k) [98, 99] by doing the change of variables cos θ = √ η + T J , leading to
and where we have defined the modulas via k 2 = (1 + η + /η − ) −1 , and Q 1 = |J x |/T 1 . We can invert Eq. (B5) by using the relation cos θ = cn(F (θ; k); k)
which defines the cosine-amplitude Jacobi function cn(u; k) of modulus k [98, 99] , resulting in
with τ (x) = T J (x)/T 1 . Since the cn(u; k) function appearing in Eq. (B8) has a positive maximum and a negative minimum, and taking into account that τ (x) is defined positive, the optimal temperature field presents at most two possible behaviors, namely: (i) a monotonous decreasing profile or (ii) a single-maximum profile. We analyze next each case separatedly.
Monotonous profile
In this case, assuming without loss of generality that T 0 > T 1 , we have that s = −1 for all x ∈ [0, 1]. Therefore, considering Eq. (B8) with x A = 0 and x B = x, the optimal temperature field takes the form
with F 0,1 ≥ 0 two constants. In order to completely compute the temperature field T J (x) we need to fix the values of F 0 , F 1 and k through boundary conditions and the clausure equation
Indeed, taking into account the boundary conditions, both Eq. (B5) and the constraint τ (0) ≡ τ 0 = T 0 /T 1 lead to
respectively, and from (B10) we obtain
with Q ⊥ = |J ⊥ |/T 1 , and where
being am(u; k) the amplitude Jacobi function and E(θ; k) the Jacobi integral of the second kind [98, 99] . Remarkably, as a consequence of assuming τ 0 ≥ 1, we find that
with F 1 ≥ F 0 and K the Jacobi complete elliptic integral of the first kind (using the notation used by Gradshteyn & Ryzhik [98] ).
Single-maximum profile
In this case s = +1 for x ∈ [0, x * ] while s = −1 for x ∈ [x * , 1], being x * the maximum location where dτ (x)/dx| x=x * = 0. This maximum position can be obtained from Eq.(B8) by taking x A = 0, x B = x * and forcing the argument of cn(u; k) to be equal to zero, arrivieng at
In this way, the optimal temperature profile can be determined by considering Eq. (B8) both for x > x * and x < x * , resulting in
where the values of F 0 , F 1 ≥ 0 and k are fixed again by the boundary conditions and the clausure equation (B10), leading again to Eq. (B12) and
Interestingly, Eqs.(B16), (B17) and (B18) corresponding to the single-maximum case map onto Eqs. (B9), (B11) and (B13) corresponding to the monotonous behavior by changing F 0 → −F 0 ; this allows us to write both solutions in an unified way. In particular, from now on, given Q 1 , Q ⊥ and τ 0 fixed by boundary conditions and Eq. (B10), the values of F 0 , F 1 and k are determined from equations (B12), (B17) and (B18) with
with the different parameters (which depend on J) defined above.
Fluctuations around the stationary state
First, let us introduce the reduced current vector Q = (Q 1 , Q ⊥ ), with the definitions Q 1 ≡ |J x |/T 1 , Q ⊥ ≡ |J ⊥ |/T 1 . For a fixed k, it is easy to show that the convergence to the stationary value Q st = ((τ 0 − 1)/2, 0) takes place when F 0 → −K(k) (see Section IV in the main text). As a consequence, the behavior of the current LDF near the stationary state can be analyze by fixing F 0 = −K(k) + for small values of and any k-value. Expanding Eqs. (26) and (27) of the main text around = 0 we realize that they have the structureQ α = Q α − Q st α = a 0 2 (1 + a 1 2 + . . .), with α = 1, ⊥. It hence seems reasonable to parameterizeQ 1 = R sin θ andQ ⊥ = R cos θ and rewrite the expressions as functions of R and θ. Afterwards, we expandQ 1 /Q ⊥ = tan θ in terms of and look for the k-expansion on compatible with such expansion and whose coefficients are functions of tan θ. Then we substitute the k-expansion on theQ 1 expansion and invert the series to find 2 and k 2 as a series expansion on R. In particular, we find 
It is important to note that the expansions are well defined whenever R/(τ 0 − 1) < 1, implying the equilibrium limit (τ 0 → 1) is singular and cannot be studied by an analytical continuation of the nonequilibrium steady state using Eqs. (C2). Substituting these expansion on the expression for the current LDF we find G(Q) = 3(Q 
