The Lax integrability of a two-component polynomial Burgers type dynamical system is analyzed using a differentialalgebraic approach and its linear adjoint matrix Lax representation is constructed. A related recursive operator and an infinite hierarchy of nonlinear Lax integrable dynamical systems of the Burgers -Korteweg -de-Vries type are obtained by the gradient-holonomic technique. The corresponding Lax representations are presented.
Introduction.
Recently a great deal of research [16, 23, 24, 34, 37] has been devoted to classifying polynomial integrable dynamical systems on smooth functional manifolds. For example, in [37] one can find an extensive list of two-component polynomial dynamical systems of Burgers and Korteweg -de Vries type, which either reduce by means of a (in general nonlocal) change of variables to separable triangle Lax integrable forms or transform to completely linearizable flows. Amongst these systems, the authors of [37] singled out the following two-component Burgers type dynamical system on a smooth Schwartz type functional manifold M ⊂ C ∞ (R; R 2 ), where (u, v) ∈ M, the subscripts x and t denote, respectively, the partial derivatives with respect to the variables x ∈ R and t ∈ R + and t is the evolution parameter. Hereafter we will a priori assume that the dynamical system (1.1) possesses sufficiently smooth solutions in t ∈ R + , as it follows from the standard functional-analytic compactness principle considerations in [21] . It is mentioned in [37, p. 7706 ] that the Burgers type dynamical system (1.1) was extensively studied in [8, 22] , where ". . . the symmetry integrability of (1.1) as well as the existence of a recursive operator has already been demonstrated . . . " for it. The dynamical system (1.1) appears to have interesting applications, as its long-wave limit reduces to the well-known Leroux system [9, 38] , describing dynamical processes in two-component hydro-and lattice gas dynamics. As claimed in c D. BLACKMORE, A. K. PRYKARPATSKY, E.ÖZÇAG, K. SOLTANOV, 2015 [37, p. 7726] , the integrability of (1.1) still remains unproven, and having found no relevant new result in the literature, we have decided to resolve this open problem by means of a combination of the gradient-holonomic [1, 31] method, linear adjoint mapping [30] techniques and recently devised [2, 27, 28] differential-algebraic integrability tools. The following is our main result. and 
where the evolution parameters t n ∈ R + and
for all natural n ∈ N is the corresponding nonnegative degree polynomial part generated by the asymptotic local functional solution α n (x; λ) ∼
As a simple consequence of the Theorem 1.1 one finds that the Burgers type dynamical system (1.1) does not admit a Hamiltonian formulation on the functional manifold M, and the corresponding recursive operator
satisfying the determining commutator equation for the two-component Burgers type dynamical system (1.1), introduced in [8, 22] , cannot be factorized by compatible Poissonian structures, as they generally do not exist.
The scalar Lax representation (1.2) can be reduced by means of the nonlocal change of variables
and not depending on the parameter λ ∈ C\{0}. The above representation (1.5) can be easily generalized to the following higher order evolution equation case: 6) where n ∈ Z + . Making use of the above nonlocal change of variablesĝ =g exp(λ
x σ|N } , one can obtain a new infinite hierarchy of two-component Lax integrable polynomial Burgers type dynamical systems, generalizing those discussed in [35, 36] . For instance, when n = 3 we find the following dynamical Burgers type system of the third order:
where r :
, suitably determined by the relationship (1.4) at n = 2. Its scalar Lax representation is easily obtained from (1.2), (1.3) or from (1.6). The latter for n = 3 easily gives rise to the scalar Lax representation
which can be suitably extended by means of the related adjoint mapping to the matrix representation. 2. Differential-algebraic preliminaries. As our consideration of the integrability problem, discussed above, will be based on some differential-algebraic techniques, we need to include some additional differential-algebraic preliminaries [1, 11 -15] .
Take the ring K := R{{x, t}}, (x, t) ∈ R×(0, T ), of convergent germs of real-valued smooth functions from C ∞ (R 2 ; R) and construct the associated differential quotient ring K{u, v} := := Quot K[Θu, Θv] with respect to the functional variables u, v ∈ K, where Θ denotes [10, 11, 14, 17, 32] the standard monoid of all commuting differentiations D x and D t , satisfying the standard Leibnitz condition, and defined by the natural conditions Consider the ring K{u, v}, u, v ∈ K, and the exterior differentiation d :
, acting in the freely generated Grassmann algebras Λ(K{u, v}) = ⊕ p∈Z + Λ p (K{u, v}) over the field C, where
The triple A : =(K{u, v}, Λ(K{u, v}); d) will be called the Grassmann differential algebra with generatrices u, v ∈ K. In the algebra A, generated by u, v ∈ K, one naturally defines the action of differentiations D t , D x and ∂/∂u (j,k) , ∂/∂v (j,k) : A → A, j, k ∈ Z + , as follows:
where the sign ∧ denotes the standard [15] exterior multiplication in Λ(K{u, v}), and for any
is linear. Moreover, the commutation relationships
hold in the Grassmann differential algebra A. The following remark [14] is also important.
The variational derivative, or the functional gradient ∇P [u, v] ∈ Λ(K{u, v}) 2 with respect to the variables u, v ∈ K, is defined for any P [u, v] ∈ Λ(K{u, v}) by means of the following expression:
where a mapping
is the formal adjoint mapping for that of (2.2). This is intrinsically based on the following important lemma, stated for a special case in [10 -14, 26] .
1). Then the mapping
is a canonical isomorphism, where
the corresponding cohomology class of the Grassmann complex Λ(K{u, v}).
It is well known [32] that for the differential ring K{u, v} not all of the cohomology classes H j (A), j ∈ Z + , are trivial. Nonetheless, one can impose on the functions u, v ∈ K some additional restrictions, which will give rise to the condition H 1 (A) = 0, or equivalently to the relationship Ker ∇ = ImD x ⊕ ImD t ⊕ C. In addition, the following simple relationship holds:
Using Lemma 2.1 one can define the equivalence class A := A/{ImD x ⊕ ImD t ⊕ R} := := D(A; dxdt), whose elements will be called functionals; that is, any element γ ∈ D(A; dxdt)
can be represented as a suitably defined integral γ :
with respect to the Lebesgue measure dxdt on R 2 . Consider now our two-component dynamical system (1.1) as a polynomial differential constraint
imposed on the ring K{u, v}. The following definitions will be useful for our further analysis. Definition 2.1. Let the reduced ringK{u, v} := K{u, v}| Dt(u,v) =K [u,v] . Then the triple A := := (K{u, v}, Λ(K{u, v}), d) will be called a reduced Grassmann differential algebra over the reduced ringK{u, v}.
Definition 2.2. Any pair of elements
is called a scalar conserved quantity with respect to the differentiations D x and D t .
Using the differential-algebraic setting described above, one can naturally define the spaces of functionals D(A; dx) := A/{D x A} and D(A; dt) = A/{D t A} on the the reduced Grassmann differential algebra A. From the functional point of view these factor spaces D(A; dx) and D(A; dt) can be understood more classically as the corresponding spaces of suitably defined integral expressions subject to the measures dx and dt, respectively. Then the relationship (2.4) means that the functional
is a conserved quantity for the differentiation D t , and the functional
Since the differential relationship (2.3) naturally defines [14, 15] on the reduced ring K{u, v} a smooth vector field K : K{u, v} →T (K{u, v}), one can construct the corresponding Lie derivative L K : A → A along this vector field and calculate the differential Lax [20] expression
x σ|N } denotes some finitely extended differential ringK{u, v} and γ ∈ D(A; dx) is an arbitrary scalar conserved quantity with respect to the differentiation D t . The following classical Noether -Lax lemma [1, 20, 26, 31] , inverse to the Lax relationship (2.5), holds.
Lemma 2.2 (E. Noether -P. Lax). Let a quantity
is a scalar conserved quantity with respect to the differentiation D t .
Assume now that the nonlinear two-component polynomial dynamical system (2.3) has a nontrivial compatible differential Lax representation in the form
analytically depending on a parameter λ ∈ C, where q ∈ Z + \{0, 1} is finite. Then the following important proposition, based on the gradient-holonomic approach, devised in [1, 31] , holds. Proposition 2.1. The Lax integrable dynamical system (2.3) possesses a set (either finite or infinite) of naturally ordered functionally independent scalar conserved differential quantities 8) where the pairs
Proof. Assume that the Lax integrable dynamical system (2.3) has a set (either finite or infinite) of naturally ordered functionally independent scalar conserved differential quantities (2.
with a scalar analytical "dispersion" function ω(x, t; ·) : C → C determined for all (x, t) ∈ R×[0, T ), and the compatible local functional expansions Proposition 2.1 is proved. The analytical expressions for representation (2.9) and asymptotic expansions (2.10) for a Lax integrable dynamical system (2.3) follow readily from the general theory of asymptotic solutions [6, 33] to linear differential equations, applied to a linear differential system (2.7) and from the following important fact [1, 7, 25, 31] : The trace functional ∆[u, v; λ] := tr(F (x, t; λ)C(λ)F (x, t; λ)) ∈ ∈ Λ 0 K {u, v; D −1 x σ|N } with any constant matrix C(λ) ∈ End C q is for almost all λ ∈ C a conserved quantity with respect to both differentiations D t and D x , where F (x, t; λ) andF (x, t; λ), (x, t) ∈ R × R + , are, respectively, the fundamental solutions to the linear Lax equation
and its adjoint
where f (x, t; λ),f (x, t; λ) ∈ Λ 0 K {u, v; D −1 x σ|N } q . Consequently, the corresponding gradient
owing to Lemma 2.2, a priori satisfies the Lax equation (2.6). Having assumed that |λ| → ∞, from the asymptotic properties of linear equations (2.12) and (2.13) one obtains the result of Proposition 2.1.
Asymptotic, differential-algebraic and symplectic integrability analysis.
We shall now analyze the Lax integrability of the two-component polynomial Burgers type dynamical system (1.1). In view of the approach described above, it is necessary to prove to the Lax equation (2.6) has an asymptotic solution of the form (2.9) in
Concerning the dynamical system (1.1), the following proposition holds. Proposition 3.1. The Lax equation (2.6) with the differential matrix operator
possesses the asymptotic solution 
The solution (3.1) corresponds to the local conserved quantity ∆(λ) :
Proof. Assume that the Lax equation (2.6) possesses the asymptotic solution (2.9) as |λ| → ∞, where ω(x, t; λ) = −λx − λ 2 t,
and
ψ(x, t; λ) = (1, a(x, t; λ)) which reduces to an equivalent system of the differential-functional relationships
The coefficients of the corresponding asymptotic expansions
should satisfy two infinite hierarchies of recurrent relationships
compatible for all j ∈ Z + . It is easy to calculate from (3.4) the corresponding coefficients
and thereby conclude that only two functionals
are nontrivial conservation laws with respect to the differentiation D t , since all other functionals
are trivial in the ringK{u, v}. This also means that the gradient ϕ(x; λ) := grad dx(u + λ
2 satisfies the Lax equation (2.6) in the ringK{u, v} and thus it should coincide with the expression (3.3). As a result it is easy to show that
where the scalar invertible element g(x; λ) := exp 
Proof. It follows from Proposition 3.1 and recent results of [35] that one can apply to the twocomponent polynomial Burgers type dynamical system (1.1) the following generalized Hopf -Cole type linearizing transformation:
x σ|N } and, by construction, it should be set N = 2. Substituting (3.6) into (1.1), we obtain the system of linear equations
which clearly reduces to the following system of differential relationships:
upon making the change of variablesf :=g 1/2 ∈ Λ 0 K {u, v; D −1 x σ|N } . The system (3.8) can be specified further by making use of the substitutionf := f exp λx − λ −1 D −1
x v , which giving rise to the scalar operator Lax representation
compatible for all λ ∈ C\{0}. Now we proceed to the construction of a suitably linearly extended adjoint differential relationships [30] for the system of equations (3.9). Using the standard method, it is easy to show that the following linearly adjoint relationship, compatible with the second equation of (3.9), .9) is
The adjoint linear relationship compatible with the first equation of (3.9) is easily seen to be 12) and it is compatible with (3.11) for all λ ∈ C\{0}. It is now useful to rewrite equations (3.9), (3.11) and (3.12) as the following two equivalent matrix systems:
It follows from systems (3.13) and (3.14) that
Since the mutual compatibility condition of relationships (3.15) reduces to the expression
exactly coinciding with the first equation of the system (3.14), we now can interpret both systems (3.13) and (3.14) as the corresponding matrix Lax representation for the Burgers system (1.1). Theorem 3.1 is proved. The scalar representation (3.7) can be easily generalized to the following higher order evolution equation: 16) where n ∈ N\{1, 2},g ∈ Λ 0 K {u, v; D −1 x σ|N } and no a priori constraint is imposed on the function v ∈K{u, v}, except the functional dxv ∈ D(A; dx) has to be a conserved quantity with respect to the differentiation D t . Upon applying to (3.16) the nonlocal change of variables u := 2D x lnf [u, v; λ] forf ∈ Λ 0 K {u, v; D −1 x σ|N } , N = 2, one can obtain a new infinite hierarchy of two-component integrable polynomial Burgers type dynamical systems, generalizing the systems studied in [35, 36] . For instance, when n = 3, we find the following dynamical Burgers -Korteweg -de Vries type dynamical system of the third order: 17) where r[u, v] ∈K{u, v} is for the present an arbitrary element. To choose those for which the dynamical systems of type (3.17) will possess suitably extended matrix Lax representations, it is natural to take the first pair of Lax type equations (3.5)
, N = 2, and to supplement it by means of the following systems of evolution equations, naturally generalizing that of (3.14) with respect to the temporal parameters t n ∈ R:
which are, by construction, compatible for all λ ∈ C\{0} for a polynomial in λ, α n (x; λ) ∈K{u, v}, n ∈ N, satisfying the standard determining relationship
It is also easy to check that for n = 1 the choice α 1 (x; λ) = u + λ yields the Burgers dynamical system (1.1).
The general algebraic structure of the whole infinite hierarchy of resulting dynamical systems (3.18) can be easily extracted from the matrix spectral Lax pair (3.13) 19) which allows, by means of the gradient-holonomic scheme [1, 31] , to obtain the commutator equation
for the related "monodromy" matrix S := S(x; λ) ∈ sl(2; C). This leads to the resulting [25, 31] canonical differential relationships for the gradient
of the dynamical D x and D t -invariant trace functional tr S(x; λ) ∈ D(A; dx) : 20) where the component ϕ 1 ∈K{u, v} has the following differential-algebraic representation:
for some polynomial expression S 21 := S 21 (x; λ) ∈K{u, v}. The differential expressions (3.20) can be rewritten in the useful matrix form: 22) where the recursive operator Λ : T * (K{u, v}) → T (K{u, v}) satisfies the determining operator equation
which follows directly from the Noether -Lax condition (2.6) and the adjoint linear spectral relationship (3.22) . Recall now that our Burgers type dynamical system (1.1) possesses only two conservations laws:
. This means that the expression (3.21) exactly equals
should be satisfied for some element S 21 (x; λ) ∈ Λ 0 (K{u, v}) and all λ ∈ C\{0}. The following proposition characterizes asymptotic solutions to (3.23) as |λ| → ∞ and their relationships to the generalized dynamical systems (3.18). for any n ∈ Z + . Proof. Taking into account that the whole hierarchy of the generalized Burgers dynamical systems (3.18) can be represented in the recursive form
we can rewrite it as
Here α n (x; λ) := (λ n α(x; λ)) + is the corresponding nonnegative degree polynomial part generated by the asymptotic solution α(x; λ) ∼ 25) which is equivalent to the dual to (3.22) symmetry relationship
with the generalized symmetry of the flow (1.1)
The observation that the differential functional equation ( and with the Broer -Kaup -Kupershmidt (at µ = 1) u t = −uu x + u xx − h x , h t = −(uh) x − h xx (3.27) hydrodynamic systems, whose integrability and soliton-like solutions were studied in [4, 18, 19, 31] . The related multicomponent "dark"-type extensions of (3.26) and (3.27) were recently constructed in [5] . Theorem 1.1 also implies that the Burgers type dynamical system (1.1) does not admit a Hamiltonian formulation on the functional manifold M. This means that the recursive operator (3.22) constructed above and earlier in [8, 22] for the two-component Burgers type dynamical system (1.1) is not factorizable by means of suitably defined compatible Poissonian structures, as they on the whole, do not exist. This is strongly related to the fact that the dynamical system (1.1) does not possess an infinite hierarchy of local conservation laws, whose existence yields such a factorization. Nonetheless, similar to the situation in [35] , if one shows that the Burgers type dynamical system (1.1) does possess another infinite hierarchy of nonlocal conservation laws, then to some degree the symmetry recursive operator (3.24) will already be factorized by means of the constructed Poissonian structures. But to our knowledge, this remains an open problem.
Conclusion.
Employing mainly the differential-algebraic approach [1, 27, 28, 31, 35] for testing the Lax integrability of nonlinear dynamical systems on functional manifolds, we proved that the two-component polynomial Burgers type dynamical system (1.1) has an adjoint matrix Lax representation and a corresponding recursive operator, which does not allow a bi-Poissonian factorization and so only makes it possible to construct two local conserved quantities. The problem of constructing a generalized bi-Poissonian factorization of a suitably powered recursive operator, similar to that in [35] , is left for future analysis. Thus, the differential-algebraic approach, together with considerations based on the symplectic geometry, can serve as a simple, effective tool for analyzing the Lax integrability of a wide class of polynomial nonlinear dynamical systems on functional manifolds. Moreover, as was recently demonstrated in [29] , this approach also appears to be useful in the case of nonlocal polynomial dynamical systems.
