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Many-body-localized (MBL) systems do not thermalize under their intrinsic dynamics. The ather-
mality of MBL, we propose, can be harnessed for thermodynamic tasks. We illustrate by formulating
an Otto engine cycle for a quantum many-body system. The system is ramped between a strongly
localized MBL regime and a thermal (or weakly localized) regime. MBL systems’ energy-level cor-
relations differ from thermal systems’. This discrepancy enhances the engine’s reliability, suppresses
worst-case trials, and enables mesoscale engines to run in parallel in the thermodynamic limit. We
estimate analytically and calculate numerically the engine’s efficiency and per-cycle power. The ef-
ficiency mirrors the efficiency of the conventional thermodynamic Otto engine. The per-cycle power
scales linearly with the system size and inverse-exponentially with a localization length. This work
introduces a thermodynamic lens onto MBL, which, having been studied much recently, can now be
applied in thermodynamic tasks.
Many-body localization (MBL) is a phase in which
isolated quantum systems do not internally thermal-
ize. MBL systems are sometimes regarded as integrable:
They have nearly spatially local integrals of motion.
These conserved quantities retain information about ini-
tial conditions for long times. For example, initially
nonuniform density profiles remain nonuniform indefi-
nitely [1]. This retention of information has been realized
experimentally [2]. Applications include quantum mem-
ories [3].
Under the dynamics of “thermalizing” isolated quan-
tum systems, in contrast, particles and quantum informa-
tion spread out. Such systems obey the Eigenstate Ther-
malization Hypothesis (ETH) [4–6]. Local operators’ ex-
pectation values quickly approach equilibrium expecta-
tion values. Local subsystems occupy states represented
by equilibrium density matrices.
So far, MBL has been described with quantum statisti-
cal mechanics. But MBL systems behave athermally, and
athermality facilitates thermodynamic tasks. Consider a
cold bath in a hot environment. The cold bath is ather-
mal with respect to the ambient temperature. An agent
can connect the baths and extract work from the heat
flow. This work can be stored in a battery1 or applied
in useful tasks, like the lifting of weights or the powering
of cars. More generally, athermal systems serve as ther-
modynamic resources [7–18]. Since MBL systems behave
athermally, one might expect MBL to have thermody-
namic applications.
We illustrate a thermodynamic use of MBL: We for-
mulate, analyze, and numerically simulate an Otto en-
gine cycle for a quantum many-body system that has
1 More precisely, one can store energy that can be reliably re-
trieved and converted into work. We abbreviate “the capacity to
perform work” as “work,” for conciseness.
an MBL phase. The main idea is sketched in Fig. 1.
This application unites the growing fields of quantum
thermal machines [19–30] and MBL [3, 31–35]. Ev-
idence of MBL, much firm and some tentative, has
been observed recently [2, 36–42]. We suggest how
such realizations may be harnessed in technologies. The
MBL Otto cycle poses a near-term challenge for cold-
atom [2, 36, 38, 39, 42]; nitrogen-vacancy-center [40];
trapped-ion [41]; and doped-semiconductor [43] experi-
ments.
Our engine benefits from spectral-correlation proper-
ties that distinguish MBL from thermal systems [35, 44].
We illustrate this distinction with the energies of a meso-
scopic interacting quantum system. Consider, for exam-
ple, a chain of 15 spins. Such a system has many degrees
of freedom. The energies’ discreteness remains resolvable,
though. Consider the gaps between neighboring energies
that lie far from the energy band’s edges. A gap dis-
tribution P (δ) encodes the frequency with which size-δ
gaps appear (equivalently, encodes the probability that
any given gap has size δ). The MBL gap distribution dif-
fers from an ETH system’s gap distribution: Small and
large gaps appear more in MBL spectra [45].
Let us introduce the MBL and ETH distributions in
greater detail. Let 〈δ〉E denote the average gap at the
energy E. MBL gaps approximately obey Poisson statis-
tics [32]: P
(E)
MBL(δ) ≈ 1〈δ〉E e
−δ/〈δ〉E . (Though the right-
hand side is not a Poisson distribution, it is derived from
a Poisson distribution.) Any given gap has a decent
chance of being small: As δ → 0, P (E)MBL(δ) → 1〈δ〉E > 0.
Neighboring energies have finite probabilities of lying
close together. MBL systems’ energies do not “repel”
each other.
Thermal systems’ energies repel. The energies obey
level statistics like those of random matrices drawn from
the Gaussian Orthogonal Ensemble (GOE): P
(E)
GOE(δ) ≈
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FIG. 1: Schematic of many-body-localized (MBL)
engine: We formulate an Otto engine cycle for a
many-body quantum system that exhibits an MBL phase.
Platforms that exhibit MBL include spin chains (illustrated
by the green dots and black arrows). A random disorder
potential (the jagged red line) localizes the particles.
Particles interact and hop between sites (as suggested by the
horizontal red arrows). Strengthening the interactions and
the hopping transitions the system from strong localization
to a reference “thermal” phase (or to weak localization).
The engine thermalizes with a hot bath (represented by the
flames) and with a cold bath (represented by an ice cube).
The cold bath has a small bandwidth Wb, to take advantage
of small energy gaps’ greater prevalence in the highly
localized regime.
pi
2
δ
〈δ〉2E
e−
pi
4 δ
2/〈δ〉2E [32]. Unlike in MBL spectra, small gaps
rarely appear: As δ → 0, P (E)GOE(δ)→ 0.
This discrepancy between thermal level repulsion and
MBL gap statistics enhances our quantum many-body
engine. Until now, thermal density matrices have been
regarded as thermodynamic resources [7–18]. Also ather-
mal energy-gap statistics, we show, offer thermodynamic
advantages. Athermal gap statistics improve our engine’s
reliability: The amount W of work extracted by our en-
gine fluctuates relatively little from successful trial to suc-
cessful trial. Athermal statistics also lower the probabil-
ity of worst-case trials, in which the engine outputs net
negative work, Wtot < 0.
Furthermore, our engine scales robustly due to two
properties of MBL systems. First, information and en-
ergy remain frozen, or propagate slowly, in the MBL
phase. Even in the thermodynamic limit, an MBL system
behaves like an ensemble of mesoscale quantum systems.
Mesoscale “subengines” can run in parallel in different
regions of our MBL system, interacting little.
Second, consider the local operators that act nontriv-
ially on a mesoscale subengine. Consider probing such an
operator’s spectrum in a finite amount of time. The spec-
trum retains sharp lines, as in small systems, rather than
forming a broad continuum, as in large thermal systems.
This local notion of level statistics imbues subengines
with the gap statistics of mesoscale MBL systems. Even
in the thermodynamic limit, subengines can take advan-
tage of the athermality of mesoscale MBL systems’ gap
distributions.
The paper is organized as follows. Section I contains
background about the thermodynamic Otto cycle, the
quantum Otto cycle, and quantum work and heat. We
construct the MBL Otto engine in three steps in Sec. II.
In Sec. II A, we introduce the basic idea via a qubit
(two-level quantum system). In Sec. II B, we scale up
to a mesoscopic engine. This engine has many energy
levels but remains outside the thermodynamic limit. We
calculate the mesoscopic engine’s per-cycle power and ef-
ficiency. In Sec. II C, we divide a macroscopic MBL sys-
tem into regions effectively isolated from each other. The
regions form subengines run in parallel. Our estimates
are tested, in Sec. III, against numerical simulations on
disordered spin chains. In Sec. IV, we estimate the order
of magnitude of a localized semiconductor engine’s power
and power density, applying data from experimental liter-
ature. We compare the localized engine with competitors
in Sections IV and V. The Supplemental Material con-
tains background information, intuitive examples, and
calculations.
I. THERMODYNAMIC BACKGROUND
First, we briefly review the thermodynamic and quan-
tum Otto cycles. Details appear in App. A. Next, we re-
view definitions of quantum work and heat. Appendix B
and [46] contain elaborations.
The conventional thermodynamic Otto engine consists
of a classical ideal gas [47]. Let γ := CPCv denote a ratio of
the gas’s constant-pressure and constant-volume specific
heats. The Otto cycle consists of four strokes, two isen-
tropic (constant-entropy) and two isochoric (constant-
volume). During each isentropic stroke, the gas’s volume
is tuned between values V1 and V2. If V1 > V2, the frac-
tion r := V1V2 is called the compression ratio. During each
isochoric stroke, the gas’s temperature changes between
values T1 and T2.
Thermodynamic engines’ efficiencies are defined as
η :=
Wtot
Qin
. (1)
The net work extracted per cycle is denoted by Wtot. Qin
denotes the heat absorbed during the stroke during which
the engine absorbs a positive amount of heat, Qin > 0.
The Otto engine operates at the efficiency [47]
ηOtto = 1− r1−γ < ηCarnot . (2)
The Carnot efficiency—the upper bound on the efficiency
of every thermodynamic engine that involves just two
heat baths—is denoted by ηCarnot .
Otto cycles have been formulated for quantum systems
such as oscillators [20, 28, 46, 48–52]. The quantum har-
3monic oscillator’s (QHO’s) gap plays the role of the clas-
sical engine’s volume. Let ω and Ω > ω denote the values
between which the natural frequency is tuned. The ideal
QHO Otto cycle operates at the efficiency
ηQHO = 1− ω
Ω
. (3)
This oscillator informs the qubit toy model for our MBL
Otto cycle.
We define work and heat as in many quantum-
thermodynamics settings [46]:
W :=
∫ τ
0
dt Tr
(
ρ
dH
dt
)
, and (4)
Q :=
∫ τ
0
dt Tr
(
dρ
dt
H
)
. (5)
This Q definition is narrower than the definition preva-
lent in the MBL literature [53–55]: According to Eq. (4),
all energy exchanged during unitary evolution counts as
work.
II. INTRODUCING THE MBL OTTO CYCLE
We introduce the MBL Otto cycle in three steps: A
qubit toy model illustrates the basic physics. A mesoscale
engine is tuned between ETH and MBL phases. Paral-
lelizing mesoscale subengines enables the cycle to oper-
ate in the thermodynamic limit. Figure 2 illustrates how
the mesoscale engine outputs work. Table I summarizes
parameters that characterize the mesoscale and macro-
scopic MBL engines.
II A. Qubit toy model
A qubit illustrates the MBL Otto engine’s basic
physics. We overview a simplified model here. Gener-
alizations to more levels and to finite-temperature baths
appear in App. C.
The system evolves under a time-varying Hamiltonian
Hqubit(t) := (1− αt)h · σ + αth′ · σ . (6)
The three-dimensional vectors h and h′ represent exter-
nal fields. The components of σ = σx xˆ + σy yˆ + σz zˆ
are the Pauli matrices. αt denotes a parameter tuned
between 0 and 1.
The engine undergoes the following cycle. The engine
begins in thermal equilibrium with a heat bath at temper-
ature TH ≡ 1βH . (We set Boltzmann’s constant to one.)
During stroke 1, the engine is thermally isolated, and
αt is tuned from 0 to 1. Unless h and h
′ are parallel,
Hqubit(t) remains nondegenerate, and the energy eigen-
states’ forms change. That is, let {|z+〉, |z−〉} denote
the σz eigenbasis. Let |E(j)t 〉 = c(j)+ (t)|z+〉 + c(j)− (t)|z−〉
denote the jth energy eigenstate at time t, for j = 1, 2.
• Cold isochore
Hamiltonian 
[Hmeso(t)] 
• Isentrope
• Isentrope
• Hot isochore
ETH 
(“thermal”) MBL
Energy (Et)
• W1 > 0
• W3 > 0
• Q4 > 0
• Heat -Q2 > 0 
leaves the  
engine.
• Stroke 1
• Stroke 2
• Stroke 3
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FIG. 2: Otto engine cycle for a mesoscale
many-body-localized (MBL) system: Two energies in
the many-body spectrum capture the cycle’s basic physics.
The engine can be regarded as beginning each trial in an
energy eigenstate drawn from a Gibbs distribution. Let the
red dot denote the engine’s starting state in some trial of
interest. The cycle consists of four strokes: During stroke 1,
the Hamiltonian Hmeso(t) is tuned from “thermal” (obeying
the Eigenstate Thermalization Hypothesis, or ETH) to
MBL. During stroke 2, the engine thermalizes with a cold
bath. Hmeso(t) returns from MBL to thermal during stroke
3. Stroke 4 resets the engine, which thermalizes with a hot
bath. The tunings (strokes 1 and 3) map onto the
thermodynamic Otto cycle’s isentropes. The thermalizations
(strokes 2 and 4) map onto isochores. The engine outputs
work W1 and W3 during the tunings and absorbs heat Q2
and Q4 during thermalizations. The engine benefits from
the discrepancy between MBL and thermal gap statistics:
Energies have a greater probability of lying close together in
the MBL phase than in the thermal phase. This discrepancy
leads the engine to “slide down” the lines that represent
tunings. During downward slides, the engine loses energy
outputted as work.
The complex coefficients c
(j)
± (t) change with time. This
change distinguishes our qubit Otto engine from conven-
tional qubit Otto engines, whose energy eigenbases re-
main constant [28]. During stroke 2, the engine thermal-
izes with a cold bath at a temperature 1βC ≡ TC < TH.
During stroke 3, the engine is thermally isolated, and αt
is returned from 1 to 0. During stroke 4, the engine ther-
malizes with the temperature-TH hot bath. This ther-
malization returns the engine to its initial state.
To supply intuition, we make three simplifying as-
sumptions. First, we specialize to TH = ∞ and TC = 0.
(We lift this assumption in App. C.) Second, we assume
that the stroke-1 and stroke-3 evolutions satisfy the quan-
tum adiabatic theorem. Hqubit(t) is tuned slowly enough
that the state’s form remains constant as a function of the
instantaneous energy eigenstates |E(j)t 〉. Third, we sup-
pose that h = δGOE2 xˆ, h
′ = δMBL2 zˆ, and δGOE  δMBL.
4The Hamiltonian assumes the form
Hqubit(t) = (1− αt) δGOE
2
σx + αt
δMBL
2
σz . (7)
The gaps’ labels are suggestive: A qubit, having only one
gap, obeys neither GOE nor MBL gap statistics. But,
when large, the qubit gap apes a typical GOE gap; and,
when small, the qubit gap apes a useful MBL gap. This
mimicry illustrates how the mesoscopic engine benefits
from the greater prevalence of small gaps in MBL spectra
than in GOE spectra.
We define as work the energy exchanged during the
adiabatic strokes (1 and 3). We define as heat the en-
ergy exchanged during the thermalizations (strokes 2 and
4). These definitions are consistent with the quantum-
thermodynamics definitions for W and Q in Eqs. (4)
and (5).
Let us analyze the simplified cycle more quantitatively.
The system begins at TH = ∞, with zero average en-
ergy. Stroke 1 preserves the distribution of the engine’s
weights across the levels. Stroke 2 cools the engine to its
ground state. Heat dissipates into the cold bath, drop-
ping the engine’s energy to − δMBL2 . The energy drops to
− δGOE2 during stroke 3. During stroke 4, the engine’s av-
erage energy is reset to 0. The engine absorbs an amount
〈Q4〉 = δGOE2 of heat, on average.
This model’s efficiency and per-cycle power can be cal-
culated easily. The per-cycle power (the average work
outputted per cycle) is 〈Wtot〉 = 12 (δGOE − δMBL). The
efficiency is ηqubit :=
〈Wtot〉
〈Q4〉 = 1− δMBLδGOE . This efficiency is
essentially equivalent to the efficiency ηOtto of a thermo-
dynamic Otto engine, Eq. (2). An agent operating the
qubit engine chooses a gap ratio δMBLδGOE . An agent oper-
ating the thermodynamic engine chooses a compression
ratio r := V1V2 . For the MBL agent’s chosen
δMBL
δGOE
, and for
a fixed specific-heat ratio γ, there exists a compression
ratio r =
(
δMBL
δGOE
) 1
1−γ
such that ηOtto ≈ ηqubit. The toy-
MBL qubit engine shares its efficiency also with a QHO
Otto engine tuned between frequencies ω = δMBL and
Ω = δGOE [Eq. (3)]: ηqubit = ηQHO. The toy-MBL qubit
engine, however, scales to large system sizes, as explained
in the following two sections.
II B. Level-statistics engine for a mesoscale system
The qubit engine encapsulates the basic physics of a
mesoscale Otto engine tuned between MBL and ETH
phases. The mesoscale engine is a one-dimensional (1D)
system of N sites, wherein N is on the order of 10. We
detail the set-up and cycle, then analyze the engine qual-
itatively and quantitatively. This engine will model one
region in a thermodynamically large MBL engine.
This section is organized as follows. We introduce the
set-up in Sec. II B 1. Section II B 2 overviews the cycle
qualitatively; and Sec. II B 3, quantitatively. We present
the per-trial power 〈Wtot〉, the efficiency ηMBL, and work
costs 〈Wdiab〉 of undesirable diabatic transitions.
II B 1. Set-up for the mesoscale MBL engine
The mesoscopic engine evolves under the Hamiltonian
Hmeso(t) :=
E
Q(αt)
[(1− αt)HGOE + αtHMBL] . (8)
The unit of energy, or average energy density per site,
is denoted by E . HGOE denotes a random Hamiltonian
whose gaps δ are distributed according to GOE statistics,
P
(E)
GOE(δ). HMBL denotes a Hamiltonian whose gaps are
distributed according to P
(E)
MBL(δ). We illustrate HGOE
andHMBL with a disordered Heisenberg model in Sec. III.
There, HGOE and HMBL differ only in the ratio
E
Eh of the
hopping frequency to the disorder strength. Whether the
results extend to more-general HGOE’s and HMBL’s, we
leave as an open question.
The initialization, tunings, and thermalizations pro-
ceed as in the qubit cycle. However, the cold bath’s
bandwidth is now restricted, as detailed below. Tun-
ing the parameter αt between 0 and 1 tunes the engine
between ETH and MBL phases.
Let 〈δ〉 denote the average gap. (See App. D 2 for
a technical definition.) Q(αt) denotes a normalization
factor that keeps 〈δ〉 constant. 〈δ〉 need not remain con-
stant for our engine to work. Rather, the constancy of 〈δ〉
serves as a bookkeeping device used to highlight the role
of level statistics. Imagine removing Q(αt) from Eq. (8).
One could increase αt—could tune the Hamiltonian from
ETH to MBL [35]—by strengthening a disorder poten-
tial. This strengthening would expand the energy band.
Tuning from MBL to ETH would compress the band. Ex-
panding and compressing would generate an accordion-
like motion. By interspersing the accordion motion with
thermalizations, one could extract work. Such an en-
gine would benefit little from properties of MBL, whose
thermodynamic benefits we wish to highlight. Hence
we “zero out” the accordion-like motion, by fixing 〈δ〉
through Q(αt). Section III details how we define Q(αt)
in numerical simulations. We compare the MBL engine
with the accordion-bandwidth engine in Sec. V.
The key distinction between GOE and Poisson (MBL)
level statistics is that anomalously small gaps (and
anomalously large gaps) have higher probabilities of ap-
pearing in Poisson spectra. Level statistics are reviewed
in App. D. A toy model, introduced here and detailed in
App. E, illuminates the level statistics’ physical origin:
An MBL system can be modeled as a set of noninteract-
ing qubits [34]. Let gj denote the j
th qubit’s gap. Two
qubits, j and j′, may have nearly equal gaps: gj ≈ gj′ .
The difference |gj − gj′ | equals a gap in the many-body
energy spectrum. Consider tuning the Hamiltonian from
MBL to ETH. Qubits come to interact. Interactions
widen gaps. The GOE spectrum therefore has fewer
small gaps than the MBL spectrum has.
5Symbol Significance
N Number of sites per mesoscale engine (in Sec. II B) or per mesoscale subengine
(in the macroscopic engine, in Sec. II C). Chosen, in the latter case, to equal ξ>.
N Dimensionality of one mesoscale (sub)engine’s Hilbert space.
E Unit of energy, average energy density per site.
Hamiltonian parameter tuned from 0 (at which point the engine obeys the ETH, if mesoscopic,
αt or is shallowly localized, if macroscopic) to 1 (at which point the engine is MBL, if mesoscopic,
or deeply localized, if macroscopic).
〈δ〉 Average gap in the energy spectrum of a length-N MBL system.
Wb Bandwidth of the cold bath. Is small: Wb  〈δ〉.
βH = 1/TH Inverse temperature of the hot bath.
βC = 1/TC Inverse temperature of the cold bath.
δ− Level-repulsion scale of a length-N MBL system. Minimal size reasonably attributable to any
energy gap. Smallest gap size at which a Poissonian approximates the MBL gap distribution well.
v Speed at which the Hamiltonian is tuned. Has dimensions of 1/Time2.
ξ> Localization length of the macroscopic MBL engine in its shallowly localized phase.
ξ< Localization length of the macroscopic MBL engine in its deeply localized phase. Satisfies ξ< < ξ>.
Xmacro Characteristic X of the macroscopic MBL engine (e.g., X = N, 〈δ〉).
g Strength of coupling between engine and cold bath.
τcycle Time required to implement one cycle.
〈δ〉(L) Average energy gap of a length-L MBL system.
TABLE I: Often-used parameters that characterize the mesoscopic and macroscopic MBL engines: Introduced
in Sections II B and II C. Boltzmann’s constant is set to one: kB = 1.
We take advantage of the phases’ distinct level statis-
tics using a small-bandwidth cold bath. Recall the
qubit engine of Sec. II A: The qubit engine outputs net
positive work because δMBL, the gap down which cold
thermalization drops the engine, is smaller than δGOE,
the gap up which hot thermalization raises the engine:
δMBL < δGOE. Like the qubit engine, the mesoscopic en-
gine must cold-thermalize across just small gaps. The av-
erage gap must upper-bound the cold bath’s bandwidth,
Wb: Wb  〈δ〉. This bath can thermalize only energy
levels separated by anomalously small gaps [56–58]. Such
gaps appear more in MBL spectra than in GOE spectra.
Applying level statistics requires one more subtlety:
Suppose that the Hamiltonian Hmeso(t) conserves par-
ticle number. The engine state ρ(t) must occupy one
particle-number sector and must remain in that sector
throughout the cycle. The reason is a lack of repulsion
between GOE energies not in the same particle-number
sector (App. F). ρ(t) occupies a Hilbert space of dimen-
sionality N ∼ 2N . Our numerical simulations take place
at half-filling.
II B 2. Qualitative analysis of the mesoscale engine
Figure 2 illustrates a “successful,” or positive-work-
outputting, trial. The engine begins in the thermal
state ρ(0) = e−βHHGOE/Z. The partition function Z :=
Tr
(
e−βHHGOE
)
normalizes the state. ρ(0) admits of an
ensemble interpretation: We can regard the engine as
beginning each trial in one energy level. The engine’s
probability of beginning any given trial with energy Ej
equals e−βHEj/Z. Averaging over trials involves an aver-
age with respect to ρ(0).
During stroke 1, Hmeso(t) is tuned from HGOE to
HMBL. We approximate the tuning as quantum-
adiabatic. (Later, we calculate diabatic corrections
to adiabatic results.) Stroke 2—cold thermalization—
depends on the gap δ′j between the j
th and (j − 1)th
MBL levels. This gap typically exceeds Wb. If it does,
the cold bath does not change the engine’s energy. Zero
net work is extracted during the cycle: Wtot = 0. With
some small probability ∼ Wb〈δ〉 ,2 the gap is small enough
to thermalize: δ′j < Wb. In these cases, the cold bath
drops the engine to level j − 1. Stroke 3 brings the en-
gine to level j − 1 of HGOE. The gap δj between the
(j−1)th and jth HGOE levels is typically 〈δ〉 Wb. The
engine therefore outputs net positive work: Wtot > 0.
Hot thermalization (stroke 4) returns the engine to ρ(0).
2 This expression is derived in Sec. II B 3.
6II B 3. Quantitative analysis of the mesoscale engine
We focus on the regime in which TC Wb  〈δ〉 and√
N βHE  1. The mesoscale engine resembles a qubit
engine whose state and gaps are averaged over. The gaps,
δj and δ
′
j , obey the distributions P
(E)
GOE(δj) and P
(E)
MBL(δ
′
j).
Correlations between the HGOE and HMBL spectra can
be neglected. Therefore, the gap distributions can be av-
eraged over independently. The calculations are detailed
in App. G. We initially assume, for simplicity, that the
tunings proceed quantum-adiabatically. Diabatic correc-
tions are calculated in App. G 8. The calculational ap-
pendix may interest readers not only as a means to the
end of assessing the engine. Appendix G also introduces
and illustrates techniques for many-body calculations of
quantities, such as thermodynamic work, not calculated
for MBL before, to our knowledge. The present section
highlights results: the average per-cycle power 〈Wtot〉
and the efficiency ηMBL.
On average, the mesoscopic MBL engine outputs an
amount
〈Wtot〉 ≈Wb − 2 ln 2
βC
(9)
of work per trial. This per-cycle power scales with the
system size N as Wb  〈δ〉 ∼ effective bandwidth# energy eigenstates ∼
E√N
N ∼ E
√
N
2N
. (Why 〈δ〉 scales as E
√
N
N is explained in
App. D.)
We can understand physically why Wb dominates
Eq. (9). Suppose, for simplicity, that TC = 0 and
TH =∞. In successful trials, the engine traverses a trape-
zoid clockwise, as in Fig. 2. In each such trial, the engine
outputs Wtot ≈ (length of trapezoid’s left-hand leg) −
(length of right-hand leg) ≈ (length of left-hand leg) ≈
〈δ〉. Which fraction of the trials is successful?
The engine has a probability
∫Wb
0
dδ′ PMBL(δ′) ≈
1
〈δ〉
∫Wb
0
dδ′ e−δ
′/〈δ〉 ≈ 1〈δ〉
∫Wb
0
dδ′ ≈ Wb〈δ〉 of occupying a
trapezoid whose MBL-side gap is smaller than Wb. The
average work extracted is ≈ 〈δ〉 · Wb〈δ〉 = Wb.
The leading temperature-dependent correction in
Eq. (9), − 2 ln 2βC , penalizes an agent who uses a subop-
timal cold bath. The warmer an engine’s cold bath, the
less work one expects the engine to output. Indeed,
the greater TC =
1
βC
, the more − 2 ln 2βC detracts from
〈Wtot〉 . The penalty is smaller than the leading-order
〈Wtot〉 term, since TC Wb .
Like a warm cold bath (TC > 0), a lukewarm hot bath
(TH <∞) limits the per-cycle power. The βH correction
is smaller than the terms in Eq. (9)—smaller even than
the next-biggest βH-independent corrections, whose cal-
culation and inclusion would be impractical. We there-
fore omitted the βH correction from Eq. (9) to maintain
order-of-magnitude consistency. The βH correction de-
pends on the density of states. The leading-order term
has the form −(positive constant)N(βHE)2 . The cooler
the hot bath, the lower TH is, the greater βH is, and the
more work the correction shaves off from 〈Wtot〉 .
Like power, efficiency quantifies an engine’s perfor-
mance. The mesoscale engine operates at the efficiency
ηMBL ≈ 1− Wb
2 〈δ〉 . (10)
The imperfection is small, Wb2〈δ〉  1, because the cold
bath has a small bandwidth. Like the qubit-engine ef-
ficiency ηqubit, ηMBL is essentially equivalent to ηOtto,
a thermodynamic Otto engine’s efficiency. For every
choice of Wb and 〈δ〉  Wb , and for every ideal-gas
heat-capacity ratio γ = CPCv , there exists a compression
ratio r = V1V2 such that an ideal-gas Otto engine, com-
pressed between V1 and V2, operates at the efficiency
ηOtto = 1− r1−γ ≈ ηMBL .
ηMBL is comparable not only to ηOtto, but also to
ηQHO. The quantum-harmonic-oscillator Otto engine’s
efficiency was introduced in Eq. (3): ηQHO = 1−ωΩ . Imag-
ine operating an ensemble of QHO engines indexed by j.
Suppose that the jth QHO’s gap is tuned between Ωj
and ωj . [Planck’s reduced constant equals one through-
out this paper, ~ = 1, except in order-of-magnitude esti-
mates (Sec. IV).] Let the ETH-like gap Ωj be distributed
according to PGOE(Ωj) =
pi
2
Ωj
〈δ〉2 exp
(
−pi4 [Ωj ]2
)
. (We
approximate the gap distributions as independent of
the energy E for simplicity.) The average large gap is
〈Ωj〉 = 〈δ〉 , by design. Let the MBL-like gap ωj be dis-
tributed according to PMBL(ωj) =
1
〈δ〉 e
−ωj/〈δ〉 . This gap
has a probability
∫Wb
0
dωjPMBL(ωj) ≈
∫Wb
0
dωj
1
〈δ〉 =
Wb
〈δ〉
of being small, i.e., of lying between 0 and Wb. The aver-
age MBL-like gap ωj , conditioned on ωj ’s being small, is
〈ωj〉 ∼ 1Wb/〈δ〉
∫Wb
0
dωj ωj PMBL(ωj) ≈ 1Wb
∫Wb
0
dωj ωj =
Wb
2 . The efficiency, averaged over the ensemble of QHOs,
is
〈ηQHO〉 := 1− 〈ω〉〈Ω〉 ≈ 1−
Wb
2 〈δ〉 ≈ ηMBL . (11)
(This definition of “average efficiency” is justified in
App. C 2.) The mesoscale MBL engine operates at the
ideal average efficiency of an ensemble of QHO engines.
However, the MBL engine scales up to larger system sizes,
i.e., to more “harmonic oscillators” (Sec. II B 4).
II B 4. Diabatic corrections to the per-cycle power
Like suboptimal baths, quick Hamiltonian tunings de-
tract from the power. We have modeled the Hamiltonian
Hmeso(t) as being tuned quantum-adiabatically. Realistic
tuning speeds v := E ∣∣dαtdt ∣∣ are finite. Finite speeds cause
the engine to “hop” diabatically: Suppose that the en-
gine begins some trial in the jth energy eigenstate, with
energy Ej . Suppose that Hmeso(t) is measured at the end
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FIG. 3: Three (times two) classes of diabatic
transitions: In an initial approximation, we model the
engine Hamiltonian Hmeso(t) as being tuned
quantum-adiabatically. Realistic tuning speeds v induce
diabatic transitions between energy levels. We model three
classes of diabatic transitions. Each class can plague stroke
1 and stroke 3. First, consider tuning Hmeso(t) within the
ETH phase. The system can hop from its initial energy level
to any other level. We model these hops with general
adiabatic perturbation theory (APT). Second, consider
tuning within the MBL phase. Energy levels wiggle toward
and away from each other. Such an approach and divergence
of two energies is modeled with a Landau-Zener transition.
Third, consider the end of stroke 1 (or the start of stroke 3).
Each “working gap” narrows (or expands), as in a fraction
of a Landau-Zener transition.
of stroke 1 (e.g., by the cold bath3). The measurement’s
outcome may be the energy E′j−` 6= E′j of the (j − `)th
MBL energy level, for some ` 6= 0. If the outcome is so,
the engine is said to have undergone a diabatic transition.
We model diabatic transitions probabilistically in
App. G 8. Transitions of three types may occur dur-
ing stroke 1. Transitions of the same types may occur
during stroke 3. The transitions are sketched in Fig. 3.
If the engine jumps diabatically, its energy changes.
The energy change does not consist of heat, as the en-
gine interacts with no bath during tuning. The energy
change must come from the battery used to tune the
Hamiltonian, e.g., to strengthen a magnetic field. The
energy change consists of work. In addition to depleting
the battery during jumps, diabatic transitions can derail
trials that would otherwise have outputted Wtot > 0. We
estimate, to lowest order in small parameters, the average
per-cycle work costs 〈Wdiab〉 of diabatic jumps:
3 The engine thermalizes with the cold bath, exchanging informa-
tion and energy. Granted, the bath has a narrow bandwidth Wb.
The bath can exchange only small quanta of energy. Nonetheless,
the information exchange (entanglement) decoheres the engine’s
state relative to the energy eigenbasis.
1. Transitions modeled by general adiabatic perturba-
tion theory (APT transitions): Consider tuning
Hmeso(t) within the ETH phase. A perturbation
is turned on or off. Consider the matrix M that
represents the perturbation relative to the original
energy eigenbasis. Off-diagonal elements ofM may
couple the engine’s state to arbitrary eigenstates
of the original Hamiltonian. We model such cou-
plings with general adiabatic perturbation theory
(APT) [59]. We call the corresponding transitions
“APT transitions” (App. G 8 i).
APT transitions cost an amount
〈WAPT〉 ∼ 1√
N
v2βH
E 〈δ〉 log
(
〈δ〉2
v
)
e−N(βHE)
2/4 (12)
of work per trial, on average. Equation (12) en-
codes APT transitions’ resemblance to an infinite-
temperature bath: An APT transition can hop the
engine from any energy level to any other. The
probability of transitioning across a gap δ does not
depend on whether δ lies above or below the en-
gine’s initial state. More levels exist above the ini-
tial state than below, if the engine begins stroke 1
at TH <∞. Hence APT transitions tend to hop the
engine upward, toward the T =∞ state above and
below which exist equal numbers of levels. If the
engine starts at TH = ∞, APT transitions have
no work to do during stroke 1, on average. As
βH =
1
TH
→ 0, therefore, the right-hand side of
Eq. (12) vanishes.
The logarithm in Eq. (12) is a regulated divergence.
Let PAPT(n|m) denote the probability of the en-
gine’s hopping from level m to level n. The proba-
bility diverges as the difference |En−Em| between
the levels’ energies shrinks: PAPT(n|m) → ∞ as
|En − Em| → 0. The consequent divergence in
〈WAPT〉 is logarithmic. We cut off the 〈WAPT〉 in-
tegral at the greatest energy difference that con-
tributes significantly to the integral, |En − Em| ∼
〈δ〉. The logarithm diverges in the adiabatic limit,
as v → 0. Yet the v2 in Eq. (12) vanishes more
quickly, sending 〈WAPT〉 to zero, as expected. The
exponential in Eq. (12) results from averaging with
respect to the initial state, e−βHHGOE/Z.
Let us assess the size of 〈WAPT〉. Since the hot
bath is hot,
√
N βHE  1, the exponential ∼ 1.
The 1√
N
and the logarithm scale subdominantly
in the system size. Let us recast the dominant
factors in terms of small parameters: 〈WAPT〉 ∼(√
v
〈δ〉
)4
(
√
N βHE) 〈δ〉. The average work cost is
suppressed fourfold in
√
v
〈δ〉  1 and linearly in√
N βHE  1. The 〈δ〉 serves as the unit of work.
2. Landau-Zener transitions: Landau-Zener-type
transitions overshadow APT transitions in the
8MBL phase. Consider tuning the Hamiltonian pa-
rameter αt within the MBL regime but at some
distance from the extreme value 1. Energies drift
close together and separate. When the energies are
close together, the engine can undergo a Landau-
Zener transition [60] (App. G 8 ii). Landau-Zener
transitions hop the engine from one energy level to
a nearby level. (General APT transitions hop the
engine to arbitrary levels.)
Landau-Zener transitions cost zero average work,
due to symmetries: 〈WLZ〉 = 0. The jth level as
likely wiggles upward, toward the (j + 1)th level,
as it wiggles downward, toward the (j − 1)th level.
The engine as likely consumes work W > 0, during
a Landau-Zener transition, as it outputs work W >
0. The consumption cancels the output, on average.
3. Fractional-Landau-Zener transitions: Consider the
start of stroke 3. Ideally, the engine occupies the
lower of two levels that separate. This separation
constitutes a fraction of the Landau-Zener prob-
lem [59]. The engine might jump from the lower
level to the upper (App. G 8 iii). A similar transi-
tion can occur at the end of stroke 1.
Fractional-Landau-Zener transitions cost an
amount
〈Wfrac-LZ〉 ∼ 1
805
v2(δ−)2
(Wb)5
+ Wb (13)
of work, on average. δ− denotes the MBL level-
repulsion scale, the minimum width reasonably at-
tributable to any MBL gap. The dimensionless pa-
rameter  < 1. We often assume  ≈ 13 , for conve-
nience.
The second term in Eq. (13), Wb, forms a crude
upper bound that could be improved. Since  <
1, Wb < 〈Wtot〉 ∼ Wb [Eq. (9)]: Wb signifies a
small work cost. From now on, we assume  ≈ 13 .
The prefactor in the first term in Eq. (13) can be
neglected.
The first term has, in terms of small parameters,
the form
(√
v
〈δ〉
)4 (
δ−
〈δ〉
)2 ( 〈δ〉
Wb
)5
〈δ〉. The average
work cost is suppressed fourfold in
√
v
〈δ〉  1 and
twofold in δ−〈δ〉  1. The cost is fivefold large in
〈δ〉
Wb
, which, though  1, is  〈δ〉δ− .
II C. From the mesoscale MBL Otto engine to the
thermodynamic limit
The mesoscale engine has two drawbacks. Consider
increasing the system size N . The average work ex-
tracted per trial declines exponentially: 〈Wtot〉 ∼ Wb 
〈δ〉 ∼ E
√
N
2N
. Additionally, the tuning speed v must
shrink exponentially: Hmeso(t) is ideally tuned quantum-
adiabatically. The time per tuning stroke must far exceed
the inverse of the average gap. Since 〈δ〉−1 ∼ 2NE√N , the
stroke time grows exponentially. The mesoscale engine
scales poorly. Properties of MBL offer a solution.
We introduce a thermodynamically large, or macro-
scopic, MBL Otto engine. The engine consists of
mesoscale subengines that operate mostly independently.
This independence hinges on local level correlations of the
MBL phase, introduced in Sec. II C 1: Energy eigenstates
localized near each other spatially tend to correspond to
far-apart energies and vice versa. Local level correlations
inform the engine introduced in Sec. II C 2. The engine
cycle lasts for a time τcycle that obeys three constraints,
introduced in Sec. II C 3. We focus on exponential scal-
ing behaviors, deemphasizing numerical prefactors, loga-
rithms, and polynomials.
II C 1. Local level correlations
Consider subsystems, separated by a distance L, of an
MBL system. The subsystems evolve roughly indepen-
dently until times exponential in L, due to the localiza-
tion of the MBL phase [3]. We apply this independence
to parallelize mesoscale engines in different regions of a
large MBL system. This application requires us to shift
focus from whole-system energy-level statistics to local
level correlations [61, 62].
Recall that an MBL system has a complete set of
quasilocal integrals of motion [3]. In this context,
“quasilocal” means that each integral of motion can be
related to a local operator via a finite-depth unitary
transformation that consists only of local unitaries, up
to exponentially small corrections. (In this discussion,
“local” refers to spatial locality.) Thus, each integral of
motion can be associated with a lattice site. This associ-
ation is unique except for a small fraction of the integrals
of motion.
Let |ψ1〉 and |ψ2〉 denote many-body energy eigenfunc-
tions. Let E1 and E2 denote the corresponding energies.
|ψ1〉 and |ψ2〉 are eigenstates also of every integral of mo-
tion [3]. However, |ψ1〉 and |ψ2〉 correspond to different
eigenvalues of at least some of the integrals of motion
(if the eigenstates are distinct). Local level correlations
concern the matrix elements O21 of generic strictly lo-
cal operators O between pairs of many-body eigenstates.
Specifically, they are correlations between (1) the matrix-
element size |O21| and (2) the difference |E1−E2| between
the states’ energies.
Let us expand upon this definition. Heuristically, in
the MBL phase, |ψ1〉 and |ψ2〉 are “close together” spa-
tially if they correspond to the same configuration of
the integrals of motion (and of, e.g., energy and par-
ticle density) everywhere except in some region of size
L. We say that such pairs of eigenstates are a distance
L apart. Let ξ denote the system’s localization length.
When L ξ, the matrix element scales as |O21| ∼ e−L/ζ ,
9wherein ζ ∼ 11
ξ+ln 2
is discussed in App. H. All lengths
appear in units of the lattice spacing, which is set to
one. If the eigenfunctions lie close together, L . ξ, the
matrix-element size scales as |O21| ∼ 2−L.
Having related the matrix-element size |O21| to the
spatial separation L, we relate L to the energy differ-
ence |E1−E2|. Spatially close-together eigenstates, con-
nected by |O21| ∼ e−L/ζ , are unlikely to have energies
within Ee−L/ζ of one another [3, 31, 44, 63]. The rea-
son is the hybridization of wave functions, detailed in
App. H. Therefore, small energy differences |E1−E2| are
correlated with small matrix-element sizes |O21|, which
rearrange particles across large spatial distances.4
II C 2. Application of local level correlations in the
macroscopic MBL engine
Let us apply local level correlations to construct a scal-
able generalization of the mesoscale Otto engine. We
modify strokes 1 and 3: The Hamiltonian Hmacro(t) is
tuned within the MBL phase, between a point analogous
to HGOE and a point analogous to HMBL. The HGOE-like
Hamiltonian has a localization length ξ>. The HMBL-like
Hamiltonian has a localization length ξ<  ξ>. Particles
mostly remain in regions of, at most, length ξ>. Such re-
gions function as “subengines,” as independent instances
of the mesoscale engine. What happens in a subengine
stays in a subengine.
This subdivision boosts the engine’s power. We pre-
sented the average per-cycle power 〈Wtot〉 of one length-
N mesoscale engine in Sec. II B 3: 〈Wtot〉 ∼ Wb 
〈δ〉 ∼ E
√
N
2N
. Let the subscript “macro” denote properties
of the macroscopic, composite engine. The composite
engine consists of length-ξ> mesoscale subengines. Each
subengine’s per-cycle power is suppressed exponentially
not in Nmacro, but in N = ξ>: 〈Wtot〉 ∼ E
√
ξ>
2ξ>
. The
reason is local level correlations: The cold bath only lo-
cally couples to subengines during stroke 2 (App. I). Lo-
cal operators O typically rearrange particles across just
short distances. Short-distance rearrangements tend to
change an MBL system’s energy by substantial amounts.
Hence a locally manipulated MBL system effectively has
just substantially sized energy gaps. We denoted by δ−
the level-repulsion scale, the minimum width reasonably
attributable to any gap of an MBL system of length
N = ξ>. This δ− scales as Ee−ξ>/ξ< 2−ξ> (App. I).
Any given gap δ in a subengine’s effective energy spec-
trum has a high probability of being δ ≥ δ−. Hence
4 These features are consistent with globally Poisson level statis-
tics: Suppose that E1 and E2 denote large nearest-neighbor ener-
gies. |ψ1〉 and |ψ2〉 typically represent configurations that differ
at extensively many sites. Hence |O21| ∼ e−L/ζ . This matrix
element is exponentially smaller, in L, than the average gap 2−L
implied by Poisson statistics.
δ > 〈δ〉macro ∼ E
√
Nmacro
2Nmacro
, the composite engine’s aver-
age gap, with high probability. In the thermodynamic
limit, 〈δ〉macro → 0: The composite engine’s average gap
“closes.” If each subengine traversed just size-〈δ〉macro
gaps during stroke 2, the subengine’s per-cycle power
would vanish: 〈Wtot〉 → 0. Localization “wedges open”
the gaps in a subengine’s effective energy spectrum, pre-
venting these gaps from closing in the thermodynamic
limit, keeping 〈Wtot〉 positive. The number of subengines
scales linearly with Nmacro . So, therefore, does the com-
posite engine’s per-cycle power:
〈Wtot〉macro ∼ Nmacro
√
ξ>
2ξ>
E . (14)
II C 3. Time scales of the macroscopic MBL engine
Three requirements constrain the time for which a
cycle is implemented: (1) Subengines must operate
mostly independently. Information propagates through
an MBL system, though, albeit slowly. Hmacro(t) must
be tuned too quickly for much information to leak be-
tween subengines (App. J). (2) Tuning at a finite speed
v > 0 induces diabatic transitions between energy levels
(Sec. II B 4). v must be small enough to suppress the av-
erage work cost, 〈Wdiab〉, of undesirable diabatic transi-
tions (App. J). (3) The cold bath has a small bandwidth,
Wb  〈δ〉; interacts with a small coupling strength g; and
interacts locally, to avoid coupling subengines together.
Stroke 2 must last long enough to thermalize the engine
nonetheless (App. I). We detail these requirements below.
Requirement (3) determines the cycle time, τcycle.
II C 3 i. Lower bound on the tuning speed v from
the subengines’ (near) independence: The price paid for
scalability is the impossibility of adiabaticity. Suppose
that Hmacro(t) were tuned infinitely slowly. Information
would have time to propagate across the composite en-
gine. Subengines would interact. The slow spread of
information through MBL [64] lower-bounds the tuning
speed:
v  (J1.5ξ>)2
〈δ〉
〈δ〉(1.5ξ>)
(15)
∼ E2 e−3ξ>/ξ(t) 2−2.5ξ> (16)
(App. J). The level-repulsion scale—the least width rea-
sonably attributable to any gap—of a length-L MBL sys-
tem is denoted by JL. The δ− introduced earlier equals
JN = Jξ> . The time-t localization length is denoted by
ξ(t). A length-L MBL system’s average gap is denoted
by 〈δ〉(L). (The average subengine gap 〈δ〉, introduced
earlier, equals 〈δ〉(ξ>).)
Inequality (15) prevents the engine from losing much
work to undesirable adiabatic transitions. During tuning,
energy levels approach each other. Typically, if such a
“close encounter” results in an adiabatic transition, many
particles shift across the engine. Subengines effectively
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interact, consuming a total amount ∼ Nmacro 〈W costadiab〉
of work, on average. Undesirable adiabatic transitions
must cost less than the average work (14) outputted by
ideal (independent) subengines. Hmacro(t) must be tuned
quickly enough that〈
W costadiab
〉 〈Wtot〉 . (17)
We approximate the left-hand side as
〈
W costadiab
〉 ≈ ( Work cost
1 undesirable adiab. transition
)
(18)
×
(
Prob. of undesirable adiab. transition
1 close encounter
)
×
(
# close encounters
1 tuning stroke
)
×
(
Avg. # strokes during which can lose work
1 cycle
)
.
The first factor ∼ 〈δ〉. The second factor follows from
the Landau-Zener probability PLZ = e
−2piJ 2/v ∼ 1− J 2v
that any given close encounter induces a diabatic tran-
sition. The Hamiltonian-matrix element that couples
the approaching states has the size J ∼ J1.5ξ> . The
1.5ξ> encodes nearest-neighbor subengines’ isolation: In-
formation should not propagate from the left-hand side
of one subengine rightward, across a distance 1.5ξ>, to
the neighbor’s center. We estimate the third factor in
Eq. (18) as 〈δ〉〈δ〉(1.5) . This 1.5 has the same origin as the
1.5 in the J1.5ξ> . The final factor in Eq. (18) ∼ Wb〈δ〉 , the
fraction of the cycles that would, in the absence of unde-
sirable transitions, output Wtot > 0. Upon substituting
into Eq. (18), we substitute into Ineq. (17). The right-
hand side ∼Wb [Eq. (9)]. Solving for v yields Ineq. (15).
II C 3 ii. Upper bound on v from the work cost of un-
desirable diabatic transitions: Tuning at a finite speed
v > 0 induces diabatic transitions, introduced in Sec. II
B 4. Diabatic hops cost a subengine an amount 〈Wdiab〉
of work per cycle, on average. For clarity, we relabel
as
〈
W adiabtot
〉
the average work outputted by one ideal
subengine, tuned adiabatically, per cycle. The require-
ment 〈Wdiab〉 
〈
W adiabtot
〉
upper-bounds v (App. J).
When the engine is shallowly localized, APT transi-
tions dominate 〈Wdiab〉 [Eq. (12)]. They bound the speed
as
v  〈δ〉2 ∼ E
2
N 2 ∼ 2
−2ξ> E2 . (19)
When the engine is very localized, fractional-Landau-
Zener transitions dominate 〈Wdiab〉 [Eq. (13)], and
v  (Wb)
3
δ−
∼ 1
103
eξ>/ξ< 2−2ξ>E2 . (20)
The final expression follows if Wb ∼ 〈δ〉10 . Both upper
bounds, (19) and (20), lie above the lower bound (16).
II C 3 iii. Lower bound on the cycle time τcycle from
cold thermalization: The upper bounds elongate the cy-
cle for at least a time ∼ Ev . Thermalization with the
cold bath (stroke 2) bounds τcycle more stringently. The
reasons are (1) the slowness with which MBL thermal-
izes and (2) the restriction Wb  〈δ〉 on the cold-bath
bandwidth. We elaborate after briefly introducing our
cold-thermalization model. Appendix I contains details.
We envision the cold bath as a bosonic system that
couples to the engine with strength g. The bath cou-
ples locally, e.g., to pairs of spins. This locality pre-
vents subengines from interacting with each other much
through the bath. The bath can, e.g., flip spin j upward
while flipping spin j + 1 downward. These flips likely
change a subengine’s energy by some amount E. The
bath can effectively absorb only energy quanta of size
≤ Wb from any subengine. The cap is set by the bath’s
speed of sound [65], which follows from microscopic pa-
rameters in the bath’s Hamiltonian [66]. The rest of the
energy emitted during the spin flips, |E − Wb|, is dis-
tributed across the subengine as the intrinsic subengine
Hamiltonian flips more spins.
Let τth denote the time required for stroke 2. We esti-
mate τth, using Fermi’s Golden Rule, in App. I 3:
τcycle ∼ τth ∼Wb
( E
gδ−
)2
. (21)
The left-hand side equals the inverse of the rate Γfi at
which cold thermalization transitions the engine from an
energy level |i〉 to a level |f〉: τcycle = 1/Γfi. The bath
has a density of states µbath ∼ 1/Wb. The interaction
transitions the engine via a Hamiltonian-matrix element
of size |〈f |V |i〉| ∼ gδ−E . Hence Eq. (21) results from in-
verting Fermi’s Golden Rule, Γfi ∼ |〈f |V |i〉|2 µbath.
The interaction is assumed to be Markovian: Infor-
mation leaked from the engine dissipates throughout the
bath quickly. Markovianity lower-bounds τth and there-
fore τcycle:
τth >
E2
Wb(δ−)2
∼ 10E e
2ξ>/ξ< 23ξ> . (22)
The final expression follows if Wb ∼ 〈δ〉10 .
More precisely, the cold-bath bandwidth Wb is
bounded as follows. Wb must be large enough to ther-
malize tiny gaps δ−. Wb must be too small to thermalize
gaps comparable to 〈δ〉. Hence
δ− < Wb  〈δ〉 . (23)
The bounds are expressed in terms of localization lengths
ξ in App. J.
III. NUMERICAL SIMULATIONS
The engine can be implemented with a disordered
Heisenberg model. A similar model’s MBL phase has
11
been realized with cold atoms [2]. We numerically sim-
ulated a 1D mesoscale chain of N = 12 spin- 12 degrees
of freedom, neglecting dynamical effects during strokes
1 and 3 (the Hamiltonian tunings). The chain evolves
under the Hamiltonian
Hsim(t) =
E
Q(h(αt))
[
N−1∑
j=1
σj · σj+1 + h(αt)
N∑
j=1
hjσ
z
j
]
.
(24)
Equation (24) describes spins equivalent to interacting
spinless fermions. Energies are expressed in units of E ,
the average per-site energy density. For γ = x, y, z, the
γth Pauli operator that operates nontrivially on the jth
site is denoted by σγj . The σj · σj+1 encodes nearest-
neighbor hopping and repulsion.
The tuning parameter αt ∈ [0, 1] determines the phase
occupied by Hsim(t). The site-j disorder potential de-
pends on a random variable hj distributed uniformly
across [−1, 1]. The disorder strength h(αt) varies as
h(αt) = αt hGOE + (1 − αt)hMBL. When αt = 0, the
disorder is weak, h = hGOE, and the engine occupies
the ETH phase. When αt = 1, the disorder is strong,
h = hMBL  hGOE, and the engine occupies the MBL
phase.
The normalization factor Q(h(αt)) preserves the width
of the density of states (DOS). Preserving the DOS pre-
serves the average level spacing 〈δ〉 as a function of
the time t. Q(h(αt)) prevents the work extracted from
changing the bandwidth from polluting the work ex-
tracted with help from level statistics, as discussed in
Sec. II B 1. Q(h(αt)) is defined and calculated in App. K
1.
We simulated the spin chain using exact diagonaliza-
tion, detailed in App. K. The main results appear in
Fig. 4. Figure 4a shows the average work extracted per
cycle, 〈Wtot〉; and Fig. 4b shows the efficiency, ηMBL. The
slanting lines represent analytical predictions, Eqs. (9)
and (10). Each red dot represents an average over 1, 000
disorder realizations.
The error bars are smaller than the numerical-data
points. Each error bar represents the error in the es-
timate of a mean (of 〈Wtot〉 or of ηMBL := 1 − 〈Wtot〉〈Qin〉 )
over 1,000 disorder realizations. Each error bar extends
a distance (sample standard deviation)/
√
# realizations
above and below that mean.
In these simulations, the baths had the extreme tem-
peratures TH = ∞ and TC = 0. This limiting case
elucidates the Wb-dependence of 〈Wtot〉 and of ηMBL.
Disregarding finite-temperature corrections, on a first
pass, builds intuition. Finite-temperature numerics ap-
pear alongside finite-temperature analytical calculations
in App. G. The simulations’ ETH-side field had a magni-
tude h(0) = 2.0, and the MBL-side field had a magnitude
h(1) = 20.0. These h(αt) values fall squarely on opposite
sides of the MBL transition at h ≈ 7.
During strokes 1 and 3, the state was evolved as though
the Hamiltonian were tuned adiabatically. Suppose, for
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FIG. 4: Average per-cycle power 〈Wtot〉 (top) and
efficiency ηMBL (bottom) as functions of the
cold-bath bandwidth Wb, calculated from numerical
simulations of an adiabatically tuned mesoscale
MBL engine thermalized at TC = 0 and at TH =∞:
We numerically simulated a mesoscale engine of N = 12
sites. Each red dot represents an average over 1,000 disorder
realizations of the random-field Heisenberg
Hamiltonian (24). The disorder strength h(αt) was tuned
between h(0) = 2.0 (in the “thermal” regime governed by
the Eigenstate Thermalization Hypothesis) and h(1) = 20.0
(in the MBL regime). The slanted blue lines represent the
analytical predictions (9) and (10). When Wb  〈δ〉 (in the
gray shaded region), 〈Wtot〉 and ηMBL vary linearly with Wb,
as in the analytical predictions. As Wb grows, ηMBL exceeds
the analytical predictions, due to high-order corrections.
example, that the engine began stroke 1 with weight ρj
on eigenstate j of the pre-tuning Hamiltonian H(αt = 0).
The engine would end the stroke with weight ρj on eigen-
state j of the post-tuning Hamiltonian H(1). Diabatic
corrections can be incorporated in future work.
Figure 4 shows how the per-cycle power and the effi-
ciency depend on the cold-bath bandwidth Wb. As ex-
pected, 〈Wtot〉 ≈ Wb. The dependence’s linearity, and
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the unit proportionality factor, agree with Eq. (9). Also
as expected, the efficiency declines as the cold-bath band-
width rises: ηMBL ≈ 1− Wb2〈δ〉 . The linear dependence and
the proportionality factor agree with Eq. (10).
The gray columns in Fig. 4 highlight the regime in
which the analytics were performed, where Wb〈δ〉  1.
If the cold-bath bandwidth is small, Wb . 〈δ〉, the
analytics-numerics agreement is close. But the numer-
ics agree with the analytics even outside this regime. If
Wb & 〈δ〉, the analytics slightly underestimate ηMBL:
The simulated engine operates more efficiently than pre-
dicted. To predict the numerics’ overachievement, one
would calculate higher-order corrections in App. G: One
would Taylor-approximate to higher powers, modeling
subleading physical processes. Such processes include
the engine’s dropping across a chain of three small gaps
δ′1, δ
′
2, δ
′
3 < Wb during cold thermalization.
IV. ORDER-OF-MAGNITUDE ESTIMATES
How well does the localized engine perform, compared
with competitors? Estimating relevant engines’ power
outputs will prove entertaining.
Localization has been achieved in solid-state systems.5
Consider silicon doped with phosphorus [43]. A distance
of ∼ 10 nm may separate phosphorus impurities. Let our
engine cycle’s shallowly localized regime have a localiza-
tion length of ξ> ∼ 10 sites, or 100 nm. Let the work-
outputting degrees of freedom be electronic. The local-
ized states will correspond to energies E ∼ 1 eV. Each
subengine’s half-filling Hilbert space has dimensionality6
N = (105 ) ∼ 102. Each subengine therefore experiences
the effective average gap 〈δ〉 ∼ E
√
N
N ∼ 1 eV102 ∼ 10 meV.
The cold-bath bandwidth must satisfy 〈δ〉  Wb . We
set Wb to be an order of magnitude down from 〈δ〉:
Wb ∼ 1 meV ∼ 10 K. The cold-bath bandwidth approx-
imates the work outputted by one subengine per cycle:7
〈Wtot〉 ∼Wb ∼ 1 meV [Eq. (9)].
What volume does a localized subengine fill? Suppose
that the engine is three-dimensional (3D).8 A little room
5 This localization is single-particle, or Anderson, rather than
many-body. See App. H for a review of Anderson localization.
See App. L 4 for an extension of the MBL Otto engine to an
Anderson-localized Otto engine.
6 A larger subengine, e.g., of ξ> ∼ 20 sites, has an N =
( ξ>
ξ>/2
)
of
the order of magnitude of 2−ξ> . The former scales as the latter.
Therefore, we often approximate the former with the latter. The
subengine under consideration is smaller: ξ> = 10. Its N is
an order of magnitude less than its 2−ξ> . We therefore use the
more precise N = ( ξ>
ξ>/2
)
.
7 The use of semiconductors would require corrections to our re-
sults. Dipolar interactions would couple the impurities’ spins.
Wave functions would decay as power laws, rather than as the
exponentials in App. H. However, we aim for just a rough esti-
mate.
8 Until now, we have supposed that the engine is 1D. Anderson
should separate the subengines. Classical-control equip-
ment requires more room. Also, the subengine needs
space to connect to the baths. We therefore associate
each subengine with a volume of V ≈ (100 nm)3.
The last element needed for our quantitative fantasy
is the cycle time, τcycle. We choose for δ− to be a lit-
tle smaller than Wb—of the same order: δ− ∼ Wb ∼
1 meV. In the extreme case allowed by Ineq. (22),
τcycle ∼ ~E2Wb(δ−)2 ∼ ~E
2
(Wb)3
∼ (10−15 eV s)(1 eV)2(1 meV)3 ∼ 1 µs.
The localized engine therefore operates with a power
P ∼ Wbτcycle ∼ 1 meV1 µs ≈ 10−16 W. Interestingly, this P
is one order of magnitude greater than a flagellar mo-
tor’s [67] power, according to our estimates.
We can assess the engine by calculating not only its
power, but also its power density. The localized engine
packs a punch at PV ∼ 10
−16 W
(10−7 m)3 = 100 kW/m
3.
Let us compare with a car engine, a more conven-
tional Otto engine. A typical car engine outputs P ∼
100 horsepower ∼ 100 kW . A car’s power density is
P
V ∼ 100 kW100 L = 1 MW/ m3 (wherein L represents liters).
The car engine’s PV exceeds the MBL engine’s by only an
order of magnitude, according to these rough estimates.
We can compare the MBL Otto engine not only to
car engines and molecular motors, but also to an ar-
ray of ideally independent bits or qubits. The qubits’
gaps are shrunk and widened independently. Many pa-
pers have been written about qubit Otto engines [68–
72]. A possible realization could consist of double quan-
tum dots [73, 74]. The scales in [73, 74] suggest that
a quantum-dot engine could output an amount Wtot ∼
10 meV of work per cycle. We approximate the cycle
time τcycle with the spin relaxation time: τcycle ∼ 1 µs.
The power would be P ∼ Wtotτcycle ∼ 10 meV1 µs ∼ 10−15 W.
The quantum-dot engine’s power exceeds the MBL en-
gine’s by an order of magnitude. However, the quantum
dots must be separated widely, so that they do not inter-
act. In contrast, interactions feature in the definition of
MBL. We attribute a volume V ∼ (1 µm)3 to each dot.
The power density would be PV ∼ 1 kW/m3, two orders
of magnitude less than the localized engine’s.
V. COMPARISONS WITH COMPETITOR
ENGINES
The Otto cycle can be implemented with many me-
dia. Why use MBL? Also, how does the “athermality” of
localization, which has been realized in semiconductors, exists in
all dimensions. Yet whether MBL exists in dimensions D > 1
remains an open question. Some evidence suggests that MBL
exists in D ≥ 2 [38, 40, 42]. But attributing a 3D volume to
the engine facilitates comparisons with competitors. We imag-
ine 10-nm-long 1D strings of sites. Strings are arrayed in a plane,
separated by 10 nm. Planes are stacked atop each other, sepa-
rated by another 10 nm.
13
MBL level correlations advantage our engine? We com-
pare our engine with four competitors: an ideal ther-
modynamic gas, a set of ideally noninteracting qubits
(e.g., quantum dots), a many-body system whose band-
width is compressed and expanded, and an MBL engine
tuned between equal-disorder-strength disorder realiza-
tions. Details appear in App. L. So do comparisons with
two more engines that result from relaxing restrictions
on our protocol: an MBL Otto engine whose cold bath
has an ordinary bandwidth Wb > 〈δ〉 and an Anderson-
localized Otto engine.
V A. Ideal-gas Otto engine
The conventional thermodynamic Otto engine consists
of an ideal gas. Its efficiency, ηOtto, approximately equals
the efficiency ηMBL of an ideal mesoscopic MBL engine:
ηOtto ≈ ηMBL. More precisely, for every MBL parame-
ter ratio Wb〈δ〉 , and for every ideal-gas heat-capacity ra-
tio γ = CPCv , there exists a compression ratio r :=
V1
V2
such that ηOtto = 1 − r1−γ = 1 − Wb2〈δ〉 ≈ ηMBL . How-
ever, scaling up the mesoscopic MBL engine to the ther-
modynamic limit requires a lower bound on the tuning
speed v (App. II C). The lower bound induces diabatic
jumps that cost work 〈Wdiab〉, detracting from ηMBL by
an amount ∼ v2(δ−)2(Wb)5 + Wb〈δ〉 (App. G 8 iv). (For simplic-
ity, we have assumed that TC = 0 and TH = ∞.) The
ideal-gas engine suffers no such diabatic jumps. However,
the MBL engine’s 〈Wdiab〉 is suppressed in small param-
eters. Hence the thermodynamically large MBL engine’s
efficiency lies close to the ideal-gas engine’s efficiency:
ηtrueMBL ≈ ηOtto .
Moreover, the thermodynamically large MBL engine
may be tuned more quickly than the ideal-gas engine.
The MBL engine is tuned nearly quantum-adiabatically.
The ideal-gas engine is tuned quasistatically. The physics
behind the quantum adiabatic theorem differs from the
physics behind the quasistatic condition. Hence the en-
gines’ speeds v are bounded with different functions of
the total system size Nmacro. The lower bound on the
MBL engine’s v remains constant as Nmacro grows: v 
E2 e−3ξ>/ξ(t) 2−2.5ξ> [Ineq. (15)]. Rather than Nmacro,
the fixed localization length ξ> governs the bound on
v. In contrast, we expect an ideal-gas engine’s speed
to shrink: v ∼ 1Nmacro . The quasistatic condition requires
that the engine remain in equilibrium. The agent changes
the tuning parameter α by a tiny amount ∆α, waits for
the change’s influence to ripple through the gas such that
the gas calms, then changes α by ∆α. The influence is
expected to propagate as a wave with some speed c. The
wave reaches the engine’s far edge in a time ∼ Nmacroc .
Hence the tuning speed v < E cNmacro . The system size
Nmacro suppresses the ideal-gas engine’s v but not the
MBL engine’s.9
However, the ideal-gas engine is expected to output
more work per unit volume than the MBL engine. Ac-
cording to our order-of-magnitude estimates (Sec. IV),
the ideal-gas engine operates at a power density of
P
V ∼ 1 MW/m3; and the localized engine, at PV ∼
100 kW/m3 . An order of magnitude separates the es-
timates.
V B. Quantum-dot engine
MBL spin chains are modeled as strings of localized
bits, or l-bits. An l-bit’s real-space wave function decays
exponentially with distance. The l-bits’ tails overlap neg-
ligibly (see App. E, App. H, and [34, 75]). We compare
the MBL chain with an array of ideally independent bits
or qubits, such as quantum dots. Each bit’s gap is shrunk
and widened during each cycle. The energy eigenbasis’s
form need not change: Let {|zγ〉} denote some unchang-
ing basis, such as the (σz)⊗Nmacro eigenbasis. Each energy
eigenstate |E(j)t 〉 =
∑
γ c
(j)
γ (t)|zγ〉 remains constant in
time: c
(j)
γ (t) = c
(j)
γ . In contrast, the MBL engine’s energy
eigenbasis changes. The eigenbasis change can induce di-
abatic hops that detract from 〈Wtot〉 . In contrast, the
ideal quantum-dot engine loses no work to diabatic hops.
Hence the ideal quantum-dot engine operates at a higher
power than the MBL engine: Pq.dots > PMBL. Ac-
cording to the estimates in Sec. IV, Pq.dots ∼ 10−15 W,
whereas a localized engine outputsPlocalized ∼ 10−16 W.
The quantum-dot estimate exceeds the localized-engine
estimate by an order of magnitude.
But qubits are difficult to isolate. Consider packing
quantum dots together with the density of the MBL l-
bits. The quantum dots will interact, as an ETH system.
The bits will decohere each others’ states over some time
scale T2. The time per cycle must be much less than the
decoherence time, so v  ET2 . This bound induces dia-
batic jumps that cost work 〈Wdiab〉, lowering the realistic
bit-array power P.
To compensate, we could separate the dots such that
T2 = MBL l-bit lifetime. The bit array would fill a
greater volume V , outputting a lower power density
P
V . According to our estimates in Sec. IV,
Pq.dots
V ∼
1 kW/m3, whereas PlocalizedV ∼ 100 kW/m3. For the bits,
power density trades off with isolation. In contrast, sub-
stantial isolation of l-bits is a built-in feature of MBL.
Like the l-bits’ isolation, the MBL potential’s generic
nature offers an advantage. MBL requires a random
disorder potential {h(αt)hj}, e.g., a “dirty sample,” a
defect-riddled crystal. This “generic” potential contrasts
9 Cold thermalization of the MBL engine lasts longer than one
tuning stroke: τth  Ev (Sec. II C). However, even τth does not
depend on Nmacro.
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with the pristine background required by quantum dots.
Imposing random MBL disorder is expected to be sim-
pler. On the other hand, a quantum-dot engine does not
necessarily need a small-bandwidth cold bath, Wb  〈δ〉.
Small-bandwidth baths may be difficult to implement
with certain platforms.
V C. Bandwidth engine
Imagine eliminating the scaling factor Q(h(αt)) from
the Hamiltonian (24). The energy band is com-
pressed and expanded as the disorder strength h(αt) is
ramped down and up. The whole band, rather than
a gap, contracts and widens as in Fig. 2, between a
size ∼ ENmacro h(α0) and a size ∼ ENmacro h(α1) 
ENmacro h(α0). The engine can remain in one phase
throughout the cycle. The cycle does not benefit from
the “athermality” of local level correlations.
Furthermore, this accordion-like motion requires no
change of the energy eigenbasis’s form. The engine there-
fore does not “jump” diabatically, 〈Wdiab〉macro = 0 , if
the tuning proceeds quantum-adiabatically, v ≈ 0.
But this engine is impractical: Consider any pertur-
bation V that fails to commute with the ideal Hamilto-
nian H(t): [V,H(t)] 6= 0. Stray fields, for example, can
taint an environment. As another example, consider cold
atoms in an optical lattice. One can raise the disorder
strength [ideally Eh(αt)] by strengthening the lattice po-
tential Ulattice. One can raise the hopping frequency (ide-
ally E) by raising the pressure p. Strengthening Ulattice
and the pressure p while achieving the ideal disorder-to-
hopping ratio Eh(αt)E = h(αt) requires fine control. If
the ratio changes from h(αt), the Hamiltonian H(t) ac-
quires a perturbation V that fails to commute with other
terms. This V can cause diabatic jumps that cost work
〈Wdiab〉macro. Jumps suppress the scaling of the aver-
age work outputted per cycle by a factor of
√
Nmacro ,
we estimate in App. L 1. The MBL Otto engine may
scale more robustly: The net work extracted scales as
Nmacro [Eq. (14)]. Furthermore, diabatic jumps cost work
〈Wdiab〉macro suppressed small parameters such as
√
v
〈δ〉 .
V D. Engine tuned between equally localizing
disorder realizations
Consider tuning a quantum many-body system not
between shallowly and deeply localized MBL regimes,
but between equal-disorder-strength disorder realiza-
tions. The disorder strength h(αt) in Eq. (24) would
remain  1 and constant in t, while the random vari-
ables hj would change. Let S˜ denote this constant-h(αt)
engine, and let S denote the MBL engine. S˜ takes less
advantage of MBL’s “athermality,” as S˜ is not tuned be-
tween level-repelling and level-repulsion-free regimes.
Yet S˜ outputs the amount 〈Wtot〉 of work outputted by
S per cycle, on average. Because Wb is small, cold ther-
malization drops S˜ across only small gaps δ′  〈δ〉. S˜
traverses a trapezoid, as in Fig. 2, in each trial. However,
the MBL engine has two advantages: greater reliability
and fewer worst-case (negative-work-outputted) trials.
The work Wtot outputted by S˜ fluctuates more, from
trial to trial, than the Wtot outputted by S . Both the
left-hand gap δ and the right-hand gap δ′ traversed by
S˜ are Poisson-distributed. Poisson-distributed gaps more
likely assume extreme values than GOE-distributed gaps:
P
(E)
MBL(δ) > P
(E)
GOE(δ) if δ ∼ 0 or δ  〈δ〉 [45]. The left-
hand gap δ traversed by S is GOE-distributed. Hence the
Wtot outputted by S˜ more likely assumes extreme values
than theWtot outputted by S. The greater reliability of S
may suit S better to “one-shot statistical mechanics” [8,
9, 11, 12, 14, 15, 76–81]. In one-shot theory, predictability
of the work Wtot extractable in any given trial serves as
a resource.
In addition to operating more reliably, the MBL engine
suffers fewer worst-case trials. We define as worst-case
a trial in which the engine outputs net negative work,
Wtot < 0. Consider again Fig. 2. Consider a similar
figure that depicts the trapezoid traversed by S˜ in some
trial. The left-hand gap, δ, is distributed as the right-
hand gap, δ′, is, according to P (E)MBL(δ). Hence δ has a
decent chance of being smaller than δ′: δ < δ′. S˜ would
output Wtot < 0 in such a trial.
We estimate worst-case trials’ probabilities in App. L
2. Each trial undergone by one constant-h(αt) subengine
has a probability ∼
(
Wb
〈δ〉
)2
of yielding Wtot < 0 . An
MBL subengine has a worst-case probability one order
of magnitude lower: ∼
(
Wb
〈δ〉
)3
. Hence the constant-
h(αt) engine illustrates that local MBL level correlations’
athermality suppresses worst-case trials and enhances re-
liability.
VI. OUTLOOK
The realization of thermodynamic cycles with quan-
tum many-body systems was proposed recently [27, 29,
30, 82–84]. MBL offers a natural platform, due to its
“athermality” and to athermality’s resourcefulness in
thermodynamics. We have formulated an Otto engine
that benefits from the discrepancy between many-body-
localized and “thermal” level statistics. The engine illus-
trates how MBL can be used for thermodynamic advan-
tage.
Realizing the engine may provide a near-term chal-
lenge for existing experimental set-ups. Possible plat-
forms include cold atoms [2, 36, 38, 39, 42]; nitrogen-
vacancy centers [40]; ion traps [41]; and doped semicon-
ductors [43], for which we provided order-of-magnitude
estimates. Realizations will require platform-dependent
corrections due to, e.g., variable-range hopping induced
by particle-phonon interactions. As another example,
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semiconductors’ impurities suffer from dipolar interac-
tions. The interactions extend particles’ wave functions
from decaying exponentially across space to decaying as
power laws.
Reversing the engine may pump heat from the cold
bath to the hot, lowering the cold bath’s temperature.
Low temperatures facilitate quantum computation and
low-temperature experiments. An MBL engine cycle
might facilitate state preparation and coherence preser-
vation in quantum many-body experiments.
Experiments motivate explicit modeling of the bat-
tery. We have defined as work the energy outputted
during Hamiltonian tunings. Some work-storage device,
or battery, must store this energy. We have refrained
from specifying the battery’s physical form, using an im-
plicit battery model. An equivalent explicit battery model
could depend on the experimental platform. Quantum-
thermodynamics batteries have been modeled abstractly
with ladder-like Hamiltonians [85]. An oscillator battery
for our engine could manifest as a cavity mode.
MBL is expected to have thermodynamic applications
beyond this Otto engine. A localized ratchet, which
leverages information to transform heat into work, is un-
der investigation. The paucity of transport in MBL may
have technological applications beyond thermodynamics.
Dielectrics, for example, prevent particles from flowing in
certain directions. Dielectrics break down in strong fields.
To survive, a dielectric must insulate well—as does MBL.
In addition to suggesting applications of MBL, this
work identifies an opportunity within quantum thermo-
dynamics. Nonequilibrium quantum states (e.g., ρ 6=
e−H/T /Z) are usually regarded as resources in quan-
tum thermodynamics [7, 8, 10, 11, 13–18, 86–89]. Not
only states, we have argued, but also energy-level statis-
tics, offer thermodynamic advantages. Generalizing the
quantum-thermodynamics definition of “thermodynamic
resource” may expand the set of goals that thermody-
namic agents can achieve.
Shortcuts to adiabaticity (STA) [20, 50, 90–92] offer
another theoretical opportunity. The engine’s Hamilto-
nian must be tuned slowly, to preclude diabatic transi-
tions that cost work. Exponentially slow tuning has been
avoided, outside of MBL contexts, with shortcuts to adi-
abaticity (STA) [20, 50, 90–92]. STA reduce the tuning
time but reproduce the final state’s populations (and, in
some cases, coherences). STA have been used to reduce
other quantum engines’ cycle times [20, 50, 92]. STA
might be applied to the many-body Otto cycle. To as-
sess how, one must first incorporate STA into the field of
MBL in general.
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FIG. 5: Thermodynamic Otto cycle: The thermodynamic cycle’s four main strokes, paralleled by strokes in the MBL
Otto cycle, are sketched in green. The left-hand and right-hand green vertical lines represent isochores. The curved lines
represent isentropes. Labels are as in, e.g., [47].
Appendix A REVIEW OF THE THERMODYNAMIC AND QUANTUM OTTO CYCLES
The classical thermodynamic Otto engine consists of a gas whose volume V and temperature T are varied [47]. A
simple quantum Otto engine consists of a qubit (a two-level quantum system) whose gap ∆ and temperature T are
varied [46]. The Otto cycle involves two isentropic strokes and two isochoric strokes. We review the cycle’s steps and
efficiency.
A 1 Form of the Otto cycle
The Otto cycle involves two isentropes and two isochores. “Isentropic” means “constant-entropy,” and “isochoric”
means “constant-volume.” In the quantum cycle, the gap ∆ plays the role of the classical engine’s volume. Figure 5
depicts the strokes, detailed below. The description begins with the lower right-hand corner of the shape formed from
the green arrows.
1. Isentropic compression: The engine begins in thermal equilibrium with a heat bath at a temperature T1 ≡ TC.
The engine is thermally isolated at the start of stroke 1. If the engine is classical, its pressure p is increased. Its
temperature T rises from T1 to T2. If the engine is quantum, its gap ∆ is widened. The (classical or quantum)
engine performs a negative amount of work: Wcompress < 0.
2. Hot isochore (“combustion”): The engine equilibrates with a hot bath at temperature T3 ≡ TH > TC ≡ T1. Net
positive heat enters the engine: Qin > 0.
3. Isentropic expansion: The engine is thermally isolated. If the engine is classical, its pressure p is lowered. Its
temperature T drops from T3 to T4. If the engine is quantum, its gap ∆ is shrunk. The (classical or quantum)
engine performs a positive amount of work: Wexpand > 0.
4. Cold isochore (heat rejection): The engine equilibrates with a cold bath at temperature T1. Net negative heat
enters the system.
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A 2 Ideal efficiency ηOtto of the thermodynamic Otto cycle
We follow the derivation in [47]. By definition, the ideal efficiency is
ηOtto =
Net work out
Positive heat in
=
Net heat in
Positive heat in
(A1)
=
(Q absorbed during heating) + (Q absorbed during cooling)
Q absorbed during heating
(A2)
= 1− Q expelled during cooling
Q absorbed during heating
= 1− Cv(T4 − T1)
Cv(T3 − T2) (A3)
= 1− T4 − T1
T3 − T2 . (A4)
The second equality follows from the first law of thermodynamics. The Q’s denote heat quantities. Cv denotes the
specific heat at constant volume.
Let us replace the temperatures with the compression ratio r := V1V2 . An isentrope connects the point (T4, V4 = V1)
with (T3, V3 = V2), and an isentrope connects (T1, V1) with (T2, V2). Along every isentrope, TV
γ−1 = const. The
γ := CPCv denotes a ratio of the constant-pressure and constant-volume specific heats. Hence T4(V1)
γ−1 = T3(V2)γ−1,
and T1(V1)
γ−1 = T2(V2)γ−1. Subtracting the second equation from the first yields (T4−T1)(V1)γ−1 = (T3−T2)(V2)γ−1.
We solve for T3 − T2, substitute into Eq. (A4), and simplify. Invoking r := V1V2 yields
ηOtto = 1− r1−γ . (A5)
This expression behaves as expected. According to Fig. 5, r > 1. The specific heats are related by CP = Cv+R > Cv,
wherein R denotes the universal gas constant. Hence 1− γ < 0. The correction r1−γ < 1: The efficiency lies between
0 and 1.
A 3 Upper bound on the Otto efficiency by the Carnot efficiency: ηOtto < ηCarnot
The Carnot efficiency upper-bounds the Otto efficiency strictly [47]:
ηOtto < ηCarnot = 1− TC
TH
≡ 1− T1
T3
. (A6)
Let us prove (A6).
We return to Eq. (A4). We factor T1 out of the numerator and T2 out of the denominator:
ηOtto = 1−
(
T4
T1
− 1
)
T1(
T3
T2
− 1
)
T2
. (A7)
Let us prove that the parenthesized factors cancel.
A thermodynamic Otto engine consists of an ideal gas. Let T and V denote the gas’s temperature and volume.
The T ’s and V ’s associated with different points in the cycle appear in Fig. 5. An isochore connects T4 with T1, and
an isochore connects T2 with T3. Hence V4 = V1, and V2 = V3. Let us multiply the
T4
T1
in Eq. (A7) by 1 =
V a1
V a1
=
V a4
V a1
,
wherein a ∈ R. Multiplying the T3T2 by
V a3
V a2
yields
ηOtto = 1−
(
T4 V
a
4
T1 V a1
− 1
)
T1(
T3 V a3
T2 V a2
− 1
)
T2
. (A8)
An isentrope links T3 with T4, and an isentrope links T1 with T2. Each isentrope satisfies T V
Γ−1 = b ∈ R, wherein
Γ denotes a constant dictated by the gas’s constituents (e.g., monoatomic or diatomic molecules). The relation derives
from the first law of thermodynamics, the ideal gas law, and the classical equipartition theorem. Substituting into
Eq. (A8) yields
ηOtto = 1−
(
b34
b12
− 1
)
T1(
b34
b12
− 1
)
T2
= 1− T1
T2
. (A9)
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We have collapsed the four-temperature dependence of ηOtto to a dependence on two temperatures. ηCarnot depends
on two other temperatures, on the Tj ’s to which the engine equilibrates upon thermalizing with the baths. These
temperatures are T1 and T3, according to Fig. 5. Hence ηCarnot = 1− T1T3 > 1− T1T2 = ηOtto .
Appendix B WORK AND HEAT IN QUANTUM THERMODYNAMICS
We define work and heat as in many quantum-thermodynamics settings [46]. Let ρ(t) denote the time-t state of a
quantum system governed by a Hamiltonian H(t). The system’s internal energy is
E(t) := Tr(ρ(t)H(t)) . (B1)
The energy changes at a rate determined by two contributions: dE(t)dt = Tr
(
H(t) dρ(t)dt
)
+ Tr
(
dH(t)
dt ρ(t)
)
. Consider
integrating over a time interval τ . During the interval, the system’s energy increases by an amount
∆E =
∫ τ
0
dt Tr
(
H(t)
dρ(t)
dt
)
+
∫ τ
0
dt Tr
(
dH(t)
dt
ρ(t)
)
. (B2)
The first term signifies heat. The term contains a derivative of the density operator ρ(t), the quantum analog of
the classical phase-space distribution. A system’s phase-space distribution approaches the canonical ensemble as a
system exchanges heat with a bath. Just as heat corresponds to the change of a phase-space distribution in classical
statistical mechanics, heat corresponds to a change of a density operator in many quantum-thermodynamics settings.
The density operator’s statistical nature, too, suggests a connection between dρ(t)dt and heat. Heat is unreliable
energy. We cannot harness heat to perform useful work, in the absence of information [93]. Similarly, the density
operator ρ(t) encodes unreliability: Measuring H(t) yields one of many possible energies, whose probabilities ρ(t)
encodes [if ρ(t) is not a pure energy eigenstate, e.g., if ρ(t) is a canonical ensemble and if H(t) is not totally degenerate].
The energy exchanged by the MBL Otto engine during strokes 2 and 4 is heat.
The second term in Eq. (B2) signifies work. The derivative dH(t)dt is nonzero if the Hamiltonian is driven. For
example, a magnetic field B(t) may be strengthened. Driving involves drawing energy from a “clean” (low-entropy)
energy-storage system, or battery. Such “pristine” energy is work. For example, suppose that the system consists of
a qubit. Ramping up B(t) may change the spin’s orientation. Wrestling the spin toward a new direction costs work.
According to this definition, the energy exchanged by the MBL Otto engine during Hamiltonian tunings is work.
The physical reason is that the engine interacts with no heat bath [94, 95]. The mathematical reason stems from
Schro¨dinger’s Equation, which implies that dρ(t)dt = i[ρ(t), H(t)] in the absence of interactions with an environment.
Consider substituting into the first trace in Eq. (B2): Tr(H(t) dρ(t)dt ) = iTr(H(t) [ρ(t)H(t)−H(t) ρ(t)]). The terms
equal each other, by the trace’s cyclicality. The heat integral in Eq. (B2) vanishes. The energy change ∆E must
constitute work, according to this line of reasoning. In contrast with some quantum-thermodynamics literature,
condensed-matter literature often casts as heat energy absorbed during unitary evolutions [53–55]. These two per-
spectives are compared in [45].
Appendix C QUBIT TOY MODEL FOR THE MBL OTTO ENGINE
A qubit model illustrates a role played by level statistics in the MBL Otto cycle. The qubit models two neighboring
energy eigenstates in the MBL engine’s many-body spectrum. We first introduce the qubit’s Hamiltonian, Hqubit(t).
We calculate the engine’s efficiency, ηqubit, assuming that Hqubit(t) is tuned adiabatically. For each choice of qubit
parameters, we show, there exist ideal-gas parameters such that the ideal-gas Otto engine’s efficiency equals the qubit
model’s: ηqubit = ηOtto. The Carnot efficiency ηCarnot is shown to upper-bound ηqubit, via two arguments. Numerical
simulations support the analytic results.
C 1 Formulation of the qubit model for the MBL Otto engine
Figure 6 illustrates the qubit cycle. Let |E(1)t 〉 and |E(2)t 〉 denote the eigenstates at time t. The energies are assumed,
without loss of generality, to satisfy E
(1)
t < E
(2)
t . A third energy, E
(3)
t , appears at the top of the figure. This spectator,
we show, can be ignored.
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FIG. 6: Qubit toy model for the MBL Otto cycle: A qubit models two “working levels” in the MBL Otto engine’s
many-body spectrum. The energy eigenstates |E(1)t 〉 and |E(2)t 〉 span the “working subspace.” The gap E(2)t − E(1)t begins at
size δGOE during a successful trial. The gap shrinks to δMBL, then returns to δGOE. In addition to changing the gap, each
Hamiltonian tuning changes the eigenstates’ functional forms. The displacement δdispl is included for generality. The blue text
marks the times t = 0, τ, . . . , τ ′′′ at which the strokes begin and end during a work-outputting trial. The spectator level |E(3)t 〉
fails to impact the engine’s efficiency. The cold bath has too narrow a bandwidth Wb to couple |E(3)t 〉 to any other level. If the
engine begins any trial on the top green line, the engine remains on that line throughout the trial. Zero net work is outputted.
The qubit evolves under the Hamiltonian
Hqubit(t) = (1− αt)δGOE
2
σx + αt
δMBL
2
σz +
δdispl
2
f(αt)1 . (C1)
The δMBL2 σ
z parallels the disorder term h(αt) · hjσzj in the many-body Hsim(t) [Eq. (24)]. The Pauli-z eigenbasis
{|z+〉, |z−〉} plays the role of the MBL Hamiltonian’s eigenbasis, which nearly coincides with the many-body position
eigenbasis. The GOE-like component δGOE2 σ
x has eigenstates |x+〉 := 1√
2
(|z+〉+ |z−〉) and |x−〉 := 1√
2
(|z+〉− |z−〉).
These states are nontrivial superpositions of σz eigenstates, just as the HGOE eigenstates are nontrivial superpositions
of (near-)position eigenstates.
The GOE-like gap exceeds the MBL-like gap: δGOE > δMBL. This condition reflects the greater frequency with
which small gaps (like δMBL) appear in the mesoscale engine’s MBL spectrum than in the GOE spectrum. δGOE
parallels the mesoscale engine’s 〈δ〉.
The offset δdispl is included for generality but does not affect the physics. δdispl denotes the displacement, above
zero, of the midpoint between the MBL-like energies: δdispl :=
1
2
(
E
(2)
τ − E(1)τ
)
. The function
f(αt) =

0, αt = 0
1, αt = 1
f(αt) ∈ [0, 1], otherwise
(C2)
“turns on” the displacement as the system transitions from GOE-like to MBL-like. If the GOE-like-to-MBL-like
tuning turns the displacement off, the δdispl term must be negated. The δdispl term is expected to average to zero
across trials implemented with an ideal many-body system.
The tuning parameter αt ∈ [0, 1] is defined as in Sec. II A. The qubit is tuned and thermalized as in Sec. II
A. Each Hamiltonian tuning changes the gap and changes the energy eigenstates’ forms. Here, similarly to in the
mesoscale-engine cycle, the cold bath’s bandwidth satisfies Wb ∈ (δMBL, δGOE) .
A spectator level E
(3)
t |E(3)t 〉〈E(3)t | can be added to Hqubit(t), as suggested by Fig. 6. The spectator fails to influence
the engine’s efficiency: Consider a trial that the engine begins in |E(3)t 〉. After stroke 1, a gap larger than the cold-bath
bandwidth Wb separates E
(3)
τ from E
(2)
τ . The cold bath cannot couple the spectator to any other level. Stroke 3
“undoes” stroke 1: W3 = −W1. The engine outputs zero net work. Subsequent hot thermalization can bump the
engine to a lower level. Such a bump would cost negative heat: Q4 < 0. But consider averaging Q4 over trials. One
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trial’s Q4 < 0 would cancel with the heat that the engine had absorbed, in an earlier trial, in rising to |E(3)τ ′′′〉. So
|E(3)t 〉 contributes nothing to 〈Q4〉. The spectator lowers the engine’s power, however.
C 2 Efficiency of the qubit model for the MBL Otto engine
We focus on the quantum-adiabatic limit in which Hqubit(t) is tuned infinitely slowly. First, we present and analyze
a formula for ηqubit. We then derive the formula. For each choice of qubit parameters, we show, there exists a choice
of ideal-gas parameters such that an ideal-gas Otto engine’s efficiency equals the qubit model’s: ηqubit = ηOtto. This
equation and a derived condition independently upper-bound ηqubit with the Carnot efficiency: ηqubit < ηCarnot.
C 2 i Analysis of the efficiency ηqubit of the qubit model for the MBL Otto engine
The qubit engine’s efficiency follows from calculating the average work and heat exchanged, then substituting into
ηqubit := 〈Wtot〉 / 〈Qin〉 (we justify this definition in App. G 7):
ηqubit =
{
1− δMBLδGOE , βH δGOE < βC δMBL
1− δGOEδMBL , βH δGOE > βC δMBL .
(C3)
The efficiency is positive in the first case and negative in the second. The condition
βH δGOE < βC δMBL (C4)
ensures that the engine more likely traverses the trapezoid in Fig. 6 clockwise than counterclockwise. During a
clockwise traversal, strokes 1 and 3 output net positive work: The engine slides down green solid lines. Downward
sliding accompanies a decrease in energy, which leaves the engine as work. Throughout the rest of this subsection, we
assume that the engine satisfies condition C4.
ηqubit depends on the gap ratio δMBL/δGOE as ηOtto depends on the temperature ratio T1/T2 in Eq. (A9). The
inverse temperatures βH and βC do not affect ηqubit. They affect the power, as shown in the following two examples.
First, suppose that the hot bath is lukewarm: TH & TC. Consider one trial. The temperature-TH Gibbs distribution
gives the engine a high probability of starting in the ground state, |E(1)0 〉. The engine likely starts, in Fig. 6, on the
left-hand side of the bottom green, sloping line. The engine slides rightward, up that line, during stroke 1. Cold
thermalization likely keeps the engine in its ground state. Stroke 3 “undoes” stroke 1: W3 = −W1. The engine
retraces its steps along the bottom green line. The engine outputs zero net work: Wtot = W1 + W3 = 0. The
average-over-trials power is therefore low when TH & TC.
For a second example, recall that negative temperatures invert populations: If T < 0, the greater an energy Ej , the
higher the weight e−Ej/T /Z of a temperature-T Gibbs state on level j. The qubit engine’s power is therefore greatest
when TH < 0 and TC = 0. The Gibbs distribution gives the engine a high probability of starting any given trial in
the excited state |E(2)0 〉. Stroke 1 outputs positive work: W1 > 0. Cold thermalization likely drops the engine to its
ground state. If the engine drops, stroke 3 outputs positive work: W3 > 0. The work per cycle maximizes: Wtot > 0.
A scalding hot bath and a chilly cold bath optimize the power.
C 2 ii Calculation of the efficiency ηqubit of the qubit model for the MBL Otto engine
We introduce notation, then calculate the energy expectation value E(t) := Tr(Hqubit(t) ρ(t)). We evaluate E(t) at
each endpoint of each stroke—at t = 0, τ, τ ′, τ ′′, and τ ′′′ . Subtracting the E(t)-values with which the system begins
and ends a stroke yields the average work outputted, or the average heat absorbed, during the stroke. We substitute
the work and heat quantities into the definition of an engine’s efficiency,
η :=
〈Wtot〉
〈Qin〉 . (C5)
Notation: We eigendecompose the Hamiltonian [Eq. (C1)] as
Hqubit(t) = (1− αt)δGOE
2
σx + αt
δMBL
2
σz +
δdispl
2
f(αt)1 ≡
2∑
`=1
E
(`)
t |E(`)t 〉〈E(`)t | . (C6)
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The lesser the index `, the lower the energy: E
(1)
t < E
(2)
t . The engine’s state remains diagonal relative to the energy
eigenbasis at all times:
ρ(t) =
2∑
`=1
ρ
(`)
t |E(`)t 〉〈E(`)t | . (C7)
The quantum adiabatic theorem guarantees that ρ(t) shares the Hqubit(t) eigenbasis throughout the tunings. ρ(t)
shares the Hqubit(t) eigenbasis during thermalization because thermalization changes only populations. The popula-
tions have the Gibbs form
ρ
(`)
t :=
1
Zt˜
e−βt˜E
(`)
t˜ . (C8)
The label t˜ equals t if a thermalization ends at time t. If a Hamiltonian tuning ends at t, t˜ < t. The tuning changes
the energies from E
(`)
t˜
to E
(`)
t while preserving the populations. Those populations are determined by the earlier
energies, E
(`)
t˜
, and the inverse earlier temperature, βt˜.
Calculation of the energy E(t) at an arbitrary time t: Let us substitute from Eqs. (C6) and (C7) into the
definition of E(t), Eq. (B1):
E(t) =
2∑
`=1
ρ
(`)
t E
(`)
t . (C9)
The eigenenergies follow from the middle expression in Eq. (C6):
E
(1)
t =
1
2
[δdispl f(αt)−∆(t)] , and E(2)t =
1
2
[δdispl f(αt) + ∆(t)] . (C10)
The gap has the form
∆(t) := E
(2)
t − E(1)t =
√
(1− αt)2 (δGOE)2 + (αt)2 (δMBL)2 . (C11)
Substituting from Eqs. (C10) and (C8) into Eq. (C9) yields
E(t) =
∆(t)
2
pi(t) +
δdispl
2
f(αt) . (C12)
The imbalance between the weights ρ
(`)
t is quantified with
pi(t) := ρ
(2)
t − ρ(1)t = − tanh
(
βt˜
∆(t˜)
2
)
. (C13)
The final equality follows from Eq. (C8). pi(t) is negative—the higher-energy level has less weight than the lower-energy
level—if βt˜ is positive.
Energy E(t) at times t = 0, τ, τ ′, τ ′′, τ ′′′: Let us evaluate the internal energy E(t) at each endpoint of each
stroke (see Fig. 6). At t = 0, the Hamiltonian has the gap ∆(0) = δGOE. The state is Gibbs relative to the
current temperature and Hamiltonian: 0˜ = 0. Hence β0˜ = βH, and ∆(0˜) = ∆(0) = δGOE. The imbalance is
pi(0) = − tanh(βH δGOE). Substituting into Eq. (C12) yields
E(0) = −δGOE
2
tanh
(
βH δGOE
2
)
+
δdispl
2
f(αt) . (C14)
The tuning from ETH to MBL ends at t = τ . The new gap ∆(τ) = δMBL governs the Hamiltonian. The earlier
gap and temperature determine the weights: τ˜ = 0, βτ˜ = βH, and ∆(τ˜) = ∆(0) = δGOE. The imbalance remains
pi(τ) = − tanh(βH δGOE). The internal energy becomes
E(τ) = −δMBL
2
tanh
(
βH δGOE
2
)
+
δdispl
2
f(αt) . (C15)
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The cold thermalization ends at t = τ ′. Thermalization preserves the gap, ∆(τ ′) = δMBL, and changes the weights:
τ˜ ′ = τ ′. The inverse temperature updates to βτ˜ ′ = βC, and ∆(τ˜
′) = ∆(τ ′) = δMBL. The imbalance becomes
pi(τ ′) = − tanh(βC δMBL). The internal energy becomes
E(τ ′) = −δMBL
2
tanh
(
βC δMBL
2
)
+
δdispl
2
f(αt) . (C16)
The MBL-to-ETH tuning ends at t = τ ′′. The gap returns to ∆(τ ′′) = δGOE. The tuning preserves the weights:
τ˜ ′′ = τ ′, βτ˜ ′′ = βC, and ∆(τ˜ ′′) = ∆(τ ′) = δMBL. The imbalance remains pi(τ ′′) = − tanh(βC δMBL). The internal
energy is
E(τ ′′) = −δGOE
2
tanh
(
βC δMBL
2
)
+
δdispl
2
f(αt) . (C17)
At the end of the cycle, the energy returns to its initial value:
E(τ ′′′) = E(0) . (C18)
Average work, average heat, and efficiency: Subtracting the average energies with which a stroke s begins
and ends yields the average work 〈Ws〉 performed, or the average heat 〈Qs〉 absorbed, during stroke s. Work is
performed during Hamiltonian tunings, and heat is absorbed during thermalizations.
During the average stroke-1 realization, the engine performs the work
〈W1〉 = E(0)− E(τ) = −1
2
(δGOE − δMBL) tanh
(
βH δGOE
2
)
. (C19)
The engine absorbs the heat
〈Q2〉 = E(τ ′)− E(τ) = −δMBL
2
[
tanh
(
βC δMBL
2
)
− tanh
(
βH δGOE
2
)]
, (C20)
on average, during stroke 2. During stroke 3, the engine extracts the work
〈W3〉 = E(τ ′)− E(τ ′′) = 1
2
(δGOE − δMBL) tanh
(
βC δMBL
2
)
, (C21)
on average. The final thermalization inputs the heat
〈Q4〉 = E(0)− E(τ ′′) = δGOE
2
[
tanh
(
βC δMBL
2
)
− tanh
(
βH δGOE
2
)]
, (C22)
on average. These work and heat quantities are combined into the efficiency ηqubit.
Suppose that βH δGOE < βC δMBL. The system expels net positive heat during stroke 2, and absorbs net positive
heat during stroke 4, on average: 〈Q2〉 < 0, and 〈Q4〉 > 0. 〈Q4〉 equals the 〈Qin〉 in Eq. (C5). Substituting into the
efficiency formula from Eqs. (C19), (C21), and (C22) yields
ηqubit = 1− δMBL
δGOE
, βH δGOE < βC δMBL . (C23)
Suppose, instead, that βH δGOE > βC δMBL. The system absorbs net positive heat only during stroke 2, on average:
〈Q2〉 = 〈Qin〉 > 0. We substitute for 〈Q2〉, from Eq. (C20), and from Eqs. (C19) and (C21), into Eq. (C5):
ηqubit = 1− δGOE
δMBL
, βH δGOE > βC δMBL . (C24)
Since δGOE > δMBL, this efficiency is negative. The requirement that ηqubit > 0 constrains the agent to choose the
engine’s parameters such that βH δGOE < βC δMBL.
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C 2 iii The qubit model for the MBL Otto engine shares an ideal-gas Otto engine’s efficiency: ηqubit = ηOtto.
Consider an agent who operates a qubit Otto engine and an agent who operates a thermodynamic Otto engine.
The qubit agent chooses sizes δGOE and δMBL between which to tune the qubit’s gap. The thermodynamic agent
chooses a compression ratio r := V1V2 of volumes between which to compress and expand the gas (Fig. 5). Let γ :=
CP
Cv
denote a ratio of the gas’s constant-volume and constant-pressure specific heats. Given γ , the thermodynamic agent
can choose r such that the thermodynamic engine operates at the qubit engine’s ideal efficiency.
Recall that ηqubit = 1− δMBLδGOE . We equate the right-hand side with the right-hand side of Eq. (A5). Solving for the
compression ratio yields
r :=
V1
V2
=
(
δMBL
δGOE
) 1
1−γ
. (C25)
The ideal-gas Otto engine operated with this r is equivalent to the qubit Otto engine.
Equation (C25) makes sense: δMBLδGOE < 1, by Eq. (C23). Since γ :=
CP
Cv
> 1, 11−γ < 0, and
∣∣∣ 11−γ ∣∣∣ > 1. The right-hand
side of Eq. (C25) evaluates to
(
δGOE
δMBL
)(number>1)
> 1. The left-hand side, too, exceeds one. Hence Eq. (C25) is
sensible.
The ideal-gas and qubit Otto cycles can operate at the same efficiency despite the discrepancy between the engines’
scales: The qubit engine consists of just two levels. The thermodynamic engine achieves the ideal ηOtto in the
thermodynamic limit of infinite system size. Such comparability characterizes many quantum engines [28, 46].
C 2 iv Upper bound on the qubit model’s ideal efficiency by the Carnot efficiency: ηqubit < ηCarnot
Two arguments imply that ηqubit < ηCarnot:
1. The Carnot efficiency is known to exceed the thermodynamic Otto engine’s ideal efficiency: ηCarnot > ηOtto
(App. A 3). We showed that ηOtto = ηqubit in App. C 2 iii. Hence ηCarnot > ηqubit.
2. Condition (C4) can be combined with the ηqubit formula.
Let us expound upon argument 2. Condition (C4) ensures that ηqubit > 0, that, on average, the engine absorbs
positive heat during stroke 4 (〈Q4〉 > 0) and negative heat during stroke 2 (〈Q2〉 < 0).
The qubit Otto engine ideally operates at the efficiency
ηqubit = 1− δMBL
δGOE
. (C26)
Rearranging Condition (C4) yields
δMBL
δGOE
>
βH
βC
=
TC
TH
. (C27)
TC and TH characterize the baths deployed in the qubit Otto cycle. Any engine cycle that involves a temperature-TC
bath, a temperature-TH bath, and no other bath has an efficiency bounded by ηCarnot = 1 − TCTH . Equation (C26)
combines with Inequality (C27) into
ηqubit < 1− TC
TH
= ηCarnot . (C28)
The qubit engine cannot achieve ηCarnot because Condition (C4) is strict. Suppose that (C4) were nonstrict and
saturated: βH δGOE = βC δMBL . Could ηqubit = ηCarnot? Not if the engine had finite power. Throughout stroke 1, the
populations form the vector
(
e−βH δGOE/2
Z ,
eβH δGOE/2
Z
)
. Stroke 2—cooling—is intended to drop probability weight to
the ground state. The cooling ends with the probability vector
(
e−βC δMBL/2
Z′ ,
eβC δMBL/2
Z′
)
. If βH δGOE equaled βC δMBL,
stroke 2 would fail to change the populations. Stroke 4 would undo stroke 3. 〈Wtot〉, 〈Q4〉, 〈Q2〉, and the power would
vanish. The efficiency would be ill-defined: ηqubit = 〈Wtot〉 / 〈Qin〉 = 0/0.
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FIG. 7: Efficiency ηqubit (left) and average extracted work 〈Wtot〉 (right) of the qubit toy model for the MBL
Otto engine, as a function of the gap ratio δMBL/δGOE, at different speeds v: Different curves correspond to
different tuning speeds v. The more slowly the engine is tuned, the fewer diabatic jumps the engine suffers: The more the
curves approach the “adiabatic ideal” curve (the dotted black lines). The vertical black line marks δMBL
δGOE
= βH
βC
. Rightward of
the vertical line, the engine obeys condition C4, so ηqubit > 0. Leftward of the vertical line, ηqubit (not shown) turns negative.
C 3 Numerical simulations of the qubit model for the MBL Otto engine
We simulated the qubit model for the MBL Otto cycle, using various sets of parameter values. Figure 7 shows
how the efficiency ηqubit and average extracted work 〈Wtot〉 vary with the gap ratio δMBL/δGOE at different tuning
speeds v. In App. C 2, Hqubit(t) was assumed to be tuned infinitely slowly, in the quantum-adiabatic limit. The
simulated engine was tuned at a realistically finite speed. The engine therefore could “hop” diabatically between
energy levels. In this subsection, ηqubit is redefined as the engine’s measured, v-dependent efficiency. (ηqubit denoted
the ideal, quantum-adiabatic efficiency in Sec. C 2.)
We simulated the qubit Otto cycle via exact diagonalization. The baths had the inverse temperatures βH = 0.1
and βC = 1.0. The tuning speed v and the gap ratio δMBL/δGOE varied from trial to trial. We tuned the gap ratio by
fixing δGOE = 1 and varying δMBL. The vertical translation δdispl in Eq. (C1) was set to zero.
In each trial, the tuning lasted for a time τ . The tuning parameter αt was changed linearly: αt = t/τ during stroke
1, and αt = 1 − tτ during stroke 3. During each time step, the time variable t was incremented by 0.001τ . In the
slowest trial, τδGOE = 64.0. In the fastest, τδGOE = 8.0. These choices illustrate the range of performances that the
engine can exhibit, from “nearly ideal” to “working poorly.” Different speeds correspond to different colors and to
different markers in Fig. 7.
Figure 7a shows ηqubit. The dotted black curve represents the adiabatic efficiency [Eq. (C3)]. The finite-speed
curves increasingly hug the adiabtic curve as v decreases (as the tuning time τ grows). Consider beginning at any
curve’s right-hand side and scanning leftward. As the gap ratio δMBL/δGOE decreases toward zero, the efficiency ηqubit
rises. This rise is consistent with Eq. (C3). As the curve nears the solid black line, ηMBL turns over and dives. At
the solid black line, δMBLδGOE =
βH
βC
= 0.1: The parameters violate condition (C4). The engine should not be expected to
operate at a positive efficiency beyond this point.
Figure 7b shows the average work extracted, 〈Wtot〉. [The 〈.〉 here denotes an ensemble average with respect to
ρ(t).] Consider any fixed-v curve. As the gap ratio δMBLδGOE increases, the curve rises, peaks, and falls. One might na¨ıvely
expect the curve only to fall: Consider the simple case in which TH =∞ and TC = 0. The average work only rises as
the gap ratio declines: 〈Wtot〉 = 12 (δGOE − δMBL).
This 〈Wtot〉 depends on δMBL linearly because, when TC = 0, the Boltzmann ratio e−βCδMBL/Z simplifies to a
constant. Consider fixing δGOE, TH > 0, and TC > 0. Suppose, for simplicity, that v = 0. Consider the ensem-
ble interpretation: The engine begins each trial in one energy eigenstate chosen according the Gibbs distribution{
e−βHE
(`)
0 /Z0
}
. Consider one particular trial. Since TH > 0, the engine likely begins in the lower-energy eigenstate.
Stroke 1 carries the engine up the bottom green line in Fig. 6, costing work. Since TC > 0, cold thermalization has a
probability e
−βCδMBL
Zτ′
of hopping the engine to the top level. The engine will slide up the middle green line in Fig. 6
during stroke 3, consuming more work. But suppose that δMBL is large. The hopping probability
e−βCδMBL
Zτ′
is small.
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The engine likely slides down the bottom green line during stroke 3. The engine outputs work, canceling the stroke-1
work consumption. A large δMBL neutralizes a potentially work-costing trial.
This explanation relies on our tuning δMBLδGOE by fixing δGOE and tuning δMBL. Suppose that we fixed δMBL and tuned
δGOE. An analogous explanation would concern the start-of-trial Gibbs distribution
e−βHδGOEσ
x
Z0
.
Appendix D STATISTICAL PROPERTIES OF MBL AND GOE ENERGY SPECTRA
Our quantitative analysis relies on statistical properties of quantum many-body Hamiltonians. We begin by mod-
eling a system’s density of states (DOS), µ(E). In terms of the DOS, we express the local average gap 〈δ〉E at a
point E in the spectrum. Averaging 〈δ〉E across the spectrum yields the “average gap” 〈δ〉. Finally, we introduce
gap distributions: Consider a quantum many-body Hamiltonian’s spectrum. What is the probability that any given
energy gap is of size δ? The answer follows from the gap distribution P (δ) . Poissonian gap distributions characterize
MBL Hamiltonians. Gaussian gap distributions characterize Hamiltonians that obey the ETH [45].
We use the following conventions and definitions. Throughout this appendix, we focus on a general quantum many-
body system of N spin- 12 degrees of freedom. The number of accessible energy eigenstates is N ∼ 2N . E denotes the
unit of energy. Each gap distribution P (δ) is normalized to one. We disregard the energy band’s edges: We focus on
a strip of energies centered on E = 0. The strip has width ∼ 2E√N , as explained in App. D 1. Energies populate
the central strip much more densely than energies populate the band’s edges.
D 1 Density of states
Consider a quantum many-body Hamiltonian’s density of states (DOS), far from the energy band’s edges. Whether
the Hamiltonian is ETH or MBL, the DOS has a Gaussian form:
µ(E) ≈ N√
2piN E e
−E2/2NE2 . (D1)
The DOS is normalized to the number of accessible energy eigenstates:
∫∞
−∞ dE µ(E) = N .
The Gaussian’s variance is proportional to the square-root of the system size, N . This proportionality justifies our
disregard for the band’s edges: µ(E) is integrated with functions such as the Gibbs distribution p(E) = e−βHE/Z.
The Gaussian decays more quickly than the linear-in-E exponential. µ(E) effectively truncates p(E) at a distance
∼ √N E from E = 0. The integrand has significant weight only on a strip, centered on the band’s center, of width
∼ 2√N E . The gaps near the band’s edges are anomalously wide.
We checked numerically that our simulated HGOE and HMBL have equal densities of states (Sec. III). We assume
this equality in analytical calculations (App. G).
D 2 Average gaps
The local average gap 〈δ〉E denotes the average of the gaps about the energy E. This local average has the form
〈δ〉E :=
1
µ(E)
. (D2)
The function scales as EN ∼ E2N .
Consider averaging 〈δ〉E across the spectrum. This average is encapsulated by 〈δ〉. 〈δ〉 is defined in terms of the
inverse of the average, across the spectrum, of the DOS:
〈δ〉 := 1〈µ(E)〉energies
=
N∫∞
−∞ dE µ
2(E)
=
2
√
piN
N E . (D3)
We refer to 〈δ〉 loosely as the average gap.
〈δ〉 scales as
〈δ〉 ∼ E
√
N
N ∼
E
2N
. (D4)
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We can understand this scaling as follows. The engine can access N energy levels. Most of the levels are crammed into
a strip, centered around E = 0, of width ∼ 2√N E . The average gap roughly equals length of strip packed with energies# gaps in strip ≈
length of central strip
# levels ∼ 2E
√
N
N . The numerical prefactor is negligible.
If the engine’s Hamiltonian conserves particle number, the engine state ρ(t) may be restricted to a particle-number
subspace associated with ≈ N2 particles. Appendix F contains details. If ρ(t) is so restricted, N ∼
(
N
N/2
) ∼√ 2piN 2N ,
by Stirling’s approximation. Hence Eq. (D3) implies 〈δ〉 ∼ N
2N
E . The numerator scales as N , rather than as the √N
in (D4). This polynomial change affects our results little: The denominator’s 2N dominates the scaling of 〈δ〉 .
D 3 Gaussian statistics of ETH energy spectra
Let H denote a Hamiltonian that obeys the ETH. Consider a portion of the spectrum over which the DOS remains
roughly constant. The corresponding portion ofH can be represented, relative to a non-finely-tuned basis, by a random
matrixM. Each matrix entryMij is a random variable distributed as a Gaussian. M belongs to a matrix ensemble
invariant under certain transformations. The transformations’ natures follow from the system’s physical symmetries.
If H has time-reversal symmetry, M belongs to the Gaussian Orthogonal Ensemble (GOE). For background about
random-matrix theory, we refer readers to [45].
The Gaussian distribution implies the probability that the gap at the point E in the spectrum is of size δ. The
probability per unit energy is
P
(E)
GOE(δ) ≈
pi
2
δ
〈δ〉2E
e−
pi
4 δ
2/〈δ〉2E (D5)
for Hamiltonians modeled by the GOE. Equation (D5) is a realization of the Wigner surmise.
P
(E)
GOE(δ) encodes level repulsion. Small gaps are exponentially suppressed: δ → 0 implies P (E)GOE(δ) → 0. Energies
tend to spread out.
D 4 Poisson statistics of MBL energy spectra
MBL Hamiltonians obey Poisson statistics. An MBL energy eigenstate |ψ`〉 nearly equals a product of single-particle
position eigenstates. The `th eigenstate’s functional form can differ wildly from the (`+ 1)th state’s functional form.
Hence the levels’ forms are approximately uncorrelated. So are their energies: Given the value E` of the `
th energy,
one cannot usefully update the prior with which one predicts the value E`+1 of the (` + 1)
th energy. The Poisson
distribution PPoisson(E) models uncorrelated energies. Let λ denote the average number of energies in a width-a
interval. The probability per unit energy that n energies occupy that interval is
PPoisson(E) =
λn
n!
e−λ . (D6)
Equation (D6) implies the probability P
(E)
MBL(δ) that the gap at the point E in the spectrum is of width δ:
P
(E)
MBL(δ) ≈
1
〈δ〉E
e−δ/〈δ〉E . (D7)
MBL energies do not repel, unlike GOE energies. As δ → 0, P (E)MBL(δ) → 1. Any given gap has a decent probability
of being small.
Equation (D7) is an ideal approached in the thermodynamic limit. Suppose that the system sizeN is finite. Consider
decreasing δ. Near δ = 0, the gap distribution declines sharply. MBL level statistics are not strictly Poissonian. A
regularized Poisson distribution can model this decline: Let ξ denote an energy eigenfunction’s localization length.
There exists a scale δ− ∼ Ee−N/ξ such that energies are unlikely to lie closer together than δ− (App. H). We can
model this effect by multiplying the e−δ/〈δ〉E by tanh
(
δ
δ−
)
. The discrepancy affects just corrections to our main
results.
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FIG. 8: Physical model for a resonance in an MBL energy spectrum: The MBL Otto engine relies on small gaps
that widen as the Hamiltonian is tuned from MBL to ETH. Such gaps can be understood in terms of qubits. An MBL system
consists of nearly independent pseudospins called localized bits, or l-bits. l-bits are localized far apart and interact weakly. An
MBL system has a significant probability of having two l-bits whose gaps nearly equal each other: g1 ≈ g2. Such gj ’s imbue
the MBL energy spectrum with the small gap g2 − g1. The gap widens as the Hamiltonian is tuned to ETH: Qubits
increasingly interact, forcing the energies apart.
Appendix E TWO-QUBIT MODEL FOR A “WORKING GAP” OF THE MBL OTTO ENGINE
The MBL Otto engine benefits from the greater frequency with which small gaps appear in MBL spectra than in
“thermal” spectra. The relative frequencies, and their roles in the cycle, are illustrated in Fig. 2. A two-qubit model
illustrates how small gaps arise from localized particles’ near independence.
A spin chain exemplifies an MBL system. At each site sits a spin, called a physical bit, or a p-bit [34]. An MBL
Hamiltonian HMBL can be cast in terms of p-bit Pauli operators σ
γ
j . Sites are indexed by j, and γ = x, y, z. A
mathematical transformation maps the p-bits to localized bits, or l-bits [34]. l-bits are spatially localized pseudospins.
An l-bit Pauli operator is denoted by τγ
′
j′ , wherein j
′ = 1, 2, . . . , N and γ′ = x, y, z. Each τγ
′
j′ equals a weighted
product of σγj ’s. The weights’ functional dependence on j is tightly peaked about one site. HMBL conserves the τ
z
j′ ’s,
though not the σzj ’s. l-bits interact weakly and are localized far apart. A similar construction appears in [75].
Let gj denote the j
th l-bit’s gap. Suppose that two l-bits have nearly equal gaps: g1 ≈ g2. The MBL spectrum
contains the energies 0, g1, g2, and g1 + g2. (We have set each bit’s ground-state energy to zero, without loss of
generality.) These levels are illustrated in Fig. 8. The spectrum’s probability of containing a small gap g2 − g1 is
nonnegligible, by the Poisson distribution P
(E)
MBL(g2 − g1) [Eq. (D7)].
Consider a mesoscale MBL Otto engine that consists of l-bits including 1 and 2. Suppose that the engine begins
the cold-thermalization stroke with energy g2. What must happen for the cycle to output Wtot > 0? Suppose that
g1 is the only energy that lies below g2, within a distance ≤ Wb of g2. The cold bath must drop the engine’s energy
from g2 to g1. l-bit 2 must flip downward, and l-bit 1 must flip upward. l-bits whose gaps nearly equal each other
tend to be localized far apart (App. H). The cold bath couples to the engine locally. Yet the bath has some nonzero
probability of flipping far-apart l-bits. The cycle has a nonzero probability of outputting Wtot > 0.
Consider tuning Hmeso(t) from MBL to ETH during stroke 3. The interaction-strength-to-disorder-strength ratio
1
h rises. Interactions might manifest as, e.g., phononic or dipole-dipole couplings. In general, interactions split
degeneracies. The near-degeneracy between g1 and g2 is broken increasingly drastically. The many-body gap widens.
Hence the HMBL spectrum likely has more small gaps than the HGOE spectrum.
Appendix F CONSERVATION OF PARTICLE NUMBER
Consider the mesoscopic engine introduced in Sec. II B. Suppose that the engine’s Hamiltonian [Eq. (8)] preserves
particle number: [Hmeso(t), Nˆ ] = 0 , wherein Nˆ denotes the particle-number operator. Examples include the disordered
Heisenberg model simulated in Sec. III. The engine’s state must occupy one Nˆ eigenspace and must remain in that
eigenspace throughout the cycle. We illustrate why with the qubit toy model from App. C.
Recall the set-up: The Hamiltonian has the form Hqubit(t) = (1−αt) δGOE2 σx +αt δMBL2 σz . We have set the offset
δdispl to zero, for simplicity. E
(1)
t and E
(2)
t denote the time-t energies. Let M(t) denote the matrix that represents
Hqubit(t) relative to the eigenbasis of
δMBL
2 σ
z , the Hamiltonian’s MBL-like component. When the Hamiltonian is
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MBL-like, M(t) is diagonal. For example, when stroke 1 ends at time t = τ ,
M(τ) =
[
E
(1)
τ 0
0 E
(2)
τ
]
. (F1)
Consider tuning Hqubit(t) from MBL-like to GOE-like during stroke 3. The perturbation
δGOE
2 σ
x is strengthened.
This perturbation populates the off-diagonal elements of M(t). Between t = τ ′ and t = τ ′′,
M(t) =
[
E
(1)
τ at
a∗t E
(2)
τ
]
. (F2)
The complex-valued at 6= 0, and the asterisk denotes complex conjugation. The off-diagonal elements widen the
energy gap from |E(2)τ −E(1)τ | to
√
|E(2)τ − E(1)τ |2 + |at|2 . This widening illustrates why GOE Hamiltonians’ energies
“repel.”
The off-diagonal elements also facilitate transitions between the MBL energy eigenstates |E(1)τ 〉 and |E(2)τ 〉 during
stroke 3. Such transitions are forbidden if |E(1)τ 〉 and |E(2)τ 〉 occupy different particle-number sectors. If the states
occupy different sectors, therefore, at = 0 . The GOE-like gap equals the MBL-like gap.
To take advantage of level statistics, therefore, we must keep the engine’s state in one Nˆ subspace. The number
of particles should be close to N/2 . Our numerics are implemented at half-filling (App. K). Half-filling changes the
scaling of 〈δ〉 negligibly, from ∼ E
√
N
2N
to ∼ EN
2N
. The change was discussed in App. D 2.
Appendix G QUANTITATIVE ASSESSMENT OF THE MESOSCOPIC MBL OTTO ENGINE
Gauges of an engine’s quality include power and efficiency. We asses the mesoscopic engine introduced in Sec. II
B. This engine’s Hamiltonian is tuned between the “thermal” ETH phase and the MBL phase. Mesoscopic engines
operate roughly in parallel in the thermodynamically large MBL engine.
Let S denote the engine. Figure 2 illustrates one successful trial, during which a positive amount of work is extracted
from S. S outputs work W1 during stroke 1 and work W3 during stroke 3. S absorbs heat Q2 during stroke 2 and
heat Q4 during stroke 4. By the first law of thermodynamics, Wtot := W1 + W3 = Q4 + Q2. We denote by 〈.〉 an
average over trials—over Gibbs distributions and over gap distributions. The average over gap distributions parallels
an average, in numerical experiments, over disorder realizations. The average work extracted per engine cycle, 〈Wtot〉,
is the per-trial power. The power—the average work extracted per unit time—equals 〈Wtot〉τcycle . The time required to
implement one cycle is denoted by τcycle. τcycle is estimated in App. J 2.
First, we review and introduce more notation. Next, we introduce the small parameters in terms of which we
expand. We then review the partial swap [96, 97], with which we model cold thermalization (stroke 2). We estimate
〈Q2〉, then 〈Q4〉. Summing the average heat terms yields the average per-trial power: 〈Wtot〉 = 〈Q2〉 + 〈Q4〉 ≈
Wb − 2η(1)βC + 4η(1) WbβC〈δ〉 . The efficiency is defined as ηMBL := 〈Wtot〉 / 〈Qin〉, wherein 〈Qin〉 = 〈Q4〉 denotes the heat
absorbed during the stroke during which S absorbs, on average, a positive amount of heat. The efficiency assumes
the expected form ηMBL ≈ 1− Wb2〈δ〉 . Throughout the aforementioned calculations, we assume that the Hamiltonian is
tuned adiabatically. We then estimate six diabatic corrections attributable to a realistic tuning’s finite speed. These
analytic results largely agree with the numerics in Sec. III.
G 1 Notation
Throughout this appendix, we focus on one mesoscopic engine, S. S consists of N sites. N denotes the number of
available energy eigenstates. If the Hamiltonian conserves particle number, the engine’s state must remain in some
particle-number eigensubspace associated with ∼ N2 particles. That subspace’s dimensionality scales as 2N .
To simplify notation, we drop the subscript from Hmeso(t). The Hamiltonian H(t) is tuned between HGOE, which
obeys the ETH, and HMBL, which governs an MBL system. Several unprimed quantities denote properties of HGOE,
whereas primed quantities denote properties of HMBL: We denote by Ej the j
th-greatest energy of HGOE and by
E′j the j
th-greatest energy of HMBL. δj denotes the gap just below Ej . δ
′
j denotes the gap just below E
′
j . When
approximating the spectra as continuous, we replace Ej with E and E
′
j with E
′.
Though the energies form a discrete set, they are well approximated as a continuum. ETH and MBL Hamiltonians
have Gaussian densities of states (DOSs): µ(E) = N√
2piN E e
−E2/(2NE2) [Eq. (D1)]. The DOS is normalized to the
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number of available energy eigenstates:
∫∞
−∞ dE µ(E) = N . When integrating a quantity with µ(E), therefore, we
typically divide the integral by N . The unit of energy is denoted by E . We often extend energy integrals’ limits
to ±∞, as the Gaussian peaks sharply about E = 0. The local average gap 〈δ〉E = 1µ(E) and the average gap
〈δ〉 := N∫∞
−∞ dE µ
2(E)
= 2
√
piN E
N are defined as in App. D 2.
The average gap 〈δ〉 of HGOE equals the average gap of HMBL, by construction. 〈δ〉 sets the scale for work and
heat quantities. Therefore, we will express Q’s and W ’s in the form (number)(function of small parameters) 〈δ〉 .
The system begins the cycle in the state ρ(0) = e−βHHGOE/Z. The partition function Z := Tr
(
e−βHHGOE
)
normalizes
the state. Wb denotes the cold bath’s bandwidth. We equate Planck’s reduced constant and Boltzmann’s constant
with one: ~ = kB = 1 .
The Hamiltonian is tuned at a speed v . More precisely, v := E ∣∣dαtdt ∣∣ , wherein αt denotes the dimensionless tuning
parameter. v has dimensions of energytime = energy
2 . (The equality follows from our having set ~ to one.) We have
chosen for v to have the dimensionality of the v in [60]. Though our v is not defined identically to the v in [60], our
speed is expected to behave similarly.
G 2 Small parameters
We estimate low-order contributions to 〈Wtot〉 and to ηMBL in terms of small parameters:
1. The cold bath has a small bandwidth: Wb〈δ〉  1.
2. The cold bath is cold: βCWb > 0. In contrast, negative-temperature thermal states have considerable weight
on high-energy levels, as though very hot.
3. Also because the cold bath is cold, 1 e−βCWb ≈ 0, and 1βC,〈δ〉  1.
4. The hot bath is hot:
√
N βHE  1. This inequality prevents βH from contaminating leading-order contributions
to heat and work quantities. (βH dependence, we find, tends to manifest in factors of e
−N(βHE)2/4 .) Since
βHE  1√N and
〈δ〉
E  1 , βH 〈δ〉 = (βHE)
(
〈δ〉
E
)
 1√
N
.
We focus on the parameter regime in which
TC Wb  〈δ〉 and
√
N βHE  1 . (G1)
The numerical simulations (Sec. III) took place in this regime. We approximate to second order in 1βC〈δ〉 ,
Wb
〈δ〉 , and
N(βHE)2 . We approximate to zeroth order in the much smaller e−βCWb .
The diabatic corrections to 〈Wtot〉 involve three more small parameters. H(t) is tuned at a low speed v:
√
v
〈δ〉  1.
The MBL level-repulsion scale δ− denotes the least value reasonably attributable to any gap in the HMBL spectrum
(Appendix H): δ−〈δ〉  1 . The third parameter, 〈δ〉E  1, follows from 〈δ〉 ∼ EN .
G 3 Partial-swap model of thermalization
Classical thermalization can be modeled with a probabilistic swap, or partial swap, or p-SWAP [96, 97]. A column
vector ~v represents the state. The thermalization is broken into time steps. At each step, a doubly stochastic matrix
Mp operates on ~v. The matrix’s fixed point is a Gibbs state ~g.
Mp models a probabilistic swapping out of ~v for ~g: At each time step, the system’s state has a probability 1 − p
of being preserved and a probability p ∈ [0, 1] of being replaced by ~g. This algorithm gives Mp the form Mp =
(1− p)1 + pG. Every column in the matrix G equals the Gibbs state ~g.
Let us illustrate with thermalization across two levels. If ~g =
(
e−β∆
1+e−β∆ ,
1
1+e−β∆
)
,
Mp =
[
1− p 1
1+e−β∆ p
e−β∆
1+e−β∆
p 1
1+e−β∆ 1− p e
−β∆
1+e−β∆
]
. (G2)
The off-diagonal elements represent the probabilities that, if the system starts in one level, it will hop to the other
level during any given time step. These transition probabilities obey detailed balance [98, 99]: P (0→∆)P (∆→0) = e
−β∆, if the
levels are labeled 0 and ∆.
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The parameter p depends on the strength of the coupling between the system and the bath. Regardless of the
value of p, repeated application of Mp maps every state to ~g [98]: limn→∞ (Mp)
n
~v = ~g. We choose p = 1: The
system thermalizes completely at each time step. (If p 6= 1, a more sophisticated model may be needed to model
thermalization across > 2 levels.)
G 4 Average heat 〈Q2〉 absorbed during stroke 2
We calculate 〈Q2〉 in four steps. First, we focus on one trial. The density operator’s statistical interpretation enables
us to suppose that the engine begins each trial in one energy eigenstate. We calculate the heat absorbed during one
trial’s second stroke. Next, we average over the probabilities that cold thermalization does or does not change the
engine’s energy. We average also with respect to the Poisson gap distribution, P
(E)
MBL(δ). Finally, we average with
respect to the initial density operator, ρ(0) = e−βHHGOE/Z.
G 4 i Heat absorbed during one trial
Suppose that the engine begins the trial of interest on level j of HGOE. Stroke 1—adiabatic tuning—preserves
the occupied level’s index. Let Q
(j)
2 denote the amount of heat absorbed during cold thermalization. Suppose that
the gap just above level j is smaller than the cold bath’s bandwidth: δ′j+1 < Wb. The engine may jump upward,
absorbing an amount Q
(j)
2 = δ
′
j+1 of heat. Suppose that the gap just below level j is sufficiently small: δ
′
j < Wb. The
engine may drop downward, absorbing Q
(j)
2 = −δ′j . The engine absorbs no heat if it fails to hop:
Q
(j)
2 =

δ′j+1 , engine jumps
−δ′j , engine drops
0 , cold thermalization preserves engine’s energy
. (G3)
G 4 ii Averages with respect to cold-thermalization probabilities and gap distributions
We set up the averages, then evaluate integrals.
G 4 iia Setting up the averages with respect to cold-thermalization probabilities and gap distributions: The discrete
index j becomes a continuous variable E:〈
〈Q2(E)〉 cold
therm.
〉
gaps
=
∫ Wb
0
dδ′j+1 δ
′
j+1 P(S jumps | δ′j+1 < Wb) P(δ′j+1 < Wb ; S does not drop)
+
∫ Wb
0
dδ′j (−δ′j) P(S drops | δ′j < Wb) P(δ′j < Wb ; S does not jump) . (G4)
Each P(a) denotes the probability that an event a occurs. P(a|b) denotes the conditional probability that, if an event
b has occurred, a will occur. P(a; b) denotes the joint probability that a and b will occur.
The p-SWAP model (App. G 3) provides the conditional probabilities. The Poisson distribution provides the
probability that a gap is sufficiently small. Each joint probability factorizes, e.g., P(δ′j+1 < Wb ; S does not drop) =
P(δ′j+1 < Wb) P(S does not drop).
The engine refrains from dropping if (1) the gap below level j is too large or if (2) the gap below j is small but cold
thermalization fails to drop the engine’s state nevertheless:
P(S does not drop) = P(δ′j > Wb) + P
(
S does not drop | δ′j+1 < Wb
)P(δ′j+1 < Wb) . (G5)
The gap has a probability P(δ′j > Wb) = 1 +O
(
Wb
〈δ〉
)
of being too large. The gap has a probability P(δ′j+1 < Wb) =
O
(
Wb
〈δ〉
)
of being small enough.10 The detailed-balance probability P (S does not drop | δ′j+1 < Wb) is too small to
10 Any given gap’s probability of being small enough to thermalize
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offset the O
(
Wb
〈δ〉
)
scaling of P(δ′j+1 < Wb). Hence the O
(
Wb
〈δ〉
)
terms are negligible here: Each multiplies, in Eq. (G4),
a δ′j+1 that will average to ∼Wb and a P(S jumps |δ′j+1 < Wb) that will average to ∼ Wb〈δ〉 . Each such compound term
∼Wb
(
Wb
〈δ〉
)2
= 〈δ〉
(
Wb
〈δ〉
)3
. We evaluate quantities only to second order in Wb〈δ〉  1 . Hence Eq. (G5) is approximated
with one. A similar argument concerns the final factor in Eq. (G4). Equation (G4) becomes〈
〈Q2(E)〉 cold
therm.
〉
gaps
=
∫ Wb
0
dδ′j+1 δ
′
j+1
e−βCδ
′
j+1
1 + e−βCδ
′
j+1
P
(E)
MBL(δ
′
j+1)
−
∫ Wb
0
dδ′j δ
′
j
1
1 + e−βCδ
′
j
P
(E)
MBL(δ
′
j) +O
([
Wb
〈δ〉
]3)
. (G10)
We have neglected two possibilities. First, we assume that the cold bath cannot thermalize gaps larger than the
bath’s bandwidth, i.e., across δ′j+1 > Wb or δ
′
j > Wb. Second, multiple small gaps could lie directly below level j,
e.g., δ′j , δ
′
j−1 < Wb. The cold bath could thermalize the engine across each gap. But the engine absorbs, on average,
a negligible amount of heat from such gap chains during stroke 2: Any given gap (far from the spectrum’s edges) has
a probability ∼ Wb〈δ〉 of being small enough to thermalize. Two neighboring gaps have a probability ∼
(
Wb
〈δ〉
)2
of both
being sufficiently small. Suppose that the engine drops across two such gaps. The engine absorbs an amount ∼ −2Wb
of heat. The average heat absorbed from the chain equals approximtely −2Wb
(
Wb
〈δ〉
)2
= −2 〈δ〉
(
Wb
〈δ〉
)3
. This quantity
is of third order in the small parameter Wb〈δ〉 . We estimate to second order.
Let us evaluate the integrals in Eq. (G10).
G 4 iib Evaluating the downward-drop integral: We begin with the second integral in Eq. (G10). We relabel δ′j
as δ to simplify notation:
I2 :=
∫ Wb
0
dδ δ
1
1 + e−βCδ
[
µ(E) e−µ(E)δ
]
= µ(E)
∫ Wb
0
dδ
δ e−µ(E)δ
1 + e−βCδ
. (G11)
We have substituted in for P
(E)
MBL(δ) from Eq. (D7). This integrand echoes the Sommerfeld expansion of low-
temperature statistical mechanics [100].
The detailed-balance probability decomposes as 1
1+e−βCδ = 1 − e
−βCδ
1+e−βCδ = 1 − 11+eβCδ . The first equality follows
from the conservation of probability. The second equality follows from multiplying the fraction’s numerator and
denominator by eβCδ . Hence
I2 = µ(E)
∫ Wb
0
dδ · δ e−µ(E)δ − µ(E)
∫ Wb
0
dδ
δ e−µ(E)δ
1 + eβCδ
. (G12)
Let I ′2 := µ(E)
∫Wb
0
dδ · δ e−µ(E)δ denote the first term.
We Taylor-approximate the exponential to zeroth order:
I ′2 = µ(E)
∫ Wb
0
dδ · δ [1−O(µ(E)δ)] = 1
2
(Wb)
2
+O
(
[µ(E)Wb]
3
)
. (G13)
Substituting into Eq. (G29) yields
I2 = 1
2
µ(E) (Wb)
2 − µ(E)
∫ Wb
0
dδ
δ e−µ(E)δ
1 + eβCδ
+O
(
[µ(E)Wb]
3
)
. (G14)
equals
P(δ ≤Wb) =
1
N
∫ Emax
Emin
dE µ(E)
∫ Wb
0
dδ P
(E)
MBL(δ) (G6)
≈ 1N
∫ ∞
−∞
dE µ(E)
[
1− e−µ(E)Wb
]
. (G7)
The first term evaluates to one, by the DOS’s normalization. We
Taylor-expand the exponential to first order, then integrate term
by term:
P(δ ≤Wb) ≈ 1−
[
1
N
∫ ∞
−∞
dE µ(E)− WbN
∫ ∞
−∞
dE µ2(E)
+O
(
(Wb)
2
N
∫ ∞
−∞
dE µ3(E)
)]
(G8)
=
Wb
〈δ〉 +O
([
Wb
〈δ〉
]2)
. (G9)
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Let I ′′2 denote the second term:
I ′′2 := µ(E)
∫ Wb
0
dδ
δ e−µ(E)δ
1 + eβCδ
. (G15)
The δ
1+eβCδ
echoes the integrand of the integral that evaluates to the Riemann zeta function. We magnify the
resemblance in two ways.
First, we extend the integration limit from Wb to infinity. Let us bound the error incurred by the extension,
 := µ(E)
∫ ∞
Wb
dδ
δ e−µ(E)δ
1 + eβCδ
. (G16)
Since 1
1+eβCδ
≤ e−βCδ ,  ≤ µ(E) ∫∞
Wb
dδ · δ e−[µ(E)+βC]δ . Let us integrate by parts. Let u = δ , du = dδ , v =
− e−[µ(E)+βC]δµ(E)+βC , and dv = e−[µ(E)+βC]δ dδ . Invoking
∫ b
a
u dv = u v
∣∣∣b
a
− ∫ b
a
v du yields
 ≤ µ(E)
(
− δ
µ(E) + βC
e−[µ(E)+βC]δ
∣∣∣∣∣
∞
Wb
+
1
µ(E) + βC
∫ ∞
Wb
dδ e−[µ(E)+βC]δ
)
(G17)
= µ(E)
(
Wb
µ(E) + βC
e−[µ(E)+βC]Wb +
1
[µ(E) + βC]
2 e
−[µ(E)+βC]Wb
)
(G18)
= [µ(E)Wb]
1
µ(E) + βC
e−[µ(E)+βC]Wb
(
1 +
1
[µ(E) + βC]Wb
)
. (G19)
The third factor in Eq. (G19) equals 1µ(E)
1
1+βC/µ(E)
≤ 1µ(E) µ(E)βC . The exponential in Eq. (G19) is bounded as
e−µ(E)Wb e−βCWb ≤ e−βCWb , since µ(E)Wb ≥ 0 . Equation (G1) implies that µ(E)βC · 1µ(E)Wb  1 . Therefore, the final
factor in Eq. (G19) is 1 + 1[µ(E)+βC]Wb = 1 +
1
1+[βC/µ(E)]
· 1µ(E)Wb ≤ 1 +
µ(E)
βC
· 1µ(E)Wb ≤ 2 . Therefore,
 ≤ 2
µ(E)
[µ(E)Wb]
µ(E)
βC
e−βCWb =
1
µ(E)
O
(
[µ(E)Wb]
µ(E)
βC
e−βCWb
)
. (G20)
Extending the upper integration limit in I ′′2 has strengthened the integral’s likeness to the Riemann Zeta function.
We strengthen the likeness also by decomposing 1
1+eβCδ
into 1
eβCδ−1 − 2e2βCδ−1 :
I ′′2 = µ(E)
∫ ∞
0
dδ
δ e−µ(E)δ
eβCδ − 1 − 2µ(E)
∫ ∞
0
dδ
δ e−µ(E)δ
e2βCδ − 1 +O
(
[µ(E)Wb]
µ(E)
βC
e−βCWb
)
. (G21)
We Taylor-approximate the numerators’ exponentials to zeroth order. Equivalently, we approximate each integral
to second order in µ(E)βC . To explain, we focus on the first integral, for simplicity. The first-order term in e
−µ(E)δ has
the form −µ(E) δ . This term appears in the whole-integral term −µ2(E) ∫∞
0
dδ δ
2
eβCδ−1 . We multiply and divide by
µ(E) (βC)
3 . Redefining βCδ as x yields − 1µ(E)
(
µ(E)
βC
)3 ∫∞
0
dx x
2
ex−1 =
1
µ(E) O
([
µ(E)
βC
]3)
. The lowest-order neglected
term is indeed negligible. Equation (G21) approximates to
I ′′2 = µ(E)
∫ ∞
0
dδ
δ
eβCδ − 1 − 2µ(E)
∫ ∞
0
dδ
δ
e2βCδ − 1 +O
(
[µ(E)Wb]
µ(E)
βC
e−βCWb
)
+O
([
µ(E)
βC
]3)
. (G22)
Consider rescaling the second integral’s integration variable as δ 7→ 12 δ. We combine the two integrals and rescale
δ 7→ δ/βC:
I ′′2 =
1
2
µ(E)
(βC)2
∫ ∞
0
dδ
δ
eδ − 1 +O
(
[µ(E)Wb]
µ(E)
βC
e−βCWb
)
+O
([
µ(E)
βC
]3)
(G23)
=
1
2
µ(E)
(βC)2
Γ(2) ζ(2) +O
(
[µ(E)Wb]
µ(E)
βC
e−βCWb
)
+O
([
µ(E)
βC
]3)
. (G24)
35
The Gamma function evaluates, at two, to Γ(2) = 1 . The Riemann zeta function evaluates, at two, to ζ(2) = pi
2
6 .
Substituting from Eq. (G24) into Eq. (G14) yields
I2 = 1
2
µ(E) (Wb)
2 − pi
2
12
µ(E)
(βC)2
+O
(
[µ(E)Wb]
3
)
+O
(
[µ(E)Wb]
µ(E)
βC
e−βCWb
)
(G25)
+O
([
µ(E)
βC
]3)
.
We have calculated the second integral in Eq. (G10).
G 4 iic Evaluating the upward-hop integral: The first integral in Eq. (G10) has the form
I1 := µ(E)
∫ Wb
0
dδ · δ e
−βCδ
1 + e−βCδ
e−µ(E)δ (G26)
= µ(E)
∫ Wb
0
dδ
δ e−µ(E)δ
1 + eβCδ
(G27)
=
pi2
12
µ(E)
(βC)2
+O
(
[µ(E)Wb]
µ(E)
βC
e−βCWb
)
+O
([
µ(E)
βC
]3)
. (G28)
The second equality follows from multiplying the numerator and the denominator by eβCδ. The final equality follows
from recognizing (G27) as I ′′2 [Eq. (G15)]. I ′′2 is evaluated in Eq. (G24), which is copied into (G28).
G 4 iid Combining the downward-drop and upward-hop integrals: Substituting from Eqs. (G28) and (G25) into
Eq. (G10) yields
〈
〈Q2(E)〉 cold
therm.
〉
gaps
= −1
2
µ(E) (Wb)
2 +
pi2
6
µ(E)
(βC)2
+O
(
[µ(E)Wb]
3
)
+O
(
[µ(E)Wb]
µ(E)
βC
e−βCWb
)
+O
([
µ(E)
βC
]3)
. (G29)
G 4 iii Thermal average with respect to the initial density operator
We must integrate Eq. (G29) over energies E, weighted by the initial-state Gibbs distribution:
〈Q2〉 :=
〈〈
〈Q2(E)〉 cold
therm.
〉
gaps
〉
ρ(0)
(G30)
=
(
− (Wb)
2
2
+
pi2
6
1
(βC)2
)∫ ∞
−∞
dE µ2(E)
e−βHE
Z
+O
([
Wb
〈δ〉
]3)
+O
(
Wb
〈δ〉 e
−βCWb
)
+O
([
µ(E)
βC
]3)
. (G31)
The DOS’s sharp peaking about E = 0 justifies our approximation of the energy integral as extending between ±∞.
We substitute in for the DOS from Eq. (D1):
〈Q2〉 = N
2
2piNE2
1
Z
(
− (Wb)
2
2
+
pi2
6
1
(βC)2
)∫ ∞
−∞
dE e−E
2/NE2 e−βHE +O(.) . (G32)
We have abbreviated the correction terms as O(.). The integral evaluates to
√
piN E eN(βHE)2/4. The partition function
is
Z =
∫ ∞
−∞
dE µ(E)e−βHE = N eN(βHE)2/2 . (G33)
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FIG. 9: Absolute value | 〈Q2〉 | of the average heat absorbed during cold thermalization (stroke 2) as a
function of the cold-bath bandwidth Wb, the cold-bath temperature TC, and the hot-bath temperature
TH = 1/βH: We numerically simulated a mesoscale engine of N = 12 sites governed by the random-field Heisenberg
Hamiltonian (24). Each red dot represents numerical simulations of 1,000 disorder realizations. The blue lines represent the
absolute value of the analytical prediction (G34). The disorder strengths and error bars are discussed in Sec. III. The analytics
match the numerics’ shapes, and the agreement is fairly close, in the appropriate limits (where Wb〈δ〉  1 and TC/ 〈δ〉  1, in
the gray shaded regions). The analytics systematically underestimate 〈Q2〉 at fixed Wb. This underestimation stems from the
small level repulsion that persists at finite N . The analytical prediction (G34) substantially underestimates 〈Q2〉 when the
cold-bath bandwidth is large, Wb & 〈δ〉. Such disagreement is expected: Wb〈δ〉  1 is assumed in the analytical calculation.
Hence chains of small gaps δ′j , δ
′
j+1 · · · < Wb are neglected in the analytics. Such chains proliferate as Wb grows. A similar
reason accounts for the curve’s crossing the origin in Fig. 9b: We analytically compute 〈Q2〉 only to second order in TC/ 〈δ〉.
Substituting into Eq. (G32) yields
〈Q2〉 = N
2
√
piN E
(
− (Wb)
2
2
+
pi2
6
1
(βC)2
)
e−N(βHE)
2/4 +O(.) (G34)
=
(
− (Wb)
2
2 〈δ〉 +
pi2
6
1
(βC)2 〈δ〉
)
e−N(βHE)
2/4 +O
([
Wb
〈δ〉
]3)
+O
(
[µ(E)Wb]
µ(E)
βC
e−βCWb
)
+O
([
µ(E)
βC
]3)
+O
([√
N βHE
]4)
. (G35)
The prefactor was replaced with 1〈δ〉 via Eq. (D3).
Equation (G34) is compared with numerical simulations in Fig. 9. In the appropriate regime (wherein Wb  〈δ〉
and TC Wb), the analytics agree well with the numerics, to within finite-size effects.
In terms of small dimensionless parameters,
〈Q2〉 = 〈δ〉
[
1
2
(
−Wb〈δ〉
)2
+
pi2
6
1
(βC 〈δ〉)2
] [
1− N
4
(βHE)2
]
+O(.) . (G36)
The leading-order term is second-order. So is the βC correction; but the correction is much smaller than the leading-
order term, by assumption [Eq. (G1)]. The βH correction is fourth-order—too small to include. To lowest order,
therefore,
〈Q2〉 ≈ − (Wb)
2
2 〈δ〉 . (G37)
G 5 Average heat 〈Q4〉 absorbed during stroke 4
The 〈Q4〉 calculation proceeds similarly to the 〈Q2〉 calculation: We initially focus on one trial. We suppose that the
engine begins the trial in level j. We model the heat absorbed during that trial, then average over cold-thermalization
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FIG. 10: Dominant chains of small MBL-Hamiltonian gaps: The engine thermalizes with a cold bath, while in the
MBL phase, during stroke 2. The thermalization can transfer the engine’s state across gaps no larger than the bath
bandwidth, Wb . A chain of n = 0, 1, 2, . . . small gaps might neighbor each other in the HMBL spectrum. The nonnegligible
contributions to 〈Q4〉 (the average heat absorbed during stroke 4) derive from n = 1, 2 chains. E′j denotes the energy of the
Hamiltonian eigenstate in which the engine starts stroke 2 in some trial.
probabilities and over gap distributions (over disorder realizations). Finally, we average over initial levels j, using the
thermal distribution
{
e−βHEj/Z
}
.
However, 〈Q4〉 requires more calculation than 〈Q2〉 required. When calculating 〈Q2〉, we neglected contributions
from the engine’s dropping across a pair of neighboring small gaps during cold thermalization. Two successive gaps
have a probability ∼
(
Wb
〈δ〉
)2
of being small (of size < Wb). Thermalizing across each gap produces an amount ≤Wb
of heat. Each pair of small gaps therefore contributes negligibly to 〈Q2〉, as 〈δ〉O
([
Wb
〈δ〉
]3)
We cannot neglect pairs of small MBL gaps when calculating 〈Q4〉. Each typical small gap widens, during stroke
3, to become of size ∼ 〈δ〉 . These larger gaps are thermalized across during stroke 4, contributing an amount
∼ 〈δ〉O
([
Wb
〈δ〉
]2)
to 〈Q4〉 . Second-order contributions are not negligible. Chains of ≥ 3 small MBL gaps contribute
negligibly, however.
We begin by constructing a formula accurate to all orders. Then, we evaluate the one-gap and two-gap terms.
G 5 i Exact expression for 〈Q4〉
Suppose that the engine, S, begins on level j in the trial of interest. The final, outermost average is over j,
implemented with thermal weights e−βHEj/Z .
Let P (n|j) denote the probability that the jth MBL level occupies a chain of exactly n small gaps. n runs from 0
(level j may neighbor two large gaps) to N − 1 (all the MBL gaps may be small). Figure 10 illustrates the n = 1, 2
cases. The n = 0 term contributes nothing to 〈Q4〉: If S cannot traverse any gaps during stroke 2, S requires no heat
to reset during stroke 4 (on average, as shown below).
Let Pˆ (jˆ|n, j) denote the probability that, if S started some trial on level j, if the jth MBL level occupies a chain of
exactly n small gaps, cold thermalization leaves S on the jˆth rung of the small-gap chain. jˆ runs from 0 (S may end
stroke 2 on the chain’s bottom rung) to n (S may end stroke 2 on the top rung). Figure 11a illustrates this notation.
Let k denote the index, in the many-body spectrum, of the small-gap chain’s bottom rung. If j is the chain’s
bottom rung, for example, k = j . Figure 11b illustrates this and other examples.
P
(E)
GOE(δ) denotes the probability per unit energy that the gap at energy Ej in the HGOE spectrum is of size δ . The
gap size lies between 0 and the HGOE bandwidth Emax−Emin . We approximate the bandwidth with∞, as integrands
peak sufficiently sharply at finite δ values.
We have specified four probabilities and probability densities over which to average: e−βHEj/Z , P (n|j) , Pˆ (jˆ|n, j) ,
and P
(E)
GOE(δ) . What must we average? The energy required to reset the engine during stroke 4. S ends stroke 4 on
an HGOE level ι selected randomly according to a Gibbs distribution
{
e−βHEι/Z
}
. Consider, for simplicity, fixing n,
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FIG. 11: Notation for chains of small gaps in the MBL Hamiltonian’s spectrum: The average heat absorbed
during stroke 4, 〈Q4〉, depends on which gaps the engine thermalizes across during stroke 2. The engine, S, can thermalize
across gaps no larger than the cold bath’s bandwidth, Wb . Suppose that S begins stroke 2 on energy level j, in a chain of
n = 2 small gaps. E′j denotes the engine’s start-of-stroke-2 energy. jˆ denotes the index, within the chain, of the level on which
S ends stroke 2. jˆ runs from 0 to n, as illustrated in Fig. 11a. k denotes the index, within the many-body spectrum, of the
level on which S ends stroke 2. k runs from j − n to j, as illustrated in Fig. 11b.
k, and jˆ . The average reset heat equals
∑
j
e−βHEj
Z
∑
ι
e−βHEι
Z
(
Eι − Ejˆ+k
)
=
∑
ι
e−βHEι
Z
Eι −
∑
j
e−βHEj
Z
Ejˆ+k . (G38)
We have invoked the probability distribution’s normalization. The right-hand side’s ι is a dummy index; we can
relabel it as j . The first term can then be combined with the second. 〈Q4〉 becomes
∑
j
e−βHEj
Z
(
Ej − Ejˆ+k
)
. Stroke
4 resets S to the level j on which S began the trial, on average. We can rewrite Ej − Ejˆ+k as the sum of gaps∑n
`=0 ∆k+` . ∆k+` denotes the `
th gap from the chain’s bottom. Each gap must be disorder-averaged individually, as
in
n∑
`=0
[∫ ∞
0
d∆k+` P
(Ek+`)
GOE (∆k+`) ∆k+`
]
=
n∑
`=0
〈δ〉Ek+` . (G39)
The average heat absorbed during stroke 3 therefore equals
〈Q4〉 =
∑
j
e−βHEj
Z
N−1∑
n=1
P (n|j)
n∑
jˆ=0
Pˆ (jˆ|n, j)
j∑
k=j−n
n∑
`=1
〈δ〉Ek+` . (G40)
The average gap remains nearly constant throughout the chain. The correction is a factor of 1N smaller than the
leading-order term.11 We will omit the correction from our error accounting, which is intended to highlight dependence
on the small parameters in App. G 2. The sum over ` equals the average gap times the number (j− jˆ−k) of gaps that
11 How does the average gap, 〈δ〉E = 1µ(E) , change with the energy
E? The relative change in the average gap is
∆ 〈δ〉E
〈δ〉E
=
1
1/µ(E)
(
d
dE
1
µ(E)
· dE
)
. (G41)
The dE = 〈δ〉E cancels with the leftmost 11/µ(E) . We substi-
tute in for µ(E) from Eq. (D1), then differentiate:
∆〈δ〉E
〈δ〉E =√
2pi
N
E
NE e
E2/2NE2 . The energies of interest occupy a band, cen-
tered at E = 0, of width ∼ E√N . In the worst case (when the
relative change is largest), E ∼ E√N , such that ∆〈δ〉E〈δ〉E ∼
1
N .
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S must climb, during stroke 4, to return to its start-of-cycle level:
∑n
`=1 〈δ〉Ek+` = 1µ(Ej) (j − jˆ − k) . Equation (G40)
becomes
〈Q4〉 =
∑
j
e−βHEj
Z
N−1∑
n=1
P (n|j)
n∑
jˆ=0
P (jˆ|n, j)
j∑
k=j−n
1
µ(Ej)
(j − jˆ − k) . (G42)
We can calculate P (n|j) for all n . P (n|j) denotes the probability that the jth HMBL level occupies a chain of
exactly n small gaps. The density of states, µ(E′j), remains nearly constant throughout the chain, as 〈δ〉E does (see
footnote 11):
P (n|j) = (Prob. that some particular gap is small)n(Prob. that the gap just below the chain is large)
× (Prob. that the gap just above the chain is large) (G43)
≡ (Fj)n (Gj)2 . (G44)
We have defined
Fj :=
∫ Wb
0
dδ P
(E′j)
MBL(δ) (G45)
= 1− e−µ(E′j)Wb (G46)
= µ(E′j)Wb −
1
2
[
µ(E′j)Wb
]2
+O
([
µ(E′j)Wb
]3)
(G47)
as the probability that any given HMBL gap (far from the energy band’s edges) is small. We have defined
Gj :=
∫ ∞
Wb
dδ P
(E′j)
MBL(δ) = 1− Fj (G48)
= e−µ(E
′
j)Wb (G49)
= 1− µ(E′j)Wb +
1
2
[
µ(E′j)Wb
]2
+O
([
µ(E′j)Wb
]3)
(G50)
as the probability that any given HMBL gap (far from the energy band’s edges) is large. Squaring the right-hand side
of Eq. (G50) yields
(Gj)
2 = 1− 2µ(E′j)Wb + 2
[
µ(E′j)Wb
]2
+O
([
µ(E′j)Wb
]3)
. (G51)
We substitute from Eqs. (G51) and (G47) into Eq. (G44) to evaluate P (n|j) at n = 1, 2 . Consider a chain of exactly
one small gap, illustrated in the left-hand side of Fig. 10. The probability that E′j occupies such a one-gap chain
equals
P (1|j) = Fj (Gj)2 (G52)
= µ(E′j)Wb −
5
2
[
µ(E′j)Wb
]2
+O
([
µ(E′j)Wb
]3)
. (G53)
Consider a chain of exactly two small gaps, illustrated in the right-hand side of Fig. 10. E′j has a probability
P (2|j) = (Fj)2 (Gj)2 (G54)
=
[
µ(E′j)Wb
]2
+O
([
µ(E′j)Wb
]3)
(G55)
of occupying a two-gap chain.
Let us evaluate the n = 1 and n = 2 terms in Eq. (G42).
G 5 ii Contribution to 〈Q4〉 from chains of exactly n = 1 small gap
First, we calculate P (jˆ|n=1, j). Then, we substitute into Eq. (G42) and compute the sums.
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P (jˆ|n=1, j) equals the probability that, if S began the trial of interest in level j, and if the MBL energy E′j occupies
a chain of exactly one small gap, cold thermalization leaves S in the chain’s jˆth level. jˆ runs from 0 (S might end on
the chain’s bottom rung) to 1 (S might end on the top rung). We compute the values individually.
S has a probability
P (jˆ=1|n=1, j) = 1
Fj
∫ Wb
0
dδ
[
µ(E′j) e
−µ(E′j)δ
] e−βCδ
1 + e−βCδ
(G56)
of ending stroke 2 atop the one-small-gap chain. The 1Fj conditions the probability on the chain’s containing exactly
one small gap, as in Bayes’ Theorem. [The denominator implicitly contains a (Gj)
2 that cancelled with a (Gj)
2
implicit in the numerator. The complete denominator equals P (n=1|j) = Fj(Gj)2, by Eq. (G52).] We multiply the
detailed-balance probability’s numerator and denominator by eβCδ .
Extending the upper integration limit to ∞ simplifies the integral. The extension incurs an error  . We bound this
 as we bounded the  in Eq. (G16) (we are redefining the symbol ):
 :=
µ(E′j)
Fj
∫ ∞
Wb
dδ e−µ(E
′
j)δ
1
1 + eβCδ
. (G57)
Since 1
1+eβCδ
≤ e−βCδ , Therefore,
 ≤ µ(E
′
j)
Fj
∫ ∞
Wb
dδ e−[µ(E
′
j)+βC]δ =
µ(E′j)
Fj
1
µ(E′j) + βC
e−µ(E
′
j)Wb e−βCWb (G58)
≤ 1
Fj
1
1 + βC/µ(E′j)
e−βCWb . (G59)
The final inequality follows from Wb〈δ〉  1 . The second factor is ≤
µ(E′j)
βC
. The 1Fj will cancel with the P (1|j) ∝ Fj in
Eq. (G42). Inequality (G59) therefore implies that
 =
1
Fj
O
(
µ(E′j)
βC
e−βCWb
)
. (G60)
The e−βCWb is negligible. Equation (G56) becomes
P (jˆ=1|n=1, j) = µ(E
′
j)
Fj
∫ ∞
0
dδ e−µ(E
′
j)δ
1
1 + eβCδ
+
1
Fj
O
(
µ(E′j)
βC
e−βCWb
)
. (G61)
The first exponential has the Taylor expansion e−µ(E
′
j)δ =
∑∞
r=0
1
r!
[−µ(E′j)δ]r . After substituting into Eq. (G61),
we rearrange terms. If x := βCδ,
P (jˆ=1|n=1, j) = µ(E
′
j)
Fj βC
∞∑
r=0
(
−µ(E
′
j)
βC
)r (
1
r!
∫ ∞
0
dx
xr
1 + ex
)
+
1
Fj
O
(
µ(E′j)
βC
e−βCWb
)
(G62)
=
µ(E′j)
Fj βC
∞∑
r=0
η(r + 1)
(
−µ(E
′
j)
βC
)r
+
1
Fj
O
(
µ(E′j)
βC
e−βCWb
)
. (G63)
The Dirichlet eta function, evaluated at r + 1, is denoted by η(r + 1) .
We have calculated the conditional probability P (jˆ=1|n=1, j) that cold thermalization leaves S at the top of a chain
of exactly one small gap. If S does not end at the top, S ends at the bottom. By the probabilities’ normalization,
P (jˆ=0|n=1, j) = 1− P (jˆ=1|n=1, j) . (G64)
Having calculated the P (jˆ|n=1, j)’s, we will substitute into the contribution, to 〈Q4〉, of chains of exactly n = 1
small gap. We label that contribution
〈
Qn=14
〉
. By Eq. (G42),
〈
Qn=14
〉
=
∑
j
e−βHEj
Z
P (n=1|j)
µ(Ej)
[
P (jˆ=0|n=1, j)− P (jˆ=1|n=1, j)
]
. (G65)
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The bracketed factor equals
1− 2P (jˆ=1|n=1, j) = 1− 2 µ(E
′
j)
Fj βC
∞∑
r=0
η(r + 1)
(
−µ(E
′
j)
βC
)r
+
1
Fj
O
(
µ(E′j)
βC
e−βCWb
)
, (G66)
by Eqs. (G64) and (G63). Substituting into Eq. (G65) from Eqs. (G66) and (G52) yields〈
Qn=14
〉
=
∑
j
e−βHEj
Z
Fj (Gj)
2
µ(Ej)
− 2
βC
∑
j
e−βHEj
Z
(Gj)
2
µ(E′j)
µ(Ej)
[ ∞∑
r=0
η(r + 1)
(
−µ(E
′
j)
βC
)r]
+
∑
j
e−βHEj
Z
Fj (Gj)
2
µ(Ej)
· 1
Fj
O
(
µ(E′j)
βC
e−βCWb
)
. (G67)
Substituting in for Fj (Gj)
2 from Eq. (G53), and for (Gj)
2 from Eq. (G51), yields〈
Qn=14
〉
=
∑
j
e−βHEj
Z
1
µ(Ej)
{
µ(E′j)Wb −
5
2
[
µ(E′j)Wb
]2
+O
([
µ(E′j)Wb
]3)}
− 2
βC
∑
j
e−βHEj
Z
{
1− 2µ(E′j)Wb + 2
[
µ(E′j)Wb
]2
+O
([
µ(E′j)Wb
]3)}µ(E′j)
µ(Ej)
×
[ ∞∑
r=0
η(r + 1)
(
−µ(E
′
j)
βC
)r]
+
∑
j
e−βHEj
Z
1
µ(Ej)
O
(
µ(E′j)
βC
e−βCWb
)
. (G68)
As usual, the sums are approximated by integrals. We assume that µ(Ej) ≈ µ(E′j):〈
Qn=14
〉
=
∫ ∞
−∞
dE
e−βHE
Z
{
µ(E)Wb − 5
2
[µ(E)Wb]
2
+O
(
[µ(E)Wb]
3
)}
− 2
βC
∫ ∞
−∞
dE
e−βHE
Z
µ(E)
{
1− 2µ(E)Wb + 2 [µ(E)Wb]2 +O
(
[µ(E)Wb]
3
)}
×
[ ∞∑
r=0
η(r + 1)
(
−µ(E)
βC
)r]
+O
(
e−βCWb
)
. (G69)
We integrate, expressing the result in terms of 〈δ〉 . In the second integral, we keep only the two lowest-order terms
in the {. . .} and only the two lowest-order terms in the ∑r:〈
Qn=14
〉
=
{
Wb − 5
2
(Wb)
2
〈δ〉 e
−N(βHE)2/4 +O
([
Wb
〈δ〉
]3)}
+
{
− 2η(1)
βC
+ 4η(1)
Wb
βC 〈δ〉 e
−N(βHE)2/4
+ 2η(2)
1
(βC)2 〈δ〉 e
−N(βHE)2/4 +O
([
Wb
〈δ〉
]2
1
βC 〈δ〉
)
+O
([
1
βC 〈δ〉
]3)
+O
(
Wb
〈δ〉
[
1
βC 〈δ〉
]2)}
+O
(
e−βCWb
)
. (G70)
We regroup terms, rearrange terms roughly in order from greatest to least, and express the sum in terms of small
parameters:〈
Qn=14
〉
= 〈δ〉
{
Wb
〈δ〉 −
2η(1)
βC 〈δ〉 +
[
− 5
2
(
Wb
〈δ〉
)2
+ 4η(1)
Wb
〈δ〉
1
βC 〈δ〉 + 2η(2)
1
(βC 〈δ〉)2
][
1− 1
4
N (βHE)2
]
+O
([
Wb
〈δ〉
]3)
+O
([
Wb
〈δ〉
]2
1
βC 〈δ〉
)
+O
(
Wb
〈δ〉
[
1
βC 〈δ〉
]2)
+O
([
1
βC 〈δ〉
]3)
+O
({
N [βHE ]2
}2)
+O
(
e−βCWb
)
. (G71)
The lowest-order βH corrections are too small to keep. So is the O
(
1
(βC)2〈δ〉
)
term. Evaluating η(1) = ln 2 yields
〈
Qn=14
〉 ≈Wb − 2 ln 2
βC
− 5
2
(Wb)
2
〈δ〉 + 4 ln 2
Wb
βC 〈δ〉 . (G72)
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G 5 iii Contribution
〈
Qn=24
〉
to 〈Q4〉 from chains of exactly n = 2 small gaps
We must calculate the probabilities P (jˆ|n=2, j) that, if S begins a trial in level j, and if the jth MBL level occupies
a chain of exactly n = 2 small gaps, cold thermalization leaves S on the chain’s jˆth rung. jˆ runs from 0 to 2, as
illustrated by the solid red dots in Fig. 11a. After calculating these conditional probabilities, we substitute into the
n = 2 term of Eq. (G42).
G 5 iiia P (jˆ=2|n=2, j): The engine may end stroke 2 on the top rung of a two-small-gap chain. The solid
red dot on the right-hand side of Fig. 11a illustrates this scenario. Let δ1 and δ2 denote the bottom and top gaps.
The conditional probability P (jˆ=2|n=2, j) depends on the gaps’ being small [on P (E
′
j)
MBL(δ1) and on P
(E′j)
MBL(δ2)], on the
detailed-balance probability e
−βC(δ1+δ2)
1+e−βCδ1+e−βC(δ1+δ2) , and on a Bayes normalization factor from Bayes’ Theorem:
P (jˆ=2|n=2, j) = 1
(Fj)2
∫ Wb
0
dδ1
[
µ(E′j) e
−µ(E′j)δ1
] ∫ Wb
0
[
µ(E′j) e
−µ(E′j)δ2
] e−βC(δ1+δ2)
1 + e−βCδ1 + e−βC(δ1+δ2)
. (G73)
To simplify the integral, we multiply and divide by eβC(δ1+δ2) . Defining
z ≡ z(δ1) := 1
1 + eβCδ1
(G74)
yields
P (jˆ=2|n=2, j) = µ
2(E′j)
(Fj)2
∫ Wb
0
dδ1 e
−µ(E′j)δ1
∫ Wb
0
dδ2
e−µ(E
′
j)δ2
1 + eβCδ2/z
. (G75)
We extend the second integral to infinity, incurring an error
 :=
µ2(E′j)
(Fj)2
∫ Wb
0
dδ1 e
−µ(E′j)δ1
∫ ∞
Wb
dδ2
e−µ(E
′
j)δ2
1 + eβCδ2/z
. (G76)
Let ¯ denote the final integral. At fixed z(δ1), the final integrand’s
1
1+eβCδ2/z
≤ z e−βCδ2 . Hence
¯ ≤ z
∫ ∞
Wb
dδ2 e
−[µ(E′j)+βC]δ2 =
z
µ(E′j) + βC
e−[µ(E
′
j)+βC]Wb ≤ z
µ(E′j)
µ(E′j)
βC
e−βCWb . (G77)
Inequalities (G76) and (G77), with the definition of z, imply
 ≤ 1
(Fj)2
µ(E′j)
βC
e−βCWb
∫ Wb
0
dδ1
e−µ(E
′
j)δ1
1 + eβCδ1
. (G78)
The integral is upper-bounded by e−βCWb . The 1(Fj)2 will cancel with the (Fj)
2 in P (n=2|j), in Eq. (G42). Hence
 =
1
(Fj)2
O
(
µ(E′j)
βC
e−2βCWb
)
. (G79)
Returning to Eq. (G75), we change variables from δ2 to x := βCδ2:
P (jˆ=2|n=2, j) = µ
2(E′j)
(Fj)2βC
∫ Wb
0
dδ1 e
−µ(E′j)δ1
∫ ∞
0
dx
e−µ(E
′
j)x/βC
1 + ex/z
+
1
(Fj)2
O
(
µ(E′j)
βC
e−2βCWb
)
. (G80)
Let I2 denote the second integral. We replace the numerator with its Taylor expansion. Pulling the sum out in
front of the integral yields
I2 =
∞∑
r=0
(
−µ(E
′
j)
βC
)r
1
r!
∫ ∞
0
dx
xr
1 + ex/z
. (G81)
Part of I2 forms an instance of the polylogarithm function. In the context of Fermi-Dirac distributions, the order-
(r + 1) polylogarithm function Lir+1(−eµ) appears in the form [101]
Lir+1(−eµ) = − 1
Γ(r + 1)
∫ ∞
0
dx
xr
1 + ex−µ
. (G82)
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The polylogarithm has the power-series expansion
Lir+1(−z) =
∞∑
`=1
(−z)`
`r+1
. (G83)
Returning to Eq. (G82), we recall that Γ(r+ 1) = r! Setting e−µ = 1z yields Lir+1(−z) = − 1r!
∫∞
0
dx x
r
1+ex/z . Hence
Eq. (G81) contains −Lir+1(−z) , such that I2 =
∑∞
r=0
(
−µ(E
′
j)
βC
)r
[−Lir+1(−z)] . We substitute into Eq. (G80), then
rearrange factors. Changing variables from δ1 to y := βCδ1 yields
P (jˆ=2|n=2, j) = −1
(Fj)2βC
∞∑
r=0
(
−µ(E
′
j)
βC
)r+2 ∫ βCWb
0
dy e−µ(E
′
j)y/βC Lir+1(−z) + 1
(Fj)2
O
(
µ(E′j)
βC
e−2βCWb
)
.
(G84)
Let us extend the upper integration limit to y =∞ . The extension incurs an error
˜ :=
−1
(Fj)2βC
∞∑
r=0
(
−µ(E
′
j)
βC
)r+2 ∫ ∞
βCWb
dy e−µ(E
′
j)y/βC Lir+1(−z) . (G85)
Let ˜′ denote the integral. The e−µ(E
′
j)y/βC ≤ 1 . We bound the final factor’s magnitude using Eq. (G83):
|Lir+1(−z)| =
∣∣∣∣∣
∞∑
`=1
(−z)`
`r+1
∣∣∣∣∣ ≤
∞∑
`=1
z`
`r+1
≤
∞∑
`=1
z` . (G86)
The first inequality follows from the Triangle Inequality. Since z = 11+ey ∈ [0, 1) , we can apply a geometric-series
formula: |Lir+1(−z)| ≤ 11−z − 1 . The one is subtracted off because Ineq. (G86) lacks an ` = 0 term. Substituting in
for z yields |Lir+1(−z)| = 11+ey (e−y + 1) ≤ 2e−y . The integral in Eq. (G85) is upper-bounded by 2
∫∞
βCWb
dy e−y =
2e−βCWb . The largest term in Eq. (G85) is the r = 0 term: Incrementing r increments the power of
µ(E′j)
βC
on which
the rth term depends. Hence
˜ =
1
(Fj)2
O
([
µ(E′j)
βC
]3
e−βCWb
)
. (G87)
Equation (G84) becomes
P (jˆ=2|n=2, j) = −1
(Fj)2βC
∞∑
r=0
(
−µ(E
′
j)
βC
)r+2 ∫ ∞
0
dy e−µ(E
′
j)y/βC Lir+1(−z) + 1
(Fj)2
O
(
µ(E′j)
βC
e−2βCWb
)
. (G88)
Let us replace the e−µ(E
′
j)y/βC with its Taylor series and z with 11+ey . Rearranging factors yields
P (jˆ=2|n=2, j) = 1
(Fj)2
∞∑
r,s=0
1
s!
(
−µ(E
′
j)
βC
)r+s+2 ∫ ∞
0
dy · ys
[
−Lir+1
( −1
1 + ey
)]
+
1
(Fj)2
O
(
µ(E′j)
βC
e−2βCWb
)
(G89)
=
1
(Fj)2
O
([
µ(E′j)
βC
]2)
. (G90)
The 1(Fj)2 will cancel with the (Fj)
2 in P (n=2|j) [Eq. (G54)]. Hence P (jˆ=2|n=2, j) ≈ 0 is too small to include in
our result.
G 5 iiib P (jˆ=1|n=2, j): The red dot in the central subfigure of Fig. 11a represents an engine that has cold-
thermalized to the middle rung in a chain of exactly two small gaps. S has a conditional probability P (jˆ=1|n=2, j)
of cold-thermalizing to such a middle rung, upon beginning a trial in level j (if the jth MBL level occupies a chain of
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exactly two small gaps). Let δ1 and δ2 denote the lower and upper gaps. We construct the conditional probability as
in Eq. (G73):
P (jˆ=1|n=2, j) = 1
(Fj)2
∫ Wb
0
dδ1
[
µ(E′j) e
−µ(E′j)δ1
] ∫ Wb
0
dδ2
[
µ(E′j) e
−µ(E′j)δ2
] e−βCδ1
1 + e−βCδ1 + e−βC(δ1+δ2)
. (G91)
To simplify, we multiply and divide by eβCδ1 . Then, we define
z ≡ z(δ1) := 1 + eβCδ1 . (G92)
Pulling out the DOS factors yields
P (jˆ=1|n=2, j) = µ
2(E′j)
(Fj)2
∫ Wb
0
dδ1 e
−µ(E′j)δ1
∫ Wb
0
dδ2
e−µ(E
′
j)δ2
z + e−βCδ2
. (G93)
We approximate the numerator to zeroth order: e−µ(E
′
j)δ2 ≈ 1 . The leading correction ends up smaller by a factor
of
µ(E′j)
βC
. The proof resembles the argument just after Eq. (G21).
We change variables from δ2 to y := e
−βCδ2 :
P (jˆ=1|n=2, j) = − µ
2(E′j)
(Fj)2βC
∫ Wb
0
dδ1 e
−µ(E′j)δ1
∫ e−βCWb
1
dy
y(z + y)
. (G94)
The right-hand integrand decomposes as 1y(z+y) =
1
z
(
1
y − 1z+y
)
. We must integrate
∫ e−βCWb
1
dy
(
1
y
− 1
z + y
)
= −βCWb − ln
(
z + e−βCWb
z + 1
)
. (G95)
Equation (G94) evaluates to
P (jˆ=1|n=2, j) = µ
2(E′j)
(Fj)2βC
∫ Wb
0
dδ1
e−µ(E
′
j)δ1
z
[
βCWb + ln
(
z + e−βCWb
z + 1
)]
. (G96)
Only the βCWb term, we will show later, is nonnegligible. Therefore, since z := 1 + e
βCδ1 ,
P (jˆ=1|n=2, j) = µ
2(E′j)Wb
(Fj)2
∫ Wb
0
dδ1
e−µ(E
′
j)δ1
1 + eβCδ1
+ ˜ , (G97)
wherein
˜ :=
µ2(E′j)
(Fj)2βC
∫ Wb
0
dδ1
e−µ(E
′
j)δ1
z
ln
(
z + e−βCWb
1 + z
)
. (G98)
The explicit integral in Eq. (G97) equals
Fj
µ(E′j)
P (jˆ=1|n=1, j) by Eq. (G56). The latter probability is evaluated in
Eq. (G63). Hence
P (jˆ=1|n=2, j) = 1
Fj
µ2(E′j)Wb
βC
∞∑
r=0
η(r + 1)
(
−µ(E
′
j)
βC
)r
+
1
Fj
O
(
µ(E′j)
βC
e−βCWb
)
+ ˜ . (G99)
Again, η denotes the Dirichlet eta function.
Let us calculate ˜, Eq. (G98). As before, we approximate the e−µ(E
′
j)δ1 to zeroth order. Let us factor z1+z out of
the log:
˜ =
µ2(E′j)
(Fj)2βC
∫ Wb
0
dδ1
1
z
[
ln
(
z
1 + z
)
+ ln
(
1 +
e−βCWb
z
)]
. (G100)
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The final logarithm is O
(
e−βCWb
)
. We prepare the initial logarithm for a Taylor approximation: ln
(
z
1+z
)
=
− ln (1 + 1z ) . Hence
˜ = − µ
2(E′j)
(Fj)2βC
∫ Wb
0
dδ1
1
z
ln
(
1 +
1
z
)
+O
(
e−βCWb
)
. (G101)
Let us change variables from δ1 to x := βCWb , such that z = 1+e
x . Extending the integration limit yields a correction
of order e−βCWb . Hence
˜ = − µ
2(E′j)
(Fj)2(βC)2
∫ ∞
0
dδ1
1
1 + ex
ln
(
1 +
1
1 + ex
)
+O
(
e−βCWb
)
(G102)
=
1
(Fj)2
O
([
µ(E′j)
βC
]2)
. (G103)
The 1(Fj)2 will cancel with the (Fj)
2 in P (n=2|j) = (Fj)2(Gj)2 in Eq. (G42). This correction is negligible, as claimed.
Substituting into Eq. (G99) yields
P (jˆ=1|n=2, j) = 1
Fj
µ2(E′j)Wb
βC
∞∑
r=0
η(r + 1)
(
−µ(E
′
j)
βC
)r
+
1
Fj
O
(
µ(E′j)
βC
e−βCWb
)
+
1
(Fj)2
O
([
µ(E′j)
βC
]2)
.
(G104)
The sole nonnegligible term is the leading-order term:
P (jˆ=1|n=2, j) ≈ η(1)
Fj
[µ(E′j)Wb]
µ(E′j)
βC
. (G105)
G 5 iiic P (jˆ=0|n=2, j): If the engine begins a trial on level j of HGOE, and if the jth level of HMBL occupies a
chain of exactly two small gaps, cold thermalization might leave S on the chain’s bottom (jˆ = 0) rung. The leftmost
subfigure in Fig. 11a depicts this scenario. By the normalization of probabilities,
P (jˆ=0|n=2, j) = 1− P (jˆ=2|n=2, j)− P (jˆ=1|n=2, j) . (G106)
G 5 iiid
〈
Qn=24
〉
: Consider the n = 2 term in Eq. (G42). We perform the final two sums explicitly and substitute
in from Eq. (G106):
〈
Qn=24
〉
=
∑
j
e−βHEj
Z
P (n=2|j)
2∑
jˆ=0
P (jˆ|n=2, j)
j∑
k=j−2
1
µ(Ej)
(j − jˆ − k) (G107)
= 3
∑
j
1
µ(Ej)
e−βHEj
Z
P (n=2|j)[1− P (jˆ=1|n=2, j)− 2P (jˆ=2|n=2, j)] . (G108)
The final term is negligible, by Eq. (G90). We substitute in P (n=2|j) = (Fj)2(Gj)2 from Eq. (G54) and for
P (jˆ=1|n=2, j) from Eq. (G105). We omit corrections, for conciseness:〈
Qn=24
〉 ≈ 3∑
j
1
µ(Ej)
e−βHEj
Z
{
(Fj)
2(Gj)
2 − η(1) [µ(E′j)Wb]
µ(E′j)
βC
Fj(Gj)
2
}
. (G109)
We substitute in (Fj)
2(Gj)
2 ≈ [µ(E′j)Wb]2 and Fj(Gj)2 ≈ µ(E′j)Wb from Eqs. (G55) and (G53). The final term
in Eq. (G109) turns out to be negligible, of order [µ(E′j)Wb]
2 µ(E
′
j)
βC
. We assume that the HGOE and HMBL DOS’s
roughly equal each other: µ(Ej) ≈ µ(E′j). The sum is approximated as an integral:〈
Qn=24
〉 ≈ 3(Wb)2 ∫ ∞
−∞
dE µ2(E)
e−βHE
Z
= 3
(Wb)
2
〈δ〉 e
−N(βHE)2/4 (G110)
≈ 3 (Wb)
2
〈δ〉 . (G111)
This heat quantity is of the order of 〈Q2〉 ≈ − (Wb)
2
〈δ〉 , the heat absorbed during cold thermalization.
〈
Qn=24
〉
contributes to the greatest correction in 〈Q4〉 .
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FIG. 12: Average heat 〈Q4〉 absorbed during hot thermalization (stroke 4) as a function of the cold-bath
bandwidth Wb, the cold-bath temperature TC, and the hot-bath temperature TH = 1/βH: We numerically
simulated a mesoscale engine of N = 12 sites, governed by the random-field Heisenberg Hamiltonian (24). Each red dot
represents numerical simulations of 1,000 disorder realizations. The blue lines represent the analytical prediction (G112), to
lowest order in TC, with the βH dependence of 〈Q4〉 [too small a correction to include in Eq. (G112)]:
〈Q4〉 ≈Wb − 2 ln 2βC +
(Wb)
2
2〈δ〉 e
−(βHE)2/4. The disorder strengths and error bars are discussed in Sec. III. E represents the unit of
energy. The analytics’ shapes agree with the numerics’, and the fit is fairly close, in the appropriate limits (where
e−βCWb  1, 1
βC〈δ〉  1, and
Wb
〈δ〉  1, in the gray shaded regions). The analytical predictions systematically underestimate
〈Q4〉 in the ways in which, and for the reasons that, the analytics underestimate 〈Q2〉 (Fig. 9). Figure 12c suggests that the
numerics deviate significantly from the analytics: The numerics appear to depend on βH via a linear term absent from the
〈Q4〉 prediction. This seeming mismatch appears to symptomatic of finite sample and system sizes.
G 5 iv Assembling the leading-order (n = 1, 2) contributions to 〈Q4〉
The average heat absorbed during stroke 4 follows from summing Eqs. (G72) and (G111), to leading order:
〈Q4〉 ≈
〈
Qn=14
〉
+
〈
Qn=24
〉 ≈ Wb − 2 ln 2
βC
+
(Wb)
2
2 〈δ〉 + 4 ln 2
Wb
βC 〈δ〉 . (G112)
The leading-order βC correction, − 2 ln 2βC , shows that a warm cold bath lowers the heat required to reset the engine.
Suppose that the cold bath is maximally cold: TC = 0. Consider any trial that S begins just above a working gap (an
ETH gap δ > Wb that narrows to an MBL gap δ
′ < Wb). Cold thermalization drops S deterministically to the lower
level. During stroke 4, S must absorb Q4 > 0 to return to its start-of-trial state. Now, suppose that the cold bath is
only cool: TC & 0. Cold thermalization might leave S in the upper level. S needs less heat, on average, to reset than
if TC = 0. A finite TC detracts from 〈Q4〉. The +4 ln 2 WbβC〈δ〉 offsets the detracting. However, the positive correction
is smaller than the negative correction, as Wb〈δ〉  1 .
In a similar argument, we suppose that the hot bath is very hot: TH = ∞. After cold thermalization, S needs
considerable “reset” heat to return to infinite temperature. Now, suppose that the hot bath is lukewarm: TH < ∞.
The engine requires less reset heat. 〈Q4〉 shrinks as βH grows: 〈Q4〉 ∝ −(positive constant)N(βHE)2 . This conclusion
concurs with Eq. (G110), though the βH correction is too small to include in Eq. (G112).
Figure 12 shows Eq. (G112), to lowest order in TC, with the βH dependence of 〈Q4〉, too small a correction to
include in Eq. (G112): 〈Q4〉 ≈Wb − 2 ln 2βC +
(Wb)
2
2〈δ〉 e
−(βHE)2/4. This analytical prediction is compared with numerical
simulations. The agreement is close, up to finite-size effects, in the appropriate limits, TC Wb  〈δ〉.
G 6 Per-cycle power 〈Wtot〉
By the first law of thermodynamics, the net work outputted by the engine equals the net heat absorbed. Summing
Eqs. (G112) and (G37) yields the per-trial power, or average work outputted per engine cycle:
〈Wtot〉 = 〈Q2〉+ 〈Q4〉 ≈Wb − 2 ln 2
βC
+ 4 ln 2
Wb
βC 〈δ〉 . (G113)
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FIG. 13: Per-cycle power 〈Wtot〉 as a function of the cold-bath bandwidth Wb, the cold-bath temperature TC,
and the hot-bath temperature TH = 1/βH: We numerically simulated a mesoscale engine of N = 12 sites governed by the
random-field Heisenberg Hamiltonian (24). Each red dot represents numerical simulations of 1,000 disorder realizations. The
disorder strengths and error bars are explained in Sec. III. E represents the unit of energy. The blue lines represent the
analytical prediction 〈Wtot〉 ≈Wb − 2 ln 2βC : Eq. (G113), to first order in
Wb
〈δ〉 and in
1
βC〈δ〉 . The analytics largely agree with the
numerics in the regime in which the analytics were performed: Wb〈δ〉  1, TC〈δ〉  1 (in the gray shaded region). Outside that
regime, the analytics systematically underestimate 〈Wtot〉. The trends and reasons mirror those discussed beneath Fig. 9.
Figure 13c suggests that the numerics depend on βH via a linear term absent from the analytical prediction. The seeming
mismatch stems from the simulation practicalities highlighted below Fig. 12c.
The leading-order βH correction is negative and too small to include—of order
(
Wb
〈δ〉
)2
N (βHE)2 . Equation (G113)
agrees well with the numerics in the appropriate limits (TC  Wb  〈δ〉) and beyond, as shown in Fig. 13. The
main text contains the primary analysis of Eq. (G113). Here, we discuss the 〈Q2〉 correction, limiting behaviors, and
scaling.
The negative 〈Q2〉 = − (Wb)
2
〈δ〉 detracts little from the leading term Wb of 〈Q4〉: (Wb)
2
〈δ〉  Wb, since Wb〈δ〉  1. The
〈Q2〉 cuts down on the per-trial power little.
The limiting behavior of Eq. (G113) makes sense: Consider the limit as Wb → 0. The cold bath has too small
a bandwidth to thermalize the engine. The engine should output no work. Indeed, the first and third terms in
Eq. (G113) vanish, being proportional to Wb. The second term vanishes because βC → ∞ more quickly than
Wb → 0 , by Eq. (G1): The cold bath is very cold.
Equation (G113) scales with the system size N no more quickly than
√
N/2N . This scaling follows from the
assumption Wb  〈δ〉 ∼
√
N/2N . This scaling makes sense: The engine outputs work because the energy eigenvalues
meander upward and downward in Fig. 2 as H(t) is tuned. In the thermodynamic limit, levels squeeze together.
Energy eigenvalues have little room in which to wander. The engine outputs little work. Hence our parallelization of
fixed-length mesoscopic subengines in the thermodynamic limit (Sec. II C). We cap each mesoscopic subengine’s size
at ξ> . This capping keeps each mesoscale engine’s effective 〈δ〉 constant as a function of the composite-engine length
Nmacro . The number of subengines grows linearly with Nmacro . Hence the total per-cycle power grows as ∼ Nmacro2ξ> in
the thermodynamic limit.
G 7 Efficiency ηMBL in the adiabatic approximation
The efficiency is defined as
ηMBL :=
〈Wtot〉
〈Qin〉 . (G114)
We average the numerator and the denominator independently. Calculating the work and heat associated with one
trial, then averaging WtotQin over trials, might seem more natural. But two reasons motivate the separation of the aver-
ages. First, the separation facilitates the calculation. Second, averaging Wtot over runs of a mesoscopic-engine cycle is
roughly equivalent to averaging over simultaneous runs of parallel mesoscopic engines in one thermodynamically large
composite engine. 〈Wtot〉〈Qin〉 may therefore be regarded as the
Wtot
Qin
of one self-averaged thermodynamic-engine trial.
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FIG. 14: Efficiency ηMBL as a function of the cold-bath bandwidth Wb, the cold-bath temperature TC, and
the hot-bath temperature TH = 1/βH: We numerically simulated a mesoscale engine of N = 12 sites governed by the
random-field Heisenberg Hamiltonian (24). Each red dot represents numerical simulations of 1,000 disorder realizations. The
blue lines represent the analytical predictions (G117) and (G118). Figure (14c) shows the leading-order βH dependence of
ηMBL, a correction too small to include in Eq. (G118): 1− Wb2〈δ〉 e−N(βHE)
2/4. The disorder strengths and error bars are
discussed in Sec. III. E represents the unit of energy. The analytics agree with the numerics fairly well in the regime in which
the analytics were performed (Wb〈δ〉  1, TC〈δ〉  1, and
√
N THE  1). The analytics systematically underestimate ηMBL in the
ways in which, and for the reasons that, the analytics underestimate 〈Q2〉 (Fig. 9).
Having calculated 〈Wtot〉, we must identify 〈Qin〉 . In most trials, the engine expels a positive amount of heat during
cold thermalization and absorbs a positive amount of heat during hot thermalization: Q2 < 0, and Q4 > 0. The
positive-heat-absorbing-stroke is stroke 4, in the average trial. Hence 〈Qin〉 = 〈Q4〉. This heat can be expressed in
terms of the total work:
〈Qin〉 = 〈Q4〉 = 〈Wtot〉 − 〈Q2〉 = 〈Wtot〉
(
1− 〈Q2〉〈Wtot〉
)
= 〈Wtot〉 (1 + φ) , (G115)
wherein
φ := − 〈Q2〉〈Wtot〉 ≈
(Wb)
2
2 〈δ〉
1
Wb
≈ Wb
2 〈δ〉 . (G116)
Substituting from Eq. (G115) into Eq. (G114) yields
ηMBL ≈ 〈Wtot〉〈Wtot〉 (1 + φ) ≈ 1− φ = 1−
Wb
2 〈δ〉 . (G117)
Using suboptimal baths diminishes the efficiency. We can see how by incorporating temperature-dependent terms
into φ [Eq. (G116)]. We include, in the 〈Wtot〉, the βC-dependent terms in Eq. (G113). φ becomes
φ′ =
Wb
2 〈δ〉 +
ln 2
βC 〈δ〉 − 2 ln 2
Wb
〈δ〉
1
βC 〈δ〉 . (G118)
The leading βH correction is too small to include. The correction has the same sign as βH: A lukewarm hot bath
detracts from the efficiency.
Expressions (G117) and (G118) are compared with results from numerical simulations in Fig. 14. Figure (14c)
shows the leading-order βH dependence of ηMBL, a correction too small to include in Eq. (G118): 1− Wb2〈δ〉 e−N(βHE)
2/4.
The analytics agree with the numerics in the appropriate limits (TC Wb  〈δ〉).
G 8 Diabatic corrections
We have approximated strokes 1 and 3 as quantum-adiabatic. But the strokes proceed at a finite speed v := E ∣∣dαtdt ∣∣.
The engine may “hop” diabatically between energy eigenstates. Such hops cost work. We estimate the work costs
from three types of diabatic transitions, depicted in Fig. 3: In the ETH phase, S may undergo transitions modeled
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with general adiabatic perturbation theory (APT). In the MBL phase, S may undergo Landau-Zener (LZ) transitions.
At the end of stroke 1 and the start of stroke 3, S may undergo fractional-LZ transitions. After estimating the work
costs, we estimate the diabatic correction to the efficiency ηMBL .
We neglect the variation of the local average gap 〈δ〉E with energy: We approximate the GOE and Poisson distri-
butions (App. D) with PGOE(δ) ≈ pi2 δ〈δ〉2 exp
(
−pi4
[
δ
〈δ〉
]2)
andPMBL(δ) ≈ 1〈δ〉 e−δ/〈δ〉 . The approximations facilitate
this appendix’s calculations, which, in some cases, require heavier machinery than our adiabatic approximation. We
aim to estimate just diabatic corrections’ sizes, rather than to nail down each correction’s precise form.
G 8 i Average work costs of APT transitions in the ETH phase: 〈WAPT,1〉 and 〈WAPT,3〉
Consider the start of stroke 1. (An analogous argument concerns the end of stroke 3.) H(t) is tuned within
the ETH phase. Let |Em(t)〉 denote the instantaneous mth eigenstate of H(t). The perturbation couples together
eigenstates of the initial Hamiltonian. Consider the tuning between times ti and tf . Suppose that S begins in some
eigenstate |Em(ti)〉 of H(ti) . The engine might transition to the nth energy eigenstate, for some n 6= m. The transition
probability is denoted by PAPT(n|m). These transitions cost an amount 〈WAPT,1〉 of work during stroke 1 and an
amount 〈WAPT,3〉 of work during stroke 3, on average.
We estimate PAPT(n|m) by applying an APT calculation from [59]. We apply the PAPT estimate to approximate
〈WAPT,1〉. Then, we argue that 〈WAPT,3〉 ≈ 〈WAPT,1〉.
Diabatic-hopping probability PAPT(Ef −Ei) derived from adiabatic perturbation theory: In this sec-
tion, we generalize from the engine S to a closed quantum system S˜. Let H(t) denote a time-dependent Hamiltonian.
The mth instantaneous energy eigenstate is denoted by |Em(t)〉. Suppose that S˜ begins in the |Em(ti)〉 of an initial
Hamiltonian H(ti). Let V denote the term “turned on” in the Hamiltonian. V couples together eigenstates of H(ti).
The coupling may transfer S˜ diabatically to some eigenstate |En(tf )〉. This transition has a probability PAPT(n|m)
of occurring.
De Grandi and Polkovnikov calculate PAPT(n|m) using APT [59]. Equation (20) on their page 4 has the form
PAPT(n|m) ≈
( v
E
)2 [∣∣∣〈En(t)|∂αt |Em(t)〉|αti ∣∣∣2
[En(ti)− Em(ti)]2 +
∣∣∣〈En(t)|∂αt |Em(t)〉|αtf ∣∣∣2
[En(tf )− Em(tf )]2
− 2 〈En(t)|∂αt |Em(t)〉|αi
En(ti)− Em(ti)
〈En(t)|∂αt |Em(t)〉|αf
En(tf )− Em(tf ) cos(∆Θnm)
]
. (G119)
Equation (G119) contains a blend of our notation and de Grandi and Polkovnikov’s. Their λ is our Hamiltonian-
tuning parameter αt. Their speed δ, which has dimensions of energy, equals our
v
E . The ∆Θnm denotes a difference
between two phase angles.
The final term in Eq. (G119) results from interference. This term often oscillates quickly and can be neglected [59].
We have further reason to neglect the term: We will integrate PAPT(n|m) over energies. The integration is expected
to magnify cancellations.
The second term in Eq. (G119) shares the first term’s form. The first term is evaluated at t = ti; the second term,
at t = tf . The quantities evaluated at ti are close their tf counterparts: The Hamiltonian remains ETH throughout
the time interval. The system is slightly less localized at ti than at tf . Equation (G119) is therefore approximated
with
PAPT(n|m) ∼ 2
( v
E
)2 ∣∣∣〈En(t)|∂αt |Em(t)〉|αti ∣∣∣2
[En(ti)− Em(ti)]2 (G120)
Equation (G121) accounts for the greater frequency with which APT transitions occur in the ETH phase than in
the MBL phase. In the ETH phase, |〈En|V |Em〉| has a considerable size, ∼ 1√N , for most (n,m) pairs [5]. In the
MBL phase, few pairs correspond to a large numerator: |〈En|V |Em〉| ∼ 1N [33]. The corresponding energies tend to
lie far apart: |En − Em|  |〈En|V |Em〉|. Most APT transition probabilities are therefore suppressed [102].
The perturbation-matrix element comes from the Chain Rule and from the Eq. (10) in [59]:
〈En(t)|∂αt |Em(t)〉 =
〈
En(t)
∣∣∣∣ ∂t∂αt ∂∂t
∣∣∣∣Em(t)〉 = Ev 〈En(t)|∂t|Em(t)〉 = Ev
(
− vE
〈En(t)|V |Em(t)〉
En(t)− Em(t)
)
. (G121)
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The modulus |〈En(t)|V |Em(t)〉| is known to scale as 1/
√N for ETH Hamiltonians [5].12 We introduce an E for
dimensionality: |〈En(t)|∂αt |Em(t)〉| ∼ E√N |En(t)−Em(t)| . Substituting into Eq. (G120) yields
PAPT(n|m) ∼ v
2
N [En(ti)− Em(ti)]4 . (G122)
We have dropped a two due to our focus on scaling behaviors. Greater precision would be needed to estimate numerical
coefficients. This probability is an even function of the signed gap En(ti)−Em(ti). We will drop the time arguments
for conciseness.
The probability PAPT(n|m) is normalized to one. Therefore, the right-hand side of Eq. (G122) makes sense only
when < 1. The right-hand side diverges if En lies close to Em. But energies rarely lie close together in the ETH
phase, which exhibits level repulsion. Furthermore, slow tuning of H(t) impedes diabatic transitions. We therefore
introduce a regularization factor R into the approximation:
PAPT(n|m) ∼ v
2
N [(En − Em)2 +R2]2
. (G123)
Equation (G123) reduces to Eq. (G122) when the energy difference |En − Em| is large.
In the worst case—when the right-hand side of Eq. (G123) is largest—|En−Em| is small. The right-hand side then
approximates to v
2
NR4 , which must < 1 for Eq. (G123) to make sense. The regularization must obey
R >
√
v
N 1/4 . (G124)
How to choose a form for R is unclear. We therefore leave R unspecified temporarily. We will compute 〈WAPT〉 in
terms of R, then survey the possible forms of R. We will choose the worst-case form for R—the form that maximizes
the average work cost 〈WAPT〉—consistent with Ineq. (G124) and with the smallness of v. Even in the worst case, we
will see, 〈WAPT〉 is parametrically small.
Average work cost 〈WAPT,1〉 of APT transitions that occur during stroke 1: The engine begins stroke
1 in a Gibbs state at temperature TH. We focus on TH < ∞. Most of the state’s weight lies below the spectrum’s
center: 〈Em〉 ≡ Tr
(
e−βHHGOE
Z HGOE
)
< 0. During stroke 1, S may transition between levels. The probability of
an upward jump across a magnitude-δ′ gap equals the probability of a drop across a magnitude-δ′ gap. More levels
lie above 〈Em〉 than below. Hence S more likely hops upward than drops downward. These diabatic hops resemble
thermalization with an infinite-temperature bath, bringing the state toward maximal mixedness.
The average work cost depends on the thermal probability that S starts with energy Em, the APT probability
PAPT(n|m) of hopping, and the magnitude En − Em of a hop. 〈WAPT,1〉 depends also on the density of the states
to which S might hop. En has a negligible chance of lying a distance < 〈δ〉 from Em in the spectrum, due to level
repulsion. We incorporate this level repulsion into a conditional density of states,
µ(n|m) ∼ µ(En) |En − Em|√
(En − Em)2 + 〈δ〉2
. (G125)
We approximate sums with integrals, replacing Em with E and En with E
′:
〈WAPT,1〉 ∼
∫ ∞
−∞
dE
e−βHE
Z
µ (E)
∫ ∞
−∞
dE′ µ(E′|E) PAPT (E′|E) · (E′ − E) . (G126)
The partition function has the form Z = N e(βHE)2N/2 [Eq. (G33)]. Equation (D1) shows the form of µ(E). The APT
12 One might worry that, when this mesoscale engine functions as
a component of a macroscopic engine, the Hamiltonian will not
obey the ETH. Rather, H(t) will be MBL at all times t. How-
ever, for the purposes of level-spacing statistics and operator
expectation values on length scales of the order of the localiza-
tion length, L ∼ ξ>, H(t) can be regarded as roughly ETH.
The shallowly localized Hamiltonian’s key feature is some non-
trivial amount of level repulsion. The ETH gap distribution,
encoding level repulsion, suffices as an approximation. However,
|〈En(t)|V |Em(t)〉| ∼ 1N for a mesoscale subengine in the macro-
scopic engine [33].
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hopping probability appears in Eq. (G123). Substituting in yields
〈WAPT,1〉 ∼
∫ ∞
−∞
dE
e−βHE
Z
( N√
2piNE2 e
− (E)2
2NE2
)
(G127)
×
∫ ∞
−∞
dE′
 N√
2piNE2 e
− (E′)2
2NE2
|E′ − E|√
(E′ − E)2 + 〈δ〉2
( v2
N [(E′ − E)2 +R2]2
)
(E′ − E) .
Let us change variables from E and E′ to x := E − E′ and y := E + E′. As E = 12 (x+ y) and E′ = 12 (y − x),
〈WAPT,1〉 ∼ − 1
8pi
v2N
NE2
∫ ∞
−∞
dy
e−βHy/2
Z
e−y
2/4NE2
∫ ∞
−∞
dx e−βHx/2 e−x
2/4NE2 |x|x√
x2 + 〈δ〉2 (x2 +R2)2
. (G128)
We focus first on the x integral, which we denote by I. The regularization factor, R, is small. (Later, we will see that
all reasonable options for R ≤ √v, which  〈δ〉 by assumption.) Therefore, the integral peaks sharply around x = 0.
We Taylor approximate the more slowly varying numerator exponentials to first order in x: e−βHx/2 e−x
2/4NE2 ∼(
1− βH2 x
)(
1− x24NE2
)
. The zeroth-order term vanishes by parity. Hence
I ∼ −βH〈δ〉
∫ ∞
−∞
dx
x2|x|√
x2 + 〈δ〉2 (x2 +R2)2
= −2βH〈δ〉
∫ ∞
0
dx
x3√
x2 + 〈δ〉2 (x2 +R2)2
. (G129)
The final equality follows from the integrand’s evenness.
The square-root’s behavior varies between two regimes:
1√
x2 + 〈δ〉2
=

1
〈δ〉 +O
([
x
〈δ〉
]2)
, x 〈δ〉
1
x +O
([
〈δ〉
x
]2)
, x 〈δ〉
. (G130)
We therefore split the integral:
I ∼ −2βH〈δ〉
(
1
〈δ〉
∫ 〈δ〉
0
dx
x3
(x2 +R2)2
+
∫ ∞
〈δ〉
dx
1
x2
)
. (G131)
We have dropped the +R2 from the second integral’s denominator: Throughout the integration range, x 〈δ〉, which
 R. Integrating yields
I ≈ −βH〈δ〉 log
(
〈δ〉2
R2
)
. (G132)
We have evaluated the x integral in Eq. (G128). The y integral evaluates to 2
√
piN
N Ee−N(βHE)
2/4. Substituting into
Eq. (G128) yields
〈WAPT,1〉 ∼
(
− 1
8pi
v2N
NE2
)[
−2βH〈δ〉 log
(
〈δ〉2
R2
)](
2
√
piN
N Ee
−N(βHE)2/4
)
(G133)
=
1
2
√
pi
1√
N
v2βH
E 〈δ〉 log
(
〈δ〉2
R2
)
e−N(βHE)
2/4 . (G134)
The regularization R appears only in the logarithm. Therefore, the form of R impacts 〈WAPT,1〉 little. Which
forms can R assume? The regularization should be small in v and should have dimensions of energy. The only
other relevant energy scales are 〈δ〉 and E . [δ− is irrelevant, being a property of MBL systems. This calculation
concerns the ETH phase (or less localized regime).] Let us choose the “worst-case” R, which leads to the greatest
work-cost estimate, consistent with Ineq. (G124) and with the smallness of v. 〈WAPT,1〉 is large when R is small. The
possible regularizations small in v are
√
v, v〈δ〉 , and
v
E . Consider substituting each value into Ineq. (G124), R >
√
v
N 1/4 ,
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successively. If R ∝ v, Ineq. (G124) lower-bounds v. Diabatic transitions should upper-bound, not lower-bound, the
speed. We therefore exclude v〈δ〉 and
v
E from our regularization choices. Substituting R =
√
v into Ineq. (G124) yields
1 > 1N 1/4 , which is true. We therefore choose
R =
√
v . (G135)
Consequently,
〈WAPT,1〉 ∼ 1√
N
v2βH
E 〈δ〉 log
(
〈δ〉2
v
)
e−N(βHE)
2/4 . (G136)
We have dropped numerical prefactors, to maintain our focus on scaling.
We assess the work cost’s magnitude by recasting (G136) in terms of small parameters: 〈WAPT,1〉 ∼
1
N
(√
v
〈δ〉
)4
(
√
N βHE)
(
〈δ〉
E
)2
log
([
〈δ〉√
v
]2)
e−N(βHE)
2/4 〈δ〉. This work cost is suppressed in 1N < 1 linearly, in
√
v
〈δ〉  1
fourfold, and in
√
N βHE  1 linearly. Due to the final inequality, the e−N(βHE)2/4 ≈ 1 affects 〈WAPT,1〉 little. The
work cost is large twofold in E〈δ〉  1 and logarithmically in
(
〈δ〉√
v
)2
.
Two limits of Eq. (G136) make sense: (1) If βH = 0, then 〈WAPT,1〉 = 0. APT transitions function as an infinite-
temperature bath, as mentioned earlier. If the engine begins at infinite temperature (βH = 0) APT transitions have
no work to do: 〈WAPT,1〉 = 0. (2) In the adiabatic limit, v → 0. The v2 approaches zero more quickly than the
log
(
〈δ〉2
v
)
diverges. Hence diabatic transitions cost zero average work.
Average work cost 〈WAPT,3〉 of APT transitions that occur during stroke 3: The stroke-3 work cost
depends on the engine’s probability of beginning with energy Em, the probability PMBL(|δ′|) that a neighboring
HMBL gap is of size δ
′, the engine’s probability P↓ of dropping across a gap during cold thermalization, the engine’s
probability P↑) of hopping upward across a gap during cold thermalization, and the engine’s probability PAPT of
transitioning to level n during the ETH portion of stroke 3. In the lowest-order approximation, (i) the stroke-1 tuning
is adiabatic (the engine remains in level m), and (ii) cold thermalization transfers S across just one gap. The average
work cost is
〈WAPT,3〉 ≈
∑
m
e−βHEm
Z
∑
n
{∫ 0
−Wb
dδ′ PMBL(|δ′|) P↓(|δ′|) PAPT(n|m− 1)(En − Em−1)
+
∫ Wb
0
dδ′ PMBL(δ′) P↑(δ′) PAPT(n|m+ 1)(En − Em+1)
+
[
1−
∫ 0
−Wb
dδ′ PMBL(|δ′|) P↓(|δ′|)−
∫ Wb
0
dδ′ PMBL(δ′) P↑(δ′)
]
PAPT(n|m)(En − Em)
}
. (G137)
We have artificially extended the gap variable δ′ to negative values: δ′ < 0 denotes a size-|δ′| gap that lies just below
level m. The bracketed factor [1− . . .] represents the probability that cold thermalization fails to change the engine’s
energy.
Let us analyze 〈WAPT,3〉 physically. Consider the TC = 0 limit, for simplicity. On average over trials, the engine’s
state barely changes between strokes 1 and 3. Just tiny globules of probability weight drop across single gaps.
Therefore, most stroke-3 APT transitions look identical, on average over trials, to the stroke-1 APT transitions
analyzed above. Hence 〈WAPT,3〉 ≈ 〈WAPT,1〉+ (correction).
The correction comes from the probability-weight globules that dropped during cold thermalization. APT transi-
tions hop some globules off the bottoms of the “working gaps” depicted in Fig. 2, derailing trials that would have
outputted Wtot ∼ 〈δ〉. But other globules, which began stroke 3 elsewhere in the spectrum, hop onto the bottoms of
working gaps. The globules hopping off roughly cancel with the globules hopping on. Hence 〈WAPT,3〉 ≈ 〈WAPT,1〉 .
Substituting in from Eq. (G136) yields
〈WAPT〉 = 〈WAPT,1〉+ 〈WAPT,3〉 ≈ 2 〈WAPT,1〉 (G138)
∼ 1√
N
v2βH
E 〈δ〉 log
(
〈δ〉2
v
)
e−N(βHE)
2/4 . (G139)
We have dropped numerical prefactors, focusing on scaling behaviors.
53
MBLETH
Eigenenergies (E)
Hamiltonian 
[H(t)]
Zoom
FIG. 15: Fractional-Landau-Zener transition: The straight solid green lines represent two eigenenergies. The engine
ideally occupies the upper level throughout stroke 1. At the end of stroke 1, the energies approach each other. Zooming in on
the approach shows that the lines are not straight, but wiggle slightly. A full Landau-Zener transition could occur if the
approaching lines came very close together and then separated. The green dotted lines illustrate the hypothetical separation.
Since the approaching energies do not separate, the engine may undergo an approximate fractional-Landau-Zener transition.
G 8 ii Average work costs of Landau-Zener diabatic jumps: 〈WLZ,1〉 and 〈WLZ,3〉
Consider the tuning near, but not quite at, the end of stroke 1 or the start of stroke 3. H(t) is tuned within the MBL
phase. Two energy levels can wiggle toward each other and then apart. Such wiggling can induce a Landau-Zener
transition [60]. The wiggling has a probability
PLZ(∆) ≈ e−2pi(δ−)2/v (G140)
of resulting in a diabatic hop. δ− denotes the MBL level-repulsion scale—the least size reasonably attributable to
an MBL gap. δ− roughly equals the size of the Hamiltonian-perturbation matrix element that couples the wiggling-
together states.
The average work cost, 〈WLZ,1〉 vanishes by parity. S has as great a probability of hopping upward as of hopping
downward, according to Eq. (G140). Only hops to nearest neighbors have significant probabilities. Hence the existence
of more levels above the engine’s average energy than below has no impact on 〈WLZ,1〉. (The imbalance impacted the
〈WAPT〉’s in Sec. G 8 i. There, we Taylor-approximated e−βHx to first order in x := E−E′, because S could hop across
several levels. The zeroth-order term vanished by parity. The LZ calculation may be thought of as a truncation of the
APT calculation at zeroth order, because S can hop only one gap. Put another way, in the APT calculation, the E
integral affected the ∆ integral, preventing parity from sending the ∆ integral to zero. Here, the integrals decouple.)
The work cost of upward hops cancels, on average, with the work cost of downward hops. Hence 〈WLZ,1〉 = 0. The
same conclusions concern Landau-Zener transitions at the start of stroke 3: 〈WLZ,3〉 = 〈WLZ,1〉 = 0 .
G 8 iii Average work costs of fractional-Landau-Zener diabatic jumps: 〈Wfrac−LZ,1〉 and 〈Wfrac−LZ,3〉
A Landau-Zener transition may occur when two energies begin far apart, come together, suffer a mixing of eigen-
states, and separate. Eliminating the final step can induce a fractional-Landau-Zener transition. Energies begin far
apart, come together, and suffer a mixing of eigenstates at the end of stroke 1. Figure 15 depicts this process. The
reverse process occurs at the start of stroke 3. We apply to these strokes the model developed by De Grandi and
Polkovnikov [59].
Modeling fractional-Landau-Zener transitions: De Grandi and Polkovnikov model an arbitrary portion of
the Landau-Zener protocol using APT [59, Sec. II A]. Their Hamiltonian appears in their Eq. 21. We relabel their
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parameters and conjugate their Hamiltonian by the unitary 1√
2
(σx + σz):13
Hfrac-LZ = δ− σz + vt σx . (G141)
This Hamiltonian roughly models the result of projecting out, from the many-body Hamiltonian H(t), the two levels
that approach each other at the end of stroke 1.14 De Grandi and Polkovnikov’s speed δ translates into our v.15
De Grandi and Polkovnikov’s time parameter t runs from ti to tf . In the ordinary Landau-Zener problem, t runs
from ti = −∞ to tf = ∞. We approximate t as running from ti = −∞ to tf = 0 at the end of stroke 1 and from
ti = 0 to tf =∞ at the start of stroke 3.
Suppose that the qubit begins in one of the energy eigenstates. Consider the probability that, while the fractional-
LZ protocol is implemented, the system hops to the other eigenstate. De Grandi and Polkovnikov calculate that
probability using APT. Their Eq. (29) has the form
Pfrac-LZ ≈ v
2 (δ−)
2
16
 1[
(δ−)
2
+ (vti)
2
]3 + 1[
(δ−)
2
+ (vtf )
2
]3
 (G142)
=
v2 (δ−)
2
16
(
1
(Initial gap)
6 +
1
(Final gap)
6
)
. (G143)
Let us focus on stroke 3, which, we will see, dominates 〈Wfrac-LZ〉. The second fraction vanishes, according to (G142),
because tf =∞. Let ∆′ denote the gap with which stroke 3 starts. Our MBL spectrum’s “working gaps” have been
modeled as ranging from 0 to Wb. Integrating through ∆
′ = 0 causes (G143) to diverge. Therefore, we must refine our
model. In which trials do fractional-LZ transitions cost net positive work Wfrac-LZ > 0? The trials that otherwise—in
the absence of the transitions—would output Wtot > 0.
16 Most otherwise-successful trials involve MBL-spectrum
gaps ∆′ ∈ [δ−,Wb]. Gaps ∆′ ≤ δ− are very rare and contribute little to 〈Wtot〉 (App. G 6). Most otherwise-successful
trials involve gaps ∆′ ∼ Wb. Therefore, we will integrate ∆′ from Wb to Wb, wherein  is some proper fraction
greater than δ−Wb .
17
We approximate, as follows, the average work cost of fractional-LZ transitions across MBL gaps ∆′ < Wb. In any
given trial, the engine has a probability ∼ Wb〈δ〉 of neighboring an MBL gap ∆′ < Wb. In the worst case, whenever the
engine neighbors such a gap, the engine undergoes a stroke-3 fractional-LZ transition. Suppose, for simplicity, that
TC = 0. Each such diabatic transition costs work ∼ 〈δ〉 (the work that the trial would have yielded, in the absence of
the diabatic transition). Hence gaps ∆′ < Wb cost, at most, an amount
Wb
〈δ〉 · 〈δ〉 = Wb (G144)
of work, on average. This upper bound could be refined, but it suffices for showing that 〈Wfrac-LZ〉 is small.
Approximating dominant initial gaps with ∼ Wb implies a condition on v under which Eq. (G143) is justified.
The probability Pfrac-LZ must be normalized. Hence the right-hand side of (G143) must not exceed one: Pfrac-LZ ∼
v(δ−)2
16(Wb)6
≤ 1. Solving for the speed yields
v ≤ 4(Wb)
3
δ−
. (G145)
13 This unitary is called the Hadamard in quantum computation.
The Hadamard represents a rotation through an angle pi. The
rotation axis lies midway between the xˆ- and zˆ-axes. The rota-
tion interchanges σx and σz . Conjugation by the Hadamard is
equivalent to the use of a rotating reference frame.
14 The H(t) levels may change more complicatedly than the
Hfrac-LZ levels. For example, the true effective two-body Hamil-
tonian might contain a σy term, more-complicated coefficients,
etc. But Hfrac-LZ captures the basic physics of growing energies
and metamorphosing eigenstates.
15 The significance of δ changes between the general APT dis-
cussion and the fractional-LZ discussion in [59]. In the latter
discussion, δ has dimensions of Time2. This conclusion follows
from de Grandi and Polkovnikov’s Eq. (21), H = λσz +gσx, and
the λ = δt below their Eq. (23).
16 A fractional-LZ transition costs work of two types. To describe
them concretely, we suppose that the transition boosts the engine
upward across a gap at the start of stroke 3:
1. The engine absorbs energy from the battery while hopping.
2. After hopping, typically, the engine slides up an energy level,
like the top green line in Fig. 2, during the MBL-to-ETH
tuning. The engine “undoes” the work extraction performed
during the ETH-to-MBL tuning.
The average type-1 work cost roughly equals Wb. The average
type-2 work cost roughly equals 〈δ〉  Wb. Hence we approxi-
mate the total work cost with the type-2 work.
17 Earlier sections contain ∆′ integrals that run from 0 to Wb.
These integrals remain justified: Those integrands do not diverge
as ∆′ → 0. Moreover, those integrals are dominated by the
region near Wb. Hence shifting integration limits would affect
the integrals negligibly.
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We can bound v alternatively by estimating 〈Wfrac-LZ〉 and demanding that fractional-LZ transitions cost less
work than the ideal engine outputs per average cycle: 〈Wfrac-LZ〉  〈Wtot〉. This inequality, we will find, implies
Ineq. (G145), up to prefactors. The approximation (G143) therefore leads to a self-consistent argument.
Average work cost 〈Wfrac-LZ,1〉 of fractional-Landau-Zener diabatic transitions at the end of stroke
1: These transitions cost zero work, on average, by symmetry: 〈Wfrac-LZ,1〉 = 0 . The reason is the reason why
〈WLZ〉 = 0. Suppose that the engine starts stroke 1 on the jth energy level. At the end of stroke 1, level j as likely
approaches level j − 1 as it approaches level j + 1. A fractional-LZ transition as likely costs positive work as it costs
negative work. The average work cost therefore vanishes. This symmetry is absent from 〈Wfrac-LZ,3〉, due to cold
thermalization.
Average work cost 〈Wfrac-LZ,3〉 of fractional-Landau-Zener diabatic transitions at the start of stroke 3:
We focus first on one trial. Let E denote the energy of the level in which S begins. S undergoes no diabatic transitions
during stroke 1, in a lowest-order approximation. E is mapped to the MBL eigenenergy E′. E′ neighbors at most
one small gap, to lowest order in the gap distribution PMBL(|∆′|). (We artificially extend the distribution to negative
values: ∆′ > 0 signifies a gap above E′. ∆′ < 0 signifies a gap below.) Cold thermalization has probabilities 1
1+e±βC|∆′|
of transferring S upward or downward across a small gap. As stroke 3 begins, S has a probability Pfrac-LZ(∆
′) of
reversing across the gap.
S has a probability 1−P↓ −P↑ ≡ 1−
∫ 0
−Wb d∆
′ PMBL(|∆′|) 11+e−βC|∆′| −
∫Wb
0
d∆′ PMBL(∆′) 11+eβC∆′ of staying in
the energy-E′ level throughout the cold thermalization. If S stays in the energy-E′ level, any fractional-LZ transitions
at the start of stroke 3 cost an amount 〈Wfrac-LZ,1〉 = 0 of work, on average. Hence
〈Wfrac-LZ,3〉 ≈
∫ ∞
−∞
dE
e−βHE
Z
µ(E)
[∫ −Wb
−Wb
d∆′ PMBL(|∆′|) 1
1 + e−βC|∆′|
Pfrac-LZ(∆
′)
∫ ∞
0
d∆ ·∆ PGOE(∆)
+
∫ Wb
Wb
d∆′ PMBL(∆′)
e−βC∆
′
1 + e−βC∆′
Pfrac-LZ(∆
′)
∫ 0
−∞
d∆ ·∆ PGOE(|∆|)
]
+ (1− P↓ − P↑) 〈Wfrac-LZ,1〉+ Wb .
(G146)
The final term, Wb, forms a crude upper bound estimated in (G144). Substituting in for various factors yields
〈Wfrac-LZ,3〉 ≈
∫ −Wb
−Wb
d∆′
e∆/〈δ〉
〈δ〉
1
1 + e−βC |∆′|
(
v2(δ−)2
16
1
(∆′)6
)∫ ∞
0
d∆ ·∆
(
pi
2
∆
〈δ〉2 e
−pi4 ∆2/〈δ〉2
)
+
∫ Wb
Wb
d∆′
e−∆
′/〈δ〉
〈δ〉
e−βC ∆
1 + e−βC ∆′
(
v2(δ−)2
16
1
(∆′)6
)∫ 0
−∞
d∆ ·∆
(
pi
2
|∆|
〈δ〉2 e
−pi4 ∆2/〈δ〉2
)
+ 0 + Wb .
(G147)
The E integral has evaluated to one.
The first ∆ integral evaluates to 〈δ〉; and the second, to −〈δ〉. The average work cost simplifies to
〈Wfrac-LZ,3〉 ≈ v
2(δ−)2
16
(∫ −Wb
−Wb
d∆′ e∆
′/〈δ〉 1
1 + eβC ∆′
1
(∆′)6
−
∫ Wb
Wb
d∆′ e−∆
′/〈δ〉 1
1 + eβC ∆′
1
(∆′)6
)
+ Wb .
(G148)
We map ∆′ 7→ −∆′ in the first integral, then combine the integrals. Then, we Taylor-approximate to first order in
e−βC∆
′  1:
〈Wfrac-LZ,3〉 ≈ v
2(δ−)2
16
∫ Wb
Wb
d∆′ e−∆
′/〈δ〉
(
1
1 + e−βC ∆′
− 1
1 + eβC ∆′
)
1
(∆′)6
+ Wb (G149)
≈ v
2(δ−)2
16
∫ Wb
Wb
d∆′ e−∆
′/〈δ〉
(
1− 2e−βC∆′
) 1
(∆′)6
+ Wb . (G150)
While evaluating the integrals, we invoke the small-parameter assumptions in App. G 2. We approximate the
O
([
e−βC∆
′
]0)
term to second-lowest order, because the biggest O
(
e−βC∆
′
)
term is one order lower (due to the
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e−βC∆
′
) than the largest O
([
e−βC∆
′
]0)
term. The average work cost evaluates to
〈Wfrac-LZ,3〉 ≈ v
2(δ−)2
16
[
1
5(Wb)5
(
1
5
− 1
)
− 1
4 〈δ〉 (Wb)4
(
1
4
− 1
)
− e
−βCWb
60
(βC)
4
Wb
]
+ Wb (G151)
∼ 1
805
v2(δ−)2
(Wb)5
+ Wb . (G152)
By assumption,  < 1. We will often assume that  ≈ 13 . Hence the final term in Eq. (G152) is smaller than〈Wtot〉 ∼Wb.
Let us gauge the size of the first term in Eq. (G152). In terms of small parameters, 1805
v2(δ−)2
(Wb)5
=
〈δ〉
805
(√
v
〈δ〉
)4 (
δ−
〈δ〉
)2 ( 〈δ〉
Wb
)5
. The average work cost is suppressed fourfold in
√
v
〈δ〉  1 and twofold in δ−〈δ〉  1. The cost
is fivefold large in 〈δ〉Wb , which  1 but which 
〈δ〉
δ−
, and fivefold large in 1 < 1.
Equation (G152) implies an upper bound on v of the form in Ineq. (G145). The Hamiltonian must be tuned slowly
enough that fractional-LZ transitions cost less work than an ideal cycle outputs, on average: 〈Wfrac-LZ〉  〈Wtot〉.
The right-hand side roughly equals Wb, by Eq. (9). We substitute in for the left-hand side from Eq. (G152). Solving
for the speed yields v 
√
805 (Wb)
3
δ−
. For every tolerance  ∈ (0, 1), there exist speeds v such that the inequality is
satisfied. For simplicity, we suppose that  ∼ 13 , such that the overall constant ≈ 1. The bound reduces to
v  (Wb)
3
δ−
. (G153)
This bound has the form of Ineq. (G145). Therefore, our approximation (G143) leads to a self-consistent argument.
The final term in Eq. (G151) constitutes a finite-temperature correction. Suppose temporarily that the cold bath
is maximally cold: 1βC = 0. The final term in (G151) vanishes. If the engine energy E
′ lies just above an MBL
gap of size < Wb, cold thermalization drops the engine’s energy deterministically. Any subsequent diabatic hop
increases the engine’s energy, costing work. Suppose, instead, that the cold bath has a “largish small” temperature:
Wb  1βC < Wb. Even if E′ lies just above a small gap, cold thermalization might fail to drop the engine’s energy.
A subsequent diabatic drop could compensate for the failure. The hop would turn a no-op (a Wtot = 0 trial) into a
successful trial. Hence the final term in Eq. (G151) is negative, detracting from the work cost of diabatic transitions.
G 8 iv Diabatic correction to the efficiency ηMBL
Recall that
ηMBL =
〈Wtot〉
〈Qin〉 =
〈Wtot〉
〈Q4〉 =
〈Wtot〉
〈Wtot〉 − 〈Q2〉 =
〈Wtot〉
〈Wtot〉
(
1− 〈Q2〉〈Wtot〉
) (G154)
(App. G 7). Here, 〈Wtot〉 denotes the net work extracted per trial, on average over trials. [Earlier, 〈Wtot〉 denoted the
average net work extracted per trial in which H(t) is tuned adiabatically.] Taylor-approximating to first order yields
ηMBL ≈ 1 + 〈Q2〉〈Wtot〉 = 1 +
〈Q2〉〈
W adiabtot
〉− 〈Wdiab〉 . (G155)
For clarity, we have relabeled as
〈
W adiabtot
〉
the adiabatic approximation (G113) to the per-cycle power. The average
total per-cycle diabatic work cost is denoted by 〈Wdiab〉 .
Since
〈
W adiabtot
〉 〈Wdiab〉 ,
ηMBL ≈ 1 + 〈Q2〉〈
W adiabtot
〉(
1− 〈Wdiab〉〈W adiabtot 〉
) ≈ 1 + 〈Q2〉〈
W adiabtot
〉 (1 + 〈Wdiab〉〈
W adiabtot
〉) . (G156)
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We relabel as ηadiabMBL the adiabatic estimate (G117) of the efficiency:
ηMBL ≈ ηadiabMBL + 〈Wdiab〉
〈Q2〉〈
W adiabtot
〉2 . (G157)
Substituting in from Eq. (G37), and substituting in the leading-order term from Eq. (G113), yields
ηMBL ≈ ηadiabMBL −
〈Wdiab〉
2 〈δ〉 ≡ η
adiab
MBL − φdiab . (G158)
For simplicity, we specialize to TH =∞ and TC = 0 . The diabatic correction becomes
φdiab =
〈Wdiab〉
2 〈δ〉
∣∣∣∣∣TC=0,
TH=∞
(G159)
=
1
2 〈δ〉 (〈WAPT, 3〉+ 〈Wfrac-LZ,3〉)
∣∣∣TC=0,
TH=∞
(G160)
≈ v
2Wb
2 〈δ〉5 +
1
1605
v2(δ−)2
(Wb)5 〈δ〉 +

2
Wb
〈δ〉 . (G161)
We have substituted in from Eqs. (G139) and (G152).
Work-costing diabatic jumps detract from the efficiency, as expected. The detraction is small in
√
v
〈δ〉  1, among
other small parameters. In contrast, the leading-order correction in ηadiabMBL is suppressed linearly in the greatest of the
small parameters, Wb〈δ〉 .
Appendix H PHENOMENOLOGICAL MODEL FOR THE MBL OTTO ENGINE
We introduced the thermodynamically large MBL Otto engine in Sec. II C: Mesoscale subengines operate in parallel.
We parallelized subengines because the per-cycle power 〈Wtot〉L outputted by a length-L MBL subengine decays as
2−L . Suppose that L equaled the whole-system size Nmacro—that we did not decompose the engine into subengines.
In the thermodynamic limit as L = Nmacro → ∞ , 〈Wtot〉macro ∼ 2−Nmacro would vanish. Parallelization fixes L as a
constant function of Nmacro . The parallelization relies on local level repulsion, described below.
We extend local level repulsion to MBL from Anderson insulators. Anderson localization was discovered before
many-body localization [63]. Like MBL systems, Anderson insulators experience disorder and hopping. The disorder
localizes particles, preventing them from flowing, as in an insulator. In Anderson insulators, particles interact negligi-
bly. Anderson Hamiltonians lack the σzjσ
z
j+1 repulsion term in Hsim(t). Each whole-system eigenstate of an Anderson
Hamiltonian equals a Slater determinant of single-particle states. Eigenfunctions localized near each other spatially
tend to have far-apart energies. This tendency is called local level repulsion [61, 62]. We review local level repulsion
in Anderson insulators and extend the concept to MBL. Local level repulsion helps mesoscale Otto subengines to
operate in parallel in the thermodynamically large MBL engine. Also, the slowness with which information spreads
through MBL impedes interactions between subengines.
We begin by reviewing Anderson Hamiltonians, their energy eigenfunctions, and their localization lengths ξAnd [44,
63]. We discuss local level repulsion in Anderson insulators [44] in the strong-disorder limit. We extend local level
repulsion to MBL, then apply the repulsion to scale the MBL Otto engine. We also estimate the MBL level repulsion’s
energy scale. This estimate informs our optimization of the cycle in Apps. I and J.
Throughout the rest of this appendix, we denote by N the length of the whole system of interest, be it an Anderson
insulator or an MBL system.
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H 1 Anderson-localized Hamiltonians
Consider a 1D spin chain or, equivalently, lattice of spinless fermions. Lengths will be expressed in units of the
lattice spacing, set to one. The Hamiltonian
HAnd = E
[
h
N∑
j=1
hjσ
z
j +
N−1∑
j=1
(
σ+j σ
−
j+1 + σ
−
j σ
+
j+1
) ]
(H1)
= E
[
2h
N∑
j=1
hjnj +
N−1∑
j=1
(
c†j cj+1 + cj c
†
j+1
)
+ const.
]
(H2)
exhibits Anderson localization. The disorder strength h and the on-site potential hj are defined as in the main text.
HAnd has the disorder and hopping terms of Eq. (24) but lacks the interaction σ
z
jσ
z
j+1. The unit of energy—the
average energy density per site—is E . E equals also the hopping frequency.
In Eq. (H1), the site-j raising and lowering operators are denoted by σ+j :=
1
2
(
σxj + iσ
y
j
)
and σ−j :=
1
2
(
σxj − iσyj
)
.
Equation (H2) is cast in fermionic language, to facilitate later discussion. c†j and cj represent the creation and the
annihilation of a fermion at site j. The number operator is denoted by nj := c
†
jcj .
Let |0〉 denote a reference state in which (in spin language) all the spins point downward or (in fermionic language)
all the fermionic orbitals are empty. This |0〉 is not necessarily the ground state. In this section, we will focus,
for concreteness, on the properties of single-spin, or single-fermion, excitations relative to |0〉 . The `th excitation is
represented, in fermionic notation, as
∑
x ψ`(x)c
†
x`
|0〉. The single-excitation wave functions ψ`(x) are localized: x`
denotes the point at which the probability density |ψ`(x)|2 peaks. The wave function decays exponentially with the
distance |x− x`| from the peak:
ψ`(x) ≈
√
2
ξAnd
e−|x−x`|/ξAnd . (H3)
The localization length is denoted by ξAnd.
H 2 Single-particle localization length ξAnd
The localization length varies with the microscopic Hamiltonian parameters as
ξAnd ∼ 1
lnh
. (H4)
Equation (H4) follows from a simple physical argument.
Consider measuring whether a particle occupies the position x = x`. The probability density |ψ`(x)|2 peaks sharply
at x = x`. The measurement therefore has a high probability of yielding “yes.”
Consider measuring, instead, whether a particle sits m sites rightward, at x = x`+m. Loosely, the measurement is
of whether the particle has hopped to x`+m. Let P denote the probability that the measurement yields “yes.” We
construct two expressions for P . One expression contains ξAnd; and the other, h. We equate the expressions, then
solve for ξAnd.
The first expression stems from the localization length’s definition:
P ∼ e−2m/ξAnd . (H5)
The two comes from the probability’s equaling the probability amplitude’s square modulus. To construct the second
expression, we construct the probability p that a particle hops from site ` to site ` + 1. p grows as the hopping
frequency E grows and as the potential ∼ hE weakens. Hence p ∼ EEh = 1h . The probability that the particle hops m
sites rightward of ` is
P ∼ p2m ∼
(
1
h
)2m
. (H6)
Equating (H5) with (H6), then solving for ξAnd, yields (H4).
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H 3 Local level repulsion in Anderson insulators
We begin with the infinitely localized limit h → ∞. We take E → 0 to keep the Hamiltonian’s energy scale finite.
The hopping terms can be neglected, and particles on different sites do not repel. Single-particle excitations are
localized on single sites. The site-i excitation corresponds to an energy 2Ehhi. Since the on-site potentials h · hi are
uncorrelated, neighboring-site excitations’ energies are uncorrelated.
Let us turn to large but finite h. Recall that h · hi is drawn uniformly at random from [−h, h]. The uniform
distribution has a standard deviation of h√
3
 1 . Therefore, h|hi−hi+1|  1 for most pairs of neighboring sites. The
hopping affects these sites’ wave functions and energies weakly. But with a probability ∼ 1h , neighboring sites have
local fields h · hi and h · hi+1 such that h|hi − hi+1| . 1. The hopping hybridizes such sites. The hybridization splits
the sites’ eigenvalues by an amount ∼√h2(hi − hi+1)2 + E2 ≥ E .
Consider, more generally, two sites separated by a distance L . Suppose that the sites’ disorder-field strengths are
separated by < 1/hL. (The upper bound approximates the probability amplitude associated with a particle’s hopping
the L intervening sites). The sites’ excitation energies and energy eigenfunctions are estimated perturbatively. The
expansion parameter is 1/h . To zeroth order, the energies are uncorrelated and (because h|hi−hi+L| < 1/hL) are split
by < E/hL . The eigenfunctions are hybridized at order L . The perturbed energies are split by ≥ E/hL ∼ Ee−L/ξAnd .
[Recall that ξAnd ∼ 1/ lnh, by Eq. (H4).]
Hence eigenstates localized on nearby sites have correlated energies: The closer together sites lie in real space, the
lower the probability that they correspond to similar energies. This conclusion agrees with global Poisson statistics:
Consider a large system of N  1 sites. Two randomly chosen single-particle excitations are typically localized a
distance ∼ N apart. The argument above implies only that the energies are at least ∼ Ee−N/ξAnd apart. This scale
is exponentially smaller (in system size) than the average level spacing ∼ EhN between single-particle excitations.18
We can quantify more formally the influence of hybridization on two energies separated by ω and associated with
eigenfunctions localized a distance L apart. The level correlation function is defined as
R(L, ω) :=
1
N2
∑
i,n,n′
|〈0|σ+i |n〉|2 |〈0|σ+i+L|n′〉|2 δ(En − En′ − ω)− µ˜(ω)2 . (H7)
The spatially averaged density of states at frequency ω is denoted by µ˜(ω) := 1N
∑
n |〈0|σ+i |n〉|2 δ(En − ω) . |n〉 and|n′〉 denote eigenstates, corresponding to single-particle excitations relative to |0〉, associated with energies En and
En′ . In the Anderson insulator, R(L, ω) ≈ 0 when ω  Ee−L/ξAnd : Levels are uncorrelated when far apart in space
and/or energy. When energies are close (ω . Ee−L/ξAnd), R(L, ω) is negative. These levels repel (in energy space).
H 4 Generalization to many-body localization
The estimates above can be extended from single-particle Anderson-localized systems to MBL systems initialized in
arbitrary energy eigenstates (or in position-basis product states). We formulated the level correlator R(L, ω) in terms
of matrix elements 〈0|σ+i |n〉 of local operators σ+i , rather than in terms of eigenfunctions. Whereas Anderson energy
eigenfunctions differ from MBL energy eigenfunctions, the local operators relevant to Anderson insulators have the
forms of the local operators relevant to MBL systems. Therefore, R(L, ω) is defined for MBL systems as for Anderson
insulators, as in Eq. (H7). However, |0〉 now denotes a generic many-body state.
Let us estimate the scale JL of the level repulsion between MBL energies. JL will depend on the distance L
between the energies’ eigenfunctions. We focus on exponential behaviors, neglecting (1) numerical constants and (2)
factors of (length)(finite #). The MBL energy eigenstates result from perturbative expansions about Anderson energy
eigenstates. Consider representing the Hamiltonian as a matrix M with respect to the true MBL energy eigenbasis.
Off-diagonal matrix elements couple together unperturbed states. These couplings hybridize the unperturbed states,
forming corrections. The couplings may be envisioned as rearranging particles throughout a distance L.
MBL dynamics is unlikely to rearrange particles across considerable distances, since MBL systems are localized.
Such a rearrangement—a transition between states—is encoded in an off-diagonal elementMij ofM. ThisMij must
18 The average level spacing between single-particle excitations
scales as ∼ 1/N for the following reason. The reference state
|0〉 consists of N downward-pointing spins. Flipping one spin
upward yields a single-particle excitation. N single-particle-
excitation states exist, as the chain contains N sites. Each
site has an energy ∼ ±Eh, to zeroth order, as explained three
paragraphs ago. The excitation energies therefore fill a band
of width ∼ Eh . An interval ∼ Eh
N
therefore separates single-
particle-excitation energies, on average.
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be small—suppressed exponentially in L. Mij also forces the eigenstates’ energies apart (App. F), contributing to
level repulsion. Hence the level-repulsion scale is suppressed exponentially in L:
JL ∼ Ee−L/ζ , (H8)
for some constant ζ . At infinite temperature, ζ must < 1ln 2 for the MBL phase to remain stable [103]. Substituting
into Eq. (H8) yields JL < E2L . The level-repulsion scale is smaller than the average gap.
The size and significance of JL depend on the rearrangement distance L . Distances L fall into two regimes: small
and large. At the crossover distance LCross ≡ ξ, the repulsion JL (between energy eigenfunctions localized a distance
ξ apart) becomes comparable to the average gap ∼ E
2ξ
between the eigenfunctions in the same length-ξ interval:
Ee−ξ/ζ ∼ 1e E2ξ . Solving for the crossover distance yields
ξ ∼ 11
ζ − ln 2
. (H9)
Relation (H9) provides a definition of the MBL localization length ξ . (This ξ differs from the Anderson localization
length ξAnd, introduced in App. H 2.) Solving (H9) for ζ yields
ζ ∼ 11
ξ + ln 2
. (H10)
The MBL Otto cycle involves two localization lengths in the thermodynamic limit. In the shallowly localized (ETH-
like) regime, ξ = ξ> . Each eigenfunction has significant weight on ξ> ∼ 12 sites, in an illustrative example. (The
choice of 12 is motivated by the 12-site numerics in Sec. III.) In the very localized regime, ξ = ξ< . Eigenfunctions
peak tightly, e.g., about single sites: ξ< ∼ 1 . Shallowly localized eigenfunctions are spread across more sites than
deeply localized eigenfunctions: ξ> > ξ< .
Suppose that the particles are rearranged across a large distance L ξ. The level-repulsion scale is much smaller
than the average gap, 〈δ〉. The level-repulsion scale
JLξ ∼ Ee−L/ζ ∼ Ee−L/ξ 2−L (H11)
is the minimum width reasonably attributable to any gap between MBL energies. In the MBL Otto engine’s very
localized regime, wherein ξ = ξ<, if L = ξ> equals one subengine’s length, JLξ = δ−.
Now, suppose that the particles are rearranged across a short distance L . ξ. Random-matrix theory approximates
this scenario reasonably (while slightly overestimating the level repulsion). We can approximate the repulsion between
nearby-eigenfunction energies with the average gap 〈δ〉(L) in the energy spectrum of a length-L system:
JL≤ξ ∼ 〈δ〉(L) ∼ E
2L
. (H12)
H 5 Application of local level repulsion to the MBL Otto engine in the thermodynamic limit
Consider perturbing an MBL system with a local operator. One might expect particles to be rearranged over just
a short distance. But in the Heisenberg picture, a local operator spreads across a distance L(t) ∼ ζ ln(Et) [3]. The
longer the time t over which the system is perturbed, the farther the influence spreads. (A related discussion appears
in [64].)
For example, the Hamiltonian consists of spatially local terms. Consider tuning the Hamiltonian infinitely slowly,
to preclude diabatic transitions. The tuning lasts an infinitely long time: t → ∞ . The perturbation applied to spin
1 has time to propagate across the lattice and affect spin N . The global system cannot be subdivided into mostly
independent subengines, if the Hamiltonian is tuned infinitely slowly.19 The global system’s average gap vanishes in
19 Granted, subengines are coupled together even if the Hamilto-
nian is quenched infinitely quickly: Hsim(t) encodes a nearest-
neighbor interaction, for example. That interaction might be
regarded as coupling the edge of subengine k with the edge of
subengine k + 1 . But subengines’ edges may be regarded as ill-
defined. The sites definitively in subengine k, near subengine k’s
center, should not couple to the sites near subengine `’s center,
for any ` 6= k , if the subengines are to function mostly inde-
pendently. Alternatively, one may separate subenegines with
“fallow” buffer zones.
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the thermodynamic limit: 〈δ〉 → 0 . The average gap sets the scale of one engine’s per-cycle power, 〈Wtot〉. Hence the
per-cycle power seems to vanish in the thermodynamic limit: 〈Wtot〉 < 〈δ〉 ∼ 0 .
But consider tuning the Hamiltonian at a finite speed v. Dimensional analysis suggests that the relevant time scale
is t ∼ Ev . Local perturbations affect a region of length ∼ L(E/v) ∼ ζ ln(E2/v). On a length scale L(E/v), global
many-body level correlations govern the engine’s performance less than local level correlations do, i.e., less than
R(L(E/v), ω) does. This correlator registers level repulsion at a scale independent of the system size N . Finite-speed
tuning enables local level repulsion to “wedge open” the average gap accessible to a set of independent subengines, the
〈δ〉 that would otherwise close in the thermodynamic limit. Each mesoscale subengine therefore outputs 〈Wtot〉 > 0 .
We can explain this “wedging open” of gaps differently: Suppose that the engine’s state starts some trial with
weight on the jth energy level. The eigenenergies wiggle up and down in energy space during stroke 1. The jth
energy may approach the (j − 1)th energy. Such close-together energies likely correspond to far-apart subengines.
If the levels narrowly avoided crossing, particles would be rearranged across a large distance. Particles must not
be rearranged across such a large distance, as subengines must function independently. Therefore, the engine must
undergo a diabatic transition: The engine’s state must retain its configuration. The engine must behave as though
the approaching energy level did not exist. Effectively removing the approaching level from available spectrum creates
a gap in the spectrum. One can create such a gap, i.e., effectively remove the approaching level from the spectrum,
i.e., promote diabatic transitions, by tuning the Hamiltonian at a finite speed v . This strategy is discussed further in
App. J 1.
Appendix I MODEL FOR COLD THERMALIZATION
The engine thermalizes with a temperature-TC bath during stroke 2. We quantify cold thermalization with four
parameters. Then, we present an example form for the interaction Hamiltonian. We derive an expression for the
thermalization time, τth, from Fermi’s Golden Rule. Two constraints bound τth: (1) Markovianity and (2) the
suppression of high-order-in-the-coupling-strength energy exchanges.
We neglect numerical constants, focusing on scaling behaviors. Exceptions include the 10 in Wb ∼ 〈δ〉10 , used to
express quantities in terms of correlation lengths ξ.
Recall that δ− denotes the minimal level-repulsion scale, or the least size reasonably attributable to any gap, in the
energy spectrum accessible to a set of independent subengines. Since each subengine has length ξ, we set L = ξ> in
Eq. (H11). We set ξ to ξ< because the engine thermalizes with the cold bath when deeply localized:
δ− ∼ Jξ< ∼ Ee−ξ>/ξ< 2−ξ> . (I1)
I 1 Parameterization of cold thermalization
Four parameters characterize cold thermalization:
1. The bath’s bandwidth, Wb. The bandwidth must be small, as explained in Sec. II B: Wb  〈δ〉.
2. The strength g of the subengine-bath coupling. The coupling must be weak, as quantified in Apps. I 4 and I 5.
3. The number Lbath of sites coupled together by the cold bath. Lbath is small for two reasons. First, many
physically realizable couplings are local. Second, suppose that Lbath ∼ Nmacro, that the bath directly coupled
most of the sites in the engine. The bath would couple subengines together. Subengines should operate mostly
independently. Therefore, the bath should interact with the engine only locally. We suppose, for concreteness,
that Lbath = 2: The bath directly couples together only nearest neighbors.
4. The amount τth of time for which the subengine thermalizes with the cold bath.
I 2 Example form for the interaction between the engine and the cold bath
An interaction Hamiltonian Hint couples the engine to the cold bath. Hint has a form such as
Hint = g
∫ Wb/ξ>
−Wb/ξ>
dω
Nmacro∑
j=1
(
c†jcj+1 + h.c.
) (
bω + b
†
ω
)
δ(〈0|cjHmacro(τ)c†j+1|0〉 − ω) . (I2)
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The annihilation and creation of a fermion at site j are denoted by cj and c
†
j . Hmacro(t) denotes the Hamiltonian that
would govern the engine at time t in the bath’s absence. Cold thermalization lasts from t = τ to t = τ ′ (Fig. 6). bω
and b†ω represent the annihilation and creation of a frequency-ω boson in the bath.
What evolution does Hint generate? The interaction shifts a fermion from site j to site j + 1. This shift likely
changes the engine’s energy. That energy enters the bath, manifesting as a boson b†ω. [What if the fermion shift expels
an amount E > Wb of energy from a subengine? The bath can absorb part of the energy. Part of the energy manifests
as a virtual particle. Meanwhile, and shortly thereafter, H(t) will rearrange fermions elsewhere in the subengine. This
rearrangement will require energy, annihilating the virtual particle.]
The frequency integral in Eq. (I2) is capped at ±Wbξ> : The bath effectively can absorb only energy |E| ≤ Wbξ> from
a pair of engine sites. Each length-ξ> subengine consists of ξ> − 1 ∼ ξ> pairs of nearest-neighbor sites. Hence the
bath effectively can absorb only energy |E| ≤Wb from any subengine: Absorption of much larger quanta of energy is
negligible [104] on the timescales relevant for cold thermalization. The frequency cap roughly equals the bath’s speed
of sound, c [65]. c is bounded by microscopic parameters in the bath Hamiltonian [66]. By tuning the parameters,
one can cap the integral in Eq. (I2) at ±Wbξ> .
I 3 Deriving an expression for the thermalization time τth
We construct an expression for τth using Fermi’s Golden Rule,
Γfi = |〈f |V |i〉|2 µbath(Eif ) . (I3)
As usual, ~ = 1. |i〉 denotes the initial state of the system of interest. |f〉 denotes the state to which the coupling
maps |i〉. The operator V encodes the mapping. Γfi denotes the rate of state interconversion. Transitioning from |i〉
to |f〉 expels an amount Eif of energy from the system. µbath(Eif ) denotes the density of the bath’s states at Eif .
Let us construct expressions for these factors. Cold thermalization transfers Eif ∼ Wb from the subengine to the
bath. Wb is very small. A change of the subengine’s energy by Wb therefore rearranges particles across a large
distance L, due to local level correlations (App. H). V acts nontrivially on just a few subengine sites. Such a local
operator rearranges particles across a large distance L at a rate that scales as JLξ = δ− ∼ Ee−L/ξ 2−L [Eq. (H11)].
Whereas E sets the scale of the level repulsion δ−, g sets the scale of |〈f |V |i〉|. The correlation length ξ = ξ< during
cold thermalization. We approximate L with the subengine length ξ>. Hence
|〈f |V |i〉| ∼ gδ−E ∼ ge
−ξ>/ξ< 2−ξ> . (I4)
The left-hand side of Fermi’s Golden Rule is Γfi = 1/τth. The bath DOS is approximated with 1/Wb. We substitute
into Eq. (I3), then solve for τth:
τth ∼Wb
( E
gδ−
)2
. (I5)
I 4 Constraint 1 on cold thermalization: Markovianity
Cold thermalization is assumed to satisfy Markovianity. Any information leaving the subengine dissipates into
the bath. The information is assumed to disperse quickly, “spreading out” amongst many degrees of freedom. The
information is assumed never to recollect and influence the subengine: The subengine’s past cannot affect its future.
The bath “lacks a memory.”
Let us quantify Markovianity. Bath correlation functions must decay much more quickly than the coupling transfers
energy. If τbath denotes the correlation-decay time,
τbath <
1
g
. (I6)
The small-bandwidth bath’s τbath ∼ 1/Wb. Hence
g < Wb . (I7)
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Inequality (I7), with Ineq. (I5), implies a lower bound on τth:
τth >
E2
Wb(δ−)2
. (I8)
Let us express the right-hand side in terms of correlation lengths. We approximate Wb ∼ 110 〈δ〉, as in Sec. IV. We
substitute in for 〈δ〉 = 〈δ〉ξ> from Eq. (H12):
〈δ〉 ∼ E
2ξ>
. (I9)
Equation (I1) shows the form of δ−. Substituting into Ineq. (I8) yields
τth >
10
E e
2ξ>/ξ< 23ξ> . (I10)
If ξ> = 12 and ξ< = 1, τth > 10
22/E .
The thermalization time is exponentially large in the localization lengths. This largeness is expected, as MBL
systems do not thermalize easily. A nonlocal bath coupling might decrease τth while preserving the smallness of Wb.
We leave the coupling’s optimization as an opportunity for further research.
τth should not exceed the bound too far: Each subengine should thermalize internally, not with its neighbors.
Suppose that the bath interacts with the center of subengine `. Effects of the interaction should not have time to
propagate to the far end of subengine ` + 1. The time required for this undesirable interaction results roughly from
replacing the δ− in Eq. (I5) with JL∼1.5ξ> , using Eq. (H11).
I 5 Constraint 2 on cold thermalization: Suppression of high-order-in-the-coupling energy exchanges
Appendix I 2 details the dominant mechanism by which the bath changes a subengine’s energy. The subengine
energy change by an amount ∼ Wb, at a rate ∼ g. Higher-order processes can change the subengine energy by
amounts > Wb and operate at rates O(g
`), wherein ` ≥ 2. The subengine should thermalize across just small gaps.
Hence the rate-g` processes must operate much more slowly than the rate-g processes: g must be small. We describe
the higher-order processes, upper-bound g, and lower-bound τth.
The higher-order processes can be understood as follows. Let Htot = Hmacro(τ) +Hbath +Hint denote the Hamil-
tonian that governs the engine-and-bath composite. Htot generates the time-evolution operator U(t) := e
−iHtott.
Consider Taylor-expanding U(t). The `th term is suppressed in g`; contains 2` fermion operators cj and c
†
j′ ; and
contains ` boson operators bω and b
†
ω′ . This term encodes the absorption, by the bath, of ` energy quanta of sizes≤ Wb. The subengine gives the bath a total amount ∼ `Wb of heat. The subengine should not lose so much heat.
Hence higher-order processes should occur much more slowly than the rate-g processes:
τhigh−ord.  τth . (I11)
Let us construct an expression for the left-hand side. Which processes most urgently require suppressing? Processes
that change the subengine’s energy by & 〈δ〉. Figure 2 illustrates why. If the right-hand leg has length & 〈δ〉, the
right-hand leg might be longer than the left-hand leg. If the right-hand leg is longer, the trial yields net negative
work, Wtot < 0. The bath would absorb energy 〈δ〉 from a subengine by absorbing ∼ 〈δ〉Wb packets of energy ∼ Wb
each. Hence the bath would appear to need to flip ∼ L = 〈δ〉Wb spins to absorb energy ∼ 〈δ〉. (We switch from
fermion language to spin language for convenience.) However, the length-L spin subchain has a discrete effective
energy spectrum. The spectrum might lack a level associated with the amount (initial energy)− 〈δ〉 of energy. If so,
the bath must flip more than 〈δ〉Wb spins. Local level correlations suggest that the bath must flip ∼ ξ> spins (App. H).
Hence L = max
{
〈δ〉
Wb
, ξ>
}
. Energy is rearranged across the distance L at a rate ∝ gL.
Having described the undesirable system-bath interactions, we will bound g via Fermi’s Golden Rule [Eq. (I3)]. Let
Γfi ∼ 1/τhigh−ord. now denote the rate at which order-gL interactions occur. The bath DOS remains µbath(Eif ) ∼ 1Wb .
Let us estimate the matrix-element size |〈f |V |i〉|. The bath flips each spin at a rate g (modulo a contribution from
the bath’s DOS). Flipping one spin costs an amount ∼ E of energy, on average. [E denotes the per-site energy density,
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as illustrated in Eq. (24).] Hence L spins are flipped at a rate ∼ E ( gE )L. The initial E is included for dimensionality.
We substitute into Fermi’s Golden Rule [Eq. (I3)], then solve for the time:
τhigh−ord. ∼ Wb E
2(L−1)
g2L
wherein L = max
{ 〈δ〉
Wb
, ξ>
}
. (I12)
We substitute from Eqs. (I12) and (I5) into Ineq. (I11). Solving for the coupling yields
g  E(L−2)/(L−1) δ1/(L−1)− , wherein L = max
{ 〈δ〉
Wb
, ξ>
}
. (I13)
Substituting back into Eq. (I5) yields a second bound on τth:
τth Wb
( E
(δ−)L
)2/(L−1)
, wherein L = max
{ 〈δ〉
Wb
, ξ>
}
. (I14)
Let us express the bound in terms of localization lengths. We set Wb ∼ 〈δ〉10 , as usual. We approximate L ± 1 ∼
L ∼ ξ>. We substitute in for 〈δ〉 from Eq. (I9) and for δ− from Eq. (I1):
τth  1
10E e
2ξ>/ξ< 22ξ> . (I15)
The right-hand side is smaller than the right-hand side of Ineq. (I10). The no-higher-order-processes condition lower-
bounds the thermalization time less stringently than Markovianity does.
Appendix J OPTIMIZATION OF THE MBL OTTO ENGINE
Consider the length-Nmacro MBL Otto engine that consists of parallel subengines. Implementing the MBL Otto
cycle involves four practicalities: At which speed v should the Hamiltonian be tuned? For what time τth should the
engine thermalize with the cold bath? For what time τcycle must each cycle last? Which bandwidth Wb should the
cold bath have?
We answer these questions in this appendix. We upper-bound v to suppress the probability of unwanted diabatic
transitions. We lower-bound v to suppress interactions between subengines. We bounded τth, in App. I, such that
cold thermalization is Markovian. The bounds on v and τth imply a bound on τcycle. We bound Wb from both sides
such that local energy-level correlations enhance the cycle. The MBL phenomenology in App. H informs several of
these bounds.
Let us review some notation. Hmacro(t) denotes the thermodynamically large MBL engine’s Hamiltonian. If
Hmacro(t) is shallowly localized (ETH-like), the localization length is ξ = ξ>. If Hmacro(t) is deeply localized, ξ =
ξ<  ξ>. Each subengine has length N = ξ>.
As in App. H, we focus on order-of-magnitude estimates and on exponential scaling behaviors. We neglect numerical
constants and factors of (length)(finite #). The quantities Wb and βH necessitate exceptions. These quantities do not
inherently scale in any particular ways, unlike 〈δ〉 and δ−. Rather, we choose values or expressions for Wb and βH.
We choose Wb ∼ 110 〈δ〉, in the spirit of Sec. IV. We do not neglect this factor of 10, which impacts order-of-magnitude
estimates by definition. We assume that βH  1E√N , in accordance with App. G 2.
The analytic calculations in App. G (of 〈Q2〉, 〈Q4〉, 〈Wtot〉, ηMBL, and 〈Wdiab〉) describe one length-N mesoscale
engine. Those results can be translated approximately into the thermodynamic limit: The N in App. G is equated with
ξ>. Each energy quantity (e.g., 〈Wtot〉) is multiplied by the number of subengines, which ∝ Nmacro. Greater precision
would require corrections, as shallowly-localized-MBL energy spectra do not obey the GOE distribution P
(E)
GOE(δ). This
distribution may be replaced with, e.g., the Rosenzweig-Porter random-matrix-theory distribution [105]. However,
P
(E)
GOE(δ) captures the crucial physics, some nontrivial degree of level repulsion.
J 1 Bounds on the Hamiltonian-tuning speed v
As Hmacro(t) is tuned, the time-t energy eigenstates become linear combinations of the old eigenstates. Levels
narrowly avoid crossing. To optimize the MBL Otto protocol, we must ensure that the engine likely (i) transitions
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FIG. 16: Desirable diabatic transition between energy levels whose real-space eigenfunctions are localized in
different subengines: The green, sloping solid lines represent elements |ψ1〉 and |ψ2〉 of the diabatic basis. The red, dashed
line represents an energy eigenstate |ψ3〉 that may be converted into |ψ2〉 via long-range rearrangements of much energy (due
to local level correlations; see App. H). The eigenstates’ energies change as the Hamiltonian, Hmacro(t), is tuned. The blue,
dotted line represents the state occupied by the engine in some trial. The engine should remain in |ψ2〉 throughout the
crossing. The transition must have a high probability of proceeding diabatically. This diabaticity requirement implies a lower
bound on the Hamiltonian-tuning speed v.
diabatically between energy eigenstates |ψ1〉 and |ψ2〉 coupled weakly by local operators and (ii) transitions adiabat-
ically between |ψ1〉 and |ψ2〉 coupled strongly by local operators. Requirements (i) and (ii) imply lower and upper
bounds on the tuning speed v.
Lower bound on the Hamiltonian-tuning speed v: The lower bound stems from the requirement that
subengines interact little. The engine must transition diabatically between energy levels interchanged via the re-
arrangement of much energy across a wide distance L ξ.
Figure 16 illustrates three energy eigenstates whose energies change with the Hamiltonian parameter αt. The green,
sloping solid lines represent elements |ψ1〉 and |ψ2〉 of the diabatic basis. The functional forms of the |ψ`〉’s remain
constant. (Suppose that, at some instant t, |ψ1〉 equals some linear combination c1|↑ . . . ↑〉+ . . . c2N |↓ . . . ↓〉 of tensor
products of σzj eigenstates. |ψ1〉 equals that combination at all times.) Where a |ψ`〉 sits in the energy-level hierarchy
can change with αt.
Suppose that the engine begins in |ψ2〉 (the top green, sloping solid line). The blue, dotted line represents the
engine’s state. The |ψ2〉 line crosses a red, dashed line. The dashed line represents an energy eigenstate |ψ3〉 coupled
weakly to |ψ2〉 by local operators. Let L denote the scale of the distance over which energy is rearranged during a
transition between |ψ2〉 and |ψ3〉. If L ≥ 1.5ξ>, energy is transferred between subengines.20 Subengines should evolve
independently. Hence the engine must have a low probability of transitioning from |ψ2〉 to |ψ3〉. The crossing must
have a high probability of being diabatic.
This demand can be rephrased in terms of work. Let 〈W costadiab〉 denote the total work cost of undesirable adiabatic
transitions incurred, on average, per subengine per cycle. Let 〈Wtot〉 denote the total average work outputted by one
ideal subengine per cycle. The work cost must be much less than the ideally extracted work:
〈
W costadiab
〉 〈Wtot〉 . (J1)
The right-hand side ∼Wb, to lowest order, by Eq. (9).
Let us estimate the left-hand side. We label as a “close encounter” an approach, of two levels, that might result in
20 One may separate neighboring subengines with “fallow”
buffer zones. Buffers would loosen the condition under which
subengines interact, to L 1.5ξ> + (length of buffer).
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FIG. 17: “Close encounters” that might result in undesirable adiabatic transitions: The sloping, green solid lines
represent the top and bottom of a “working gap.” Suppose that the engine follows the top green line during stroke 1 and the
bottom green line during stroke 2. The engine outputs net positive work 〈Wtot〉 > 0. The red, dashed lines represent other
energy levels. Some cross (or anticross with) the working levels. Each such “close encounter” should proceed diabatically; the
engine should remain on a green line, such that subengines do not interact. The work cost of an undesirable adiabatic
transition ∼ 〈δ〉, the average gap in the spectrum accessible to an ideal subengine. The number of close counters
∼ 〈δ〉 × µ(E), wherein µ(E) denotes the density of states.
an undesirable adiabatic transition. The left-hand side of Ineq. (J1) has the form
〈
W costadiab
〉 ≈ ( Work cost
1 undesirable adiab. transition
)(
Prob. of undesirable adiab. transition
1 close encounter
)
(J2)
×
(
# close encounters
1 tuning stroke
)(
Avg. # strokes during which can lose work to adiab. transitions
1 cycle
)
.
We estimate the factors individually.
We begin with the first factor, assisted by Fig. 17. Suppose that the engine starts a tuning stroke just above or
below a working gap (on a solid green line). The engine might undesirably transition adiabatically to a red, dashed
line. 〈δ〉 denotes the average gap in the part of the spectrum accessible to an ideal mesoscale subengine (App. H). The
average gap’s form appears in Eq. (I9). Consider a red line that crosses a green line. The red line likely originated, in
the shallowly-MBL regime, a distance ∼ (const.) 〈δ〉 away. Hence the work cost of one undesirable adiabatic transition
∼ 〈δ〉.
Let us estimate the second factor in Eq. (J2), the probability that any given close encounter results in an un-
desirable adiabatic transition. The Landau-Zener formula encodes the probability that a close encounter proceeds
diabatically [60]:
Pdiab = e
−2piJ 2/v ≈ 1− 2piJ
2
v
. (J3)
The J denotes the magnitude of the transition matrix element: Tuning Hmacro(t) is equivalent to ramping up some
perturbation V . V couples together elements |En〉 and |Em〉 of the eigenbasis of the earlier Hamiltonian, Hmacro(t−).
Some matrix represents V relative to the Hmacro(t−) eigenbasis. A matrix element Jnm represents the coupling of
|En〉 to |Em〉. This matrix element’s size, J , approximately equals the least width to which the gap narrows. Here, J
roughly equals the least size JL∼1.5ξ> reasonably attributable to any gap accessible to a subsystem of length L ∼ 1.5ξ>
(App. II C). The condition L ∼ 1.5ξ> ensures that the lefthand end of subengine ` fails to interact with the middle
of subengine `± 1.21 Figure 18 illustrates this condition. According to Eq. (H11),
J1.5ξ> ∼ Ee−1.5ξ>/ξ(t) 2−1.5ξ> . (J4)
21 If buffers separate the subengines, the condition becomes L > 1.5ξ>. The lower bound on v weakens.
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x
Subengine Subengine Subengine
⇠loc
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FIG. 18: Condition forbidding subengines from interacting: The long black line represents the composite engine.
Each subengine has size ξ>, the Hamiltonian’s localization length in the shallow-localization regime. Subengines must not
interact: Consider particles on one subengine’s left-hand side. Those particles must not shift to the middle of any neighboring
subengine, across a distance 1.5ξ>.
The ξ(t) denotes the time-t localization length. We substitute into Eq. (J3). Subtracting Pdiab from one yields a
transition’s probability of proceeding adiabatically:
Padiab = 1− Pdiab ∼ (J1.5ξ>)
2
v
∼ e−3ξ>/ξ(t) 2−3ξ> E
2
v
. (J5)
Let us estimate the third factor in Eq. (J2), the number of “close encounters” undergone by a subengine per tuning
stroke. Consider, again, Fig. 17. How many dashed, red lines cross the bottom green line? Roughly
1
2
[(# red lines inside the working gap in the shallow-localization regime)
− (# red lines inside the working gap in the deep-localization regime)] . (J6)
The 12 comes from roughly half the red lines’ exiting the working gap through the top green line and roughly half the
red lines’ exiting through the bottom green line. Let us estimate the first term in (J6). When Hmacro(t) is shallowly
localized, the working gap is of size ∼ 〈δ〉 ∼ E2−ξ> [Eq. (I9)]. The density of states accessible to a size-(1.5ξ>)
subsystem is µ(1.5ξ>)(E) ∼ 1〈δ〉(1.5ξ>) ∼ 2
1.5ξ>
E . Hence roughly 〈δ〉 × µ(1.5ξ>)(E) ∼ 2ξ>/2 red lines begin inside the
working gap, on the left-hand side of Fig. 17.
Having estimated the first term in (J6), we consider the second. This second term . Wb × µ(1.5ξ>)(E), as shown
in Fig. 17. By design, Wb  〈δ〉 (App. G 2). Hence the second term in (J6) is much less than the first and can be
neglected. Therefore, a subengine suffers about
1
2
〈δ〉 × µ1.5ξ>(E) ∼
〈δ〉
〈δ〉(1.5ξ>)
∼ 2ξ>/2 (J7)
close encounters per stroke.
Finally, we consider the last factor in Eq. (J2), the number of strokes during which the engine can undesirably
transition adiabatically, on average, per trial. Adiabatic transitions cost net positive work on average, 〈W costadiab〉 > 0,
only during otherwise successful trials—trials in which the subengine of interest would have outputted Wtot > 0, in
the absence of undesirable adiabatic transitions. Why only otherwise successful trials? For clarity, we suppose that
TC = 0. Consider again Fig. 17.
First, we argue that inter-subengine adiabatic transitions cost positive average work, 〈W 〉 > 0, during otherwise
successful trials. Suppose first that the engine starts a trial on the downward-sloping solid, green line. During stroke
1, inter-subengine adiabatic hops tend to lift the engine to upward-sloping red, dashed lines. Such upward hops raise
the engine’s energy, costing W > 0. During stroke 3, the hops tend to lift the engine to red lines that slope upward
from right to left. Hence the engine’s energy rises; such hops cost W > 0. Therefore, cross-engine adiabatic hops
during otherwise successful trials cost, on average, positive total work 〈W 〉 > 0.
Now, we argue that inter-subengine adiabatic hops incurred during no-ops cost 〈W 〉 = 0. By “no-op,” we mean a
trial during which, in the absence of undesirable hops, the subengine of interest would output Wtot = 0. Suppose that
the engine starts some trial on the bottom green line in Fig. 17. Suppose that, in the very localized regime, a gap
δ′ > Wb separates that bottom line from the next-lowest energy level accessible via rearrangements of energy within
just one subengine. The engine would slide up the bottom green line during stroke 1, then slide downward during
stroke 3: Wtot = 0. Inter-engine adiabatic hops during stroke 1 tend to drop the engine to a red, dashed line, costing
W < 0. The hops during stroke 3 tend to raise the engine to a red, dashed line, costing W > 0. The two costs cancel
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each other, on average, by symmetry. An analogous argument concern no-ops begun on a downward-sloping green
line. Therefore, inter-engine adiabatic hops during no-ops cost zero average work: 〈W 〉 = 0.
We can now assemble the final factor in Eq. (J2):
Avg. # strokes during which can lose work to adiab. transitions
1 cycle
(J8)
≈
(
2 strokes
1 otherwise successful trial
)(
Prob. of success
1 hop-free trial
)
(J9)
≈ 2 Wb〈δ〉 ∼
Wb
〈δ〉 . (J10)
The final factor is estimated in App. G.
We have estimated all the factors in Eq. (J2). Substituting in from Eqs. (I9), (J5), (J7), and (J10) yields
〈
W costadiab
〉 ∼ 〈δ〉 · (J1.5ξ>)2
v
· 〈δ〉
〈δ〉(1.5ξ>)
· Wb〈δ〉 (J11)
=
(J1.5ξ>)2 Wb
v
〈δ〉
〈δ〉(1.5ξ>)
. (J12)
This average work cost must be much smaller than the ideally extracted work, 〈Wtot〉 ∼ Wb. We substitute into
Ineq. (J1), then solve for v:
v  (J1.5ξ>)2
〈δ〉
〈δ〉(1.5ξ>)
∼ e−3ξ>/ξ(t) 2−2.5ξ> E2 . (J13)
The bound is twofold small in J1.5ξ>  E and onefold large in 〈δ〉〈δ〉(1.5ξ>) > 1.
Let us evaluate the bound in the very localized regime, in which ξ(t) ∼ ξ<, and in the shallowly localized regime,
in which ξ(t) ∼ ξ>. We choose ξ> = 12, inspired by the numerical simulations in Sec. III, and ξ< = 1. The bound
becomes
v 
{
10−25 E2 , very localized
10−11 E2 , shallowly localized . (J14)
We will compare these values with upper bounds on v.
Upper bound on the Hamiltonian-tuning speed v: We have discussed undesirable adiabatic transitions.
Undesirable diabatic transitions are analyzed in App. G 8. These transitions’ total average work cost, 〈W costdiab〉,22
is small in parameters including
√
v
〈δ〉  1. Let 〈Wtot〉 ∼ Wb denote the work outputted, on average, by one ideal,
adiabatically tuned subengine. The requirement 〈
W costdiab
〉 〈Wtot〉 (J15)
implies an upper bound on v.
We estimated six contributions to 〈W costdiab〉 in App. G 8. Which contribution dominates the left-hand side of
Ineq. (J15)? APT transitions dominate in the shallowly localized regime; and fractional-Landau-Zener transitions, in
the very localized regime.
Upper bound on v in the shallowly localized regime: We estimated 〈WAPT〉 in Eq. (G139). Substituting into
Ineq. (J15) yields
1√
N
v2βH
E 〈δ〉 log
(
〈δ〉2
v
)
e−N(βHE)
2/4 Wb . (J16)
22 The average diabatic work cost was denoted by
〈
W costdiab
〉
earlier. The subscript is added here for emphasis and clarity.
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The 1√
N
and the log contribute subdominant (nonexponential) factors. The explicit exponential ≈ 1, since √NβHE 
1 by assumption. Inequality (J16) simplifies to
v2βH
E 〈δ〉 Wb ⇒ v 
√
〈δ〉WbE
βH
. (J17)
In the spirit of Sec. IV, we approximate Wb ∼ 〈δ〉10 . Since
√
NβHE  1 by assumption, 1βH 
√
NE . We approximate
1
βH
∼ NE . We substitute into Ineq. (J17) and ignore subdominant factors:
v  〈δ〉 E . (J18)
This bound is looser than the small-parameter assumption
v  〈δ〉2 ∼ E
2
N 2 ∼ 2
−2ξ> E2 . (J19)
in App. G 2. APT transitions do not upper-bound the tuning speed painfully.
Equation (G139) follows from the ∼ 1√N scaling of a matrix element in the ETH phase. The ETH phase features
in the mesoscale-MBL-engine cycle where shallowly localized MBL features in the thermodynamically-large-MBL-
engine cycle. In the MBL phase, the matrix element ∼ 1N (footnote 12). Introducing the extra 1√N would loosen the
bound (J18) by a factor of
√N .
The upper bound (J19) lies above the lower bound (J13). The upper bound is suppressed only in 2−2ξ> ; the lower
bound, in e−3ξ>/ξ(t) 2−2.5ξ> . The lower bound ∼ 10−7 E2, if ξ> = 12. The upper bound ∼ 10−11 E2 [Ineq. (J14)].
Therefore, the bounds are consistent with each other.
Upper bound on v in the deeply localized regime from fractional-LZ transitions: We focus on the largest term in
〈Wfrac-LZ〉. We have already substituted into Ineq. (J15), in App. G 8 iii. Solving for the speed yielded Ineq. (G153),
v  (Wb)
3
δ−
, (J20)
if the tolerance parameter  = 13 .
We assess the bound’s size by expressing the right-hand side in terms of small parameters: v 
(
Wb
〈δ〉
)3 〈δ〉
δ−
〈δ〉2.
The right-hand side is threefold suppressed in Wb〈δ〉  1 and is large in 〈δ〉δ− 
〈δ〉
Wb
 1.
We can express the bound in terms of localization lengths. Suppose that Wb ∼ 110 〈δ〉, in accordance with Sec. IV.
We substitute in for 〈δ〉 from Eq. (I9) and for δ− from Eq. (I1). Inequality (J20) yields
v  1
103
eξ>/ξ< 2−2ξ>E2 . (J21)
Let us check that this upper bound lies above the lower bound, Ineq. (J13). The lower bound is suppressed in
e−3ξ>/ξ< 2−2.5ξ> . The upper bound is suppressed only in 2−2ξ> . Additionally, the upper bound is large in eξ>/ξ< .
Hence (lower bound) (upper bound), by scaling.
We can compare more concretely by substituting values into Ineq. (J20). Setting ξ> = 12 and ξ< = 1 yields
v  10−5 E2 . (J22)
This upper bound above below the lower bound, v  10−25 E2 [Ineq. (J14)]. Hence the lower and upper bounds are
consistent. Moreover, several orders of magnitude separate the bounds. At a range of speeds v, the work costs of
undesirable adiabatic and undesirable diabatic fractional-Landau-Zener transitions are suppressed.
J 2 Time τcycle required to implement a cycle
For how long a time interval τcycle must one engine cycle last? The answer depends on the times required to
implement parts of the cycle. These times follow from three bounds we derived:
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1. To suppress undesirable fractional-Landau-Zener transitions, the tuning speed must satisfy v  (Wb)3δ− ∼
1
103 e
ξ>/ξ< 2−2ξ>E2 [Ineqs. (J20) and (J21)].
Let us infer, from this bound on v, a bound on a time scale. The speed is defined as v := E ∣∣dαtdt ∣∣. Hence∣∣∣ dtdαt ∣∣∣ = Ev . Fear of fractional-LZ transitions limits v during some part of stroke 3. We extend that part so it
becomes all of stroke 3, for simplicity. During stroke 3, αt runs from 1 to 0. Therefore, stroke 3 lasts for a time
τfrac-LZ =
∫ 0
1
dt
dαt
dαt =
∫ 0
1
(
−E
v
)
dαt =
E
v
(J23)
 δ−E
(Wb)3
∼ 103 e−ξ>/ξ< 22ξ>/E . (J24)
If ξ> = 12 and ξ< = 1, τfrac-LZ ∼ 105/E .
2. Satisfying v ≤ 〈δ〉2 ∼ 2−2ξ> E2 [Ineq. (J19)] suppresses crosstalk between subengines. Let τAPT denote the time
for which fear of APT transitions governs v. τAPT includes stroke 1. Hence τAPT ∼ Ev ∼ 22ξ> E ∼ 107/E . The
final expression follows from ξ> = 12. This time scale is much larger than τfrac-LZ. Hence the APT bound on v
affects the cycle time more than the fractional-LZ bound does.
3. The engine thermalizes with the cold bath for a time τth >
E2
Wb(δ−)2
∼ 10E e2ξ>/ξ< 23ξ> [Ineqs. (I8) and (I10)]. If
ξ> = 12 and ξ< = 1, τth > 10
22/E . Hence cold thermalization lasts much longer than the Hamiltonian tunings.
(The time required for hot thermalization is much less than τth, as the hot bath does not need a small bandwidth
Wb.)
Cold thermalization dominates the cycle time:
τcycle ∼ τth > E
2
Wb(δ−)2
∼ 10E e
2ξ>/ξ< 23ξ> . (J25)
J 3 Bounds on the cold-bath bandwidth Wb
Bounding Wb enables us to take advantage of local level correlations, which mimic the discrepancy between GOE
and MBL level statistics. Wb must be great enough to couple nearby energies, deep in the MBL phase, accessible
to a subengine The smallest gap reasonably attributable to a subengine follows from Eq. (H11): δ− = Jξ> ∼
Ee−ξ>/ξ< 2−ξ> .
Wb must be small enough to couple only levels whose energies likely separate during stroke 3. That is, the engine
must traverse trapezoids as in Fig. 2 clockwise. Wb must be less than the average level spacing 〈δ〉 accessible to a
subengine. (If Wb were greater, the engine could, with nonnegligible frequency, traverse trapezoids whose leftmost
legs were shorter than their rightmost legs. Each such cycle would output Wtot < 0.) We substitute the subengine
length ξ> for N in Eq. (D4): 〈δ〉 ≈ E2ξ> .
The lower and upper bounds on Wb are combined into δ− < Wb  〈δ〉 , approximated with
Ee−ξ>/ξ< 2−ξ> < Wb  E
2ξ>
. (J26)
Appendix K NUMERICAL SIMULATIONS OF THE MBL OTTO ENGINE
We simulated one mesoscale engine, a chain of N = 12 sites. (We also studied other system sizes, to gauge finite-size
effects.) The random-field Heisenberg Hamiltonian (24) governed the system. We drop the subscript from Hsim(t) in
this appendix, for conciseness.
We worked at half-filling, for two reasons. First, at half-filling, the ETH system’s level spacing obeys the GOE
distribution (D5). Second, half-filling neutralizes a subtle accordion-like effect. If one considers all the energy eigen-
states in all the particle-number sectors, the Hamiltonian’s bond term causes a slight asymmetry in the DOS µ(E).
If the onsite-field strength is small, the mean of µ(E) lies above the median Tr(H(t)) = 0. As one increases h(αt),
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the mean slowly decreases towards the median. The asymmetry therefore breaks our assumption, in App. G, that
the ETH DOS has the form of the MBL DOS. In the language of Sec. II B, the DOS’s variation squeezes the bottom
of the accordion, while pulling apart the top. How does this variation impact the calculation of the per-trial power,
〈Wtot〉? The variation generates βH corrections irrelevant to the physics we seek to explore, the effects of level-spacing
statisticson thermodynamic engines.
Call the times at which the strokes end t = τ, τ ′, τ ′′, and τ ′′′, as in Fig. 6. For each of Nreals ∼ 1, 000 disorder
realizations, we computed the whole density matrix ρ(t) at t = 0, τ, τ ′, τ ′′, τ ′′′. (See App. K 3 and K 4 for an
explanation of how.) The engine’s time-t internal energy is
E(t) = Tr(H(t)ρ(t)) . (K1)
The quantities of interest are straightforwardly
〈W1〉 = E(0)− E(τ) , (K2)
〈W3〉 = E(τ ′′′)− E(τ ′′) , (K3)
〈Q2〉 = E(τ ′′)− E(τ ′) , and (K4)
〈Q4〉 = E(0)− E(τ ′′′) . (K5)
We disorder-average these quantities before dividing to compute the efficiency, ηMBL = 1− 〈W1〉+〈W3〉〈Q4〉 .
K 1 Scaling factor
We wish to keep the DOS constant through the cycle. To fix µ(E), we rescale the Hamiltonian by a factor Q(h(αt)).
We define Q2(h(αt)) as the disorder average of the variance of the unrescaled DOS:
Q2(h(αt)) :=
〈(
1
N
N∑
j=1
E2j
)
−
(
1
N
N∑
j=1
Ej
)2〉
disorder
(K6)
=
〈
1
N Tr(H˜
2(t))−
(
1
N Tr(H˜(t))
)2〉
disorder
. (K7)
(K8)
The H˜(t) denotes an unrescaled variation on the random-field Heisenberg Hamiltonian H(t) of Eq. (24):
H˜(t) := E
N−1∑
j=1
σj · σj+1 + h(αt)
N∑
j=1
hjσ
z
j
 . (K9)
To compute Q2(h(αt)), we rewrite the unrescaled Hamiltonian as
H˜(t) = E
2N−1∑
j=1
(
σ+j σ
−
j+1 + h.c.
)
+
N−1∑
j=1
σzjσ
z
j+1 + h(αt)
N∑
j=1
hjσ
z
j
 . (K10)
We assume that N is even, and we work at half-filling. The N2 -particle subspace has dimensionality
N =
(
N
N/2
)
. (K11)
Let us calculate some operator traces that we will invoke later. Let X :=
∏N
j=1 σ
x denote the global spin-flip
operator. For any operator A such that X†AX = −A,
Tr(A) = Tr
(
X†AX
)
= −Tr(A) . (K12)
We have used the evenness of N , which implies the invariance of the half-filling subspace under X. Also,
Tr(A) = 0 . (K13)
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In particular,
0 = Tr(σzj ) = Tr(σ
z
jσ
z
j′σ
z
j′′) , (K14)
if j 6= j′ 6= j′′.
Traces of products of even numbers of σz factors require more thought:
Tr(σzjσ
z
j+1) = (# states j, j + 1 =↑↑) + (# states j, j + 1 =↓↓)− 2(# states j, j + 1 =↑↓)
=
(
N − 2
N/2− 2
)
+
(
N − 2
N/2
)
− 2
(
N − 2
N/2− 1
)
= −N 1
N − 1 . (K15)
Similarly,
Tr
(
[σ+j σ
−
j ][σ
−
j+1σ
+
j+1]
)
= Tr
(
[σ−j σ
+
j ][σ
+
j+1σ
−
j+1]
)
= (# states j, j + 1 =↑↓) =
(
N − 2
N/2− 1
)
(K16)
= N N
4(L− 1) , (K17)
and
Tr
(
σzjσ
z
j+1σ
z
j′σ
z
j′+1
)
= (# states j, j + 1, j′, j′ + 1 =↑↑↑↑) +
(
4
2
)
(# states j, j + 1, j′, j′ + 1 =↑↑↓↓)
+ (# states j, j + 1, j′, j′ + 1 =↓↓↓↓)
−
(
4
1
)
(# states j, j + 1, j′, j′ + 1 =↑↑↑↓)−
(
4
1
)
(# states j, j + 1, j′, j′ + 1 =↑↓↓↓)
=
(
N − 4
N/2− 4
)
+ 6
(
N − 4
N/2− 2
)
+
(
N − 4
N/2
)
− 6
(
N − 4
N/2− 3
)
− 6
(
N − 4
N/2− 1
)
= N 3
(N − 1)(N − 3) , (K18)
wherein the first equality’s combinatorial factors come from permutations on sites j, j + 1, j′, and j′ + 1.
Assembling these pieces, we find
Tr(H˜(t)) = E
N−1∑
j=1
Tr
(
σzjσ
z
j
)
= −EN . (K19)
Next, we compute Tr(H˜2(t)):
H˜2(t) = E2
[
4
N−1∑
j
(σ+j σ
−
j )(σ
−
j+1σ
+
j+1) + 4
N−1∑
j
(σ−j σ
+
j )(σ
+
j+1σ
−
j+1) +
N−1∑
j,j′=1
σzjσ
z
j+1σ
z
j′σ
z
j′+1 + h
2(αt)
N∑
j=1
h2j
+ (traceless terms)
]
(K20)
= E2
[
4
N−1∑
j
(σ+j σ
−
j )(σ
−
j+1σ
+
j+1) + 4
N−1∑
j
(σ−j σ
+
j )(σ
+
j+1σ
−
j+1) +
N−1∑
j=1
1 +
N−2∑
j=1
σzjσ
z
j+2
+
N−3∑
j=1
N−1∑
j′=j+2
σzjσ
z
j+1σ
z
j′σ
z
j′+1 + h(αt)
2(αt)
N∑
j=1
h2j + (traceless terms)
]
. (K21)
We take the trace, using Eqs. (K15), (K16), and (K18):
Tr(H˜2(t)) = N
[
3N − 1 + N − 2
N − 1 + h
2
N∑
j=1
h2j
]
. (K22)
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We disorder-average by taking h2j 7→
∫ 1
0
dhjh
2
j =
1
3 :〈
Tr(H2(t))
〉
disorder
= N
[
3N − 1 + N − 2
N − 1 +N
h2
3
]
. (K23)
Substituting into Eq. (K6), we infer the rescaling factor’s square:
Q2(h(αt)) = 3N − 2 + N − 2
N − 1 +N
h2
3
. (K24)
Our results are insensitive to the details of Q. The width of the DOS in one disorder realization will differ from the
disorder average (K24). Moreover, that difference will vary as we tune h(αt), because the disorder affects only one
term. The agreement between the analytics, in which µ(E) is assumed to remain constant in t, and the numerics is
therefore comforting: The engine is robust against small variations in the rescaling.
K 2 Representing states and Hamiltonians
We structured our software to facilitate two possible extensions. First, the Hamiltonian tuning may be generalized
to arbitrary speeds. Second, the cold bath might be modeled more realistically, as coupling to the engine only locally.
We represent the state of one mesoscopic MBL Otto engine with a density matrix
ρ ∈ CN×N , (K25)
and the Hamiltonian with a matrix
H ∈ CN×N , (K26)
relative to the basis {|s1〉, . . . , |sN 〉} = {|↑ . . . ↑〉, . . . , |↓ . . . ↓〉} of products of σz eigenstates. We track the whole
density matrix, rather than just the energy-diagonal elements, with an eye toward the coherent superpositions that
diabatic corrections create. Because we work on an N -site chain at half-filling,
N =
(
N
N/2
)
'
√
2
piN
2N . (K27)
K 3 Strokes 1 and 3: Adiabatic evolution
The (l,m) entry of the initial-state density matrix is
ρ(0)lm = 〈sl| 1
Z
e−βHH(0)|sm〉 = 1
Z
∑
j
e−βHEj(0)〈sl|Ej(0)〉〈Ej(0)|sm〉 . (K28)
The jth eigenstate of H(0), associated with energy Ej(0), is denoted by |Ej(0)〉. We approximate the time evolution
from 0 to τ (during stroke 1) as adiabatic. The evolution therefore does not move weight between levels:
ρ(τ)lm =
1
Z
∑
j
e−βHEj(0)〈sl|Ej(τ)〉〈Ej(τ)|sm〉 . (K29)
If we represented our density matrix relative to an instantaneous energy eigenbasis, simulating the time evolution
would be trivial: We would reinterpret the diagonal matrix ρ as being diagonal with the same elements in a new
basis. However, we wish to represent ρ(t) relative to the σzj product basis. This representation enhances the code’s
flexibility, facilitating future inclusion of diabatic evolutions and a more detailed model of cold thermalization. To
represent ρ(t) relative to the σzj product basis, we note that
ρ(τ)lm =
∑
j
〈sl|Ej(τ)〉〈Ej(0)|ρ(0)|Ej(0)〉〈Ej(τ)|sm〉 = [U(τ, 0)ρ(0)U(τ, 0)†]lm . (K30)
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Energies
E3
E1
E2
E4
E5
E6
Wb
FIG. 19: Energies of a cold-thermalized system: We illustrate our implementation of cold thermalization with this
example chain of six energies. The cold bath has a bandwidth of size Wb, depicted in green.
We have defined a time-evolution matrix U(τ, 0) ∈ CN×N by
U(τ, 0)lm =
∑
j
〈sl|Ej(τ)〉〈Ej(0)|sm〉 . (K31)
This matrix is easily computed via exact diagonalization of H(0) and H(τ).
We can compute the density matrix ρ(τ ′′) at the end of stroke 3 (the tuning from MBL to GOE) from the density
matrix ρ(τ ′) at the end of stroke 2 (the cold-bath thermalization) similarly:
ρ(τ ′′) = U(τ ′′, τ ′)ρ(τ ′)U(τ ′′, τ ′)† . (K32)
The time-evolution matrix U(τ ′′, τ ′) ∈ CN×N is given by
U(τ ′′, τ ′)lm =
∑
j
〈sl|Ej(0)〉〈Ej(τ)|sm〉 . (K33)
[Recall that H(τ ′′) = H(0) and H(τ ′) = H(τ).]
K 4 Stroke 2: Thermalization with the cold bath
During stroke 2, the system thermalizes with a cold bath that has a small bandwidth Wb. We make three assump-
tions. First, the bandwidth cutoff at Wb is hard: The bath can transfer only amounts of energy less than Wb at a
time. Therefore, the cold bath cannot move probability mass between adjacent levels separated by just one gap of
size δ′ > Wb. Second, we assume that the bath is Markovian. Third, we assume that the system thermalizes with
the bath for a long time. The bath has time to move weight across sequences of small gaps δ′j , δ
′
j+1, . . . < Wb.
Consequently, we can implement the effect of thermalization as follows. First, we identify sequences of levels
connected by small gaps. Second, we reapportion weight amongst the levels according to a Gibbs distribution.
Suppose, for example, that the MBL Hamiltonian H(τ) contains the following chain of six energies, E1, . . . , E6,
separated from its surrounding levels by large gaps (Fig. 19):
(E2 − E1), (E3 − E2) < Wb
(E5 − E4) < Wb , and
(E4 − E3), (E6 − E5) > Wb .
We suppress the time arguments to simplify notation. Before thermalization, the density operator is diagonal with
respect to the energy basis:
ρ(τ) =
∑
j
ρj |Ej〉〈Ej | . (K34)
The weight on level j is denoted by ρj . Thermalization maps
ρ(τ) 7→ ρ(τ ′) = ρ1 + ρ2 + ρ3
e−βCE1 + e−βCE2 + e−βCE3
(
e−βCE1 |E1〉〈E1|+ e−βCE2 |E2〉〈E2|+ e−βCE3 |E3〉〈E3|
)
+
ρ4 + ρ5
e−βCE4 + e−βCE5
(
e−βCE4 |E4〉〈E4|+ e−βCE5 |E5〉〈E5|
)
+ ρ6|E6〉〈E6| . (K35)
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Appendix L COMPARISON WITH COMPETITOR OTTO ENGINES: DETAILS AND EXTENSIONS
Otto cycles can be implemented with many media. Why implement this paper’s MBL engine? We compare our
engine with six competitors. Three rely on mechanisms other than the “athermality” of MBL level statistics. First,
the conventional thermodynamic Otto engine consists of an ideal gas (Sec. V A). Second, one could attempt to prepare
noninteracting bits and to modulate their gaps in parallel, such as with quantumdots (Sec. V B). Third, one could
form a “bandwidth engine”: The energy band, not just the gaps near the band’s center, could be compressed and
expanded. The final three competitors result from relaxing restrictions on our cycle. Fourth, we consider tuning
Hmacro(t) between two disorder realizations whose disorder strengths equal each other, rather than between shallow
and deep localization (Sec. V D). Fifth, we consider increasing the cold-bath bandwidth Wb. Sixth, we consider
replacing MBL with single-particle (Anderson) localization.
Below, we detail two arguments summarized in the main text: We discuss the bandwidth engine, then the MBL en-
gine tuned between same-strength disorder realizations. Next, we introduce the ordinary-Wb engine and the Anderson-
localized engine.
L 1 Details: Comparison with a bandwidth engine
We analyzed an accordion-like “bandwidth engine” in Sec. V C. To work reasonably, we claimed, the bandwidth
engine must not undergo diabatic transitions. Stringently limiting the diabatic-hop probability might seem unfair to
the bandwidth engine: Whereas the MBL engine depends on fine spectral properties, the bandwidth engine depends
on just the gross variation of the spectrum’s width. Surely the bandwidth engine could withstand several diabatic
jumps—say, jumps through 0.02Nmacro levels?
The answer turns out to be no. The reason is that the ground state pulls away from the rest of the spectrum as
the system size Nmacro grows. Suppose, for simplicity, that TC = 0 and TH =∞. The bandwidth engine starts stroke
1 with zero energy, in the maximally mixed state ρ(0) = 1/Nmacro, on average. Diabatic hops fail to affect the engine
state ρ(t) during stroke 1, on average: The engine as likely drops downward as hops upward. Cold thermalization
drops the bandwidth engine to the ground state (plus an exponentially small dusting of higher-level states), since
TC = 0. The ground-state energy is generically extensive. Hence the bandwidth engine absorbs 〈Q2〉macro ∼ −Nmacro,
on average. Suppose that, during stroke 3, the bandwidth engine jumps upward through 2% of the levels. The
bandwidth engine ends about two standard deviations below the spectrum’s center, with average energy ∼ √Nmacro.
While returning to TH = 0 during the average stroke 4, the bandwidth engine absorbs 〈Q4〉macro ∼
√
Nmacro. The
average outputted work 〈Wtot〉macro = 〈Q4〉macro + 〈Q2〉macro ∼
√
Nmacro −Nmacro. As the system size Nmacro grows,
〈Wtot〉macro shrinks, then goes negative. Few diabatic jumps do threaten the bandwidth engine’s ability to output
positive work.
The bandwidth cycle’s speed must decline as Nmacro grows for another reason: As Nmacro grows, the typical whole-
system gap 〈δ〉macro ∼ ENmacro shrinks. The smaller the gaps, the greater the likelihood that a given speed v induces
diabatic jumps. In the thermodynamic limit, as 〈δ〉macro → 0, v must → 0. The MBL Otto cycle proceeds more
quickly: The composite engine’s division into subengines renders certain diabatic transitions beneficial, lower-bounding
the ideal speed (see App. J 1).
L 2 Details: Comparison with an MBL engine tuned between same-strength disorder realizations
Consider tuning the Hamiltonian between MBL Hamiltonians whose disorder strengths h(αt) equaled each other.
Let S˜ denote one subengine in this composite engine. We denote by S one subengine in the MBL engine introduced
in the main text. The smallness of Wb would ensure that cold thermalization drops S˜ across just small gaps. The
average successful trial would manifest as a trapezoid as in Fig. 2. The average successful S˜ trial would resemble the
average successful S trial. But S˜ suffers more worst-case trials and from less reliability.
In worst-case trials, a subengine outputs a negative amount Wtot < 0 of work. Wtot < 0 if a subengine traverses,
clockwise, a trapezoid whose shorter vertical leg lies leftward of its longer vertical leg. S and S˜ have equal probabilities
of traversing trapezoids whose right-hand legs are short. S˜ has a greater probability than S of traversing a trapezoid
whose left-hand leg is short: The left-hand S˜ leg represents a gap in a Hamiltonian as localized as the right-hand
Hamiltonian. The left-hand and right-hand S˜ Hamiltonians have the same gap statistics. Hence S˜ has a nontrivial
probability of starting any given trial atop a small gap ∆ < Wb that widens to ∆
′ ∈ (∆, Wb). S˜ has a higher
probability of traversing a worst-case trapezoid.
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Let us estimate the S and S˜ worst-case probabilities. Again, we suppose that TH = ∞ and TC = 0 for simplicity.
The probability that any given S trial outputs Wtot < 0 is
pworst ≈ (Prob. that the left-hand gap < the right-hand gap) (L1)
× (Prob. that the right-hand gap is small enough to be cold-thermalized)
≈ (Prob. that the left-hand gap < Wb)× Wb〈δ〉 . (L2)
The initial factor is modeled by the area of a region under the P
(E)
GOE(δ) curve. The region stretches from δ = 0 to
δ = Wb. We approximate the region as a triangle of length Wb and height
pi
2
Wb
〈δ〉2 e
−pi4 (Wb)2/〈δ〉2 ∼ Wb〈δ〉2 . [We have
substituted δ = Wb into Eq. (D5) and invoked
Wb
〈δ〉  1.] The triangle has an area of 12 · Wb · pi2 Wb〈δ〉2 ∼
(
Wb
〈δ〉
)2
.
Substituting into Eq. (L2) yields
pworst ∼
(
Wb
〈δ〉
)3
. (L3)
Let p˜worst denote the probability that any given S˜ trial outputs Wtot < 0. p˜worst has the form of Eq. (L2). We
approximate the initial factor with the area of a region under the P
(E)
MBL(δ) curve. The region extends from δ = 0 to
δ = Wb. The region resembles a rectangle of height P
(E)
MBL(0) ≈ 1〈δ〉 . Substituting the rectangle’s area, Wb〈δ〉 , into the
right-hand side of Eq. (L2) yields
p˜worst ∼
(
Wb
〈δ〉
)2
. (L4)
Let us compare Eqs. (L3) and (L4). Recall that Wb〈δ〉  1. The small-bandwidth cycle has a much lesser chance
of undergoing a worst-case trial: pworst  p˜worst . The discrepancy is exaggerated if the exponent in Eq. (L3) rises.
The exponent rises if the left-hand S Hamiltonian is modeled with a Gaussian ensemble other than the GOE. The
Gaussian Unitary Ensemble (GUE) corresponds to an exponent of 4; the Gaussian Symplectic Ensemble (GSE), to
an exponent of 6. Different Gaussian ensembles model different symmetries.
S˜ not only undergoes more worst-case trials than S. The Wtot extracted from S˜ fluctuates more, from trial to trial,
than the Wtot extracted from S. Whereas the left-hand S gap distribution is GOE, the left-hand S˜ gap distribution is
Poisson. A Poisson-distributed gap is more likely small than a GOE-distributed gap. So, too, is a Poisson-distributed
gap more likely large [45]. S˜ has a greater chance of starting any given trial just above an extreme-size left-hand gap.
Hence S˜ has higher chances of outputting extreme Wtot values.
Such unreliability poses a disadvantage in one-shot information theory. One-shot information theory has been
applied to thermodynamic tasks including work extraction [8, 9, 11, 12, 14, 15, 76–81]. An agent is modeled as having
an error tolerance , a greatest acceptable probability that any given trial’s Wtot will be undesirable. Risk-averse
agents will prefer S to S˜. Fluctuations in the composite engine’s work statistics, one might object, decay in the
thermodynamic limit. But each subengine’s work statistics vary from trial to trial; and work statistics vary, within
a trial, spatially across the composite engine. Also, realistic engines lie outside the thermodynamic limit. Finite-size
engines are studied in one-shot information theory, called also “finite-size information theory”.
L 3 Comparison with an MBL Otto engine whose cold bath has an ordinary bandwidth
Small-bandwidth baths feature in condensed matter [56–58] and in applications of quantum information theory
to thermodynamics. Baths are modeled with qubits, for example, in [23, 106]. Yet restricting certain platforms’
bandwidths might be difficult. Practicality motivates the question “How would the MBL-to-MBL engine perform if
Wb
〈δ〉 were not  1?” Let S˜ denote the ordinary-bandwidth MBL subengine, while S denotes our small-Wb subengine.
The probability that S˜ traverses a quadrilateral, as in Fig. 2, in any given trial exceeds the probability that S traverses
a quadrilateral. During the average quadrilateral traversal, S outputs more work than S˜.
S˜ more often traverses quadrilaterals than S. An engine can output work only during a quadrilateral traversal,
in the adiabatic approximation. An engine fails to traverse a quadrilateral if cold thermalization fails to change the
engine’s energy. Cold thermalization fails if Wb is less than the gap just below the level occupied by the engine at
the end of stroke 1. The larger the Wb, the more likely the cold bath is to shift the engine to another level.
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Let us estimate the engines’ quadrilateral-traversal probabilities. Ignoring higher-order corrections, we suppose
that TH =∞ and TC = 0. S has a probability ≈ Wb〈δ〉 of starting a trial on one side of a gap ∆ that changes to a gap
∆′ < Wb that the cold bath can thermalize. The TC = 0 bath has a probability 1 of dropping the subengine’s energy.
Hence S’s probability of traversing a quadrilateral ≈ Wb〈δ〉 . S˜ has a probability ≈ 1 of starting a trial just above a gap
∆ that changes to a gap ∆′ that the cold bath can thermalize. Hence the probability that S˜ traverses a quadrilateral
far exceeds the S probability: 1 Wb〈δ〉 .
Though S˜ traverses more quadrilaterals than S, S˜ outputs less work per average quadrilateral traversal. Cold
thermalization likely shifts S one level downward. Neighboring levels (near the band’s center) tend to lie closer
together in the deeply localized spectrum than in the shallowly localized spectrum. During strokes 1 and 3, S’s
energy likely declines more than it rises, as shown in Fig. 2. S likely outputs Wtot > 0. The average work outputted,
as explained in the main text, approximately equals Wb.
In contrast, cold thermalization can shift S˜ to any energy level. The energies less likely splay out as Hmacro(t) is
tuned from deeply localized to shallowly. If S˜ traverses a quadrilateral, it outputs the work (average right-hand gap)
- (average left-hand gap) ≈ 〈δ〉 − 〈δ〉 = 0, on average. As 0 < Wb, S˜ outputs less work than S during the average
trapezoid traversal.
L 4 Comparison with an Anderson-localized engine
Anderson localization resembles MBL. Anderson-localized particles, however, fail to interact (App. H). Having
been discovered before MBL, Anderson insulators enjoy less of an aura of exoticism. Would an Anderson insulator
suffice for the less-localized Hmacro(t) in our level-statistics cycle? Yes. In fact, our order-of-magnitude estimates
(Sec. IV) concern phosphorus-doped silicon. Anderson localization, rather than MBL, have been realized in such
semiconductors. However, using MBL requires less control than using an Anderson insulator. Also, MBL is, in fact,
less exotic, or more generic.
One could implement our Otto cycle with an Anderson insulator because Anderson Hamiltonians exhibit Poissonian
level statistics. But tuning between Anderson-localized and ETH Hamiltonians requires the switching off and on of
interactions. Tuning the interaction, as well as the disorder-to-interaction ratio, requires more effort than tuning just
the latter. [One might object that the Q(h(αt)) in Eq. (24) requires not only the MBL engine’s disorder strength, but
also its interaction strength, to be tuned. But Q(h(αt)) appears in Eq. (24) for theoretical purposes: We wished to
distinguish between the work extracted from level correlations and the work extracted from bandwidth compression
and expansion (App. L 1). An agent operating an MBL Otto engine need not care about the distinction.]
Particles typically interact in many-body systems. Interactions’ ubiquitousness plagues builders of quantum com-
puters, for example. MBL particles interact; Anderson-localized particles do not. Hence one might expect less
difficulty in engineering MBL engines than in engineering Anderson-localized engines.
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