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Notation
Bevor ich beginne, möchte ich kurz einige Notationsgrundlagen klären, die nicht a priori
eindeutig sind.
Mit N bezeichne ich in dieser Arbeit die natürlichen Zahlen ohne 0, also {1, 2, 3, 4...}.
Seien X und Y topologische Räume, dann bezeichnet C(X, Y ) = C0(X, Y ) die steti-
gen Funktionen von X nach Y und Cn(X, Y ), mit n ∈ N, steht für die n-mal stetig
dierenzierbaren Funktionen. Falls Y = R gilt, schreibe ich auch Cn(X,R) = Cn(X).
Weiter sind Cn0 (X, Y ) die Funktionen aus C
n(X, Y ), welche kompakte Träger besitzen.
Ist X ein metrischer Raum mit Metrik d und x ∈ X, dann beschreibt Bε(x) = {y ∈
X|d(x, y) < ε} den oenen ε-Ball um x.
Seien v, w ∈ Rn dann schreibe ich v · w für das Skalarprodukt
∑n
i=1 viwi. Mit Rn×m
bezeichne ich den Vektorraum der Matrizen mit n-Reihen, m-Spalten und reellen Ein-
trägen.
Für zwei Mengen X, Y schlieÿe ich mit X ⊂ Y den Fall X = Y nicht aus. Echte
Teilmengen beschreibe ich mit X ( Y .




Tiefes bestärkendes Lernen bezeichnet das Trainieren von künstlichen neuronalen Netzen
mit Methoden des bestärkenden Lernens.
Ein künstliches neuronales Netz ist ein lernendes System, welches, motiviert durch das
menschliche Gehirn, aus künstlichen Neuronen zusammengesetzt wird. Anhand einer
vorgegebenen Menge an korrekten Input-Output Paaren lernt ein solches Netz, wie es
die einzelnen Neuronen gewichten muss, um ein vorgegebenes Problem zu lösen.
Bestärkendes Lernen beschreibt Methoden, bei denen einem lernenden System nicht
direkt vorgegeben wird, welche Aktionen in einer bestimmten Situation richtig sind.
Stattdessen erhält das System in jedem Zeitschritt eine Belohnung und versucht die
gesamte, innerhalb einer Episode erhaltene, Belohnung zu maximieren.
Beim tiefen bestärkenden Lernen speichert man hierzu die Gewichte des bisher gelernten
Netzes in einem zweiten Zielnetz, welches periodisch, nach einer bestimmten Anzahl an
Trainingsschritten, durch das trainierte Netz ersetzt wird. In jedem Trainingsschritt ist
dann die momentane Situation der Input. Als richtigen Output verwendet man dieje-
nige Aktion, welche die Belohnung der gesamten Episode maximieren würde, wenn das
System im weiteren Verlauf der Episode jeweils die Aktionen wählt, die das Zielnetz
vorgibt.
1.1 Geschichtlicher Hintergrund
Ein Beispiel für die erfolgreiche Anwendung tiefer bestärkender Lernsysteme ist Compu-
tational Intelligence in Games, eine Disziplin, bei der unter anderem Systeme entwickelt
werden, die verschiedene Spiele selbständig auf menschlichem Niveau spielen können.
Einer der ersten groÿen Erfolge in diesem Gebiet war der Sieg des von IBM entwickelten
Programmes Deep Blue gegen den Schachweltmeister Garri Kasparow im Jahr 1997.
Dazu simulierte das System mehrere Millionen mögliche Spielverläufe und wählte daraus
den besten Zug aus (vgl. [CHJH02]).
Die nächste bedeutende Herausforderung war das Brettspiel Go. Dieses weist, zum Bei-
spiel aufgrund seines gröÿeren Spielfeldes, eine höhere Komplexität als Schach auf und
kann somit nicht mehr auf dieselbe Art und Weise gelöst werden. Erst durch die Integra-
tion eines tiefen bestärkenden Lernsystems konnte das von Google DeepMind entwickelte
AlphaGo System im Jahr 2016 einen der weltbesten Go Spieler besiegen (vgl. [SSS+17]).
Nachdem mit Go das komplexeste klassische Brettspiel gelöst wurde, rücken auch Com-
puterspiele in den Fokus der Forschung. Bereits 2015 präsentierte DeepMind in [MKS+15]
ein System, welches 49 verschiedene Atari 2600 Spiele auf mindestens demselben Niveau,
wie professionelle menschliche Spieltester, spielen konnte.
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Auch in diesem Jahr gab es einige beeindruckende Fortschritte bei der Anwendung tiefer
bestärkender Lernmethoden auf die Lösung von Computerspielen. Im Juni 2018 endete
der von der Non-Prot-Organisation OpenAi veranstaltete Wettbewerb Retro Contest
[SPN+]. Dieser Wettbewerb testete die Fähigkeit der lernender Systeme, gelerntes Wissen
auf neue Aufgaben zu transferieren. Konkret sollten die Teilnehmer ein System entwi-
ckeln, welches das Computerspiel Sonic the Hedgehog lösen kann. Dazu konnten sie ihr
System auf allen bekannten Leveln dieses Spiels trainieren. Die Bewertung der Teilneh-
mer fand jedoch anhand von Leveln statt, die extra für diesen Wettbewerb entwickelt
wurden und somit komplett neu waren.
Im selben Monat schate es ein OpenAI Forscherteam, ein System zu trainieren, das
ein menschliches Team im Echtzeitstrategiespiel DOTA 2 schlagen konnte [DPF+]. Dies
ist nicht nur erstaunlich, weil dieses System fünf unterschiedliche Agenten enthält, die
miteinander kooperieren können. Sondern auch, da dasselbe System in [ABC+18] ohne
groÿe Umstellungen auf die Steuerung einer Roboterhand mit fünf Fingern angewandt
werden konnte. Die Anwendung desselben Systems auf zwei so unterschiedliche Probleme
lässt hoen, dass man hier einer allgemeinen Intelligenz näher kommt.
Einem Team von Google DeepMind gelang es in [JCD+18] ein System zu entwickeln,
das seine menschlichen Mitspieler bei dem First-Person Shooter Quake übertrumpfen
konnte. Besonders erstaunlich ist hierbei, dass das System auch mit menschlichen Team
Partnern hervorragend zusammenspielen konnte. So waren die Ergebnisse von gemisch-
ten Mensch-Maschine Teams besser, als die von rein menschlichen Teams. Dies zeigt die
Möglichkeit solcher Systeme mit Menschen zusammenzuarbeiten.
1.2 Zielsetzung und Motivation
Der gröÿte Vorteil des bestärkenden Lernens ist gleichzeitig auch ein Nachteil. Dadurch,
dass das System selbständig lernt, welcher Output zu einem gegebenem Input passt, ist
es oft schwierig nachzuvollziehen, warum sich das System für einen bestimmten Output
entscheidet.
Beim tiefen bestärkenden Lernen kommt noch hinzu, dass auch neuronale Netze oft eine
Black Box darstellen, da man meistens nicht genau weiÿ, wie sich die gelernten Gewich-
te auf den Output auswirken. Experten können zwar die gespeicherten Gewichte eines
Netzes durch verschiedene Methoden visualisieren und versuchen dadurch das Verhalten
der Netze zu analysieren, doch dafür ist einiges an Hintergrundwissen notwendig.
Gerade die Beweggründe dieser Systeme sind jedoch oft sehr interessant. So wurde zum
Beispiel Kasparow, der 1997 von Deep Blue geschlagen wurde, in einem Interview mit
Chess.com nach seiner Meinung zu AlphaZero gefragt, dem Nachfolgesystem von Alpha-
Go, welches zusätzlich zu Go auch Schach und Shogi meistern konnte. Darauf antwortete
er, dass Systeme wie AlphaZero eine einzigartige neue Gelegenheit bieten diese Spiele
zu verstehen, auch wenn wir bisher dachten, zum Beispiel Schach bereits vollständig
analysiert zu haben (vgl. [Kas17]).
Das Ziel dieser Arbeit ist es, tiefe bestärkende Lernsysteme für eine breitere Allgemein-
heit verständlich zu machen. Dazu werde ich mich zuerst mit den theoretischen Grund-
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lagen beschäftigen und danach ein System vorstellen, welches multimodale Erklärungen
zu einem bereits trainierten tiefen neuronalen Netz erstellt. Diese Erklärungen sollen
aus zwei Teilen bestehen. Zuerst berechne ich die visuelle Aufmerksamkeit. Das heiÿt
ich hebe diejenigen Teile des Bildschirms hervor, die für die Entscheidung relevant wa-
ren. Anschlieÿend generiere ich sprachliche Erklärungen, die rechtfertigen, warum eine
bestimmte Aktion in einer bestimmten Situation ausgeführt wurde.
Diese Erklärungen können zum Beispiel Menschen helfen, die mit Robotern zusammen-
arbeiten. So verwenden beispielsweise Modares et al . in [MRLP16] bereits bestärkendes
Lernen, um die Zusammenarbeit von Menschen und Robotern in Fertigungsanlagen zu
verbessern. Hierbei werden zwar noch keine neuronalen Netze benutzt, aber DeepMind
zeigte in [JCD+18] am Beispiel von Quake, dass auch tiefe bestärkende Lernsysteme mit
Menschen kooperieren können. Auÿerdem benutzen zum Beispiel Lathuilière et al. in
[LMMH17] neuronale Netze, die sie durch bestärkendes Lernen trainiert haben, um die
Kooperation von Menschen und Robotern zu verbessern. Wenn nun Roboter, die durch
tiefes bestärkendes Lernen trainiert wurden, direkt mit Menschen zusammenarbeiten,
dann ist es notwendig, dass diese Roboter ihre Handlungen gegenüber ihren menschli-
chen Mitarbeitern rechtfertigen können.
Auch in der Forschung zu autonom fahrenden Autos werden bestärkende Lernalgorith-
men diskutiert (vgl. [FJT18]). Im Straÿenverkehr würde es somit zu einer direkten Inter-
aktion zwischen Menschen und Systemen kommen, die durch tiefes bestärkendes Lernen
trainiert wurden. In diesem Zusammenhang wäre es insbesondere dann interessant zu
wissen, wie das System seine Entscheidungen begründet, falls es zu einem Unfall kommt.
Dies könnte zum Beispiel dabei helfen rechtliche Fragen zu klären oder Fehler in dem
System zu beheben.
1.3 Aufbau
Ich unterteile diese Arbeit in drei Abschnitte. Zunächst fasse ich in Kapitel 2 die Grund-
lagen von neuronalen Netzen zusammen und lege dar, wie diese mit bestärkendem Lernen
trainiert werden können.
In Kapitel 3 werde ich beweisen, dass es zumindest theoretisch möglich ist, schon mit
einfach gehaltenen neuronalen Netzen beliebige stetige Funktionen zu approximieren.
Zuletzt stelle ich in Kapitel 4 ein System vor, das multimodale Erklärungen, im oben
beschriebenen Sinn, zu einem tiefen bestärkenden Lernsystem erstellt, welches einfache
Atari 2600 Spiele löst.
6
2 Grundlagen des tiefen
bestärkenden Lernens
In diesem Kaptiel möchte ich kurz darlegen, was künstliche neuronale Netze sind. Hierbei
setze ich Grundwissen aus der Analysis und der linearen Algebra voraus, welche zum
Beispiel in [For16],[For13] und [Fis13] behandelt wird.
In der allgemeinsten Beschreibung sind künstliche neuronale Netze Funktionen der Form
f : Rn ×Θ→ Rm . Dabei nennen wir θ ∈ Θ ⊂ Rk die Parameter des Netzes.
Das Ziel eines solchen Netzes ist es, gegebene Funktionen zu approximieren. Sei also eine
Funktion f ∗ : Rn → Rm gegeben, welche Ground Truth genannt wird. Dann versuchen
wir Parameter θ ∈ Θ zu nden, sodass f( · , θ) diese Funktion möglichst gut approximiert.
In Kapitel 3 werden wir genauer denieren, was wir unter Approximation verstehen.
Weiter werden wir dort zeigen, dass schon sehr einfache Netzstrukturen beliebige stetige
Funktionen approximieren können.
Künstliche neuronale Netze wurden ursprünglich von einem Modell des menschlichen
Gehirns, sogenannten biologischen neuronalen Netzen, inspiriert. Obwohl sich die heu-
tige Forschung zunehmend von dieser Vorstellung löst, hilft es beim Verständnis der
Denitionen, wenn man die Grundlagen des biologischen Modells kennt. Deshalb möch-
te ich an dieser Stelle die Grundzüge dieses Modells wiedergeben. Eine ausführlichere
Beschreibung ndet man zum Beispiel in [Sim09] auf den Seiten 6 - 10.
Bei modernen Modellen des menschlichen Nervensystems geht man davon aus, dass
externe Reize, wie zum Beispiel Berührungen, in Form von elektrischen Impulsen durch
die Nerven zum Gehirn geleitet werden. Dort wird die Information verarbeitet. Die dabei
im Gehirn stattndenden Vorgänge werden mit biologischen neuronalen Netzen erklärt.
Diese Netze bestehen aus Neuronen und Synapsen. Dabei ist jedes Neuron über Synapsen
mit anderen Neuronen verbunden, wodurch die namensgebende Netzstruktur entsteht.
Die im Gehirn ankommende Information wird zunächst an einige Neuronen weiterge-
leitet. Überschreiten die elektrischen Impulse, die bei einem Neuron ankommen, einen
bestimmten Schwellwert, so feuert das Neuron selbst einen elektrischen Impuls ab.
Dieser Impuls wird von den Synapsen an andere Neuronen weitergeleitet. Einige dieser
Neuronen feuern daraufhin ebenfalls einen Impuls ab. Dies setzt sich fort bis die In-




Inspiriert von biologischen neuronalen Netze, wollen wir auch künstliche neuronale Netze
auf Neuronen zurückführen. Ab dieser Stelle werden wir nur noch künstliche neuronale
Netze betrachten, deshalb werde ich ab jetzt den Zusatz künstliche weglassen und nur
noch neuronale Netze schreiben.
Zunächst müssen wir also Neuronen, die Grundbausteine von neuronalen Netzen, denie-
ren. Die folgende Denition ndet man zum Beispiel in [Sim09] Seite 11 und in [Gol17]
Seite 41.
Denition 2.1.1. Ein Neuron ist eine Funktion f : Rn × Rn × R→ R der Form
f(x;ω, b) = σ(ω · x+ b)
für eine sogenannte Aktivierungsfunktion σ : R→ R und n ∈ N.
Weiter nennen wir x ∈ Rn den Input, ω ∈ Rn dieGewichte (engl. weigths) und b ∈ R
















Abbildung 2.1: Das Innere eines Neurons.
Wählt man m = 1 und Θ = Rn × R, so erfüllt ein Neuron die allgemeine Form f :
Rn × Θ → Rm eines neuronalen Netzes. Um zu verdeutlichen, dass die Parameter in
Gewichte und Bias aufgeteilt werden, trennt man diese dabei oft mit einem Strichpunkt,
anstatt nur mit einem Komma, von dem Input x.
Die Motivation hinter dieser Denition ist es, dass die Gewichte ωi lernen, wie wichtig
die jeweiligen Inputs xi für das Neuron sind. Die Aktivierungsfunktion σ repräsentiert
das Feuern des Neurons. Zuletzt sorgt der Bias b dafür, dass der Input eines Neurons
Werte in ganz R annehmen kann, auch wenn er a priori beschränkt sein sollte.
Anstatt die gewichteten Inputs zu addieren, wie es beim Skalarprodukt der Fall ist,
könnte man sie theoretisch auch anders verarbeiten (vgl. [Gol17] S 41). Die Addition
wird jedoch bei Weitem am häugsten verwendet, deshalb möchte ich mich in dieser
Arbeit auf diesen Fall beschränken.
Die Parameter (ω, b) werden im Laufe des Trainings, welches in Kapitel 2.4 genauer
beschrieben wird, angepasst. Deshalb ist die Aktivierungsfunktion der entscheidende
Faktor bei der Wahl eines Neurons.
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Da beinahe alle Aktivierungsfunktionen nicht linear sind, werden sie oft auch Non-
linearties genannt. Heuristisch kann man sich vorstellen, dass die Aktivierungsfunktion
dafür sorgt, dass man auch nicht lineare Funktionen approximieren kann.
In Kapitel 3 dieser Arbeit werden wir zeigen, dass stetige Aktivierungsfunktionen, die
nicht polynomiell sind, ausreichen, um bereits mit sehr simplen Netzstrukturen beliebige
Funktionen zu approximieren.
Die folgenden Aktivierungsfunktionen werden wir in dieser Arbeit benötigen (Formeln
aus [Gol17] Seite 44):
Beispiel 2.1.2. Die rectied linear Unit (ReLU) Funktion
σ(x) = max(0, x).










Um Neuronen zu einem Netz zusammenzusetzen, benötigen wir das Konzept eines ge-
richteten Graphen (vgl. [Sim09] Seite 15).
Denition 2.1.5. Ein gerichteter Graph besteht aus einer endlichen Menge V , den
sogenannten Knoten (engl. vertices), und einer Menge von Kanten (engl. edges)
E ⊂ V × V . Wir sagen eine Kante (v1, v2) ∈ E ist von v1 nach v2 gerichtet.
Mit diesem Konzept können wir die Verbindungen der Neuronen präzise beschreiben.
Sei V eine Menge von Neuronen, dann beschreibt (v1, v2) ∈ V × V , dass der Output der
Neurons v1 als Teil des Input des Neurons v2 verwendet wird. Der Output von v2 ist also
gegeben durch
v2(. . . v1(x; θ1) . . . ; θ2).
Denition 2.1.6. Sei (V,E) ein gerichteter Graph, dessen Knoten V nur aus Neuronen
bestehen.
Die Komposition aller Neuronen aus V entsprechend der durch E im obigen Sinne ge-
gebenen Verknüpfungen nennen wir ein (künstliches) neuronales Netz.
Den Graphen (V,E) möchte ich in dieser Arbeit als den darstellenden Graphen dieses
Netzes bezeichnen.












Abbildung 2.2: Die Visualisierung eines neuronalen Netzes durch einen darstellenden
Graphen.
Beispiel 2.1.8. In Abbildung 2.2 wird der Output von v10 gegeben durch
v10((v5((v1(x; θ1), . . . , v4(x; θ4)); θ5), . . . , v9(. . . ; θ9)); θ10).
Bemerkung 2.1.9. In manchen Büchern wird nicht zwischen dem Graphen und dem
Netz unterschieden.
Diese Darstellung bezeichnet man auch als einen Architectural Graph. Im Gegensatz
dazu kann man ein neuronales Netz auch über einen Signal-ow Graphen denieren
(vgl. [Sim09] Seite 16).
Bei einem Signal-ow Graphen werden den Knoten und Kanten Rechenoperationen zu-
geordnet. Somit ist es möglich auch das Innere eines Neurons als gerichteten Graphen
darzustellen. Dadurch kann man sich die explizite Denition von Neuronen sparen und
der darstellende Graph ist vollständiger.
Ein Nachteil von Signal-ow Graphen ist, dass man sehr spezische Kanten innerhalb
des Graphen denieren muss, was die Denition meiner Meinung nach verkompliziert.
Da die beiden Denitionen äquivalent sind, möchte ich daher nicht weiter auf Signal-ow
Graphen eingehen.
2.2 Layer
Da neuronale Netze oft aus weit über 1000 Neuronen bestehen, ist es sehr schwierig die
Struktur eines Netzes nur durch Neuronen zu vermitteln. Aus diesem Grund verwendet
man bei der Beschreibung von neuronalen Netzen oft Netz-Strukturen, welche in meh-
reren Netzen vorkommen und welche durch Funktionen dargestellt werden, die schneller
verstanden werden können.
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Motiviert von Darstellungen wie Abbildung 2.2, in denen die Neuronen in Reihen oder
Schichten angeordnet werden, nennt man ein solches Unternetz ein Layer (vgl. [GBC16]
Seite 168f, [Gol17] Seite 41f).
Wenn wir ein neuronales Netz als ein Layer bezeichnen, möchten wir also betonen, dass
das Netz Teil eines gröÿeren neuronalen Netzes ist.
In diesem Sinne kann man sich ein neuronales Netz als Komposition von Layern vorstel-
len, welche gemäÿ eines gerichteten Graphen verknüpft werden.
Im Folgenden halte ich mich an [GBC16] Seite 168f . Bei einem aus Layern zusammen-
gesetzten Netz hat es sich durchgesetzt, das letzte Layer das Output Layer zu nennen












Abbildung 2.3: Beispiel der Anordnung des darstellenden Graphen in Layern.
Denition 2.2.1. Sei f : Rn × Θ→ Rm ein neuronales Netz und sei πi : Rm → R für
i = 1, ...,m die Projektion auf die i-te Komponente, dann bezeichnen wir π ◦ f als eine
Einheit (engl. unit) von f .
Diese Denition ist zwar theoretisch für alle Netze möglich, aber sie ist nur für Layer
innerhalb eines gröÿeren Netzes sinnvoll.
Bei einem solchen Layer spielen die Einheiten eine ähnliche Rolle wie die Neuronen. Sie
sind Funktionen von höher dimensionalen reelen Räumen nach R, aus denen das Netz
zusammengesetzt wird. Aus diesem Grund wird in manchen Büchern nicht zwischen
Neuronen und Einheiten unterschieden.
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Um Netze zu vergleichen, bezeichnet man die Anzahl der Einheiten eines Layers, also
die Dimension seines Outputs, als die Breite (engl. width) des Layers. Die Anzahl der
Layer in einem Netz wird Tiefe (engl. depth) genannt. Diese Nomenklatur inspirierte
den Begri des tiefen neuronalen Netzes für neuronale Netze mit mehr als einem Layer.
Für eine allgemein geltende Theorie von neuronalen Netzen ist die Vorstellung als Kom-
position von Layern nicht sinnvoll. Es ist nicht einheitlich denierbar, welche Struktu-
ren als Layer gelten, da beinahe jede Funktion als Layer verwendet werden kann (vgl.
[GBC16] Seite 376). Somit sind Begrie wie die Tiefe eines Netzes stark von der Kon-
vention desjenigen abhängig, der sie verwendet (vgl. [GBC16] Seite 7).
In der Praxis ist diese Vorstellung jedoch sehr nützlich. Gerade weil ein Layer keine klar
denierten Vorlagen erfüllen muss, ist es möglich verschiedene Funktionen zu testen. So
werden in machen Anwendungen Layer verwendet, die Funktionen enthalten, welche sich
nicht mit den in dieser Arbeit denierten Neuronen darstellen lassen. Erweitert man den
Begri eines Neurons, sodass die gewichteten Inputs nicht nur addiert, sondern auch an-
ders verrechnet werden können (zum Beispiel durch das Auswählen des höchsten Wertes
vgl. [Gol17] Seite 41), dann kann man auch diese Layer durch Neuronen darstellen.
2.3 Konkrete Strukturen
In diesem Kapitel stelle ich einige konkrete neuronale Netze vor. Dabei möchte ich nicht
ausführlich auf die Entwicklung und Motivation dieser Netze eingehen. Ich beschränke
mich darauf, die Netze mathematisch zu denieren und einige Gebiete zu beschreiben,
in denen diese Netze bisher gute Ergebnisse erzielt haben.
2.3.1 Feed-forward Netze
Die einfachste Art von neuronalen Netzen sind solche, deren Verbindungen alle in eine
Richtung ausgerichtet sind, bei denen die Information also immer nach vorne gereicht
wird.
Dieses Konzept kann man mathematisch präzise formulieren.
Denition 2.3.1. Ein gerichteter Graph (V,E) heiÿt zyklisch, wenn er einen Zykel
enthält. Ein Zykel ist ein Teilemenge {(v1, v2), ..., (vm−1, vm)} ⊂ E mit v1 = vm. Falls
ein Graph nicht zyklisch ist, nennen wir ihn azyklisch.
Denition 2.3.2. Ein neuronales Netz heiÿt feed-forward Netz, wenn der darstellen-
de Graph des Netzes azyklisch ist.
Vollständig verbundene Netze
Die einfachste Klasse von feed-forward Netzen sind solche, bei denen mehrere Neuronen
parallel ausgeführt werden.
Dieser Spezialfall eines feed-forward Netzes wird Perzeptron genannt und entspricht
einem Vektor (f1, ..., fn), wobei jede Komponente ein Neuron der Form fi = f(x;ωi, bi) =
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σ(ωi ·x+bi) ist. Hierbei verwendet man bei allen Neuronen dieselbe Aktivierungsfunktion
σ. Die Gewichte ωi und Biase bi der einzelnen Neuronen kann man dann zu einer Matrix
W bzw. einem Vektor b zusammenfassen.
Denition 2.3.3. Ein Perzeptron ist eine Funktion f : Rn× (Rm×n×Rm)→ Rm mit
f(x;W, b) = σ(Wx+ b),
wobei σ die komponentenweise Anwendung einer Aktivierungsfunktion σ : R → R be-
schreibt. Wie bei den einzelnen Neuronen nennen wir die beiden Parameter die Ge-
wichts Matrix W ∈ Rm×n und den Bias Vektor b ∈ Rm.
In der Anfangszeit wurde die Aktivierungsfunktion häug mit einem diskreten Werte-
bereich gewählt, um das Feuern bzw. nicht-Feuern der Neuronen zu beschreiben (vgl.
[Sim09] Seite 50).
Heute wird die Aktivierungsfunktion manchmal sogar weggelassen, um allgemeinere
Funktionen zu approximieren, besonders wenn das Perzeptron als Output Layer eines
gröÿeren Netzes verwendet wird (vgl. [Gol17] Seite 43).
Ich habe mich für die Variante entschieden, in der Denition eine allgemeine Aktivie-
rungsfunktion zu erlauben. Somit lässt man sowohl die Identität als auch diskrete Funk-
tionen als Aktivierungsfunktion zu. Auÿerdem macht dieses Verständnis eines Perzep-
trons die folgende Denition einfacher und klarer verständlich.
Denition 2.3.4. Ein Multi Layer Perzeptron(MLP) mit n (Hidden) Layern ist
eine Komposition aus n+ 1 Perzeptronen. Das heiÿt ein MLP ist eine Funktion
f(x; θ) = Pn(Pn−1(Pn−2(...); θn−1); θn),
wobei Pi(x; θi) für i = 0, ..., n ein Perzetpron ist.
Man deniert MLP's also über die Anzahl der Hidden Layer und zählt das Output Layer
Pn nicht mit. Den darstellenden Graphen eines MLP's haben wir bereits in Abbildung
2.2 gesehen.
Hierbei werden in jedem Layer alle Inputs mit allen Neuronen verbunden. Deswegen wer-
den MLP's auch vollständig verbundene (engl. fully connected) oder dichte (engl. dense)
Netze genannt und für gewöhnlich versteht man unter einem vollständig verbundenen
Layer ein Perzeptron.
Convolutionale neuronale Netze
Im Gegensatz zu vollständig verbundenen MLP's gibt es auch Arten von feed-forward
Netzen, bei denen jedes Neuron nur mit einer Teilmenge des Inputs verbunden ist. Da-
durch können diese Neuronen lernen, Ausschnitte des Inputs zu beschreiben.
Indem man den gesamten Input durch Teilmengen dieser Form überdeckt, kann das Netz
somit die auf den Ausschnitten gelernten Muster innerhalb des Inputs erkennen. Durch
dieses Verfahren können zum Beispiel Gesichter in einem Foto identiziert werden.
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In Anlehnung an die mathematische Faltungsoperation werden solche Netze konvolutio-
nal genannt.
Die Motivation hinter konvolutionalen Netzen ist, dass man Muster auf Teilen des Inputs
erkennen kann.
Zunächst müssen wir also formalisieren, was wir unter einer Teilmenge des Inputs ver-
stehen. Dabei schreibe ich den Input als
∏k
j=1Rj, da konvolutionale Netze oft auf Input
in Matrixform angewandt werden. Zum Beispiel auf Bilder, bei denen jeder Pixel einem
Eintrag einer Matrix entspricht.
Denition 2.3.5. Sei m <
∏k
j=1 j. Ein Fenster ist eine Projektion p :
∏k
j=1Rj →
Rm auf bestimmte Komponenten, d. h. es existiert ein injektives π : {1, ...,m} ↪→∏k
j=1{1, ..., j}, sodass
p(x) = (xπ(1), ..., xπ(m)).
Eine weitere Besonderheit von konvolutionalen Netzen ist, dass mehre Neuronen diesel-
ben Parameter teilen. Es wird dasselbe Neuron auf alle gewählten Fenster angewandt.
Denition 2.3.6. Ein konvolutionales neuronales Netz (CNN) besteht aus ei-
ner endlichen Menge W = {w1, ..., ws} von Fenstern wi :
∏k
j=1Rj → Rm und einer
Menge {k1, ..., kr} aus Neuronen ki : Rm → R, welche alle dieselbe Aktivierungsfunktion
verwenden und Filter oder Kerne (engl. kernels) genannt werden.
Das Netz wird als Funktion
∏k
j=1 Rj → Rs × Rr dann durch
f(x, θ)ij = kj(wi(x), θj)
gegeben.
k k k
x1 x2 x3 x4 x5
Abbildung 2.4: Der darstellende Graph eines stark vereinfachten konvolutionalen Netzes
mit nur einem einzigen Filter k. Dieser Filter wird durch drei verschie-
dene Neuronen dargestellt, die sich alle dieselben Parameter teilen.
Die Wahl der Fenster hängt dabei stark von der Art von Daten ab, die man auswerten
möchte.
Bei der Analyse von natürlicher Sprache zum Beispiel, werden Sätze oft als Vektoren in
Rn dargestellt, deren Einträge jeweils ein Wort repräsentieren. In diesem Fall wählt man
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als Fenster innerhalb des Satzes meistens k aufeinander folgende Wörter. Eine genauere
Beschreibung hierzu ndet man in [Gol17] Kapitel 13.1.
Visuelle Daten, wie zum Beispiel Bilder, werden, wie oben bereits erwähnt, oft als Ma-
trizen gespeichert, wobei jeder Eintrag einem Pixel entspricht. Bei einer sogenannten 2D
Konvolution wählt man die Fenster als k1 × k2 Untermatrizen. Diese werden mit einem
Schritt (engl. stride) über das Bild geschoben. Wählt man (s1, s2) als Schritt, dann
ist das Fenster, welches den Output in der i-ten Reihe und der j-ten Spalte erzeugt, als
Untermatrix von der Form
pi,j =
 xis1,js2 . . . xis1,js2+k2... . . . ...
xis1+k1,js2 . . . xis1+k1,js2+k2

für i, j ∈ N0 mit is1 + k1 ≤ n und js2 + k2 ≤ m.
Diese Untermatrix wird dann durch Untereinanderschreiben ihrer Spalten in eine Vek-
torform gebracht.
Um schneller zu sehen, auf welche Untermatrizen die Filter angewandt werden, schreibt
man die Gewichte, der Filter einer 2D Konvolution, oft ebenfalls in Matrixform.
Das Skalarprodukt mit den Gewichten
 k1,1 . . . k1,k2... . . . ...
kk1,1 . . . kk1,k2







Versteht man p und k als Funktionen p(i, j) = xi,j, k(i, j) = ki,j, so sieht man in dieser
Darstellung die Ähnlichkeit zur namensgebenden mathematischen Faltung (p∗k)(i, j) =∑k1
r=1
∑k2
t=1 p(i− r, j − t)k(r, t) .
Diese allgemeinen Beschreibungen sind sehr undurchsichtig. Um das Verfahren besser
zu verstehen, enthält Abbildung 2.3.1 eine beispielhafte Berechnung eines konvoluten
Netzes mit nur einem Filter.
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Abbildung 2.5: Beispiel für eine 2D Konvolution mit nur einem Filter k mit Bias b und
Aktivierungsfunktion σ.
Bei mehr als einem Filter enthält der Output eines konvolutionalen Layers für jeden
Filter einen eigenen Kanal. Ebenso werden Bilder oft mit drei Kanälen für rote, blaue
und grüne Töne gespeichert.
Wir wollen nun beschreiben, wie man eine 2D Konvolution auf diese Art von Daten
anwendet. Sei also x ∈ Rn × Rm × Rc eine n×m Matrix mit c Kanälen.
In diesem Fall wählen wir die Fenster, wie im Fall von nur einem Kanal, als k1 × k2
Untermatrizen, schieben diese jedoch über alle c Kanäle des Inputs gleichzeitig. Das
heiÿt für den Schritt (s1, s2) ist das Fenster, welches den i, j-ten Eintrag der Output
Matrix bestimmt, von der Form:
pi,j =




xis1+k1,js2,3 . . . xis1+k1,js2+k2,3




xis1+k1,js2,2 . . . xis1+k1,js2+k2,2




xis1+k1,js2,1 . . . xis1+k1,js2+k2,1
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Auch hier schreiben wir die Spalten des Fensters untereinander und erhalten den Vektor
pi,j = (xis1,js2,1, . . . , xis1+k1,js2,1, . . . , xis1+k1,js2+k2,1, xis1,js2,2, . . . , xis1+k1,js2+k2,3).
2.3.2 Rekurrente neuronale Netze
Rekurrente Netze werden oft benutzt, um Folgen von Daten x1, ..., xn zu analysieren. Die
grundlegende Idee dabei ist, eine Art Gedächtnis zu simulieren, indem man das Ergebnis
der bisher verarbeiteten Teile x1, . . . , xi−1 der Folge nicht einfach vergisst, sondern als
zusätzlichen Input für die Verarbeitung des nächsten Teils xi verwendet. Anstatt die
Information nur nach vorne weiterzugeben, kann der Output eines Neurons also auch
an frühere Schichten zurückgegeben werden. In der Sprache von gerichteten Graphen
können wir dies folgendermaÿen denieren (vgl. [Sim09] S23):
Denition 2.3.7. Ein neuronales Netz heiÿt rekurrentes neuronales Netz (RNN),
wenn der darstellende Graph des Netzes zyklisch ist.
Im Folgenden halte ich mich an [Gol17] Kapitel 14 und an [Ola15].
Wenn ein rekurrentes Netz verwendet wird, um eine Folge von Daten x1, ..., xn zu analy-
sieren, dann werden dieselben gelernten Parameter auf jeden Teil der Folge xi angewandt.
Dieses Verhalten haben wir bereits bei den Filtern von CNN's gesehen.
Anders als bei solchen Netzen, geht das Ergebnis jedes Teils dieser Folge bei einem RNN
in die Entscheidung der folgenden Teile mit ein. Dies ist in Abbildung 2.6 zu sehen. Das
sich wiederholende Modul, welches die einzelnen Teile der Folge verarbeitet, wird oft als
eine Zelle bezeichnet.
Bei einem RNN bezeichnet man die Verarbeitung einer ganzen Input-Folge x = x0, · · · , xn
durch ein Modul als ein Layer. Entsprechend bezeichnet man rekurrente Netze, bei denen
mehrere Module hintereinander geschaltet werden, als tiefe rekurrente Netze, ein solches





Z Z . . . Z
x1 x2 xt
Abbildung 2.6: Ein RNN mit einem Layer, bestehend aus der Zelle Z. Links ist die
Verarbeitung des gesamten Inputs x = x1, . . . , xn dargestellt. Rechts
sieht man dasselbe Netz ausgerollt, wodurch deutlicher wird, wie die
einzelnen Teile hi des Outputs entstehen.
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Z2 Z2 . . . Z2
Z1 Z1 . . . Z1
x1 x2 xt
Abbildung 2.7: Ein tiefes RNN mit zwei Layern.
Die in der Praxis erfolgreichsten RNN's sind die von Hochreiter und Schmidhuber in
[HS97] vorgeschlagenen long short-term memory (LSTM) Netze.
Eine LSTM Zelle enthält mehrere Perzeptronen, welche wir folgendermaÿen denieren:
Denition 2.3.8. Sei σ die Sigmoid Aktivierungsfunktion e
x
ex+1
. Wir denieren die
folgenden Perzeptronen:
Forget Gate f(x) := σ(Wf · x+ bf )
Input Gate i(x) := σ(Wi · x+ bi)
Output Gate o(x) := σ(Wo · x+ bo)
C̃(x) := tanh(WC · x+ bC),
mit Wk ∈ Rm×n und bk ∈ Rm für k = f, i, o, C.
Aus diesen Bestandteilen können wir die LSTM Zelle zusammensetzten.
Das besondere an LSTMs im Vergleich zu anderen rekurrenten Netzen ist, dass eine
LSTM Zelle nicht nur ihren Output h an die nächste Zelle weitergibt, sondern auch
einen Zellen-Zustand (engl. cell state) C. Über diesen Zellen-Zustand kann reguliert
werden, welche Informationen an die nächste Zelle weitergegeben werden.
Eine LSTM Zelle besteht also aus zwei Funktionen C(·, ·) und h(·). Die erste Funktion
C liefert einen internen Zellen-Zustand, der nur zwischen den Zellen weitergereicht wird:
C(x, y) = f(x) ∗ y + i(x) ∗ C̃(x)
Hierbei beschreibt ∗ das komponentenweise Produkt zweier Vektoren.
Auf das Ergebnis dieser Funktion wird komponentenweise die tanh Aktivierungsfunktion
angewandt und daraus wird der tatsächliche Output berechnet.
h(x, y) = o(x) ∗ tanh(C(x, y))
Auf eine Folge x1, ...., xn angewandt erhält man rekursiv für den t-ten intern weiterge-
reichten Zellen-Zustand
Ct := C([ht−1, xt], Ct−1),
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wobei [ht−1, xt] die Konkatenation der beiden Vektoren ht−1 und xt beschreibt.
Der Output ht and der t-ten Stelle wird dann durch
ht := h([ht−1, xt], Ct−1)











Abbildung 2.8: Darstellung einer LSTM Zelle. Dabei beschreiben die Rechtecke Perzep-
tronen und die Kreise komponentenweise Operationen.
Soweit zur reinen Denition einer LSTM Zelle.
Um zu verstehen, warum ein LSTM funktioniert, verfolgen wir den Zellen-Zustand C.
Nachdem der Zellen-Zustand Ct−1 an die Zelle weitergegeben wurde, wird er zunächst
mit dem Ergebnis des Forget Gates ft := f([ht−1, xt]) multipliziert. Da f in jeder Kom-
ponente nur Werte zwischen 0 und 1 annehmen kann, stellt man sich f als eine Art Tor
vor, das entscheidet, welche Informationen nach dem Input xt vergessen werden können.
Enthält ft = f([ht−1, xt]) eine 0 Komponente, so wird der Inhalt dieser Komponen-
te von Ct−1 durch die komponentenweise Multiplikation ebenfalls zu 0 und wird somit
vergessen.
Danach wird ein vorläuger Zellen-Zustand C̃t := C̃([ht−1, xt]) berechnet, der den Bei-
trag des momentanen Inputs [ht−1, xt] misst. Bevor dieser zu dem bisherigen Zellen-
Zustand f([ht−1, xt])∗Ct−1 addiert wird, entscheidet auch hier ein Tor, das Input Gate
it := i([ht−1, xt]), welche Komponenten von C̃t in dieser Situation gespeichert werden
sollen.
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Das Ergebnis dieser Addition Ct = ft ∗Ct−1 + it ∗ C̃t enthält nun alle Informationen, die
sich das LSTM Netz für die nächsten Teile des Inputs merken möchte, und wird an
die nächste Zelle weitergereicht.
Wir möchten jedoch nicht alle Informationen als Output ht dieser Zelle ausgeben. Auÿer-
dem wollen wir, dass alle Teile unseres Outputs eine gemeinsame Skalierung aufweisen.
Dafür wenden wir zunächst die tanh Aktivierungsfunktion komponentenweise auf Ct an,
um alle Einträge in den Wertebereich[−1, 1] zu skalieren. Danach entscheidet das letzte
Tor, das Output Gate ot = o([ht−1, xt]), welche Informationen von Ct für den Output
ht relevant sind.
Dadurch, dass Ct auch Informationen enthalten kann, die für den Output ht komplett
irrelevant sind, kann sich ein LSTM Netz Informationen vom Anfang des Inputs solange
merken, bis sie relevant werden. Dies ist zum Beispiel erforderlich, wenn man einen Satz
übersetzen möchte und die Übersetzung eines Wortes, das am Anfang des ursprünglichen
Satzes steht, im übersetzten Satz erst am Ende auftaucht.
Die LSTM-Struktur ist ein gutes Beispiel dafür, dass sich die Forschung von der bio-
logischen Motivation durch Neuronen entfernt. Genau genommen ist eine LSTM-Zelle
kein neuronales Netz im Sinne unserer Denition, da sich die komponentenweise Multi-
plikation * nicht aus Neuronen zusammensetzen lässt, die ihren gewichteten Input nur
addieren.
Die komponentenweise Anwendung von tanh können wir durch klassische Neuronen mit
Aktivierungsfunktion tanh darstellen, welche nur einen Input verarbeiten und deren
einziges Gewicht auf 1 und deren Bias auf 0 festgelegt sind. Für die Darstellung der
komponentenweisen Addition benötigen wir Neuronen, welche jeweils nur zwei Inputs
verwenden, diese addieren und dann die Identität als Aktivierungsfunktion anwenden,
wobei wir auch hier die Gewichte auf 1 und den Bias 0 setzen.
Möchten wir aber die komponentenweise Multiplikation ∗ durch Neuronen darstellen, so
müssen wir auch Neuronen zulassen, die ihren gewichteten Input multiplizieren anstatt
zu addieren. In diesem Fall können wir für die komponentenweise Multiplikation analog
zur komponentenweisen Addition vorgehen.
2.4 Training neuronaler Netze
In diesem Abschnitt möchte ich kurz darauf eingehen, wie ein neuronales Netz lernt.
Dabei werden wir uns auf die Grundlagen der bekanntesten Optimierungsverfahren be-
schränken und uns an [GBC16] Kapitel 4.3 halten.
Um zu messen, wie gut das Ergebnis eines neuronalen Netzes für eine bestimmte Ein-
gabe ist, muss man zunächst festlegen, wann sich zwei Ereignisse ähneln. Dazu deniert
man eine sogenannte Loss Funktion L, welche angibt, wie sehr sich das Ergebnis des
neuronalen Netzes f(x; θ) von der Ground Truth f ∗(x) unterscheidet.
Eine beliebte Wahl für eine solche Funktion ist die mittlere quadratische Abweichung
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Halten wir einen bestimmten Input x0 fest, so erhalten wir durch F (θ) = L(f(x0; θ), f ∗(x0))
eine reellwertige Funktion F : Rn → R in θ.
Um lokale Minima solcher Funktionen zu nden, schlug bereits Cauchy in [Cau47] den
sogenannten Gradient Descent vor.
Bei diesem Verfahren verwendet man, dass man sich eine partiell dierenzierbare Funk-
tion F : Rn → R als Graphen über Rn vorstellen kann, wobei F (x) die Höhe über
x ∈ Rn beschreibt. Die Steigung dieses Graphen an der Stelle x ∈ Rn, in eine Richtung
v ∈ Rn, ist dann durch die Richtungsableitung DvF (x) = ∇F (x) · v gegeben.
Diese Steigung ist genau dann minimal, wenn die Richtung v dem negativen Gradienten
−∇F (x) entspricht (vgl. [Sch14] S93).
Um ein lokales Minimum von F zu nden und somit den Fehler L(f(x0; θ), f ∗(x0)) zu
minimieren, ist es also sinnvoll, die Funktion ein Stück in Richtung −∇F (θ) zu verschie-
ben. Dazu wählen wir eine sogenannte Lernrate ε > 0 und erhalten neue Parameter θ̃
durch
θ̃ = θ − ε∇F (θ).
Falls man mit diesem Schritt nicht gerade das lokale Minimum überschreitet, ist F (θ̃)
somit in jeder Iteration kleiner als F (θ).
Möchte man dieses Verfahren auf beliebige neuronale Netze anwenden, ist zuerst nicht
klar, wie man den Gradienten ∇F (θ) allgemein berechnen kann. Um dieses Problem zu
lösen, hat man den sogenannten Back-Propagation Algorithmus entwickelt, welcher zum
Beispiel in [GBC16] Kapitel 6.5 beschrieben wird.
Bei dieser Methode macht man sich zu Nutze, dass neuronale Netze oft aus Layern
zusammengesetzt werden. Im Folgenden sei f ein neuronales Netz, welches aus den
Layern g0, . . . , gn besteht, wobei g0 das Input- und gn das Output Layer ist.
Während des Trainings halten wir in jedem Schritt einen Input x0 fest. Um die No-
tation zu vereinfachen, schreiben wir ini(θ) für den Input des Layers gi innerhalb der
Berechnung von f(x0, θ).
In diesem Sinne ist f(x0, θ) = gn(inn(θ)) und in0 = (x0, θ). Da ein Layer mehrere andere
Layer als Input verwenden kann, gilt allgemeiner ini = (gi1(ini1(θ)), · · · , gim(inim(θ)), θ)





g̃ij(inij(θ)) + (0, . . . , 0, θ)
schreiben.
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Für den Fall, dass f ein MLP ist, würde jedes Layer nur ein Layer als Input verwenden
und der Input des i-ten Perzeptrons würde durch ini(θ) = (gi−1(ini−1(θ), θ) gegeben
werden.
Kehren wir nun zur Beschreibung des Algorithmus zurück. Zunächst berechnet man die
Ergebnisse aller Layer gi(ini(θ)), wobei wir x0 immer noch festhalten. Dies wird Forward
Propagation genannt, da wir hierbei bei dem Input Layer g0 beginnen und uns zum
Output Layer gn vorarbeiten.
Nun wollen wir den Gradienten ∇F (θ) berechnen. Da F eine reellwertige Funktion ist,
entspricht ihr Gradient ∇F (θ) ihrer, an θ ausgewerteten, Jakobimatrix DF (θ). Aus der
Kettenregel erhalten wir, wenn wir uns an die Denition von L als Funktion L(v, w)
erinnern,






Wir beginnen also damit, die Ableitung des Output Layers gn zu berechnen, und ar-
beiten uns zum Input Layer vor. Aus diesem Grund nennt man diesen Schritt die Back
Propagation.
Nach der Kettenregel erhalten wir die Ableitung von gi(ini) durch
D(gi ◦ ini)(θ) = Dgi(ini(θ)) D ini(θ) (2.1)
= Dgi(gi1(ini1(θ)), · · · , gim(inim(θ)), θ) D ini(θ). (2.2)
Gibt man die Ableitungen Dgi bereits bei der Konstruktion des neuronalen Netzes an, so
können wir Dgi(gi1(ini1(θ)), · · · , gim(inim(θ)), θ) direkt ausrechnen, da wir alle gi(ini(θ))
bereits bei der Forward Propagation berechnet haben.
D ini(θ) erhalten wir, indem wir die einzelnen Summanden ableiten, also
D ini(θ) = Dθ(
m∑
j=1




Dθ(g̃ij(inij(θ))) +Dθ(0, . . . , 0, θ).
Da die Jakobimatrix von g̃ij(inij(θ)) = (0, . . . , 0, gij(inij(θ)), 0, . . . , 0) nur 0-en und die
Jakobimatrix von gij(inij(θ)) enthält, müssen wir nun D(gij ◦ inij)(θ) berechnen.
Damit sind wir wieder in derselben Situation wie in 2.1 und indem wir induktiv immer
weiter so vorgehen erhalten wir die gesamte Ableitung von f(x0, θ).
Diese Methode bildet die Grundlage aller Optimierungsverfahren für neuronale Netze.
Moderne Verbesserungen dieses Verfahrens konzentrieren sich hauptsächlich darauf, nicht
nur ein lokales Minimum, sondern ein globales Minimum zu nden.
Auÿerdem verwenden neuere Methoden Sub-Gradienten, welche eine Verallgemeinerung
des Gradienten für nicht dierenzierbare Funktionen darstellen. Dadurch lässt sich das
Verfahren zum Beispiel auch auf die ReLU Aktivierungsfunktion anwenden, welche in 0
nicht dierenzierbar ist (vgl. [DHS11]).
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2.5 Bestärkendes Lernen
In diesem Abschnitt möchte ich die Grundlagen des bestärkenden Lernens darlegen, die
für tiefes bestärkendes Lernen notwendig sind. Dabei halte ich mich an [SB+98] für die
Grundlagen und [MKS+15] für den Spezialfall des tiefen Lernens.
Beim tiefen bestärkenden Lernen wird ein neuronales Netz nicht anhand eines vorge-
gebenen Datensatzes trainiert, sondern mit Hilfe von bestärkenden Lernmethoden. Das
Besondere am bestärkenden Lernen ist, dass das trainierte System selbständig lernt,
welcher Output zu einem bestimmten Input passt. Dazu muss man lediglich eine Beloh-
nungsfunktion festlegen, die beurteilt, wie gut oder schlecht die gewählten Input-Output
Paare sind.
Trainiert man ein neuronales Netz mit bestärkendem Lernen, so kann man die in Zukunft
erhaltenen Belohnungen abschätzen, indem man davon ausgeht, dass sich das System
bei jedem Schritt so verhalten wird, wie es das bisher gelernte Netz tun würde. Somit
kann man bei jedem Schritt den Output auswählen, der die zukünftigen Belohnungen
maximieren würde.
Im Kontext des bestärkenden Lernens bezeichnet man das System, welches das Pro-
blem lösen soll, als Agent und alles, womit dieser Agent interagieren kann, wird Umge-
bung genannt. Um die abstrakte Umgebung fassbar zu machen, deniert man Zustände
{s1, . . . , sm}, in denen sich die Umgebung benden kann und fasst diese im sogenannten
Zustandsraum S zusammen.
Beim bestärkenden Lernen ist es oft sinnvoll eine Simulation als Umgebung zu wählen,
anstatt den Agenten anhand der realen Welt zu trainieren. Da man die Geschwindigkeit
einer Simulation stark erhöhen kann und es möglich ist, den Agenten gegen sich selbst
antreten zu lassen, ist es möglich sehr viele Trainingsdaten in kurzer Zeit zu sammeln.
Auÿerdem sind die Zustände innerhalb einer Simulation meistens einfacher zu bestim-
men, als die Zustände in einem realen Szenario, welches beliebig kompliziert werden
kann.
Der Agent besitzt auÿerdem eine Menge A an Aktionen {a1, ..., an}, mit denen er die
Umgebung beeinussen kann.
Für bestärkendes Lernen geht man meistens davon aus, dass das Model einen oder meh-
rere nale Zustand besitzt, nach denen die Simulation beendet ist. Bei einem Computer-
spiel würde dieser Fall zum Beispiel eintreten, wenn man das Spiel verliert oder gewinnt.
Eine Abfolge von aufeinanderfolgenden Zuständen und Aktionen s1, a1, ....an−1, sT , wel-
che mit einem nalen Zustand sT endet, bezeichnet man als eine Episode.
Nach jeder Aktion erhält der Agent eine Belohnung r(st, at, st+1), die beschreibt, wie gut
die gewählte Aktion in dieser Situation war. Dazu deniert man eine Belohnungsfunktion





Abbildung 2.9: Interaktion des Agenten mit der Umgebung.
Das Verhalten des Agenten legen wir mithilfe einer deterministischen Strategie fest. Dies
ist eine Abbildung π : S → A, wobei π(s) die Aktion festlegt, die im Zustand s ∈ S
ausgeführt wird. Theoretisch wäre auch eine stochastische Strategie möglich, bei der
π(s, a) die Wahrscheinlichkeit beschreibt, mit der im Zustand s ∈ S die Aktion a ∈ A
gewählt wird. Ich möchte mich in dieser Arbeit jedoch auf Agenten mit deterministischen
Strategien beschränken.
Das Ziel des Agenten ist es, eine optimale Strategie π∗ zu lernen. Hierbei bedeutet
optimal, dass der Agent im Laufe einer Episode die maximale Menge an Belohnungen
erhält, wenn er dieser Strategie folgt.
Um zu beurteilen, wie erfolgreich ein Zustand st innerhalb einer bestimmten Episode
s1, a1, ..., aT−1, sT war, deniert man eine von der Episode abhängige Belohnung Rt. Die
Idee hierbei ist, dass dieser Zustand zu einem gewissen Teil auch an der Belohnung der
nächsten Zustände mitgewirkt hat. Dabei nimmt der Anteil des Zustandes st an den
nachfolgenden Belohnungen immer weiter ab, da diese immer weniger von dem Zustand
st beeinusst wurden.
Um dies zu formulieren, wählt man einen sogenannten Diskont-Wert γ ∈ [0, 1] und setzt




Daraus berechnet man eine Aktion-Wert- oder Q-Wert-Funktion Qπ : S × A → R, die
jedem Zustands-Aktions Paar (s, a) ∈ S×A die geschätzte Belohnung zuordnet, die der
Agent erreicht, wenn er in Zustand s die Aktion a ausführt und dann der Strategie π
folgt. Dazu setzen wir
Qπ(s, a) = Eπ{Rt(s1, a1, ..., aT−1, sT )|st = s, at = a}.
Wobei Eπ{Rt(s1, a1, ..., aT−1, sT )|st = s, at = a} den Erwartungswert aller Episoden
berechnet, die mit der Strategie π gespielt wurden und bei denen s, gefolgt von a, an der
t-ten Stelle der Episode erscheint. Den Erwartungswert benötigen wir, da das Problem
nicht deterministisch sein muss, das heiÿt, es können verschiedene Nachfolge-Zustände
st+1 auf das Zustand-Aktion Paar (st, at) folgen.
Wenn wir die optimale Aktion-Wert-Funktion Q∗(s, a) = maxπQπ(s, a) kennen würden,
könnten wir in jedem Zustand s ∈ S diejenige Aktion a ∈ A auswählen, für die Q∗(s, a)
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am gröÿten ist. Eine solche Strategie π(s) = argmaxa∈AQ(s, a) für eine Q-Wert-Funktion
Q nennen wir eine gierige Strategie.
Um Q∗ zu approximieren, geht man beim bestärkenden Lernen davon aus, dass das zu
lösende Problem die sogenannte Markow-Eigenschaft besitzt.
Denition 2.5.1. Sei S eine Menge an Zuständen und A eine Menge von Aktio-
nen. S und A erfüllen die Markow-Eigenschaft, wenn, für einen beliebigen Ablauf
s1, a1, ....st, at von aufeinander folgenden Zuständen si ∈ S und Aktionen ai ∈ A, der
nächste Zustand nur vom momentanen Zustand st und der gerade gewählten Aktion at
abhängt. Das heiÿt für alle s′ ∈ S gilt
P (st+1 = s
′|st, at) = P (st+1 = s′|s1, a1, ....st, at).
Hierbei bezeichnet P (st+1 = s′|s1, a1, ....at, st) die bedingte Wahrscheinlichkeit, dass der
Agent im Zustand s′ landet, unter der Bedingung, dass er bis jetzt die Zustände s1, . . . , st
durchlaufen hat und dort die Aktionen a1, . . . , at ausgeführt hat.
Indem man zusätzlich davon ausgeht, dass jede Episode nach endlich vielen Schritten
terminiert, erhält man ein endliches Markow-Entscheidungsproblem. Bei einem solchen











Siehe [SB+98] Gleichung (3.20).
Eine beliebte Methode des bestärkenden Lernens ist es, diese Gleichung als Vorschrift












wobei man für Q0 oft alle Werte auf 0 setzt.
Dies konvergiert aufgrund der Bellman Gleichung für i → ∞ gegen Q∗ (vgl. [SB+98]
Kapitel 4.4).
In der Praxis ist es meistens nicht möglich diesen Limes zu bilden. Deswegen werden
beim bestärkenden Lernen verschiedene Näherungsfunktionen Q(s, a; θ) verwendet, bei
denen wir lediglich die Parameter θ anpassen, um Q∗ zu approximieren.
Mnih et. al. schlagen hierzu in [MKS+15] ein neuronales Netz Q(s, a; θ) mit Parametern
θ vor. Im Kontext des tiefen bestärkenden Lernens nennen sie ein solches neuronales
Netz ein Q-Netz.
Dieses Netz wollen wir mit Hilfe der mittleren quadratische Abweichung trainieren. Die
groÿe Herausforderung dabei ist, dass wir die Werte der optimalen Q-Wert-Funktion Q∗,
welche wir als Ground Truth für das Training des Q-Netzes benötigen, nicht kennen.
Deshalb verwenden wir die Bellman Gleichung, um uns iterativ der optimalen Aktion-
Wert-Funktion Q∗ zu nähern. Dabei berechnen wir in jeder Iteration des Gradient-
Descent-Algorithmus (vgl. Kapitel 2.4) des Q-Netzes die erwartete mittlere quadrati-
sche Abweichung, indem wir das Q-Netz mit bereits in vorherigen Iterationen gelernten
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Nach einer bestimmten Anzahl von Iterationen werden die Ziel Parameter θ̃ durch die
gelernten Parameter θi ersetzt.
Die genauen Übergangswahrscheinlichkeiten P (s′|s, a) sind in den meisten Fällen nicht
bekannt. Deshalb ist die Berechnung dieses Erwartungswertes in der Praxis für gewöhn-
lich nicht durchführbar.
Als Ersatz lässt man den Agenten die Simulation mit einer gierigen Strategie bezüglich
der momentan gelernten Q-Wert-Funktion Q(s, a; θi) durchlaufen und betrachtet in je-
dem Zeitschritt den momentanen Zustand st, die gewählte Aktion at und den nächsten
Zustand st+1. Daraus berechnet man den Fehler
Li(θi) =
(







und verwendet dann einen Gradient-Descent Schritt, um diesen Fehler zu verringern
(vgl. Kapitel 2.4).
Durchläuft man hierbei jede Episode schrittweise vom Anfang bis zum Ende, so beste-
hen starke Abhängigkeiten zwischen den einzelnen Zuständen. Bendet man sich zum
Beispiel bei einem Computerspiel auf der linken Seite des Bildschirms, so werden nur
die Aktionen bestärkt, die auf der linken Seite sinnvoll sind. Kommt der Agent danach
auf die rechte Seite, so werden die Aktionen belohnt, die dort sinnvoll sind. Aktionen,
die auf der linken Seite erfolgreich waren, werden vom Agenten eventuell immer noch
bevorzugt, aber nun auf der rechten Seite vielleicht sogar bestraft. Dadurch würde es zu
einer Oszillation kommen, welche die Konvergenz des Algorithmus unmöglich macht.
Als Gegenmaÿnahme verwenden Minh et. al. die sogenannte action replay Methode. Da-
bei speichert man in jedem Schritt ein Tupel et = (st, at, rt, st+1), bestehend aus dem
momentanen Zustand st, der gewählten Aktion at, dem nächsten Zustand st+1 und der
erhaltenen Belohnung rt := r(st, at, st+1), in einer Erinnerungs-Menge D = {e1, ..., et}.
Nachdem diese Menge durch einige zufällig ausgeführte Episoden gefüllt wurde, wird in
jedem Schritt ein Stapel (engl. batch) aus zufälligen Tupeln ei gewählt und auf diesem
Stapel wird das Q-Netz mit der oben gegebenen Fehler-Funktion trainiert. Dies hat den
zusätzlichen Vorteil, dass die meisten modernen Trainingsmethoden neuronaler Netze
für das Training auf Stapeln optimiert sind. Auÿerdem wird bei diesem Verfahren jeder
Zustand mehrmals verwendet, was die Ezienz des Algorithmus erhöht.
Zuletzt ist noch anzumerken, dass es nicht unbedingt sinnvoll ist, während des Trai-
ningsvorgangs strikt nach einer gierigen Strategie vorzugehen. Wählt man immer nur
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die Aktionen, bei denen man bisher die besten Ergebnisse erzielt hat, so erforscht man
nie neue Aktionen, die eventuell besser geeignet wären. Somit läuft man Gefahr, nur ein
lokales Minimum der Loss Funktion zu nden. Um dies zu umgehen, wählt man während
des Trainings mit einer gewissen Wahrscheinlichkeit ε > 0 eine zufällige Aktion. Dass wir
während des Trainings nicht dieselbe Strategie verwenden, die wir trainieren, bezeichnet




In diesem Kapitel wollen wir die universelle Approximationseigenschaft von MLP's mit
einem Hidden Layer und bestimmten Aktivierungsfunktionen beweisen.
Da die meisten neuronalen Netze ein fully connected Layer als Output Layer verwenden,
reicht dies oft aus, um die theoretische Approximationseignschaft des Netzes zu beweisen.
Im Abschnitt 2.3.1 haben wir gesehen, dass ein MLP mit einem Hidden Layer eine
Funktion
f(x;W, b) = W2σ(W1x+ b1) + b2,
mit W := (W1,W2) ∈ Rr×n×Rm×r und B := (b1, b2) ∈ Rr ×Rm ist. Dabei beschreibt σ
die komponentenweise Anwendung einer Aktivierungsfunktion σ : R→ R.
Hierbei haben wir als Aktivierungsfunktion des output-Layers die Identität gewählt,
da andere Aktivierungsfunktionen eine unnötige Einschränkung bedeuten würden. Eine
Aktivierungsfunktion mit Wertebereich [−1, 1] zum Beispiel würde die Approximation
von Funktionen mit gröÿerem Wertebereich unmöglich machen.
Wir wollen nun beweisen, dass Funktionen dieser Form jede stetige Funktion g ∈ C(Rn,Rm)
approximieren können. Obwohl wir uns hierbei auf stetige Funktionen beschränken
ist diese Aussage für viele praktische Anwendungen interessant. Bei der Analyse von
menschlichen Emotionen mit Hilfe neuronaler Netze zum Beispiel, werden die Emo-
tionen meist nicht diskret im Sinne von glücklich oder nicht glücklich ausgewertet.
Stattdessen verwendet man Werte im Bereich [0, 1], um kontinuierlich zu beschreiben,
wie sehr eine bestimmte Emotion momentan empfunden wird.
Unter Approximation verstehen wir eine beliebig nahe Annäherung bezüglich der Topo-
logie der kompakten Konvergenz. Das heiÿt für jedes kompakte K ⊂ Rn und jedes ε > 0
sollen Parameter W, b existieren, sodass
‖f(x;W, b)− g(x)‖K < ε,
für die Supremumsnorm ‖.‖K auf K, gilt.
Da f und g beide stetig sind, wollen wir also:
sup
x∈K
‖f(x;W, b)− g(x)‖ = max
x∈K
‖f(x;W, b)− g(x)‖ < ε.
Wir können das MLP Modell für diesen Beweis ohne Einschränkungen auf den Fall
b2 = 0 und m = 1 reduzieren. Um die Notation zu vereinfachen teilen wir diese Aussage
in zwei kurze Lemmata auf.
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Lemma 3.0.1. Seien f = (f1, ..., fm) und g = (g1, ..., gm) ∈ C(Rn,Rm) und sei K ⊂ Rn
kompakt. Gilt für ε > 0 und für alle i = 1, ...,m
‖fi − gi‖supK < ε,
so gilt
‖f − g‖supK < mε.
Beweis. Aus ‖fi − gi‖supK < ε folgt
∀x ∈ K : ‖ei(fi(x)− gi(x)‖ < ε.
Für die Standardbasisvektoren ei gilt
∑m
i=1 eifi = f und
∑m
i=1 eigi = g. Mit der Drei-
ecksungleichung erhalten wir somit
∀x ∈ K : ‖f(x)− g(x)‖ ≤
m∑
i=1
‖ei(fi(x)− gi(x))‖ < mε.
Lemma 3.0.2. Sei K ⊂ Rn kompakt. Angenommen für alle g ∈ C(Rn,R) und für alle
ε > 0 existieren W1 ∈ Rr×n,W2 ∈ R1×r und b1 ∈ Rr mit r ∈ N, sodass
max
x∈K
‖W2 · σ(W1x+ b1)− g(x)‖ < ε,
dann existieren auch für alle g ∈ C(Rn,Rm) Parameter W und b eines MLP mit einem
Hidden Layer f(x;W, b), sodass
max
x∈K
‖f(x;W, b)− g(x)‖ < ε.
Beweis. Sei K ⊂ Rn kompakt, g = (g1, ..., gm) ∈ C(Rn,Rm) und ε > 0.
Nach der Voraussetzung nden wir für alle i = 1, ...,m Parameter W i1 ∈ Rri×n,W i2 ∈
R1×ri und bi1 ∈ Rri , sodass
max
x∈K
∥∥W i2 · σ(W i1x+ bi1)− gi(x)∥∥ < εm.
Wählen wir nun W2 als
W2 =

W 12 0 . . . 0
0 . . . 0 W 22 . . . 0
... 0 . . . 0
. . .
...
0 . . . 0 Wm2
 ,
29
also die Matrix, die in jeder Zeile jeweils den entsprechenden Vektor W i2 und sonst nur





















2 · σ(W 11 x+ b11)
...
Wm2 · σ(Wm1 x+ bm1 )
 .
Nach dem vorherigen Lemma erhalten wir also





Für den Beweis der Approximationseigenschaft beschränken wir uns also auf Funktionen
der Form
f(x; (W,w), b) = w · σ(Wx+ b) =
r∑
i=1
wiσ(Wi · x+ bi),
mit r ∈ N, w, b ∈ Rr und W ∈ Rr×n. Hierbei beschreibt Wi die i-te Zeile von W .
Dabei legen wir die Anzahl der Einheiten des Hidden Layers r nicht fest. Tatsächlich ist
mir kein Beweis für die Approximationseigenschaft von MLP's mit festgelegter Breite
des Hidden Layers bekannt.
Wir können die Menge der Funktionen, die uns interessieren, folgendermaÿen zusam-
menfassen:
Denition 3.0.3. Sei σ eine Aktivierungsfunktion und X ⊂ Rn. Deniere:
M(σ;X) := span{f ∈ C(X)|f(x) = σ(ω · x+ θ) mit ω ∈ Rn, θ ∈ R}
Für X = Rn, schreiben wir auch nur M(σ).
Hierbei verwende ich θ anstatt b für den Bias, da dies in längeren Beweisen schneller ins
Auge fällt.
Damit können wir das Ziel von Kapitel 3 formulieren.
Wir wollen den folgenden Satz für bestimmte Aktivierungsfunktionen σ beweisen.
Satz 3.0.4 (Approximationstheorem). Die Menge M(σ) liegt, bezüglich der Topologie
der kompakten Konvergenz, dicht in C(Rn) .
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3.1 Erste Versuche
Einer der ersten Beweise des Approximationstheorems erschien 1989 in [Cyb89]. Profes-
sor Cybenko beweist dort das Approximationstheorem für eine Art von Aktivierungs-
funktionen, welche er discriminatory nennt. Dies deniert er folgendermaÿen:
Denition 3.1.1. Eine Funktion σ ∈ C(R) heiÿt discriminatory, wenn
∀ω ∈ Rn, ∀θ ∈ R :
∫
In
σ(ω · x+ θ)dµ(x) = 0
für ein Borel-Maÿ µ impliziert, dass µ = 0.
Zunächst führt er dann den Beweis nur auf dem kompakten Einheitsintervall In.
Satz 3.1.2. Sei σ eine stetige, discriminatory Funktion. Dann liegt M(σ; In) dicht in
C(In)
Beweis. M(σ; In) ist per Denition ein Untervektorraum von C(In). Somit ist auch der
Abschluss M(σ; In) von M(σ; In) ein Untervektorraum von C(In).
Nehmen wir an, dass M(σ; In) 6= C(In) gilt. Dann gibt es ein x ∈ C(In), welches nicht
in M(σ; In) liegt.
Nach dem Satz von Hahn-Banach 3.3.1 erhalten wir demnach ein stetiges lineares Funk-
tional L, welches auf M(σ, In) verschwindet, aber nicht auf ganz C(In).
Da L ein stetiges lineares Funktional zwischen normierten Vektorräumen ist, ist es auch
beschränkt. Nach dem Riesz'schen Darstellungssatz 3.3.2 gilt für L somit




für ein positives Borel-Maÿ µ.
Da σ(ω · x+ θ) für alle θ ∈ R und ω ∈ Rn in M(σ; In) liegt, erhalten wir
0 = L(σ(ω · x+ θ)) =
∫
In
σ(ω · x+ θ)dµ(x)
für alle θ ∈ R und ω ∈ Rn.
Da wir σ discriminatory angenommen haben, gilt also µ = 0. Das würde aber bedeuten,
dass L auf ganz C(In) verschwindet, was im Widerspruch zu dem von Hahn-Banach
gelieferten L steht.
Demnach mussM(σ; In) schon ganz C(In) sein und somit liegtM(σ; In) dicht in C(In).
Cybenko begründet im weiteren Verlauf des Artikels, dass man von dem kompaktem
Einheitsintervall auf jede kompakte Teilmenge schlieÿen kann und dass zum Beispiel
die Sigmoid Funktion discriminatory ist. Da wir im Anschluss eine stärkere Version des
Approximationstheorems beweisen werden, möchte ich hier aber nur diese Grundzüge
darlegen.
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3.2 Approximationstheorem für nicht polynomielle
Aktivierungsfunktionen
Genau 10 Jahre nach Cybenko veröentlichte Allan Pinkus in [Pin99] einen noch stär-
keren Beweis für die Approximationseigenschaft von MLP's mit einem Hidden Layer. In
diesem zeigt er, dass es theoretisch ausreicht eine nicht polynomielle stetige Funktion als
Aktivierungsfunktion zu wählen, um alle stetigen Funktionen approximieren zu können.
Dabei leitet Pinkus die Dichte der MLP's von der Dichte sogenannter ridge Funktionen
ab.
Denition 3.2.1. Eine ridge Funktion ist eine Funktion F : Rn → R der Form
F (x) = f(a · x)
für ein a ∈ Rn \ {0} und ein f ∈ C(R). Wir schreiben
R := span{f(a · x)|a ∈ Rn, f ∈ C(R)}
für den von den ridge Funktionen aufgespannten Untervektorraum von C(Rn).
Diese Menge ist interessant für uns, da die Vektoren der Erzeugendensysteme der Vek-
torräume M(σ) ridge Funktionen sind. Dass ein solcher erzeugender Vektor σ(ω ·x+ θ),
mit ω ∈ Rn und θ ∈ R eine ridge Funktion ist, sieht man, wenn man a = ω und
f(x) = σ(x+ θ) setzt.
Damit es überhaupt möglich ist, dass ein M(σ) dicht in C(Rn) liegt, muss zunächst also
R dicht in C(Rn) sein.
Wir können in folgendem Satz sogar zeigen, dass die Menge der ridge Funktionen mit
Vektoren a aus bestimmten Teilmengen A ⊂ Rn dicht in C(Rn) liegt.
Davor benötigen wir jedoch noch ein Hilfslemma.
Lemma 3.2.2. Sei K ein Körper und X ein normierter K-Vektorraum. Ein Untervek-
torraum X0 ⊂ X liegt genau dann dicht in X, wenn für jedes stetige lineare Funktional
φ : X → K gilt:
φ|X0 ≡ 0 ⇒ φ ≡ 0
Beweis. ⇒
Sei φ : X → K ein stetiges lineares Funktional, welches auf X0 ⊂ X verschwindet.
Nehmen wir weiter an, dass ein x0 ∈ X \X0 mit φ(x0) 6= 0 existiert, dann können wir
0 < ε < ‖φ(x0)‖K wählen.
Aufgrund der Dichtheit von X0 in X, nden wir für jedes δ > 0 ein y ∈ X0, sodass
‖x0 − y‖X < δ. Wegen y ∈ X0 gilt φ(y) = 0, also ‖φ(x0)− φ(y)‖K = ‖φ(x0)‖K > ε.
Somit haben wir ein ε > 0 gefunden, für das kein δ > 0 existiert, welches
‖x0 − y‖X < δ ⇒ ‖φ(x0)− φ(y)‖K < ε
erfüllt. Dies widerspricht der Stetigkeit von φ.
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⇐
Angenommen es existiert ein x ∈ X \X0, dann gibt es nach dem Satz von Hahn-Banach
3.3.1 ein stetiges lineares Funktional φ mit φ(X0) = 0 aber φ(x) 6= 0. Dies widerspricht
der Voraussetzung.
Für den nächsten Beweis benötigen wir neue Notationen.
Denition 3.2.3. Sei n ∈ N. Mit Zn+ bezeichnen wir die Menge der Mulitindizes





Denition 3.2.4. Mit Hnk bezeichnen wir die Menge der homogenen Polynome p ∈
R[X1, ..., Xn] vom Grad k.
Nun können wir die Dichte der ridge Funktionen beweisen. Dabei orientiere ich mich
an [LP93], wobei der Beweis dort sogar für allgemeinere ridge Funkionen der Form
f(Ax) für Matrizen A ∈ Rm×n geführt wird. Um nicht zu weit vom Thema abzuweichen,
beschränke ich mich hier jedoch auf den Fall A = a ∈ Rn. Der Beweis im allgemeineren
Fall verläuft analog.
Satz 3.2.5. Die Menge der ridge Funktionen auf A ⊂ Rn
R(A) := span{f(a · x)|a ∈ A, f ∈ C(R)}
liegt genau dann dicht in C(Rn), bezüglich der Topologie der gleichmäÿigen Konvergenz
auf Kompakta, wenn kein nicht triviales homogenes Polynom p ∈ R[x1, ..., xn] existiert,
welches auf A verschwindet.
Beweis. ⇒
Angenommen es existiert ein homogenes Polynom p 6≡ 0 vom Grad k, das auf A ver-











Nun wählen wir ein φ ∈ C∞0 (Rn) mit φ 6≡ 0 (siehe 3.3.6 für Beispiele solcher Funktionen).













Da φ auÿerhalb seines Trägers konstant 0 ist, verschwinden dort auch alleDmφ(x). Somit
gilt supp(ψ) ⊂ supp(φ). Insbesondere ist dadurch der Träger von ψ als abgeschlossene
Teilmenge des Kompaktums supp(φ) wieder kompakt, also ψ ∈ C0(Rn).
Angenommen Dmφ verschwindet überall, für ein m ∈ Zn+ mit |m| = k. Dann gibt es eine
partielle Ableitung ∂
∂xi
Dm̃φ, welche als erstes verschwindet. Das bedeutet, dass Dm̃φ
nicht von xi abhängt und dass supp(Dm̃φ) nicht leer ist. Also ist supp(Dm̃φ) von der
Form R × U für ein U ⊂ Rn−1 und somit insbesondere nicht beschränkt. Analog zur
Begründung für den Träger von ψ müsste supp(Dm̃φ) aber kompakt sein.
Es verschwindet also keines der Dmφ(x) auf ganz A.
Da auÿerdem die bm die Koezienten des nicht trivialen Polynoms p sind, gilt ψ 6≡ 0.
Weiter wissen wir über die Fouriertransformation ψ̂ von ψ, aufgrund der Linearität und
















Im Folgenden wollen wir ∫
Rn
g(a · x)ψ(x)dx = 0
für alle g ∈ C(R) und a ∈ A zeigen. Daraus werden wir mit Hilfe von Lemma 3.2.2 einen
Widerspruch herleiten.
Sei a ∈ A, dann können wir a zu einer orthogonal Basis von Rn erweitern. In dieser Basis
können wir jedes x ∈ Rn als x = (x′, x′′), mit x′ ∈ R und x′′ ∈ Rn−1, schreiben. Dabei
bezeichnet (x′, 0) = x′a die Projektion von x auf span(a) und (0, x′′) sein orthogonales
Komplement.












Sei nun c′ ∈ R, dann ist c = (c′, 0) ∈ span(a). Da p auf A verschwindet, gilt p(a) = 0,
und weil p auÿerdem homogen ist, gilt p(span(a)) = 0. Somit erhalten wir



































für alle c′ ∈ R. Da die Fouriertransformation ein lineares Funktional ist, gilt somitH ≡ 0.
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Für x = (x′, x′′) ∈ Rn ist (0, x′′) orthogonal zu span(a), demnach gilt:
a · x = a · (x′, 0) + a · (0, x′′) = a · (x′, 0).








ψ(x′, x′′)dx′′]g(a·(x′, 0))dx′ =
∫
R
H(x′)g((a·(x′, 0))dx′ = 0,
wie gewünscht.
Demnach ist L(f) :=
∫
Rn f(x)ψ(x)dx ein nicht triviales stetiges lineares Funktional,
welches auf ganz R(A) verschwindet. Im Beweis von Lemma 3.2.2 haben wir für die
zweite Richtung nur den Satz von Hahn-Banach benötigt. Da wir diesen Satz auch auf
C(Rn), versehen mit der Topologie der kompakten Konvergenz anwenden können, gilt
auch hier zumindest die zweite Richtung des Lemmas.
Über Kontraposition erhalten wir aus dieser Richtung, dassR(A) bezüglich der Topologie
der kompakten Konvergenz nicht dicht in C(Rn) liegt, wenn es ein solches nicht triviales
stetiges lineares Funktional gibt, welches auf ganz R(A) verschwindet.
Da wir in der Voraussetzung angenommen haben, dass R(A) dicht in C(Rn) liegt, kann
es also kein nicht triviales homogenes Polynom existieren, welches auf A verschwindet.
⇐
Für k ∈ N gibt es nach der Voraussetzung kein nicht triviales homogenes Polynom
p ∈ Hnk , welches auf ganz A verschwindet. Wir wollen nun zeigen, dass dann ganz Hnk in
R(A) liegt. Daraus werden wir mit dem Approximationssatz vonWeierstraÿ die Dichtheit
von R(A) in C(R) ableiten.
Sei d ∈ span(A) = span{a ∈ Rn|a ∈ A}, dann existiert ein λ ∈ R und ein a ∈ A, sodass
d = λa gilt. Setzen wir nun f(a · x) := (λa · x)k = (d · x)k, so sieht man, dass (d · x)k in
R(A) liegt.
Jedes lineare Funktional L auf Hnk ist durch seine Werte auf den Basisvektoren eindeutig
deniert, also durch L(xm) mit |m| = k. Wenn wir Dm genauso wie im ersten Teil des
Beweises denieren, dann gilt für |m| = |m̃|:
Dmxm̃ =
{
0 falls m 6= m̃∏n
i=1mi! falls m = m̃
.
Wählen wir nun q =
∑
|m|=k qmx













für alle m ∈ Zn+ mit |m| = k gilt.
Angenommen span{(d · x)k|d ∈ span(A)} 6= Hnk . Dann nden wir linear unabhängige
Vektoren vi ∈ Hnk , welche zu den (d · x)k linear unabhängig sind und diese zu einem
erzeugenden System von Hnk ergänzen.
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Mit diesem erzeugenden System können wir ein nicht triviales lineares Funktional auf
Hnk denieren, welches auf span{(d ·x)k|d ∈ span(A)} verschwindet, indem wir folgendes
setzen:
L(v1) = 1
L(vi) = 0 für i > 0
L((d · x)k) = 0 ∀d ∈ span(A).
Sei q das homogene Polynom, welches L, wie oben beschrieben, repräsentiert.
Die Monome von (d · x)k sind nach der Multinomialformel von der Form k!∏n
i=1mi!
dmxm













q(D)(d · x)k = k!q(d).
Für alle d ∈ span(A) gilt nach unserer Denition L((d · x)k) = 0. Mit der gerade
hergeleiteten Formel erhalten wir also
0 = L((d · x)k) = q(D)(d · x)k = k!q(d)
und somit verschwindet q auf ganz A.
Nach der Voraussetzung sind dann aber q und dadurch auch L trivial. Das steht im
Widerspruch zu unserer Wahl von L, also muss span{(d ·x)k|d ∈ span(A)} = Hnk gelten.
Insbesondere erhalten wir dadurch Hnk ⊂ R(A).
Da diese Argumentation für beliebige k ∈ N0 funktioniert, sind alle homogenen Polynome
in R(A).
Der Vektorraum R(A) enthält also insbesondere alle Monome und somit alle Polynome.
Nach dem Satz von Weierstrass 3.3.4 liegt R(A) demnach dicht in C(Rn), bezüglich der
Topologie der kompakten Konvergenz.
Da nur das triviale Polynom auf ganz Rn verschwindet, gilt dieser Satz insbesondere für
die globalen ridge Funktionen R.
Unser Ziel ist es nun auszunutzen, dass es kein homogenes nicht triviales Polynom gibt,
welches auf ganz Sn−1 verschwindet. Mit Hilfe dieser Tatsache werden wir zeigen, dass
es genügt den Approximationssatz für x ∈ R anstatt für x ∈ Rn zu zeigen.
Denition 3.2.6. Seien Λ,Θ ⊂ R und A ⊂ Rn. Für σ ∈ C(R), deniere:
Λ× A := {λa|λ ∈ Λ, a ∈ A}
N(σ; Λ,Θ) := span{σ(λt+ θ)|λ ∈ Λ, θ ∈ Θ}
M(σ; Λ× A,Θ) := span{σ(w · x+ θ)|w ∈ Λ× A, θ ∈ Θ}
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Proposition 3.2.7. Seien Λ,Θ, σ wie in der vorherigen Denition 3.2.6 mit der zu-
sätzlichen Voraussetzung, dass N(σ; Λ,Θ) dicht in C(R) bezüglich der Topologie der
kompakten Konvergenz liegt. Nehmen wir weiter an, dass ein A ⊂ Sn−1 existiert, sodass
R(A) in derselben Topologie dicht in C(Rn) liegt.
Dann ist M(σ; Λ×A,Θ) dicht in C(Rn) bezüglich der Topologie der gleichmäÿigen Kon-
vergenz auf Kompakta.
Beweis. Sei K ⊂ Rn kompakt, g ∈ C(K) und ε > 0 gegeben.
Da R(A) bezüglich der Topologie der gleichmäÿigen Konvergenz dicht in C(Rn) liegt,
gibt es fi ∈ C(R), ρi ∈ R und ai ∈ A für i = 1, ..., r und r ∈ N, sodass





∣∣∣∣∣ < ε2 .
Für i ∈ 1, ..., r ist {ai · x|x ∈ K} ⊂ R kompakt als Bild des Kompaktums K unter der
stetigen Multiplikation mit ai.
Da N(σ; Λ,Θ) bezüglich der Topologie der gleichmäÿigen Konvergenz dicht in C(R)





für alle t ∈ {ai · x|x ∈ K} und i = 1, ..., r.







































für alle x ∈ K.
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für alle x ∈ K.
Da K, g und ε beliebig gewählt waren, ist die Behauptung somit gezeigt.
Bevor wir weiter machen, benötigen wir noch ein Lemma. Der Beweis dieses Lemmas
folgt im Wesentlichen [Don69] Seite 53.
Lemma 3.2.8. Sei I ⊂ R ein oenes Intervall und σ ∈ C∞(I). Wenn für alle x ∈ I
ein N ∈ N0 existiert, sodass σ(N)(x) = 0 gilt, dann entspricht σ auf I einem Polynom.
Beweis.
Wir betrachten folgende Mengen:
X := {x ∈ I|∃(a, b) ⊂ I : x ∈ (a, b) & σ entspricht auf (a,b) einem Polynom }
Sn := {x ∈ I|σ(n)(x) = 0}
X ist oen in R. Sollte X leer sein, ist dies klar. Falls X nicht leer ist, so existiert für
jedes x ∈ X nach der Denition von X eine oene Umgebung (a, b), auf der σ einem
Polynom entspricht. Diese oene Umgebung (a, b) von x liegt also selbst in X.
Wir wollen nun zeigen, dass das Komplement von X in I (also Xc) leer ist. Denn dann
gilt X = I und σ entspricht auf ganz I einem Polynom. Um dies zu erreichen, nehmen
wir Xc 6= ∅ an und werden daraus einen Widerspruch konstruieren.
Xc ist als abgeschlossene Teilmenge des vollständigen metrischen Raums R selbst ein
vollständiger metrischer Raum. Sn ist als Urbild der Ein-Punkt Menge {0} unter der
stetigen Abbildung σ(n) abgeschlossen. Somit ist Xc ∩Sn eine abgeschlossene Teilmenge
von Xc.
Nach der Voraussetzung gilt
⋃
i∈N0 Sn = I. Demnach bilden die Mengen X
c ∩ Sn mit
n ∈ N0 eine Überdeckung von Xc.
Da wir auÿerdem Xc 6= ∅ angenommen haben, können wir Baire's Kategoriensatz 3.3.5
anwenden. Nach diesem Satz gibt es ein N ∈ N0, sodass (Xc∩SN)o nicht leer ist. Hierbei
bezeichnet (Xc ∩ SN)o das Innere von Xc ∩ SN bezüglich der Teilraumtopologie auf Xc.
Das bedeutet, dass ein x0 ∈ (Xc ∩ SN)o existiert. Für dieses x0 gibt es aufgrund der
Oenheit in Xc ein ε > 0, sodass
Bε(x0)|Xc = {x ∈ Xc| |x0 − x| < ε} ⊂ (Xc ∩ SN)o.
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Für eine abgeschlossene Umgebung [c, d] von x0 in I mit einem Radius kleiner ε gilt
somit
[c, d] ∩Xc ⊂ Bε(x0)|Xc ⊂ SN .
Nach der Denition von SN verschwindet demnach σ(N) auf ganz [c, d] ∩Xc.
Nun wollen wir zeigen, dass auch alle höheren Ableitungen von σ auf [c, d] ∩ Xc ver-
schwinden. Dazu müssen wir zunächst zeigen, dass Xc keine isolierten Punkte enthält.
Angenommen x1 ∈ Xc ist ein isolierter Punkt, dann existieren Intervalle (a, x1), (x1, b) ⊂
X, auf denen σ einem Polynom entspricht. Die Koezienten der Taylorreihenentwick-
lung von σ um x1 entsprechen dann den Koezienten des Polynoms, mit dem σ auf
(a, x1) übereinstimmt, und den Koezienten des Polynoms, mit dem σ auf (x1, b) über-
einstimmt. Somit entspricht σ auf ganz (a, b) demselben Polynom. Dies ist aber ein
Widerspruch zu x1 ∈ Xc.
Xc ist also eine perfekte Menge und damit ist auch [c, d] ∩ Xc eine perfekte Menge.
Deshalb existiert für jedes y ∈ [c, d] ∩ Xc eine Folge {yn|yn ∈ [c, d] ∩ Xc, n ∈ N}, die










Induktiv erhalten wir für alle m ≥ N und alle x ∈ [c, d] ∩Xc
σ(m)(x) = 0. (3.1)
Nun können wir den versprochenen Widerspruch konstruieren.
Dazu betrachten wir zuerst den Fall [c, d]∩X = ∅, also [c, d]∩Xc = [c, d]. In diesem Fall
verschwindet σ(N) auf dem gesamten oenen Intervall (c, d) und somit entspricht σ dort
einem Polynom. Dies bedeutet aber, dass (c, d) in X liegt. Dies steht im Widerspruch
dazu, dass (Xc ∩ SN)o nach Baire's Kategoriensatz nicht leer ist.
Für den Fall [c, d] ∩ X 6= ∅ gibt es eine Überdeckung von [c, d] ∩ X aus Mengen der
Form [c, d] ∩ (a, b), wobei (a, b) in X liegt und mindestens einer der beiden Punkte a, b
in [c, d] ∩Xc liegt.
Für jedes (a, b) ⊂ X aus dieser Überdeckung existiert ein Polynom p, sodass p|(a,b) =
σ|(a,b) gilt. Die Koezienten dieses Polynoms sind dann durch die Taylorreihenentwick-
lung von σ um a bzw. b gegeben.
Sei nun o.B.d.A. a ∈ [c, d] ∩ Xc, dann wissen wir aus 3.1, dass σ(k)(a) für alle k ≥ N
verschwindet. Somit ist der Grad des Polynoms p kleiner als N . Dies bedeutet, dass p(N)
und somit auch σ(N) auf (a, b) verschwindet.
Da wir dies für ein beliebiges (a, b) aus unserer Überdeckung von [c, d]∩X gezeigt haben
und da wir schon [c, d]∩Xc ⊂ SN wissen, verschwindet σ(N) also auf ganz [c, d]. Dies ist
aber, wie im vorherigen Fall, ein Widerspruch zu (Xc ∩ SN)o 6= ∅.
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Wir erhalten also in beiden Fällen einen Widerspruch und die einzige Annahme, die wir
getroen haben, ist, dass Xc nicht leer ist. Demnach muss Xc leer sein und die Aussage
ist gezeigt.
Nun können wir den Approximationssatz für glatte Aktivierungsfunktionen beweisen.
Dabei können wir sogar die Räume, aus denen wir unsere Parameter wählen, sehr stark
einschränken. Dies ist kein Grund sich in der Praxis bei der Suche nach passenden
Parametern unnötig einzuschränken. Trotzdem ist es interessant, dass die theoretische
Approximation schon mit sehr kleinen Parameterräumen möglich ist.
Proposition 3.2.9. Sei Θ ⊂ R ein oenes Intervall und Λ ⊂ R eine oene Umgebung
der 0. Sei weiter σ ∈ C(R) nicht polynomiell auf Θ und mit σ ∈ C∞(Θ), dann ist
N(σ; Λ,Θ) dicht in C(R).
Beweis. Da σ auf Θ keinem Polynom entspricht, existiert nach Lemma 3.2.8 ein Punkt
θ0 ∈ Θ, sodass für alle k ∈ N0 gilt:
σ(k)(θ0) 6= 0.
Nach Voraussetzung enthält Λ eine Nullfolge {hn}n∈N. Da Λ oen ist, nden wir für
jedes λ ∈ Λ ein m ∈ N, sodass für alle n ≥ m gilt:
λ+ hn ∈ Λ.







σ(λt+ θ0) ∈ N(σ; Λ,Θ),
für n ≥ m.







für alle λ0 ∈ Λ im Abschluss N(σ; Λ,Θ). Da der Abschluss eines Untervektorraums
wieder ein Untervektorraum ist, gilt für dieselben λ und hn, wie im vorherigen Fall,






σ′(λt+ θ0) ∈ N(σ; Λ,Θ),
für n ≥ m.
Somit liegt auch der Grenzwert
lim
n→∞





für alle λ0 ∈ Λ im Abschluss N(σ; Λ,Θ). Induktiv erhalten wir insbesondere für λ0 = 0
dk
dλk
σ(λt+ θ0)|λ=0 = tkσ(k)(θ0) ∈ N(σ; Λ,Θ).
Da wir θ0 so gewählt haben, dass σ(k)(θ0) für kein k ∈ N verschwindet, liegen alle
Monome und somit alle Polynome in N(σ; Λ,Θ). Nach dem dem Satz von Weierstraÿ
3.3.4 liegt N(σ; Λ,Θ) dann dicht in C(R), bezüglich der Topologie der gleichmäÿigen
Konvergenz auf Kompakta.
Da R die Bedingungen für Λ und Θ erfüllt, erhalten wir aus diesem Satz insbesondere
den Approximationssatz für glatte Aktivierungsfunktionen, die nicht polynomiell sind.
Korollar 3.2.10. Sei σ ∈ C∞(R) nicht polynomiell, dann liegt N(σ;R,R) dicht in
C(R).
Nun werden wir auf dem Beweis von Proposition 3.2.9 aufbauen, um den Approximati-
onssatz für stetige Aktivierungsfunktionen zu zeigen, die nicht polynomiell sind.
Satz 3.2.11. Sei σ ∈ C(R) und sei σ kein Polynom. Dann ist N(σ;R,R) dicht in C(R).
Beweis. Sei φ ∈ C∞0 (R). Da der Träger von φ beschränkt ist, liegt er in einem Intervall
[a, b] ⊂ R. Indem wir das Intervall weiter vergröÿern, können wir annehmen, dass das
Intervall von der Form [−a, a], mit a ∈ R+, ist.
Der Träger von σ(t − y)φ(y) als Funktion in y ist dann für alle t ∈ R ebenfalls eine
Teilmenge von [−a, a]. Da σ(t− y)φ(y) als Funktion in y auÿerdem für alle t ∈ R stetig








für alle t ∈ R.
σφ ist die Faltung σ∗φ. Somit gilt nach der Ableitungsregel für Faltungen Dσφ = σ∗Dφ.
Induktiv erhalten wir daraus, zusammen mit φ ∈ C∞0 , dass σφ ∈ C∞(R) gilt.
In dem Beweis von 3.2.9 haben wir bereits gesehen, dass aus σφ ∈ C∞(R) folgt, dass
tkσ
(k)
φ (θ) für alle k ∈ N und θ ∈ R in N(σφ;R,R) liegt.
Setzen wir nun
ymi = −a+ 2a
i
m
mit i = 1, ...,m und m ∈ N,
dann erhalten wir durch [ymi−1, y
m
i ] für alle m ∈ N eine Zerlegung von [−a, a], deren
Intervalle die Länge 4ymi = ymi − ymi−1 = 2a 1m haben.
Für m ∈ N und θ, λ ∈ R gilt auÿerdem
m∑
i=1
σ(λt+ θ − ymi )φ(ymi )4ymi ∈ N(σ;R,R).
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σ(λt− θ − ymi )φ(ymi )4ymi
für alle λ, θ ∈ R im AbschlussN(σ;R,R). Dadurch erhalten wirN(σφ;R,R) ⊂ N(σ;R,R).
Nehmen wir nun an, dass N(σ;R,R) nicht dicht in C(R) liegt, dann existiert nach dem
Satz von Weierstraÿ 3.3.4 ein k ∈ N, sodass tk nicht inN(σ;R,R) und somit insbesondere
nicht in N(σφ;R,R) liegt.
Da wir bereits tkσ(k)φ (θ) ∈ N(σφ;R,R) für alle θ ∈ R gezeigt haben, muss σ
(k)
φ also auf
ganz R verschwinden. Somit ist σφ für alle φ ∈ C∞0 (R) ein Polynom vom Grad maximal
k − 1.
Nach Lemma 3.3.7 existiert eine Folge (φn)n∈N in C∞0 (R), sodass σ ∗φn auf jedem Kom-
paktum K ⊂ R gleichmäÿig gegen σ konvergiert.
Der Raum der Polynome vom Grad maximal k − 1 ist als endlicher Untervektorraum
topologisch abgeschlossen. Somit entspricht σ auf jedem kompakten K ⊂ R einem Po-
lynom vom Grad maximal k − 1.
Für n ∈ N bezeichne pn das Polynom, mit dem σ auf Bn(0) übereinstimmt. Aus B1(0) ⊂
Bn(0) folgt für alle x ∈ B1(0)
p1(x)− pn(x) = σ(x)− σ(x) = 0.
Da B1(0) unendlich viele Elemente enthält, ist p1 − pn also ein Polynom mit unendlich
vielen Nullstellen. Dies ist nur möglich, wenn p1−pn das konstante 0-Polynom ist. Somit
erhalten wir für alle n ∈ N
p := p1 = pn.
Sei nun K ⊂ R eine andere kompakte Menge mit nicht leerem Maÿ, dann enthält K
unendlich viele Elemente und es existiert ein n ∈ N, sodass K in Bn(0) liegt. Analog zu
der Begründung für p = pn entspricht demnach auch das Polynom, mit dem σ auf K
übereinstimmt, dem Polynom p.
Sei E ∈ R eine messbare beschränkte Menge mit nicht leerem Maÿ, dann hat auch E
ein nicht leeres Maÿ. Da E auÿerdem kompakt ist, gilt σ(x) − p(x) = 0 für alle x ∈ E
und insbesondere für alle x ∈ E. Wir erhalten also∫
E
σ(x)− p(x)dx = 0
für alle messbaren beschränkten Mengen E ⊂ R.
Nach dem Fundamentallemma der Variationsrechnung 3.3.8 gilt somit σ − p = 0 fast
überall. Da σ und p stetig sind, können wir daraus σ − p = 0 auf ganz R folgern.
Wir haben somit gezeigt, dass σ ein Polynom ist, falls N(σ;R,R) nicht dicht in C(R)
liegt. Dies beweist unsere Behauptung durch Kontraposition.
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Wir haben nun alle Aussagen gezeigt, die wir benötigen, um das Approximationstheorem
für MLP's mit einem Hidden Layer zu beweisen. Jetzt müssen wir nur noch alle Bausteine
zusammensetzen.
Satz 3.2.12 (Approximationstheorem). Sei σ ∈ C(R) nicht polynomiell, dann liegt die
Menge M(σ) bezüglich der Topologie der kompakten Konvergenz dicht in C(Rn) .
Beweis. Sei σ ∈ C(R) kein Polynom, dann haben wir in Satz 3.2.11 gezeigt, dass
N(σ;R,R) bezüglich der Topologie der kompakten Konvergenz dicht in C(R) liegt.
Da es kein homogenes Polynom gibt, welches auf der ganzen Sphäre Sn−1 verschwindet,
wissen wir aus Satz 3.2.5, dass die Menge der ridge Funktionen R(Sn−1) bezüglich der
Topologie der kompakten Konvergenz dicht in C(Rn) liegt.
Nach Proposition 3.2.7 liegt somit auch M(σ;R× Sn−1,R) bezüglich der Topologie der
kompakten Konvergenz dicht in C(Rn).
Weiter gilt R× Sn−1 = {λa|λ ∈ R, a ∈ Sn−1} = Rn.
Daraus erhalten wir
M(σ;R× Sn−1,R) = M(σ;Rn,R) = span{σ(w · x+ θ)|w ∈ Rn, θ ∈ R} = M(σ).
Damit ist der Satz gezeigt.
Tatsächlich ist dies sogar die gröÿte Klasse an stetigen Aktivierungsfunktionen, die das
Approximationstheorem erfüllen.
Satz 3.2.13. Angenommen σ ∈ C(R) ist ein Polynom, dann liegt M(σ) bezüglich der
Topologie der kompakten Konvergenz nicht dicht in C(Rn) .
Beweis. Wenn σ ein Polynom vom Grad k ∈ N0 ist, dann ist auch σ(w ·x+θ) für w ∈ Rn
und θ ∈ R ein Polynom vom Grad maximal k in n Variablen. Die Polynome vom Grad
maximal k liegen jedoch nicht dicht in C(Rn), bezüglich der Topologie der kompakten
Konvergenz.
Um dies zu sehen, sei K eine kompakte Teilmenge von Rn. In diesem Fall ist C(K)
versehen mit der Topologie der gleichmäÿigen Konvergenz ein unendlich dimensionaler
Hausdor-Raum. Die Menge der Polynome vom Grad maximal k ist ein endlich dimen-
sionaler Untervektorraum von C(K) und somit abgeschlossen bezüglich der Topologie
der gleichmäÿigen Konvergenz. Da die Polynome vom Grad maximal k also eine abge-
schlossene echte Teilmenge von C(K) sind, liegen sie nicht dicht in C(K) bezüglich der
Topologie der gleichmäÿigen Konvergenz.
3.3 Addendum
Wir haben in Kapitel 3 einige aus der Funktionalanalysis bekannte Sätze verwendet. Oft
werden diese Sätze von verschieden Autoren unterschiedlich formuliert oder es existieren
mehrere Versionen eines Satzes, die den gleichen Namen tragen. Deshalb möchte ich in
diesem Abschnitt alle Aussagen in der Formulierung, die ich verwende, aufzählen.
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Dabei entspricht die Reihenfolge dem Auftreten der Sätze in Kapitel 3.
Sofern ich eine gute Referenz für die Beweise der Sätze gefunden habe, werde ich lediglich
auf diese verweisen. Falls ich aber keine geeignete Quelle für die von mir benötigten
Versionen der Sätze gefunden habe, werde ich diese aus bekannteren Versionen, für die
ich eine Referenz gefunden habe, herleiten.
Satz 3.3.1 (Satz von Hahn-Banach). Angenommen M ist ein Untervektorraum eines
lokal konvexen topologischen Vektorraumes X. Falls x ∈ X nicht im Abschluss von M
liegt, dann gibt es ein stetiges lineares Funktional L auf X, welches auf M verschwindet
und für das L(x) = 1 gilt.
Beweis. Siehe [Rud91] Theorem 3.5.
Dies können wir insbesondere auf jeden normierten Vektorraum M anwenden, da die
oenen Bälle der von der Norm induzierten Topologie konvex sind.
Auÿerdem können wir diesen Satz auf C(Rn), versehen mit der Topologie der kompakten
Konvergenz, anwenden.
Diese Topologie wird von oenen Bällen der Form
Bε,K(f) = {g ∈ C(Rn)| sup
x∈K
‖f(x)− g(x)‖ < ε},
mit ε > 0, f ∈ C(Rn) und K ⊂ Rn kompakt, erzeugt.
Sind g, h ∈ Bε,K(f), dann gilt für 0 ≤ t ≤ 1 und für alle x ∈ K:
‖tg(x) + (1− t)h(x)− f(x)‖
= ‖t(g(x)− f(x)) + (1− t)(h(x)− f(x)‖
≤ t ‖g(x)− f(x)‖+ (1− t) ‖h(x)− f(x)‖
≤ tε+ (1− t)ε = ε.
Somit liegt auch tg + (1 − t)h in Bε,K(f). Demnach sind die oenen Bälle von C(Rn)
konvex und C(Rn) ist lokal konvex.
Satz 3.3.2 (Riesz'scher Darstellungssatz). Sei X ein kompakter Hausdor-Raum und
seien C(X) die stetigen Funktionen auf X. Für jedes beschränkte lineare Funktional L
auf C(X) existiert genau ein positives Borel-Maÿ µ, sodass




In diesem Fall sagt man, dass µ das Funktional L repräsentiert.
Beweis. [Rud87] Theorem 2.14 beweist diese Aussage für lokal kompakte Räume X und
beschränkte lineare Funktionale auf den stetigen Funktionen mit kompaktem Träger
C0(X).
Wenn X nun sogar kompakt ist, dann ist der Träger jeder stetigen Funktion f ∈
C(X), als abgeschlossene Teilmenge eines kompakten Raums, selbst kompakt. Somit
gilt C0(X) = C(X) und der Satz ist bewiesen.
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Satz 3.3.3 (Stone-Weierstraÿ). Sei S ein kompakter Hausdor-Raum. Sei A eine ab-
geschlossene Unteralgebra der Menge der stetigen komplexwertigen Funktionen C(S,C),
versehen mit der Topologie der gleichmäÿigen Konvergenz. Gilt auÿerdem:
• A ist selbstadjungiert, d.h. ∀f ∈ A : f ∈ A
• A separiert Punkte
• ∀p ∈ S ∃f ∈ A : f(p) 6= 0,
dann ist A = C(S,C).
Beweis. [Rud91] Theorem 5.7.
Der wichtigste Spezialfall dieses Satzes ist der Approximationssatz von Weierstraÿ.
Korollar 3.3.4. Sei n ∈ N. Die Menge der Polynome P (Rn) = {f : Rn → R|f ist ein
Polynom } liegt dicht in den stetigen reellwertigen Funktionen C(Rn) bezüglich der To-
pologie der gleichmäÿigen Konvergenz auf Kompakta.
Beweis. Sei K ⊂ Rn kompakt, dann ist P (K,C) = {f : Rn → C|f ist ein Polynom }
eine Unteralgebra der Banachalgebra der stetigen Funktionen C(K,C). Der Abschluss
P (K) von P (K) in C(K,C), versehen mit der Topologie der gleichmäÿigen Konvergenz,
ist demnach eine abgeschlossene Unteralgebra von C(K,C).
Sei f ∈ P (K,C), dann entspricht f einem Polynom mit komplexen Koezienten. Zerle-
gen wir f in seinen Imaginär- und Realteil, so erhalten wir f = p+ iq für zwei Polynome
p, q mit reellen Koezienten. Die komplex konjugierte Funktion f = p − iq ist dann
wieder ein Polynom mit komplexen Koezienten und liegt somit in P (K,C).
Sei nun f ∈ P (K,C), dann gibt es komplexe Polynome fn ∈ P (K,C), sodass f = lim
n→∞
fn
gilt. Demnach liegt auch f = lim
n→∞
fn in P (K,C).
Seien v 6= w ∈ K, dann gibt es ein 0 < k ≤ n, sodass vk 6= wk ist. Wählen wir nun das
Polynom f(x1, ..., xn) = xk, dann gilt f(v) 6= f(w).
Auÿerdem verschwindet das konstante Polynom f(x1, ..., xn) = 1 für keinen Punkt aus
K.
Somit gilt nach dem Satz von Stone-Weierstraÿ 3.3.3
P (K,C) = C(K,C).
Sei nun eine reellwertige Funktion f ∈ C(K) gegeben, dann liegt f auch in C(K,C). Es
existieren also Polynome fn ∈ P (K,C), die gegen f konvergieren.
Insbesondere konvergieren die Realteile der fn gegen den Realteil von f . Da f schon
reell ist und die Realteile der fn reellen Polynomen entsprechen, haben wir somit
P (K) = C(K)
gezeigt.
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Satz 3.3.5 (Bair'scher Kategoriensatz). Sei X 6= ∅ ein vollständiger metrischer Raum.





aus abgeschlossenen Mengen Ak ⊂ X gibt, dann gibt es ein k0 ∈ N, sodass das Innere
Aok0 nicht leer ist.
Beweis. [Alt06] Satz 5.1.
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Für x > 0 gilt auÿerdem


























) − p′( 1
x
)) wieder ein Polynom in 1
x
ist. Induktiv erhalten wir somit fp ∈
C∞(R).
Wählen wir nun das Polynom 1(x) = 1 und g(x) = 1− x2, dann ist




1−x2 falls |x| < 1
0 falls |x| ≥ 1
als Komposition glatter Funktionen selbst in C∞(R).
Setzen wir weiter c =
∫ 1
−1 f(x)dx, dann gilt
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Satz 3.3.7. Sei φn eine Standard Dirac-Folge und ist σ ∈ C(R), so konvergiert σ ∗ φn
auf jedem Kompaktum K ⊂ R gleichmäÿig gegen σ.
Beweis. [Eva98] Appendix C Theorem 6.
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Satz 3.3.8 (Fundamentallemma der Variationsrechnung). Sei Ω ⊂ Rn oen und Y ein
Banachraum. Für eine integrierbare Funktion g : Ω → Y gilt g = 0 fast überall in Ω
genau dann, wenn ∫
E
gdLn = 0
für alle messbaren beschränkten Mengen E mit E ⊂ Ω gilt.
Beweis. [Alt06] 2.21 .
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4 Multimodale Erklärungen beim
tiefen bestärkendem Lernen
Wie in der Einleitung beschrieben werden Systeme, die von tiefen bestärkenden Lern-
verfahren trainiert wurden, in Zukunft immer mehr in das Alltagsleben der Menschen
integriert werden. Zum Beispiel im Zusammenhang mit autonom fahrenden Autos (vgl.
[FJT18]) oder durch eine direkte Zusammenarbeit mit solchen lernenden Systemen, so-
wie Google DeepMind es anhand des Computerspiels Quake in [JCD+18] demonstrierte.
Da man beim bestärkenden Lernen nicht direkt angibt, welche Aktionen in bestimm-
ten Situationen ausgeführt werden sollen, ist es nicht immer einfach die Aktionen des
Agenten nachzuvollziehen. Hinzu kommt, dass auch neuronale Netze oft eine Art Black
Box darstellen. Experten können zwar die gespeicherten Gewichte eines Netzes durch
verschiedene Methoden visualisieren und versuchen dadurch das Verhalten der Netze zu
analysieren, doch dafür ist bereits einiges an Hintergrundwissen notwendig.
Damit solche Systeme von der breiten Bevölkerung akzeptiert werden, muss es jedoch
auch für Menschen ohne entsprechenden Hintergrund möglich sein, die Aktionen des
Agenten nachzuvollziehen. Zu diesem Zweck stelle ich in diesem Kapitel ein System vor,
das die Handlungen eines Agenten in natürlicher Art und Weise erklärt.
Dazu werde ich zum Einen die visuelle Aufmerksamkeit des Agenten hervorheben, indem
ich die Teile des Inputs ermittle, die für die Entscheidung relevant sind. Zum Anderen
werde ich kurze sprachliche Erklärungen generieren, die rechtfertigen, warum sich der
Agent in einer bestimmten Situation für eine bestimmte Aktion entscheidet.
Dieses System gestalte ich so, dass es auch auf bereits trainierte Netze anwendbar ist.
4.1 Problemstellung
Computerspiele sind eine beliebte Testumgebung für bestärkende Lernsysteme, da bei ei-
nem Spiel der objektive Vergleich der Leistung des künstlichen Agenten mit der Leistung
eines Menschen möglich ist.
Als proof of concept möchte ich deshalb in dieser Arbeit das Verhalten eines Agenten
erklären, der das Atari 2600 Spiel Breakout löst. Bei diesem Spiel kontrolliert man einen
Schläger, der sich an der unteren Hälfte des Spielfeldes horizontal nach rechts und links
bewegen kann.
Als menschlicher Spieler benutzt man einen Joystick mit einem einzigen roten Knopf,
um Atari 2600 Spiele zu steuern (vgl. Abbildung 4.3). Drückt man diesen Knopf, so
erscheint ein Ball, der sich auf die untere Hälfte des Spielfeldes zu bewegt.
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Trit der Spieler den Ball mit dem Schläger, so prallt der Ball davon ab und bewegt
sich nach oben. In der oberen Hälfte des Spielfeldes benden sich mehrere Reihen von
Blöcken. Berührt der Ball einen dieser Blöcke, dann prallt er davon ab und der Block
wird zerstört. Für jeden zerstörten Block bekommt der Spieler einen Punkt. An den
Seiten und am oberen Rand des Spielfeldes benden sich Wände, von denen der Ball
ebenfalls abprallt.
Schat der Spieler es nicht den Ball am unteren Ende des Spielfeldes mit seinem Schläger
zu treen, dann verlässt der Ball den unteren Rand des Bildschirms und man muss durch
Drücken des Knopfes einen neuen Ball anfordern. Nachdem man fünf Bälle verloren hat,
ist das Spiel zu Ende. Das Ziel des Spiels ist es, möglichst viele Blöcke zu zerstören und
somit Punkte zu erhalten, bevor man alle fünf Bälle verloren hat.
Abbildung 4.1: Links sieht man den Startzustand eines Breakoutspiels und rechts das
Spiel nach einigen Sekunden.
Um dieses Spiel zu lösen, möchte ich dasDeep Q Network (DQN) aus [MKS+15] benutzen
und verwende dazu die Implementierung von Taehoon Kim [Tae17].
Das DQN erhält dabei den momentanen Bildschirmzustand, ein sogenanntes Frame, und
den momentanen Punktestand als Input. Daraus generiert es sogenannte Q-Werte, das
heiÿt der Output des Netzes ist ein Vektor, dessen Einträge den möglichen Aktionen
des Agenten entsprechen und beschreiben, wie gut die jeweilige Aktion im momentanen
Zustand ist.
Da die Farben und eine hohe Auösung für das Spiel nicht relevant sind, wird jedes
Frame in Graustufen umgewandelt und auf ein 84x84 Pixelbild skaliert. Um zeitliche
Zusammenhänge zu verstehen, werden auÿerdem immer die letzten vier Frames zusam-
mengefasst. Der Input lebt also in R84 × R84 × R4.
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Abbildung 4.2: Ein Breakout Bildschirm, so wie ihn der Agent sieht. Die zusammen-
gefassten Zustände beginnen in dieser Darstellung links. Ganz rechts
bendet sich das aktuelle Frame.
Dieser Input wird dann von einem konvolutionalen Netz mit drei 2D-Konvolution Schich-
ten verarbeitet, dabei besteht die erste Schicht aus 32 Filtern und die Fenster sind 8× 8
Untermatrizen mit Schritt (4, 4). Die zweite Schicht verwendet 64 Filter, 4 × 4 Fenster
und einen Schritt von (2, 2) und die letzte Schicht benutzt erneut 64 Filter, 3×3 Fenster
und einen Schritt von (1, 1).
Das Ergebnis des konvolutionalen Netzes wird in Vektorform geschrieben und an ein
MLP mit einer versteckten Schicht weitergereicht. Hierbei besteht die versteckte Schicht
fc1 aus 512 Neuronen. Alle versteckten Schichten, also auch alle Schichten des kon-
volutionalen Netzes, verwenden die ReLU Aktivierungsfunktion und das Output Layer
fc2 benutzt keine Aktivierungsfunktion. Da die Output Schicht fc2 des MLP's auch
die Output Schicht des gesamten DQN ist, bestimmt sie die Q-Werte der Aktionen des
Agenten. Somit entspricht die Anzahl der Neuronen von fc2 der Anzahl an Aktionen,
die der Agent ausführen kann.
Da wir ein Atari 2600 Spiel lösen wollen, ist die Anzahl der Aktionen durch die Menge an
möglichen Befehlen beschränkt, die man mit einem Atari 2600 Joystick geben kann. Aus
diesen insgesamt 18 möglichen Befehlen wählen wir nur die Aktionen aus, die in dem zu
lösenden Spiel überhaupt Sinn ergeben. Im Fall von Breakout passiert zum Beispiel nie
etwas, wenn man den Joystick nach oben bewegt. Insgesamt gibt es bei Breakout nur





Abbildung 4.3: Das Layout des DQN. Das Bild des Joystick entstammt [Wik18].
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Da wir am Ende des DQN ein MLP mit einer versteckten Schicht und der nicht po-
lynomiellen ReLU Aktivierungsfunktion verwenden, ist es nach Satz 3.2.12 zumindest
theoretisch möglich, mit diesem Netz eine optimale Strategie zu nden, solange wir das
versteckte Layer groÿ genug wählen.
Das besondere Ziel dieser Arbeit ist, dass der Agent seine Entscheidung zusätzlich be-
gründet. Dabei soll er mit einem Satz in natürlicher Sprache kurz erklären, warum er
die Aktion wählt und dabei auf dem Bildschirm zeigen, welche Objekte für seine Ent-
scheidung relevant waren. Die Erklärung soll dabei nicht besonders ausführlich sein. Es
ist eher als eine Antwort auf die Frage Warum tust du das? zu sehen.
Bei Breakout könnte ein Zustand so aussehen, dass sich der Ball auf die untere Seite
des Spielfeldes zubewegt, aber an der rechten Seite des Schlägers vorbeiiegen wird.
In diesem Fall würde man von dem vorgeschlagenen System erwarten, dass zumindest
der Ball und der Schläger als relevant markiert werden. Auÿerdem würde man eine
Erklärung wie Ich bewege mich nach rechts, weil der Ball sich zur rechten Seite des
Schlägers bewegt. erwarten.
4.2 Verwandte Projekte
Das Problem, ein gegebenes Bild in natürlicher Sprache zu beschreiben, wird in den
letzten Jahren vermehrt erfolgreich mit neuronalen Netzen gelöst.
Hierbei wird ein Verfahren verwendet, das ursprünglich zur Übersetzung von Sätzen aus
einer Sprache in eine andere entwickelt wurde. Man übersetzt also ein Bild in einen
Satz in natürlicher Sprache. Die zu grundlegende Idee bei diesem Verfahren ist, dass man
einen Encoder verwendet, der die wichtigen Merkmale (engl. Features) aus dem Input
extrahiert. Die dabei entstehenden Merkmalsvektoren werden dann an einen sogenannten
Decoder weitergegeben, der daraus Sätze in der gewünschten Sprache generiert.
In [VTBE16] zum Beispiel wird ein konvolutionales Netz mit einem MLP als Output
Layer als Encoder verwendet, um einen Merkmalsvektor aus einem Bild zu extrahie-
ren. Dieser wird dann durch ein LSTM Netz in natürliche Sprache übersetzt. Da der
Merkmalsvektor selbst keine Folge von Inputs darstellt, erhält das LSTM-Netz bei der
Generierung jedes Wortes den Merkmalsvektor als Input xi (vgl. Kapitel 2.3.2 für meine
Notation einer LSTM Zelle).
Xu et al. verwenden in [XBK+15] ebenfalls ein LSTM Netz als Decoder. Um das Bild
zu encodieren, verwenden sie jedoch ein konvolutionales Netz ohne eine vollständig ver-
bundene Schicht am Ende. Auÿerdem teilen sie das Bild in mehrere Gebiete auf und
berechnen einen Merkmalsvektor ai für jedes dieser Gebiete.
Während das Decoder LSTM Netz den Satz generiert, der das Bild beschreiben soll, wird
nach jedem Wort hi die Aufmerksamkeit αi berechnet, mit der das Netz den Merkmals-
vektor ai jedes Gebietes betrachtet. Dazu verwenden Xu et al. ein MLP, welches jeweils
ein encodiertes Gebiet ai und den bisherigen Zellenzustand Ci−1(vgl. Kapitel 2.3.2) als
Input verwendet und daraus ein positives Gewicht αi berechnet. Die Merkmalsvekto-
ren ai aller Gebiete, zusammen mit ihren entsprechenden Gewichten αi, werden dann
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von einem Aufmerksamkeitsmechanismus φ zu einem Vektor zusammengefasst. Für die
Berechnung des nächsten Wortes hi wird dann der von φ zusammengefasste Vektor als
Input xi verwendet.
Die so durch φ zusammengefasste Aufmerksamkeit kann auÿerdem verwendet werden,
um für jedes Wort des beschreibenden Satzes eine visuelle Hervorhebung der relevanten
Gebiete zu generieren. Als Aufmerksamkeitsmechanismen φ haben Xu et al. hierbei zwei
verschiedene Methoden implementiert. Eine harte Aufmerksamkeit, bei der nur das
Gebiet markiert wird, das am relevantesten für die Entscheidung war und eine weiche
Aufmerksamkeit, bei der die einzelnen Gebiete entsprechend ihrer Gewichte αi hervor-
gehoben werden.
Sowohl [VTBE16] als auch [XBK+15] verwenden zum Training ihrer Netze das von Mi-
crosoft zur Verfügung gestellte COCO Datenset [LMB+14]. Die neueste Version (2017)
dieses Datensets enthält über 200 000 Bilder mit jeweils mindestens fünf sprachlichen
Beschreibungen.
Park et al. stellen in [PHA+18] ein Encoder-Decoder System vor, welches Fragen zu
Bildern beantworten kann und diese Antworten zusätzlich begründet. Die Frage wird
hierbei mit einem LSTM Netz und das Bild mit einem konvolutionalen Netz encodiert.
Aufgrund der so gewonnen Merkmale wird ein Antwortsatz in natürlicher Sprache ge-
neriert. Auf den Teil des Models, der diese Antwort generiert, möchte ich hierbei nicht
weiter eingehen. Für unser Ziel, die Aktionen eines bestärkenden Lernagenten zu erklä-
ren, ist die Begründung der Antworten wesentlich relevanter.
Park et al. begründen die Antwort, indem sie den Antwortsatz in einen endlich dimen-
sionalen reellen Raum einbetten und diese Einbettung mit dem encodierten Bild und
der encodierten Frage zusammenfassen. Aufgrund dieser Daten generieren sie mit einem
konvolutionalen Netz Aufmerksamkeitsregionen, welche sie auf dem Bild hervorheben
können, um die Antwort visuell zu begründen.
Danach gewichten sie das encodierte Bild mit den gerade berechneten Aufmerksamkeits-
regionen. Diese gewichtete Summe, welche die für die Entscheidung wichtigen visuellen
Daten enthält, wird mit der eingebetteten Antwort und der encodierten Frage verbun-
den. Aus diesen Daten wird dann mit einem LSTM Netz eine sprachliche Erklärung der
Antwort generiert.
Um dieses Netz zu trainieren, haben Park et al. ein eigenes Datenset erstellt. Dazu
bauen sie auf dem VQA Datenset von [ALA+17] auf, welches aus 200 000 Bildern des
COCO Datensets [LMB+14] besteht. Zu jedem dieser Bilder enthält VQA drei Fragen
und zu jeder Frage zehn Antworten. Da die meisten dieser Antworten zu linear sind, um
interessante Begründungen zu ermöglichen, beschränken sie sich dabei auf Bilder mit
komplexen Antworten. Auÿerdem verwenden sie Bilder aus dem Datenset [GKSS+17],
welches Paare aus ähnlichen Bildern enthält, die auf dieselbe Frage verschiedene Ant-
worten geben, da die Begründungen bei solchen Frage-Bild-Paaren besonders interessant
sind.
Diese Bilder werden von Menschen annotiert. Dazu werden die Probanden gebeten, zu
jedem Frage-Antwort-Paar eine sprachliche Begründung zu schreiben und die Teile des
Bildes zu markieren, welche die Antwort am besten rechtfertigen.
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Keines der bisher vorgestellten Systeme beschäftigt sich explizit mit der Erklärung von
tiefen bestärkenden Lernsystemen. Eine der ersten Arbeiten, die sich insbesondere darauf
konzentriert, tiefes bestärkendes Lernen zu erklären, ist [ILL+18].
Dort schlagen Iyer et al. eine Erweiterung von tiefen bestärkenden Lernmethoden vor, die
sie Objekt-orientiertes tiefes bestärkendes Lernen nennen. Dabei verwenden sie Template
Matching, um Objekte auf dem letzten Input Frame zu erkennen. Bei Template Matching
werden verschiedene Vorlagen über das Bild geschoben, um Bereiche zu identizieren,
die dem Objekt auf der Vorlage ähnlich sind.
Dies erinnert an das Prinzip von konvolutionalen neuronalen Netzen. Der Unterschied
ist jedoch, dass die Vorlagen beim Template Matching schon vorher bestimmt und nicht
trainiert werden. Für jede Vorlage erhält man dadurch ein Bild, bei dem jeder Pixel
entweder 1 oder 0 ist, je nachdem ob der Pixel Teil eines Objektes ist, das auf der
Vorlage abgebildet ist oder nicht.
Beim Objekt-orientierten tiefen bestärkenden Lernen verwendet man die Ergebnisse von
Template Matching mit k Vorlagen als zusätzliche Kanäle für den Input des neuronalen
Netzes und ergänzt dadurch die vier zeitlich versetzten Frames des klassischen tiefen
Q-Lernens.
Nun muss man bestimmen, wie wichtig ein Objekt o aus einem der durch Template
Matching generierten Kanäle des Zustandes s für die Entscheidung des Q-Netzes ist.
Dazu bildet man einen Zustand s0, bei dem das Objekt o durch die Hintergrundfarbe
ersetzt wird. Da das Q-Netz das Objekt o im Zustand s0 nun nicht mehr erkennt, zeigt
die Dierenz Q(s, a) − Q(s0, a), wie sehr das Objekt o die Entscheidung des Q-Netzes
beeinusst. Entsprechend dieses Wertes Q(s, a)−Q(s0, a) heben Iyer et al. das Objekt
o im Input Bild farblich hervor, um eine für Menschen verständliche visuelle Erklärung
der Entscheidung zu generieren.
Dadurch, dass man explizit nach vorgegebenen Objekten innerhalb des Zustandes sucht,
sind die durch dieses Verfahren entstehenden Bilder für Menschen intuitiv verständlich.
Ein Nachteil dieser Methode ist, dass Objekt-orientiertes tiefes bestärkendes Lernen zwar
auf alle etablierten Lernmethoden angewandt werden kann, aber die Netze trotzdem neu
trainiert werden müssen. Auÿerdem kann die Berechnung der Aufmerksamkeit bei einer
hohen Anzahl an Objekten recht rechenintensiv werden.
4.3 Visuelle Aufmerksamkeit
In diesem Kapitel möchte ich darauf eingehen, wie ich die Teile des Input Bildes ermittle,
die für die Entscheidung relevant sind.
Das DQN Netz, das wir erklären wollen, wird nicht anhand von annotierten Daten
trainiert, sondern mit Hilfe einer Simulation, wie zum Beispiel einem Computerspiel. Da
eine solche Simulation für gewöhnlich keine visuelle Aufmerksamkeit enthält, können wir
im Gegensatz zu [XBK+15] und [PHA+18] kein spezielles Datenset verwenden, bei dem
menschliche Experten die relevanten Bereiche des Bildes annotiert haben.
Aus diesem Grund müssen wir uns darauf beschränken, die Aufmerksamkeit aus den
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Parametern zu extrahieren, die das Netz gelernt hat. Dazu verwende ich eine leichte
Abwandlung des Verfahrens in [MGR17].
Bei dieser Methode arbeitet man sich, ähnlich wie bei der Back-Propagation (vgl. Kapitel
2.4), nach einer Forward-Propagation von der Output Schicht zum Input Layer vor
und bestimmt in jeder Schicht die Einheiten, die zum endgültigen Ergebnis beigetragen
haben. Jedoch wenden wir dies nicht während des Trainings an, sondern während der
Laufzeit, nachdem das Netz trainiert wurde.
Unser DQN f besteht aus drei konvolutionalen Schichten conv1, ..., conv3 und zwei voll-
ständig verbundenen Schichten fc1 und fc2. Für einen Input x möchte ich mit fci(x)
bzw. convi(x) das Ergebnis des Layers fci bzw. convi während der Berechnung von f(x)
bezeichnen.
Für einen Input x berechnen wir innerhalb einer Forward-Propagation alle diese Werte
fci(x) und convi(x). Dies erfordert keine zusätzliche Rechenleistung, da wir diese Werte
ohnehin bestimmen müssen, um den Output fc2(x) des gesamten Netzes zu erhalten.
Bei der Auswahl einer Aktion betrachtet der Agent die Q-Werte, also die Ergebnisse
der Neuronen der Output Schicht, und wählt die Aktion, die dem höchsten Q-Wert
entspricht. Nehmen wir an, dass der Agent sich für die j-te Aktion entscheidet, dann
beschreibt das j-te Neuron des Output Layers fc2, wie positiv das Netz die j-te Aktion
in diesem Zustand einschätzt.
Um zu begründen, warum der Agent die j-te Aktion sinnvoll ndet, reicht es also die
Teile des Inputs zu bestimmen, welche für das Ergebnis des j-ten Neurons des Output
Layers relevant waren. Dazu ermitteln wir zunächst, welche Einheiten des vorletzten
Layers fc1 dieses Neuron positiv beeinusst haben. Gehen wir für jede so ermittelte
Einheit von fc1 ebenso vor, dann erhalten wir alle Einheiten der Schicht vor fc1, die
die Wahl der j-ten Aktion positiv beeinusst haben. Setzen wir diese Vorgehensweise
induktiv auf alle Schichten fort, so erhalten wir nach endlichen Schritten alle Einheiten
des Input Layers, welche sich positiv auf die Wahl der j-ten Aktionen ausgewirkt haben.
Da die Einheiten des Input Layers gerade den Pixeln des Inputs entsprechen, haben wir
somit alle Teile des Bildes ermittelt, die für die j-te Aktion relevant sind. Das Layout
dieses Verfahrens ist in Abbildung 4.4 dargestellt.
Nun müssen wir nur noch beschreiben, wie man die Einheiten berechnet, die für eine
bestimmte Einheit relevant sind.
Dazu beginne ich mit dem Fall, dassN eine Einheit aus einer der vollständig verbundenen
Schichten fci ist. In diesem Fall ist N ein Neuron mit einem Gewichtsvektor ω und einem
Bias b. Der Wert vonN während der Berechnung von f(x) entspricht dann σ(ω·fci−1(x)+
b) (vgl. Kapitel 2.1), wobei ich mit fc0(x) den in Vektorform geschriebenen Output von
conv3(x) bezeichne. Da auf jeden Input derselbe Bias und dieselbe Aktivierungsfunktion
angewandt werden, unterscheiden sich die verschieden Inputs nur durch ω · fci−1(x) =∑n
k=1 ωk fci−1(x)k. In diesem Sinne hat die k-te Einheit von fci−1 genau dann positiv zu
dem Ergebnis von N beigetragen, wenn ωk fci−1(x)k > 0 gilt.
Es kann in anderen Situationen sinnvoll sein, nur diejenigen Einheiten zu betrachten, die
besonders zu dem Ergebnis beigetragen haben, indem man einen Schwellenwert C festlegt
und ωk fci−1(x)k > C fordert. Auÿerdem könnte man auch die Einheiten ermitteln, die
sich negativ auf das Ergebnis auswirken, indem man ωk fci−1(x)k < 0 betrachtet.
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Input
conv1(x) . . . fc1(x)
fc2(x)
(Output)
... . . .
...
...
Abbildung 4.4: Berechnung der visuellen Aufmerksamkeit, indem man, beginnend beim
Output Layer, die relevanten Einheiten (rot markiert) berechnet. Hierbei
wird in jedem Schritt nur ein Neuron zurückverfolgt. Tatsächlich wür-
de man in jeder Schicht alle relevanten Einheiten zurückverfolgen. Der
Input wird hier nur durch das aktuellste Frame dargestellt und die rele-
vanten Regionen werden rot markiert. Dabei zeigt die Transparenz der
Markierung, in welchem Frame die Relevanz tatsächlich festgestellt wur-
de. Je weiter das Frame in der Vergangenheit liegt, desto transparenter
ist die Markierung.
Für dieses Projekt möchte ich mich jedoch auf die Einheiten festlegen, für die ωk fci−1(x)k >
0 gilt.
Da das DQN nur aus Perzeptronen und konvolutionalen Layern besteht, müssen wir
noch den Fall betrachten, dass N eine Einheit aus einer der konvolutionalen Schichten
convi ist.
In diesem Fall ist N ebenfalls ein Neuron, jedoch verarbeitet dieses Neuron nicht den
gesamten Output convi−1(x), sondern nur ein Fenster von convi−1(x) (vgl. Kapitel 2.3.1).
Sei also m die Zeile, n die Spalte und l der Kanal von N in convi(x), dann ist N ein
Neuron auf dem Fenster pm,n, welches wie am Ende von Kapitel 2.3.1 deniert ist. Die
relevanten Einheiten innerhalb dieses Fensters pm,n können wir dann genauso bestim-
men, wie im vollständig verbundenen Fall. An dieser Stelle unterscheide ich mich von
[MGR17], da dort nur die am meisten beitragende Einheit des Fensters ausgesucht wird,
anstatt wie im vollständig verbundenen Fall alle relevanten Einheiten zu betrachten.
Auf diese Art und Weise nden wir alle Pixel des Input Bildes, die für die Entscheidung
des Agenten relevant waren. Ein Nachteil dieser Methode ist, dass diese Pixel eventuell
schwer zu interpretieren sind, da sie nicht anhand von menschlich annotierten Aufmerk-
samkeiten trainiert wurden. Auÿerdem kann diese Methode nur auf Netze angewandt
werden, bei denen klar ist, welche Einheiten der Output Schicht für die Entscheidung
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verantwortlich sind.
Falls jedoch klar ist, welche Einheiten des Output Layers für das Ergebnis relevant sind,
kann man diese Vorgehensweise auf beinahe alle Netz-Strukturen anwenden. In [MGR17]
ist zum Beispiel noch beschrieben, wie man diese Methode auf LSTM Zellen anwendet.
Ein weiterer Vorteil ist, dass dieses Verfahren lediglich eine Forward-Propagation be-
nötigt und somit fast ohne Verlust an Performanz, zur Laufzeit, angewendet werden
kann.
4.4 Erklärungen in natürlicher Sprache
In diesem Kapitel beschreibe ich, wie die sprachliche Erklärung der vom Agenten ge-
wählten Aktion generiert wird.
Als Grundgerüst verwende ich, wie [VTBE16], [XBK+15] und [PHA+18], ein Encoder-
Decoder System mit einem LSTM Netz als Decoder.
Bei der Struktur des LSTM Erklärungsnetzes orientiere ich mich an der Implementierung
in [Zhe18]. Dabei wird auf den Output jeder LSTM Zelle die softmax Funktion ange-
wandt, sodass die Einträge des daraus resultierenden Vektors der Wahrscheinlichkeit
entsprechen, dass das entsprechende Wort an dieser Stelle gewählt werden sollte.
Das heiÿt, dass die Dimension des Outputs einer LSTM Zelle der Anzahl an Wörtern ent-
spricht, die das Erklärungsnetz verwenden kann. Das Wörterbuch, aus dem das LSTM
Netz die Erklärungssätze zusammensetzten kann, fülle ich hierbei mit allen Wörtern, die
bei den Beschreibungen der annotierten Zustände verwendet wurden. Wird diese Trai-
ningsmenge später erweitert, so füge ich neue Wörter automatisch zu dem Wörterbuch
hinzu und passe das Erklärungsnetz entsprechend an.
Um die generierten Wörter innerhalb des Erklärungsnetzes an die nächste LSTM Zelle
weiterzugeben (vgl. Kapitel 2.3.2), müssen sie in einen endlichen reellen Raum einge-
bettet werden. Dazu verwende ich keine trainierbare Einbettung, sondern benutze die
vortrainierte Glove Einbettung der Universität Stanford [PSM14]. Dadurch muss das
Erklärungsnetz nicht mehr selbst lernen, welche Wörter sich ähnlich sind, und benötigt
somit weniger annotierte Zustände, um sinnvolle Sätze zu generieren.
Als Encoder bietet es sich an das DQN zu verwenden, wobei man das Output Layer
fc2 weglässt. Somit erhält man einen 512 dimensionalen Merkmalsvektor, welcher alle
Informationen enthält, die der Agent für die Entscheidung verwendet.
Wenn man diesen Merkmalsvektor benutzt, läuft man jedoch Gefahr, dass die von dem
Decoder erzeugten Erklärungen lediglich den Zustand x beschreiben, anstatt zu begrün-
den, warum der Agent eine bestimmte Aktion in dieser Situation sinnvoll ndet.
Um sicherzustellen, dass die Begründung auch von der gewählten Aktion abhängt, ver-
wende ich deshalb die im vorherigen Kapitel 4.3 vorgestellte Methode, um die relevanten
Teile des Merkmalsvektors zu ermitteln.
Für den Input x führt der Agent also zunächst eine Forward-Propagation durch, um die
richtige Aktion in diesem Zustand zu bestimmen. Danach ermittele ich, wie in Abschnitt
4.3 beschrieben, diejenigen Komponenten von fc1(x), die für diese Entscheidung relevant
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waren.
Nun setze ich alle anderen Einträge von fc1(x), die sich nicht positiv auf die Entschei-
dung ausgewirkt haben, auf 0. Somit erhalte ich einen Merkmalsvektor, der genau die






I move right because the
ball moves to the right side
of the paddle.
Abbildung 4.5: Das Layout des Erklärungsmodels. Hierbei bezeichnen schwarze Pfeile
eine Forward Propagation und rote Pfeile die Berechnung von Aufmerk-
samkeit nach dem Verfahren in Kapitel 4.3 .
Wenn man nun das LSTM Netz auf diesen Merkmalsvektoren trainiert, so besteht das-
selbe Problem, wie bei der visuellen Aufmerksamkeit. Da das DQN bestärkendes Lernen
verwendet, trainiert man es nicht auf einem vorgegebenen Datenset. Somit können diese
Daten nicht um sprachliche Erklärungen erweitert werden, wie Park et al. es in [PHA+18]
tun.
Die Ground Truth Erklärungen müssen also anders erzeugt werden. Hierbei ist die Be-
zeichnung Ground Truth etwas irreführend, da es oft mehrere passende Erklärungen
zu einer bestimmten Aktion gibt. Die Ground Truth Erklärungen sind in diesem Fall le-
diglich als Beispiele für richtige Erklärungen zu sehen, nicht als einzige objektiv richtige
Erklärung.
Um solche Beispiele zu erhalten, trainiere ich das DQN zunächst ohne Erklärungen, bis
es das Spiel zufriedenstellend lösen kann. Nach diesem Training soll das System einen
Experten danach fragen, warum eine gewählte Aktion in einer bestimmter Situation
sinnvoll war. Damit dieser Experte keine Unmenge an Zuständen annotieren muss, ver-
wende ich Methoden des aktiven Lernens (siehe [Set09] für eine ausführliche Einführung
in dieses Thema), um besonders aussagekräftige Zustände zu identizieren.
Eine Grundlegende Idee des aktiven Lernens ist es, die Erklärungen zu ermitteln, bei
denen sich das System besonders unsicher ist. Dabei entspricht die Sicherheit eines Wor-
tes in dem Erklärungssatz, dem Wert des entsprechenden Eintrags im Output-Vektor
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des LSTM Netzes bei der Erzeugung dieses Wortes und die Sicherheit des ganzen Satzes
berechne ich als Produkt der Sicherheiten aller Wörter des Satzes. Da die Ergebnisse des
Erklärungsnetzes für jedes einzelne Worte zwischen 1 und 0 liegen, bendet sich auch
die Sicherheit des ganzen Satzes innerhalb dieser Grenzen.
Um diese Sicherheiten zu bestimmen, muss das Netz zuerst initial trainiert werden. Da-
zu verwende ich entweder die Erinnerungsmenge, die während des Trainings des DQN
angelegt wurde (vgl. Kapitel 2.5), oder erzeuge eine neue Datenmenge, indem ich den
Agenten eine Zeit lang das Spiel spielen lassen. Aus dieser Menge wähle ich dann ei-
ne bestimmte Menge (10 bei Breakout) an zufälligen Zuständen aus und lege sie dem
Experten vor.
Damit dieser die Entscheidung des Agenten nachvollziehen kann, obwohl er den bishe-
rigen Verlauf der Simulation nicht kennt, präsentiere ich dabei die letzten vier Frames
nebeneinander. Auÿerdem berechne ich nach Kapitel 4.3 die visuelle Aufmerksamkeit des
Agenten und hebe diese farblich hervor. Dies ist in Abbildung 4.6 dargestellt. Dadurch
gründen die Erklärungen des Experten auf genau den Informationen, die der Agent für
diese Entscheidung verwendet hat, also denselben Daten, die im Input Vektor des LSTM
encodiert sind.
Dem Experten wird dann mitgeteilt, welche Aktion in diesem Zustand ausgeführt wurde
und er wird aufgefordert diese Aktion zu erklären. Dabei wird ihm der erste Teil der
Erklärung Ich führe die gewählte Aktion aus, weil vorgegeben und er muss nur noch
den letzten Teil formulieren.
Abbildung 4.6: Beim initialen Training und beim Pool-basierten aktiven Lernen sieht
der Annotator alle vier Frames des Zustandes und die visuelle Aufmerk-
samkeit des Agenten.
Nachdem das Erklärungsnetz auf den so annotierten Daten initial trainiert wurde, kön-
nen wir aktive Learnmethoden anwenden. Hierbei habe ich zwei verschiedene Verfahren
implementiert.
Beim sogenannten Stream-basierten aktiven Lernen lasse ich die Simulation ablaufen
und generiere in jedem Schritt visuelle und sprachliche Erklärungen, basierend auf dem
bisher trainierten Erklärungsnetz. Bei jedem Schritt überprüfe ich dabei, wie sicher sich
das Erklärungsnetz bei der erzeugten Begründung ist.
Liegt diese Sicherheit unter einem von mir festgelegten Schwellwert C > 0, dann fragt
das System den Experten nach einer neuen Erklärung dieser Entscheidung. Wie beim
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initialen Training wird der Experte dabei gebeten, den Satz Ich führe die gewählte
Aktion aus, weil zu vervollständigen.
Da der Annotator den bisherigen Verlauf der Simulation beobachten konnte, ist es hier-
bei nicht nötig alle vier Frames des Zustandes darzustellen. Deshalb zeige ich nur das
aktuellste Frame und markiere Aufmerksamkeitsregionen, die in älteren Frames erkannt
wurden, mit einer transparenteren roten Markierung (siehe Abbildung 4.5).
Im Gegensatz dazu berechnet man beim Pool-basierten aktiven Lernen die Sicherheit des
Erklärungsnetzes in jedem einzelnen Zustand der Datenmenge, die bereits für das initiale
Training verwendet wurde. Danach wählt man diejenigen Zustände aus, bei denen das
Erklärungsnetz am unsichersten ist, und lässt diese auf dieselbe Art und Weise, wie beim
initialen Training, von einem Experten annotieren.
Verwendet man die Unsicherheit als einzigen Faktor, um wertvolle Zustände zu iden-
tizieren, dann werden oft Ausreiÿer (engl. outlier) ausgewählt, die den anderen Zu-
ständen überhaupt nicht ähnlich sind. Durch solche Zustände wird das Erklärungsnetz
eher verwirrt und es kommt, wenn überhaupt, erst sehr spät zu einer Konvergenz der
Erklärungen.
Um dies zu verhindern, schlug Settles in seiner Doktorarbeit [Set08] Kapitel 4 vor, auch
die Dichte oder Ähnlichkeit eines Zustands zu allen anderen Zuständen des Datensets zu






Sei x der Merkmalsvektor eines Zustandes s, dann berechne ich die Dichte dieses Vektors
x in der Menge aller Merkmalsvektoren xi der N Zustände aus der Datenmenge des
initialen Trainings durch






Hierbei bestimmt der Faktor β, wie sehr die Dichte in die Berechnung eingehen soll und
φ(x) beschreibt die Sicherheit des Erklärungsnetzes bei der Verarbeitung des Merkmals-
vektors x.
In jedem Trainingsschritt wähle ich also die Zustände mit der geringsten Dichte aus und
lasse diese von einem Experten annotieren. Die so annotierten Merkmalsvektoren werden
zu den bisher annotierten Merkmalsvektoren hinzugefügt und das Netz wird auf dem
daraus resultierenden Datensatz neu trainiert. Danach wird die Dichte mit dem neuen
φ entsprechend des aktualisierten Erklärungsnetzes neu berechnet und ich wähle wieder
die Merkmalsvektoren mit der geringsten Dichte. Um den Rechenaufwand dabei gering
zu halten, berechne ich am Beginn des Trainings einmalig 1
N
∑N
i=1 sim(x, xi) für jeden
Merkmalsvektor x der Datenmenge. Indem man diese Ergebnisse speichert, benötigt das
Berechnen der Dichte wesentlich weniger Zeit und der Annotator muss nicht lange auf
die nächsten zu annotierenden Zustände warten.
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4.5 Ergebnisse
In einigen ersten Testläufen habe ich drei verschiedene zufällig ausgewählte und von
mir gelabelte initiale Datensets jeweils mit Pool-basiertem und Stream-basierten Lernen
annotiert.
Bei beiden Methoden hat das System nach 50-100 zusätzlich zu der initialen Datenmenge
gelabelten Zuständen beinahe ausschlieÿlich grammatikalisch richtige Sätze generiert,
die in den meisten Fällen eine sinnvolle Erklärung der gewählten Aktion darstellen.
Diese Zahl ist sehr gering im Vergleich zu den riesigen Datensets, die beispielsweise in
[XBK+15] verwendet wurden, um Bilder zu beschreiben. Dies liegt hauptsächlich daran,
dass Breakout ein relativ simples Spiel ist. Dadurch gibt es nicht viele verschiedene
Erklärungen, die die Aktionen des Agenten sinnvoll begründen. Ich habe das System
zum Beispiel auch auf das Atari Spiel StarGunner angewandt, bei dem man sich frei in
einem zweidimensionalen Raum bewegen kann und gegnerische Raumschie abschieÿen
muss. Dort konnte das System nach 100 annotierten Zuständen schon gut beschreiben,
warum der Agent beispielsweise schieÿt, wenn sich ein Raumschi vor ihm bendet. Die
Bewegungen des Agenten im zweidimensionalen Raum konnten mit dieser Menge an
Trainingsdaten jedoch noch nicht verlässlich erklärt werden.
Ein weiterer Grund für die geringe Menge an Trainingsdaten bei Breakout ist, dass
das System anders als bei [XBK+15] nicht mehr lernen muss, wie die einzelnen Wörter
zusammenhängen, da wir die Glove-Einbettung [PSM14] verwenden.
Bei meinen Tests ist mir aufgefallen, dass das Pool-basierte Lernen zunächst etwas län-
ger braucht, um sinnvolle Sätze zu erzeugen. Ich denke das liegt daran, dass beim Pool-
basierten Lernen zunächst alle interessanten Fälle durchgegangen werden, wohingegen
beim Stream-basierten Lernen zunächst die am häugsten vorkommenden Zustände ver-
arbeitet werden.
Ein weiterer Nachteil der Pool-basierten Methode ist, dass die vier angezeigten Frames
manchmal nicht genug sind, um wirklich zu verstehen, warum der Agent eine Aktion
ausführt. Da man beim Stream-basierten Verfahren den gesamten bisherigen Verlauf der
Episode beobachten kann, tritt dieses Problem dort seltener auf.
Im späteren Verlauf des Trainings (ab ungefähr 50 zusätzlich gelabelten Zuständen)
dauert es beim Stream-basierten Lernen dafür zunehmend länger, bis man einen Zustand
erreicht, bei dem sich das System noch nicht sicher ist. Dadurch muss der Annotator
immer länger warten, bis er einen Zustand labeln kann, wohingegen die Pausen beim
Pool-basierten Lernen immer gleich lang sind.
Aufgrund dieser Beobachtungen würde ich empfehlen, zunächst Stream-basiertes Lernen
zu verwenden und danach auf Pool-basierte Methoden zu wechseln.
Die folgenden Abbildungen wurden nach 50 zusätzlich mit Stream-basierten aktiven
Lernmethoden annotierten Zuständen generiert.
Man sieht in Abbildung 4.7, dass der Agent in einfachen aber verständlichen Sätzen
erklären kann, warum er sich zum Beispiel in eine bestimmte Richtung bewegt.
60
Abbildung 4.7: Das System kann erklären, warum sich der Agent in eine bestimmte
Richtung bewegt. Dabei beschreibt die Zahl unter der Erklärung die
Sicherheit des Agenten bei der Erklärung.
Das System kann auÿerdem verlässlich beschreiben, wenn sich der Ball vom Schläger
wegbewegt, verloren geht oder den Schläger treen wird.
Hierbei fällt auf, dass der Agent den Knopf drückt, obwohl er eigentlich gar nichts tun
müsste. Dies liegt daran, dass sich die Aktion den Knopf zu drücken nicht von der
Aktion nichts zu tun unterscheidet, solange der Ball im Spiel ist. Deshalb kann der
Agent keinen Unterschied zwischen den Aktionen feststellen und tendiert sogar eher
dazu den Knopf zu drücken, denn dies ist zumindest manchmal die einzige Möglichkeit
den Ball wiederzubekommen. Dieses Phänomen sieht man schön in Abbildung 4.8.
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Abbildung 4.8: Ein Beispiel dafür, dass der Agent nicht wirklich zwischen nichts tun
und Knopf drücken unterscheidet.
Ich möchte auch ein Beispiel anbringen, bei dem man gut erkennen kann, dass sich
multimodale Erklärungen eignen, um Fehler in tiefen bestärkenden Lernen besser zu
verstehen. Die beiden Beschreibungen in Abbildung 4.9 lassen darauf schlieÿen, dass der
Agent in manchen Situationen nicht unterscheiden kann, ob der Ball auf den Schläger
oder auf die Wand treen wird. In beiden Zuständen bewegt sich der Ball auf eine
der Wände zu und die farbige Hervorhebung zeigt, dass der Agent den entsprechenden
Teil der Wand erkennen kann. Obwohl es für den Agenten besser wäre sich zu bewegen
tut er dies in beiden Fällen nicht. Auf dem linken Bild wird der Agent den Ball deshalb
sogar verlieren. Die Erklärung zeigt, dass der Agent nicht handelt, da er fälschlicherweise
annimmt, dass der Ball den Schläger treen wird. Da die Hervorhebung des Wandteils,
den der Ball treen wird, sehr ähnlich aussieht, wie die Markierung des Schlägers, ist es
gut möglich, dass der Agent die Wand in diesem Zustand für einen Schläger hält. Ob dies
wirklich stimmt, müsste man noch explizit testen, aber die multimodalen Erklärungen
ermöglichen es in diesem Fall zumindest eine Hypothese aufzustellen, die man überprüfen
kann.
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Abbildung 4.9: Beispiele für Fälle, bei denen multimodale Erklärungen helfen können,
einen Fehler des Agenten zu analysieren.
4.6 Konklusion
In dieser Arbeit habe ich ein System implementiert, das die Handlungen eines Agenten
erklärt, der gelernt hat das Atari 2600 Spiel Breakout zu lösen.
Dabei verwende ich eine Verbindung aus Aufmerksamkeitsmechanismen und Encoder-
Decoder Übersetzungsmethoden, um die relevanten Teile des Bildschirms zu markieren
und die gewählte Aktion in einem kurzen Satz zu begründen.
Ein ähnliches Vorgehen wurde zum Beispiel in [PHA+18] bereits benutzt, um die Ent-
scheidungen eines neuronalen Netzes zu rechtfertigen.
Das besondere an dieser Arbeit ist, dass ich ein neuronales Netz erkläre, welches mit be-
stärkendem Lernmethoden trainiert wurde. Im Kontext des tiefen bestärkenden Lernens
ist mir keine andere Arbeit bekannt, die multimodale Erklärungen erzeugt.
Auÿerdem teste ich Stream-basierte und Pool-basierte aktive Lernmethoden, um inter-
essante Trainingsdaten für diese Erklärungen zu identizieren. Mit beiden Verfahren
konnte ein einziger Annotator, in weniger als einer Stunde, genug Trainingsdaten anno-
tieren, um das Erklärungsnetz soweit zu trainieren, dass es in der Lage war kontinuierlich
sinnvolle Erklärungssätze zu generieren.
Diese Verbindung visueller und sprachlicher Erklärungen hilft Menschen, die kein Vorwis-
sen im Bereich des maschinellen Lernens besitzen, die Aktionen eines tiefen bestärkenden
Lernsystems zu Verstehen.
Auÿerdem können auch Entwickler diese Begründungen verwenden, um ihre eigenen
Systeme zu debuggen. Im Fall von Breakout zeigen die generierten Erklärungen zum
Beispiel, dass der Agent nicht zwischen dem Drücken eines Knopfes und der Aktion
nichts zu tun unterscheidet. Dem könnte man entgegenwirken, indem man dem Agenten
jedes mal eine negative Belohnung gibt, wenn er eine andere Aktion als nichts tun
ausführt.
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4.7 Anwendungsgrenzen und zukünftige Arbeit
Die Ergebnisse dieser Arbeit sind bis jetzt nur als proof of concept zu sehen.
Um die tatsächliche Nützlichkeit dieses Systems zu beweisen, muss man ausführlicher
evaluieren, ob die so generierten Erklärungen tatsächlich helfen, die Aktionen des Agen-
ten nachzuvollziehen.
Dazu kann man einen ähnlichen Versuchsaufbau wie in [ILL+18] verwenden. Hierbei
werden einer Menge von Probanden jeweils einzelne Zustände der Simulation vorgelegt.
Die Probanden sollen dann anhand der multimodalen Erklärungen vorhersagen, welche
Aktion der Agent in dieser Situation wählen wird. Falls die generierten Erklärungen
das Verhalten des Agenten tatsächlich ausreichend begründen, sollte dies in den meisten
Fällen möglich sein.
Ein weitere Einschränkung des hier vorgestellten Erklärungssystems ist, dass für kom-
pliziertere Probleme immer mehr menschliche annotierte Erklärungen benötigt werden.
Während Breakout noch simpel genug war, dass ich selbst die Ground Truth Begründun-
gen annotieren konnte, müsste man diese Aufgabe für komplexere Probleme auf mehrere
Personen aufteilen.
Des Weiteren können die sprachlichen Erklärungen nur dann generiert werden, wenn das
zu erklärende tiefe bestärkende Lernsystem in der Lage ist das Problem gut zu lösen.
Falls sich der Agent unsinnig verhält, ist es für die Annotatoren schwierig eine sinnvolle
Erklärung zu dieser Aktion zu formulieren. Dies habe ich zum Beispiel bei dem Atari
2600 Spiel StarGunner beobachtet, dort bewegt sich der Agent oft sehr zufällig durch
den zweidimensionalen Raum, bis er einen Zustand erreicht, den er eindeutig zuordnen
kann. Diese zufälligen Bewegungen sind sehr schwer zu erklären.
Indem man in Zukunft neuere tiefe bestärkende Lernsysteme implementiert, die auch
komplexere Probleme lösen können, könnte man diesem Problem vorbeugen.
Hinzukommt, dass man bei dem Deep Q Network, welches ich in dieser Arbeit imple-
mentiert habe, nur vier Frames als Input verwendet um zeitliche Zusammenhänge zu
analysieren. Dadurch können die generierten Erklärungen jede Aktion nur kurzfristig
begründen. Das LSTM Netz kann keine langfristigen Pläne lernen, da der Merkmalsvek-
tor nur die letzten vier Frames encodiert.
Neuere Ansätze des tiefen bestärkenden Lernens, wie zum Beispiel [JCD+18], verwenden
zusätzlich zu konvolutionalen auch rekurrente neuronale Netze, um weiter in die Zukunft
planen zu können.
Es wäre interessant zu beobachten, welche Erklärungen zu einem solchen Netz generiert
werden, wenn man auch rekurrente Netze verwendet, um einen Merkmalsvektor für die
Erklärungen zu erzeugen. Meine Honung wäre, dass sich dadurch auch Erklärungen für
längerfristige Pläne erstellen lassen.
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