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We develop an analytical method to calculate encounter times of two random walkers in one dimension
when each individual is segregated in its own spatial domain and shares with its neighbor only a fraction of
the available space, finding very good agreement with numerically-exact calculations. We model a population
of susceptible and infected territorial individuals with this spatial arrangement, and which may transmit an
epidemic when they meet. We apply the results on encounter times to determine analytically the macroscopic
propagation speed of the epidemic as a function of the microscopic characteristics: the confining geometry, the
animal diffusion constant, and the infection transmission probability.
PACS numbers: 87.23.Cc, 89.75.-k, 05.40.Fb
The spatial propagation of an epidemic in a population is
highly dependent on the transmission dynamics, in particular,
the frequency of encounters between individuals, or contact
rate, and the probability of transmission upon encounter [1].
These, in turn, are affected by individual mobility [2], by spa-
tial structure of the environment [3], and by what is transmit-
ted, e.g., an infection, a rumor, or information, which influ-
ences the contact network via which the epidemic spreads [4].
Recent studies on the importance of individual-level pro-
cesses on disease propagation have reemphasized the need
to develop models that go beyond the assumptions of well-
mixed, homogeneous populations [5–8], and to link ‘macro-
scopic’ features of the spatial spread of an infection to ‘mi-
croscopic’ characteristics of the agents carrying the infection.
In this Letter, we make a considerable advance in that direc-
tion by focusing on the role that the spatial organization of a
population plays for the spread of an epidemic through that
population. We relate the propagation speed of the epidemic
to pairwise interaction events, consisting of direct encounters
between one susceptible and one infected individual.
The rate of encounters between individuals has previously
been analyzed when different individuals occupy the same
spatial region [9–11], based upon recent theoretical develop-
ments on first-passage times [12] in confined geometries [13–
15]. Here, we develop a framework to study encounter times
when the regions occupied by individuals are distinct.
Model:- Individuals are modeled as random walkers con-
fined to regions of equal size; a fraction of each region over-
laps those of the neighboring individuals. This spatial ar-
rangement is common in territorial animals: individuals are
confined within a home range [16], having exclusive access to
certain core areas, the territories, [17], but also sharing other
regions, the home-range overlap, with their neighbors.
When a population is arranged spatially, as depicted in
Fig. 1, on a one-dimensional (1D) lattice, infection spread
proceeds by contact between one infected individual and its
neighbor; encounters may take place only within the corre-
sponding overlap region. To represent an SI (susceptible–
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FIG. 1. (Color online) (a) Three discrete random walkers, with posi-
tions Wi on a one-dimensional lattice, in their respective habitats Hi,
having overlap regions Ri with their neighbors. (b) Mapping of W1
and W2 to shifted coordinates (w1,w2) of a single 2D walker. Static
targets corresponding to the locations where the two walkers meet
are shown for m = 5 (squares), m = 1 (triangles) and m = ` (circles).
infected) model, we suppose that, upon encounter, transmis-
sion of the infection takes place with probability p.
The discrete position of the ith individual is denoted by Wi;
it is restricted to its home range region Hi by reflecting bound-
aries, and has overlap regions Ri−1 and Ri with, respectively,
its left and right neighbor. The sizes of both types of region
are constant: the Hi each occupy ` sites, and the Ri occupy m
sites. A similar geometry has been used independently in a
model for heat conduction in 1D systems [18, 19].
Encounter times:- We first suppose that the probability p
of transmission is 1. To calculate the mean first-encounter
time (MFET) between the two walkers, we map their move-
ment onto that of a single random walker in 2D, whose al-
lowed positions are represented by the vector ~w = (w1,w2);
see Fig. 1(b). Here, wi := Wi − (i− 1)∆ is the displace-
ment of walker i from the leftmost site of its habitat Hi, with
0≤wi ≤ `−1, and ∆ := `−m is the distance between the cen-
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FIG. 2. (Color online) Unfolding for `= 15: (a) original system with
reflecting boundaries; (b) unfolded system. Filled, colored sites show
targets for the 2D walker for m = 1, m = 7 and m = 12, shown by
triangles, squares, and circles, respectively. (c) Approximation for
m = 12, replacing the region between the inner rhombus and outer
square by an annulus with inner radius a and outer radius b.
ters of Hi and Hi+1, i.e., the mean spacing between walkers.
The possible locations where the two walkers may en-
counter one other then become a sequence of static target po-
sitions on the 2D lattice. When m = 1, the overlap region is a
single site, giving a single target in 2D at the bottom right cor-
ner, (`− 1,0). As m increases, the target set grows, until the
limiting case m = `, when the two walkers occupy the same
space and the target set is the main diagonal; see Fig. 1(b).
The first-encounter time is now equivalent to the first-
passage time to the 2D target set, with reflecting boundary
conditions at the outer edge of Fig. 1(b). To compute this, it is
convenient to consider a symmetrized version of the problem:
instead of reflecting a walker which attempts to leave the do-
main, it is allowed to move unimpeded into a reflected copy of
the domain. Doing this for all borders gives rise to an unfolded
version of the system. This unfolding, a well-known tech-
nique in other fields [20], creates an inner absorbing rhombus
inside an outer reflecting square as shown in Fig. 2(a–b).
When m = 1, the extended system has a “thick” target,
i.e., four neighboring sites at the center of the lattice, while
for other values of m a larger rhombus of target sites is ob-
tained. In the continuum limit, we may approximate the first-
encounter distribution of the walkers by computing the first-
passage distribution to the target rhombus.
When the 2D walker starts inside the rhombus, correspond-
ing to W1 >W2, i.e., walker W1 to the right of W2 inside their
mutual overlap region, one writes the solution of the 2D dif-
fusion equation for the probability distribution Pin(x,y, t) in
Cartesian coordinates with x and y parallel to the edges of the
rhombus and with Dirichlet (absorbing) boundary conditions,
since any encounter event corresponds to the arrival at a target,
when the movement process terminates.
The exact solution of this problem with a delta initial con-
dition was obtained in ref. [11], in terms of a double infinite
series, with each series associated to one of the two orthog-
onal directions. Uniform initial conditions Pin(x,y,0) = 1/L2
in our problem, where L = m
√
2, correspond to integrating
Eq. (12) of ref. [11] over the domain. From that expres-
sion it is straightforward to calculate the survival probabil-
ity Sin(t) =
∫ L
0 dx
∫ L
0 dyPin(x,y, t), and finally the first-passage
probability density Fin(t) =−dSin(t)/dt, as
Fin(t) =
16
pi2
D
L2
∞
∑
j odd,k odd
(
1
j2 +
1
k2
)
e−( j
2+k2)pi2Dt/L2 . (1)
The mean first-encounter time is then
∫ ∞
0 t Fin(t)dt, giving
〈τenc〉in = m2
{
2
3
− 128
pi5
∞
∑
k odd
tanh
[ kpi
2
]
k5
}
=: Cm2, (2)
valid for uniform initial conditions inside the rhombus, where
the diffusion coefficient D = 14 , and so C ' 0.2116.
When the 2D walker instead starts outside the rhombus, it
moves in a much more complicated geometry, and in addition
the problem now has mixed boundary conditions. Since this
intrinsically two-dimensional eigenvalue problem seems im-
possible to solve analytically, we replace the true geometry
by an annulus bounded by two concentric circles, as shown
in Fig. 2(c): one absorbing, of area equal to that of the in-
ner rhombus, and hence radius a = m
√
2/pi , with Dirichlet
boundary condition Pout|r=a = 0, where r is the radial coordi-
nate, and one reflecting, with area equal to that of the outer
square, and so radius b = 2`/
√
pi , with no-flux (Neumann)
boundary condition ∂Pout/∂ r|r=b = 0.
We now seek the radially-symmetric solution Pout(r, t) of
the diffusion equation in this annulus. For reasons aris-
ing from the epidemic spread problem below, we take uni-
form initial conditions inside an annulus c ≤ r ≤ b, for
some c ≥ a. Using separation of variables in the radially
symmetric diffusion equation, one can determine the prob-
ability of occupation Pout(r, t) [21], the survival probability
Sout(t) =
∫ b
a r Pout(r, t)dr, and finally, by differentiation, the
first-passage probability Fout(t) =−dSout(t)/dt:
Fout(t) =
4D
b2
∞
∑
n=1
Gn (z,v)e−α
2
n Dt/b
2
; (3)
with z := ab , v :=
a
c and z≤ v≤ 1, and where
Gn(z,v) =
ρn
(
αn zv
)
v ρn (αnz)
{[
Y 20 (αnz)
Y 21 (αn)
−1
](
1− z
2
v2
)}−1
. (4)
Here, Ji(s) and Yi(s) are Bessel functions of order i of
the first and second kind, respectively; αn = αn(z), which
depends explicitly on z, is the nth positive root of the
function φz(x) := J0(xz)Y1(x)− Y0(xz)J1(x); and ρn(s) :=
Y1(s)J1(αn)− J1(s)Y1(αn). Note that the roots αn and the
functions φz and ρn all depend on the geometry of the annular
region, via the parameter z.
For the particular case of uniform initial conditions in the
whole annulus, c = a, we obtain the first-passage time
〈τenc〉out = `2
64
pi
∞
∑
n=1
Gn (z,1)
α4n (z)
. (5)
Combining (2) and (5), we obtain the overall MFET:
〈τenc〉= Pin 〈τenc〉in+Pout 〈τenc〉out , (6)
3where Pin (resp. Pout) is the probability that the walker starts
inside (resp. outside) the target square. For uniform initial
conditions inside the whole domain, Pin is the proportion
of area inside the rhombus, m
2
2`2 in the continuum limit, and
Pout = 1−Pin. We obtain a general expression for 〈τenc〉/`2,
depending only on the single dimensionless parameter m` .
When z = 0, the walker is in a circular domain, subject
only to a reflecting boundary at r = b. The coefficients αn
then reduce to the roots βn of J1, and it can be shown that
for z 1 they have the perturbative form αn(z)' βn + γn(z),
where γn(z) decays to zero slower than any power of z. For
n = 1, we have β1 = 0, giving α1(z) '
√
2/ ln(e−3/4/z) and
G1(z)' [2ln(e−3/4/z)]−1, whereas for n > 1, we have βn > 0
and Gn(z) ∼ ln−2(z), which comes from the small-argument
expansion of the Bessel function of the second kind of order
zero. For small z, the n = 1 term thus increases logarithmi-
cally, while the n > 1 terms decay to zero.
We thus obtain the following approximation:
〈τenc〉
`2
' C
2
m4
`4
+
8
pi
ln
(
e−3/4
√
2`
m
)
, (7)
which exhibits the well-known logarithmic dependence of
mean first-passage times for small target size [12, 13]. Note
that from the exact first-passage distribution (3) to a circular
target, we can determine all higher-order moments of the first-
encounter time, as will be reported in detail elsewhere.
Numerically-exact values were obtained by solving re-
currence relations for the mean first-passage time τ¯(x,y) to
any target site starting from (x,y): τ¯(x,y) = 1 + 14 [τ¯(x−
1,y)+ τ¯(x+1,y)+ τ¯(x,y−1)+ τ¯(x,y+1)]. Target sites have
τ¯(x,y) = 0, and the reflecting boundary conditions must be
taken into account. This gives a sparse system of linear equa-
tions, which may be solved by suitable numerical methods.
The results are then averaged over all sites (x,y) to give 〈τenc〉.
Figure 3 shows such numerically-exact results for several
combinations of m and `, which all collapse onto a single
curve; this, in turn, is very well approximated by the analytic
expression (6) for the continuum limit. We also compare the
first-order approximation (7), which mirrors the analytical re-
sults for small m/`, but is not accurate for m/`& 0.3.
Epidemic spread:- To pass from microscopic interactions
between walkers to macroscopic epidemic propagation, we
consider a chain of habitats Hi, with i = 0, 1, . . . , each con-
taining one confined walker, as sketched in Fig. 1. Starting
with the left walker 0 infected, the time to infect walker n is
τ(n) = ∑ni=1 τi, where the τi are independent random variables
giving the times for walker i−1 to infect walker i.
Each pair of walkers i− 1 and i is an identical copy of the
same system (except the leftmost pair). However, the initial
conditions are no longer uniform over the entire square, since
when Wi−1 infects its neighbor Wi, the initial position of the
latter must lie inside the corresponding overlap region Ri−1.
For the 2D walker, this corresponds to taking a distribution
that is uniform only within two vertical strips, of width m and
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FIG. 3. (Color online) Dependence of 〈τenc〉/`2 as a function of m/`.
Numerical results are shown with (black) dashed lines, the analyti-
cal continuum limits (6) with a (red) solid line, and the approximate
expression (7) with a (blue) dash-dotted line. The inset shows the
corresponding curves on a log–log plot. The mean first-encounter
time relevant to epidemic propagation (walker W1 uniform in its left
overlap region, i.e., restricted initial conditions) is shown only for
m/` < 12 , delimited by a vertical dotted line, since we consider only
cases for which individuals always maintain an exclusive area.
height 2`, at the left and right edges of the unfolded square do-
main shown in Fig. 2(b). By symmetry, the same result is ob-
tained starting from two horizontal strips, so it can be approx-
imated by a square strip of width m around all edges of the
domain, neglecting double counting in the corners where the
horizontal and vertical strips overlap. In turn, we approximate
this by the annulus c ≤ r ≤ b, where c = 2`(1−m/`)/√pi ,
with area equal to that of the square strip.
Taking uniform initial conditions in this annulus,with Pin =
0 in Eq. (6), gives the MFET 〈τenc〉= 〈τenc〉out, whose expres-
sion is as in Eq. (5), but with Gn(z,1) replaced by Gn(z,v),
with v=m/[
√
2`(1−m/`)]. This is compared to numerically-
exact values in Fig. 3, with excellent agreement. We remark
that the relevant regime for territorial animals is m/` < 1/2,
which corresponds to the presence of an exclusive core area.
If the infection is transmitted with probability p < 1 at an
encounter, then the walkers may meet repeatedly before the
infection is transmitted, at any position in the overlap region.
Returns to the target set, in which the 2D walker starts from
one of the possible targets and comes back to hit any of them,
must then be accounted for. The infection is transmitted at the
kth encounter with probability pk := p(1− p)k−1, giving the
mean infection time 〈τ〉 = ∑∞k=1 pk 〈τ|k〉 , where 〈τ|k〉 is the
mean infection time conditional on infection occurring at the
kth encounter. We have 〈τ|k〉 = 〈τenc〉+(k− 1)〈τret〉, where
〈τret〉 is the mean return time, giving
〈τ〉= 〈τenc〉+( 1p −1)〈τret〉 . (8)
The mean return time 〈τret〉 to a set U can be calculated for
discrete stochastic models, using the Kac recurrence lemma
40 10000 20000 30000 40000
time t (arbitrary units)
0
10
20
30
40
50
60
70
80
90
ep
id
em
ic
fro
nt
po
si
tio
n
ω
(t
)/
(`
−
m
)
p = 0.01
p = 0.1
p = 1
0 50 100 150 200
1/p
0
2× 104
4× 104
6× 104
8× 104
t ω
=1
0(
l−
m
)
FIG. 4. (Color online) Analytical (dashed lines) and numerical (thick
lines, average over 100 realizations) position ω(t) of the epidemic
front for `= 20 and m= 5 and different transmission probabilities p,
as a function of time t (number of simulation steps); 〈τenc〉 ' 629 for
these values of ` and m. For illustrative purposes three realizations
are shown for p = 1 (red online) and p = 0.1 (green). Crosses and
gray horizontal bars show the range of possible times to arrive at a
given front position, predicted by the law of the iterated logarithm.
Inset: mean time to arrive at the front position 10(`−m) as a function
of 1/p, comparing analytical (solid line) and numerical results (dots;
averaged over 200 realizations).
[10, 22], as 〈τret〉= |Ω|/|U |, where Ω is the set of all possible
configurations and | · | denotes the number of configurations
in a set. Taking U as the target set, we have |U | = m, giving
〈τret〉/`2 = 1/m, no longer a function of the dimensionless
parameter m/`. Eq. (8) then gives the mean infection time 〈τ〉
for any p≤ 1.
The previous results may now be combined to calculate the
speed of propagation of an epidemic in the chain of habitats.
We call ω(t) the position of the epidemic front, i.e., of the
right-most infected walker [23]. The nth walker is infected
at time τ(n), at which time the front is at ω(τ(n)) = n(`−m).
Averaging over realizations, the front propagation is linear in
n, with mean speed (`−m)/〈τ〉.
Figure 4 compares the analytical result for the mean front
position with numerical simulations, showing excellent agree-
ment for different transmission probabilities p. Trajecto-
ries of individual realizations are also shown, as well as
ranges of the possible times to arrive at a given front posi-
tion, given by the law of the iterated logarithm [24], which
states that the infection time of walker n lies within the inter-
val n〈τ〉±√2n ln(lnn)σ(τ) for large enough n. Here, σ(τ)
denotes the standard deviation of the first-encounter time, cal-
culated analytically from the exact expression (3) for Fout for
p = 1, and numerically for the other values of p. This agrees
with the several trajectories shown for p = 1 and p = 0.1,
which are contained inside these bounds for large times.
For two-dimensional domains, this approach can be ex-
tended by looking for encounters along one axis, and condi-
tioning on the walkers’ positions being identical also along the
other axis. Preliminary results suggest different scalings as a
function of domain size, depending on the form of the overlap
region; this extension will form part of a future publication.
Our framework can also be extended to include spatial de-
pendence of the transmission probability, due to heterogeneity
in neighboring pairs, e.g., young versus adult individuals. The
infection front then moves in a medium with infection rates
which are not all equal (disordered); effective-medium theory
[25] provides the tools to calculate the propagation speed in
terms of the transmission distribution.
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