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Abstract
We derive conditions under which the reconstruction of a target space is topologically
correct via the Cˇech complex or the Rips complex obtained from possibly noisy point cloud
data. We provide two novel theoretical results. First, we describe sufficient conditions under
which any non-empty intersection of finitely many Euclidean balls intersected with a positive
reach set is contractible, so that the Nerve theorem applies for the restricted Cˇech complex.
Second, we demonstrate the homotopic equivalence of a positive µ-reach set and its offsets.
Applying these results to the restricted Cˇech complex and using the interleaving relations with
the Cˇech complex (or the Rips complex), we formulate conditions guaranteeing that the target
space is homotopy equivalent to the Cˇech complex (or the Rips complex), in terms of the
µ-reach. Our results sharpen existing results.
1 Introduction
A fundamental task in topological data analysis, geometric inference, and computational geometry
is that of estimating the topology of a set X ⊂ Rd based on a finite collection of data points X
that lie on it or on its proximity. This problem naturally occurs in many applications area, such as
cosmology Starck et al. [2005], time series data Robins et al. [2000], machine learning Dey [2007],
and so on.
A natural way to approximate the target space is to consider an r-offset of the data points, that
is, to take the union of the open balls of radius r > 0 centered at the data points. Under approriate
conditions, by the Nerve theorem this offset is topologically equivalent to the target space X via
Cˇech complex Bjo¨rner [1995], Hatcher [2002]. For computational resons, the Alpha shape com-
plex may be used instead, which is homotopy equivalent to the Cˇech complex Edelsbrunner and
Mu¨cke [1994]. To further speed up the calculation, and in particular if the data are high dimen-
sional, the Vietoris-Rips complex may be preferable, where only the pairwise distances between
the data points are used and boosts up the calculation.
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To guarantee that the topological approximation based on the data points recovers correctly the
homotopy type of X, it is necessary that the data points are dense and close to the target space,
and that the radius parameter used for constructing the Cˇech complex or the Rips complex be of
appropriate size. The condition is usually expressed as the parameter being lower bounded by
a constant times the Hausdorff distance between the target space and the data points, and upper
bounded by another constant times a measure of the size of the topological features of the target
space. This condition has been extensively studied. Originally, the topological feature size was
expressed in terms of the reach of X: such condition for the Cˇech complex is studied in Chazal and
Lieutier [2008], Niyogi et al. [2008]. Subsequently, the notion of µ-reach was put forward to allow
for more general target spaces: the condition for the Cˇech complex is studied in Attali et al. [2013],
Chazal et al. [2009], and the condition for the Rips complex is studied in Attali et al. [2013]. Also,
the radii parameters are generalized to vary across the data points in Chazal and Lieutier [2008].
In this paper, we derive conditions under which the homotopy type of the target space is cor-
rectly recovered via the Cˇech complex or the Rips complex, in terms of the Hausdorff distance and
the µ-reach of the target space. To tackle this problem, we provide two novel theoretical results.
First, we describe sufficient conditions under which any non-empty intersection of finitely many
Euclidean balls intersected with a set of positive reach is contractible, so that the Nerve theorem
applies for the restricted Cˇech complex. Second, we demonstrate the homotopic equivalence of a
positive µ-reach set and its offsets. These results are new and interesting in its own as well.
Overall, our new bounds offer significant improvements over the previous results in Niyogi
et al. [2008], Attali et al. [2013] and are sharp: in particular, they achieve the optimal upper bound
for the parameter of the Cˇech complex and the Rips complex under the positive reach condition.
We will provide a detailed comparison of our results with existing ones in Section 6.
2 Background
A natural way to approximate X with X is to take the union of open balls centered at the data
points. In detail, let r = {rx,x ∈X } ∈ RX+ be pre-specified radii and consider the set⋃
x∈X
BX(x,rx), (1)
where BX(x,r) is the open restricted ball centered at x ∈ Rd of radius r > 0, defined as
BX(x,r) := {y ∈ X : d(x,y)< r} , (2)
where d(x,y) := ‖x− y‖, with ‖ · ‖ denoting the Euclidean norm. Even though we allow for the
points inX to lie outside X, we will assume throughout that BX(x,rx) 6= /0 for all x ∈X .
The topological properties of the union of restricted balls given above in (1) are encoded in the
corresponding weighted Cˇech complex, which is the abstract simplicial complex onX consisting
of all subsets {x1, . . . ,xk} ofX such that the intersection ∩kj=1BX(x j,rx j) is non-empty.
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Definition 1 (Cˇech complex). LetX ,X be two subsets and r ∈RX+ . The (weighted) Cˇech complex
is the simplicial complex
CˇechX(X ,r) :=
{
σ = [x1, . . . ,xk]⊂X :
k⋂
j=1
BX(x j,rx j) 6= /0,k = 1, . . . ,n
}
. (3)
Under appropriate conditions, the homology of the resulting Cˇech complex in fact coincides
with the homology of X itself. This remarkable result is precisely the renown nerve theorem
Bjo¨rner [1995], Hatcher [2002], which we recall next.
Definition 2 (Nerve). Let U = {Uα} be an open cover of a given topological space X. The nerve
of U , denoted byN (U ), is the abstract simplicial complex defined as
N (U ) =
{
[U1, . . . ,Uk]⊂U :
k⋂
j=1
U j 6= /0
}
.
The nerve theorem prescribes conditions under which the nerve of an open cover of X is ho-
motopy equivalent to X itself.
Theorem 1 (Nerve theorem). Let U be its open cover of a paracompact space X. If every
nonempty intersections of finitely many sets in U is contractible, then X is homotopy equivalent
to the nerveN (U ).
Thus, in order to conclude that CˇechX(X ,r) in (3) has the same homology asX, it is enough to
show, by the nerve theorem, that the union of restricted balls
⋃
x∈X BX(x,rx) covers the target space
X and that any arbitrary non-empty intersection of restricted balls is contractible. The difficulty
in establishing the latter, more technical, condition lies in the fact that it is not clear a priori what
properties of X will imply it. If X is a convex set, then the nerve theorem applies straightforwardly.
But for more general spaces, such as smooth lower-dimensional manifolds, it is not obvious how
contractibility may be guaranteed. One of the main result of this note, given below in Theorem 5,
asserts that if X has positive reach and the radii of the restricted balls are small compared to the
reach, then any non-empty intersections of restricted balls is contractible.
2.1 The reach
First introduced by Federer [1959], the reach is a quantity expressing the degree of geometric
regularity of a set. In detail, given a closed subset A ⊂ Rd , the medial axis of A, denoted by
Med(A), is the subset of Rd consisting of all the points that have at least two nearest neighbors in
A. Formally,
Med(A) =
{
x ∈ Rd \A : ∃q1 6= q2 ∈ A, ||q1− x||= ||q2− x||= d(x,A)
}
, (4)
where d(x,A) = infq∈A ||q− x|| denotes the distance from a generic point x ∈ Rd to A. The reach
of A is then defined as the minimal distance from A to Med(A).
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Figure 1: Geometric interpretation of the quantities involved in (6).
Definition 3. The reach of a closed subset A⊂ Rd is defined as
τA = inf
q∈A
d (q,Med(A)) = inf
q∈A,x∈Med(A)
||q− x||. (5)
Some authors [see, e.g. Niyogi et al., 2008, Singer and Wu, 2012] refer to τ−1A as the condition
number. From the definition of the medial axis in (4), the projection piA(x) = argminp∈A ‖p− x‖
onto A is well defined (i.e. unique) outside Med(A). In fact, the reach is the largest distance ρ ≥ 0
such that piA is well defined on the ρ-offset
{
x ∈ Rd|d(x,A)< ρ}. Hence, assuming the set A has
positive reach can be seen as a generalization or weakening of convexity, since a set A ⊂ Rd is
convex if and only if τA = ∞.
In the case of submanifolds, one can reformulate the definition of the reach in the following
manner.
Proposition 2 (Theorem 4.18 in Federer [1959]). For all submanifold M ⊂ Rd ,
τM = inf
q1 6=q2∈M
‖q1−q2‖22
2d(q2−q1,Tq1M)
. (6)
Above, TqM denotes the tangent space of M at q ∈M. This formulation has the advantage of
involving only points on M and its tangent spaces, while (5) uses the distance to the medial axis
Med(M), which is a global quantity. The ratio appearing in (6) has a clear geometric meaning,
as it corresponds to the radius of the ambient ball tangent to M at q1 and passing through q2. See
Figure 1. Hence, the reach gives a lower bound on the radii of curvature of M. Equivalently, τ−1M
is an upper bound on the directional curvature of M.
Proposition 3 (Proposition 6.1 in Niyogi et al. [2008]). Let M ⊂Rd be a submanifold, and γp,v an
arc-length parametrized geodesic of M. Then for all t > 0,∥∥γ ′′p,v(t)∥∥≤ 1/τM.
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The reach further provides an upper bound on the injectivity radius and the sectional curvature
of M; see Proposition A.1. part (ii) and (iii) respectively, in Aamari et al. [2017]. Hence the reach
is a quantity that characterizes the overall structure of M and, as argued in Aamari et al. [2017],
captures structural properties of M of both global and local nature. In particular, assuming a
lower bound on the reach prevents the manifold from being nearly self-intersecting or from having
portions with very high curvature [Aamari et al., 2017, Theorem 3.4]. In the next section, we
describe how to use the reach condition to ensure that the union of restricted balls is contractible,
which in turn allows us to apply the Nerve theorem to recover the homology of the target space X.
For non-smooth target spaces, the reach of the space can be equal to zero. In this case, we can
deploy a more general notion of feature size, called µ-reach, introduced by Chazal et al. [2009].
For any point x ∈ Rd \X, let ΓX(x) be the set of points in X closest to x. Let ΘX(x) be the center
of ΓX(x). Then, for x ∈ Rd \X, the generalized gradient of the distance function x 7→ d(x,X) is
defined as
∇X(x) =
x−ΘX(x)
d(x,X)
. (7)
Then, the µ-medial axis of X is defined as
Medµ(X) =
{
x ∈ Rd \X : ‖∇X(x)‖< µ
}
, (8)
Finally, the µ-reach of X is defined as the minimal distance from X to Medµ(X).
Definition 4. The µ-reach of a compact set X⊂ Rd is defined as
τµX = infq∈X
d
(
q,Medµ(A)
)
= inf
q∈X,x∈Medµ (A)
||q− x||. (9)
Note that if µ = 1, the corresponding µ-reach is equal to the reach of X.
2.2 Restricted versus Ambient balls
It is important to point out that the nerve theorem needs not apply to the Cˇech complex built using
ambient, as opposed, to restricted balls. In particular, the homology of X, may not be correctly
recovered using unions of ambient balls even if the point cloud is dense in X and the radii of the
balls all vanish. We elucidate this point in the next example. Below, BRd(x,r) denotes the open
ambient ball in Rd centered at x and of radius r > 0.
Example 4. Let X = (∂BR2(0,1))∩{x ∈ R2 : x2 ≥ 0} be a semicircle in R2. Let ε ∈ (0,1) be
fixed, and let X1, X2 be points on X satisfying ‖X1−X2‖ ∈
(
ε
√
4− ε2,2ε
)
. Then, BR2(X1,ε)∩
BR2(X2,ε) is nonempty but has an empty intersection with X. Now, choose ρ < d(X, BR2(X1,ε)∩
BR2(X2,ε)) and chooseX0⊂X be dense enough so that
⋃
x∈X0BR2(x,ρ) coversX. Now, consider
the union of ambient balls(
BR2(X1,ε)
⋃
BR2(X2,ε)
)⋃( ⋃
x∈X0
BR2(x,ρ)
)
. (10)
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Figure 2: An example in which the union of balls is different from the underlying space in terms of homotopy
and homology. In the figure, the union of balls deformation retracts to a circle, hence its homotopy and
homology is different from the underlying semicircle.
Then from the fact ρ < d (X, BR2(X1,ε)∩BR2(X2,ε)) and
⋃
x∈X0BR2(x,ρ) covering X, we have
that the union of balls in (10) is homotopic to a circle, hence its homotopy and homology is different
from the semicircle X. Note that the above construction union of balls holds for all choices of
ε ∈ (0,1). Since ρ → 0 as ε → 0,X0 can be arbitrary dense in X. See Figure 2.
3 The nerve theorem for Euclidean sets of positive reach
In order to apply the nerve theorem to the Cˇech complex built on restricted balls, it is enough to
check whether any finite intersection of the restricted balls
⋂k
j=1BX(x j,rx j) is contractible (since
X is a subset of Rd and is endowed with the subspace topology, it is paracompact.)
Theorem 5 is the main statement of this paper and shows that if a subset X⊂Rd has a positive
reach τ > 0, any non-empty intersection of restricted balls is contractible if the radii are small
enough compared to the reach τ .
Theorem 5. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a set of points. Let
{rx > 0 : x ∈X } be a set of radii indexed by x ∈X . Then, if rx ≤
√
τ2+(τ−dX(x))2 for all
x ∈X , any nonempty intersection of restricted balls ⋂x∈IBX(x,rx) for I ⊂X is contractible.
Therefore, by combining Theorem 5 and the Nerve Theorem (Theorem 1), we can establish
that the topology of the subspaceX can be recovered by the corresponding restricted Cˇech complex
CˇechX(X ,r), provided the radii of the balls are not too large with respect to the reach. This result
is summarized in the following corollary.
Corollary 6 (Nerve Theorem on the restricted balls). Under the same condition in Theorem 5,
suppose the union of restricted balls covers the target space X, that is,
X⊂
⋃
x∈X
BX(x,rx). (11)
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Figure 3: An example in which BX(X1,r)
⋃
BX(X2,r) is not homotopic equivalent to CˇechX (Xn,r) where
X=
{
x ∈ R2 : ‖x‖2 = 1
}
, X1 = (−1+ ε,0), X2 = (1− ε,0) and r >
√
1+(1− ε)2, for any ε > 0.
If rx ≤
√
τ2+(τ−dX(x))2 for all x ∈X , then X is homotopy equivalent to the restricted Cˇech
complex CˇechX(X ,r).
The reach condition rx ≤
√
τ2+(τ−dX(x))2 is tight as the following example shows that the
target spaceX is not homotopy equivalent to the ech complex when maxx∈X rx >
√
τ2+(τ−dX(x))2.
Example 7. LetX be a unit Euclidean sphere inRd , and fix ε > 0. Let X1 := (1−ε,0, . . . ,0),X2 :=
(−1+ ε,0, . . . ,0) ∈ Rd be two points in Rd . For a unit Euclidean sphere, the reach is equal to
its radius 1. Therefore, if r = (r1,r2) ∈
(
0,
√
1+(1− ε)2
]2
and X ⊂ BX(X1,r1)
⋃
BX(X2,r2),
BX(X1,r1)
⋃
BX(X2,r2) is homotopic equivalent to CˇechX (Xn,r) by Corollary 6. However, if
r1,r2 >
√
1+(1− ε)2, BX(X1,r1)
⋃
BX(X2,r2)'X but CˇechX (Xn,r)' 0. Figure 3 illustrate the
2-dimensional case.
4 Deformation retraction on positive µ-reach
The positive reach condition is critical for the nerve theorem on the restricted Cˇech complex. And
it is not easily generalized to the positive µ-reach condition. Instead, we find a positive reach set
that approximates the positive µ-reach set.
The set we will use to approximate positive µ-reach set is the double offset Chazal et al. [2007].
For r > 0, an r-offset Xr of a set X is the collection of all points that are within r distance to X, that
is, Xr :=
⋃
x∈XBRd(x,r). The double offset is to take offset, take complement, take offset, and take
complement, that is, Xr,s := (((Xr){)s){. Roughly speaking, it is to inflate your set first, and then
deflate your set, so that sharp corners become smooth. See Chazal et al. [2007] for more details.
To see the topological relation between the target space X of positive µ-reach and its double
offset, we first need to understand the topological relation between the positive µ-reach set and its
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offset. Homotopic relationship between offsets Xr and Xs are well known for positive µ-reach set
(see e.g., Grove [1993] or Proposition 3.4 in Chazal and Lieutier [2005]), but the correspondence
to the original set X is not known before. Theorem 8, which is one of main theorems in our paper,
asserts that the homotopy equivalence exists between the positive µ-reach set and its offset when
the offset size is not large.
Theorem 8. Let X be a set with positive µ-reach τµ > 0. For r ≤ τµ , Xr :=⋃x∈XB(x,r) deforma-
tion retracts to X. In particular, X and Xr are homotopy equivalent.
To set up the homotopy equivalent of the positive µ-reach set and its double offset, we need
another tool for finding the homotopy equivalence of the complement set.
Lemma 9. Let X be a set with positive reach τ > 0. For r ≤ τ , X{ deformation retracts to (Xr){.
In particular, X{ and (Xr){ are homotopic.
Now, combining Theorem 8 and Lemma 9 gives the desired homotopy equivalent between the
target set of positive µ-reach and its double offset, where the double offset has a positive reach.
Corollary 10. Let X be a set with positive µ-reach τµ > 0. For r,s > 0 with s ≤ r, let Xr,s :=
(((Xr){)s){ be a double offset of X. If s≤ µr, then Xr,s deformation retracts to X, with a positive
reach as
reach(Xr,s)≥ s.
5 Homotopy Reconstruction via Cech complex and Rips com-
plex
We first reprove the well-known interleaving relationship of the ambient Cˇech complex and the
Rips complex. The interleaving result when all radii are the same is well known (e.g., see Theorem
2.5 in de Silva and Ghrist [2007]). With the same proof technique, we are extending to the different
radii case.
Lemma 11. Let X ⊂ Rd be a set of points. Let {rx > 0 : x ∈X } be a set of radii indexed by
x ∈X . Then,
CˇechRd(X ,r)⊂ Rips(X ,r)⊂ CˇechRd
(
X ,
√
2d
d+1
r
)
.
To recover the homotopy of the target set via the ambient Cˇech complex and the Rips complex,
we utilize the restricted Cˇech complex. Hence, we set up the interleaving relationship between the
the restricted Cˇech complex and the ambient Cˇech complex, and between the
Lemma 12. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a set of points. Let
{rx > 0 : x ∈X } be a set of radii indexed by x ∈X . Then,
CˇechX(X ,r)⊂ CˇechRd(X ,r)⊂ CˇechX(X ,r′),
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where r′ = {r′x > 0 : x ∈X } with r′x =
√
2r2x +dX(x)(2τ−dX(x)). And also,
CˇechX(X ,r)⊂ Rips(X ,r)⊂ CˇechX(X ,r′′),
where r′′ = {r′′x > 0 : x ∈X } with r′′x =
√
4d
d+1r
2
x +dX(x)(2τ−dX(x)).
Combining Lemma 11 and 12 together with Nerve Theorem on a positive reach set (Corollary
6) gives the homotopy equivalece between the target space and the ambient Cˇech complex. Theo-
rem 13 asserts that when the target space is densely covered by the data points and if they are not
too far apart, the ambient Cˇech complex can be used to recover the homotopy type.
Theorem 13. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a set of points. Let
{rx > 0 : x ∈X } be a set of radii indexed by x ∈X , and let ε := max{dX(x) : x ∈X }. Suppose
X is covered by the union of balls centered at x ∈X and radius δ as
X⊂
⋃
x∈X
BR(x,δ ).
Suppose that for all x ∈X , the radius rx is bounded as
rx ≤ τ−dX(x). (12)
Also, suppose δ satisfies the following condition:
δ +
√√√√r2max+ ε(2τ− ε)− 14
(
rmin− r
2
max
τ− ε+
√
(τ− ε)2− r2max
− ε−δ
)2
≤ rmin,
δ ≤ 1
2
√2(d+1)d
√
r2min− ε(2τ− ε)
2
−
√√√√ 2τ(r2min+ ε(2τ− ε))
2τ+
√
4τ2−2(r2min+ ε(2τ− ε))
 . (13)
Then X is homotopy equivalent to the ambient Cˇech complex CˇechRd(X ,r).
Similar approach also gives the homotopy equivalece between the target space and the Rips
complex, as in Theorem 14.
Theorem 14. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a set of points. Let
{rx > 0 : x ∈X } be a set of radii indexed by x ∈X , and let ε := max{dX(x) : x ∈X }. Suppose
X is covered by the union of balls centered at x ∈X and radius δ as
X⊂
⋃
x∈X
BR(x,δ ).
Suppose that for all x ∈X , the radius rx is bounded as
rx ≤
√
d+1
2d
(τ−dX(x)) . (14)
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Also, suppose δ satisfies the following condition:
δ ≤ rmin− 12
√√√√√√ 2τ
(
d
2(d+1)r
2
max+ ε(2τ− ε)
)
τ+
√
τ2−
(
d
2(d+1)r
2
max+ ε(2τ− ε)
) ,
δ ≤ 1
2
√2(d+1)d
√
r2min− ε(2τ− ε)
2
−
√√√√ 2τ(r2min+ ε(2τ− ε))
2τ+
√
4τ2−2(r2min+ ε(2τ− ε))
 . (15)
Then X is homotopy equivalent to the Rips complex Rips(X ,r).
Example 15. Let X ⊂ Rd be the unit sphere in Rd , and let X = {X1, . . . ,Xd+1} ⊂ (1− ε)X be
d+1 points on the sphere centered at 0 and of radius 1− ε . Further assume that ∥∥Xi−X j∥∥’s are
all equal, so that Xi’s form the regular d-dimensional simplex. Then
∥∥Xi−X j∥∥=√2(d+1)d (1− ε).
For a unit Euclidean sphere X, the reach is equal to its radius 1.
For the ambient Cˇech complex, if r∈ (0,1− ε]d+1 andX⊂⋃d+1i=1 BX(Xi,ri), then⋃d+1i=1 BX(Xi,ri)
is homotopic equivalent to CˇechX (X ,r) by Theorem 13. However, if rxI > 1− ε for all i, then
0 ∈ ⋂d+1i=1 BRd(Xi,rXi), and hence CˇechRd (X ,r) = 2X and CˇechRd (X ,r) ' 0, while d − 1-th
homology group of X is Hd−1(X) = Z, so X and CˇechRd (X ,r) are not homotopy equivalent.
For the Rips complex, if r∈
(
0,
√
d+1
2d (1− ε)
]d+1
andX⊂⋃d+1i=1 BX(Xi,ri), then⋃d+1i=1 BX(Xi,ri)
is homotopic equivalent to CˇechX (X ,r) by Theorem 13. However, if rxI >
√
d+1
2d (1− ε) for all i,
then
∥∥Xi−X j∥∥ =√2(d+1)d (1− ε) < rXi + rX j , and hence Rips(X ,r) = 2X and Rips(X ,r) ' 0,
while d− 1-th homology group of X is Hd−1(X) = Z, so X and Rips(X ,r) are not homotopy
equivalent.
Corollary 16. Let X ⊂ Rd be a subset with positive µ-reach τµ > 0 and let X ⊂ Rd be a set of
points. Let {rx > 0 : x ∈X } be a set of radii indexed by x ∈X . Let Y := (((X
rmax+ε
µ ){)rmax+ε){
be the double offset, and let and let ε := max{dX(x) : x ∈X }. Suppose Y is covered by the union
of balls centered at x ∈X and radius δ as
Y⊂
⋃
x∈X
BR(x,δ ),
and also covered by the union of balls centered at x ∈X and radius rx as
Y⊂
⋃
x∈X
BR(x,rx).
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1. Suppose δ satisfies the following condition:
δ +
√
r2max+ ε(2rmax+ ε)−
1
4
(rmin− rmax− ε−δ )2 ≤ rmin,
δ ≤ 1
2
√2(d+1)
d
√
r2min− ε(2rmax+ ε)
2
−
√√√√ 2τ(r2min+ ε(2τ− ε))
2τ+
√
4(rmax+ ε)2−2
(
r2min+ ε(2τ− ε)
)
 .
Then X is homotopy equivalent to the ambient Cˇech complex CˇechRd(X ,r).
2. Suppose δ satisfies the following condition:
δ ≤ rmin− 12
√√√√√√ 2(rmax+ ε)
(
d
2(d+1)r
2
max+ ε(2rmax+ ε)
)
(rmax+ ε)+
√
(rmax+ ε)2−
(
d
2(d+1)r
2
max+ ε(2rmax+ ε)
) ,
δ ≤ 1
2
√2(d+1)
d
√
r2min− ε(2rmax+ ε)
2
−
√√√√ 2τ(r2min+ ε(2rmax+ ε))
2τ+
√
4τ2−2(r2min+ ε(2rmax+ ε))
 .
Then X is homotopy equivalent to the Rips complex Rips(X ,r).
We end this section by introducing a sampling condition in which we can guarantee the cover-
ing conditions in Corollary 6 and Theorem 13, 14 are satisfied. Let P be the sampling distribution
onX. We assume that there exist positive constants a,b and ε0 such that, for all x∈X, the following
inequality holds:
P(BRd(x,ε))≥ aεb, ∀ε ∈ (0,ε0). (16)
This condition on P is also known as the (a,b)-condition or the standard condition Cuevas and
Rodrı´guez-Casal [2004], Cuevas [2009], Chazal et al. [2018]. It is satisfied, for example, if X is a
smooth manifold of dimension b and P has a density with respect to the Hausdorff measure on it
bounded from below by a.
Under this condition, we have the following covering lemma.
Lemma 17. Let {rn = (rn,1, . . . ,rn,n)}n∈N be a triangular array of positive numbers. For each n,
suppose the minimum of radii can be bounded as
2
(
logn
an
)1/b
≤min
i
rn,i ≤ 2ε0. (17)
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Then the probability of the samples forming an rn-covering of X is bounded as
P
(
X⊂
n⋃
i=1
BRd(Xi,rn,i)
)
≥ 1− 1
2b logn
. (18)
6 Discussion and Conclusion
So far, when the target space X has positive µ-reach τµ and the data pointsX being contained in
the ε-offset Xε of X, this paper investigated the conditions under which the ambient Cˇech complex
CˇechRd(X ,r) and the Rips complex Rips(X ,r) are homotopic to the target space X. In this
section, we further discuss our result and compare it with previous results. For comparison purpose,
we consider the case when all the radii rx’s are equal, and we denote that as r. When all the radii’s
are equal, an analogous homotopic relation between the ambient Cˇech complex CˇechRd(X ,r) and
the target space X were presented in Attali et al. [2013] and Niyogi et al. [2008].
First, we compare the upper bound for the maximum parameter value r in CˇechRd(X ,r) or
Rips(X ,r). When µ = 1 so that we have the positive reach condition τµ = τ , our result suggests
that the homotopic relations hold when r ≤ τ − ε for CˇechRd(X ,r) and r ≤
√
d+1
2d (τ − ε) for
Rips(X ,r). As we have seen, these bounds are optimal bounds. In Niyogi et al. [2008], such a
bound for CˇechRd(X ,r) in Proposition 7.1 is
(τ+ε)+
√
τ2+ε2−6τε
2 . Then our bound is strictly sharper
than this when ε > 0 since
(τ+ ε)+
√
τ2+ ε2−6τε
2
<
(τ+ ε)+
√
τ2+9ε2−6τε
2
= τ− ε.
In Attali et al. [2013], a necessary condition for CˇechRd(X ,r) in Section 5.3 is r ≤ τ−3ε , so our
upper bound is strictly better when ε > 0.
Second, we compare the condition for the maximum possible ratio of Hausdorff distance
dH(X,X ) and the µ-reach τµ . In our notation, dH(X,X ) = max{δ ,ε}. For our case, the up-
per bound for the ratio ρ := dH(X,X )τ is the root coming from the bound: for CˇechX(X ,r), it is the
maximum value ρ that satisfies both conditions below:
ρ+
√√√√√( r
τ
)2+ρ(2−ρ)− 1
4
( r
τ
)− (
r
τ )
2
1−ρ+
√
(1−ρ)2− ( rτ )2
−2ρ
2 ≤ r
τ
for some
r
τ
∈ (0,1],
ρ ≤ 1
2
(√
2(d+1)
d
√
(1−ρ)2−ρ(2τ−ρ)
2
−
√
2((1−ρ)2+ρ(2−ρ))
2+
√
4−2((1−ρ)2+ρ(2−ρ))
)
.
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For Rips(X ,r), it is the maximum value ρ that satisfies both conditions below:
ρ ≤
√
d+1
2d
(1−ρ)− 1
2
√√√√ 2(14(1−ρ)2+ρ(2−ρ))
1+
√
1− (14(1−ρ)2+ρ(2−ρ)) ,
ρ ≤ 1
2
√2(d+1)
d
√
d+1
2d (1−ρ)2−ρ(2τ−ρ)
2
−
√√√√ 2(d+12d (1−ρ)2+ρ(2−ρ))
2+
√
4−2(d+12d (1−ρ)2+ρ(2−ρ))
 .
With the aid of computer program, we can check that CˇechRd(X ,r) is homotopy equivalent to
X when dH(X,X )τ ≤ 0.01126 · · · . This result is worse than 3−
√
8 ≈ 0.1716 · · · in Proposition
7.1 in Niyogi et al. [2008] or −3+
√
22
13 ≈ 0.1300 · · · in Section 5.3 in Attali et al. [2013]. Again
with the aid of computer program, we can check that Rips(X ,r) is homotopy equivalent to X
when dH(X,X )τ ≤ 0.03982 · · · . This result is better than 2
√
2−√2−√2
2+
√
2
≈ 0.03412 · · · in Section 5.3
in Attali et al. [2013].
In the asymptotics, as we sample more and more points from the target space,X forms a dense
cover on X, i.e. supy∈X infx∈X ‖x− y‖→ 0. Still, the Hausdorff distance dH(X,X ) need not goes
to 0 when we have noisy sample distribution, i.e. supx∈X infy∈X ‖x− y‖9 0. In our notation,
δ → 0 but ε does not converges to 0. For this case, the upper bound for the ratio is again coming
from the bound: for CˇechX(X ,r), it is the maximum value ρ that satisfies both conditions below:√√√√√( r
τ
)2+ρ(2−ρ)− 1
4
( r
τ
)− (
r
τ )
2
1−ρ+
√
(1−ρ)2− ( rτ )2
−ρ
2 ≤ r
τ
for some
r
τ
∈ (0,1],
0≤ 1
2
(√
2(d+1)
d
√
(1−ρ)2−ρ(2τ−ρ)
2
−
√
2((1−ρ)2+ρ(2−ρ))
2+
√
4−2((1−ρ)2+ρ(2−ρ))
)
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For Rips(X ,r), it is the maximum value ρ that satisfies both conditions below:
0≤
√
d+1
2d
(1−ρ)− 1
2
√√√√ 2(14(1−ρ)2+ρ(2−ρ))
1+
√
1− (14(1−ρ)2+ρ(2−ρ)) ,
0≤ 1
2
√2(d+1)
d
√
d+1
2d (1−ρ)2−ρ(2τ−ρ)
2
−
√√√√ 2(d+12d (1−ρ)2+ρ(2−ρ))
2+
√
4−2(d+12d (1−ρ)2+ρ(2−ρ))
 .
With the aid of computer program, we can check that CˇechRd(X ,r) is homotopy equivalent to
X when dH(X,X )τ ≤ 0.1096 · · · , and Rips(X ,r) is homotopy equivalent to X when dH(X,X )τ ≤
0.06700 · · · .
Finally, we emphasize that our result also allows the radii {rx}x∈X to vary across the ob-
servation points x ∈X . Considering different radii is practically of interest if each data point has
different importance. For example, one might want to use large radius on the flat and sparse region,
while to use small radius on the spiky and dense region. However, there are significant technical
difficulties to allow different radius per each data point. As can be seen in Figure 2, too uneven
distribution of radii might lead to nonhomotopic between the Cˇech complex or the Rips complex
with the target space. It has been studied in Chazal and Lieutier [2008] for the union of balls under
the reach condition, but not the Rips complex or under µ-reach case. Theorem 14 or Corollary
16 first tackles this homotopy reconstruction problem with different radii. for the Rips complex or
under the mu-reach condition.
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A Projection on a Positive Reach set
We first start with a simple calculation of the distance from one point of a triangle to another point
lying on the opposite side.
Claim 18. Let x,x1, . . . ,xk ∈ Rd and λ1, . . . ,λk ∈ [0,1] with ∑λi = 1. Then∥∥∑λixi− x∥∥=√∑λi ‖xi− x‖2−∑λiλ j ∥∥xi− x j∥∥2.
Proof of Claim 18. The distance from ∑λixi to x can be expanded as∥∥∑λixi− x∥∥2
=
∥∥∑λi(xi− x)∥∥2
=∑λ 2i ‖xi− x‖2+2∑λiλ j
〈
xi− x,x j− x
〉
. (19)
Then applying the identity 2
〈
xi− x,x j− x
〉
= ‖xi− x‖2+
∥∥x j− x∥∥2−∥∥xi− x j∥∥2 to (19) gives∥∥∑λixi− x∥∥2 =∑λi ‖xi− x‖2−∑λiλ j ∥∥xi− x j∥∥2 ,
and the claim directly follows.
Given a line segment whose endpoints are on A, Lemma 19 gives a bound on the distance from
any point on that segment to its projection on A. See Figure 4.
Lemma 19. Let A ⊂ Rd be a set with reach τ > 0, and let x1, . . . ,xk ∈ Rd with dA(xi) < τ . Let
λ1, . . . ,λk ∈ [0,1] with ∑λi = 1, and let u := ∑λixi be such that d(u,A)< τ . Then
‖u−piA(u)‖ ≤ τ−
√(
∑λi(τ−dA(xi))2−∑λiλ j
∥∥xi− x j∥∥2)
+
.
Proof of Lemma 19. If piA(u) = u, then there is nothing to prove. Now, suppose piA(u) 6= u, and
let w := piA(u)+τ
u−piA(u)
‖u−piA(u)‖ . Then, we have that ‖w−piA(u)‖= τ and w−u =
(
τ−‖piA(u)−u‖
‖piA(u)−u‖
)
(u−
piA(u)). Since ‖u−piA(u)‖ < τ , it follows that 〈w−u,u−piA(u)〉 = ‖w−u‖‖u−piA(u)‖ and
‖u−piA(u)‖+‖w−u‖= ‖w−piA(u)‖, as in Figure 4. Since piA
(
piA(u)+‖u−piA(u)‖ u−piA(u)‖u−piA(u)‖
)
=
piA(u) and piA(u)+ r
u−piA(u)
‖u−piA(u)‖ /∈Med(A) for all r < τ , Theorem 4.8 (2) and (6) in Federer [1959]
imply that
piA
(
piA(u)+ r
u−piA(u)
‖u−piA(u)‖
)
= piA(u)
for all r < τ . Thus, B(w,τ)∩A = /0 and we can conclude that ‖w− xi‖ ≥ τ − dA(xi). Applying
Claim 18 to ‖w−u‖ yields that
‖w−u‖=
√
∑λi ‖xi−w‖2−∑λiλ j
∥∥xi− x j∥∥2
≥
√(
∑λi(τ−dA(xi))2−∑λiλ j
∥∥xi− x j∥∥2)
+
.
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Figure 4: Bound on the distance from any point on the segment to its projection on A, as in Lemma
19.
Then, ‖u−piA(u)‖= ‖w−piA(u)‖−‖w−u‖ implies that
‖u−piA(u)‖ ≤ τ−
√(
∑λi(τ−dA(xi))2−∑λiλ j
∥∥xi− x j∥∥2)
+
.
In order to prove the contractibility, we will show that if two points in A belong to a ball of
sufficiently small radius then the projection onto A of any point along the path connecting them
also lies inside the ball. In particular, we will show that when two points y,z ∈ A are in a ball with
the center x, then for any point u on the line segment connecting y and z, its projection piA(u) to A
is also in the ball by bounding its distance to x as
‖x−piA(u)‖ ≤
√
λ ‖y− x‖2+(1−λ )‖z− x‖2, (20)
where λ ∈ [0,1] is a number satisfying u := λy+(1−λ )z.
Extension of Theorem 4.8 (7) in Federer [1959].
Claim 20. Let A⊂Rd be a set, and x,y∈Rd with x,y∈Unp(A), and dA(x)< τy := reach(A,piA(y)).
Then
〈y−piA(y),piA(y)− x〉 ≥ −‖x−piA(y)‖
2 dA(x)
2τy
−dA(x)dA(y)
(
1− dA(x)
2τy
)
.
Proof. Assume piA(y) 6= y and let
v =
y−piA(y)
dA(y)
, S = {t > 0 : piA(piA(y)+ tv) = piA(y)}.
Then ‖y−piA(y)‖ ∈ S implies supS > 0, and then Theorem 4.8 (6) in Federer [1959] implies that
supS≥ τy.
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Now, if t ∈ S, then piA(piA(y)+ tv) = piA(y) implies
‖piA(y)+ tv− x‖≥‖piA(y)+ tv−piA(x)‖−‖x−piA(x)‖≥‖piA(y)+ tv−piA(y)‖−dA(x)= t−dA(x).
Then additionally under t ≥ dA(x), squaring and expanding gives
‖piA(y)− x‖2+2t 〈v,piA(y)− x〉+ t2 ≥ (t−dA(x))2.
Rearranging this gives
〈v,piA(y)− x〉 ≥ −‖piA(y)− x‖
2
2t
−dA(x)
(
1− dA(x)
2t
)
.
Hence under the condition τy > dA(x), applying v =
y−piA(y)
‖y−piA(y)‖ and sending t→ τy gives
〈y−piA(y),piA(y)− x〉 ≥ −‖piA(y)− x‖
2 dA(y)
2τy
−dA(x)dA(y)
(
1− dA(x)
2τy
)
.
The situation in which the center of the ball lies on the set A, we will rely on a slight modifica-
tion of Theorem 4.8 (8) in Federer [1959].
Lemma 21. Let A⊂Rd be a set, and x,y∈Rd with x,y∈Unp(A), and dA(x)< τy := reach(A,piA(y)).
Then
‖x−piA(y)‖ ≤
√
τy
τy−dA(y)
(
‖x− y‖2−dA(y)
(
dA(y)−2dA(x)+ dA(x)
2
τy
))
.
Proof of Lemma 21. From above claim,
〈y−piA(y),piA(y)− x〉 ≥ −‖piA(y)− x‖
2 dA(y)
2τy
−dA(x)dA(y)
(
1− dA(x)
2τy
)
.
Hence ‖x− y‖2 can be expanded and lower bounded as
‖x− y‖2 = ‖y−piA(y)‖2+‖piA(y)− x‖2+2〈y−piA(y), piA(y)− x〉
≥ dA(y)2+‖piA(y)− x‖2
(
1− dA(y)
τy
)
−2dA(x)dA(y)
(
1− dA(x)
2τy
)
.
By rearranging, we obtain that
‖x−piA(y)‖ ≤
√
τy
τy−dA(y)
(
‖x− y‖2−dA(y)
(
dA(y)−2dA(x)+ dA(x)
2
τy
))
.
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Lemma 22. Let A⊂Rd be a set, and x,u∈Rd with x,u∈Unp(A), and dA(x)< τu := reach(A,piA(u)).
Suppose that ‖x−u‖ ≤ τu−dA(x). Then
‖x−piA(u)‖
≤
√√√√√√ 2τ
(
‖u− x‖2+dA(x)(2τ−dA(x))
)
τ+
√
τ2−
(
‖u− x‖2+dA(x)(2τ−dA(x))
) −dA(x)(2τ−dA(x))
≤min

√√√√√√ τu
(
2‖u− x‖2+dA(x)(2τu−dA(x))
)
τu+
√
τ2u −
(
‖u− x‖2+dA(x)(2τu−dA(x))
) ,
(√‖u− x‖2+dA(x)(2τ−dA(x))+√2−1τ (‖u− x‖2+dA(x)(2τ−dA(x)))
)2
−dA(x)(2τ−dA(x))
) 1
2
 .
Proof of Lemma 22. First, considering Lemma 21 gives
‖x−piA(u)‖ ≤
√
τ
τ−dA(u)
(
‖u− x‖2−dA(u)
(
dA(u)−2dA(x)+ dA(x)
2
τ
))
. (21)
For further bounding (21), let r˜u := ‖u− x‖ and r˜A := 2dA(x)− dA(x)
2
τ for convenience. Now,
consider the function
t ∈ [0,τ) 7→ f (t) := τ(r˜
2
u− t2+ r˜At)
τ− t .
Then its derivative is
f ′(t) =
τ(t2−2τt+ r˜2u + r˜Aτ)
(τ− t)2 .
Hence f ′(t) ≥ 0 if and only if t ≤ τ −
√
τ2− (r˜2u + r˜Aτ), and f attains its maximum at t = τ −√
τ2− (r˜2u + r˜Aτ). Hence, for all t ∈ [0,τ),
f (t)≤ f
(
τ−
√
τ2− (r˜2u + r˜Aτ)
)
=
τ
(
2r˜2u−2τ2+2r˜Aτ+(2τ− r˜A)
√
τ2− (r˜2u + r˜Aτ)
)
√
τ2− (r˜2u + r˜Aτ)
.
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Hence (21) is correspondingly further upper bounded as
‖x−piA(u)‖ ≤
√
τ
τ−dA(u)
(
‖u− x‖2−dA(u)
(
dA(u)−2dA(x)+ dA(x)
2
τ
))
=
√√√√τ (2r˜2u−2τ2+2r˜Aτ+(2τ− r˜A)√τ2− (r˜2u + r˜Aτ))√
τ2− (r˜2u + r˜Aτ)
=
√
τ
(
2τ− r˜A−2
√
τ2− (r˜2u + r˜Aτ)
)
=
√
2τ(r˜2u + r˜Aτ)
τ+
√
τ2− (r˜2u + r˜Aτ)
− r˜Aτ
=
√√√√√√ 2τ
(
‖u− x‖2+dA(x)(2τ−dA(x))
)
τ+
√
τ2−
(
‖u− x‖2+dA(x)(2τ−dA(x))
) −dA(x)(2τ−dA(x)).
And this is again further bounded in twofold. First, we bound as
‖x−piA(u)‖ ≤
√
2τ(r˜2u + r˜Aτ)
τ+
√
τ2− (r˜2u + r˜Aτ)
− r˜Aτ
=
√√√√2τ r˜2u +(τ−√τ2− (r˜2u + r˜Aτ)) r˜Aτ
τ+
√
τ2− (r˜2u + r˜Aτ)
≤
√
τ(2r˜2u + r˜Aτ)
τ+
√
τ2− (r˜2u + r˜Aτ)
=
√√√√√√ τ
(
2‖u− x‖2+dA(x)(2τ−dA(x))
)
τ+
√
τ2−
(
‖u− x‖2+dA(x)(2τ−dA(x))
) .
Second, let r˜ :=
√
‖u− x‖2+dA(x)(2τ−dA(x)), then r˜ ≤ τ and√√√√√√ 2τ
(
‖u− x‖2+dA(x)(2τ−dA(x))
)
τ+
√
τ2−
(
‖u− x‖2+dA(x)(2τ−dA(x))
) =
√
2τ r˜2
τ+
√
τ2− r˜2 =
√
2τ(τ−
√
τ2− r˜2)
=
√
τ
(√
τ+ r˜−√τ− r˜) .
Now, let f (t) := t
(
1+
√
2−1
τ t
)
−√τ (√τ+ t−√τ− t) on t ∈ [0,τ], then f ′(t)=(1+ 2(√2−1)τ t)−√
τ
2
(
1√
τ+t +
1√
τ−t
)
, f ′′(t)= 2(
√
2−1)
τ −
√
τ
4
(
(τ− t)− 32 − (τ+ t)− 32
)
, and f ′′′(t)=−3
√
τ
8
(
(τ−t)− 52 +
21
(τ+t)−
5
2
)
< 0. Hence f ′′(t) is monotonically decreasing on [0,τ), and f ′′(0)> 0, limt→τ f ′′(t)< 0
implies that there exists t2 ∈ (0,τ) such that f ′′(t)≥ 0 if t ≤ t2 and f ′′(t)≤ 0 if t ≥ t2. Then, f ′(t)
is increasing on [0, t2] and is decreasing on [t2,τ). Then f ′(0) = 0 and limt→τ f ′(t)< 0 implies that
there exists t1 ∈ (t2,τ) such that f ′(t)≥ 0 if t ≤ t1 and f ′(t)≤ 0 if t ≥ t1. Since f (0) = f (τ) = 0,
this implies that f (t)≥ 0 for all t ∈ [0,τ]. Hence√√√√√√ 2τ
(
‖u− x‖2+dA(x)(2τ−dA(x))
)
τ+
√
τ2−
(
‖u− x‖2+dA(x)(2τ−dA(x))
) =√τ (√τ+ r˜−√τ− r˜)≤
(
r˜+
√
2−1
τ
r˜2
)
,
and applying this gives
‖x−piA(u)‖
≤
√
2τ(r˜2u + r˜Aτ)
τ+
√
τ2− (r˜2u + r˜Aτ)
− r˜Aτ
≤
√√√√(√‖u− x‖2+dA(x)(2τ−dA(x))+√2−1τ (‖u− x‖2+dA(x)(2τ−dA(x)))
)2
−dA(x)(2τ−dA(x)).
Lemma 23. Let A ⊂ Rd be a set with reach τ > 0. Let xi ∈ Rd , λi ∈ [0,1] with ∑λi = 1, and let
u := ∑λixi. Let x ∈ Rd with ‖x− xi‖<
√
(τ−dA(x))2+(τ−dA(xi))2. Then
‖x−piA(u)‖ ≤min
{√
∑λi
(
‖xi− x‖2+dA(xi)(2τ−dA(xi))
)
,√
2‖x−u‖2+dA(x)(2τ−dA(x))
}
.
Suppose further that∑λi
(
‖xi−u‖2+2τdA(xi)−dA(xi)2
)
≤‖x−u‖2+2τdA(x)−dA(x)2, then
‖x−piA(u)‖
≤
(
∑λi
(
‖xi− x‖2+dA(xi)(2τ−dA(xi))
)
−
(
(τ−dA(x))2+∑λi
(
(τ−dA(xi))2−‖xi− x‖2
)) τ√
∑λi(τ−dA(xi))2−∑λi ‖xi−u‖2
−1
 12 .
Proof of Lemma 23. Let r :=
√
∑λi ‖xi− x‖2, then r <
√
(τ−dA(x))2+∑λi (τ−dA(xi))2. Then
from Claim 18,
22
‖x−u‖=
√
∑λi ‖xi− x‖2−∑λi ‖xi−u‖2
=
√
r2−∑λi ‖xi−u‖2. (22)
Again applying Claim 18 gives that ∑λi ‖xi−u‖2 = ∑λi ‖xi−u‖2, and hence
‖x−u‖2+∑λi ‖xi−u‖2 = r2.
Then r <
√
(τ−dA(x))2+∑λi (τ−dA(xi))2 implies that either ‖x−u‖< τ−dA(x) or ‖xi−u‖<
τ−dA(xi) for some i,and hence dA(u)< τ holds for either case. Hence applying Lemma 19 implies
that
‖u−piA(u)‖ ≤ τ−
√(
τ2−∑λidA(xi)(2τ−dA(xi))−∑λi ‖xi−u‖2
)
+
. (23)
Now, considering Lemma 21 gives
‖x−piA(u)‖ ≤
√
τ
τ−dA(u)
(
‖u− x‖2−dA(u)
(
dA(u)−2dA(x)+ dA(x)
2
τ
))
. (24)
For further bounding (24), let
r˜u := ‖u− x‖ ,
r˜A := 2dA(x)− dA(x)
2
τ
,
r˜yz :=
√
∑λidA(xi)(2τ−dA(xi))+∑λi ‖xi−u‖2,
for convenience. Now, consider the function
t ∈
[
0,τ−
√(
τ2− r˜2yz
)
+
]
7→ f (t) := τ(r˜
2
u− t2+ r˜At)
τ− t .
Then its derivative is
f ′(t) =
τ(t2−2τt+ r˜2u + r˜Aτ)
(τ− t)2 .
Hence if r˜2u + r˜Aτ ≥ τ2 then f ′(t)≥ 0 holds for all t ∈
[
0,τ−
√(
τ2− r˜2yz
)
+
]
, and if r˜2u + r˜Aτ ≤ τ2
then f ′(t) ≥ 0 if and only if t ≤ τ −
√
τ2− (r˜2u + r˜Aτ). Hence if r˜2yz ≤ τ2, r˜2u + r˜Aτ then f attains
its maximum at t = τ−
√
τ2− r˜2yz, and if r˜2u + r˜Aτ ≤ τ2, r˜2yz then f attains its maximum at t = τ−√
τ2− (r˜2u + r˜Aτ). Hence by letting r˜ := min{
√
r˜2u + r˜Aτ, r˜yz}, for all t ∈
[
0,τ−
√(
τ2− r˜2yz
)
+
]
,
f (t)≤ f
(
τ−
√
τ2− r˜2
)
=
τ
(
r˜2u + r˜
2−2τ2+ r˜Aτ+(2τ− r˜A)
√
τ2− r˜2
)
√
τ2− r˜2 .
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Hence with (23), (24) is correspondingly further upper bounded as
‖x−piA(u)‖ ≤
√
τ
τ−dA(u)
(
‖u− x‖2−dA(u)
(
dA(u)−2dA(x)+ dA(x)
2
τ
))
≤
√√√√τ (r˜2u + r˜2−2τ2+ r˜Aτ+(2τ− r˜A)√τ2− r˜2)√
τ2− r˜2
=
√
r˜2u + r˜2− (2τ2− r˜2u− r˜2− r˜Aτ)
(
τ√
τ2− r˜2 −1
)
. (25)
Now, r˜2u + r˜
2 is upper bounded as
r˜2u + r˜
2 ≤ r˜2u + r˜2yz
= ‖u− x‖2+∑λidA(xi)(2τ−dA(xi))+∑λiλ j
∥∥xi− x j∥∥2
=
(
r2−∑λiλ j
∥∥xi− x j∥∥2)+∑λidA(xi)(2τ−dA(xi))+∑λiλ j ∥∥xi− x j∥∥2
= r2+∑λidA(xi)(2τ−dA(xi))
=∑λi
(
‖xi− x‖2+dA(xi)(2τ−dA(xi))
)
.
≤∑λi (τ−dA(xi))2
And hence
r˜2u + r˜
2+ r˜Aτ
≤ r2+∑λidA(xi)(2τ−dA(xi))+dA(x)(2τ−dA(x))
≤ (τ−dA(x))2+∑λi (τ−dA(xi))2+∑λidA(xi)(2τ−dA(xi))+dA(x)(2τ−dA(x))
≤ 2τ2.
applying this to (25) gives the desired upper bound as
‖x−piA(u)‖ ≤
√
r˜2u + r˜2 ≤
√
2r˜2u + r˜Aτ
≤
√
2‖u− x‖2+dA(x)(2τ−dA(x)).
And also,
‖x−piA(u)‖ ≤
√
r˜2u + r˜2
≤
√
r2+∑λidA(xi)(2τ−dA(xi))
=
√
∑λi
(
‖xi− x‖2+dA(xi)(2τ−dA(xi))
)
.
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Now, under further assumption that ∑λi
(
‖u− xi‖2+2τdA(xi)−dA(xi)2
)
≤ ‖u− x‖2+2τdA(x)−
dA(x)2, this is equivalent to r˜2yz ≤ r˜2u + r˜Aτ , so
r˜2u + r˜
2 = r˜2u + r˜
2
yz =∑λi
(
‖xi− x‖2+dA(xi)(2τ−dA(xi))
)
and
2τ2− r˜2u− r˜2− r˜Aτ
= 2τ2− r˜2u− r˜2yz− r˜Aτ
= 2τ2−∑λi
(
‖xi− x‖2+dA(xi)(2τ−dA(xi))
)
−∑dA(x)(2τ−dA(x))
= (τ−dA(x))2+∑λi(τ−dA(xi))2−∑λi ‖xi− x‖2 .
And hence (20) is expanded as
‖x−piA(u)‖
≤
√√√√√r˜2u + r˜2yz− (τ2− r˜2u− r˜2yz)
 τ√
τ2− r˜2yz
−1

=
(
∑λi
(
‖xi− x‖2+dA(xi)(2τ−dA(xi))
)
−
(
(τ−dA(x))2+∑λi
(
(τ−dA(xi))2−‖xi− x‖2
)) τ√
∑λi(τ−dA(xi))2−∑λi ‖xi−u‖2
−1
 12 .
‖x−piA(u)‖
≤
√√√√√r˜2u + r˜2yz− (τ2− r˜2u− r˜2yz)
 τ√
τ2− r˜2yz
−1

=
√√√√r2+∑λidA(xi)(2τ−dA(xi))− (τ2− r˜2u− r˜2) r˜2√
τ2− r˜2
(
τ+
√
τ2− r˜2
)
=
√√√√
r˜2u +
(
τ+ r˜
2
u√
τ2−r˜2
)
r˜2
τ+
√
τ2− r˜2 .
Then f (t) = r˜2u +
(
τ+ r˜
2
u√
τ2−t2
)
t2
τ+
√
τ2−t2 is an increasing function on t ∈ [0,τ), so r˜ ≤ r˜yz implies
25
Now, let f (t) = r˜2u + t
2− (τ2− r˜2u− t2)
(
τ√
τ2−t2 −1
)
for t ∈ [0,τ), then
f (t) =
√√√√r˜2u + t2− (τ2− r˜2u− t2) t2√
τ2− t2
(
τ+
√
τ2− t2
)
=
√√√√
r˜2u +
(
τ+ r˜
2
u√
τ2−t2
)
t2
τ+
√
τ2− t2 .
Then it is apparent that f (t) is an increasing function of t, so f (r˜)≤ f (r˜yz) holds. Hence applying
this gives
‖x−piA(u)‖
≤
√√√√√r˜2u + r˜2yz− (τ2− r˜2u− r˜2yz)
 τ√
τ2− r˜2yz
−1

=
(
∑λi
(
‖xi− x‖2+dA(xi)(2τ−dA(xi))
)
−
(
τ2−∑λi
(
‖xi− x‖2+dA(xi)(2τ−dA(xi))
))
×
 τ√
τ2−∑λidA(xi)(2τ−dA(xi))−∑λiλ j
∥∥xi− x j∥∥2 −1
 12 .
B Proofs for Section 3
Theorem 5. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a set of points. Let
{rx > 0 : x ∈X } be a set of radii indexed by x ∈X . Then, if rx ≤
√
τ2+(τ−dX(x))2 for all
x ∈X , any nonempty intersection of restricted balls ⋂x∈IBX(x,rx) for I ⊂X is contractible.
Proof of Theorem 5. Fix x ∈ I and write Bx := BRd(x,rx). Let y1,y2 ∈ Bx∩X. Let l : [0,1]→ Bx
with l(t) = ty1+(1−t)y2 be the line segment joining y1 and y2, and define the curve γy1,y2 : [0,1]→
X as γ(t) = piX(l(t)). Theorem 4.8 (4) in Federer [1959] implies that γ is continuous.
Now we argue that γy1,y2(t) ∈ Bx for t ∈ [0,1]. For notational convenience, let γ = γy1,y2 here.
Then since y1,y2 ∈ Bx ∩X, dX(y1) = dX(y2) = 0 and ‖x− y1‖ ,‖x− y2‖ < rx, hence applying
Lemma 21 gives,
‖x− γ(t)‖ ≤
√
t ‖x− y1‖2+(1− t)‖x− y2‖2 < rx.
Hence γ(t) = γy1,y2(t) ∈ Bx.
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Now, fix y0 ∈ ⋂
x∈I
Bx ∩X, and define the map F :
(⋂
x∈I
Bx∩X
)
× [0,1] →
(⋂
x∈I
Bx∩X
)
as
F(y, t) = γy0,y(t). Since γy0,y is continuous and, as we have shown above, γy0,y(t) ∈
⋂
x∈I
Bx ∩X
for all t, F is a well-defined, continuous map. As F(y,0) = y and F(y,y0) = y0 for all y∈ ⋂
x∈I
Bx∩A,
the intersection
⋂
x∈I
Bx∩X is contractible.
C Proofs for Section 4
Proof of Theorem 8. For each x ∈ Xr\X, there exists a vector field Wx : Ux → Rd defined on a
neighborhood Ux of x such that for any y ∈Ux,
〈Wx(y),∇(y)〉 ≤ −µ2 ‖∇(y)‖ .
From the open cover {Ux}⊃Xr\X, take a locally finite covering {Uxi}, and take a smooth partition
of unity {ρi} subordinate to {Uxi}. Then we define a vector field W : Xr\X→ Rd as
W =∑ρiWi.
Then note that for any x ∈ Xr\X,
〈W (x),∇(x)〉= 〈∑ρiWi(x),∇(x)〉≤−µ2 ‖∇(x)‖ .
Now, letD⊂ (Xr\X)× [0,∞) be the set of points (x,s) such that an integral curveψx, i.e. ψx(0)= x
and (ψx)′(t) = W (ψx(t)), exists on an interval containing [0,s]. let ψ : D ⊂ (Xr\X)× [0,∞)→
Xr\X be the flow of W on D, i.e. ψ(x,s) = ψx(s). From W being smooth, D is an open set in
(Xr\X)× [0,∞) and ψ is smooth on D from the fundamental theorem on flows.
Now, note that
d
ds
dX(ψ(x,s))≤
〈
∇(ψ(x,s)),
d
ds
ψ(x, t)
〉
= 〈∇(ψ(x,s)),W (ψ(x,s))〉
≤ −µ
2
‖∇(x)‖ ≤ −µ
2
2
.
Hence dX is strictly decreasing along the integral curve ψx.
Let Dx := {s ∈ [0,∞) : (x,s) ∈D}, then Dx is a connected open set in [0,∞), and above implies
that sx := supDx ≤ dX(x)µ2/2 ≤
2τµ
µ2 < ∞, so Dx = [0,sx). And since ‖(ψx)′(s)‖ = ‖W (ψx(s))‖ < ∞,
ψx([0,sx)) is a curve of finite length. Hence there exists a limit ψx(sx) := lims→sx ψx(s), and we
can extend ψx continuously on [0,∞) by ψx(s) = ψx(sx) if s ≥ sx. Using this, we extend ψ on
Xr× [0,∞) as
ψ(x,s) =
{
ψx(s), if x ∈ Xr\X,
x, if x ∈ X.
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Now we show that ψ is continuous on Xr× [0,∞). If (x0,s0) ∈ D, then ψ is smooth on an open
set D, so ψ is continuous at (x0,s0). When x0 ∈ Xr\X and s0 /∈ Dx, let ρx > 0 be small enough
so that B(x0,ρx)×
[
0,sx0− µ
2
8 ε
]
⊂ D and |ψ(x,s)−ψ(x0,s0)| ≤ µ
2ε
8 for all (x,s) ∈ B(x0,ρx)×[
0,sx0− µ
2
8 ε
]
. Then for any x ∈ B(x0,ρx),
dX
(
ψ
(
x,sx0−
µ2
8
ε
))
≤
∣∣∣∣dX(ψ(x,sx0− µ28 ε
))
−dX
(
ψ
(
x0,sx0−
µ2
8
ε
))∣∣∣∣
+
∣∣∣∣dX(ψ(x0,sx0− µ28 ε
))
−dX(ψ(x0,sx0))
∣∣∣∣+dX(ψ(x0,sx0))
≤ µ
2ε
4
,
and hence
∣∣∣sx−(sx0− µ28 ε)∣∣∣≤ ε2 . Hence for ‖x− x0‖< ρx and ‖s− s0‖< µ28 ε ,
‖ψ(x,s)−ψ(x0,s0)‖
≤
∥∥∥∥ψ(x,s)−ψ(x,sx0− µ28 ε
)∥∥∥∥+∥∥∥∥ψ(x,sx0− µ28 ε
)
−ψ
(
x0,sx0−
µ2
8
ε
)∥∥∥∥
+
∥∥∥∥ψ(x0,sx0− µ28 ε
)
−ψ (x0,s0)
∥∥∥∥
≤ ε
2
+
µ2ε
8
+
µ2ε
8
< ε.
Hence ψ is continuous at (x0,s0). When x0 ∈ X, let x ∈ B(x0, µ
2
4 ε). Then dX(x)<
µ2
4 ε , so sx <
ε
2 .
Then for any x ∈ B(x0, µ
2
4 ε) and for any s≥ 0,
‖ψ(x,s)−ψ(x0,s)‖= ‖ψ(x,s)−ψ(x,0)‖+‖x− x0‖
<
ε
2
+
µ2ε
4
≤ ε.
Hence ψ is continuous at (x0,s0).
Now, we define the deformation retract H : Xr× [0,1]→ Xr as H(x, t) = ψ
(
x, 2µ2 t
)
. Then,
H(x,0) = x for all x ∈ Xr and H(x, t) = x for all x ∈ X. Also, since sx ≤ 2µ2 for all x, H(x,1) =
ψ
(
x, 2µ2
)
∈ X for all x ∈ Xr. Also, H is continuous since ψ is continuous. Hence H gives the
deformation retract from Xr to X.
Proof of Lemma 9. For x ∈ X{, let τx := reach(X,piX(x)), and let the function ψ : X{→ (Xr){ be
ψ(x) = x+
(r−‖x−piX(x)‖)+
‖x−piX(x)‖ (x−piX(x)).
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Then, note that ψ is continuous on X{. Also,
‖ψ(x)−piX(x)‖=
(
1+
(r−‖x−piX(x)‖)+
‖x−piX(x)‖
)
‖x−piX(x)‖
= max{r,‖x−piX(x)‖} ≥ r,
so ψ(x) /∈ Xr, i.e. ψ(x) ∈ (Xr){. And if x ∈ (Xr){, then ‖x−piX(x)‖ ≥ r, so ψ(x) = x on (Xr){.
Now, we define the deformation retract H : X{× [0,1]→ X{ as H(x, t) = (1− t)x+ tψ(x).
Then, H(x,0) = x for all x ∈ X{, H(x, t) = x for all x ∈ (Xr){, and H(x,1) ∈ (Xr){ for all x ∈ Xr.
Also, H is continuous since ψ is continuous. Hence H gives the deformation retract from X{ to
(Xr){.
Proof of Corollary 10. Since X has a positive µ-reach τµ and r ≤ τµ , Theorem 8 implies that X
and Xr are homotopy equivalent. Then, by Theorem 4.1 in Chazal et al. [2007],
reach((Xr){)≥ µr.
Then, from Lemma 9 and s≤ µr, Xr = ((Xr){){ and Xr,s = (((Xr){)s){ are homotopy equivalent.
And hence, X and Xr,s are homotopy equivalent as well. Also, by Theorem 4.1 in Chazal et al.
[2007],
reach((((Xr){)s){)≥ s.
D Proofs for Section 5
Lemma 24. Let X be a paracompact space, and let U = {Ui}i∈I , U ′ = {U ′i }i∈I′ , be good covers
of X, with I ⊂ I′ and Ui ⊂U ′i for all i ∈ I. LetS be a simplicial complex satisfyingN U ⊂S ⊂
N U ′. Suppose there exists ρ :S →N U such that ıN U→S ◦ρ : S→ S is homotopy equivalent
to idS :S →S . Then X andS are homotopy equivalent.
Proof of Lemma 24. Let φ : X →N U and ψ :N U ′→ X be the maps giving homotopy equiv-
alence of the Nerve Theorem. Then from Lemma 3.3 in Chazal and Oudot [2008], the following
diagram commutes at homotopy level:
X
φ||
N U ıN U→N U ′
//N U ′
ψ ′
bb . (26)
To show homotopic equivalence, we define mapsΦ : X→S andΨ :S →X byΦ= ıN U→S ◦
φ and Ψ= ψ ′ ◦ ıS→N U ′ . Then, we need to show that Ψ◦Φ' idX and Φ◦Ψ' idS on homotopy
level.
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For Ψ◦Φ' idX , consider the diagram below:
X
φ{{
N U
ıN U→S ##
ıN U→N U ′
//N U ′
ψ ′
cc
S
ıS→N U ′
;;
.
Then from (26), ψ ′ ◦ ıN U→N U ′ ◦φ ' idX holds, and hence
Ψ◦Φ= ψ ′ ◦ ıS→N U ′ ◦ ıN U→S ◦φ
= ψ ′ ◦ ıN U→N U ′ ◦φ
' idX .
And hence Ψ◦Φ' idX on homotopy level.
For Φ◦Ψ' idS , consider the diagram below:
X
φ{{
N U
ıN U→S ##
ıN U→N U ′
//N U ′
ψ ′
cc
S
ρ
cc
ıS→N U ′
;;
.
Then ıN U→S ◦ρ ' idS from the condition, and from (26), φ ◦ψ ′ ◦ ıN U→N U ′ ' idN U holds,
and hence
Φ◦Ψ= ıN U→S ◦φ ◦ψ ′ ◦ ıS→N U ′
' ıN U→S ◦φ ◦ψ ′ ◦ ıS→N U ′ ◦ ıN U→S ◦ρ
= ıN U→S ◦φ ◦ψ ′ ◦ ıN U→N U ′ ◦ρ
' ıN U→S ◦ρ
' idS .
And hence Φ◦Ψ' idS on homotopy level.
Lemma 11. LetX ⊂ Rd be a set of points. Let {rx > 0 : x ∈X } be a set of radii indexed by
x ∈X . Then,
CˇechRd(X ,r)⊂ Rips(X ,r)⊂ CˇechRd
(
X ,
√
2d
d+1
r
)
.
30
Proof of Lemma 11. The first inclusion CˇechRd(X ,r)⊂ Rips(X ,r) is trivial.
For the second inclusion, the equivalent statement is as follows: ifX = {x0, . . . ,xk}⊂Rd satis-
fies that
∥∥xi− x j∥∥< ri+r j for all 0≤ i, j≤ k, then the intersection of the balls⋂ki=0BRd (xi,√ 2dd+1rxi)
is nonempty.
We first prove this for the case k ≤ d. Consider a function f : Rd → R defined as
f (y) = max
0≤i≤k
‖xi− y‖
rxi
.
This is continuous, and f (y)→ ∞ as y→ ∞, so f has a global minimum f (y0). Then y0 ∈ C (X ),
since otherwise
∥∥xi−piC (X )(y0)∥∥< ‖xi− y0‖ for each xi ∈X , contradicting the minimality of y0.
Let xˆi := xi− y0 be the translated xi’s. We can find a convex combination (a0/rx0)xˆ0 + · · ·+
(ak/rxk)xˆk = 0 for some j≤ k, after relabeling so that a0 > 0 is the largest among a0, . . . ,ak and all
ai’s are nonnegative. Then −xˆ0 = ∑ki=1
ai/rxi
a0/rx0
xˆi, and so
−r2x0 f (y0)2 =−‖xˆ0‖2 =
k
∑
i=1
ai/rxi
a0/rx0
〈xˆ0, xˆi〉 .
Then at least one i should satisfy (ai/a0)〈xˆ0, xˆi〉 ≤− rx0rxi f (y0)
2
k ,which can be weakened to 〈xˆ0, xˆi〉 ≤
− rx0rxi f (y0)
2
d . Putting these together gives
f (y0)2(r2x0 +
2
d
rx0rxi + r
2
xi)≤ ‖xˆ0‖2−2〈xˆ0, xˆi〉+‖xˆi‖2
= ‖xˆ0− xˆi‖2 = (rx0 + rxi)2.
Then from AM-GM inequality,
r2x0 +
2
d
rx0rxi + r
2
xi =
d−1
2d
(r2x0 + r
2
xi)+
(
d+1
2d
(r2x0 + r
2
xi)+
2
d
rx0rxi
)
≥ d−1
d
rx0rxi +
(
d+1
2d
(r2x0 + r
2
xi)+
2
d
rx0rxi
)
=
d+1
2d
(rx0 + rxi)
2.
Hence combining these gives
f (y0)2
d+1
2d
(rx0 + rxi)
2 ≤ f (y0)2(r2x0 +
2
d
rx0rxi + r
2
xi)≤ (rx0 + rxi)2,
and hence
f (y0)≤
√
2d
d+1
.
Therefore y0 ∈⋂ki=0BRd (xi,√ 2dd+1rxi), i.e. ⋂ki=0BRd (xi,√ 2dd+1rxi) is nonempty.
For the case k > d, the result follows by the Helly’s theorem.
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Lemma 12. Let X⊂ Rd be a subset with reach τ > 0 and letX ⊂ Rd be a set of points. Let
{rx > 0 : x ∈X } be a set of radii indexed by x ∈X . Then,
CˇechX(X ,r)⊂ CˇechRd(X ,r)⊂ CˇechX(X ,r′),
where r′ = {r′x > 0 : x ∈X } with r′x =
√
2r2x +dX(x)(2τ−dX(x)).
Proof of Lemma 12. For CˇechX(X ,r)⊂ CˇechRd(X ,r), this is implied fromBX(x,rx)⊂BRd(x,rx).
For CˇechRd(X ,r)⊂ CˇechX(X ,r′), let [x1, . . . ,xk]∈ CˇechRd(X ,r), then there exists λ1, . . . ,λk ∈
[0,1] with ∑λi = 1 such that
u :=∑λixi ∈
k⋂
i=1
BRd(xi,rxi).
Then from Lemma 21,
‖xi−piX(u)‖ ≤
√
2‖u− xi‖2+dX(xi)(2τ−dX(xi))
<
√
2r2xi +dX(xi)(2τ−dX(xi)).
And hence
piX(u) ∈
k⋂
j=1
BX
(
x j,
√
2r2x j +dX(xi)(2τ−dX(xi))
)
.
Therefore, [x1, . . . ,xk] ∈ CˇechX(X ,r′) as well, and hence CˇechRd(X ,r)⊂ CˇechX(X ,r′) holds.
Claim 25. Let X ⊂ Rd be a subset with reach τ > 0 and let X ⊂ Rd be a set of points. Let
{rx > 0 : x ∈X } be a set of radii indexed by x ∈X . For each σ ⊂X , let rσ := Rad(σ) and
εσ := max{dX(x) : x ∈X }. Suppose X ⊂
⋃
x∈X BX(x,ε). Then for each σ ⊂X , there exists
bσ ∈X and yσ ∈X such that
1. If rσ < τ− εσ , then
‖xi− yσ‖<
√
2τ (r2σ + εσ (2τ− εσ ))
τ+
√
τ2− (r2σ + εσ (2τ− εσ ))
− εσ (2τ− εσ )+ ε
≤
√√√√(√r2σ + εσ (2τ− εσ )+√2−1τ (r2σ + εσ (2τ− εσ ))
)2
− εσ (2τ− εσ )+ ε.
2. If rσ < τ− εσ and suppose ς ⊂ σ , then
∥∥yς − yσ∥∥<
√
2τ (r2σ + εσ (2τ− εσ ))
τ+
√
τ2− (r2σ + εσ (2τ− εσ ))
+2ε
≤
√
r2σ + εσ (2τ− εσ )+
√
2−1
τ
(
r2σ + εσ (2τ− εσ )
)
+ ε.
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3. If rσ < τ−εσ and suppose ε+
√
r2σ + εσ (2τ− εσ )− 14
(
rmin− r
2
σ
τ−εσ+
√
(τ−εσ )2−r2σ
− εσ − ε
)2
≤
rmin, then σ ∈ CˇechRd(X ,r) implies that [x1 · · ·x jy[x1···x j]y[x1···x j+1] · · ·y[x1···xk]]∈ CˇechRd(X ,r).
4. If rσ < τ−εσ and suppose ε ≤ rmin− 12
√√√√ 2τ( d2(d+1) r2max+εσ (2τ−εσ ))
τ+
√
τ2−
(
d
2(d+1) r
2
max+εσ (2τ−εσ )
) , then σ ∈Rips(X ,r)
implies that [x1 · · ·x jy[x1···x j]y[x1···x j+1] · · ·y[x1···xk]] ∈ Rips(X ,r).
5. If rσ < τ− εσ and suppose ε ≤ 12
(√
2(d+1)
d rσ −
√
τ(2r2σ+εσ (2τ−εσ ))
τ+
√
τ2−(r2σ+εσ (2τ−εσ ))
+ εσ (2τ− εσ )
)
,
then rσ =Rad(σ) implies that [x1y[x1x2] · · ·y[x1···xk]]∈Rips
(
X ,
√
(d+1)
2d rσ
)
, i.e., ‖x1− yσ‖<√
2(d+1)
d rσ and
∥∥yς − yσ∥∥<√2(d+1)d rσ if ς ⊂ σ .
Proof. We choose bσ ∈Rd be the center of the smallest enclosing ball of σ , so that maxi ‖bσ − xi‖=
rσ . And by covering condition, we can choose yσ ∈X be satisfying ‖yσ −piX(bσ )‖< ε .
1.
Note that ‖xi−bσ‖ ≤ τ− εσ ≤ τ−dA(xi), so applying Lemma 22 gives
‖xi−piX(bσ )‖
≤
√√√√√√ 2τ
(
‖xi−bσ‖2+dA(xi)(2τ−dA(xi))
)
τ+
√
τ2−
(
‖xi−bσ‖2+dA(xi)(2τ−dA(xi))
) −dA(xi)(2τ−dA(xi))
≤
√
τ (2r2σ + εσ (2τ− εσ ))
τ+
√
τ2− (r2σ + εσ (2τ− εσ ))
− εσ (2τ− εσ ).
≤
√√√√(√r2σ + εσ (2τ− εσ )+√2−1τ (r2σ + εσ (2τ− εσ ))
)2
− εσ (2τ− εσ )
And hence
‖xi− yσ‖ ≤ ‖xi−piX(bσ )‖+‖piX(bσ )− yσ‖
<
√
2τ (r2σ + εσ (2τ− εσ ))
τ+
√
τ2− (r2σ + εσ (2τ− εσ ))
− εσ (2τ− εσ )+ ε
≤
√√√√(√r2σ + εσ (2τ− εσ )+√2−1τ (r2σ + εσ (2τ− εσ ))
)2
− εσ (2τ− εσ )+ ε.
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2.
Without loss of generality assume that ς = [x1 · · ·x j] and σ = [x1 · · ·xk] with j ≤ k. Then
above argument implies that ‖xi−piX(bσ )‖ ≤
√
2τ(r2σ+εσ (2τ−εσ ))
τ+
√
τ2−(r2σ+εσ (2τ−εσ ))
− εσ (2τ− εσ ) for each i=
1, . . . , j. Also,
‖piX(bσ )− xi‖<
√
2τ ((τ− εσ )2+ εσ (2τ− εσ ))
τ+
√
τ2− ((τ− εσ )2+ εσ (2τ− εσ ))
− εσ (2τ− εσ )
=
√
τ2+(τ− εσ )2 ≤
√
(τ−dX(piX(bσ )))2+(τ−dX(xi))2.
Hence Lemma 23 is applicable and gives
∥∥piX(bσ )−piX(bς )∥∥≤√∑λi(‖xi−piX(bσ )‖2+dX(xi)(2τ−dX(xi)))
≤
√
∑λi
(
‖xi−piX(bσ )‖2+ εσ (2τ− εσ )
)
<
√
2τ (r2σ + εσ (2τ− εσ ))
τ+
√
τ2− (r2σ + εσ (2τ− εσ ))
≤
√
r2σ + εσ (2τ− εσ )+
√
2−1
τ
(
r2σ + εσ (2τ− εσ )
)
.
And hence ∥∥yς − yσ∥∥≤ ∥∥yς −piX(bς )∥∥+∥∥piX(bς )−piX(bσ )∥∥+‖piX(bσ )− yσ‖
<
√
2τ (r2σ + εσ (2τ− εσ ))
τ+
√
τ2− (r2σ + εσ (2τ− εσ ))
+2ε
≤
√
r2σ + εσ (2τ− εσ )+
√
2−1
τ
(
r2σ + εσ (2τ− εσ )
)
+2ε.
3.
We need to find b˜ ∈ Rd and check that ∥∥xi− b˜∥∥ < rxi and ∥∥yς − b˜∥∥ < ryς . First, note that for
any ς ⊂ σ , ∥∥bς −piX(bς )∥∥ is bounded as
∥∥bς −piX(bς )∥∥≤ τ−√((τ− εσ )2− r2σ )+ = r2στ− εσ +√(τ− εσ )2− r2σ + εσ .
Now, let t0 := 12
(
rmin− r
2
σ
τ−εσ+
√
(τ−εσ )2−r2σ
− εσ − ε
)
. We divide into two cases. First, if all ς
with {x1, . . . ,x j} ⊂ ς ⊂ σ = {x1, . . . ,xk} satisfy that
∥∥bς −bσ∥∥≤ t0, then we can set b˜ := bσ . For
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this case,
∥∥xi− b˜∥∥< rxi and∥∥yς − b˜∥∥
≤ ∥∥yς −piX(bς )∥∥+∥∥piX(bς )−bς∥∥+∥∥bς −bσ∥∥
< δ +
(
r2σ
τ− εσ +
√
(τ− εσ )2− r2σ
+ εσ
)
+
1
2
(
rmin− r
2
σ
τ− εσ +
√
(τ− εσ )2− r2σ
− εσ −δ
)
≤ rmin ≤ ryς .
For the other case, let kˆ :=max
{
j :
∥∥∥b[x1···x j]−bσ∥∥∥> t0} be the largest integer that ∥∥∥b[x1···x j]−bσ∥∥∥>
t0 , and let σˆ := [x1 · · ·xkˆ]. Let b˜ := t0‖bσ−bσˆ‖bσˆ +
(
1− t0‖bσ−bσˆ‖
)
bσ , so that
∥∥b˜−bσ∥∥ = t0. Then
for all ς with σˆ ( ς ⊂ σ , ∥∥b˜−bς∥∥≤ ∥∥b˜−bσ∥∥+∥∥bσ −bς∥∥≤ 2t0 and∥∥yς − b˜∥∥
≤ ∥∥yς −piX(bς )∥∥+∥∥piX(bς )−bς∥∥+∥∥bς −bσ∥∥
< δ +
(
r2σ
τ− εσ +
√
(τ− εσ )2− r2σ
+ εσ
)
+
(
rmin− r
2
σ
τ− εσ +
√
(τ− εσ )2− r2σ
− εσ −δ
)
= rmin < ryς .
Now, note that rσˆ ≤
√
r2σ −‖bσ −bσˆ‖2, so xi ∈ BRd(bσ ,rσ )∩BRd(bσˆ ,rσˆ ) ⊂ BRd(b˜,
√
r2σ − t20)
holds. Hence for all x1, . . . ,x j, ∥∥b˜− xi∥∥<√r2σ − t20 < rσ .
Then Lemma 23 is applicable and gives
∥∥piX(bς )− b˜∥∥≤√∑λi(∥∥xi− b˜∥∥2+dX(xi)(2τ−dX(xi)))
≤
√
r2σ − t20 + εσ (2τ− εσ ).
Then,∥∥yς − b˜∥∥≤ ∥∥yς −piX(bς )∥∥+∥∥piX(bς )− b˜∥∥
< ε+
√
r2σ − t20 + εσ (2τ− εσ )
= ε+
√√√√r2σ + εσ (2τ− εσ )− 14
(
rmin− r
2
σ
τ− εσ +
√
(τ− εσ )2− r2σ
− εσ − ε
)2
≤ rmin ≤ rσ .
4.
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We need to check that ‖xi− yσ‖< rxi + ryσ and
∥∥yς − yσ∥∥< ryς + ryσ .
For ‖xi− yσ‖< rxi + ryσ , note that (1) and the condition on ε gives
‖x1− yσ‖<
√
τ (2r2σ + εσ (2τ− εσ ))
τ+
√
τ2− (r2σ + εσ (2τ− εσ ))
− εσ (2τ− εσ )+ ε
≤ 2rmin ≤ rxi + ry0 .
For
∥∥yς − yσ∥∥< ryς + ryσ , note that (2) and the condition on ε gives
∥∥yς − yσ∥∥<
√
2τ (r2σ + εσ (2τ− εσ ))
τ+
√
τ2− (r2σ + εσ (2τ− εσ ))
+2ε
≤ 2rmin ≤ ryς + ry0.
5.
We will show that [x1y[x1x2] · · ·y[x1···xk]] ∈ Rips
(
X ,
√
2(d+1)
d rσ
)
, i.e. we will show that if
ς ⊂ σ , then
‖x1− yσ‖<
√
r2σ + εσ (2τ− εσ )+
√
2−1
τ
(
r2σ + εσ (2τ− εσ )
)
+2ε,∥∥yς − yσ∥∥<√r2σ + εσ (2τ− εσ )+√2−1τ (r2σ + εσ (2τ− εσ ))+2ε.
For ‖x1− yσ‖<
√
2(d+1)
d rσ , note that (1) and the condition on ε gives
‖x1− yσ‖<
√√√√(√r2σ + εσ (2τ− εσ )+√2−1τ (r2σ + εσ (2τ− εσ ))
)2
− εσ (2τ− εσ )+ ε
<
√
r2σ + εσ (2τ− εσ )+
√
2−1
τ
(
r2σ + εσ (2τ− εσ )
)
+2ε.
For
∥∥yς − yσ∥∥<√2(d+1)d rσ , note that (2) and the condition on ε gives∥∥yς − yσ∥∥<√r2σ + εσ (2τ− εσ )+√2−1τ (r2σ + εσ (2τ− εσ ))+2ε.
Proof of Theorem 13. For a simplex σ = [x1, . . . ,xk] ∈ CˇechRd(X ,r), let rσ := Rad(σ) and εσ :=
min{dX(xi) : xi ∈ σ}. Then as long as rσ < τ− εσ , Claim 25 (3) asserts that [x1, . . . ,xky[x1···xk]] ∈
CˇechRd(X ,r) holds. Now, define the homotopy map F1 : [x1, . . . ,xk]× [0,1]→ [x1, . . . ,xky[x1···xk]]
as
F1(∑λixi, t) =∑(λi−minλi)xi+ k minλi(tyσ +(1− t)1k∑xi).
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Then F1 gives homotopy between ıσ→σ∗yσ and f1 : σ → σ ∗ yσ defined as f1(∑λixi) = ∑(λi−
minλi)xi+(k minλi)yσ , giving homotopic equivalence between [x1, . . . ,xk] and∑[x1 · · · xˆi · · ·xky[x1···xk]]
in CˇechRd(X ,r). And again, Claim 25 (3) asserts that [x1 · · ·xk−1y[x1···xk]] ∈ CˇechRd(X ,r) holds.
Now, define the homotopy map F2 : [x1 · · ·xk−1y[x1···xk]]× [0,1]→ [x1 · · ·xk−1y[x1···xk−1]y[x1···xk]] as
F2(∑λixi+λky[x1,··· ,xk], t)= λky[x1,··· ,xk]+∑(λi−minλi)xi+(k−1)minλi(ty[x1···xk−1]+(1−t)
1
k−1∑xi).
Then F2 gives homotopy between ı[x1···xk−1y[x1···xk ]]→[x1···xk−1y[x1···xk−1]y[x1···xk ]] and f2 : [x1 · · ·xk−1y[x1···xk]]→
[x1 · · ·xk−1y[x1···xk−1]y[x1···xk]] defined as
f2(∑λixi+λky[x1,··· ,xk]) = λky[x1,··· ,xk]+∑(λi−minλi)xi+(k−1)minλiy[x1···xk−1],
giving the homotopic equivalence between [x1 · · ·xk−1y[x1···xk]] and∑[x1 · · · xˆi · · ·xk−1y[x1···xk−1]y[x1···xk]]
in CˇechRd(X ,r). By repeating this and concatnating the homotopy maps, we have the homo-
topy map Fσ : σ × [0,1]→ CˇechRd(X ,r) giving homotopy between ıσ→CˇechRd (X ,r) and fσ : σ →
CˇechRd(X ,r) with fσ (σ) = ∑[xτ(1)y[xτ(1)xτ(2)] . . .y[x1···xk]], i.e. Fσ is giving homotopic equiva-
lence between [x1, . . . ,xk] and ∑[xτ(1)y[xτ(1)xτ(2)] . . .y[x1···xk]] in CˇechRd(X ,r). Now, note that for
σ ,τ ∈ CˇechRd(X ,r), Fσ and Fτ coincides on σ ∩ τ × [0,1], hence by induction, the homotopy
map can be extended to F on the enitre Rips complex CˇechRd(X ,r) giving homotopy between
idCˇechRd (X ,r)
and f .
Now, note that f (σ) =∑[xτ(1)y[xτ(1)xτ(2)] . . .y[x1···xk]] consists of simplices with diameters at most√
2τ(r2σ+εσ (2τ−εσ ))
τ+
√
τ2−(r2σ+εσ (2τ−εσ ))
+2ε , hence applying Lemma 11 gives that
Rad([xτ(1)y[xτ(1)xτ(2)] . . .y[x1···xk]])≤
√
d
2(d+1)
(√
2τ (r2σ + ε(2τ− ε))
τ+
√
τ2− (r2σ + ε(2τ− ε))
+2ε
)
.
Hence by repeating this sufficiently many times (say N), we can guarantee that f (N)(CˇechRd(X ,r))
consists of simplices with their radii (i.e. Rad(σ)) at most r˜σ , where r˜σ is the solution of f (t) =√
d
2(d+1)
(√
2τ(t2+ε(2τ−ε))
τ+
√
τ2−(t2+ε(2τ−ε))
+2ε
)
− t = 0. Then f
(√
r2min−ε(2τ−ε)
2
)
≥ 0 implies that r˜σ ≤
√
r2min−ε(2τ−ε)
2 . Hence ε satisfying ε ≤ 12
√2(d+1)
d
√
r2min−ε(2τ−ε)
2 −
√
2τ(r2min+ε(2τ−ε))
2τ+
√
4τ2−2(r2min+ε(2τ−ε))

implies that f (N)(CˇechRd(X ,r))⊂ CˇechRd
(
X ,
√
r2min−ε(2τ−ε)
2
)
. And Lemma 12 implies that
f (N)(CˇechRd(X ,r))⊂ CˇechRd
X ,
√
r2min− ε(2τ− ε)
2
⊂ CˇechX(X ,rmin)⊂ CˇechX(X ,r),
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i.e. f (N) : CˇechRd(X ,r)→ CˇechX(X ,r). Then by construction, ıCˇechX(X ,r)→CˇechRd (X ,r) ◦ f
(N)
is homotopy equivalent to idCˇechRd (X ,r)
. Hence by applying Lemma 24, X and CˇechRd(X ,r) are
homotopy equivalent.
Proof of Theorem 14. For a simplex σ = [x1, . . . ,xk] ∈ Rips(X ,r), let ρσ := 12 max{‖xi− x j‖}
and εσ := min{dX(xi) : xi ∈ σ}. From Lemma 11, we can find bσ ∈ conv(x1, . . . ,xk) such that
‖bσ − x j‖<
√
2d
d+1ρσ =: rσ for all x j ∈ σ . Then as long as rσ < τ− εσ , Claim 25 (4) asserts that
[x1, . . . ,xky[x1···xk]] ∈ Rips(X ,r) holds. Now, define the homotopy map F1 : [x1, . . . ,xk]× [0,1]→
[x1, . . . ,xky[x1···xk]] as
F1(∑λixi, t) =∑(λi−minλi)xi+ k minλi(tyσ +(1− t)1k∑xi).
Then F1 gives homotopy between ıσ→σ∗yσ and f1 : σ → σ ∗ yσ defined as f1(∑λixi) = ∑(λi−
minλi)xi+(k minλi)yσ , giving homotopic equivalence between [x1, . . . ,xk] and∑[x1 · · · xˆi · · ·xky[x1···xk]]
in Rips(X ,r). And again, Claim 25 (4) asserts that [x1 · · ·xk−1y[x1···xk]] ∈ Rips(X ,r) holds. Now,
define the homotopy map F2 : [x1 · · ·xk−1y[x1···xk]]× [0,1]→ [x1 · · ·xk−1y[x1···xk−1]y[x1···xk]] as
F2(∑λixi+λky[x1,··· ,xk], t)= λky[x1,··· ,xk]+∑(λi−minλi)xi+(k−1)minλi(ty[x1···xk−1]+(1−t)
1
k−1∑xi).
Then F2 gives homotopy between ı[x1···xk−1y[x1···xk ]]→[x1···xk−1y[x1···xk−1]y[x1···xk ]] and f2 : [x1 · · ·xk−1y[x1···xk]]→
[x1 · · ·xk−1y[x1···xk−1]y[x1···xk]] defined as
f2(∑λixi+λky[x1,··· ,xk]) = λky[x1,··· ,xk]+∑(λi−minλi)xi+(k−1)minλiy[x1···xk−1],
giving the homotopic equivalence between [x1 · · ·xk−1y[x1···xk]] and∑[x1 · · · xˆi · · ·xk−1y[x1···xk−1]y[x1···xk]]
in Rips(X ,r). By repeating this and concatnating the homotopy maps, we have the homotopy map
Fσ :σ× [0,1]→Rips(X ,r) giving homotopy between ıσ→Rips(X ,r) and fσ :σ→Rips(X ,r)with
fσ (σ) = ∑[xτ(1)y[xτ(1)xτ(2)] . . .y[x1···xk]], i.e. Fσ is giving homotopic equivalence between [x1, . . . ,xk]
and ∑[xτ(1)y[xτ(1)xτ(2)] . . .y[x1···xk]] in Rips(X ,r). Now, note that for σ ,τ ∈ Rips(X ,r), Fσ and Fτ
coincides on σ ∩ τ × [0,1], hence by induction, the homotopy map can be extended to F on the
enitre Rips complex Rips(X ,r) giving homotopy between idRips(X ,r) and f .
Now, note that f (σ) =∑[xτ(1)y[xτ(1)xτ(2)] . . .y[x1···xk]] consists of simplices with diameters at most√
2τ(r2σ+εσ (2τ−εσ ))
τ+
√
τ2−(r2σ+εσ (2τ−εσ ))
+2ε , hence applying Lemma 11 gives that
Rad([xτ(1)y[xτ(1)xτ(2)] . . .y[x1···xk]])≤
√
d
2(d+1)
(√
2τ (r2σ + ε(2τ− ε))
τ+
√
τ2− (r2σ + ε(2τ− ε))
+2ε
)
.
Hence by repeating this sufficiently many times (say N), we can guarantee that f (N)(Rips(X ,r))
consists of simplices with their radii (i.e. Rad(σ)) at most r˜σ , where r˜σ is the solution of f (t) =
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√
d
2(d+1)
(√
2τ(t2+ε(2τ−ε))
τ+
√
τ2−(t2+ε(2τ−ε))
+2ε
)
− t = 0. Then f
(√
r2min−ε(2τ−ε)
2
)
≥ 0 implies that r˜σ ≤
√
r2min−ε(2τ−ε)
2 . Hence ε satisfying ε ≤ 12
√2(d+1)
d
√
r2min−ε(2τ−ε)
2 −
√
2τ(r2min+ε(2τ−ε))
2τ+
√
4τ2−2(r2min+ε(2τ−ε))

implies that f (N)(Rips(X ,r))⊂ CˇechRd
(
X ,
√
r2min−ε(2τ−ε)
2
)
. And Lemma 12 implies that
f (N)(Rips(X ,r))⊂ CˇechRd
X ,
√
r2min− ε(2τ− ε)
2
⊂ CˇechX(X ,rmin)⊂ CˇechX(X ,r),
i.e. f (N) : Rips(X ,r)→ CˇechX(X ,r). Then by construction, ıCˇechX(X ,r)→Rips(X ,r) ◦ f (N) is ho-
motopy equivalent to idRips(X ,r). Hence by applying Lemma 24, X and Rips(X ,r) are homotopy
equivalent.
Proof of Corollary 16. Consider the double offset Y := (((X
rmax+ε
µ ){)rmax+ε){. Since X has a posi-
tive µ-reach τµ , Corollary 10 implies that τY := reach(Y)≥ rmax+ ε .
Then rx ≤ τY− ε holds, so Theorem 13 applies under the appropriate condition of δ .
Also, rx ≤
√
d+1
2d (τY− ε) as well, so Theorem 14 applies under the appropriate condition of
δ .
Proof of Lemma 17. To prove the covering lemma 17, we first show the following upper bound on
the covering number holds.
Claim 26. Suppose the distribution P satisfies the (a,b)-condition in (16). Then for all ε < ε0, the
covering numberN (X,‖·‖ ,2ε) is bounded as
N (X,‖·‖ ,2ε)≤ 1
a
ε−b.
Proof. Let x1, . . . ,xM be a maximal 2ε-packing of X, with M =M (X,‖·‖ ,2ε). ThenB(xi,ε) and
B(x j,ε) do not intersect for any i, j, and hence
M
∑
i=1
P(B(xi,ε))≤ P(Rd) = 1. (27)
Then for all ε < ε0, the (a,b)-condition implies
P(B(xi,ε))≥ aεb,
hence applying this to (27) gives that
M (X,‖·‖ ,2ε)≤ 1
a
ε−b.
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Then from the relationship between covering number and packing number,
N (X,‖·‖ ,2ε)≤M (X,‖·‖ ,2ε)≤ 1
a
ε−b.
Now, to prove Lemma 17, set ε := 14 mini rn,i. Under the (a,b)-condition, the previous claim 26
implies that there exists x1, . . . ,xN with N ≤ a−1ε−b satisfying
X⊂
N⋃
j=1
BRd(x j,2ε).
Let E be the event that all BRd(x j,2ε) have intersections with {X1, . . . ,Xn}, that is, for each 1 ≤
j ≤ N, there exists 1≤ i≤ n with Xi ∈ BRd(x j,2ε). Then note that 4ε = mini rn,i ≤ rn,i, and hence
we have the following relations between balls:
BRd(x j,2ε)⊂ BRd(Xi,4ε)⊂ BRd(Xi,rn,i).
Therefore, under the event E, we have
X⊂
N⋃
j=1
BRd(x j,2ε)⊂
n⋃
i=1
BRd(Xi,rn,i),
which implies
P
(
X⊂
n⋃
i=1
BRd(Xi,rn,i)
)
≥ P(E). (28)
Now, P(E) can be lower bounded as
P(E) = P
(
N⋂
j=1
n⋃
j=1
{Xi ∈ BRd(x j,2ε)}
)
= 1−P
(
N⋃
j=1
n⋂
i=1
{Xi /∈ BRd(x j,2ε)}
)
≥ 1−
N
∑
j=1
P
(
n⋂
i=1
{Xi /∈ BRd(x j,2ε)}
)
= 1−
N
∑
j=1
n
∏
i=1
(1−P(BRd(x j,2ε))
≥ 1−
N
∑
j=1
exp
(
−
n
∑
i=1
P(BRd(x j,2ε))
)
,
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where the last line is from that 1− t ≤ exp(−t) for all t ∈ R. Now, from the covering number
bound N ≤ a−1ε−b with the condition, 2ε = 12 mini rn,i ≥
(
logn
an
)1/b
, we can further lower bound
P(E) as following:
P(E)≥ 1−N exp
(
−an(2ε)b
)
≥ 1−a−1ε−b exp
(
−an(2ε)b
)
1− n
2b logn
exp(− logn)
= 1− 1
2b logn
,
which implies
P
(
X⊂
n⋃
i=1
BRd(Xi,rn,i)
)
≥ 1− 1
2b logn
,
as desired.
41
