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The structure of cubature formulae of degree 2n y 1 is studied from a polyno-
mial ideal point of view. The main result states that if I is a polynomial ideal
Ž .generated by a proper set of 2n y 1 -orthogonal polynomials and if the cardinality
Ž .of the variety V I is equal to the codimension of I, then there exists a cubature
formula of degree 2n y 1 based on the points in the variety. The result covers a
number of cubature formulae in the literature, including Gaussian cubature
formulae on one end and the usual product formulae on the classical domains on
the other end. The result also offers a new method for constructing cubature
formulae. Q 1999 Academic Press
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1. INTRODUCTION
The purpose of this paper is to study the structure of cubature formulae
d w xusing the notion of polynomial ideal and its variety. Let Ł s R x , . . . , x1 d
be the space of polynomials in d real variables, and let Ł d be the space ofn
d n q dpolynomials of degree at most n. It is known that dimŁ s . Let Lž /n d
be a square positive linear functional defined on Ł d, such as those given
Ž . Ž . Ž .dby L f s H f x W x dx, where W is a nonnegative weight function withR
finite moments of all order. A cubature formula of degree 2n y 1 with
respect to L is a linear functional
N
dL f [ l f x , x g R , l g R, 1.1Ž . Ž . Ž .Ýn k k k k
ks1
Ž .where the points x , . . . , x are assumed to be distinct, such that L f s1 N n
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Ž . d U dL f for all f g Ł and there exists at least one polynomial f g Ł2 ny1 2 n
Ž U . Ž U .such that L f / L f . The points x are called nodes and l aren k k
called weights of the cubature formula.
For a cubature formula we denote the set of its nodes by V, and denote
Ž . the polynomial ideal which has V as its variety by I; that is, I s I V s p
d Ž . 4g Ł N p x s 0, x g V . We shall call I the generating ideal of the
cubature formula. In terms of common zeros of orthogonal polynomials,
the notion of variety and its relation to cubature formulae can be traced
w xback to the work of Radon 9 , and were developed in the work of
Ž w x. Ž w x.Mysovskikh cf. 8 and Moller cf. 4 , among many others. For d s 1, aÈ
Gaussian quadrature formula of degree 2n y 1, which uses only n nodes,
exists if and only if its nodes are zeros of orthogonal polynomials of degree
n. This elegant characterization was extended to functions of several
variables by Mysovskikh using the concept of common zeros of orthogonal
polynomials. Let us denote by V d the subspace of polynomials of degreen
n that are orthogonal to all polynomials in Ł d with respect to the innerny1
² : Ž .product defined by f , g s L fg . It follows from the Gram]Schmidt
d d d n q d y 1process that dim V s r , where r s is the dimension of thež /n n n n
 n4subspace of homogeneous polynomials of degree n. We denote by P ank
orthonormal basis of V d, where the superscript n means that P n is ofn k
degree n and the subindex k satisfies 1 F k F r d. It is known that for an
cubature formula of degree 2n y 1 to exist, it is necessary that N G
d Ž w x.dimŁ cf. 10 . The cubature formulae that attain this lower boundny1
w xare called Gaussian cubature. In 6 Mysovskikh proved that a Gaussian
cubature formula exists if and only if its N s dimŁ d nodes are com-ny1
Ž n n .dmon zeros of P , where we use the notation P s P , . . . , P , which wen n 1 rn
interpret as either a set or a column vector. In other words, the ideal
generated by P has a variety of cardinality dimŁ d . However, for d ) 1,n ny1
w xGaussian cubature formulae do not exist in general. Moller in 3 provedÈ
an improved lower bound for the number of nodes of a cubature formula
of degree 2n y 1, which shows, as a special case, that N G dimŁ2 qny1
w xnr2 for d s 2 and L being a centrally symmetric linear functional.
Moreover, he showed that the nodes of a cubature formula that attains
this new lower bound are common zeros of a proper subset of P . MollerÈn
used the theory of polynomial ideal in his work, and introduced the
concept such as H-basis and s-orthogonal to the subject. However, cuba-
ture formulae that attain the new lower bound also do not exist in general.
To step beyond, we studied the structure of cubature formulae based on
common zeros of a set of orthogonal and quasi-orthogonal polynomials
recently, making use of a vector]matrix notion of orthogonal polynomials
w xin several variables 12, 13 , where the structure of the generating ideal was
analyzed although the term was not used. In these studies, the emphasis is
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more or less on finding cubature formulae with minimal or close to
minimal number of nodes.
The present work stemmed from the realization that several results in
w x12 can be stated in terms of the generating ideal and its variety. It turns
out that using the theory of polynomial ideal and variety, we can prove a
general result which extends, and possibly sheds new light on, the results
mentioned above. Indeed, we will show that if a cubature formula of
degree 2n y 1 exists, then the codimension of I is equal to the cardinality
of V. More importantly, we will prove that if a polynomial ideal I is
Ž .generated by a proper subset set of orthogonal polynomials see Section 2
and its codimension is finite and equal to the cardinality of its variety, then
a cubature formula of degree 2n y 1 exists. This result extends several
existing results in the literature, including those mentioned above, it also
covers as an extreme case the classical product formulae on the standard
domains. In particular, it is not restricted to minimal or near minimal
cubature formulae. Moreover, starting from a subset of orthogonal polyno-
mials that has a large number of common zeros, the result also offers a
method of constructing cubature formulae. We will also give a necessary
condition for a subset of orthogonal polynomials to have a large number of
w xzeros. Several results in the paper are originated from 12 , but both their
statements and their proof will be given anew from the ideal and variety
point of view.
The paper is organized as follows. In Section 2 we prove the main results
and discuss their implication and relation to the previous results in the
literature. In Section 3 we discuss various examples that illustrate our
results.
2. IDEALS AND CUBATURE FORMULAE
Ž .Let I be a polynomial ideal and V s V I be its affine variety. We
consider the case where V is a zero-dimensional variety in R d, that is, V is
d < <a finite set of distinct points in R . We denote by V the cardinality of V,
which is the number of distinct elements in V. The codimension of I is
denoted by codim I, that is, codim I s dimŁ drI. It is known that
< <V F codim I ;
w xsee, for example, 1, p. 232, Proposition 8 , where the result is stated for
w xC x , . . . , x , but the proof works for any field. If I is generated by the1 d
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polynomials f , f , . . . , f , that is, every f g I can be written as1 2 M
M
df x s a x f x , a g Ł ,Ž . Ž . Ž .Ý j j j
js1
² :then we write I as I s f , f , . . . , f and we call f , . . . , f a basis of1 2 M 1 M
the ideal I. According to the Hilbert basis theorem, every polynomial ideal
has a finite basis. If for any f g I the degree of a f is not greater than thej j
degree of f in the above representation, then we call the basis an H-basis,
a concept that goes back to Macauley and was used by Moller for the studyÈ
Žw x. dof cubature formulae 3 . For a finite set V in R , we also consider the
Ž .ideal I V associated to V, that is,
d <I V s p g Ł p x s 0, x g V . 4Ž . Ž .
Ž .The ideal I V is the largest ideal having V as variety. We know that
< < Ž .V s codim I V . If V is the set of nodes of a cubature formula, we call V
Ž .the generating variety and I V the generating ideal of the cubature.
To understand the structure of a cubature formula, we need the notions
of orthogonal and quasi-orthogonal polynomials in several variables. We
a a1 ad d Ž .write the monomials x s x ??? x for x g R and a s a , . . . , a g1 d 1 d
d a Ž .N and use the usual multi-index notation. The polynomial x is of total
< < d w xdegree a s a q ??? qa . To order the monomials in Ł s R x , . . . , x ,1 d 1 d
we use either graded lexicographic order or the graded reverse lexico-
Ž w x.graphic order see, for example, 1, Chap. 2 . For our purpose, we assume
that one particular order is chosen and fixed throughout this paper. Let L
d Ž 2 .be a square positive linear functional defined on Ł , that is, L P ) 0
Ž . Ž . Ž .unless P s 0; examples include L defined by L f s Hf x W x dx. With
the monomial order fixed, we can use the Gram]Schmidt process to get a
sequence of orthonormal polynomials with respect to L . As in the intro-
duction, we denote these orthonormal polynomials by P n, where 1 F k Fk
d n q d y 1 n dr s , and the superscript n means that P g Ł . We also usež /n k nn
Ž n .dthe notation P s P , . . . , P and regard it either as a set or as a columnn 1 rn
vector. One consequence of regarding P as a vector is the followingn
three-term relation in vector-matrix form,
x P s A P q B P q AT P , 1 F i F d , n G 0, 2.1Ž .i n n , i nq1 n , i n ny1, i ny1
where P s 1 and P s 0, A and B are matrices of proper size. This0 y1 n, i n, i
relation plays an important role in the general theory of orthogonal
polynomials in several variables. Together with a rank condition on A ,n, i
Žthe relation characterizes the orthogonality of orthogonal polynomials we
w x . nrefer to survey 13 and the references there . A polynomial Q is called as
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quasi-orthogonal polynomial of degree n and order s, if it is orthogonal to all
polynomials of degree n y s y 1; that is,
L QnP s 0, P g Ł d .Ž .s nysy1
From the orthogonality of Qn, we can write Qn in terms of orthogonals s
polynomials of degree n y s up to n. Taking P as a column vector, eachn
orthogonal polynomial of degree n can be written as aTP , where a is an
scalar column vector. Hence, we can write Qn ass
Qn s aTP q ??? qaTP ,s 0 n s nys
where a are scalar vectors of proper sizes. In particular, a quasi-orthogo-i
nal polynomial of degree n and order 0 is just an ordinary orthogonal
polynomial.
Assume a cubature formula of degree 2n y 1 exists, we start with
analyzing its generating ideal. Let x , . . . , x denote the distinct nodes of1 N
< <the cubature formula, N s V . Let us define
C s x a and t s rank C ,Ž .nqk j k nqk< <1FjFN , a Fnqk1
where for each k G 0, C is a matrix of the size N = dimŁ d . Let usnqk nqk
further introduce the notation t s dimŁ d q s and s s t y t0 ny1 0 r r ry1
for r ) 0.
Our first result gives necessary conditions for the generating ideal and
the generating variety of a cubature formula of degree 2n y 1.
THEOREM 2.1. Let I be a generating ideal of a cubature formula of degree
2n y 1. Define C as abo¤e. If s s 0 for an m - n y 1, then a basisnqk mq1
for I contains r d y s linearly independent orthogonal polynomials of degreen 0
n, r d y s linearly independent quasi-orthogonal polynomials of degreenqk k
n q k and order 2k for each 0 - k F m q 1. Moreo¤er, s G 0 andk
< < dV s codim I s dimŁ q s q ??? qs .ny1 0 m
Proof. For each k we consider the linear system of equations
c x a s 0, 1 F j F N , EŽ .Ý a j k
< <a Fnqk1
Ž .whose coefficient matrix is C . Each solution of the system E yields anqk k
polynomial of degree at most n q k that vanishes on all nodes of the
cubature formula, and there are exactly r d y t linearly independentnqk k
polynomials of this type. Since N G dimŁ d implies that there is nony1
polynomial of degree n y 1 that will vanish on all nodes of the cubature
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formula, it follows that the matrix C has full rank; hence, t sny1 0
dimŁ d q s shows that s G 0. That s G 0 for k ) 0 follows fromny1 0 0 k
the fact that t is nondecreasing by definition. The linear system ofk
Ž . dequations E has exactly dimŁ y t linearly independent solutions,0 n 0
which leads to r d y s polynomials of degree exactly n that vanish on alln 0
nodes. If P is one of these polynomials and Q is a polynomial of degree
n y 1 or less, then using the fact that the cubature formula is of degree
2n y 1 we conclude that
N
L PQ s l P x Q x s 0,Ž . Ž . Ž .Ý k k k
ks1
which shows that P is an orthogonal polynomial. For k ) 0, the system
Ž . dE has exactly dimŁ y t linearly independent solutions, whichk nqk k
leads to dimŁ d y t polynomials of degree at most n q k that vanishnqk k
on all nodes. Among these polynomials, exactly dimŁ d y t ofnqky1 ky1
them are polynomials of degree at most n q k y 1 that come from the
Ž .solutions of E . Therefore, there are exactlynqky1
dimŁ d y t y dimŁ d y t s r d y sŽ .nqk k nqky1 ky1 k k
polynomials of degree n q k vanishing on all nodes of the cubature
formula. Since the cubature formula is of degree 2n y 1, it follows that
Ž .these polynomials are orthogonal to all polynomials of degree 2n y 1 y
Ž . Ž .n q k s n q k y 2k y 1; that is, they are quasi-orthogonal polynomi-
als of degree n q k and order 2k. Since s s 0, there are r d manymq 1 nqmq1
linearly independent quasi-orthogonal polynomials of degree n q m q 1
d Žand order 2m q 2 vanishing on V. It follows that codim I s dimŁ r Inqm
d .l Ł , which shows that all polynomials corresponding to the solutionsnqm
Ž .of the systems of equations E for k G n q m q 1 belong to the ideal.k
Since each polynomial of degree k vanishing on V belongs necessarily to
Ž . Ž d .the kernel of the system of equations E , we have dim I l Ł sk nqm
r d y t . Hence, we conclude that codim I s t s dimŁ d q snqm m m ny1 0
q ??? qs .m
Using the notation P as a column vector, each orthogonal polynomialn
of degree n in the theorem can be written as a linear combination of P n,i
or aTP for a scalar vector a. Instead of writing down the r d y s linearlyn n 0
independent orthogonal polynomials in the theorem individually, we con-
sider them as the components of the vector U TP , where U is a matrix of0 n 0
Ž d . dthe size r y s = r and U has full rank. In the following we mayn 0 n 0
regard U TP as a set as well. Likewise, we introduce the vector notation0 n
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Q for a sequence of quasi-orthogonal polynomials of degree n q knqk , 2 k
of order 2k,
Q s P q G P q ??? qG P ,nqk , 2 k nqk 1 nqky1 2 k nyk
where G are matrices of proper size, we write the quasi-orthogonali
polynomials of degree n q k and order 2k in the theorem as U TQ ,k nqk
Ž d . d dwhere U is a matrix of size r y s = r which has rank r y s .k nqk k nqk nqk k
In the following, we will also write Q s P . We note that one importantn, 0 n
relation is
x : span U TQ ‹ span U T Q , 2.2Ž . 4  4i k nqk , 2 k kq1 nqkq1, 2 kq2
where x is the ith coordinate of x and x f means multiply f by x .i i i
Ž .Indeed, using the three-term relation 2.1 , we see that the polynomials in
x U TQ are quasi-orthogonal polynomials of degree n q k q 1 andi k nqk , 2 k
order 2k q 2.
Let us also mention the notion of s-orthogonal introduced by Moller. AÈ
Ž .polynomial f is said to be s-orthogonal with respect to L , if L fg s 0
for any polynomial g such that fg g Ł d. All polynomials in Q fors nqk , 2 k
Ž .0 F k F n y 1 are 2n y 1 -orthogonal. With these notations, we can
rewrite the first part of Theorem 2.1 as follows.
COROLLARY 2.2. Let I be a generating ideal of a cubature formula of
degree 2n y 1. If s s 0 for an m - n y 1, thenmq 1
² T T T :I s U P , U Q , . . . , U Q , Q , 2.3Ž .0 n 1 nq1, 2 m nqm , 2 m nqmq1, 2Žmq1.
where U has rank r d y s as abo¤e. In particular, I is generated by a setk nqk k
Ž .of 2n y 1 -orthogonal polynomials.
Ž .We note that the basis given in 2.3 may not be minimal, that is, it may
contain more elements than what is necessary. For example, the polynomi-
T Ž .als in x U P evidently belong to the ideal I, and by the relation 2.2i 0 n
 T 4 Tthese polynomials are in span U Q . Hence, part of U Q is1 nq1, 2 1 nq1, 2
Ž .redundant. In fact, the basis 2.3 is maximal in the sense that we actually
have
I l Ł d s span U TP , U TQ , . . . , U TQ , Q . 4nqmq1 0 n 1 nq1, 2 m nqm , 2 m nqmq1, 2Žmq1.
2.4Ž .
We include Q in the basis because our assumption s s 0nqmq1, 2Žmq1. mq1
d d Ž d .implies that Ł rI s Ł r I l Ł .nqm nqm
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The above theorem gives the necessary conditions satisfied by the
generating ideal and variety of a cubature formulae of degree 2n y 1. In
the following we show that an ideal satisfying conditions as such will
generate a cubature formula of degree 2n y 1, which is our main result.
We state the result in two equivalent forms, the first one uses the language
of ideal and variety, the second does not.
THEOREM 2.3. Let L be a square positi¤e linear functional. Let I be a
Ž .polynomial ideal generated by a set of 2n y 1 -orthogonal polynomials as in
Ž . Ž .2.3 such that 2.4 satisfies, and let V be the ¤ariety of I. Assume that
d d Ž d . < <Ł rI s Ł r I l Ł for some m F n y 1. If V s codim I, thennqm nqm
there is a cubature formulae of degree 2n y 1 whose nodes are the points in V.
THEOREM 2.3X. Let L be a square positi¤e linear functional. Let A be a
 T T T 4set of polynomials, A s U P , U Q , . . . , U Q , where U are0 n 1 nq1, 2 k nqk , 2 k j
< <matrices, and denote by V the number of real common zeros of polynomials
in A. Define the subspaces,
U [ span U TP , U [ span x U , 1 F i F d , U TQ , 40 0 n j i jy1 j nqj , 2 j
1 F j F n y 1.
If there is an m F n y 1 such that dim U s r d andm nqm
< < d d dV s dimŁ q r y dim U q ??? q r y dim U , 2.5Ž .Ž . Ž .ny1 n 0 nqm m
then there is a cubature formulae of degree 2n y 1 whose nodes are the
common zeros of polynomials in A.
The conditions of Theorem 2.3X look more complicated, but they are
easy to check for applications; see the discussion after the proof of
Theorem 2.3. To show that these two theorems are equivalent, we let
² : Ž . < <I s A . We only have to show that 2.5 is equivalent to codim I s V .
Since U ; I for each j, it follows that the codimension of I is less than orj
Ž .equal to the right hand side of 2.5 in general. Hence, the fact that
< < Ž . < <V F codim I shows that 2.5 implies codim I s V , which in turn shows
that I l Ł s D U . The other direction follows easily. One maynqmq1 j j
compare Theorem 2.3 with a theorem of Moller on general cubatureÈ
w xformulae; see 3, 7 .
² : XProof of Theorem 2.3. Let I s A , where A is as in Theorem 2.3 .
d d Ž d .Since Ł rI s Ł r I l Ł , we can apply the operation of multipli-nqm nqm
Ž .cation by x and use the relation 2.2 to enlarge the generating basis of I.i
Repeating the process, we end up with an enlarged basis in the form of
Ž . Ž .2.3 , where all matrices U have full rank, such that 2.4 holds. We notej
that U , . . . , U may be different from what they are in A, since additional1 k
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linearly independent elements could be introduced from the enlargement;
we keep the notation for convenience. Let V be a matrix of sizek
d Ž < .r = s with rank s such that the matrix U V , whose columns arenqk k k k k
columns of U and V , is invertible. Define the spacek k
V I s Ł d j span V TP , V TQ , . . . , V TQ ,Ž .  4n ny1 0 n 1 nq1, 2 m nqm , 2 m
which is the complement of the space spanned by the enlarged basis. Since
d  4 Ž .  4I l Ł s 0 , we have V I l I s 0 by its definition. Hence, we haveny1 n
d Ž . Ž d . d d Ž d .that Ł s V I [ I l Ł . Since Ł rI s Ł r I l Ł , itnqm n nqm nqm nqm
Ž .follows that dim V I s codim I. We now prove that for any function fn
Ž .defined on V, there is a unique polynomial P in V I such that P s f onf n f
T Ž .V. Taking V Q as a column vector, each polynomial P in V I cank nqk , 2 k n
be written as
m
a T TP x s c x q c V Q ,Ž . Ý Ýa k k nqk , 2 k
< < ks0a Fny1
where we write Q s P and c are scalar column vectors of propern, 0 n k
< <sizes. Let x , . . . , x , N s V , denote the distinct points in V. Then1 N
Ž . Ž .P x s f x leads to a linear system of equations whose coefficientf i i
w Ž . < < Ž .x Ž .matrix is M s F x ??? F x , where F x is a column vector defined1 N
by
TT T TT T T TF x s X , V P x , V Q x , . . . , V Q x ,Ž . Ž . Ž . Ž .Ž . Ž . Ž .ny1 0 n 1 nq1, 2 m nqm , 2 m
w a xand X denote the column vector X s x in which theny1 ny1 < a < F ny1
monomials are arranged according to our fixed monomial order. The
< < Ž .matrix M is square, since V s codim I s dim V I . Hence, it is suffi-n
cient to prove that M is invertible. Suppose it is not, then M has rank
r - N. We may assume that the first r y 1 columns of the matrix are
linearly independent and there exist scalars a , a , . . . , a , not all zero,1 2 r
r Ž .such that Ý a F x s 0. Moreover, we can assume that a and a areks1 k k 1 r
not zero. In terms of the components of the vector F, this shows that
r
dL P [ a P x s 0, P g Ł andŽ . Ž .Ý k k ny1
ks1
P g V TQ , 0 F k F m.k nqk , 2 k
Ž .On the other hand, we clearly have L P s 0 for any P g I, in particular,
T Ž . d Ž < .for P g U Q . From L P s 0, P g Ł , and the fact that U Vk nqk , 2 k ny1 0 0
Ž . dis invertible, it follows that L P s 0 for all P g Ł . Similarly, workingn
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Ž < .up through k s 1, 2 . . . and using the fact that U V are invertible, wek k
Ž . d dcan conclude that L P s 0 for P g Ł and, thus, for P g Ł sincenqm
d d Ž d . Ž a .Ł rI s Ł r I l Ł . In particular, it follows that L x x s 0 fornqm nqm i
Ž .any a , where x are coordinates of x. Writing x s x , . . . , x , wei k k , 1 k , d
conclude that
r r
x a P x y a x P x s x L P y L x P s 0,Ž . Ž . Ž . Ž .Ý Ýr , i k k k k , i k r , i i
ks1 ks1
Ž . ry1 Ž . Ž .for any P g V I . That is, Ý a x y x F x s 0. Sincen ks1 k k , i r , i k
Ž . Ž . ŽF x , . . . , F x are linearly independent, we conclude that a x y1 ry1 k k , i
.x s 0 for 1 F k F r y 1 and 1 F i F d. Since a / 0, it follows thatr , i 1
x s x for 1 F i F d, that is, x s x , which contradicts the fact that x1, i r , i 1 d k
are distinct.
Ž . Ž .By the uniqueness of the polynomial P g V I that satisfies P x sf n f k
Ž .f x , we can write P ask f
N
< <P x s f x l x , N s V ,Ž . Ž . Ž .Ýf k k
ks1
Ž . Ž .where l are unique polynomials in V I determined by l x s d ,n j k , jk k
1 F k, j F N. Applying the linear functional L on P leads to a cubaturef
formula
N
L f s l f x where l s L l ,Ž . Ž . Ž .Ýn k k k k
ks1
Ž . Ž . Ž .which satisfies, by the uniqueness of P , that L f s L f for f g V I .f n n
We need only to prove that the same equality holds for all f g Ł d . For2 ny1
Ž .any polynomial f g I, we have L f s 0 since f vanishes on the varietyn
of I. On the other hand, by assumption, since I is generated by a basis of
Ž . Ž .the form 2.3 , it follows from the orthogonality that L P s 0 for each
Ž . Ž .element P in the basis. Therefore, L P s 0 s L P for P in the basis.n
d Ž < .Moreover, for each polynomial f g Ł , we can use the fact that U V isn 0 0
 T 4 dinvertible to write f s g q h, where g g span U P and h g Ł l0 n ny1
 T 4 Ž .span V P ; V I . Hence, it follows that0 n n
L f s L g q L h s 0 q L h s 0 q L hŽ . Ž . Ž . Ž . Ž .n n n n
s L g q L h s L f ,Ž . Ž . Ž .
d Ž < .for every f g Ł . Likewise, we can use the fact that U V are invertiblen k k
Ž . Ž . d Ž .to show that L f s L f for all f g Ł . The basis in 2.3 containsn nqmq1
Q , hence, each f g Ł d , k ) n q m q 1, can be written asnqmq1, 2 mq2 k
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f s g q h, where g g I is a linear combination of the components of
a < <x Q , a s k y n y m y 1, and h is a polynomial of degreenqmq1, 2 mq2
Ž . Ž .k y 1. Hence, we can use induction on k to show that L f s L f asn
a < <long as x , a s k y n y m y 1, is orthogonal to Q . Bynqmq1, 2 mq2
definition, Q is orthogonal to polynomials of degree at mostnqmq1, 2 mq2
Ž .n q m q 1 y 2m q 2 y 1 s n y m y 2, we conclude that k y n y m
y 1 F n y m y 2, or k F 2n y 1, which completes the proof.
Let us comment on the condition of Theorem 2.3. First of all, the
d  4assumption I l Ł s 0 is necessary for I to be a generating ideal of any1
cubature formula of degree 2n y 1. In fact, if there is a non-zero polyno-
mial P g Ł d , then since the degree of P 2 is 2n y 2, the cubatureny1
Ž 2 . Ž 2 .formula will imply that L P s L P s 0, which contradicts the factn
d d Ž d .that L is square positive. The assumption Ł rI s Ł r I l Łnqm nqm
shows that codim I is finite, and we emphasize the part of m F n y 1.
Both these assumptions can be easily verified; in fact, they often follow
< < Xfrom the condition V s codim I. As Theorem 2.3 shows, they do not
< <impose serious restrictions on I. The essential condition is clearly V s
Ž .codim I, or 2.5 . Let us also point out that this condition means that the
Ž .ideal I satisfies I s I V . That is, I is to be the same as the largest ideal
Ž .that contains all polynomials vanishing on V I . In general, we only have
< <V F codim I; the equality is rare. If we are dealing with polynomials in
w xC x , . . . , x , recall that C is algebraically closed, then we know that1 d
< <V s codim I if I is a radical ideal. The fact that we are dealing with
d w xŁ s R x , . . . , x makes the problem more complicated. When does1 d
< <V s codim I hold is an essential question about cubature formula of
degree 2n y 1. We will give some necessary conditions later in the section.
Let us consider a few special cases in the following, and show in the
process how general the above theorem is in comparison to the results in
the literature.
² :Case 1. We start with the extreme case that m s n and I s P . Itn
follows easily that codim I s dimŁ d . Hence, the theorem states that ifny1
< < dV s dimŁ , then there is a cubature formula of degree 2n y 1. Thisny1
Ž w x.is a result due to Mysovskikh cf. 6 , who proved that a cubature formula
of degree 2n y 1 exists if, and only if, P has dimŁ d common zeros.n ny1
w x ŽMoreover, it is proved in 11 that P has this many common zeros inn
< < .other words, V s codim I if, and only if, the matrices in the three-term
Ž .relation 2.1 satisfies the condition
A AT s A AT 1 F i , j F d.ny1, i ny1, j ny1, j ny1, i
Since matrix multiplication is not commutative, this shows that Gaussian
w xcubature formulae are rare. See 12, 13 for further discussion and exam-
ples.
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² T :Case 2. Next we consider the case I s U P , Q , where U is0 n nq1, 2 0
the matrix with rank r d y s as before and we recall thatn 0
Q s P q G P q G P .nq1, 2 nq1 1 n 2 ny1
It follows that codim I s dimŁ d q s . Hence, the theorem states thatny1 0
< < dif V s dimŁ q s , then there is a cubature formula of degreeny1 0
w x2n y 1. The first result of this type is due to Moller 3, 4 , who discussedÈ
the case of cubature formulae attaining his lower bound for d s 2. For
many linear functional L , including standard integrals defined on square,
Ž . 2disk centrally symmetric ones , and triangle on R , Moller proved thatÈ
w x w xs G nr2 , where x means the largest integer less than or equal to x.0
< < 2 w xThat is, V G dimŁ q nr2 , called Moller's lower bound. He furtherÈny1
proved that if a cubature formula attains this lower bound, then
 T T 4 ² T :span x U P , x U P contains Q and I s U P , in our language.1 0 n 2 0 n nq1, 2 0 n
² T : Ž .We note that the condition Q ; U P implies by 2.2 that s Fnq1, 2 0 n 0
w xnr2, so that we have in this case nr2 F s F nr2. The general case0
² T : w xI s U P , Q is studied in 12 ; a complete characterization which0 n nq1, 2
< <answers the question of when V s codim I is as follows.
² T : < <THEOREM 2.4. The ideal I s U P , Q satisfies V s codim I s0 n nq1, 2
dimŁ d q s if there exists a matrix V such that G and V satisfy theny1 0 1
following conditions:
A VV T y I AT s A VV T y I AT , 1 F i , j F d,Ž . Ž .ny1, i ny1, j ny1, j ny1, i
2.6aŽ .
B y A G VV T s VV T B y GTAT , 1 F i F d , 2.6bŽ . Ž .Ž .n , i n , i 1 n , i 1 n , i
VV TAT A VV T q B y A G VV T B y GTATŽ . Ž .ny1, i ny1, j n , i n , i 1 n , j 1 n , j
s VV TAT A VV T q B y A G VV T B y GTATŽ . Ž .ny1, j ny1, i n , j n , j 1 n , i 1 n , i
2.6cŽ .
for 1 F i, j F d; moreo¤er, the matrix U is determined by U T V s 0 and the
d T Ž T . Tmatrix G is determined by G s Ý D I y VV A , where D are2 2 is1 n, i ny1, i n, i
matrices that satisfy Ýd DT A s I.is1 n, i n, i
w xIt is also proved in 12 that the cubature formula of degree 2n y 1
² T :generated by the ideal I s U P , Q has positive weights. More-0 n nq1, 2
over, if I is a generating ideal of a cubature formula of degree 2n y 1 with
Ž . w xpositive weights, then the conditions in 2.6 are necessary as well 13 . This
Ž .shows that we can determine the ideal by solving the equations in 2.6 .
However, these equations are nonlinear; they are difficult to solve, even
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the existence of a solution is difficult to determine. In the literature, most
examples are given for the case when Moller's lower bound is attained, inÈ
T w xwhich the ideal I is essentially generated by U P . In 12 , however, one0 n
example is found which has s s n for all n G 1, that is, U TP contains0 0 n
w xonly one polynomial. We refer to 3]5, 7, 8, 12, 13 for some explicit
examples and for further discussions.
² T TCase 3. The general case I s U P , U Q , . . . ,0 n 1 nq 1 , 2
T : w xU Q , Q was briefly considered in 12 , but the em-m nqm , 2 m nqmq1, 2Žmq1.
Ž . Ž .phasis was put on conditions like 2.5 ] 2.7 which warrants that I has
maximal number of common zeros. The conditions are rather complicated
and not practical. The existence of the cubature formula is established
only when those conditions are satisfied.
w xIn contrast to the discussion in 12 , we have shown, in Theorem 2.3, that
a cubature formula of degree 2n y 1 exists as long as I generated by an
< <orthogonal basis satisfies V s codim I. The existence of the cubature
formula no longer depends on solving the nonlinear system of equations
Ž .such as those in 2.6 . Furthermore, it steps beyond the restriction that I
contains Q , which implies that Ł drI s Ł drI. In practice, if we havenq1, 2 n
a set of orthogonal and quasi-orthogonal polynomials that have a large
number of common zeros, then we can check whether they generate a
< <cubature formula of degree 2n y 1 by examining the condition V s
codim I. The codimension of I is usually easy to check. The simplest case
² T : dis I s U P , for which the codimension of I is simply dimŁ q s0 n ny1 0
d  a Tq ??? qs , where s is the rank U and s s r y dim span x U P :m 0 0 k nqk 0 n
< < 4a s k . For example, we shall show, in the following section, that the
usual product type formula of degree 2n y 1 in d-variables corresponds to
² T : ² n n:the extreme case that U P s P , . . . , P , that is, I is generated by0 n 1 d
only d orthogonal polynomials of degree n. We finish this section by giving
< <a necessary condition for I to satisfy V s codim I.
THEOREM 2.5. Let I be the ideal as in Theorem 2.3. If the cubature
formula of degree 2n y 1 generated by I has positi¤e weights, then there is a
nonnegati¤e definite matrix W such that
A W y E AT s A W y E AT , 2.7Ž . Ž . Ž .ny1, i ny1, j ny1, j ny1, i
where E is the identity matrix, and the matrix U satisfies WU s 0.0 0
Proof. Let L denote the positive cubature formula of degree 2n y 1n
generated by I. Assume that U has rank r d y s . It follows that the0 n 0
Ž T .matrix W [ L P P is of rank s . Indeed, if the rank of W is less thann n n 0
s , there will be at least r d y s q 1 linearly independent polynomials0 n 0
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T Žw T x2 . Ta P in I, where a are solutions of Wa s 0, since L a P s a Wai n i n i n i i
s 0. This contradicts the fact that U has rank s . Since aTWa s0 0
Žw T x2 .L a P G 0 for any a, W is a nonnegative definite matrix. We haven n
T T Ž T . TU W s U L P P s 0 since U P vanishes on the variety of I.0 0 n n n 0 n
Ž T .Since the cubature formula is of degree 2n y 1, we have L P P sn n k
Ž T . Ž T .L P P s 0 for k F n y 1 by orthogonality, and L x P P sn k n i ny1 ny1
Ž T .L x P P s B , where the second equality follows from applyingi ny1 ny1 ny1, i
L on both sides of the three-term relation. Similarly, we have
Ž T . Ž w x. Ž T .I x P P s A see, for example, 13 . Together with L P Pn i ny2 ny1 ny2, i n n n
Ž .s W, this allows us to use the three-term relation 2.1 to compute the
Ž T .matrix L x x P P . We haven i j ny1 ny1
L x x P PTŽ .n i j ny1 ny1
s L A P q B P q A PŽ .n ny1, i n ny1, i ny1 ny2, i ny2
T
= A P q B P q A PŽ .ny1, j n ny1, j ny1 ny2, j ny2
s A WA q B B q AT Any1, i ny1, j ny1, i ny1, j ny2, i ny2, j
Since the left hand side remains the same if we switch the order of i and j,
Ž .the above equation implies 2.7 upon applying one of the commuting
conditions satisfied by the coefficient matrices of the three-term relation
Ž . Ž w x w x.2.1 cf. 11 or 13 .
This theorem shows that if the cubature formula is positive, then the
Ž .generating ideal I satisfies the necessary condition 2.7 . It is easy to see
Ž . Ž . Ž .that 2.7 and 2.6a are in fact the same. A proof that 2.6a is necessary in
w xTheorem 2.4 is outlined in 13 , which we have followed in the above proof.
For two-dimensional cubature formulae, that is, d s 2, the condition
Ž .2.7 can be made more explicit. We need the following notation. For all
n Ž a .monomials of order n, we define a column vector x s x , where< a <sn
the monomials are arranged according to our fixed monomial order. Recall
that we take P as a column vector, we can then writen
P s G x n q G x ny1 q ??? qG ,n n n , ny1 n , 0
where G is a matrix of the size r d = r d and G are matrices of sizen n n n, k
r d = r d. The matrix G is called the leading coefficient of P . It is knownn k n n
Ž w x.that G is invertible cf. 13 . By comparing the leading coefficients inn
both sides of the three-term relation, we have that A G s G L ,n, i nq1 n n, i
where L are matrices of size r d = r d which are defined by L x nq1n, i n nq1 n, i
n Ž .s x x , 1 F i F d. Hence, the equation 2.7 can be rewritten asi
y1 y1y1 T T y1 T TL G W y E G L s L G W y E G L .Ž . Ž .Ž . Ž .ny1, i n n ny1, j ny1, j n n ny1, i
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Ž < . Ž < .For d s 2, the matrices L are simply L s E 0 and L s 0 E .n, i n, 1 n, 2
Hence, it is easy to see that the above equation is equivalent to the fact
y1Ž .Ž T .y1that G W y E G is a Hankel matrix. We state the result as an n
corollary.
COROLLARY 2.6. Let d s 2 and let I be as in Theorem 2.6. Then there is
Ž . Ta Hankel matrix H s h such that the matrix E q G HG is nonnegati¤eiq j n n
Ž T .definite and U satisfies E q G HG U s 0. In particular, the matrix0 n n 0
E q G HGT has rank s .n n 0
We remark that the matrix G can often be written down explicitly. Forn
example, let w and w be nonnegative weight functions defined on the1 2
w x w x Ž . ninterval a, b and c, d , respectively, and let p x s g x q ??? andn n
Ž . nq x s t x q ??? denote the n-th order orthonormal polynomials associ-n n
ated to w and w , respectively. Then a basis of orthonormal polynomials1 2
Ž . Ž . Ž .with respect to the product weight function W x, y s w x w y on1 2
w x w x Ž . Ž .a, b = c, d is given by p x p y . If we order the monomials ofnyk k
degree n by x n, x ny1 y, . . . , y n, then the matrix G is a diagonal matrixn
 4defined by G s diag g t , g t , . . . , g t , g t . Similar result holdsn n 0 ny1 1 1 ny1 0 n
Ž w x.for orthogonal polynomials in a disk or a triangle see 12 . The coefficient
Ž .matrices A in the three-term relation 2.1 can be computed explicitlyn, i
using A s G L Gy1 . We can use A to help compute the codimen-n, i n n, i nq1 n, i
Ž . Ž .sion of I, or the right hand of 2.5 , by the use of the basic relation 2.2 .
² T : TFor example, if I s U P , then rank U s dim U and rank U s dim Un 0 j j
for j G 1, where
T TU A U An , 1 1 nq1, 1U s , U s , . . . .1 2T TU A U An , 2 1 nq1, 2
Recall that the Gaussian cubature formula, if it exists, is generated by
P , that is, by all orthogonal polynomials of degree n. In general, to get an
cubature formula that resembles Gaussian cubature, we may expect that
the ideal I is generated by as many orthogonal polynomials as possible,
which means that E q G HGT in Corollary 2.6 has as small a rank asn n
possible. On the other hand, the rank cannot be too small, since Moller'sÈ
lower bound gives a lower bound for s . Thus, for example, for the0
w xcentrally symmetric linear functional, we have s G nr2 . To choose a0
Hankl matrix such that E q G HGT has a relative small rank and isn n
nonnegative definite is not always easy. The existence of such a Hankl
matrix is only a necessary condition for I to generate a cubature formula.
However, our result states that if we can find a matrix U such that U TPn
has a large number of common zeros, then we can compute codim I and
establish the existence of a cubature formula by Theorem 2.3. It is in this
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regard that the necessary condition in Corollary 2.6 is useful. We shall
illustrate some aspects of these results by examples in the following
section.
3. EXAMPLES
As we pointed out in the previous section, many cubature formulae in
the literature, in particular, those discussed in Case 1 and Case 2, can be
taken as applications of Theorem 2.3. In this section, we give several other
examples that illustrate Theorem 2.3.
To help check the conditions, we introduce the following notation. With
Ž .respect to our fixed monomial order, we denote by LM f the leading
d a Ž .monomial for any polynomial f g Ł . That is, if f s Ýc x , then LM fa
s x b, where x b is the leading monomial among all monomials in f with
d  4respect to the monomial order. For an ideal I in Ł other than 0 , we
Ž .denote by LM I the leading terms of I, that is,
a < aLM I s x there exists f g I with LM f s x . 4Ž . Ž .
d d Ž d.With this notation, the condition that Ł rI s Ł r I l Ł is equivalentk k
Ž .  a < < 4to the condition that LM I contains x : a s k . Moreover, let S [I
 a < a ² Ž .:4 ² Ž .: Ž .span x x f LM I , where LM I is the ideal generated by LM I ;
Ž w x.then we have codim I s dim S see, for example, 1, p. 229 .I
Our first example concerns with product type cubature formulae of
degree 2n y 1. These formulae are essentially product of Gaussian
quadrature formulae in one variable. They are easy to construct, but their
number of nodes is equal to nd, which is often much more than what is
needed. The product type cubature formulae can be considered as an
extreme case, in the sense that any formula with nodes less than nd is
perhaps of interesting.
Ž .EXAMPLE 1 Product Formula on Rectangular Domain . We consider
Ž . Ž . Ž .the weight function W x s w x ??? w x , where each weight function1 1 d d
w is defined on an interval in R. Up to a change of variables, we cani
w x w xdassume that all w are defined on y1, 1 , so that W is defined on y1, 1 .i
The simplest cubature formula of degree 2n y 1 is given by the product
formula, which is the product of Gaussian quadrature formula of degree
2n y 1, that is,
n n
f x W x dx s ??? l ??? l f x , . . . , x ,Ž . Ž . Ž .Ý ÝH k , 1 k , d i , 1 i , d1 ddw xy1, 1 k s1 k s11 d
where for each i, the number l and x are the weights and nodes ofk , i i, k
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Gaussian quadrature formula of degree 2n y 1 with respect to w . Leti
Ž .p w denote the nth orthonormal polynomial with respect to w . Then then i i
Ž .nodes x , . . . , x are the zeros of p w . A basis of orthonormal1, i n, i n i
w xdpolynomials for W on y1, 1 is given by
P x s p x ??? p x , k s k , . . . , k ,Ž . Ž . Ž . Ž .k k 1 k d 1 d1 d
< < Ž .where the degree of P is k . In particular, let e s 1, 0, . . . , 0 , . . . , e sk 1 d
Ž . Ž . Ž .0, . . . , 0, 1 be the standard Euclidean basis. Then P x [ p x arene n ii
orthogonal polynomials of degree n with respect to W.
² :We define I s P , . . . , P and show that the product formula isne ne1 d
Ž . n ngenerated by I using Theorem 2.3. Evidently, LM I contains x , . . . , x .1 d
a Ž .  a < < < 4Multiplying I by x , it follows that LM I contains x a s 2n y 1 ,
hence, Ł drI s Ł d rI. Moreover, it also follows that we have S s2 ny1 I
 a < 4  <x a - n for all 1 F i F d . Consequently, we have codim I s a a a -i i
4 dn for all 1 F i F d s n . Since the variety of I evidently contains exactly
Ž . Ž . < < dthe common zeros of p x , . . . , p x , we have V s n . Hence, codim In 1 n d
d < <s n s V . By Theorem 2.3, there is a cubature formula based on the
points in V, which is the product formula given above.
In this example, we have shown that Theorem 2.3 can be applied to
generate product cubature formula on the product domain. In fact, it can
also be applied to other domains as we shall show below.
Ž .EXAMPLE 2 Product Type Formula on Disk and on Triangle . For the
classical weight function on the domains such as on a ball or a simplex in
d ŽR , we also have product type cubature formula of degree 2n y 1 see, for
w x.example 6, 8 . Here we show that Theorem 2.3 also applies to these cases.
We will, however, limit our consideration to d s 2 to keep the notation
simple.
Ž . Ž < < 2 . my1r2We first consider the case W x s 1 y x , m G 0 on the unitm
2 Ž 2 < < 4disk B s x g R : x F 1 . A basis of orthonormal polynomials with
respect to W is given by
kr2 y1r2n n Ž mqkq1r2. 2 Ž m . 2P x , y s A C x 1 y x C y 1 y x ,Ž . Ž . Ž . Ž .ž /k k nyk k
0 F k F n , 3.1Ž .
where C Žl. denotes the Gegenbauer polynomial of degree k, orthogonalk
Ž 2 .ly1r2 w x nwith respect to 1 y t on y1, 1 , and A are normalization con-k
Ž w x.stants cf. 2 . We consider
nr2 y1r2n n Ž mq1r2. 2 Ž m . 2I s P , P s C x , 1 y x C y 1 y x .Ž . Ž . Ž .¦ ; ¦ ;ž /0 n n n
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Ž Ž 2 .1r2 . 4The variety of I is V s x , y 1 y x N 1 F i, j F n , where x , . . . , xi i i 1 n
Ž mq1r2. Ž m . < < 2are zeros of C and y , . . . , y are zeros of C , hence, V s n .n 1 n n
We compute the codimension of I. If we choose a graded monomial order
such that the monomials of degree n are arranged in the order of
n ny1 ny1 n Ž n. ny , xy , . . . , x y, x , then it becomes clear that LM P s x and0
Ž n. n Ž .  k mLM P s y . Hence, we see that LM I contains x y N k q m s 2n yn
4 d d1 just as in Example 1. We conclude that Ł rI s Ł rI and codim I2 ny1
2 < <s n s V . The cubature formula of degree 2n y 1 based on the points in
V is the usual product formula,
n n
1r22f x , y W x , y dx dy s l m f x , y 1 y x ,Ž . Ž . Ž .Ý ÝH ž /m i j i i i
2B is1 js1
f g Ł2 ,2 ny1
where l and m are weights of Gaussian quadrature formula of degreei i
Ž 2 . m Ž 2 . my1r2 Ž2n y 1 with respect to 1 y t and 1 y t , respectively see, for
w x.example, 6, 8 .
The case of product formula on the simplex works similarly. We con-
Ž . a b Ž .gsider the weight function W x, y s x y 1 y x y y on the triangle that
Ž . Ž . Ž .has vertices at 0, 0 , 1, 0 and 0, 1 . A basis of orthogonal polynomials
with respect to W is given by
P n x , y s B nP Ž2 kqbqg , ay1r2. 2 x y 1Ž . Ž .k k nyk
yk Žgy1r2, by1r2.= 1 y x P 2 y 1 ,Ž . k ž /1 y x
for 0 F k F n, where P Žl, m . denotes the Jacobi polynomial of degree k,k
Ž .lŽ . m w x northogonal with respect to 1 y t 1 q t on y1, 1 , and B are nor-k
Ž w x. ² n n:malization constants cf. 2 . Considering I s P , P , we can show0 n
< <V s codim I just as in the case of disk. The cubature formula of degree
2n y 1 is the usual product formula on the triangle.
Ž 2EXAMPLE 3 Other Cubature Formulae on Disk and on Triangle with n
.Nodes . In the previous examples, we showed that the usual product type
formulae in two dimension can be constructed using an extreme case of
² n n:I s P , P of the Theorem 2.3. We can choose two different polynomi-1 n
als in I and generate a cubature formula of degree 2n y 1 with n2 nodes
which is nevertheless different from the product formula. We work with
the weight function W on the unit disk B2 first. The nth reproducingm
Ž .kernel function P x, y for a system of orthogonal polynomials is definedn
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by
P x, y s P n x P n y .Ž . Ž . Ž .Ýn a a
< <a sn
We recall a compact formula for the reproducing kernel for W , m G 0, onm
B d,
n q m q d y 1 r2Ž . 1 Ž mqŽdy1.r2.P x, y s CŽ . Hn nm q d y 1 r2Ž . y1
2 2' < < < <'= x ? y q 1 y x 1 y y tž /
1my1 my12 2 d= 1 y t dt 1 y t dt, x, y g B ,Ž . Ž .H
y1
Ž w x.for m s 0 the above formula holds upon taking limit m “ 0 see 12 .
Ž . Ž .From the definition of P x, y , for each fixed a, the polynomial P x, a isn n
an orthogonal polynomial of degree n; in particular, the polynomial
Ž mqŽdy1.r2.Ž . Ž .C x s const P x, e is an orthogonal polynomial for each i,n i n i
where e , . . . , e forms the usual Euclidean basis as before. We consider1 d
the ideal
I s C Ž mqŽdy1.r2. x , . . . , C Ž mqŽdy1.r2. x .² :Ž . Ž .n 1 n d
Ž .Evidently, the variety of I is given by V s x , . . . , x N 1 F k F n,k , 1 k , d
4 Ž mqŽdy1.r2. Ž . < <1 F i F d , where x are zeros of C on y1, 1 . Hence, V sk , i n
d Ž . nn . On the other hand, since LM I contains x for 1 F i F d, it followsi
that codim I s nd as in Example 1. Therefore, by Theorem 2.3 there is a
cubature formula of degree 2n y 1 that takes the form
n n
f x W x dx s ??? l f x , . . . , x .Ž . Ž . Ž .Ý ÝH m k , . . . , k i , 1 i , d1 ddB k s1 k s11 d
The curious thing about this formula is that its nodes are the same as the
d Ž . mqŽdy2.r2 w xdproduct formula for Ł 1 y x on y1, 1 , yet it is a cubatureis1 i
formula for W on B d. We note that some of the nodes are outside of them
region B d.
By choosing different a in the reproducing kernel, we can consideri
other ideals generated by d orthogonal polynomials which lead to still
different cubature formulae of degree 2n y 1 based on nd common zeros.
There is a similar compact formula for the reproducing kernel with respect
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to the Jacobi type weight function on the simplex Ýd in R d, which can be
used to generate cubature formulae of degree 2n y 1 on Ýd that uses nd
nodes but different from the product type formula. Since the procedure is
similar, we shall not elaborate.
In the previous examples, our ideals are generated by only d polynomi-
als, which corresponds to the extreme case of Theorem 2.3. For d s 2, the
ideal is generated by 2 polynomials, which is as few generators as it can
possibly be while still having zero dimensional variety. We also note that
by Bezout's theorem, the two polynomials can have at most n2 common
zeros. In the following examples, we consider the case where I has more
generators.
Ž .EXAMPLE 4 Cubature Formula of Degree 9 on a Disk . In this exam-
ple, we consider cubature formulae with respect to the Lebesgue measure
Ž .unit weight function on the unit disk. That is, the integral is defined by
Ž . Ž . n2L f s H f x dxrp . We take a basis of orthonormal polynomials P asB k
Ž .in 3.1 with m s 0. The first case that requires serious computation is
n s 5, or cubature formulae of degree 9. Most of the computation below is
carried out using the computer algebra system Mathematica.
We start with constructing a Hankl matrix that satisfies the condition in
Corollary 2.7. Instead of E q G HGT, we can look at the matrixn n
y1Ž T .y1G G q H. The matrix G can be computed from the leadingn n 5
Ž .coefficients of the polynomials in 3.1 ,
32 0 0 0 0 0
'0 32 15r7 0 0 0 0
' '40 2r7 0 120 2r7 0 0 0
G s .5 ' '0 8 30 0 40 10r3 0 0
'' '6 6r7 0 60 6r7 0 10 42 0
'' '0 10 6r7 0 20 14r3 0 6 42
Ž .5We choose H s h to have h s h s h s h s h s 0. It turnsiq j i, js0 1 3 5 7 9
y1Ž T .y1out that the matrix G G q H has the same form as H, that is, its5 5
zero elements are in the same positions as the zero elements of H. The
form shows that the rows 1, 3, 5 and rows 2, 4, 6 are linearly independent.
We choose to have the submatrix of the three odd rows rank 2 and the
submatrix of the three even rows rank 1. Setting row2 s s ? row4 q t ? row6,
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the matrix H is determined in terms of s and t. Solving the equation
Ž T . TE q G HG U s 0 for U, we find three polynomials in U P as follows,5 5 n
63t q 5s 14 q 3tŽ .
5 5 5Q x , y s y P x , y q P x , y ,Ž . Ž . Ž .1 1 5'24 10 st
27 35 y 19t t q s 94 q 69t q 13tŽ . Ž .
5 5Q x , y s y P x , yŽ . Ž .(2 02 26 8 8t q s y3 q 7t q 4 tŽ .Ž .
t y35 q 43t q s y94 y 21t q 11t 2Ž . Ž .
5q P x , yŽ .22 2'4 3 8t q s y3 q 7t q 4 tŽ .Ž .
q P 5 x , y ,Ž .4
7 5 q 3tŽ .
5 5 5Q x , y s y P x , y q P x , y .Ž . Ž . Ž .(3 1 32 6 t
At this point we need to choose s and t so that Q5, Q5 and Q5 have a1 3 5
large amount of common zeros. There is usually no easy way to determine
which s and t to choose. An arbitrary choice will not work; for example,
the case s s 1 and t s 2 leads to only 5 common zeros. It turns out,
5 Ž .however, that Q becomes independent of s and t when t q s t q 2 s 0.2
Ž .So, we take s s ytr t q 2 , which leads to
7 2
5 5 5 5Q x , y s P x , y q P x , y q P x , y .Ž . Ž . Ž . Ž .(2 0 2 4'6 3
With the help of Mathematica, we find that Q5 and Q5 have 25 distinct1 2
common zeros for every t. The common zeros are given by algebraic
expressions of t, some involving two folds of square roots; we shall not give
'them here. For t between 27r34 F t F 9 q 4 6 , all 25 common roots are
² 5 5:real. Upon computing codimension of Q , Q , we conclude that there is1 2
a cubature formula of degree 9 with 25 points for each t in the range
5'w x27r34, 9 q 4 6 . More interestingly, we find that Q vanishes on 21 of3 'the 25 points for t in the above range, except when t s 9 q 4 6 in which
case Q5 vanishes on 23 points. Checking the codimension of I s3
² 5 5 5:Q , Q , Q , it turns out that we have s s 3, s s 2, s s 1, and1 2 3 0 1 2
s s 0 for all t. Hence, codim I s 15 q 3 q 2 q 1 s 21. Thus, by Theo-3
rem 2.3, we conclude that there is a cubature formula of degree 9 with 21
'w .nodes for each t in the range 27r34, 9 q 4 6 .
In the above example, by adding Q5 to the ideal generated by Q5 and3 1
Q5 to form a new ideal, we reduce the size of the variety and the2
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codimension at the same time. One may try to do the same for n ) 5
< < 2starting with one of the examples with V s n . If we know the common
zeros, we can compute any polynomial that vanishes on them. In general,
however, we do not know which zeros can be reduced, which prevents us to
compute additional polynomial that vanishes on part of the common zeros.
This shows that the necessary condition in Corollary 2.6 is useful. There is
yet another situation for which the procedure described above is indeed
useful; it is explained in our next example.
Ž .EXAMPLE 5 Another Cubature Formula of Degree 9 on the Unit Disk .
We consider another cubature formula of degree 9 for the Lebesgue
Žmeasure on the unit disk. This formula was discovered by Mysovskikh see
w x.6, formula 29 for the ball , which uses only 19 nodes and it was shown
that the nodes are common zeros of two orthogonal polynomials, given in
terms of our basis by
5 5 5 5' 'Q x , y s 3P x , y q 2 14 P x , y q 5 10 P x , y ,Ž . Ž . Ž . Ž .1 1 3 5
' ' '4 q 6 11 14 q 13 21
5 5 5Q x , y s P x , y y P x , yŽ . Ž . Ž .2 0 260 840
'y1 q 6
5q P x , y .Ž .4'10 42
Ž w x.It is not difficult to find all common zeros they are given in 6 , which
allows us to find out that there is one more orthogonal polynomial of
degree 5 vanishing on all 19 nodes, which is given by
7 2
5 5 5 5Q x , y s P x , y q P x , y q P x , y .Ž . Ž . Ž . Ž .(3 0 2 4'6 3
² 5 5 5:However, it is easily shown that the codimension of Q , Q , Q is again1 2 3
21. According to Theorem 2.3, this shows that the ideal should be enlarged
by adding more elements to its basis; moreover, the polynomial to be
added should be a quasi-orthogonal polynomial of degree 6 and order 2.
Since we know all the common zeros, we are able to find such a polyno-
mial. It turns out to be an orthogonal polynomial of degree 6. Given in
Ž . 6terms of our basis 3.1 , this polynomial, denoted by Q , is given by1
' ' '3 y491 q 201 6 7 173 y 72 6Ž . Ž .6 6 6Q x , y s P x , y q P x , yŽ . Ž . Ž .1 1 3' ' ' '4 157 2 y 129 3 20 4 2 y 3 3Ž . Ž .
q P 6 x , y .Ž .5
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6 ² 5 5 5:Moreover, it is easy to verify that Q is not in the ideal Q , Q , Q .1 1 2 3
Adding it to the ideal and checking the codimension, we finally conclude
² 5 5 5 6:that the cubature formula is generated by the ideal Q , Q , Q , Q .1 2 3 1
There is a notable difference between this example and the previous
one. In this example, the polynomials Q5 and Q5 have 19 common zeros1 2
instead of 25. Since we no longer need to reduce zeros in the variety, we
found additional polynomials that vanish on all common zeros without
difficulty. We would like to use such a procedure in other possible
situation. In fact, if we can find two or more orthogonal polynomials whose
number of common zeros is less than n2 and greater than, say, dimŁ2ny1
w xq nr2 , then we can compute additional orthogonal and quasi-orthogonal
< <polynomials so that we get an ideal large enough to satisfy codim I s V ,
thus, showing that a cubature formula exists. The essential question is how
to find two or more orthogonal polynomials so that they have a large
number of common zeros. The necessary condition in Theorem 2.5 or
Corollary is helpful in this regard.
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