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ABSTRACT
In this paper, we concern ourselves with the problem of si-
multaneous positive data clustering and feature selection. We
propose a statistical framework based on finite mixture mod-
els of generalized inverted Dirichlet (GID) distributions. The
GID offers a more practical and flexible alternative to the in-
verted Dirichlet which has a very restrictive covariance struc-
ture. For learning the parameters of the resulting mixture,
we propose an approach based on minimum message length
(MML) criterion. We use synthetic data and real data gen-
erated from a challenging application that concerns objects
detection to demonstrate the feasibility and advantages of the
proposed method.
Index Terms— Positive data, feature selection, cluster-
ing, mixture models, GID, MML, object detection.
1. INTRODUCTION
The clustering of real data is a challenging problem. This is
especially true in most signal processing, computer vision and
pattern recognition applications where the extracted feature
spaces are known to be high-dimensional, complex, and noisy
[1]. This kind of data poses different challenges for clustering
algorithms since not all features are important. Indeed, some
of the features may be irrelevant and then misguide the clus-
tering process. Over the years, many feature selection tech-
niques have bee proposed to handle high-dimensional vectors.
In this paper, we are interested in feature selection when finite
mixture models are used for clustering.
Finite mixture modeling has been the subject of much re-
search in recent times and the reader is referred to [2]. Several
research efforts have been devoted to the integration of fea-
ture selection into finite Gaussian mixtures (see, for instance,
[3, 4]). It is well-known, however, that the Gaussian choice
is not realistic in the majority of signal and image processing
problems. For instance, it is well-known that the statistics of
The completion of this research was made possible thanks to the Natural
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natural images are not Gaussian. Moreover, a crucial assump-
tion in the majority of these previous works is that the features
are supposed to be independent (e.g. treating the multivariate
Gaussian as a product of univariate Gaussians [3]) which is
not generally the case. Our work in this paper is closely re-
lated to these approaches, but considers positive data which
are naturally generated by several tasks and for which the
Gaussian assumption has been shown to be inappropriate [5].
In particular, we propose a feature selection model that builds
on finite GID mixtures. The consideration of the GID has two
main important advantages. First, the GID has a more general
covariance structure than the inverted Dirichlet [6, 5] which
has a very restrictive positive covariance matrix. Second, the
mathematical properties of the GID distribution allow the rep-
resentation of GID samples in a transformed space in which
features are independent and follow inverted Beta distribu-
tions. Thus, as opposed to earlier works, the conditional in-
dependence assumption among features commonly used by
researchers becomes a fact in our case. The resulting model
is learned via an expectation maximization (EM) algorithm to
minimize a message length objective for simultaneous param-
eter estimation, model order selection, and feature weighting.
The rest of this papers is organized as follows. In Section 2,
we present our model and details the developed learning ap-
proach. Section 3 presents the experimental results to show
the strengths of the proposed approach.
2. THE PROPOSEDMODEL
2.1. The Generalized Inverted Dirichlet Finite Mixture
Let us consider a data set Y = (!Y1, !Y2, . . . , !YN ) of N D-
dimensional positive vectors, where !Yi = (Yi1, . . . , YiD), i =



















where Til = 1+
∑l
k=1 Yik and ηjl = βjl+αjl−βj(l+1) with
βj(D+1) = 0. Each !Θj = (αj1, βj1, αj2, βj2, . . . , αjD, βjD)
is the set of parameters defining the jth component, and πj is
the mixing weight of the jth cluster.
In mixture-based clustering [2], each vector !Yi is assigned
to all classes with different posterior probabilities p(j|!Yi) ∝
πjp(!Yi|!Θj). It is possible to show that the properties of
the GID distribution allows the factorization of the poste-
rior probabilities as: p(j|!Yi) ∝ πj
∏D
l=1 pib(Xil|θjl), where






for l > 1, pib(Xil|θjl) is an








Thus, the clustering structure underlyingY is the same as that
underlying X = ( !X1, . . . , !XN ) described by the following










Let us introduce latent variables !Zi = (Zi1, Zi2, . . . , ZiM ), i =
1, . . . , N where Zij ∈ 0, 1,
∑M
j=1 Zij = 1 and Zij = 1
implies that !Xi is in the jth component. Therefore, the











According to Eq. 2, all features Xil are considered equally
useful for the learning process which is naturally not true
since some features might be irrelevant and then deteriorate
the clustering process. An important challenge is then the se-
lection of relevant features to improve modeling capabilities.
In learning systems, the contribution of a given feature is nor-
mally not obvious. Indeed, some features may be relevant
and then useful for the learning process and others may be
irrelevant and then compromise the final model. In order to
integrate feature selection in our mixture model, we consider
the approach proposed in [3] in the case of finite Gaussian
mixtures and extended in [8] for proportional data. The main
idea is to suppose that each given feature is generated from a
mixture of two univariate distributions. The first distribution
is assumed to be generate relevant features and is different for
each cluster and the second one is assumed to generate irrele-
vant features and is common to all clusters. This idea can be











+ (1− ρl)pib(Xil|ξl)] (4)
where Θ∗ = {{θjl}, {ρl}, {ξl}} is the set of all parameters
representing our unsupervised feature selection model, ρl rep-
resents the probability that feature Xil is relevant for cluster-
ing, and pib(Xil|ξl) is an inverted Beta distribution, with pa-
rameters ξl = (αl, βl) common to all clusters and supposed
to generate irrelevant features.
2.2. MML-Based Learning
Our learning procedure will be based on the optimization of
a message length objective which shall allow simultaneous
parameters estimation andmodel selection (i.e. determination
of the number of componentsM ). The objective function to
minimize is given by [9]:










)− log p(X|Θ∗) (5)
where p(Θ∗) is a prior distribution over model’s parameters,
|I(Θ∗)| is the determinant of the expected Fisher information
matrix, p(X|Θ∗) is the model’s likelihood function, c is the
number of free parameters being estimated which is in our
case c = M − 1 + 3D + 2DM .
Since !π = (π1, . . . , πM ) and !ρl = (ρl1, ρ12), ρl2 = 1 − ρl1
are actually proportional vectors, we choose as priors for them
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where the superscript θ and ξ denote the relevant and the ir-




expected Fisher information can be approximated by taking
the determinant of the second derivative of the negative log


































where Ψ′(.) is the second derivative of the logarithm of the
Gamma function. By substituting Eqs. 4, 6, 7, 8, 9 and 10
into Eq. 5, we obtain the message length of our model.
2.3. Estimation And Selection Algorithm
In this section, we summarize our EM algorithm for mini-
mizing the message length of our model. The minimization
is done under the constraints 0 < πj < 1,
∑M
j=1 πj = 1
and ρl1 + ρl2 = 1. To satisfy these constraints, we introduce
Lagrange multipliers Λ and λρl , l = 1, . . . , D:











l (1− ρl1 − ρl2) (11)
The minimization of the previous function gives us the fol-



































where p(j| !Xi) is the posterior:





In order to estimate the θjl and ξl parameters, we will use
Fisher’s scoring methods which is given as following in the

















The complete learning process is summarized in Algorithm 1.
3. EXPERIMENTAL RESULTS
This section is dedicated to show the merits of our model and
its ability to perform simultaneous clustering and feature se-
lection. In particular, we perform extensive experiments in-
volving synthetic data sets and a real-world challenging ap-
plication namely object detection. For all conducted experi-
ments, we setMmax andMmin to 15 and 2, respectively.
Algorithm 1
1: Input: D-dimensional data set X ,Mmax,Mmin .
2: Output: M∗ and Θ∗.
3: initialization: M = Mmax, ρl1 = ρl2 = 0.5 and apply Fuzzy
C-Means to have an initial partition of the data.
4: WhileM ≥ Mmin do
5: repeat
6: E-step:
7: Compute p(j| "Xi) using Eq. 14.
8: M-step:
9: Update πj and ρl1 using Eqs. 12 and 13.
10: Update ξl and θjl using Fisher scoring.
11: If πj = 0 then prune the jth component.
12: If ρl = 0 then prune the lth feature.
13: Else if ρl2 = 0 then prune the irrelevant feature.
14: until Convergence criterion is reached.
15: Record Θ,M , and MML of the model.
16: Remove the jth component θjl with the lowest mixing weight
πj .
17: Endwhile
18: Return Θ∗,M∗ with the lowest MML.
3.1. Evaluation on Synthetic Data
In this experiment we evaluate the performance of the pro-
posed model using 3-dimensional synthetic data sets which
are generated from 2, 3, and 4 components GID mixtures.
The parameters used to generate these datasets are given in
Table 1. Moreover, eight “noisy” features, generated from
one inverted Beta with parameters α = 3 and β = 15, are ap-
pended to the datasets which increase the dimensionality of
the data to 11 dimensions. For all three data sets, our algo-
Table 1. Parameters used to generate the synthetic data sets.
nj represents the number of elements in cluster j.
nj j αj1 βj1 αj2 βj2 αj3 βj3
Dataset 1 300 1 40 30 33 46 18 40
300 2 30 44 25 40 35 22
Dataset 2 300 1 30 44 25 40 35 22
300 2 18 35 43 25 21 14
300 3 40 28 33 46 18 40
Dataset 3 300 1 16 28 17 32 21 41
300 2 18 35 43 25 21 14
300 3 40 28 33 46 18 40
300 4 30 44 25 40 35 22
rithm selected the exact number of clusters with classification
accuracies of 98.89%, 97.78% and 95.91%, respectively. The
saliencies of all the 11 features, computed automatically by
our algorithm, for each of the synthetic datasets are shown in
figure 1. According to this figure, it is obvious that high rel-
evancies have been assigned to features 1, 2, and 3 which is
consistent with the ground-truth. We conclude that, for syn-










































































Fig. 1. Feature salience for all synthetic datasets.
thetic datasets, the proposed algorithm was able to success-
fully select the optimal number of components and to assigns
features saliencies correctly.
3.2. Object Detection
With advances in multimedia technology, images are becom-
ing available at an explosive rate. A crucial problem is then
how to efficiently organize and index those multimedia data.
A lot of approaches and techniques have been proposed in
the past [10, 11]. Although different, all these approaches
agree that an important step for efficient organization is ob-
ject detection. Although object detection has been the subject
of much research in the past, the problem is still challenging.
In this section, we present the results of applying our statisti-
cal model on two common widely used tasks namely car and
human detection. An important part of the object detection
problem is feature extraction. Many visual descriptors have
been proposed in the past (see, for instance, [12]). Here, we
use local Histogram of Oriented Gradient (HOG) descriptor
which generate positive features and which has been shown
to be efficient and convenient for the object detection prob-
lem [13]. Experiments are conducted by considering three
windows for the HOG descriptor which allows to represent
each image by 81-dimensional vector of features. We conduct
our experiments by considering the GID mixture with feature
selection (GIDFS) and without feature selection (GIDnoFS).
Moreover, we compare the obtained results with those ob-
tained when considering finite Gaussian mixture model with
(GMMFS) and without feature selection (GMMnoFS).
3.2.1. Car Detection
The dataset that we consider here contains images of cars side
views which was collected at UIUC 1. The dataset consists of
1050 images (550 car and 500 non-car images). Figures 2
and 3 show examples of images from this dataset. The first
100 images from both car and non-car images are used for
training and the rest for testing. Table 2 shows the detection
accuracies when both Gaussian and GID mixtures are consid-
ered with and without feature selectionm. According to this
1http://cogcomp.cs.illinois.edu/Data/Car/
Fig. 2. Examples of car images.
Fig. 3. Examples of non-car images.
table, it is clear that the GID mixture outperforms the Gaus-
sian mixture and that feature selection improves the results.
Besides, Figure 4 shows the obtained features saliencies by
both mixtures and displays clearly the fact that the different
features have different saliencies.
Table 2. Car detection accuracies when different approaches
are considered.
Model GIDFS GIDnoFS GMMFS GMMnoFS
Accuracy 83.69% 80.76% 74.00% 72.77%
3.2.2. Human detection
Another challenging task that we consider here is human de-
tection. We consider the INRIA Static Person dataset 2 to
evaluate the proposed model. The data consists of both posi-
tive (containing humans) and negative examples (images that
do not contain humans). 400 images are used for training
(200 positive examples and 200 negative ones). On the other
hand, the testing set consists of 741 images, 288 of them are
positive examples and the remaining 453 are negative exam-
ples. Figures 5 and 6 show samples of positive and negative
examples, respectively. Table 3 shows the classification ac-
curacy for the INRIA dataset. According to this table, its clear
that the proposed model outperforms GMM and again feature
selection improves the detection results.
2http://pascal.inrialpes.fr/data/human/









































Fig. 4. Features saliencies in the case of the car detection application when using: (a) The GID mixture and (b) The Gaussian
mixture.
Fig. 5. Examples of images containing humans.
Fig. 6. Examples of negative images used for human detec-
tion task.
Table 3. Human detection accuracies when different ap-
proaches are considered.
Model GIDFS GIDnoFS GMMFS GMMnoFS
Accuracy 68.55% 65.56% 57.35% 53.00%
4. CONCLUSION
We have introduced an approach for simultaneous cluster-
ing and feature selection in the case of positive data. Our
approach is based on GID mixture models that have sev-
eral interesting properties. We have developed a principled
approach based on MML for the learning of the resulting
model. The effectiveness and efficiency the proposed statis-
tical framework was shown experimentally through quantita-
tive evaluation in the case of object detection.
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