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Resumo Existem diversos fatores relacionados a` produc¸a˜o de carne bo-
vina. Identifica´-los contribui de maneira direta para a escolha de cru-
zamentos gene´ticos mais promissores. Este trabalho investiga o uso de
Redes Neurais Artificiais e Ma´quinas de Vetores Suporte no estudo da
influeˆncia de marcadores moleculares no ganho de peso dia´rio do animal,
do nascimento a` desmama. As taxas de erros obtidas se mostraram bai-
xas, evidenciando que as varia´veis envolvidas esta˜o relacionadas com o
ganho de peso nesta fase.
1 Introduc¸a˜o
A gerac¸a˜o de tecnologias e conhecimento que contribuam para o aumento da
disponibilidade de produtos de origem animal de melhor qualidade e menor custo
e´ de fundamental importaˆncia para o progresso da pecua´ria. O uso de marcadores
moleculares, principalmente de DNA, permite que o potencial gene´tico de um
animal seja determinado com maior precisa˜o [4].
Essas pesquisas geram uma enorme quantidade de dados que necessitam de
ferramentas computacionais que facilitem sua compreensa˜o. Te´cnicas de Apren-
dizado de Ma´quina (AM), por serem capazes de aprender por si a partir de um
conjunto de dados, representam uma alternativa atraente para lidar com este tipo
de problema. Este trabalho busca investigar o uso duas te´cnicas inteligentes, Re-
des Neurais Artificiais (RNAs) e Ma´quinas de Vetores Suporte (Support Vector
Machines - SVMs), para interpretac¸a˜o de dados sobre marcadores moleculares.
As RNAs podem ser definidas como sistemas paralelos distribu´ıdos compos-
tos de unidades de processamento simples que computam determinadas func¸o˜es
matema´ticas, simulando os neuroˆnios [2]. As SVMs utilizam func¸o˜es denomina-
das Kernels para mapear os dados para um espac¸o de grande dimensa˜o. Nesse
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espac¸o, a utilizac¸a˜o de uma func¸a˜o linear e´ suficiente para aproximac¸a˜o da dis-
tribuic¸a˜o dos dados [7].
Este artigo encontra-se organizado como segue: a Sec¸a˜o 2 apresenta os mate-
riais e me´todos utilizados nos experimentos conduzidos. A Sec¸a˜o 3 lista e discute
os resultados obtidos e finaliza este artigo.
2 Materiais e me´todos
A base de dados utilizada neste trabalho inclui dados obtidos atrave´s do projeto
“Marcadores moleculares aplicados a` produc¸a˜o de carne bovina”, desenvolvido
no CPPSE - Embrapa. Foram obtidos dados dos marcadores moleculares LGB
(encontrado no gene β-lactoglobulina) e GH (gene de hormoˆnio de crescimento).
Os dados sa˜o de 189 animais resultantes do cruzamento de feˆmeas Nelore
com touros Aberdeen Angus, Canchim e Simental. Os atributos utilizados como
entrada para o treinamento das te´cnicas de aprendizado foram o sexo do animal,
grupo gene´tico, tratamento (com ou sem rac¸a˜o), pai, idade da ma˜e ao parto e
combinac¸o˜es dos marcadores (GH e LGB, GH, LGB e sem marcador). A sa´ıda,
por sua vez, foi o ganho de peso me´dio.
O trabalho investigou a influeˆncia dos marcadores no ganho de peso dia´rio
dos animais, no per´ıodo entre o nascimento e a desmama. Os resultados foram
obtidos utilizando 10-fold cross validation [6]. Foram utilizadas RNAs Perceptron
multicamadas, treinadas com o algoritmo backpropagation [2]. Foram testadas
redes com uma camada intermedia´ria, variando o nu´mero de neuroˆnios. A taxa
de aprendizado e o termo momentum adotados foram ambos iguais a 0.1. Para
implementac¸a˜o das RNAs, utilizou-se a ferramenta SNNS [8]. Para as SVMs,
empregou-se diversas func¸o˜es Kernel (Polinomiais, Gaussianas e Sigmoidal). As
SVMs foram geradas com o aux´ılio da ferramenta SVMTorch II [3].
3 Resultados, Discusso˜es e Conclusa˜o
A Tabela 1 apresenta as taxas de erro obtidos nos testes das te´cnicas de apren-
dizado consideradas. A RNA com 1 neuroˆnio na camada intermedia´ria foi a
melhor topologia de rede em todos experimentos. As SVMs com Kernel Gaussi-
ano e desvio padra˜o de 50 apresentaram os melhores resultados nos experimentos
com ambos os marcadores e somente com o marcador GH. Para os experimentos
com LGB e sem marcadores, o melhor Kernel foi o Gaussiano com desvio padra˜o
igual a 100.
Comparando-se o desempenho das te´cnicas utilizadas, pode-se observar que
as SVMs foram mais precisas, embora na˜o se possa afirmar a um n´ıvel de confi-
anc¸a de 95% [5].
Verifica-se que a menor taxa de erro foi obtida no experimento realizado
utilizando somente o marcador GH. Do ponto de vista fisiolo´gico, pode-se dizer
que isto se deve ao fato do marcador GH estar relacionado ao gene que codifica
o hormoˆnio de crescimento.
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Tabela 1. Erro quadra´tico me´dio obtido nos experimentos
GH + LGB GH LGB sem marcador
RNAs 11.67± 4.02 11.08± 3.39 11.69± 4.21 11.26± 4.07
SVMs 9.95± 3.16 9.83± 3.13 10.15± 3.13 10.07± 3.28
O experimento com LGB apresentou a maior taxa de erro, evidenciando que
este marcador na˜o influi no ganho de peso dia´rio. Quando associado ao GH, essa
taxa diminui. Pore´m, o erro obtido e´ maior que o da ana´lise isolada do GH,
sugerindo um efeito epista´sico da β-lactoglobulina.
Na auseˆncia de marcadores, observa-se uma taxa de erro semelhante a`s ante-
riores. Isto indica que existem outras varia´veis influenciando fortemente o ganho
de peso dia´rio, sugerindo a realizac¸a˜o de outros testes experimentais, bem como
o uso de outros marcadores moleculares. Uma outra abordagem e´ analisar quais
grupos gene´ticos esta˜o mais relacionados com as caracter´ısticas de produc¸a˜o.
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