Abstract -In the electric power company benchmarking management, implementing classification of the enterprise, the clustering algorithm can set up the model enterprise. It's very important for the benchmarking management in the electric power company. K-means, as unsupervised learning algorithm, is suitable for processing great sample data, while support vector machine(SVM), as supervised learning algorithm, needs a small number of training samples and is able to obtain the higher classification accuracy. Therefore, the paper presented a classification method based on the combination of SVM and Kmeans. Using K-means clustered index data first, and then chose some samples which were close to each cluster center as study samples to training SVM classifier and classified all the index data with SVM classifier. Consequently, illustration showed that K-means combined with SVM had higher accuracy than K-means, which testified the validity of it.
Introduction
Compared with the model enterprise, enterprises can find their own advantages and disadvantages. It not only can improve the development of enterprise, but also can give full play to comparative advantage in the market of the enterprise and enhance enterprise market competence. Eventually, how to choose the model enterprise in the benchmarking management is crucial. At present, scholars in types of organization proposed all kinds of model methods.
In the nonelectric power industry, Ref. [1] established the TOPSIS enterprise benchmarking evaluation model and the model was applied to the comprehensive evaluation of benchmarking management in six selected international petroleum enterprises. This established TOPSIS comprehensive evaluation model and accompanying benchmarking management system are not only to evaluate operating performance and management level, but also achieve monitoring during the whole process which is of great significance for enterprises to improve value creation capacity and international competitiveness. Ref. [2] introduced the cross-evaluation into the improved-DEA model to distinguish the effective decision-making units and to select the benchmarking enterprises for CNPC.
In the Electric Power Industry, Ref. [3] constructed the performance evaluation index system for grid enterprises, and established a comprehensive performance evaluation model by combing analytic hierarchy process and fuzzy comprehensive evaluation method, according to the characteristics of grid enterprise. And it verifies the feasibility of the above model through an example. Ref. [4] built gray models of making the leading enterprise and classifying the enterprise as well as comprehensive evaluation of indexes separately in connection with the gray characteristic of the electric benchmarking comprehensive evaluation, and the model has validity and usability. Ref. [5] showed that the choice should be based on the method of individual advantage identification, and gave detailed procedures of implementation, and it is indicated that the model is scientific and objective. Ref. [6] made K-means clustering algorithm apply to the indicators comparison of power enterprises. And through the example, it is showed that the proposed algorithm is effective. Ref. [7] came up with the applications of combination of gravitational search and Kmeans algorithm in the benchmarking management. Besides, it is proved that the algorithm has validity and feasibility.
Although K-means algorithm is simple and efficient, it make cluster results produce errors when sample data used is not numerous enough. While, SVM needs a small amount of training samples and can has the high classification accuracy. As a consequence, the combination of K-means and SVM classification was proposed. Not only can it increase accuracy of classification, but also solve the problem that accuracy of Kmeans is not high.
Theories of K-means and SVM

A. K-means
K-means, as unsupervised learning algorithm, is good at disposing big-sample data. It is needed to set k-clustering number, and choose the initial k clustering centers. According to the minimum distance criterion, the data is distributed to the k classes. Then, calculating the average distance of the data in each class and the initial clustering center can achieve new k clustering centers. If the new clustering centers and clustering centers in the last iteration are the same or the new clustering centers are less than the convergence criteria which is defined subjectively, the clustering is over Otherwise, the algorithm is getting to the next iteration. Selecting the initial clustering centers accurately will greatly reduce the iteration steps because the result of the algorithm relies on the choice of initial clustering centers.
B. SVM
SVM is a new machine learning method based on statistical learning theory and it's worth knowing that SVM is used all over the place to solving classification problems of small samples ,high dimension data and nonlinear. SVM is a classification model of two types. The basic model of SVM is
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defined as largest interval linear classifier in the feature space and the learning objective of SVM is constructing a hyper plane as decision plane in the high-dimensional space, which makes the largest classification interval between two classes of data.
The Classification Method based on the Combination of SVM and K-Means
The classification process of the K-means which is an unsupervised classification is convenient, but the classification results are not good enough. However, SVM, a supervised classification can obtain high classification accuracy through training several sample data, but it needs manual identified samples for training, which makes the process relatively cumbersome. According to the advantages and disadvantages of each method, the paper presented a classification method in the electric power company benchmarking management based on the combination of SVM and K-means. This method avoided the shortcoming of unsupervised classification and eliminated the cumbersome process of manual identifying samples of SVM.
The major idea of the model is K-means was used to cluster original index data of enterprises firstly, and then according to the number and sparse degree of points in each class, some points as labeled samples were chosen to train SVM, at last SVM was utilized to reclassify original index data of enterprises.
Specific algorithm was described as follows:
T were the input samples The input samples were made to close to their clustering center by K-means, leading to create k clusters.
B. The Choice of Training Samples
Choosing the training samples, which were created by Kmeans and close to each cluster center, as training data of SVM.
C. Classifying
All the input samples were classified with SVM, getting the new sample classification.
Analysis of the Example
Some electric power enterprises in China were classified from the aspects of quality of power supply through making use of the combination of SVM and K-means. The indexes of power supply quality in China are mainly consisted of urban comprehensive power supply voltage percent of pass, rural comprehensive power supply voltage percent of pass, urban power supply reliability and rural power supply reliability. The index data related to the quality of power supply of all of province electric power companies in 2011 and corresponding classes were shown in Table 1 . Samples of the 20 enterprises were divided into the first class, the second class and the third class according to the comprehensive ranking.
Before using K-means, the data were needed to the positive treatment and make indexes being dimensionless. The methods of positive treatment are negated and so on. The methods of making indexes being dimensionless are extremum method, difference artithmetic and so on. Since all the indexes in Table I are positive and dimensionless, they didn't need to preprocess data and were straightforward to use K-means. Let the number of initial clustering is 3, the indexes of 20 electric power enterprises were clustered by using SPSS. The results of clustering and the distance from each data to clustering center were shown in Table II . Chose enterprise number 3,4,5,14 and 19 which were closest to the clustering center as training samples of SVM classifier as independent variables matrix 'index', clustering class as dependent variables matrix 'label' .They were trained in SVM classifier by using Matlab. For the number of clustering class is 3, '-1' was on behalf of the first class, '0' was on behalf of the second class and '1' was on behalf of the third class. After training samples, the 20 samples as test suite were classified by SVM classifier.
Parts The results of SVM classifier were indicated in Table III . As shown in Table IV , the accuracy of the trained model was 90%, and among them, 18 classifications of the enterprises were correct, two of them were wrong. The clustering precision was 75% when using K-means only, and among them, 3 classifications of the enterprises were wrong. The example proved that the algorithm based on the combination of K-means and support vector machine had higher accuracy. The distance  from each data to  clustering center  1  1  11  3  2  1  12  1  3  3  13  2  4  1  14  2  5  1  15  1  6  3  16  2  7  1  17  1  8  2  18  2  9  1  19  2  10 1 20 1 
Conclusion
Using the combination of K-means and SVM to get classification accuracy of 20 power companies is higher than K-means. Thus, the combination of K-means and SVM uses a few training samples to train SVM classifier and gets high accuracy, solving the problem that the classification accuracy of K-means is good enough.
K-means combined with SVM algorithm is attempted to classify in the electric power company benchmarking management and it has certain feasibility. However, the algorithm is only used for classification and it's not enough for the analysis model of electric power enterprise benchmarking management. In the future, researchers need to propose more effective and feasible model of electric power company benchmarking management according to the electric power enterprise development, so that they can provide new ideas for the benchmarking management in electric power enterprise.
