Modern-day social networks evolve over time, that is, new contacts appear and old contacts may disappear. They can be modeled as temporal graphs where interactions between vertices (people) are represented by time-stamped edges. One of the most fundamental problems in social network analysis is community detection and within community detection, one of the most basic primitives to model a community is a clique. Addressing the problem of finding communities in temporal networks, Viard et al. [TCS 2016] introduced ∆-cliques as a natural temporal version of cliques. Himmel et al. [SNAM 2017] showed how to adapt the well-known Bron-Kerbosch algorithm for listing static cliques to listing ∆-cliques. We continue this work and improve and extend this algorithm to list temporal k-plexes, a temporal version of k-plexes, which are one of many popular clique relaxations.
I. INTRODUCTION
Community detection in networks is a highly active research area. In the most basic version, a community is modeled as a clique, that is, every vertex is connected to every other vertex in the clique. The concept is not only used for detecting communities in a social network, but it has also applications in ad hoc wireless networks [1] or biochemistry and genomics [2] . However, cliques as a model are often too restrictive for realworld applications, where some edges in communities might not exist because of errors in measurements or applicationspecific reasons. To circumvent this fact, the clique concept has seen several relaxations. Our work focuses on a popular degree-based relaxation of cliques known as k-plexes [3] , [4] , [5] . In a k-plex, every vertex must be adjacent to all but k − 1 vertices in the k-plex (excluding itself). A 1-plex is a clique and in a 2-plex every vertex can have a missing edge to one other vertex in the 2-plex. One can use k-plexes as a tool for link-prediction, as the missing edges are probably good candidates for missing links in social networks: It has been observed that friends of friends tend to become friends themselves [6] .
Previous work on k-plexes uses static graph models [7] , [8] , [9] , [10] , [4] , [5] . However, nowadays an increasing amount of real-world data sets are time-labeled. For example, in communication networks, such as email networks, the data is frequently time-stamped. A static network cannot distinguish at which time an email was sent and whether there are several emails sent between two persons. Modeling with static graphs is therefore often too restrictive. For community detection in temporal graphs, the concept of ∆-cliques has been introduced [11] . In a ∆-clique, during its lifetime, each vertex has contact to each other vertex of the ∆-clique at least once every ∆ + 1 consecutive time steps. We extend this concept by allowing to have up to k − 1 missing edges per vertex during each interval of ∆ consecutive time steps. For a formal definition refer to Section II.
Related Work: There has been extensive prior work on both clique enumeration (that is, listing all cliques) in temporal graphs [11] , [12] , [13] and k-plex enumeration on static graphs [7] , [8] , [10] , [4] . We are to the best of our knowledge the first to investigate the listing of k-plexes in temporal graphs. We follow up on the work of Himmel et al. [12] , where the famous BRON-KERBOSCH ALGORITHM [14] to list cliques in static graphs was lifted to the temporal setting. The problem of finding ∆-cliques in temporal graphs was introduced and motivated by Viard et al. [11] who enumerated contact patterns among high-school students. For an overview on research related to temporal graphs in general we refer to the surveys of Holme and Saramäki [15] , Michail [16] , and Latapy et al. [17] .
The concept of k-plexes is due to Seidman and Foster [3] . There are several other clique relaxations-for example the γquasi-clique, where the induced subgraph has an edge density of γ [18] . Typically, the corresponding maximization problems are NP-hard. For more details on different clique relaxations we refer to Patillo et al. [9] . To the best of our knowledge, the currently fastest algorithm for finding a maximumcardinality k-plex in a static graph is due to Xiao et al. [5] and the fastest algorithm for listing all maximal k-plexes in a static graph is due to Berlowitz et al. [10] .
Our Contributions: From a theoretical point of view, we formally define ∆-k-plexes, adapt and significantly extend an existing recursive algorithm [12] to list them, and sketch its correctness proof and worst-case running time analysis. In particular, our running time analysis shows that the algorithm has polynomial running time for constant k if the input graph has constant ∆-slice degeneracy, a measure for sparseness of temporal graphs [12] .
From a practical point of view, we present heuristic speedup techniques, including a strategy that does not list all ∆k-plexes but only those which might be "of interest". This excludes for example up to n k trivial solutions given by any set of k vertices over the whole lifetime of the graph (where n is the number of vertices).
Finally, we present an empirical evaluation of our algorithm on real-world networks that demonstrates the feasibility of our approach. In particular, for the special case of ∆-1-plexes (that is, ∆-cliques), we observe that our algorithm is significantly faster than the previous algorithm by Himmel et al. [12] at listing ∆-cliques.
Due to lack of space we omit technical details and defer them to a full version of our paper [19] .
II. PRELIMINARIES

1) Intervals and Sets of Intervals:
We refer to an interval as a contiguous ordered set of discrete time steps. Formally, an interval is an ordered set
For a set A ⊆ N, an interval I ⊆ A is maximal with respect to A if there is no larger interval I ⊆ A such that I ⊂ I . If A is not contiguous, then it contains multiple maximal intervals.
A set I of intervals is an ordered set of n pairwise disjoint intervals, that is,
We use I, J to refer to intervals, and I, J to refer to sets of intervals. We say that an interval I is covered by a set I of intervals (i.e. I − I) if there exists an I ∈ I such that I ⊆ I .
We refer to a tuple (v, I v ) with v being a vertex and I v being an interval as a vertex-interval pair and to a tuple (v, I) with a vertex v ∈ V and a set I of intervals as a vertex-interval-set pair. For a set A of vertex-interval-set pairs, we define V (A) to be the set of all vertices which are contained in a vertexinterval-set pair in A.
2) Temporal Graphs: A temporal graph [16] , also referred to as temporal network [15] or link stream [17] , is a graph whose edge set changes over time. A temporal graph can be seen as a sequence of static graphs over a fixed set of vertices. a) ∆-Frame and ∆-Non-Neighborhood: A ∆-frame is an interval of (consecutive) time steps, that is, each ∆frame ∆ i corresponds to the interval [i, min(i + ∆, ω)] of time steps. To properly define ∆-k-plexes, we need to adjust the notion of neighborhood from static to temporal graphs. Instead of just considering the incident edges of a vertex at one time step, we consider all incident edges within a ∆-frame. We say that two vertices u and v are neighbors in ∆ i if there is an edge ({u, v}, t) ∈ E with t ∈ ∆ i . Accordingly, u and v Figure 1d shows a vertexmaximal ∆-2-plex shaded in yellow. 
Analogously to k-plexes in static graphs, ∆-k-plexes are defined so that each vertex in the vertex set C of the ∆-k-plex must have at least |C|−k neighbors in each ∆-frame ∆ i , i ∈ I. See Figure 1d for an illustration of a ∆-2-plex. 
We focus on finding maximal ∆-k-plexes. As already discussed for ∆-cliques [11] , there is both vertex-maximality and time-maximality. Given a temporal graph
Intuitively, a ∆-k-plex is time-maximal if we cannot increase its lifetime without removing a vertex from it. We call a ∆-kplex maximal if it is both vertex-maximal and time-maximal. c) Degeneracy of Temporal Graphs: The degeneracy of a static graph G is the smallest integer d such that every nonempty subgraph of G contains a vertex of degree at most d. We use an analogue for the temporal setting as introduced by Himmel et al. [12] , motivated by the fact that many real-world static graphs have small degeneracy. 
that is, a function that displays for every vertex v and every ∆-frame ∆t the number of non-neighbors of v in C within ∆t.
2:
for I ∈ I do 3:
if ∀(w, Iw) ∈ P ∪ X and ∀Iw ∈ Iw : Iw = I then 4:
add (C, I) to the solution 5:
end if 6: end for 7:
for (v, Iv) ∈ P do 8:
end for 13: end function
3) BRONKERBOSCH: The BRONKERBOSCH algorithm is a classic algorithm that lists all maximal cliques in a static graph [14] and despite its simplicity it performs very well on real-world networks [20] . BRONKERBOSCH maintains three distinct sets of vertices. The first set R contains the current clique. The other two sets P and X contain the vertices that can be added to R such that R is still a clique. The set P contains all candidates which have not been considered in previous iterations, while the set X contains vertices that have been considered before. In each recursive call, the algorithm first checks whether the current clique R is maximal, that is, whether P ∪ X = ∅. If so, then it adds R to the solution, otherwise it iterates through all vertices v ∈ P , adds v to R, and recursively calls itself with updated sets P and X where all vertices that are not adjacent to v are removed. Afterwards, it removes v from P and adds it to X. The initial call is with P = V and R = X = ∅.
III. ∆-k-BRONKERBOSCH
In previous work, BRONKERBOSCH was adapted to list maximal cliques in temporal graphs [12] . In the following, we describe how we further improved and modified this algorithm to list maximal ∆-k-plexes in temporal graphs. We call the new algorithm ∆-k-BRONKERBOSCH, see Algorithm 1 for pseudocode. A major difference to the algorithm of Himmel et al. [12] is that our algorithm additionally maintains a pool for the current ∆-k-plexes, which is a data structure that keeps track of the missing neighbors of each vertex of the current ∆-k-plexes.
More formally, the input of ∆-k-BRONKERBOSCH consists of two sets P and X of vertex-interval-set pairs, an implicitly given set of current time-maximal ∆-k-plexes R = (C, I), and a pool B. Herein, C is the set of vertices of the ∆-kplexes and I is a set of intervals, i.e. the lifetimes on which the vertex set C forms a time-maximal ∆-k-plex. A pool is an auxiliary data structure that stores the number of ∆-nonneighbors of the vertices of the ∆-k-plex in any ∆-frame within the lifetime. While in the original BRONKERBOSCH algorithm the sets P and X contain the common neighborhood of all vertices in R, our sets P and X contain all vertices v with interval sets I v such that for all
These vertices cannot be contained in the ∆-non-neighborhood of more than k − 1 other vertices of C in each ∆-frame ∆ i , i ∈ I v . Also, they cannot be in the ∆-non-neighborhood of a vertex w ∈ C during its critical intervals, that is, intervals where w has exactly k − 1 ∆-non-neighbors in C. To maintain these properties after expanding the current ∆-k-plex we update the pool B and the sets P and X with a special UPDATE procedure (Line 8 of Algorithm 1) after adding a new vertex v ∈ V (P ) to C. For each vertex in V (P ) ∪ V (X) ∪ C, we save the number of ∆-non-neighbors of vertices in C for each ∆-frame in the pool B. We iterate through all vertexinterval-set pairs (v, I v ) ∈ P , call the UPDATE procedure, and then do a recursive call with the updated sets R , P , and X .
One particular improvement over the algorithm of Himmel et al. [12] is that we maintain a vertex set together with a set of time intervals where this vertex set induces a timemaximal ∆-k-plex, as opposed to only one time interval. In our experiments, this turned out to yield a significant speed-up.
For a given temporal graph G = (V, E, T ), the input for the initial call to list all maximal ∆-k-plexes
and B[v, i] = 0 for all v ∈ V and i ∈ T . In the remainder of this work, we always assume this initial call of the algorithm.
A. Correctness and Running Time of ∆-k-BRONKERBOSCH
In this section we sketch proof ideas for the correctness and the running time of ∆-k-BRONKERBOSCH. Proof Sketch. Let R * = (C * , I * ) be a maximal ∆-k-plex. We show that there will be a recursive call adding R * to the solution. Since we are building ∆-k-plexes bottom up, there will be a recursive call of ∆-k-BRONKERBOSCH on (P, R, X, B) with R = (C, I), C ⊆ C * , I * − I and |C| = |C * | − for all = 0, 1, . . . , |C * |. Additionally, all vertices v ∈ C * \ C with I * − I v , called candidates, will be contained in P . We show this by induction on |C|.
Clearly, in the initial call, C = ∅ ⊆ C * and I * − {T }. Since P = {(v, {T }) | v ∈ V }, every vertex v ∈ C * is contained in P . Now assume that there is a recursive call with (P, R, X, B), where R = (C, I), C ⊆ C * , I * − I, and all candidates are contained in P . Consider the first candidate (v, I v ) in the for-loop of that recursive call. After adding v to C, since R * is a ∆-k-plex, it can be shown that all other candidates are still contained in P after a call of UPDATE. Since (v, I v ) was a candidate, it holds for the new ∆-k-plex set R = (C = C ∪ {v}, I v ) that C ⊆ C * and I * − I v . Hence, by induction, there is a recursive call with R = (C * , I * ) with I * ∈ I * and, since R * is maximal, there is no vertex-interval-set pair (v, I) ∈ P ∪X with I * − I. Thus, (C * , I * ) is listed. Now assume that (C, I) is added to the solution. It can be shown that (C, I) is a time-maximal ∆-k-plex and that all vertex-interval-set pairs (v,
is a set of ∆-k-plexes, are contained in P ∪ X. Since Line 3 of Algorithm 1 checks whether ∀(w, I w ) ∈ P ∪ X and ∀I w ∈ I w : I w = I, it follows that there is no vertex interval in P or X which can be added without decreasing the interval I, hence, (C, I) is also vertex-maximal. Thus, (C, I) is a maximal ∆-k-plex.
We have argued that ∆-k-BRONKERBOSCH correctly lists all maximal ∆-k-plexes in a temporal graph. We go on with a sketch of its running time analysis. It can be shown that the size of the tree of recursive calls is upper-bounded by the number of time-maximal ∆-k-plexes in the input graph. The running time of each recursive call is dominated by the running time of the UPDATE procedure, which is in O(min(|E|, |T |) · |V | 2 ).
In the following, we upper-bound the number of timemaximal ∆-k-plexes in a temporal graph G = (V, E, T ) using the ∆-slice degeneracy (Definition 3) of G. Proposition 1. Let G = (V, E, T ) be a temporal graph with ∆-slice degeneracy d. Then, the number of time-maximal ∆-k-plexes in G is at most |V | · |V | k · 2 d+k · min(|E|, |T |). Proof. The statement can be shown by a counting argument. For each ∆-frame, we count how many time-maximal ∆-kplexes have a lifetime that contains this ∆-frame. For a given ∆-frame ∆ i , there exists a degeneracy ordering of
The degeneracy ordering of a graph is a linear ordering of its vertices with the property that for each vertex v at most d of its neighbors occur at a later position. Now for each ∆-frame ∆ i and each vertex v (that is, min(|E|, |T |) · |V | possibilities) in the degeneracy ordering of graph G ∆i = (V, E ∆i ), we count the number of k-plexes of G ∆i which only contain v and vertices that appear at a later position in the ordering. By definition, v has at most d neighbors that appear later in the ordering and v can be connected to k − 1 other vertices. For the latter, we consider all vertices, yielding the factor |V | k in the upper bound. Each subset of these k +d vertices potentially forms a k-plex with v in G ∆i . The number of such subsets is at most 2 d+k . This yields our upper bound since the vertex set of each of these kplexes can potentially form at most one time-maximal ∆-kplex with a lifetime that contains ∆-frame ∆ i . This leads to the following upper bound for the running time of our algorithm. Theorem 2. ∆-k-BRONKERBOSCH runs in O( |V | k · 2 d+k · min(|E| 2 , |T | 2 )·|V | 3 ) time, where d is the ∆-slice degeneracy of the input graph.
B. Heuristic Improvements
We propose two heuristic improvements for ∆-k-BRON-KERBOSCH.
1) Pivoting: A particular feature to improve the running time of the classic BRONKERBOSCH algorithm is the use of pivoting [20] , a procedure to reduce the number of its recursive calls by removing elements from the set P . Himmel et al. [12] showed how to transfer this to the temporal setting; we further adapt it to our more general setting. Due to space constraints, we refer to Himmel et al. [12] for more details on pivoting. They tested several alternatives and we chose to implement the method they found most effective (based on empirical results): Greedily choose the single pivot element that maximizes the number of elements removed from P . (Method "1G" from Himmel et al. [12] , shown to be most effective for ∆-cliques in their experiments.)
2) Connectedness Criterion: A big problem when listing all maximal ∆-k-plexes is the solution size. Each combination of k vertices forms a ∆-k-plex over the whole lifetime. Hence, there are |V | k trivial solutions. These solutions contain no information but increase the computational cost immensely for large k. We therefore want to exclude these trivial solutions and terminate in the recursion tree before calculating those. To this end, we modify the algorithm to only list ∆-k-plexes with a minimum number of 2k + 1 vertices, which guarantees that the ∆-k-plex is connected [3] . This allows us to use a simple heuristic: During the for-loop over all candidates in P , we select only those vertex-interval-set pairs in the candidate set P which have a connection to the current ∆-k-plex R in at least one ∆-frame during the lifetime of R. If there is no such vertex-interval-set pair in P , then we can terminate this recursive call since it will not form a connected ∆-k-plex of order 2k + 1.
IV. EXPERIMENTAL RESULTS
In this section, we analyze experimentally the running time of ∆-k-BRONKERBOSCH on several real-world temporal graphs and investigate the effect of different values for k and ∆ on the running time. We also study the case where we use the connectedness criterion (see Section III-B2).
1) Setup and Statistics: We implemented 1 ∆-k-BRON-KERBOSCH in Python 2.7.12 and carried out experiments on an Intel Xeon E5-1620 computer with four cores clocked at 3.6 GHz and with 64 GB RAM. We did not utilize the parallelprocessing capabilities. The operating system was Debian GNU/Linux 6.0. We compare ∆-k-BRONKERBOSCH with the algorithm by Himmel et al. [12] (called ∆-BRONKERBOSCH-HIMMEL) which was also implemented in Python.
For the sake of comparability we tested our implementation on the same freely available data sets as Himmel et al. [12] with the same ∆-values and the same time limit of one hour. For the sake of self-containedness, we summarize some important statistics about the different data sets in Tables I and II. Refer to Himmel et al. [12] for more information on these data sets. We present solutions found by our implementation for k ≤ 4 since for higher values of k the time limit of one hour was reached in all instances. For the case of connected ∆k-plexes we were able to solve instances for k ≤ 6 within the time limit of one hour.
2) Observations on the Number and Characteristics of ∆k-Plexes: We present the results of ∆-k-BRONKERBOSCH and compare them to the findings of Himmel et al. [12] .
We found that increasing the ∆-value increases both the maximum size and the maximum lifetime of ∆-k-plexes for a fixed k. This is to be expected as each ∆-k-plex is also a (∆+1)-k-plex. Similarly to Himmel et al. [12] (who studied k = 1), we found that for fixed k increasing the ∆-value first decreases and then increases the number of maximal ∆-kplexes. See Figure 2 for a plot of the number of maximal ∆-kplexes for different ∆-values of the highschool-2012 temporal graph. Since each k-plex is also a (k + 1)-plex, it seems plausible that the number of k-plexes increases with larger values of k. Note, however, that it might happen that two maximal k-plexes merge into one maximal (k + 1)-plex and the number can actually decrease. Ultimately, in our experiments the number of new (k + 1)-plexes that are not k-plexes outweighed the number of these merges.
More suprisingly, the number of connected ∆-k-plexes for a fixed k and large ∆ is almost the same as the total number of ∆-k-plexes. In contrast, the number of connected ∆-kplexes for small ∆ is significantly smaller than the total num- ber of ∆-k-plexes (by orders of magnitude). We conjecture the reason to be that the higher the value of ∆ is, the more likely it becomes that there is an edge between two sets of vertices within a ∆-frame in our data sets.
3) Running Time: In this section we compare the running time of ∆-k-BRONKERBOSCH with the algorithm by Himmel et al. [12] , which we call ∆-BRONKERBOSCHHIMMEL. We investigate the effect of the changes we made to their algorithm on its running time. Recall that ∆-k-BRONKERBOSCH, as opposed to ∆-BRONKERBOSCHHIMMEL, maintains sets of intervals instead of single intervals. We compare ∆-k-BRON-KERBOSCH without connectedness criterion for k = 1 with the implementation by Himmel et al. [12] . Figure 3 shows a comparison plot of the running times of the two algorithms. As one can see, our implementation is faster by a factor of up to 100 for some instances (especially for small ∆-values) and it is never slower. On average ∆-k-BRONKERBOSCH is faster by a factor of 46 for ∆ = 0 and this factor decreases with increasing ∆-values. For all other considered ∆-values ∆-k-BRONKERBOSCH performed better on average by factors from 4 to 34. We believe that the main reason that explains why ∆-BRONKERBOSCHHIMMEL and ∆-k-BRONKERBOSCH (with k = 1) are almost equivalent in their respective running time for large ∆ is as follows: For larger ∆, the probability that a specific 1-plex induces different ∆-1plexes becomes smaller and hence the simultaneous interval processing does not have a large impact.
We further studied the effect of pivoting on the running time for the different data sets and for different values of ∆. We found that only for very small ∆-values the overhead for pivoting outweighs its gain and on average pivoting achieved a speed-up factor of 1.2.
Next we analyze the difference in running time with and without using the connectedness criterion. See Figure 4 for a plot of our findings on the highschool-2012 data set. As to be expected, for small ∆-values the speedup achieved by implementing a connectedness criterion is large as there are far fewer ∆-k-plexes to be listed. If the number of ∆k-plexes is the same (as in the case of very large ∆-values), then the running times are very similar. Notably, we were not able to list maximal ∆-4-plexes for large ∆-values without the connectedness criterion.
V. CONCLUSION
We presented the algorithm ∆-k-BRONKERBOSCH for listing all maximal ∆-k-plexes and studied its running time. In experiments on real-world networks, we showed that our algorithm is faster when listing maximal ∆-cliques, which are the same as ∆-1-plexes, than the so far best algorithm by Himmel et al. [12] by an average factor between 4 and 50 depending on the ∆-value (typically greater speedups for smaller values of ∆). Our experiments also suggest that the number of trivial solutions greatly limits the scalability of listing all maximal ∆-k-plexes for increasing k. Thus, we instead proposed to list all maximal connected k-plexes of minimum order 2k + 1. For this setting, we developed a heuristic for our algorithm which greatly improved its performance. However, we believe that there is still room for further heuristics to improve the scalability for larger k values.
