Abstract: We present a technique for deriving lower bounds for incidences with hypersurfaces in R d with d ≥ 4. These bounds apply to a variety of hypersurfaces, including hyperplanes, hyperspheres, paraboloids, hypersurfaces of any degree, and sets that are not algebraic.
Introduction
Given a set P of points and a set Π of geometric objects (for example, one might consider lines, circles, or hyperplanes) in R d , an incidence is a pair (p,V ) ∈ P × Π such that the point p is contained in the object V . The number of incidences in P × Π is denoted as I(P, Π). We sometimes associate the set of incidences with a bipartite graph, called the incidence graph of P × Π. This graph has vertex sets P and Π, and an edge for every incidence. In incidence problems, one is usually interested in the maximum number of incidences in P × Π, taken over all possible sets P, Π of a given size (equivalently, the maximum number of edges that the incidence graph can contain). Such incidence bounds have many applications in a variety of fields. 1 The following theorem is one of the main results in incidence theory. [19, 20] ) Let P be a set of m points and let Γ be a set of n algebraic curves of degree at most D, both in R 2 , such that the incidence graph of P × Γ contains no copy of the complete bipartite graph K s,t . Then I(P, Γ) = O D,s,t m s/(2s−1) n (2s−2)/(2s−1) + m + n .
Better bounds are known for some specific types of curves, such as circles and axis-parallel parabolas. In 2010 Guth and Katz [14] introduced the polynomial partitioning technique to handle incidences with lines in R 3 . Since then, this technique has been extended by a series of papers, yielding general bounds for incidences in any dimension. Theorem 1.2. Let P be a set of m points and let Π be a set of n varieties of degree at most D, both in R d , such that the incidence graph of P × Π contains no copy of K s,t .
(a) (Zahl [25] ; see also Kaplan, Matoušek, Safernová, and Sharir [18] Most of the non-trivial lower bounds that are known for incidence problems are for the case of curves (e.g., see Elekes' construction [9] ). The only non-trivial lower bound that we are aware of for objects of dimension at least two is by Brass and Knauer [6] . This is a bound for incidences with hyperplanes with no K s,s in the incidences graph, for a large constant s. The case of large s behaves somewhat differently, and upper bounds better than the ones in Theorem 1.2 are known for it (below we present these upper bounds, the lower bound of [6] , and an improved lower bound that we derive for this scenario). It may also be worth mentioning a bound for unit spheres in R 3 that was observed by Erdős [11] . This bound is a straightforward extension of the one for the planar unit distances problem [10] .
In this paper we provide lower bounds that match the upper bounds of Theorem 1.2 (up to an extra ε in the exponent) in dimension d ≥ 4, with no K 2,t in the incidence graph (for a constant t that depends on ε and d), and with n satisfying a specific relation with m. Theorem 1.3. For any m, d ≥ 4, and ε > 0, there exists a set P of m points and a set Π of n = Θ m (3−3ε)/(d+1) hyperplanes in R d , such that the incidence graph of P × Π contains no copy of K 2,(d−1)/ε and with I(P, Π) = Ω m (2d−2)/(2d−1) n d/(2d−1)−ε . This bound remains valid when replacing the hyperplanes with hyperspheres, or with any linearly-closed family of graphs (see definition below).
Remarks. (a) For the above sizes of m and n we have m + n = o m (2d−2)/(2d−1) , so this is indeed the dominating term in the bounds of Theorem 1.2. (b) The extra ε in the exponents can be removed from the theorem at the cost of replacing the condition of no K 2,d/ε in the incidence graph with no K 2,3 lg n , and adding a factor of n −c/ lg lg n to the incidence bound (for some constant c); 2 see below for more details.
We define a graph in R d to be a hypersurface that is defined by an equation of the form
Notice that f is not required to be a polynomial or even algebraic. We say that a family F of graphs is linearly-closed if it satisfies the following property: If V ∈ F is a graph that is defined by x d = f (x 1 , . . . , x d−1 ), then for every a 1 , . . . , a d ∈ R the graph that is defined by
As examples of linearly-closed families of graphs, consider the set of paraboloids in R d that are defined by where a 1 , . . . , a d , b 1 , . . . , b d ∈ R), the set of graphs that are also algebraic varieties of degree k in R d , and the set of curves in R 2 that are defined by y = e ax + b √ x + cx + d (where a, b, c, d ∈ R). Theorem 1.3 is a special case of a more general theorem that we prove. Specifically, Theorem 1.3 is immediately obtained from Theorem 1.4 by setting δ = 2d−2 2d−1 . Theorem 1.4. Consider ε, δ > 0 and positive integers m and d ≥ 4. Then there exist a set P of m points and a set Π of n = Θ m (3−3ε)/(d+1) hyperplanes, both in R d , such that the incidence graph of P × Π contains no copy of K 2,d/ε , and with
This bound remains valid when replacing the hyperplanes with hyperspheres, or with any linearlyclosed family of graphs.
Remarks. (a)
The extra ε in the exponents can be removed from Theorem 1.4 at the cost of replacing the condition of no K 2,d/ε in the incidence graph with no K 2,3 lg n , and adding a factor of n −c/ lg lg n to the incidence bound (for some constant c). This is immediately obtained by setting p = 1/t in the probabilistic argument that is in Section 4. This might be considered as cheating, since we get a configuration that is not "truly d -dimensional".
Our technique is based on a recent work of Bourgain and Demeter [5] . Bourgain and Demeter study discrete Fourier restriction to the four-and five-dimensional spheres, partly by relying on bounds for incidences with hyperplanes in R 4 and R 5 . In some sense, we reverse the direction of their analysis to obtain a result about incidences. Several of the ideas in this paper can be found under disguise in [5] .
As already mentioned, for large values of s better bounds are known than the ones in Theorem 1.2.
Theorem 1.5. Let P be a set of m points and let Π be a set of n varieties of degree at most D, both in R d , such that the incidence graph of P × Π contains no copy of K s,s (for some constant s).
(a) (Brass and Knauer [6] ; Apfelbaum and Sharir [1] ) When the elements of Π are hyperplanes, we have
(b) (Fox, Pach, Sheffer, Suk, and Zahl [12] ) For any d, ε > 0, and set of constant-degree varieties that can be parameterized with r parameters, we have
Notice that part (b) of the theorem is a generalization of part (a) (up to the extra ε in the exponent) since for hyperplanes we have r = d. Brass and Knauer [6] also presented a configuration of m points and n hyperplanes in R d with no K s,s in the incidence graph, for some large s. When d = 3 this configuration has Ω (mn) 7/10 incidences, when d > 3 is odd there are Ω (mn) 1−2/(d+3)−ε incidences, and when d > 3 is even there are Ω (mn) 1−2(d+1)/(d+2) 2 −ε incidences. Theorem 1.4 immediately implies the following improved bound for any d ≥ 4 (but for m and n that satisfy a specific relation) by setting δ = d+2 d+4 . Corollary 1.6. Consider an ε > 0, and positive integers m and d ≥ 4. Then there exist a set P of m points and a set Π of n = Θ m (3−3ε)/(d+1) hyperplanes, both in R d , such that the incidence graph of P × Π contains no copy of K 2,d/ε , and with I(P, Π) = Ω (mn) 1−2/(d+4)−ε . This bound remains valid when replacing the hyperplanes with hyperspheres, or with any linearly-closed family of graphs.
For d ≥ 4 Corollary 1.6 yields a stronger bound than the one in [6] , under a stronger restriction (no K 2,d/ε rather than no K s,s for a large s), and for more types of hypersurfaces. On the other hand, the bound in [6] has the advantage of applying to every m and n, while Corollary 1.6 requires a specific relation between these two sizes.
The three main tools that are used in the proof of Theorem 1.4 (in addition to standard incidence techniques) are bounding the additive energy of a set with the Fourier transform, relying on properties of ellipsoids in high-dimensional lattices, and a probabilistic argument that is based on several Chernoff bounds. In Section 2 we study the additive energy, in Section 3 we study ellipsoids and lattices, and in Section 4 we finally prove Theorem 1.4.
In our analysis we rely on ellipsoids that are defined by equations with bounded integer parameters. In R 4 , we rely on the fact such a two-dimensional ellipsoid can contain many points of of the integer lattice Z 4 , but a one-dimensional ellipse cannot. A similar yet more involved argument holds in R d for d > 4. For our analysis to hold in R 3 , we would require the existence of such one-dimensional ellipses that contain many points of Z 3 . The analysis fails in R 3 since such ellipses do not exist (for the full details, see Section 3). Thus, the current state of incidence lower bounds in R 3 remains somewhat embarrassing. For example, it seems that for the case of point-plane incidences with no K 2,t in the incidence graph, nothing is known beyond the trivial Ω(m 2/3 n 2/3 ) (this bound is easily obtained from the lower bound for point-line incidences in R 2 ).
Additive energy on the truncated paraboloid
For d ≥ 4, we denote by S d ⊂ R d the paraboloid that is defined by
Similarly, we define the truncated paraboloid
(
Let P = S n,d ∩ Z d be the set of points on S n,d with integer coordinates. Notice that |P| = Θ(n). We are interested in the set of quadruples
The quantity E(P) = |Q(P)| is known as the additive energy of P, and is one of the main objects that are studied in additive combinatorics (e.g., see [24, Section 2.3] ). The proof of Theorem 1.4 is based on double counting |E(P)|. In the current section we derive the following lower bound for |E(P)|. The following lemma is a generalization of Remark 3.2 from [5] .
The idea of using the Fourier transform to bound the additive energy of a set is rather common (e.g., see [21] ). One possible reason for this is that such energy can be expressed using convolutions, and often convolutions are easier to study using the Fourier transform. In some sense, the paraboloid was chosen since it maximizes the lower bound that is implied by the following argument.
Proof. Let e(ξ ) = e 2πiξ and let T d be the d-dimensional torus [0, 1) d . We denote by 1 P the indicator function of P. That is, for any x ∈ Z d we have 1 P (x) = 1 if x ∈ P, and otherwise 1 P (x) = 0. We consider the Fourier inversion of 1 P :
We then have
Consider a fixed a 1 , a 2 , a 3 , a 4 ∈ P with a 1 + a 2 − a 3 − a 4 = 0, and notice that
On the other hand, when a 1 + a 2 − a 3 − a 4 = 0 we obviously have
By combining the two cases, we get that
taken over all possible a 1 , a 2 , a 3 , a 4 ∈ P. In other words,
For a large constant c, consider a point
that contains only points x that satisfy x · p < d/c for every p ∈ P. By taking c to be sufficiently large, we get that e(x · p) is close to 1. Specifically, 1 − e 2πix ≤ 2π x , where x is the distance between x and the closest integer (e.g., see [24, Section 4.4] ). We thus have
The bound of Lemma 2.1 is tight for any d ≥ 4 up to an extra ε in the exponent (and it seems likely that this extra ε restriction is unnecessary). Indeed, combining the analysis in Section 4 with the bound in part (c) of Theorem 1.2 yields E(P) = O n 3−2/(d−1)+ε .
Ellipsoids containing lattice points
In this section we derive upper bounds for the maximum number of integer lattice points that various types of ellipsoids in R d can be incident to. For this purpose, we rely on the following result of Dirichlet (for example, see [17, Section 11.2] ). In this section of our paper (but not in the other ones), when writing Proof. We project both P and γ onto the two-dimensional plane Π that is spanned by the first two axes. This yields an n × n lattice P and an ellipse γ . In the rest of the proof we ignore R d and work only in Π.
We can obtain the equation that defines γ by eliminating x 3 , . . . , x d in the equation
d−1 , using the d − 2 linear equations that define the hyperplanes in the definition of γ. 3 That is, γ is the zero set of an equation of the form
where a 1 , . . . , a 6 are rational numbers with numerators and denominators of size at most n O d (1) . We next study the center p = (p x , p y ) of γ . We translate the plane by −p so that γ is centered at the origin. The equation that defines γ becomes
Since an ellipse that is centered at the origin has no linear terms in its defining equation, we have
Since γ is an ellipse by assumption, we have a 1 , a 2 = 0 and a 2 3 < 4a 1 a 2 (a 2 3 = 4a 1 a 2 corresponds to a parabola and a 2 3 > 4a 1 a 2 corresponds to a hyperbola). These properties imply that there there exists a unique solution to (2) (when considering p x and p y as the variables). In this solution |p x | and |p y | are rational numbers with denominators and numerators of size at most n O 1 (d) . That means that we can refine P to be an n × n square lattice P that contains p, with n = n O 1 (d) (that is, the refined lattice is defined by two vectors of the same size and in the directions of the axes, and it fully contains P ).
We perform a uniform scaling so that P becomes an n × n section P * of the integer lattice. The translation and scaling take γ into an ellipse γ * that is the zero set of
where b 1 , . . . , b 4 are rational numbers with numerators and denominators of size at most n O d (1) .
To remove the denominators, we multiply this polynomial by the smallest common multiple of the denominators. We then find the greatest common divisor g of the resulting integer coefficients and divide the polynomial by g. We get that γ * is the zero set of Proof. The proof is by induction on k. For the induction basis, the case of k = 1 is Lemma 3.2. For the induction step, consider a k-dimensional n-proper ellipsoid E in R d (where 1 < k ≤ d − 3). Let h denote the (k + 1)-dimensional flat that fully contains E, and notice that P = h ∩ P is a (k + 1)-dimensional rectangular lattice of size at most n × n × · · · × n (if P is of a lower-dimension, then we consider a smaller-dimensional flat h that contains P and use the induction hypothesis on h ∩ S). We can cover the points of P with at most n parallel k-dimensional flats that are fully contained in h, with each such flat containing a k-dimensional rectangular lattice of size at most n × n × · · · × n. Moreover, we can take these k-dimensional flats to be orthogonal to one of the axes. For each of these flats h i , notice that h i ∩ E is an n-proper ellipsoid of dimension at most k − 1 (or an empty set). By the induction hypothesis, each such lower-dimensional ellipsoid contains O d n k−2+c/ lg lg n points. The assertion of the lemma is obtained by summing up this bound over the lower-dimensional ellipsoids.
It seems likely that the bound of Lemma 3.3 can be slightly improved to O d n k−1 . This is known to be the case for k-dimensional spheres that are centered at a point of the lattice (e.g., see [13] ). Bombieri and Pila [4] proved that any irreducible algebraic curve of degree k in R 2 contains O k (n 1/(2k) ) points of a √ n × √ n section of the integer lattice. While it is easy to verify that this bound is tight, it seems possible that a much stronger bound holds for curves such as arbitrary circles and ellipses. We are not aware of any results in this direction. We are also not aware of any non-trivial bounds for general ellipsoids in R d .
Proof of Theorem 1.3
This section contains the main part of our analysis, and it is divided into two parts. In the first part we prove the following lemma, and in the second we use this lemma to derive Theorem 1.3. . Then there exists a set P of m = Θ n (d+1)/(d−1) points and a set Π of n hyperplanes, both in R d , such that the incidence graph of P × Π contains no copy of K 2,t where t = Θ n (d−4)/(d−1)+c/ lg lg n (for some constant c), and with
Proving Lemma 4.1
We recall the definitions of S d and S n,d from Section 2. We again define P = S n,d ∩ Z d and recall that |P| = Θ(n). By Lemma 2.1 we have
We will now reduce the problem of obtaining an upper bound for E(P) to a point-hyperplane incidence problem. The existence of various upper bounds for the maximum number of pointhyperplane incidences in R d would then imply an upper bound on E(P) that contradicts (3). That is, we would get a contradiction to the existence of various point-hyperplane incidence upper bounds. Such a contradiction implies that there exist point-hyperplane configurations with a large number of incidences (the full proof below is more constructive and also provides some information about how these configurations look like).
Consider points a, b ∈ P such that a + b = v ∈ R d . We have
That is, if a, b ∈ P satisfy a + b = v then a and b are both contained in the hyperplane H v that is defined by
Let Π = {H v : v = a + b with a, b ∈ P}. We denote by N k the number of planes H v ∈ Π that contain between 2 k and 2 k+1 − 1 pairs a, b ∈ P with a + b = v. Since every pair of points of P corresponds to a unique v, we have ∑ k N k · 2 k = O(n 2 ). For an r that we will determine below, we have
By the above bound for ∑ k N k · 2 k , we have ∑ r k=0 N k 2 2(k+1) = O n 2 2 r . To handle the second sum, we notice that for any a ∈ H v there exists at most one b ∈ P such that a + b = v. Thus, the number of pairs in H v is at most |H v ∩ P|/2. Assume that we have the bound
for some β > 2 and α = (β d + d − 3β + 1)/(d − 1) (note that for any β > 2 we have α > 0). We then get that
To optimize the bound in (5), we need r to satisfy n 2 2 r = Θ n α /2 (β −2)r (the term n 2 in the above bound is always subsumed by n 2 2 r ). Since β > 2, we have that n α /2 (β −2)r is decreasing in r, and thus the optimal value for r is indeed obtained when the two bounds are equal. That is, we set r = 
Notice that this upper bound for E(P) matches the lower bound in (3). If no k satisfies N k = Ω n α /2 β k , we would be able to improve the above upper bound, which would contradict (3). Thus, such a k must exist. Moreover, there must exist such a k with |k − r| = O(1). Indeed, assume for contradiction that there exist functions f 1 (n) = ω(1) and f 2 (n) = ω(1) such that for every k
, and r = r + (2β − 4) −1 lg 2 f (n). By repeating the calculation in (7), we obtain
This contradicts (3), so there must exist k that satisfies |k − r| = O(1) and N k = Ω n α /2 β k .
Let Π denote the set of hyperplanes H v ∈ Π that contain between 2 k and 2 k +1 − 1 pairs a, b ∈ P with a + b = v. (4) of the hyperplanes of Π , we notice that all of the coefficients in it are integers of absolute value O d (n 2/(d−1) ). Thus, the ellipsoids that are obtained from such intersections are n-proper. By Lemma 3.3, the intersection of two hyperplanes of Π cannot contain t = Θ n (d−4)/(d−1)+c/ lg lg n points of P. In other words, the incidence graph of P × Π contains no copy of K t,2 .
We use the standard point-hyperplane duality on P and Π to obtain a configuration with no K 2,t in the incidence graph. We denote the new point set as Π * and the new set of hyperplanes as P * . With this new notation, we have |P * | = Θ(n), |Π * | = Ω d n α /2 β k , and that every point of Π * is incident to at least 2 k hyperplanes of P * . We arbitrarily remove points from Π * to obtain |Π * | = Θ d n α /2 β k . This implies
It remains to bound the size of |Π * |. Recall that |Π * | = Θ n α /2 β k . Moreover, we know that
. We conclude that
This completes the case of incidences with hyperplanes.
Other hypersurfaces We now show how to apply the above argument to other types of hypersurfaces. 
If h ⊂ R d is a hyperplane that is not incident to the origin then ρ d (h) is a hypersphere that is incident to the origin. This property is easy to verify after noticing that ρ d (·) is its own inverse. Another important observation is that a point p ∈ R d \ {0} is incident to an object V ⊂ R d if and
We consider the sets Π * and P * that were obtained above, and perform a translation of R d so that no plane of P * is incident to the origin. We then set P = ρ d (Π * ) and O = ρ d (P * ), and notice that O is a set of hyperspheres. As before, we have |O| = Θ(n), |P | = Θ n (d+1)/(d−1) , no K 2,t in the incidence graph of P × O, and
We next consider the case of a linearly-closed family F of graphs. Consider a function f :
) defines a graph of F. We rely on a technique that was introduced by József Solymosi (and should appear in [22] ). We begin with a point-hyperplane configuration in R d , as described above. We consider the bijection φ (x 1 , x 2 , . . . ,
from R d to itself, and apply φ on the above point-hyperplane configuration. Notice that φ is a bijection since φ −1 (x 1 , x 2 , . . . ,
). Thus, φ maintains the incidence structure of the point-hyperplane configuration.
Consider a hyperplane H that is defined by the equation x d = a 1 x 1 + · · · + a d−1 x d−1 (all of the hyperplanes in our point-hyperplane configuration can be defined like this), and notice that φ (H) is defined by
That is, we obtain a configuration of points and graphs from F with the same number of incidences and no K 2,t in the incidence graph.
Using Lemma 4.1
For our analysis we require several Chernoff bounds (e.g., see [7] and the last equation of [15] ).
Lemma 4.2 (Chernoff bounds).
(a) Given 0 < p < 1, for every 1 ≤ i ≤ n let X i be a random variable that equals 1 with probability p and otherwise equals 0. Moreover, let these n variables be pairwise
Let k be an integer larger than pn. Then for any λ , k > 0
(b) Given 0 < p < 1, for every 1 ≤ i ≤ n let X i be a random variable that equals m i with probability p and otherwise equals 0. Moreover, let these n variables be pairwise independent. Let
For simplicity we consider a set Π of hyperplanes. The following analysis remains valid after replacing the hyperplanes with a different type of objects.
From Lemma 4.1 we have a set P of m = Θ n (d+1)/(d−1) points and a set Π of a · n hyperplanes (for some constant a), both in R d , such that the incidence graph of P × Π contains no copy of Set p = 1/(tn ε ) and let Π be a set that is obtained by taking any element of Π with probability p. By lemma 4.2, we have
• The probability of |Π | ≤ anp/10 is at most e −0.9 2 a 2 p 2 n 2 /2apn < e −0.4apn .
• The probability of |Π | ≥ 10anp is at most e −81a 2 p 2 n 2 2pn+6apn < e −10pn·min{a,a 2 } .
• The probability that a given pair of points of P is fully contained in at least 3/ε hyperplanes of Π is smaller than t p 3/ε 3/ε e 3/ε−t p < ε 3n ε 3/ε e 3/ε < e 3/ε n 3 .
• The probability that no pair of points of P is fully contained in 3/ε hyperplanes of Π is smaller than n 2 e 3/ε n 3 < e 3/ε n .
• The probability that I(P, Π ) ≤ I(P, Π)p/100 is at most i ] < I(P, Π)mp. We also assume that n is sufficiently large so that c/ lg lg n < ε.
By taking sufficiently large n, all of the above probabilities are smaller than 10 −10 . That is, with probability of at least 1 − 4 · 10 −10 we have that |Π | = Θ(np), that no pair of points of P is fully contained in 3/ε elements of Π , and that I(P, Π ) > I(P, Π )p/100. Thus, there must exist a set Π that satisfies all of these properties, and we consider such a set. Notice that the incidence graph of P × Π contains no copy of . Replacing ε with (d − 1)ε/3 yields the assertion of Theorem 1.4 (the term c/ lg lg m is negligible with respect to ε, so we ignore it).
