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ABSTRACT 
A new algebraic approach to the description and understanding of finite-state systems 
is given in the form of principles derived from the Krohn-Rhodes' prime decomposition 
theorem for finite semigroups. The principles are motivated by several examples from 
classical physics and a model for the analysis of intermediary metabolism asa finite-state 
system is described in detail. 
Principle I: The Semigroup of an Experiment. Any experiment may be regarded 
as a set of transformations on a set of states induced by the action of a set of inputs. 
That is, for any experiment E one may define: 
O : a set of states (the phase space); 
A : a set of inputs (the perturbations or stimuli); 
f : A • Q --~ Q the action (the experimentally observed "effect" of each input 
on each state). 
Now define the semigroup of E, S(E), to be the semigroup generated under com- 
position by the "input transformations" fa :Q---~Q, which are defined for each 
a~A by 
fo(q) = f (a, q). 
Denote the transformation semigroup S(E) acting on Q by (Q, S(E)). 
* This research was sponsored in part by the National Institutes of Health, PHS grant 
number 2 RO1 GM 14211-02 and the Office of Naval Research, Medicine and Dentistry 
Branch, contract number N00014-66-CO172. 
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Principle H: The Physical Theory of an Experiment. A physical theory for an 
experiment E is defined to be a representation f its associated semigroup (Q, S(E)) 
as a homomorphic image of a subsemigroup of a wreath product of semigroups. 
Principle I I  clearly needs more motivation. Heuristically, it might be restated as: 
Principle l l '  : the Physical Theory for Observed Experimental Actions. A physical theory 
for observed actions is an embedding of the corresponding state-space Q in a Cartesian 
product of n "coordinate" spaces in such a way that each action is "triangular" on 
the coordinates of each point. Thus if f~(Q,  S(E)) and q ~Q are arbitrary then 
q~-qp (Xl, x 2 . . . . .  Xn) ~ f (q )~ (f~(xx),f2(xx , X2) ..... f~(x 1, X 2 ..... X,)), 
where 
f~ :X I•215215 ~, 1 <~h<~n. 
The resolution o f f  in the "triangular" coordinates i then 
f~~( f l  ,f2 ..... fn), 
so that the action o f f  on each coordinate is dependent only upon that coordinate and 
its predecessors and is independent of its successors. 
We wish now to give these notions precise definition. The following definitions 
are due to Krohn and Rhodes [1]. For general reference on semigroup theory, Clifford 
and Preston [2] may be consulted. See Krohn, Rhodes, and Tilson [3], especially 
Volume I, for a more extensive treatment of finite semigroups and the Krohn-Rhodes 
Theory as used here. 
DEFINITZON. Let the pair (Xk, Sk) denote the semigroup Sk acting faithfully on 
the right of a set Xk. [The pair (Q, S(E)) is just such a pair.] 
Then (X, S) is the wreath product of (Xx, $1), (X 2 , S~) ..... (Xk, Sk) .... written 
(x,  s )  = (x~, s~) w (x~, s2) w... w (x~,  s~) w . . . .  
if and only if: 
(1) X=X 1 xX2 X "'" xXk  X ' " ;  
(2) S =S lwS 2w' ' 'wSkw' ' ' .  
The meaning of (2) is that S is the set of all functions f : X --~ X such that 
(a) / ( (x~,  x2 . . . . .  ~ .... )) = ( /x (Xx) , . . . ,A (x~ , x~ ,. . . ,  x~), . . . )  
(b) f l  E $ I .  For k greater than 1 : 
I f  (al, a 2 .... , ak-l) is a fixed point of X 1 x .7(2 • "-" • Xk_x and 
g : Xk ~ Xk is defined by g(x) = fk(ax, a2 ..... a~_l, x) then g ~ S~ i.e., any 
function on Xk obtained by holding fixed the first k -- 1 coordinates of some k 
component action of a function in S must be in Sk 9 
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We now define a relation which formalizes the notion that a semigroup action 
denoted by the pair (X, S) is really just a "special case" or restriction of the action 
(Y, T) or, equivalently, whenever one has the action (Y, T) one also has (X, T) acting 
somewhere within it. 
DEFINITION. 
and 
(a) 
(X, S) I(Y, 7"); read "(X, S) divides (Y, T)" iff there exists 
a subsemigroup T o C T and a homomorphism 
: 7 o --+~- S onto 
(b) a To-invariant subset Yo C Y and a function 
0: Yo -~X onto 
such that for any t E T o C T 
O(t(y)) = -c(t)(O(y)) for all 
(i.e.) 0 o t[ro : r(t) o 0 
Y ~ Yo; 
We may now state Principle I I  in its most precise form. 
Principle H*: wreath product coordinates for an experiment. A physical theory for an 
experiment E is any solution of 
(.) (Q, S(E)) I(X1, Sl) w (X2, $2) w. . .  w (X~, Sk) w .... 
In general it is impossible to assert a priori that any solution to (*) exists, i.e., that 
Principle I I  in any form applies to E. However, the following examples how that 
certain well-known concepts of physics are in fact equivalent o the existence of 
a physical theory in our sense. 
(A) Conservation laws give a first wreath-product oordinate. A description of an 
experiment that takes place within a conservative system can often be given by stating 
that with each state q of the system is associated a value x~(q) such that under any 
input a this value either remains constant, or changes in a way dependent only on 
xa(q) (and no further aspect of the state) and a. Thus if input a drives q to q', we have 
xl(q' ) -- xa(f~(q)) = f~l(xa(q)). 
This conserved quantity xt(q) frequently corresponds to the energy or momentum 
associated with a state of the phase space. Any phase space that has such a conserved 
quantity can be coordinatized using two coordinates the first of which represents the 
quantity conserved. To do this we set up a correspondence 
q ~ (xl(q), x2(q)) 
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in which x~(q) is chosen so as to make the correspondence one to one. Then, for 
any f ,  E (Q, S(E)), 
A(x~(q), as(q)) -- (f~(x~(q)), f~(x~(q), x2(q))), 
exhibiting the desired wreath-product action. 
(B) Symmetry laws give a last group coordinate. Intuitively, the symmetries of 
the experiment described by (Q, S(E)) will be defined by those permutations of Q 
that are interchangeable with any transformation f Q. That is, the symmetries will 
be characterized by the centralizer, C, of S(E) which is defined by 
c 9 C .~ c(f(q)) =f(c(q)), Vfe S(E), Vq 9 
Assume S(E) is transitive, i.e., there is an element of S(E) that will drive any state 
of Q to any other state of Q. Then it is trivial to prove that C is a regular permutation 
group. That is, if c 9 C and c(q) = q for some q ~ Q, then c(q) = q for all q c Q. 
It follows that the equation c(ql) ----q~, ql, q~ c Q has at most one solution c c C. 
Let the orbits of Q under the action of elements of C be ~1, ~2 ,..., ~ .  Intuitively 
these orbits are the essentially asymmetric classes of states of Q; i.e., each ~'i s made up 
of all those states related by symmetry to one another and therefore all obtainable 
from some specified state, say p~, by some unique symmetry transformation c ~ C. 
Since ~-~ = C~, ----- {c(p~) {c E C}, it follows that fo r f~ S(E) we have 
f(~,) -----f(C,,) ---- C,(m) 
which is contained in the orbit containing f(Pi). Thus f ~ S(E) maps orbits into orbits. 
Now let us assign to each q 9 Q the pair (r(q), c(q)) where-r : Q ~ N(N ---- {1, 2,..., n}) 
specifies the orbit of q; i.e. 
q 9 ~,(~) Vq 9 Q 
and c : Q --~ C gives the unique symmetry transformation necessary to obtain q from 
p,(q). That is, 
c(q)(p,(d ) = q, Vq 9 O. 
We now have 
(Q, S(E)) C_ (N • C, N w C) 
since we may write any f ~ S(E) as ( f l ,  f~) where 
fx : N ~ N and fl(k) gives the orbit to which f sends any state in r~. That is, 
f(~-~) _C 711(~ ) .
Further, f~ : N • C--* C, and f~(k, c) gives the symmetry transformation required 
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to reach f(c(pk)) f rompt~)  9 This function may be obtained from a funct ionf :  N ~ C 
defined by 
f(p ) = 
so that 
f~(k, c) = c . f (k). 
This works, since c(pk) ,,--r (k, c) and 
f (c (Pk) )  = c( f (p~,))  
= c( [ (k) (p~,(~))  
= 
= is (k ,  c)), 
which establishes a wreath-product action. 
Now to every f E S(E) there can be associated an n • n matrix (n the number of 
orbits of Q under C) having as entries either 0 or elements of C. The matrix denoted 
by {fc) is defined as follows: 
{ fc}~ = I f(i) if j ---- fl(i), 
f 0 otherwise. 
That is, all the entries in the ith row are 0 except the fl(i)th, and that is f ( i )~  C. 
Note that this matrix {fc} is row-monomial, i.e., it has only one nonzero entry 
occurring in each row. Given that M is a matrix representation of the group C as 
m • m matrices, a representation of S(E), the induced representation, is obtained by 
substituting m • m blocks of O's for the zero entries of {fc} and M(f( i ) )  for the 
nonzero entries. 
(C) Reversible processes give a special wreath-product decomposition (Lagrange 
coordinates). To say that all processes in an experiment E are reversible means that, 
for any input a r A, 
q' = f(a,  q) :~ 3a' ~ A f(a',  q') = q; 
i.e. whatever one input does, some other input can undo. If we define a "do nothing" 
input e e A by 
f(e, q) = q, Vq ~ Q, 
then fe will act as an identity for S(E). Now we may state the reversibility property 
in terms of S(E); 
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That is, every element of S(E) has an inverse. It follows at once that 
the processes of E are reversible ~ S(E) is a group. 
This situation is, of course, very frequently found in classical physics. 
In the event hat the semigroup S(E) is in fact a group there is always one way to 
enter wreath product coordinates from a class C in which all the S/are simple groups. 
The coordinates obtained in this way are called "Lagrange coordinates" because of 
their relation to the subgroup structure of the group. We now sketch this procedure. 
In the discussion that follows, let us denote this S(E), which is a group, simply 
by S and suppose H is a nontrivial normal subgroup of S. If no such H exists then S 
is already simple and we are done. Let us denote the factor group S/H by B and let 
the natural map of each element of S onto its coset be denoted by n 9 S -+ B; finally, 
select an arbitrary set of representatives for each coset and denote them by a superscript 
asterisk, i.e., b*=f~S where n ( f )=b~B,  subject to the stipulation that 
1" = l s (= f,). We now claim that 
(Q, S) ] (B • H, B w/4) (,) 
where the overbar denotes action by multiplication on the left; e.g., t(u) = t .  u. 
Indeed, if we fix some qo ~ Q and define a map 0 
O:B  •  by O(b,h)- -b* .h(qo) ,  
then 0 is onto, for given any q ~ Q, by transitivity of S, there is somef~ S such that 
q =f(qo) ;  further, if n(f)  = b, for some h E H , f  = b*h and 
q = f(qo) = b*h(qo) = O(b, h). 
We remark that 8 partitions B X H, and hence S, by identifying all transformations 
which agree at the base state qo, and since qo is arbitrary it could be chosen to have 
desirable special properties relative to the particular application. 
We recall that, by the definition of wreath product, any element of/~ w/ t  may be 
written as ( fz ,  f2) where 
f l  : B--~ B, f2 : B • H---~ H. 
We will now define a subset T o o f / )  w/1  which is in one-to-one correspondence 
with S: For every element f~  S pick an element (fx ,fz) E/~ w [ i  where we define f l  
and f2 by 
fl(b) = n(f)  . b 
and 
f2(b, h) = [((n(f). b)*) -1 . f .  b*]. h. 
Thus defined, ( f l  ,f2) is indeed an element of /~ w/1, and the correspondence 
: T O --* S, given by 
9 ((A ,A)) =f ,  
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can be shown to be an isomorphism. Thus, in particular, T o is a subsemigroup and 
~- an onto homomorphism which, along with the map 0 : B • N-+ Q defined above, 
establish the division (.), according to the definition given earlier in this paper. 
A few remarks on the nature of the correspondence f+-~ (fx ,f2) are in order. 
First we note that f l  codes the coset action off, and it has the form of simple multi- 
plication in B (i.e., f l  ~ 3) because of the normality of H. Also, if we denote the 
square-bracketed operations in the definition off~ by fwe have 
f :  B~/~ and f2(b, h) =f(b)(h) =f(b)"  h, 
and now i f f  = b*oho, then 
f(b) = ( (n ( f ) .  b)*) -1 . f .  b* 
= ((b ~ 9 b )* ) - i  . f .  b*  ---- (b* ) - I  9 (bo*)-I  .(bgho). b* 
= (b*)-lho b*. 
Thus f, which yields the element o f / t  necessary to obtain the second coordinate 
under the action o f f  from the original second coordinate, is simply conjugation of 
the element h 0 (which distinguishes f itself in its coset b*oH ), by the original first 
coordinate. 
We have thus exhibited the construction that established a wreath product with 
first coordinate in the factor group. In the event hat H is not simple, we can obtain 
another H'  normal in H and carry out this process (which can be computerized) again 
to obtain a three-term wreath product. Indeed, if S has a subnormal series of maximum 
length l, then this process gives rise to a decomposition i to l coordinates, each of 
which is an element of a simple group. It is this algebraic riterion that imposes the 
wreath-product order on any group, i.e., any S(E) for which E involves only reversible 
actions. 
We have discussed three concepts from physics that are equivalent to the applicability 
of Principle II. We now wish to point out that Principle II applies to all experiments 
with finite phase spaces. Indeed, the prime decomposition theorem of Krohn and 
Rhodes says even more. It may be paraphrased asfollows: 
THEOREM. A physical theory exists for every experiment on a finite phase space 
such that any "kth coordinate action" is either 
(a) an element of a simple non-Abelian permutation group, 
(b) a cyclic permutation of prime degree, 
(c) a constant map on a two point space. 
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A "kth-coordinate action" off~-* ( f l  ,f2 .... ,fn) is a function fk a : X~-+ X~ obtained 
for any fixed element a = (a 1 ..... ak-1) e X 1 • X 2 • ... X X~_ 1 by setting 
fka(x) = fk(al , a2 , a3 ..... ak-i , x) x e Xk  
by definition f aeSk  for all aeX  1 • X~ • --- X Xk_t; indeed, 
Sk = {fk a l a e x i  x x~ x ... x • 
II 
As we have seen, there are strong parallels between certain important properties 
of systems as studied in physics and certain formal, algebraic properties of abstract 
transformation semigroups. Such concepts as conservation and symmetry are seen to 
correspond to aspects of a special, basic decomposition, the wreath-product decom- 
position, which seems to exist for many phenomena successfully analyzed by mathe- 
matical physics, and which is known to exist for any representation of an experiment 
on a finite phase space. At the present state of sophistication in classical physics, to 
characterize a system in a wreath product manner is really just to specify it in an 
obvious and "intuitive" way in terms of its "significant" parameters. This physical 
intuition was a long time in the making. There are many areas of experimental 
knowledge--including some in physics itself where this intuition for building good 
theory simply does not now exist. It would therefore seem reasonable to see if our 
notion of physical theory, formally defined in Principle II,  can provide some useful 
insight into such areas. In order to guarantee that a physical theory can be defined 
we have chosen to investigate systems whose state spaces are discrete; however it 
seems plausible that physical theories under our definition exist for many significant 
continuous ystems. 
Biology in general, and cellular biology in particular, is an area of great interest 
and experimental activity which would seem to provide many examples of discrete 
state spaces. We have chosen a metabolic process to be considered as the physical 
experiment in Principle I. We wish to investigate a physical theory for this experiment 
using Principle II. There is no unique or traditional way to assign states and inputs 
to describe a metabolic process as there is for most phenomena studied in physics. 
The problem is to use some of the traditional parameters in terms of which the 
experimental, as well as the theoretical content of the field is expressed, and from 
them to obtain a state-input assignment. This problem of choosing states and inputs 
for domains never investigated from the state-space point of view is delicate, but 
amounts, in the final analysis, to the problem of choosing a model, and that problem 
arises whenever one applies any mathematical discipline to an area outside mathematics. 
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We will therefore treat our own state assignment procedure in the case of metabolic 
systems in some detail. 
We begin by stating our primary interest o be the investigation of the organization 
of normal cellular metabolism with an emphasis on the biochemical aspects. Thus in 
our model we will not attempt o describe such phenomena as membrane transport 
or diffusion, although such physical aspects are important, perhaps crucial, to the 
maintenance of many of the metabolic pathways which will be studied. Another 
aspect of our model is that it is not kinetic, i.e., it will not be concerned with rates or, 
strictly speaking, with equilibrium. The model will be built on the basis of biochemical 
reactions that are known to occur, but whose rates need not be known, especially 
when they occur as part of a complex system of reactions. Simplifications are usually 
necessary, sometimes even desirable, in any analysis, however distortions (and 
falsifications) are to be avoided as much as possible. Accordingly, the model has been 
conceived as being embeddable in a real--albeit, in vitro--situation. 
Metabolism is viewed as a collection of biochemical reactions, and a metabolic 
pathway is a connected series of these. Since in living things there is very nearly 
a one to one correspondence b tween biochemical reactions and the specific enzymes 
that catalize them, we will consider the terms metabolism, metabolic process, and 
multienzyme system to be synononymous as we have done tacitly heretofore. We 
characterize a multienzyme system M as M(E, S, I) where: 
E is a set of enzymes (high molecular weight catalytic proteins) denoted E1, E2, 
etc.; 
S is the set of substrates or metabolites (molecules usually of low molecular weight 
relative to the enzymes) produced by reactions catalized by elements of E and denoted 
by sl, s2 ,...; 
I is a set of inorganic ions or "minerals" (e.g., inorganic phosphate, ammonium, 
metallic activator cations, etc.) required for reactions to be catalized by elements of E. 
Now we wish to define a "metabolic state-space" QM corresponding to 
M = M(E, S, I): 
QM : {q, : E V I U {s,} [ si E S}, M = M(E, S, I). 
Heuristically, we can regard each state qi 6 QM as a suspension of all the enzymes of E 
in a solution with the inorganic ions of I to which has been added some fixed amount, 
say one mole (or one molecule), of substrate si 9 Elements of E u I should be assumed 
to be in such high concentrations that they limit no reaction catalyzed by the system. 
Thus we can assume that any reaction catalyzed by elements of E for which the 
substrates are present goes to completion. We also assume that any state is an open 
system with respect o all substances produces by, or introduced into it except 
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for elements of S. This is plausible since members of S may be thought of as being 
bound to specific members of E. 
The state space which we use is derived from QM by identifying with qn all subsets 
Pq,, = {qi, qi ..... %} of QM for which reaction sequences 
si--+ sj -~ ...---~ s n 
exist that require only the elements of E or I (i.e., that require no cofactors). Intuitively 
this makes sense since one mole of any element of Pq, in the hypothetical solution 
yields state q~ (since time is not an explicit part of our model and all reactions go to 
completion). We will denote Qw thus partitioned as Qm and denote its elements by 
numbers. In general, Qm will have fewer states than either substrates or enzymes, 
but not many fewer since most biochemical reactions do require some organic ofactor. 
We can now study the activities of a multienzyme system M(E,  S, I)  as experiments 
on its state space Q~ according to Principle I. To do this we need to define a set of 
basic inputs. In our present model this is Am, where 
A m is the set of all cofactors (usually coenzymes or prosthetic groups) required 
for reactions to be catalized by elements of E, and not included in I. 
The stipulation that a true prosthetic group which is tightly bound to its enzyme, 
such as FAD, could be introduced by itself into a system, or that its reduced counter- 
part FADH~ would then diffuse out in a reasonable period of time is, admittedly, 
quite artificial. There are technical ways around this, such as to let the entire flavo- 
,4, A, 
(a) (b) 
FIG. I. (a) ~)M : A hypothetical multienzyme system; (b) ~). : The reduced state-input 
model of Q~.  
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protein, i.e., the FAD + apoenzyme complex, be the input. This is not necessarily 
more realistic in the event that the apoenzyme itself is part of an enzyme complex 
with other enzymes of the system. The safest route is perhaps to consider models in 
which the system is not entirely open. This viewpoint is not at all repugnant to our 
theory and has been considered by us. However, it induces complications ot germane 
to the basic outline of the approach which we are attempting to present here. 
To illustrate our definitions let us obtain the state space of the multienzyme system 
corresponding to the hypothetical metabolic map in Figure l(a). This state space 
together with the actions of the inputs upon it is given in Figure l(b). To obtain the 
states of Q~ from Qm we made the following identification: 
Q,, 
{ql, q2} +-~ 1 
{q3, q4} +-+ 2 
q5 +-~3 
{q6 ' qT} ~ 4 
qs ~--~ 5
qg ~'-~6 
qx0 ~ 7 
The state space of Figure l(b) is fully typical of experiments viewed in the light of 
Principle I, but is not large enough to be of great interest organizationally. A model 
of some complexity is given in Figure 2. This model is in fact a representation f 
a composite multienzyme-system of about eighty enzymes which occur in various 
microorganisms (most would be found in E-coli) as enzymes of the intermediary 
metabolism, the hub of all metabolic activity. The reactions and pathways involved 
are almost all well known and may be found in standard references ([4]-[8]). A list 
of the actual compounds used and the states and inputs to which they correspond 
is given in the Appendix. This data, which has been so painstakingly gathered over 
several decades, compiled together into a large system (as biochemists have been 
doing for years; see Umbreit [9], [10]), should provide a firm basis for analysis 
using Principle II via Principle I. To indicate what we hope to learn by such an 
analysis, we resume our discussion of coordinatizations of finite phase spaces. 
What we pointed out in the first part of this paper was essentially that any experi- 
ment carried out on a finite phase space could be analyzed as a product of simpler 
actions in concert. Furthermore, the way these actions were combined to yield the 
observed results of the experiment could also be specified. Its general character was 
"wreath product" and that is really only the way the component actions mesh. But, 
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what is specific to the experiment, and hence of greatest analytical import, is the 
identity and nature of these component actions. Thus, given that 
( .)  (Q,,, S(M))  I (X1,31)  w (X2,32) w ". w (Xn, Sn); 
that is, given a coordinatization f the experimental (observed) action in a multienzyme 
system, no matter how complex, one has a decomposition of the global action in the 
transformation semigroups S1 to S,~ acting respectively on coordinate "aspects," 
X x to X n , of the state space Qm 9 We have seen that in physics these "aspects" may 
correspond to such concepts as the energy or the momentum or even the symmetries 
associated with a state of the system. The isolation of such concepts for any system 
is a concomitant of a wreath-product oordinatization for that system. Now, since 
for finite systems there are purely algebraic methods to obtain coordinatizations for 
whatever experiments may exist, there is thus the possibility of discovering ingredients 
for a theory explaining these experiments even where no theory of any kind existed 
before. This is the reason that we refer to a coordinatization asa "physical theory." 
To sum up, a "physical theory" (.) for a system implies two things--namely, 
(a) A classification of any state of the system in terms of a set of "aspects": 
q*-~ (xt, x 2 ..... x,); 
(b) A description of any observed action of the system in terms of restricted 
types of actions on each of the "aspects" of the system, 
f (q) ~ (f~(xl),f2(xl , x~) ..... f ,(xl  , x2 ..... x,)). 
Returning to our multienzyme system M we note that to every metabolic pathway 
there can be associated an experiment on Q,,. This experiment consists of successive 
application of the inputs required to drive the state corresponding to the initial 
substrate of pathway through the intermediate states and finally to the state corre- 
sponding to the end product of the pathway. 1 The important thing here is that this 
sequence of inputs corresponds in turn to a product of elements of the semigroup S(M)  
and hence to a single element of S(M). Thus every metabolic pathway corresponds 
to an element (or a set of elements) in a semigroup. The import of this element of 
the semigroup is broader than the metabolic path from which it arose, for it may 
also move states of the multienzyme system that are not on the path, in fact it relates 
the individual metabolic path or paths it encodes to the whole multienzyme system. 
Since this is the case, we propose to study the disposition of semigroup elements 
among the various groups acting as coordinate spaces of M, i.e., occurring as factors 
in the wreath-product decomposition of S(M). Indeed, the identification of even 
a few of these groups should provide insight and possibly answers to a number of 
1 In  general there will be more than one sequence of inputs that will do this hence there is 
really a class of experiments corresponding to a given metabolic path. 
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questions that bear on complex aspects of integrated metabolic organization. We feel 
that a physical theory for metabolism will greatly elucidate such questions as 
Why under certain conditions is metabolism shifted from one major pathway to 
another ?
What are probable alternative pathways within a given system and why are some 
possible ones not found ? 
I I I  
We have made reference to the algebraic methods available for obtaining information 
about the coordinate actions under a physical theory. We wish to impart some of the 
flavor of semigroup analysis of data by outlining one of these techniques that we are 
actually applying to the analysis of the model depicted in Fig. 2. 
Suppose that we have a physical theory for (Q,~ , S(M)); i.e., a solution to 
(Q,,, S(M)) I (X l ,  $1) w (X2, $2) w. . .  w (X , ,  S,). 
It may be readily shown that ([1], p. 461) each S,: which is a group will occur as 
a maximal subgroup of S(M) or as a Jordan-H6lder factor of a maximal subgroup 
of S(M). Thus the search for the coordinate actions of S(M) essentially involves 
a search for its maximal subgroups associated with each idempotent of a semigroup. 
Figure 2 provides us with the multiplication table for the generators of S(M); 
we now wish to find some idempotent element of S(M) expressed as a product of 
generators. There is a particularly easy (and natural) way to pick out idempotents, 
to wit: note that there is an idempotent associated with mo;t sufficiently large closed 
paths of the diagram. This is because closed paths usually represent at least one 
permutation of some of the states along them. For example, in Fig. 2, 
a -= F -  Y.  X -  E" P"  Q = (36, 43, 42, 41, 40, 39, 38), 
b ,--- H .  R 9 O 9 C --- (12, 56, 57), 
c = S2"C .N .B-  U -M'S 'L 'K=(5 ,6 ,7 ,8 ,9 ,62 ,63 ,12) ,  
d = S2"M"  U .C-N .B 'S 'L .K=(5 ,6 ,7 ,8 ,62 ,63 ,12) .  
Sufficiently high powers of such elements will clearly yield idempotents, since all 
states will eventually be moved into the range of the element. By the "range" of an 
element we mean all the states it either permutes or fixes. For example, the range of 
element b, above, is 
{12, 56, 57} u {4, 5, 6, 7, 8, 10, 13, 14, 15, 18, 19, 20, 23, 25, 27, 28, 29, 31, 34, 
35, 36, 38, 39, 40, 41, 42, 43, 44, 45, 48, 50, 52, 54, 59, 60, 61, 62, 63, 64}. 
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Thus we see that there is a (possibly trivial) maximal subgroup associated with every 
closed metabolic pathway. In order to remain as close to the original biochemistry as 
possible, we obtain this group from the element directly derived from the pathway 
rather than from its associated idempotent. 
FIc. 2. A reduced state-input model of bacterial intermediary metabolism. 
The process used is as follows: right-multiply the element by a generator. The 
resulting product element either maps two states of the original element's range onto 
the same state or it does not. If it does, throw it away, for neither it, nor any multiple 
of it, will ever be in the group we seek. I f  it does not collapse the range, see if it 
permutes it. I f  it does not; i.e., if it has mapped an element of the range onto an 
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element outside the range, continue multiplying by generators until the element or 
elements outside the range are mapped back into the range, thus resulting in a group 
element. If  it does permute the range we have found a group element; if it is new, 
store it away. 
This process yields the entire group eventually, but its actual speed of convergence 
is largely dependent upon the strategy used in the selection of generator factors. 
Optimal methods for selecting factors are not known, but two features are especially 
desirable to us: 
(a) That the method yield as short a representation of the group element as 
possible in terms of numbers of factors; 
(b) That the method yield as few duplicate group elements as possible. 
Once even a few elements of the group are available one may begin looking at them 
to see if one has a simple group. In general, the process of determining whether or 
not a given group is simple is very difficult. However if one restricts the order of the 
groups considered to some reasonable number; i.e., what might be held in the fast 
memory of a computer, one may well hope to recognize a simple group since there 
are so few of low (< 50,000) order. 
Our immediate goals are to investigate and improve existing algorithms for finding 
groups and to devise new ones. We will also proceed with the analysis of some of the 
groups found from the point of view of their biochemical origins. 
APPENDIX 
I. ACTUAL SUBSTRATES CORRESPONDING TO THE STATES 
OF THE STATE-INPUT MODEL OF INTERMEDIARY METABOLISM GIVEN AS FIG. 2 
State Corresponding Substrates 
1 Pyruvate 
2 Oxaloacetate 
3 Isocitrate 
4 ~-Ketoglutarate 
5 Succinic semialdehyde~TPP 
6 Thiosuccinyl Lipoamide 
7 Succinyl Coenzyme A
8 Succinate 
9 Malate; Fumarate 
I0 ~-Aminolevulate; c~-Aminoketoadipate 
11 c~-Hydroxyglutarate 
12 Acetyl Coenzyme A
57I/I/2"2 
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Actual Substrates (con' t.) 
State 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
3O 
31 
32 
33 
34 
35 
36 
37 
38 
39 
4O 
41 
42 
43 
44 
45 
46 
47 
48 
49 
5O 
Corresponding Substrates 
Phosphoenolpyruvate; Phosphoglycerate 
~-Ketoisovalerate 
Valine 
fl-Hydroxybutyryl Coenzyme A
Propionyl Coenzyme A
Aspartate 
Glutamate 
Isoleucine 
o~-Ketomethylvalerate 
~-Methylhydroxyl Coenzyme A
o~-Methylacetoacetyl Coenzyme A
fl-Aspartyl phosphate 
Aspartic acid fl-semialdehyde 
Homoserine 
Unknown 
Threonine 
~-Keto-fl-hydroxyl-fl, 7-dimethylglutarate 
Ribose-5-phosphate; D-ribulose-phosphate; D-xylulose-phosphate 
Imidazole acetole-phosphate 
Histidinol 
Histidinal 
Histidine 
Serine 
Glycine 
Glyoxylate 
Sarcosine 
Dimethylglycine 
Betaine; Choline 
Dimethylaminoethanol 
Methylaminoethanol 
Aminoethanol 
~-Keto-7-hydroxybutyrate 
Glucose-6-phosphate; Fructose-6-phosphate 
Gluconolactone 6-phosphate 
Fructose 1,6-phosphate; Ribose Phosphate 
1,3 Diphosphoglycerate 
Glycerol-phosphate 
Glycerol 
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Actual Substrates (con't.) 
State 
51 
52 
53 
54 
55 
56 
57 
58 
59 
6O 
61 
62 
63 
64 
Corresponding Substrates 
UDP-glucose 
D-glucuronate 
L-gulonate 
L-xylulose; L-arabinol 
Xylitol 
Malonyl Coenzyme A
Acetoacetyl Coenzyme A 
fl-hydroxybutyryl Coenzyme A; Crotonyl Coenzyme A 
Butyryl Coenzyme A; Crotonyl Coenzyme A
L-a-Phosphatidic A id 
Butyryl-AMP; glycerol 
AcetceldehydeNTPP 
Thioacetyl Lipoamide 
Alanine 
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Input 
A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 
M 
N 
O 
P 
Q 
I I .  ACTUAL COFACTOR CORRESPONDING TO THE INPUTS 
OF THE STATE-INPUT MODEL OF INTERMEDIARY METABOLISM 
Corresponding Coenzyme or Cofactor 
Adenosine triphosphate (ATP) 
Adenosine diphosphate (ADP) 
Nicotinamide adenine dinucleotide (NAD) 
Nicotinamide adenine dinucleotide, reduced form (NADH2) 
Formyl Coenzyme F (FCoF) 
Coenzyme F (C-~) 
Nicotinamide adenine dinucleotide phosphate (NADP) 
Nicotinamide adenine dinucleotide phosphate, reduced form (NADPHa) 
Spontaneous 
Uridine triphosphate (UTP) 
Triphosphate (TPP) 
Lipoamide (LIP) 
Guanosine diphosphate (GDP) 
Inosine triphosphate (ITP) 
COw--Biotin (B-CO~) 
Pyridoxal phosphate (PAL) 
Pyridoxamine phosphate (PAM) 
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Actual Cofactors (con't.) 
Input 
R 
S 
U 
V 
X 
Y 
Corresponding Coenzyme or Cofactor 
Acetyl Coenzyme A (ACoA) 
Coenzyme A (CoA) 
Flavin adenine dinucleotide (FAD) 
Flavin adenine dinucleotide, reduced form (FADH2) 
S-adenosylmethionine (SAM) 
S-adenosylhomoserine (SAHS) 
S 1 Pyruvate 
$2 Oxaloacetate 
$8 Succinate 
$36 Glycine 
$49 Glycerol-phosphate 
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