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Abstract
One of the main problem in prediction theory of discrete-time second-order stationary pro-
cesses X(t) is to describe the asymptotic behavior of the best linear mean squared prediction
error in predicting X(0) given X(t), −n ≤ t ≤ −1, as n goes to infinity. This behavior de-
pends on the regularity (deterministic or non-deterministic) of the process X(t). In his
seminal paper ”Some purely deterministic processes” (J. of Math. and Mech., 6(6), 801-
810, 1957), M. Rosenblatt has described the asymptotic behavior of the prediction error
for discrete-time deterministic processes in the following two cases: (a) the spectral density
f(λ) of X(t) is continuous and vanishes on an interval, (b) the spectral density f(λ) has
a very high order contact with zero. He showed that in the case (a) the prediction error
variance behaves exponentially, while in the case (b), it behaves hyperbolically as n→∞. In
this paper, using a new approach, we describe extensions of Rosenblatt’s results to broader
classes of spectral densities. Examples illustrate the obtained results.
Key words and phrases. Asymptotic behavior of the prediction error, deterministic station-
ary process, singular spectral density, Rosenblatt’s theorems, transfinite diameter.
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1 Introduction
1.1 The prediction problem
Let X(t), t ∈ Z := {0,±1, . . .}, be a second-order stationary stochastic sequence possessing a
spectral density function f(λ), λ ∈ Λ := [−π, π]. The ”finite” linear prediction problem is as
follows.
Suppose we observe a finite realization of the process X(t):
{X(t), −n ≤ t ≤ −1}, n ∈ N := {1, 2, . . .}.
∗This paper is submitted to a special issue in memory of Professor Murray Rosenblatt
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We want to predict the random variable X(0), which is the unobserved one-step ahead value
of the process X(t), using the linear predictor Y =
∑n
k=1 ckX(−k). The coefficients ck, k =
1, 2, . . . , n, are chosen so as to minimize the mean-squared error: IE |X(0) −Y|2 , where IE[·]
stands for the expectation operator. If such minimizing constants ĉk := ĉk,n can be found, then
the random variable X̂n(0) :=
∑n
k=1 ĉkX(−k) is called the best linear one-step ahead predictor of
the random variable X(0) based on the observed finite past: X(−n), . . . ,X(−1). The minimum
mean-squared error:
σ2n(f) := IE
∣∣∣X(0) − X̂n(0)∣∣∣2 = IE
∣∣∣∣∣X(0) −
n∑
k=1
ĉk,nX(−k)
∣∣∣∣∣
2
is called the best linear one-step ahead prediction error of X(0) based on the finite past of length
n of the process X(t).
One of the main problems in prediction theory of second-order stationary processes, called the
”direct” prediction problem is to describe the asymptotic behavior of the prediction error σ2n(f)
as n→∞. This behavior depends on the regularity nature (deterministic or nondeterministic)
of the observed process X(t).
Observe that σ2n+1(f) ≤ σ2n(f), n ∈ N, and hence the limit of σ2n(f) as n→∞ exists. Denote
by σ2(f) = σ2∞(f), the prediction error of X(0) by the entire infinite past: {X(t), t ≤ −1}.
The well-known Kolmogorov-Szego¨ theorem states that the following limiting relation hold
(see, e.g., Grenander and Szego¨ [16], p. 44, 183):
lim
n→∞
σ2n(f) = σ
2(f) = 2πG(f), (1.1)
where G(f) is the geometric mean of f(λ), namely
G(f) :=
{
exp
{
1
2π
∫ π
−π ln f(λ) dλ
}
if ln f ∈ L1(Λ)
0, otherwise.
(1.2)
The condition ln f ∈ L1(Λ) in (1.2) is equivalent to the Szego¨ condition:∫ π
−π
ln f(λ) dλ > −∞ (1.3)
(this equivalence follows because ln f(λ) ≤ f(λ) and f(λ) ∈ L1(Λ)). The Szego¨ condition (1.3)
is also called the non-determinism condition.
From the prediction point of view it is natural to distinguish the class of processes for which
we have error-free prediction, that is, σ2(f) = 0. Such processes are called deterministic or
singular. Processes for which σ2(f) > 0 are called nondeterministic.
In view of the relations (1.1) - (1.3) we have the following spectral characterization of de-
terministic and nondeterministic processes possessing spectral densities, known as Kolmogorov-
Szego¨ alternative: either∫ π
−π
ln f(λ) dλ = −∞ ⇐⇒ σ2(f) = 0 ⇐⇒ X(t) is deterministic,
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or else ∫ π
−π
ln f(λ) dλ > −∞ ⇐⇒ σ2(f) > 0 ⇐⇒ X(t) is nondeterministic.
Following Rosenblatt [27], we will say that the spectral density f(λ) has a very high order of
contact with zero at a point λ0 if f(λ) is positive everywhere except for the point λ0, due to
which the Szego¨ condition (1.3) is violated. Observe that the Szego¨ condition (1.3) is connected
to the character of the singularities (zeroes) of the spectral density f(λ), and does not depend
on the differential properties of f(λ). For example, for any α ≥ 0, the function
f(λ) = exp{−|λ|−α}
is infinitely differentiable, for α < 1 Szego¨ condition is satisfied, and hence a stationary process
X(t) with this spectral density is nondeterministic, while for α ≥ 1 Szego¨ condition (1.3) is
violated, and X(t) is deterministic. Thus, according to the above definition, for α ≥ 1 the
spectral density (1.4) has a very high order of contact with zero at the point λ = 0.
Define the relative prediction error δn(f):
δn(f) := σ
2
n(f)− σ2(f),
and observe that δn(f) is nonnegative and tends to zero as n→∞. But what about the speed
of convergence of δn(f) to zero as n → ∞? The paper deals with this question. Specifically,
the prediction problem we are interested in is to describe the rate of decrease of δn(f) to zero as
n→∞, depending on the regularity nature (deterministic or nondeterministic) of the observed
process X(t).
The prediction problem stated above goes back to classical works of A. Kolmogorov [22],
[23], G. Szego¨ [30], [31] and N. Wiener [33]. It was then considered by many authors for
different classes of nondeterministic processes (see, e.g., Baxter [2], Devinatz [8], Golinski [12],
Golinski and Ibragimov [13] Grenander and Rosenblatt [15], Grenander and Szego¨ [16], Helson
and Szego¨ [17], Hirshman [18], Ibragimov [19], Ibragimov and Solev [20], Inoue [21], Pourahmadi
[25], Rozanov [28], and reference therein). More references can be found in the survey papers
Bingham [5] and Ginovyan [11].
We focus in this paper on deterministic processes, that is, when σ2(f) = 0. This case is not
only of theoretical interest, but is also important from the point of view of applications. For
example, as pointed out by M. Rosenblatt [27], situations of this type arise in Neumann’s theo-
retical model of storm-generated ocean waves. Such models are also of interest in meteorology,
because the meteorological spectra often have a gap in the mesoscale region (see, e.g., Fortus
[10]).
Only few works are devoted to the study of the speed of convergence of δn(f) = σ
2
n(f)
to zero as n → ∞, that is, the asymptotic behavior of the prediction error for deterministic
processes. One needs to go back to the classical work of M. Rosenblatt [27]. Using the technique
of orthogonal polynomials on the unit circle and Szego¨’s results, M. Rosenblatt investigated
the asymptotic behavior of the prediction error δn(f) = σ
2
n(f) for discrete-time deterministic
processes in the following two cases:
(a) the spectral density f(λ) is continuous and vanishes on an entire interval,
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(b) the spectral density f(λ) is positive away from λ = 0 and has a very high order of contact
with zero at λ = 0, so that the Szego¨ condition (1.3) is violated.
Later the problem (a) was studied by Babayan [3], [4], (see also Davisson [7] and Fortus
[10]), where some generalizations and extensions of Rosenblatt’s results have been obtained.
Some notation. Throughout the paper we will use the following standard notation.
The standard symbols N, Z, R and C denote the sets of natural, integer, real and complex
numbers, respectively. Also, we denote Z+ := {0, 1, 2, . . .}, Λ := [−π, π], T := {z ∈ C : |z| = 1}.
The letters C, c, M and m with or without indices are used to denote positive constants, the
values of which can vary from line to line. For a set E by E we denote the closure of E. We de-
vote by Lp := Lp(Λ) (p ≥1) the Lebesgue space, by || · ||p the norm in Lp, and by µ the Lebesgue
measure on R. For two functions f(λ) ≥ 0 and g(λ) ≥ 0, λ ∈ Λ, we will write f(λ)∼g(λ) as
λ→ λ0 if limλ→λ0 f(λg(λ) = 1, and f(λ)≃g(λ) as λ→ λ0 if limλ→λ0 f(λg(λ) = c > 0. We will use
similar notation for sequences: for two sequences {an ≥ 0, n ∈ N} and {bn > 0, n ∈ N}, we will
write an ∼ bn if limn→∞ anbn = 1, an≃bn if limn→∞ anbn = c > 0, an = O(bn) if anbn is bounded, and
an = o(bn) if
an
bn
→ 0 as n→∞.
We start by describing Rosenblatt’s results concerning the asymptotic behavior of the prediction
error σ2n(f), obtained in Rosenblatt [27] for the above stated cases (a) and (b).
1.2 Rosenblatt’s results about speed of convergence
For the case (a) above, that is, when the spectral density f(λ) is continuous and vanishes on an
entire interval, M. Rosenblatt proved in [27] that the prediction error σ2n(f) decreases to zero
exponentially as n → ∞. More precisely, M. Rosenblatt proved in [27] the following theorem
concerning speed of convergence of δn(f) = σ
2
n(f) to zero as n→∞.
Theorem A (Rosenblatt’s first theorem). Let the spectral density f(λ) of a discrete-time sta-
tionary process X(t) be positive and continuous on the interval
(π/2− α, π/2 + α), 0 < α < π,
and zero elsewhere. Then the prediction error σ2n(f) approaches zero exponentially as n → ∞.
More precisely, the following asymptotic relation holds:
δn(f) := σ
2
n(f) ≃
(
sin
α
2
)2n+1
as n→∞. (1.4)
Thus, when the spectral density f(λ) is continuous and vanishes on an entire interval, then
the prediction error approaches zero as fast as the (2n + 1)th power of a positive number less
than one. Notice that (1.4) implies that
lim
n→∞
n
√
σn(f) = sin
α
2
. (1.5)
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Since 0 < sin α2 < 1 we have σn(f)→ 0 as n→∞, and the relation (1.5) is a convenient way to
characterize the speed of convergence of σn(f) to zero as n→∞. Viewed from the perspective
of the unit circle in the complex plane, the arc (π/2−α, π/2 +α) under consideration is of size
2α. This arc plays an important role in the sequel.
Theorem 3.1 below extends Theorem A.
Concerning the case (b) above, M. Rosenblatt proved in [27] that if the spectral density
f(λ) of a stationary process X(t) is positive away from zero, and has a very high order contact
with zero at λ = 0, so that the Szego¨ condition (1.3) is violated, then the prediction error
δn(f) = σ
2
n(f)− σ2(f) = σ2n(f) decreases to zero hyperbolically as n→∞, that is,
δn(f) = σ
2(f) ≃ n−a (a > 0) as n→∞.
More precisely, the deterministic process X(t) considered in [27] has the spectral density
fa(λ) :=
e(2λ−π)ϕ(λ)
cos λ (πϕ(λ))
, fa(−λ) = fa(λ), 0 ≤ λ ≤ π, (1.6)
where ϕ(λ) = a2 cotλ and a (a > 0) is a fixed parameter. In Rosenblatt [27] it is observed that
fa(λ) ∼ 2 exp
{
−aπ|λ|
}
| sin(λ)| as λ→ 0, (1.7)
so that fa(λ) has a very high order contact with zero only at λ = 0, and the Szego¨ condition
(1.3) is violated.
In [27], using the technique of orthogonal polynomials on the unit circle and Szego¨’s results,
M. Rosenblatt proved the following theorem.
Theorem B (Rosenblatt’s second theorem). Suppose that the process X(t) has spectral density
fa(λ) given by (1.6). Then the following asymptotic formula for the prediction error δn(f) =
σ2n(f) holds:
δn(fa) = σ
2
n(fa) ∼
Γ2
(
a+1
2
)
π22−a
n−a as n→∞. (1.8)
In this paper, using an approach, different from the one applied in Rosenblatt [27], we extend
Theorems A and B to broader classes of spectral densities.
Concerning Theorem A, we describe an extension of the asymptotic relation (1.5) to the
case of several arcs, without having to stipulate continuity of the spectral density f(λ).
As for the extension of Theorem B, we first prove that if the spectral density f(λ) is such
that the sequence {σn(f)} is weakly varying (a term defined in Section 4.1) and if, in addition,
g(λ) is the spectral density of a nondeterministic process satisfying some conditions, then the
sequences {σn(fg)} and {σn(f)} have the same asymptotic behavior as n → ∞, up to some
positive multiplicative factor G(g). This allows us to derive the asymptotic behavior of {σn(fg)}
from that of {σn(f)}.
Using this result, we obtain the following extension of Theorem B: if the spectral density
f(λ) has the form f(λ) = fa(λ)g(λ), where fa(λ) is as in (1.6) and g(λ) is the spectral density
of a nondeterministic process, then δn(f) = σ
2(f) ≃ n−a as n→∞.
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The remainder of the paper is organized as follows. In Section 2 we present formulas for the
finite prediction error σn(f), and state some preliminary results. Section 3 is devoted to the
extension of the Rosenblatt’s first theorem (Theorem A). In Section 4 we extend Rosenblatt’s
second theorem (Theorem B).
2 Formulas for the prediction error
In this section we present formulas for the finite prediction error σ2n(f) and state some prelimi-
nary results, which will be used in the sequel.
Suppose we have observed the values X(−n), . . . ,X(−1) of a centered, real-valued station-
ary process X(t) with spectral density f(λ). The one-step ahead linear prediction problem in
predicting a random variable X(0) based on the observed values X(−n), . . . ,X(−1) involves
finding constants ĉk := ĉk,n, k = 1, 2, . . . , n, that minimize the one-step ahead prediction error
variance:
σ2n(f) := min
{ck}
IE
∣∣∣∣∣X(0)−
n∑
k=1
ckX(−k)
∣∣∣∣∣
2
= IE
∣∣∣∣∣X(0)−
n∑
k=1
ĉkX(−k)
∣∣∣∣∣
2
, (2.1)
where IE[·] stands for the expectation operator. Using Kolmogorov’s isometric isomorphism
V : X(t)↔ eitλ, in view of (2.1), for the prediction error σ2n(f) we can write
σ2n(f) = min
{ck}
∫ π
−π
∣∣∣∣∣1−
n∑
k=1
cke
−ikλ
∣∣∣∣∣
2
f(λ)dλ = min
{ck}
∫ π
−π
∣∣∣∣∣einλ −
n∑
k=1
cke
i(n−k)λ
∣∣∣∣∣
2
f(λ)dλ
= min
{qn∈Qn}
∫ π
−π
∣∣∣qn(eiλ)∣∣∣2 f(λ)dλ, (2.2)
where
Qn :=
{
qn : qn(z) =
n∑
k=0
ckz
n−k, c0 = 1
}
(2.3)
stands for the set of monic polynomials of degree n, that is, with coefficient of the leading term
equal to 1.
Thus, the problem of finding σ2n(f) becomes to the problem of finding the solution of the
minimum problem (2.2), (2.3).
The polynomial pn(z) := pn(z, f) which solves the minimum problem (2.2), (2.3) is called
the optimal polynomial for f(λ) in the class Qn. This minimum problem was solved by G.
Szego¨ (see, e.g., Grenander and Szego¨ [16], Section 2.2, p. 38) by showing that the optimal
polynomial pn(z, f) exists, is unique and can be expressed in terms of orthogonal polynomials
ϕn(z) = ϕn(z; f), n ∈ Z+, on the unit circle T with respect to the spectral density f(λ).
The system of orthogonal polynomials:
{ϕn(z) = ϕn(z; f), z = eiλ, n ∈ Z+} (2.4)
is uniquely determined by the following two conditions:
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(i) ϕn(z) = κn(f)z
n + lower order terms
is a polynomial of degree n, in which the coefficient κn = κn(f) of z
n is real and positive;
(ii) for arbitrary nonnegative integers k and j
1
2π
∫ π
−π
ϕk(z)ϕj(z)f(λ)dλ = δkj =
{
1, for k = j
0, for k 6= j, z = e
iλ.
The next result by Szego¨, which solves the minimum problem (2.2), (2.3), can be found in Szego¨
[31], p. 298 (see, also, Grenander and Szego¨ [16], p. 38).
Proposition 2.1. The optimal polynomial for f(λ) in the class Qn, that is, the polynomial
pn(z) := pn(z, f) which solves the minimum problem (2.2), (2.3) is given by
pn(z) = κ
−1
n (f)ϕn(z),
and the minimum in (2.2) is equal to κ−2n (f), where ϕn(z) is as in (2.4) and κn(f) is the leading
coefficient of ϕn(z).
Thus, for the prediction error σ2n(f) we have the following formula:
σ2n(f) = min
{qn∈Qn}
∫ π
−π
∣∣∣qn(eiλ)∣∣∣2 f(λ)dλ = ∫ π
−π
∣∣∣pn(eiλ, f)∣∣∣2 f(λ)dλ = κ−2n (f). (2.5)
Remark 2.1. Define
Q∗n :=
{
qn : qn(z) =
n∑
k=0
ckz
n−k, cn = 1
}
, (2.6)
and observe that the classes of polynomials Qn and Q∗n defined in (2.3) and (2.6), respectively,
differ by normalization: in (2.6) we have cn = 1, while in (2.3) we have c0 = 1. Also, the optimal
polynomials pn(z, f) and p
∗
n(z, f) for f(λ) in the classes Qn and Q∗n are related by the equality:
p∗n(z, f) = z
npn(1/z, f), that is, p
∗
n(z, f) is the reciprocal polynomial for pn(z, f), and, we have
||p∗n||2 = ||pn||2. Thus, for the prediction error σ2n(f) we have the following formula in terms of
the optimal polynomial p∗n(z, f):
σ2n(f) = min
{qn∈Q∗n}
∫ π
−π
∣∣∣qn(eiλ)∣∣∣2 f(λ)dλ = ∫ π
−π
∣∣∣p∗n(eiλ, f)∣∣∣2 f(λ)dλ. (2.7)
Remark 2.2. Consider the mapping W : (−π, π]←→ T, given by formula
W (λ) = eiλ, λ ∈ (−π, π]. (2.8)
The mapping W establishes a one-to-one correspondence between the interval (−π, π] and the
unit circle T, and allows us to pass from the interval (−π, π] to the unit circle T and vice versa.
Also, observe that by means of this mapping the spectral density f and the Lebesgue measure µ
on (−π, π] generate on the unit circle T a function fT and a measure µT, respectively as follows:
fT(z) = f(λ), z = e
iλ, λ ∈ (−π, π] and µT(E) = µ(W−1(E)), E ⊂ T, (2.9)
7
where W−1(E) is the preimage of E ⊂ T under the mapping W :
W−1(E) := {λ ∈ (−π, π] : eiλ ∈ E}. (2.10)
The measure µT(E) is called a linear measure of the set E ⊂ T. With this notation, in view of
(2.5) and (2.9), for the prediction error σ2n(f) we have the following formula:
σ2n(f) =
∫
T
|pn(z, f)|2 fT(z)dµT, z = eiλ. (2.11)
Proposition 2.2. The prediction error σ2n(f) possesses the following properties.
(a) The sequence {σ2n(f), n ∈ N} is non-increasing in n: σ2n+1(f) ≤ σ2n(f).
(b) σ2n(f) is a non-decreasing functional of f(λ):
σ2n(f1) ≤ σ2n(f2) when f1(λ) ≤ f2(λ), λ ∈ Λ = [−π, π]. (2.12)
(c) If f(λ) = g(λ) almost everywhere on [−π, π], then
σn(f) = σn(g). (2.13)
Thus, the change of values of the spectral density f(λ) on an arbitrary subset of [−π, π]
of measure zero (in particular, on a subset consisting of a finite or countable number of
points) does not affect the value of σn(f).
Proof. The assertion (a) immediately follows from (2.7) and the obvious embedding Q∗n ⊂ Q∗n+1.
To prove assertion (b), observe that by the definition of optimal polynomials pn(z, f1) and
pn(z, f2), corresponding to spectral densities f1 and f2, respectively, we have
σ2n(f1) =
∫ π
−π
∣∣∣pn(eiλ, f1)∣∣∣2 f1(λ)dλ ≤ ∫ π
−π
∣∣∣pn(eiλ, f2)∣∣∣2 f1(λ)dλ
≤
∫ π
−π
∣∣∣pn(eiλ, f2)∣∣∣2 f2(λ)dλ = σ2n(f2),
and (2.12) follows. In the last relation the first inequality follows from the optimality of the
polynomial pn(z, f1), while the second inequality follows from assumption that f1(λ) ≤ f2(λ),
λ ∈ Λ.
To prove assertion (c), we split the segment Λ = [−π, π] into three subsets: Λ = E∪E+∪E−,
where E := {λ ∈ Λ : f(λ) = g(λ)}, E+ := {λ ∈ Λ : f(λ) > g(λ)}, and E− := {λ ∈ Λ : f(λ) <
g(λ)}. Taking into account that f(λ) = g(λ) almost everywhere, we have
µ(E+) = µ(E−) = 0. (2.14)
Define the function
h(λ) := max{f(λ), g(λ)} =
{
f(λ) if λ ∈ E ∪ E+
g(λ) if λ ∈ E−, (2.15)
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and observe that for all λ ∈ Λ
f(λ) ≤ h(λ) and g(λ) ≤ h(λ). (2.16)
Besides, in view of (2.14), for almost all λ ∈ Λ we have
h(λ) = f(λ) = g(λ). (2.17)
We now show that
σn(h) = σn(f). (2.18)
Indeed, from the first inequality in (2.16) and (2.12) it follows that σ2n(h) ≥ σ2n(f). On the other
hand, we have
σ2n(h) =
∫ π
−π
∣∣∣pn(eiλ, h)∣∣∣2 h(λ)dλ ≤ ∫ π
−π
∣∣∣pn(eiλ, f)∣∣∣2 h(λ)dλ
=
∫ π
−π
∣∣∣pn(eiλ, f)∣∣∣2 f(λ)dλ = σ2n(f).
In the last relation the first inequality follows from the optimality of the polynomial pn(z, h),
while the second equality follows from (2.17). Thus, (2.18) is proved. Similar arguments can be
applied to show that
σn(h) = σn(g). (2.19)
A combination of (2.18) and (2.19) yields (2.13).
3 An extension of Rosenblatt’s first theorem
In this section, using some results from geometric function theory, we extend Rosenblatt’s first
theorem (Theorem A) to a broader class of deterministic processes, possessing spectral densities
that vanish on a set of positive Lebesgue measure. More precisely, we extend the asymptotic
relation (1.5) to the case of several arcs, without having to stipulate continuity of the spectral
density f(λ). Besides, we obtain necessary as well as sufficient conditions for the exponential
decay of the prediction error σn(f) as n → ∞. Also, we calculate the transfinite diameter of
some subsets of the unit circle, and thus, obtain explicit asymptotic relations for the prediction
error σn(f) similar to the Rosenblatt’s relation (1.5).
To state the corresponding results we first introduce some metric characteristics of compact
(bounded closed) sets in the plane, such as, the transfinite diameter, the Chebyshev constant
and the capacity, and discuss some properties of these characteristics.
3.1 Some metric characteristics of bounded closed sets in the plane
One of the fundamental result of geometric complex analysis is the classical theorem by Fekete
and Szego¨, stating that for any compact set F in the complex plane C the transfinite diameter,
the Chebyshev constant and the capacity of F coincide, although they are defined from very
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different points of view. Namely, the transfinite diameter of the set F characterizes the asymp-
totic size of F , the Chebyshev constant of F characterizes the minimal uniform deviation of a
monic polynomial on F , and the capacity of F describes the asymptotic behavior of the Green
function at infinity. For the definitions and results stated in this subsection we refer the reader
to the following references: Fekete [9], Goluzin [14], Chapter 7, Saff [29], Szego¨ [31], Chapter
16, and Tsuji [32], Chapter III.
Transfinite diameter. Let F be a compact (bounded closed) set in the complex plane C. Given
a natural number n ≥ 2 and points z1, . . . , zn ∈ F , we define
dn(F ) := max
z1,...,zn∈F
 n∏
1≤j<k≤n
|zj − zk|
2/[n(n−1)] , (3.1)
which is the maximum of products of distances between the
(
n
2
)
= n(n − 1)/2 pairs of points
zk, k = 1, . . . , n, as the points zk range over the set F . Any system of points Fn := {z1n, . . . znn}
for which the maximum in (3.1) is attained is called an n-point Fekete set for F , and the points
zkn in Fn are called Fekete points of F .
Note that d2(F ) is the diameter of F , while d3(F ) measures its ”spread” of F . The quantity
dn(F ) is called the nth transfinite diameter of the set F . It can be shown (see, e.g., Goluzin
[14], Section 7.1, p. 294) that dn(F ) decreases and does not exceed the diameter d2(F ) of F ,
implying that dn(F ) has a finite limit as n → ∞. This limit, denoted by d∞(F ), is called the
transfinite diameter of F . Thus,
d∞(F ) := lim
n→∞
dn(F ), (3.2)
where dn(F ) is as in (3.1).
Chebyshev constant. For a bounded closed set F in the complex plane C, we put
mn(F ) := inf max
z∈F
|qn(z)|,
where the infimum is taken over all monic polynomials qn(z) from the class Qn, where Qn is as
in (2.3). Then there exists a unique monic polynomial Tn(z, F ) form the class Qn, called the
Chebyshev polynomial of F of order n, such that
mn(F ) = max
z∈F
|Tn(z, F )|. (3.3)
Fekete [9] proved that limn→∞(mn(F ))
1/n exists. This limit, denoted by τ(F ), is called the
Chebyshev constant for the compact set F . Thus,
τ(F ) := lim
n→∞
(mn(F ))
1/n. (3.4)
Capacity. Let F be a closed bounded set in the complex plane C, and let DF denote the
complementary domain to F , containing ∞ as an interior point. If the boundary Γ := ∂DF
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of the domain DF consists of a finite number of rectifiable Jordan curves, then for the domain
DF can be constructed a Green function GDF (z,∞) with a pole at infinity. This function is
harmonic everywhere in DF , except at the point z = ∞, is continuous including the boundary
Γ and vanishes on Γ. It is known that in a vicinity of the point z =∞ the function GDF (z,∞)
admits the representation (see, e.g., Goluzin [14]), p. 309-310):
GF (z,∞) = ln |z|+ γ +O(z−1) as z →∞. (3.5)
The number γ in (3.5) is called the Robin’s constant of the domain DF , and the number
C(F ) := e−γ (3.6)
is called the capacity (or the logarithmic capacity) of the set F .
Now we are in position to state the above mentioned fundamental result of geometric complex
analysis, due to M. Fekete and G. Szego¨ (see, e.g., Goluzin [14], Section 7.1, p. 197, Saff [29],
and Tsuji [32], p. 73).
Proposition 3.1 (Fekete - Szego¨ theorem). For any compact set F ⊂ C, the transfinite diameter
d∞(F ) defined by (3.2), the Chebyshev constant τ(F ) defined by (3.4), and the capacity C(F )
defined by (3.6) coincide, that is,
d∞(F ) = C(F ) = τ(F ). (3.7)
Remark 3.1. It what follows, we will use the term ”transfinite diameter” and the notation
τ(F ) for (3.7).
In only very few cases can the transfinite diameter (and hence, the capacity and the Cheby-
shev constant) be exactly calculated.
In the next proposition we list a number of properties of the transfinite diameter (and hence,
of the capacity and the Chebyshev constant), which will be used later.
Proposition 3.2. The transfinite diameter (and hence, the capacity and the Chebyshev con-
stant) possesses the following properties.
(a) The transfinite diameter is monotone, that is, for any closed sets F1 and F2 with F1 ⊂ F2,
we have τ(F1) ≤ τ(F2) (see, e.g., Saff [29], p. 169, Tsuji [32], p. 56).
(b) If a set F1 is obtained from a compact set F ⊂ C by a linear transformation, that is,
F1 := aF + b = {az + b : z ∈ F}, then τ(F1) = |a|τ(F ). In particular, the transfinite
diameter τ(F ) is invariant with respect to parallel translation and rotation of F (see, e.g.,
Goluzin [14], p. 298, Saff [29], p. 169, Tsuji [32], p. 56).
(c) (Fekete theorem). Let F be a bounded closed set in the complex w-plane C, and let p(z) :=
pn(z) = z
n + c1z
n−1 · · ·+ cn be an arbitrary monic polynomial of degree n. Let F ∗ be the
preimage of F in the z-plane under the mapping w = p(z), that is, F ∗ is the set of all
points z ∈ C such that w := p(z) ∈ F . Then (see, e.g., Goluzin [14], p. 299, Saff [29], p.
186):
τ(F ∗) = [τ(F )]1/n. (3.8)
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(d) The transfinite diameter of an arbitrary circle of radius R is equal to its radius R. In
particular, the transfinite diameter of the unit circle T is equal to 1 (see, e.g., Tsuji [32],
p. 84).
(e) The transfinite diameter of an arc Γα of a circle of radius R with central angle α is equal
to R sin α4 . In particular, for the unit circle T, we have τ(Γα) = sin
α
4 (see Tsuji [32], p.
84).
(f) The transfinite diameter of an arbitrary line segment F is equal to one-fourth its length,
that is, if F := [a, b], then (see, e.g., Saff [29], p. 169, Tsuji [32], p. 84):
τ(F ) = τ([a, b]) =
b− a
4
. (3.9)
3.2 An extension of Rosenblatt’s first theorem
We are now in position to state the main results of this section. In what follows, we use the
following notation. By S0f we denote the set of zeros of the spectral density f(λ), that is,
S0f := {λ ∈ Λ : f(λ) = 0}. (3.10)
By Sf we denote the support of the spectral density f(λ), that is,
Sf := {λ ∈ Λ : f(λ) > 0}. (3.11)
By Ef we denote the spectrum of the process X(t), which is the image of the support Sf under
the mapping W (see (2.8)), that is,
Ef :=W (Sf ) = {eiλ : f(λ) > 0}, (3.12)
and by Ef we denote the closure of the set Ef .
Our first theorem extends Rosenblatt’s first theorem (Theorem A). More precisely, the result
that follows extends the asymptotic relation (1.5) to the case of several intervals (arcs), without
having to stipulate continuity of the spectral density f(λ).
Theorem 3.1. Let the support Sf of the spectral density f(λ) of the process X(t) consist of a
finite number of intervals of the segment [−π, π]. Then the sequence { n
√
σn(f)} converges, and
lim
n→∞
n
√
σn(f) = τ(Ef ), (3.13)
where τ(Ef ) is the transfinite diameter of the closure of the spectrum Ef , consisting of the
corresponding finite number of closed arcs of the unit circle T.
Remark 3.2. A version of Theorem 3.1 was first proved in Babayan [3] (see also Babayan [4]).
Here we will give a simplified proof of this result.
Remark 3.3. It can be shown that under some natural additional conditions, the asymptotic
relation (3.13) remains valid in the case where the support Sf of the spectral density f(λ)
consists of a countable number of intervals of the segment [−π, π] (see Babayan [3]).
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Remark 3.4. In Theorem A we have
Ef := {eiλ : λ ∈ [π/2 − α, π/2 + α]},
which represents a closed arc of length 2α, and, according to Proposition 3.2(e), we have τ(Ef ) =
sin(2α/4) = sin(α/2). Thus, the asymptotic relation (1.5) is a special case of (3.13).
In what follows, we will need the following definition, which characterizes the rate of variation
of a sequence compared with a geometric progression.
Definition 3.1. (a) A sequence {an, n ∈ N} of nonnegative numbers is said to be exponentially
neutral if
lim
n→∞
n
√
an = 1. (3.14)
(b) A sequence {bn, n ∈ N} of nonnegative numbers is said to be exponentially decreasing if
lim sup
n→∞
n
√
bn < 1. (3.15)
For instance, the sequence {an = nα, α ∈ R, n ∈ N} is exponentially neutral because
log n
√
nα = αn log n → 0 as n → ∞. The geometric progression {bn = qn, 0 < q < 1, n ∈ N} is
exponentially decreasing because n
√
bn = q
n/n = q < 1. The sequence {bn = nαqn, α ∈ R, 0 <
q < 1, n ∈ N} is also exponentially decreasing because n√bn = nα/nq → q < 1. In fact, it
can easily be shown that a sequence {bn, n ∈ N} is exponentially decreasing, that is, (3.15) is
satisfied if and only if there exists a number q (0 < q < 1) such that
bn = O(q
n) as n→∞. (3.16)
Remark 3.5. It is easy to see that an exponentially neutral sequence {an, n ∈ N} that converges
to zero, does so slower than any exponentially decreasing sequence {bn, n ∈ N}. In particular,
if {bn = qn, 0 < q < 1, n ∈ N} is a geometric progression, then bn = o(an) as n→∞.
Remark 3.6. It follows from relation (3.13) that if τf := τ(Ef ) = 1, then the sequence {σn(f)}
is exponentially neutral, and if τf < 1, then it is exponentially decreasing. Thus, Theorem 3.1
shows that the question of exponential decay of the prediction error σn(f) as n → ∞ in fact
does not depend on the values of the spectral density f(λ) on its support Sf , and is determined
solely by the value of the transfinite diameter of the closure of the spectrum Ef . Denote
γn := σn(f)/τ
n
f . Then
σn(f) = τ
n
f · γn, (3.17)
and in view of (3.13) we have
lim
n→∞
n
√
γn = 1. (3.18)
Thus, in the case where τf < 1, the prediction error σn(f) is decomposed into a product of two
factors, one of which (τnf ) is a geometric progression, and the second (γn) is an exponentially
neutral sequence. Also, if g(λ) is a spectral density satisfying the conditions of Theorem 3.1,
then in view of (3.17), we have
σn(g)
σn(f)
=
(
τg
τf
)n
· γ′n,
where γ′n is an exponentially neutral sequence.
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The following result contains a sufficient condition for the exponential decay of σn(f) as
n→∞.
Theorem 3.2. If the spectral density f(λ) of the process X(t) vanishes on an interval, then the
prediction error σn(f) decreases to zero exponentially. More precisely, if f(λ) vanishes on an
interval Iδ ⊂ [−π, π] of length 2δ (0 < δ < π), then
lim sup
n→∞
n
√
σn(f) 6 cos
δ
2
< 1. (3.19)
The next result gives a necessary condition for the exponential decay of σn(f) as n→∞.
Theorem 3.3. A necessary condition for the prediction error σn(f) to tend to zero exponentially
is that the spectral density f(λ) should vanish on a set of positive Lebesgue measure, that is,
µ(S0f ) > 0, where S
0
f is as in (3.10).
Remark 3.7. Theorem 3.3 shows that if the spectral density f(λ) is almost everywhere positive,
that is, µ(S0f ) = 0 (in particular, if S
0
f consists of a finite or countable number of points), then
it is impossible to obtain exponential decay of the prediction error σn(f), no matter how high
the order of the zero of f(λ) at the points of S0f .
3.3 Proof of the results of Section 3.2
We prove here Theorems 3.1 - 3.3. In Lemma 3.1 below, and in what follows, we will use the
following notions and definitions. A continuum is defined to be a continuous rectifiable Jordan
curve in the complex plane C. Any subset E of a continuum is called a linear set in C. The
linear measure µ(E) of a linear set E is defined to be the Lebesgue measure generated by the
length of an arc of a continuum (see also Remark 2.2).
The following lemma, which is an immediate consequence of a result by Mazurkievicz [24],
will be used in the proof of Theorem 3.1.
Lemma 3.1. Let Γ be a bounded closed set consisting of a finite number of continua. Then
for any ǫ > 0 there is a number δ = δ(ǫ,Γ) > 0 such that for any closed subset F ⊂ Γ and an
arbitrary polynomial qn(z) of degree n the following inequality holds:
Mn := max
x∈Γ
|qn(z)| ≤ (1 + ε)nmax
z∈F
|qn(z)|, (3.20)
provided that µ(Γ \ F ) < δ.
In our proof of Theorem 3.1 given below, the set Γ will be either the unit circle T or the
union of a finite number of closed arcs of T.
Proof of Theorem 3.1. Define the spectral density:
f(λ) :=

f(λ) if eiλ ∈ Ef
1 if eiλ ∈ Ef \Ef
0 if eiλ /∈ Ef ,
(3.21)
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and observe that the spectrum Ef of the process with spectral density f(λ) is the closure of the
spectrum Ef corresponding to f(λ) and consists of a finite number of closed arcs:
Ef := {eiλ : f(λ) > 0} = Ef . (3.22)
Consider the mapping W given by the formula (2.8) and observe that the functions f(λ) and
f(λ) differ only on the set W−1
(
Ef \ Ef
)
= Sf \Sf , which either is empty or consists of a finite
number of points. Hence, in view of Proposition 2.2(c), we have
σn(f) = σn(f). (3.23)
We first prove the inequality
lim sup
n→∞
n
√
σn(f) ≤ τ(Ef ). (3.24)
Denote by Tn(z,Ef ) the Chebyshev polynomial of order n of the set Ef , and define (see (3.3))
mn := mn(Ef ) = max
z∈Ef
|Tn(z,Ef )|. (3.25)
Then we can write
σ2n(f) = σ
2
n(f) =
∫ π
−π
|pn(eiλ, f)|2f(λ)dλ
≤
∫ π
−π
|Tn(eiλ, Ef )|2f(λ)dλ ≤ m2n(Ef ) ·
∫ π
−π
f(λ)dλ. (3.26)
The first relation in (3.26) follows from (3.23), the second from (2.5), the third from the definition
of optimal polynomial pn(z, f ), and the fourth from (3.25). From (3.26) we get
σ2n(f) ≤ cm2n(Ef ), (3.27)
where c :=
∫ π
−π f(λ)dλ is a positive constant. Taking the root of order 2n in (3.27), then passing
to the limit as n → ∞, in view of (3.4), (3.7), Proposition 3.2(a) and (d), and the elementary
relation limn→∞ n
√
c = 1, we obtain
lim sup
n→∞
n
√
σn(f) ≤ τ(Ef ) ≤ τ(T) = 1.
Now we proceed to prove the inequality:
lim inf
n→∞
n
√
σn(f) > τ(Ef ). (3.28)
To this end, we consider a sequence of subsets {En, n ∈ N} of Ef , defined by
En := {z ∈ Ef : |pn(z, f )| > nσn(f)}, (3.29)
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where f is as in (3.21), and a measure µf on the unit circle T generated by the spectral density
f as follows:
µf (E) =
∫
W−1(E)
f(λ)dλ, E ⊂ T,
where W−1(E) is as in (2.10). Then, in view of (2.11) and (3.29) we can write
σ2n(f) =
∫
Ef
|pn(z, f)|2dµf ≥
∫
En
|pn(z, f)|2dµf > n2σ2n(f)µf (En),
implying that µf (En) < n
−2 and
lim
n→∞
µf (En) = 0. (3.30)
Next, since the spectral density f(λ) in (3.21) is strictly positive on W−1(Ef ) = Sf , the
Lebesgue measure µT, defined in (2.9), is absolutely continuous with respect to the measure µf .
Hence, taking into account that the measure µT is also finite (µT(T) = 2π), by (3.30), we have
lim
n→∞
µ(En) = 0. (3.31)
Define the sets Fn := Ef\En, and observe that Fn are closed subsets of the spectrum Ef , and
we have (see (3.29))
|pn(z, f)| 6 nσn(f), z ∈ Fn. (3.32)
Given an arbitrary ε > 0 we choose δ := δ(Ef , ε) according to Lemma 3.1 with Γ = Ef and
F = Fn. Then, in view of (3.31), for large enough n, we have
µ(Ef\Fn) = µ(En) < δ.
Therefore, we can write
mn(Ef ) = max
z∈Ef
|Tn(z,Ef )| 6 max
z∈Ef
|pn(z, f)| ≤ (1 + ε)nmax
z∈Fn
|pn(z, f)| 6 (1 + ε)nnσn(f),
Here the first and the second relations follow from the definition of Chebyshev polynomial (see
(3.3)), the third from the relation (3.20) with Γ = Ef and F = Fn (see Lemma 3.1) and the
fourth from the inequality (3.32).
The last relation implies that
σn(f) >
mn(Ef )
n(1 + ε)n
.
Taking the root of order n, and letting n tend to infinity, in view of the relation limn→∞ n
√
n = 1
and the elementary inequality (1 + ε)−1 > 1− ε, we obtain
lim inf
n→∞
n
√
σn(f) > τ(Ef )(1− ε).
From the last inequality, taking into account the arbitrariness of ε and formula (3.23), we
obtain (3.28). A combination of (3.24) and (3.28) implies (3.13), and thus completes the proof
of Theorem 3.1.
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Proof of Theorem 3.2. Denote by Γδ := W (Iδ) the arc of the unit circle T which is the image of
the interval Iδ under the mapping W (see (2.8)), and let Γα := T \ Γδ be the complementary of
Γδ. Then Γα is a closed arc of the unit circle T, which contains the spectrum Ef (Ef ⊂ Γα) and
is of length 2α, where α = π − δ. Therefore, by Proposition 3.2(e) of the transfinite diameter,
we have
τ(Γα) = sin
(
2(π − δ)
4
)
= sin
(
π
2
− δ
2
)
= cos
δ
2
. (3.33)
Next, define the function
f̂(λ) :=

f(λ) if eiλ ∈ Ef
1 if eiλ ∈ Γα \ Ef
0 if eiλ ∈ Γδ,
and observe that E
f̂
= Γα, f(λ) ≤ f̂(λ), and σn(f) ≤ σn(f̂) by (2.12). Therefore, in view of
(3.13) and (3.33), we can write
lim sup
n→∞
n
√
σn(f) ≤ lim
n→∞
n
√
σn(f̂) = τ(Ef̂ ) = τ(Γα) = cos
δ
2
,
and the relation (3.19) follows, completing the proof of Theorem 3.2.
Proof of Theorem 3.3. We argue by contradiction. Since by assumption the prediction error
σn(f) decreases to zero exponentially as n→∞, according to Definition3.1(b), we have
lim sup
n→∞
n
√
σn(f) < 1. (3.34)
Assume that the spectral density f(λ) is almost everywhere positive on Λ = [−π, π], that is,
µ(S0f ) = 0, where S
0
f is as in (3.10). Then, in view of Proposition 2.2(c), without loss of
generality, we can assume that Sf = Λ, and hence Ef = Ef = T. Then according to relation
(3.13) and Proposition 3.2(d), it follows that
lim
n→∞
n
√
σn(f) = τ(Ef ) = τ(T) = 1,
which contradicts the inequality (3.34), completing the proof of Theorem 3.3.
3.4 Some consequences of Theorem 3.1
Motivated by Theorems A and 3.1 and Remark 3.4, the following question arises naturally:
calculate the transfinite diameter τ(Ef ) of closure of the spectrum Ef consisting of a union of
several closed arcs of the unit circle T, and thus, obtain an explicit asymptotic relation for the
prediction error σn(f) similar to the Rosenblatt’s relation (1.5). As it was mentioned in Section
3.1, the calculation of the transfinite diameter (and hence, the capacity and the Chebyshev
constant) is a challenging problem, and in only very few cases has the transfinite diameter been
exactly calculated (see Proposition 3.2). One such example provides Theorem A, in which case
the transfinite diameter of closure of the spectrum Ef := {eiλ : λ ∈ [π/2 − α, π/2 + α]} is
sin(α/2). Observe that in [27], M. Rosenblatt calculated the capacity of Ef . Below we give
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some other examples, where we can explicitly calculate the Chebyshev constant (and hence
the transfinite diameter and the capacity) by using some properties of the transfinite diameter,
stated in Proposition 3.2, and a result due to Robinson [26] concerning the relation between the
transfinite diameters of related sets.
In [26], R. Robinson, extending Fekete theorem (see Proposition 3.2(c)), proved the following
important result about the transfinite diameters of related sets.
Proposition 3.3 (Robinson [26]). Let F be a bounded closed subset of the complex plane C
lying on the unit circle T and symmetric with respect to real axis, and let F x be the projection
of F onto the real axis. Then
τ(F x) = [2τ(F )]1/2. (3.35)
Remark 3.8. The examples given below show that the formula (3.35) gives a simple way to
calculate the transfinite diameters of some subsets of the circle, based only on the formula (3.9)
of the transfinite diameter of a line segment.
We now give examples of calculation of transfinite diameters of some subsets of the unit
circle, using formulas (3.9) and (3.35), and some properties of the transfinite diameter listed in
Proposition 3.2.
In the examples that follow we will use the following notation: given 0 < β < 2π and
z0 = e
iθ0 , θ0 ∈ (−π, π], we denote by Γβ(θ0) an arc of the unit circle of length β which is
symmetric with respect to the point z0 = e
iθ0 , that is,
Γβ(θ0) := {eiθ : |θ − θ0| ≤ β/2} = {eiθ : θ ∈ [θ0 − β/2, θ0 + β/2]}. (3.36)
Example 3.1. Let Γ2α := Γ2α(0). Then the projection Γ
x
2α of Γ2α onto the real axis is the
segment [cosα, 1] (see Figure 1a)), and by (3.9) for the transfinite diameter τ(Γx2α) we have
τ(Γx2α) =
1− cosα
4
=
sin2(α/2)
2
.
Hence, according to formula (3.35), we obtain
τ(Γ2α) = [2τ(Γ
x
2α)]
1/2 =
[
2
sin2(α/2)
2
]1/2
= sin
α
2
. (3.37)
Taking into account that the transfinite diameter is invariant with respect to rotation (see
Proposition 3.2(b)), from (3.37) for any θ0 ∈ (−π, π] we have
τ(Γ2α(θ0)) = sin
α
2
. (3.38)
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Figure 1. a) The set Γα. b) The set Γ(k) with k = 2.
Notice that formula in (3.37) was first obtained by M. Rosenblatt in [27], where he calculated
the capacity of the arc Γ2α(π/2) by using the complex technique of conformal mappings and
orthogonal polynomials on the unit circle.
Example 3.2. Let Γ2α(α) be an arc of length 2α, defined by (3.36):
Γ2α(α) = {eiθ : θ ∈ [0, 2α]},
and let Γ(2) be the preimage of the arc Γ2α(α) under the mapping p(z) = z
2. We show that the
set Γ(2) is the union of two closed arcs of equal lengths α, symmetrically located with respect
to the center of the unit circle (see Figure 1b):
Γ(2) = {eiω : ω ∈ [−π,−π + α] ∪ [0, α]}. (3.39)
Indeed, the preimage z = eiω of an arbitrary point eiθ ∈ Γ2α(α), θ ∈ [0, 2α], under the mapping
p(z) = z2 satisfies the equality z2 = e2iω = eiθ. This, in view of the 2π-periodicity of eiθ implies
that 2ω = θ − 2πk, k ∈ Z, and hence
ω = ω(k) =
θ
2
− πk, k ∈ Z. (3.40)
Again using the 2π-periodicity of eiω, we conclude that from the countable set of values of ω(k)
in (3.40) only two values ω(0) = θ/2 and ω(1) = θ/2 − π correspond to distinct preimages
z = eiω of the point eiθ ∈ Γ2α(α), θ ∈ [0, 2α]. Thus, each point eiθ ∈ Γ2α(α) has two distinct
preimages z1 = e
iω(0) = eiθ/2 and z2 = e
iω(1) = ei(θ/2−π). Therefore, for the entire preimage
Γ(2) we have
Γ(2) = {eiθ/2 : θ ∈ [0, 2α]} ∪ {ei(θ/2−π) : θ ∈ [0, 2α]}
= {eiψ : ψ ∈ [0, α]} ∪ {eiξ : ξ ∈ [−π,−π + α]}
= {eiω : ω ∈ [−π,−π + α] ∪ [0, α]},
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and (3.39) follows. Then, by Fekete theorem (see Proposition 3.2(c)) and formula (3.38), for
the transfinite diameter τ(Γ(2)) we have
τ(Γ(2)) = [τ(Γ2α(α))]
1/2 =
(
sin
α
2
)1/2
.
The above result can easily be extended to the case of k (k > 2) arcs. Let Γ(k) be the union
of k (k ∈ N, k ≥ 2) closed arcs of equal lengths α, which are symmetrically located on the
unit circle (the arcs are assumed to be equidistant). Arguments similar to those applied above
can be used to show that the set Γ(k) is the preimage (to within rotation) under the mapping
p(z) = zk of the arc Γkα(kα/2) of length kα defined by (3.36). Therefore, by Fekete theorem
(see Proposition 3.2(c)) and the invariance property of the transfinite diameter with respect to
rotation (see Proposition 3.2(b)), for the transfinite diameter τ(Γ(k)), we have
τ(Γ(k)) =
(
sin
kα
4
)1/k
. (3.41)
Example 3.3. Let α > 0, δ ≥ 0 and α+ δ ≤ π. Let Γα,δ(θ0) := Γα+δ(θ0) \ Γδ(θ0) be the union
of two arcs of the unit circle of lengths α, the distance of which (over the circle) is equal to 2δ.
Define (see Figure 2a)):
Γα,δ := Γα,δ(0) = {eiθ : θ ∈ [−(δ + α),−δ] ∪ [δ, δ + α]}. (3.42)
Then the projection Γxα,δ of Γα,δ onto the real axis is the segment Γ
x
α,δ = [cos(α+ δ), cos δ], and
by (3.9) for the transfinite diameter τ(Γxα,δ) we have
τ(Γxα,δ) =
cos δ − cos(α+ δ)
4
=
sin(α/2) sin(α/2 + δ)
2
.
Hence, according to formula (3.35), for the transfinite diameter τ(Γα,δ), we obtain
τ(Γα,δ) = [2τ(Γ
x
α,δ)]
1/2 = (sin(α/2) sin(α/2 + δ))1/2 . (3.43)
In view of Proposition 3.2(b)), from (3.43) for any θ0 ∈ (−π, π] we have
τ(Γα,δ(θ0)) = (sin(α/2) sin(α/2 + δ))
1/2 . (3.44)
Observe that for δ = 0 we have Γα,δ(θ0) = Γα(θ0), and the formula (3.44) becomes (3.38).
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Figure 2. a) The set Γα,δ. b) The set ∆α,δ.
Example 3.4. Let the arc Γα,δ be as in Example 3.3 (see (3.42)) with α, δ satisfying α+δ ≤ π/2,
that is, Γα,δ is a subset of the right semicircle T. Denote by Γ
′
α,δ the symmetric to Γα,δ set with
respect to y-axis, that is,
Γ′α,δ := {eiθ : θ ∈ [−π + δ,−π + (δ + α)] ∪ [π − (δ + α), π − δ]}.
Define ∆α,δ := Γα,δ∪Γ′α,δ, and observe that the set ∆α,δ consists of four arcs of equal lengths α,
which are symmetrically located with respect to both axes (see Figure 2b)). Arguments similar
to those applied in Example 3.2 can be used to show that the set ∆α,δ is the preimage (to within
rotation) of the set Γ2α,2δ under the mapping p(z) = z
2. Hence, according to Fekete theorem
(see Proposition 3.2(c)) and formula (3.43), for the transfinite diameter τ(∆α,δ), we obtain
τ(∆α,δ) = (τ(Γ2α,2δ)
1/2 = (sinα sin(α+ 2δ))1/4 . (3.45)
Denote by ∆α,δ(θ0) the image of the set ∆α,δ under mapping q(z) = e
iθ0z, that is, under the
rotation by the angle θ0 around the origin. Then, in view of Proposition 3.2(b)), from (3.45)
for any θ0 ∈ (−π, π] we have
τ(∆α,δ(θ0)) = (sinα sin(α+ 2δ))
1/4 . (3.46)
Now we apply Theorem 3.1 to obtain the asymptotic behavior of the prediction error σn(f)
for some specific spectra. Putting together Theorem 3.1 and Examples 3.1-3.4, we can state the
following result.
Theorem 3.4. Let Ef be the closure of the spectrum Ef of a stationary process X(t). The
following assertions hold.
(a) If Ef = Γ2α(θ0), where Γ2α(θ0), θ0 ∈ (−π, π], is as in Example 3.1, then
lim
n→∞
n
√
σn(f) = sin
α
2
.
(b) If Ef = Γ(k), where Γ(k) is as in Example 3.2, then
lim
n→∞
n
√
σn(f) =
(
sin
kα
4
)1/k
.
(c) If Ef = Γα,δ(θ0), θ0 ∈ (−π, π], where Γα,δ(θ0) is as in Example 3.3, then
lim
n→∞
n
√
σn(f) = (sin(α/2) sin(α/2 + δ))
1/2 .
(d) If Ef = ∆α,δ(θ0), where ∆α,δ(θ0), θ0 ∈ (−π, π], is as in Example 3.4, then
lim
n→∞
n
√
σn(f) = (sinα sin(α+ 2δ))
1/4 .
Remark 3.9. The assertion (a) is a slight extension of the Rosenblatt’s relation (1.5). The
assertion (c) is an extension of assertion (a), which reduces to assertion (a) if δ = 0.
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4 An extension of Rosenblatt’s second theorem
4.1 Preliminaries
In this subsection, we analyze the asymptotic behavior of the prediction error in the case where
the spectral density f(λ) of the model has a very high order contact with zero at one or several
points, so that the Szego¨ condition (1.3) is violated.
Based on Rosenblatt’s result for this case, namely Theorem B, we can expect that for any
deterministic process with spectral density possessing a singularity of the type (1.7), the rate
of the prediction error σ2n(f) should be the same as in (1.8). However, the method applied in
Rosenblatt [27] does not allow to prove this assertion. Here, using a different approach, we
extend Rosenblatt’s second theorem to a broader class of spectral densities.
To state the corresponding results we need some definitions and preliminaries. We first
introduce the notion of weakly varying sequences and state some of their properties.
Definition 4.1. A sequence of non-zero numbers {an, n ∈ N} is said to be weakly varying if
lim
n→∞
an+1
an
= 1.
For example, the sequence {nα, α ∈ R, n ∈ N} is weakly varying (for α < 0 it is weakly
decreasing and for α > 0 it is weakly increasing), while the geometric progression {qn, 0 < q <
1, n ∈ N} is not weakly varying.
In the next proposition we list some simple properties of the weakly varying sequences, which
can easily be verified.
Proposition 4.1. The following assertions hold.
(a) If {an, n ∈ N} is a weakly varying sequence, then for any ν ∈ N
lim
n→∞
an+ν
an
= 1. (4.1)
(b) If {an, n ∈ N} is a sequence such that an → a 6= 0 as n → ∞, then {an} is a weakly
varying sequence.
(c) If {an, n ∈ N} and {bn, n ∈ N, } are weakly varying sequences, then can (c 6= 0), aαn (α ∈
R), anbn and an/bn also are weakly varying sequences.
(d) If {an, n ∈ N} is a weakly varying sequence, and {bn, n ∈ N} is a sequence of non-zero
numbers such that
lim
n→∞
bn
an
= c 6= 0, (4.2)
then {bn, n ∈ N} is also a weakly varying sequence.
(e) If {an, n ∈ N} is a weakly varying sequence of positive numbers, then it is exponentially
neutral, that is, it satisfies the relation (3.14) (see Definition 3.1).
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Remark 4.1. Proposition 4.1(b) implies that if a convergent sequence has a non-zero limit,
then it is weakly varying. However, a sequence that converges to zero need not necessarily be
weakly varying. For instance, the geometric progression {qn, 0 < q < 1, n ∈ N} tends to zero,
but it is not a weakly varying sequence. Thus, the notion of weakly varying sequence is actual
and non-trivial only if the sequence converges to zero.
In the next definition we introduce certain classes of bounded functions.
Definition 4.2. We define the class B to be the set of all nonnegative, Riemann integrable on
on Λ = [−π, π] functions h(λ). Also, we define the following subclasses:
B+ := {h ∈ B : h(λ) > m > 0}, B− := {h ∈ B : h(λ) 6 M <∞}, B−+ := B+ ∩B−. (4.3)
Recall that a trigonometric polynomial t(λ) of degree ν is a function of the form:
t(λ) = a0 +
ν∑
k=1
(ak cos kλ+ bk sin kλ) =
ν∑
k=−ν
cke
ikλ, λ ∈ R,
where a0, ak, bk ∈ R, c0 = a0, ck = 1/2(ak − ibk), c−k = ck = 1/2(ak + ibk), k = 1, 2, . . . , ν.
In the next proposition we list some properties of the geometric mean of a function (see
formula (1.2)) and trigonometric polynomials.
Proposition 4.2. The following assertions hold.
(a) Let c > 0, α ∈ R, f(λ) ≥ 0 and g(λ) ≥ 0. Then
G(c) = c, G(fg) = G(f)G(g), G(fα) = Gα(f). (4.4)
(b) (Feje´r-Riesz theorem). Let t(λ) be a nonnegative trigonometric polynomial of degree ν.
Then there exists an algebraic polynomial sν(z) (z ∈ C) of same degree ν, such that
sν(z) 6= 0 for |z| < 1, and
t(λ) = |sν(eiλ)|2. (4.5)
Under the additional condition sν(0) > 0 the polynomial sν(z) is determined uniquely.
(c) Let t(λ) and sν(z) be as in Assertion (b). Then
G(t) = |sν(0)|2 > 0, (4.6)
where G(t) is the geometric mean of t(λ).
Proof. Assertion (a) immediately follows from the definition of the geometric mean (see formula
(1.2)) and the properties of exponent and logarithm. The proof of Assertion (b) (Feje´r-Riesz
theorem) can be found, for example, in Grenander and Szego¨ [16], Section 1.12, p. 20-22. As-
sertion (c) follows from Assertion (b). Indeed, observing that ln |sν(z)|2 is a harmonic function,
by the well-known mean-value theorem for harmonic functions (see, e.g., Ahlfors [1], p.165), we
have
ln |sν(0)|2 = 1
2π
∫ π
−π
ln |sν(eiλ)|2dλ = 1
2π
∫ π
−π
ln t(λ)dλ = lnG(t),
and (4.6) follows.
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In what follows we consider the class of deterministic processes for which the sequence of
prediction errors {σn(f)} is weakly varying, that is,
lim
n→∞
σn+1(f)
σn(f)
= 1. (4.7)
Remark 4.2. In view of relation (4.7) and Theorems 3.1-3.3, for the processes from the class
described above the spectral density f(λ) can vanish only on a ”rare” set of points, and the
Szego¨ condition (1.3) is now violated due to a very high order contact with zero for at least one
point of the set S0f , where S
0
f is as in (3.10).
4.2 An extension of Rosenblatt’s second theorem
We first examine the asymptotic behavior as n→∞ of the ratio:
σ2n(fg)
σ2n(f)
, (4.8)
where g(λ) is some nonnegative function, such that fg ∈ L1(Λ).
To clarify the approach, we first assume that f(λ) is a spectral density of a nondeterministic
process, in which case the geometric mean G(f) is positive (see (1.1) and (1.2)). We can then
write
lim
n→∞
σ2n(fg)
σ2n(f)
=
σ2∞(fg)
σ2∞(f)
=
2πG(fg)
2πG(f)
=
G(f)G(g)
G(f)
= G(g). (4.9)
It turns out that under some additional assumptions imposed on functions f and g, the asymp-
totic relation (4.9) remains also valid in the case of deterministic processes, that is, when
σ2∞(f) = 0, or equivalently, G(f) = 0.
We are now in position to state the main results of this section.
The following theorem describes the asymptotic behavior of the ratio (4.8) as n→∞ for the class
of processes described above, and essentially states that if the spectral density f(λ) is such that
the sequence {σn(f)} is weakly varying, and g(λ) is the spectral density of a nondeterministic
process satisfying some conditions, then the sequences {σn(fg)} and {σn(f)} have the same
asymptotic behavior as n→∞.
Theorem 4.1. Suppose that f(λ) is the spectral density of a deterministic process such that
the sequence {σn(f)} is weakly varying, that is, the condition (4.7) is satisfied. Let g(λ) be a
function of the form:
g(λ) = h(λ) · t1(λ)
t2(λ)
, (4.10)
where h(λ) ∈ B−+ and t1(λ), t2(λ) are nonnegative trigonometric polynomials, such that f(λ)g(λ) ∈
A. Then g(λ) is the spectral density of a nondeterministic process and the following relation
holds:
lim
n→∞
σ2n(fg)
σ2n(f)
= G(g) > 0, (4.11)
where G(g) is the geometric mean of g(λ).
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As an immediate consequence of Theorem 4.1 and Proposition 4.1(d), we have the following
result.
Corollary 4.1. Let the spectral densities f(λ) and g(λ) be as in Theorem 4.1. Then the sequence
σn(fg) is also weakly varying.
Taking into account that the sequence {n−α, n ∈ N, α > 0} is weakly varying, as an
immediate consequence of Theorem 4.1, we obtain the following result.
Corollary 4.2. Let the spectral densities f(λ) and g(λ) be as in Theorem 4.1, and let σn(f) ∼
cn−α (c > 0, α > 0) as n→∞. Then
σn(fg) ∼ cG(g)n−α as n→∞,
where G(g) is the geometric mean of g(λ).
The next result, which immediately follows from Theorem B and Corollary 4.2, extends
Rosenblatt’s Theorem B.
Theorem 4.2. Let f(λ) = fa(λ)g(λ), where fa(λ) is defined by (1.6) and g(λ) satisfies the
assumptions of Theorem 4.1. Then
δn(f) = σ
2
n(f) ∼
Γ2
(
a+1
2
)
G(g)
π22−a
n−a as n→∞,
where G(g) is the geometric mean of g(λ).
We thus obtain the same limiting behavior for σ2n(f) as in the Rosenblatt’s relation (1.8) up
to an additional positive factor G(g).
4.3 Auxiliary lemmas
To prove Theorem 4.1, we first establish a number of lemmas.
Lemma 4.1. Assume that the sequence σn(f) is weakly varying, that is, it satisfies the condition
(4.7). Then for any nonnegative trigonometric polynomial t(λ) we have
lim inf
n→∞
σ2n(ft)
σ2n(f)
> G(t) > 0, (4.12)
where G(t) is the geometric mean of t(λ).
Proof. Let the polynomial t(λ) be of degree ν, and let sν(z) be the algebraic polynomial of
degree ν from the Feje´r-Riesz representation (4.5).
Let p∗n(z, ft) be the optimal polynomial of degree n for f(λ)t(λ) in the class Q∗n (see formula
(2.7)). We now introduce a new polynomial:
rn+ν(z) := p
∗
n(z, ft)
sν(z)
sν(0)
, (4.13)
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and observe that rn+ν(z) ∈ Q∗n+ν . Therefore∫ π
−π
|rn+ν(eiλ)|2f(λ)dλ >
∫ π
−π
|p∗n+ν(eiλ, f)|2f(λ)dλ, (4.14)
where p∗n+ν(z, f) is the optimal polynomial of degree n+ ν for f(λ) in the class Q∗n.
Next, we can write
σ2n(ft) =
∫ π
−π
|p∗n(eiλ, f t)|2f(λ)t(λ)dλ =
∫ π
−π
|p∗n(eiλ, f t)sν(eiλ)|2f(λ)dλ
= |sν(0)|2
∫ π
−π
|rn+ν(eiλ)|2f(λ)dλ > |sν(0)|2
∫ π
−π
|p∗n+ν(eiλ, f)|2f(λ)dλ = |sν(0)|2σ2n+ν(f).
Here the first relation follows from formula (2.7), the second from Feje´r-Riesz representation
(4.5), the third from (4.13), the fourth from (4.14), and the fifth from (2.7). Therefore, in view
of (4.6), we obtain
lim inf
n→∞
σ2n(ft)
σ2n+v(f)
> |sν(0)|2 = G(t). (4.15)
Now, taking into account (4.7) and Proposition 4.1(a), from (4.15) we obtain (4.12).
Lemma 4.2. Let the sequence σn(f) satisfy (4.7), and let t(λ) be a nonnegative trigonometric
polynomial such that the function f(λ)/t(λ) ∈ B. Then the following inequality holds:
lim sup
n→∞
σ2n(f/t)
σ2n(f)
6 G(1/t), (4.16)
where G(1/t) is the geometric mean of 1/t(λ) and G(1/t) > 0.
Proof. Let sν(z) be the algebraic polynomial of degree ν from the Feje´r-Riesz representation
(4.5) for polynomial t(λ), and let p∗n(z, f/t) be the optimal polynomial of degree n for f(λ)/t(λ)
in the class Q∗n (see formula (2.7)). For n > ν we set
rn(z) := p
∗
n−ν(z, f)
sν(z)
sν(0)
,
and observe that rn(z) ∈ Q∗n. Therefore, we have
σ2n(f/t) =
∫ π
−π
|p∗n(eiλ, f/t)|2f(λ)/t(λ)dλ ≤
∫ π
−π
|rn(eiλ)|2f(λ)/t(λ)dλ
=
1
|sν(0)|2
∫ π
−π
|p∗n−ν(eiλ, f)|2f(λ)dλ =
1
|sν(0)|2 σ
2
n−ν(f),
which, in view of (4.6) and (4.4), implies that
lim sup
n→∞
σ2n(f/t)
σ2n−ν(f)
6
1
|sν(0)|2 = G(1/t). (4.17)
Finally, taking into account (4.7) and Proposition 4.1(a), from (4.17) we obtain (4.16).
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In the next lemma we approximate in the space L1 a function from the class B
−
+ by a
trigonometric polynomial with special features.
Lemma 4.3. Let h(λ) be a function from the class B−+ . Then for any ε > 0 a trigonometric
polynomial t(λ) can be found to satisfy the following condition:
‖h − t‖1 :=
∫ π
−π
|h(λ) − t(λ)|dλ 6 ǫ. (4.18)
Moreover, if m and M are the constants from the Definition 4.2 (see (4.3)), then the polynomial
t(λ) can be chosen so that for all λ ∈ [−π, π] one of the following relations is satisfied:
m− ε < t(λ) < h(λ), (4.19)
h(λ) < t(λ) < M + ε. (4.20)
Proof. We first prove the combination of inequalities (4.18) and (4.19).
Let {λi} (−π = λ0 < λ1 < · · · < λk = π) be a partition of the segment [−π, π], and let s be
the Darboux lower sum corresponding to this partition:
s =
k∑
i=1
mi∆λi, mi = inf
λ∈∆i
h(λ), ∆i = [λi−1, λi], ∆λi = λi − λi−1, i = 1, . . . , k.
On the segment [−π, π] we define a step-function ϕk(λ) corresponding to given partition as
follows (see Figure 3):
ϕk(λ) :=

mi, if λ ∈ (λi−1, λi), i = 1, . . . , k − 1,
min{mi,mi+1}, if λ = λi,
min{m1,mk}, if λ = λ0 or λ = λk.
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Figure 3. −−−− graph of the function h(λ); •−→ graph of the function ϕk(λ).
Observe that if m1 = mk, then the steps of the function ϕk(λ) are intervals, and the number
of steps is equal to k. In the case where m1 6= mk, one more step (the fist or the last) is added,
which consists of one point (on Figure 3, this is the first step, consisting of the point with
coordinates (λ0,mk)).
It is clear that the function ϕk(λ) satisfies the following conditions:
ϕk(λ) ≤ h(λ), λ ∈ [−π, π] and
∫ π
−π
ϕk(λ)dλ = s. (4.21)
Since the function h(λ) is integrable, for an arbitrary given ǫ > 0 a partition of the segment
[−π, π] can be found so that the corresponding Darboux lower sum satisfies the condition:∫ π
−π
h(λ)dλ − s =
∫ π
−π
[h(λ) − ϕk(λ)]dλ = ‖h− ϕk‖1 < ǫ
3
. (4.22)
Now using the function ϕk(λ) we construct a new function that is continuous on [−π, π]. To
this end, we connect all the adjacent steps of the graph of ϕk(λ) by slanting line segments as
follows: for each partition point λi, i = 1, . . . , k−1, at which the function ϕk(λ) is discontinuous,
the endpoint of the lower step of the graph with abscissa λi we connect by a line segment with
some interior point of the adjacent upper step, with the abscissa λ∗i satisfying the condition (see
Figure 4):
|λi − λ∗i | < ε/(3kM). (4.23)
Then, we remove the part of the upper step lying under the constructed slanting segment. The
obtained polygonal line is a graph of some continuous piecewise linear function, which we denote
by hk(λ). According to the construction and (4.21), this function satisfies the condition:
hk(λ) ≤ ϕk(λ) ≤ h(λ) ≤M, λ ∈ [−π, π]. (4.24)
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Figure 4. −−−− graph of the function h(λ); •−−−• graph of the function hk(λ).
Taking into account that the functions hk(λ) and ϕk(λ) coincide outside the segments [λi, λ
∗
i ]
(or [λ∗i , λi]), in view of (4.23) and (4.24), we can write
‖ϕk − hk‖1 =
∫ π
−π
[ϕk(λ)− hk(λ)]dλ =
k−1∑
i=1
∣∣∣∣∣
∫ λ∗i
λi
[ϕk(λ)− hk(λ)]dλ
∣∣∣∣∣ < ǫ3 . (4.25)
Notice that the function hk(λ) is continuous on the segment [−π, π] and satisfies the condition
hk(−π) = hk(π). Hence, according to Weierstrass theorem (see, e.g., Grenander and Szego¨ [16],
Section 1.9, p. 15), a trigonometric polynomial t˜(λ) can be found so that uniformly for all
λ ∈ [−π, π],
− ǫ
12π
< hk(λ)− t˜(λ) < ǫ
12π
. (4.26)
Setting t(λ) := t˜(λ)− ǫ12π , from (4.26) we get
0 < hk(λ)− t(λ) < ǫ
6π
. (4.27)
Therefore
‖hk − t‖1 =
∫ π
−π
[hk(λ)− t(λ)]dλ < ǫ
3
. (4.28)
Combining the inequalities (4.22), (4.25) and (4.28), we obtain
‖h− t‖1 ≤ ‖h− ϕk‖1 + ‖ϕk − hk‖1 + ‖hk − t‖1 ≤ ǫ,
and the inequality (4.18) follows.
Now we proceed to prove the inequality (4.19). Observe first that the second inequality
in (4.19) follows from the first inequality in (4.27) and (4.24). To prove the first inequality in
(4.19), observe that by the construction of the function hk(λ), we have
hk(λ) ≥ min{m1, . . . ,mk} ≥ m. (4.29)
Next, in view of the second inequality in (4.27), we get
t(λ) ≥ hk(λ)− ǫ
6π
> hk(λ)− ǫ. (4.30)
Combining (4.29) and (4.30), we obtain the first inequality in (4.19).
The combination of inequalities (4.18) and (4.20) can be proved similarly with the following
changes: instead of Darboux lower sum the upper sum should be used, in the definition of
function ϕk(λ) instead of minima should be taken maxima, and in the construction of function
hk(λ), the endpoint of the upper step of the function ϕk(λ) should be connected with an interior
point of the adjacent lower step.
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Lemma 4.4. Let h(λ) ∈ B−+ and let the sequence σn(f) satisfy (4.7). Then the following
asymptotic relation holds:
lim
n→∞
σ2n(fh)
σ2n(f)
= G(h) > 0. (4.31)
Proof. Observe first that together with h(λ) the function 1/h(λ) also belongs to the class B−+ :
m ≤ h(λ) ≤M and 1/M ≤ 1/h(λ) ≤ 1/m. (4.32)
By Lemma 4.3, for a given small enough ǫ > 0, we can find two trigonometric polynomials t1(λ)
and t2(λ) to satisfy the following conditions:
‖h− t1‖1 < ǫ, ‖1/h − t2‖1 < ǫ, (4.33)
m/2 < t1(λ) < h(λ), 1/(2M) < t2(λ) < 1/h(λ), (4.34)
and hence
m/2 < t1(λ) < h(λ) < 1/t2(λ) < 2M. (4.35)
Now in view of (2.12), (4.35) and Lemmas 4.1 and 4.2, we obtain
lim inf
n→∞
σ2n(fh)
σ2n(f)
≥ lim inf
n→∞
σ2n(ft1)
σ2n(f)
≥ G(t1),
and
lim sup
n→∞
σ2n(fh)
σ2n(f)
≤ lim sup
n→∞
σ2n(f/t2)
σ2n(f)
≤ G(1/t2).
Therefore
G(t1) ≤ lim inf
n→∞
σ2n(fh)
σ2n(f)
≤ lim sup
n→∞
σ2n(fh)
σ2n(f)
≤ G(1/t2). (4.36)
Next, in view of the first inequality in (4.32), the last inequality in (4.35) and the second
inequality in (4.33), we can write
‖h− 1/t2‖1 = ‖h/t2(t2 − 1/h)‖1 6 2M2ǫ. (4.37)
From the first inequality in (4.33) and (4.37) we get
‖t1 − 1/t2‖1 6 ‖t1 − h‖1 + ‖h− 1/t2‖1 6 ǫ(1 + 2M2). (4.38)
We now can write
0 < ln
G(1/t2)
G(t1)
= lnG
(
1
t1t2
)
=
1
2π
∫ π
−π
ln
1
t1(λ)t2(λ)
dλ 6
1
2π
∫ π
−π
(
1
t1(λ)t2(λ)
− 1
)
dλ
=
1
2π
∫ π
−π
1
t1(λ)
(
1
t2(λ)
− t1(λ)
)
dλ 6
1
πm
‖t1 − 1/t2‖1 6 ǫ
πm
(1 + 2M2). (4.39)
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Here the first relation follows from the inequality 1/t2(λ) > t1(λ) (see (4.35)), the second
from (4.4), the third from (1.2), the fourth from the inequality lnx ≤ x− 1 (x > 0), the sixth
from the first inequality in (4.34), and the seventh from (4.38).
Thus, the quantities G(t1) and G(1/t2) can be made arbitrarily close. On the other hand,
in view of (2.12) and (4.35), we have
G(t1) 6 G(h) 6 G(1/t2). (4.40)
Finally, from (4.36), (4.39) and (4.40) we obtain (4.31). The inequality G(h) > 0 follows
from (4.35).
Taking into account Proposition 4.1(d), from Lemma 4.4 we obtain the following result.
Corollary 4.3. If the sequence σn(f) is weakly varying and h(λ) ∈ B−+, then the sequence
σn(fh) is also weakly varying.
Lemma 4.5. Let the sequence σn(f) be weakly varying, and let h(λ) ∈ B−. Then
lim sup
n→∞
σ2n(fh)
σ2n(f)
6 G(h). (4.41)
Proof. Observe that the function hǫ(λ) = h(λ) + ǫ belongs to the class B
−
+ , and hǫ(λ) → h(λ)
as ǫ → 0. Then we have the asymptotic relation (see, Grenander and Szego¨ [16], Section 3.1
(d), p. 46):
lim
ǫ→0
G(hǫ) = G(h). (4.42)
Hence, using Proposition 2.2(b) and Lemma 4.4, we obtain
lim sup
n→∞
σ2n(fh)
σ2n(f)
≤ lim
n→∞
σ2n(fhǫ)
σ2n(f)
= G(hǫ).
Passing to the limit as ǫ → 0, and taking into account (4.42), we obtain the desired inequality
(4.41).
As an immediate consequence of Lemma 4.5, we have the following result.
Corollary 4.4. Let the sequence σn(f) be weakly varying, and let g(λ) ∈ B− with G(g) = 0.
Then σn(fg) = o(σn(f)) as n→∞.
Thus, multiplying singular spectral densities we obtain a spectral density with higher ”order
of singularity”.
Lemma 4.6. Let the sequence σn(f) be weakly varying, and let h(λ) ∈ B+. Then
lim inf
n→∞
σ2n(fh)
σ2n(f)
> G(h). (4.43)
31
Proof. Let hl(λ) denote the truncation of h(λ) at the level l ∈ N:
hl(λ) =
{
h(λ), h(λ) 6 l
l, h(λ) > l.
Then by monotone convergence theorem of Beppo Levi (see, e.g., Bogachev [6], Theorem 2.8.2,
p. 130-131), we have
lim
l→∞
G(hl) = G(h). (4.44)
Next, since hk(λ) ≤ h(λ), in view of Proposition 2.2(b) and Lemma 4.4, we get
lim inf
n→∞
σ2n(fh)
σ2n(f)
> lim
n→∞
σ2n(fhl)
σ2n(f)
= G(hl).
Hence passing to the limit as l → ∞, and taking into account (4.44) we obtain the desired
inequality (4.43).
As an immediate consequence of Lemma 4.6, we have the following result.
Corollary 4.5. Let the sequence σn(f) be weakly varying, g(λ) ∈ B+ with G(g) = ∞, and let
fg ∈ B. Then σn(f) = o(σn(fg)) as n→∞.
4.4 Proof of Theorem 4.1
In this subsection we prove the main result of this section - Theorem 4.1.
Proof of Theorem 4.1. We have
σ2n(fg)
σ2n(f)
=
σ2n(fht1/t2)
σ2n(f)
=
σ2n(fht1/t2)
σ2n(fht1)
· σ
2
n(fht1)
σ2n(fh)
· σ
2
n(fh)
σ2n(f)
. (4.45)
Next, by Lemma 4.4 we have
lim
n→∞
σ2n(fh)
σ2n(f)
= G(h) > 0. (4.46)
This, in view of Corollary 4.3, implies that the sequence σ2n(fh) is also weakly varying. There-
fore, by Lemma 4.1, we have
lim inf
n→∞
σ2n(fht1)
σ2n(fh)
≥ G(t1).
On the other hand, since t1(λ) ∈ B−, then according to Lemma 4.5, we get
lim sup
n→∞
σ2n(fht1)
σ2n(fh)
≤ G(t1).
Therefore
lim
n→∞
σ2n(fht1)
σ2n(fh)
= G(t1) > 0 (4.47)
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This implies that the sequence σ2n(fht1) is also weakly varying. Hence we can apply Lemma
4.2, to obtain
lim sup
n→∞
σ2n(fht1/t2)
σ2n(fht1)
6 G(1/t2).
Next, it is easy to see that 1/t2 ∈ B+. Hence, according to Lemma 4.6, we obtain
lim inf
n→∞
σ2n(fht1/t2)
σ2n(fht1)
> G(1/t2).
Therefore
lim
n→∞
σ2n(fht1/t2)
σ2n(fht1)
= G(1/t2). (4.48)
Finally, combining the relations (4.45) - (4.48), we obtain
lim
n→∞
σ2n(fg)
σ2n(f)
= G(1/t2)G(t1)G(h) = G(ht1/t2) = G(g) > 0.
Theorem 4.1 is proved.
4.5 Examples
In this section we discuss examples demonstrating the result obtained in Theorem 4.1. In these
examples we assume that {X(t), t ∈ Z} is a stationary deterministic process with a spectral
density f(λ) satisfying the conditions of Theorem 4.1, and the function g is given by formula
(4.10). To compute the geometric means we use the properties stated in Proposition 4.2(a).
Example 4.1. Let the function g(λ) be as in (4.10) with h(λ) = c > 0 and t1(λ) = t2(λ) = 1,
that is, g(λ) = c > 0. Then for the geometric mean G(g) we have
G(g) = G(c) = c, (4.49)
and in view of (4.11), we get
lim
n→∞
σ2n(fg)
σ2n(f)
= G(g) = c.
Thus, multiplying the spectral density f(λ) by a constant c > 0 changes asymptotically the
prediction error by c times.
Example 4.2. Let the function g(λ) be as in (4.10) with h(λ) = eϕ(λ), where ϕ(λ) is an
arbitrary odd function, and let t1(λ) = t2(λ) = 1, that is, g(λ) = e
ϕ(λ). Then for the geometric
mean G(g) we have
G(g) = G(eϕ(λ)) = exp
{
1
2π
∫ π
−π
ln g(λ) dλ
}
= exp
{
1
2π
∫ π
−π
ϕ(λ) dλ
}
= e0 = 1, (4.50)
and in view of (4.11), we get
lim
n→∞
σ2n(fg)
σ2n(f)
= G(g) = 1.
Thus, multiplying the spectral density f(λ) by the function eϕ(λ) with odd ϕ(λ) does not change
the asymptotic behavior of the prediction error.
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Example 4.3. Let the function g(λ) be as in (4.10) with h(λ) = λ2 + 1 and t1(λ) = t2(λ) = 1,
that is, g(λ) = λ2 + 1. Then for the geometric mean G(g) by direct calculation we obtain
G(g) = exp
{
1
2π
∫ π
−π
ln(λ2 + 1) dλ
}
= exp{ln(1 + π2)− 2 + 2
π
arctan π} ≈ 3.3, (4.51)
and in view of (4.11), we get
lim
n→∞
σ2n(fg)
σ2n(f)
= G(g) = exp{ln(1 + π2)− 2 + 2
π
arctan π} ≈ 3.3.
Thus, multiplying the spectral density f(λ) by the function λ2+1 increases asymptotically the
prediction error approximately by 3.3 times.
Example 4.4. Let the function g(λ) be as in (4.10) with h(λ) = t2(λ) = 1, and t1(λ) =
sin2k(λ−λ0), where k ∈ N and λ0 is an arbitrary point from [−π, π], that is, g(λ) = sin2k(λ−λ0).
To compute the geometric mean G(g), we first find the algebraic polynomial s2(z) in the Feje´r-
Riesz representation (4.5) of the nonnegative trigonometric polynomial sin2(λ − λ0) of degree
2. For any λ0 ∈ [−π, π] we have
sin2(λ− λ0) = | sin(λ− λ0)|2 =
∣∣∣∣∣ei(λ−λ0) − e−i(λ−λ0)2i
∣∣∣∣∣
2
=
∣∣∣∣12(e2i(λ−λ0) − 1)
∣∣∣∣2 = ∣∣∣∣12(e−2iλ0e2iλ − 1)
∣∣∣∣2 = ∣∣∣s2(eiλ)∣∣∣2 ,
where
s2(z) =
1
2
(e−2iλ0z2 − 1). (4.52)
Therefore, by (4.6) and (4.52), we have
G(sin2(λ− λ0)) = |s2(0)|2 =
(
1
2
)2
=
1
4
. (4.53)
Now, in view of Proposition 4.2(a) and (4.53), for the geometric mean of g(λ) = t1(λ) =
sin2k(λ− λ0) (k ∈ N), we obtain
G(g) = G(sin2k(λ− λ0)) = Gk(sin2(λ− λ0)) = 1
4k
, (4.54)
and in view of (4.11), we get
lim
n→∞
σ2n(fg)
σ2n(f)
= G(g) =
1
4k
.
Thus, multiplying the spectral density f(λ) by the nonnegative trigonometric polynomial sin2k(λ−
λ0) of degree 2k (k ∈ N), yields a 4k times asymptotic reduction of the prediction error.
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Example 4.5. Let the function g(λ) be as in (4.10) with h(λ) = t1(λ) = 1, and t2(λ) =
sin2l(λ−λ0), where l ∈ N and λ0 is an arbitrary point from [−π, π], that is, g(λ) = sin−2l(λ−λ0).
Then, in view of the third equality in (4.4) and (4.54) for the geometric mean G(g) we have
G(g) = G(sin−2l(λ− λ0)) = G−1(sin2l(λ− λ0)) = 4l, (4.55)
and in view of (4.11), we get
lim
n→∞
σ2n(fg)
σ2n(f)
= G(g) = 4l.
Thus, dividing the spectral density f(λ) by the nonnegative trigonometric polynomial sin2l(λ−
λ0) of degree 2l (l ∈ N), yields a 4l times asymptotic increase of the prediction error.
Notice that the values of the geometric mean G(g) obtained in (4.54) and (4.55) do not
depend on the choice of the point λ0 ∈ [−π, π].
Putting together Examples 4.1 - 4.5 and using Proposition 4.2(a) we have the following
summary example.
Example 4.6. Let {X(t), t ∈ Z} be a stationary deterministic process with a spectral density
f(λ) satisfying the conditions of Theorem 4.1. Let h(λ) = ceϕ(λ)(λ2 + 1), t1(λ) = sin
2k(λ− λ1)
and t2(λ) = sin
2l(λ − λ2), where c is an arbitrary positive constant, ϕ(λ) is an arbitrary odd
function and λ1, λ2 are arbitrary points from [−π, π]. Let the function g(λ) be defined as in
(4.10), that is,
g(λ) = h(λ) · t1(λ)
t2(λ)
= ceϕ(λ)(λ2 + 1)
sin2k(λ− λ1)
sin2l(λ− λ2)
. (4.56)
Then, in view of Proposition 4.2(a) and relations (4.49)–(4.51) and (4.54)–(4.56), we have
G(g) = G(h)
G(t1)
G(t2)
= G(c)G(eϕ)G(λ2 + 1)G(sin2k(λ− λ1))G(sin−2l(λ− λ2))
= (c)(1) exp{ln(1 + π2)− 2 + 2
π
arctan π}(4−k)(4l) ≈ 3.3c4l−k , (4.57)
and in view of (4.11) and (4.57), we get
lim
n→∞
σ2n(fg)
σ2n(f)
= G(g) ≈ 3.3c4l−k.
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