Optimal Control and Its Application to the Life-Cycle Savings Problem by Taylor, Tracy A
Virginia Commonwealth University
VCU Scholars Compass
Theses and Dissertations Graduate School
2016
Optimal Control and Its Application to the Life-
Cycle Savings Problem
Tracy A. Taylor
Virginia Commonwealth University, taylort6@vcu.edu
Follow this and additional works at: http://scholarscompass.vcu.edu/etd
Part of the Control Theory Commons
© The Author
This Thesis is brought to you for free and open access by the Graduate School at VCU Scholars Compass. It has been accepted for inclusion in Theses
and Dissertations by an authorized administrator of VCU Scholars Compass. For more information, please contact libcompass@vcu.edu.
Downloaded from
http://scholarscompass.vcu.edu/etd/4288
V  i  r g  i  n  i  a C  o  m  m  o  n  w  e  a  l t h U  n  i  V  e  r s  i  t y 
 





Electronic Thesis/Dissertation (ETD) Approval Form 
 
Student name: V number:     
(Last) (First) (Middle initial)  
Document type: (check one) ❏ Master’s thesis ❏ Doctoral dissertation    
  
Department:    
  
Thesis/dissertation title:    
    
Approval numbers 
  ❏ IRB (Institutional Review Board)    
   ❏ IACUC (Institutional Animal Care and Use Committee)    
  ❏ Exempt 
  ❏ Not applicable 
  
Thesis/dissertation and final oral defense 
Date:                                 





Graduate program director/department chair: Date:    
School/college dean: Date:    
Copyright c©2016 by Tracy Ann Taylor
All rights reserved
Optimal Control and Its Application to the Life-Cycle
Savings Problem
A thesis submitted in partial fulfillment of the requirements for the degree of Master of




Director: Dr. Norma Ortiz-Robinson, Associate Professor






I would like to give a huge thank you to my wonderful thesis advisor, Dr. Norma
Ortiz-Robinson! You have dedicated so much of your time and effort to helping me
explore applications of optimal control theory. You have stuck by my side throughout
this entire process, and I couldn’t have done it without you! I would also like to thank
my thesis committee and the entire Department of Mathematical Sciences at Virginia
Commonwealth University for supporting me and giving me the tools for success.
vTable of Contents
Acknowledgements iv
List of Figures vii
List of Tables viii
Abstract ix
1 Introduction to Optimal Control and its Applications 1
2 Necessary Conditions 4
2.1 Pontryagin Maximum Principle . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3 Life-Cycle Saving Under Uncertain Lifetime Model 10
3.1 Model Development and Optimal Solutions . . . . . . . . . . . . . . . . . . 10
3.2 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2.1 Sensitivity of Model to Initial Value of Wealth . . . . . . . . . . . . . 19
3.2.2 Sensitivity of Model to Discount Factor α . . . . . . . . . . . . . . . . 22
3.3 Model Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.1 Sensitivity Analysis on the Relative Risk Aversion Coefficient . . . . 26






3.1 Each plot below displays the optimal consumption path for an individual
with a specified t∗ found from the equation for S0, α = 0.10, 0.05, 0.03, and
0.01, and γ = 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Each plot below displays the associated optimal accumulation of wealth
path for an individual with a specified t∗ found from the equation for S0,
α = 0.10, 0.05, 0.03, and 0.01, and γ = 3. . . . . . . . . . . . . . . . . . . . . . 35
3.3 Each plot below displays the optimal consumption path for an individual
with a specified t∗ found from the equation for S0, α = 0.10, 0.05, 0.03, and
0.01, and γ = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4 Each plot below displays the associated optimal accumulation of wealth
path for an individual with a specified t∗ found from the equation for S0,
α = 0.10, 0.05, 0.03, and 0.01, and γ = 1. . . . . . . . . . . . . . . . . . . . . . 37
3.5 Each plot below displays the optimal consumption path for an individual
with a specified t∗ found from the equation for S0, α = 0.10, 0.05, 0.03, and
0.01, and γ = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.6 Each plot below displays the associated optimal accumulation of wealth
path for an individual with a specified t∗ found from the equation for S0,
α = 0.10, 0.05, 0.03, and 0.01, and γ = 0.5. . . . . . . . . . . . . . . . . . . . . 39
viii
List of Tables
3.1 A selection of parameters from Leung’s ”Uncertain Lifetime, The Theory
of the Consumer, and the Life Cycle Hypothesis” . . . . . . . . . . . . . . . 33
Abstract
Throughout the course of this thesis, we give an introduction to optimal control theory
and its necessary conditions, prove Pontryagin’s Maximum Principle, and present the
life-cycle saving under uncertain lifetime optimal control problem. We present a very
involved sensitivity analysis that determines how a change in the initial wealth, discount
factor, or relative risk aversion coefficient may affect the model the terminal depletion
of wealth time, optimal consumption path, and optimal accumulation of wealth path.
Through simulation of the life-cycle saving under uncertain lifetime model, we are not
only able to present the model dynamics through time, but also to demonstrate the
feasibility of the model.
Chapter 1
Introduction to Optimal Control and its
Applications
When mathematically modeling a physical system, it is not uncommon to make an at-
tempt to optimize some outcome by varying the parameters of that system. Thanks to
the work of Lev Pontryagin and Richard Bellman in the 1950’s, optimal control theory
was born and quickly became a standard approach to finding a set of control strategies
that will optimize the outcome of a physical system. Today, optimal control theory is a
commonly used optimization technique - especially for the fields of engineering, physi-
cal sciences and economics.
The process of setting up an optimal control problem typically involves three main
components:
1. A deterministic mathematical model that describes the evolution over time of the
physical system that will be controlled,
2. A clear indicator of the performance of the model - e.g., Will you be minimizing
or maximizing the outcome? In an economic model, you may wish to maximize
profits or minimize costs,
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3. A set of variable constraints that properly define the components of the model.
We will define the set of admissible controls as the set of control functions that abide
by the constraints of the model. The optimal admissible controls will give the optimal
performance of the model. Throughout the rest of the paper, optimal controls will be
denoted with the asterisk symbol (∗).
Let’s now demonstrate an economic application of optimal control theory. Consider a
small business that needs to produce 250 products to fill an order by time T . A reasonable
business will strive to minimize the overall cost of filling the order. Consider also that
the unit production costs will increase linearly with the rate of production and the cost to
store each product will be held constant per unit time. Define x(t) as the total number of
products that have been produced by time t. By definition, x(0) = 0 and x(T) = 250. The
time derivative of x will then represent the instantaneous rate of change of inventory, or
the rate of production. The total cost C of production at time t will then be
C(t) = [c1x˙(t)] x˙(t) + c2x(t), (1.1)
where c1 and c2 are constants. Notice that the first term in equation (1.1), [c1x˙(t)]x˙(t),
represents the production costs and the second, c2x(t) represents the cost of holding






2 + c2x(t)dt (1.2)
x(0) = 0 (1.3)
x(T) = 250 (1.4)
x˙(t) > 0, (1.5)
where we are trying to find an optimal rate of production x˙∗(t) and an optimal accu-
mulation of inventory x∗(t). To minimize the total cost of production for t ∈ [0, T ], we
2
may use optimal control techniques to manipulate our control variable x˙(t). Notice that
the rate of production x˙(t) need not be continuous everywhere, but rather piecewise
continuous.
Definition 1. A function f : [a,b]→ R is piecewise continuous on an interval [a,b] if and only
if
1. There exists a partition on the interval [a,b] such that a = x0 < x1 < · · · < xn = b and
x1, x2, · · · , xn−1 are discontinuities in the graph,
2. f(x) is continuous on (xi, xi+1) for i = 0, 1, · · · ,n− 1,
3. lim
x→x−i




We explore a much more involved and in depth economic application to optimal





2.1 Pontryagin Maximum Principle
Theorem 2.1.1 (Pontryagin’s Maximum Principle). Suppose that f : R×Rn×Rn → Rn and
g : R×Rn ×Rn → Rn are continuously differentiable. Let C [t0, t1] be the set of all continuous






subject to the following constraints:

x˙(t) = g(t,x(t),u(t)) i = 1, · · · ,n
x(t0) = α
U = {u : [t0, t1]→ Rk,u ∈ C ([t0, t1])}
(2.2)
where U is the set of all admissible controls, is non empty, and is open. Define u∗ as the set of op-
timal admissible controls and x∗ the associated optimal trajectory. Then there exists a continuous
4
Lagrange multiplier λ∗ : [t0, t1]→ Rn such that
∇uH(t,x∗(t),u∗(t),λ∗(t)) = 0, ∀t ∈ [t0, t1], (2.3)
∇xH(t,x∗(t),u∗(t),λ∗(t)) = −λ˙∗(t), ∀t ∈ [t0, t1], (2.4)
λ∗(t1) = 0, (2.5)
where the Hamiltonian function H is defined to be
H(t,x,u,λ) = f(t,x,u) + λ · g(t,x,u) (2.6)
[1].
We will prove in detail the Pontryagin Maximum Principle for n = 3 under the regularity
assumptions stated in Theorem 2.1.1. Our proof relies on the following two lemmas:
Lemma 2.1.2. Suppose f(x) ∈ C [a,b] and
∫b
a
f(x) · g(x)dx = 0 ∀g(x) ∈ C [a,b]. Then f(x) =
0 on the entire interval [a,b].
Lemma 2.1.3. (Leibniz). Suppose F : [a,b]×R3 → R3 is continuous and∇hF(t,h) exists and is
continuous in (t,h). Then
∫b
a












The proof of the Pontryagin Maximum Principle for n = 3 is as follows.
Proof. Let J(u) =
∫ t1
t0
f(t,x(t),u(t))dt. Define u∗ ∈ C with k = 3 to be an optimal
control and x∗ to be the associated trajectory. Let us fix a continuous function h =
(h1,h2,h3) : [t0, t1]→ R3. For every displacement constant  ∈ R3 we define the function
u : [t0, t1] → R3 as
u = u
∗ +  ·h = (u∗1 + 1h1,u∗2 + 2h2,u∗3 + 3h3). (2.7)
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Since U is a nonempty and open set of continuous admissible controls, we can say that
there exists an  with |||| sufficiently small, u is an admissible control. We denote
x : [t0, t1] → R3 to be the associated trajectory for u . Then we can define a function










Therefore, since the control set, U, is convex and u∗ is optimal, Jh(0) > Jh() for all
. Then Jh has a local maximum at  = 0. Thus, ∇Jh(0) = 0. Let λ : [t0, t1] → R3
be a continuous function. Recall the constraint, x˙(t) = g(t,x(t),u(t)), from our original












































H(t,x ,u ,λ) + xλ˙
]
dt− λ(t1)x(t1) + λ(t0)x(t0). (2.11)
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[∇xH(t,x ,u ,λ) · ∇ix(t) +∇uH(t,x ,u ,λ) · ∇iu(t)+
+∇ixλ˙]dt− λ(t1)∇ix(t1) + λ(t0)∇ix(t0). (2.12)
Since we know that u = (u∗1 + 1h1,u∗2 + 2h2,u∗3 + 3h3), we can see that
∇1u = (h1, 0, 0)
∇2u = (0,h2, 0)







[∇xH(t,x ,u ,λ) · ∇ix(t) +
∂
∂ui
H(t,x ,u ,λ) · hi(t)+




[∇xH(t,x ,u ,λ) · ∇ix(t) +
∂
∂ui
H(t,x ,u ,λ) · hi(t)+
+∇ixλ˙]dt− λ(t1)∇ix(t1). (2.13)






[∇xH(t,x∗ ,u∗ ,λ) · (∇ix(t)|=0) +
∂
∂ui
H(t,x∗ ,u∗ ,λ) · hi(t)+
+ λ˙ (∇ix |=0)]dt− λ(t1) (∇ix(t1)|=0) . (2.14)
Define λ so that λ˙ = −∇xH(t,x∗ ,u∗ ,λ) for t ∈ [t0, t1] and λ(t1) = 0. Since we know that
∇xH(t,x∗ ,u∗ ,λ) = ∇xf(t,x∗ ,u∗) + λ · ∇xf(t,x∗ ,u∗), (2.15)
we also know that λ˙ = −∇xH(t,x∗ ,u∗ ,λ) is linear in λ and f has continuous first partial
7






















(t,x∗ ,u∗ ,λ∗)hi(t)dt. (2.16)






(t,x∗ ,u∗ ,λ∗)hi(t)dt. (2.17)
for i ∈ [1, 3]. Therefore, ∂H
∂ui
(t,x∗ ,u∗ ,λ∗) = 0, proving Theorem 2.1.1 for n = k = 3
[1].
Since we will be optimizing a control problem with state constraints in Chapter 3, we
will require the use of the following maximum principle for optimal control problems
with state constraints:





x˙(t) = g(t,x(t),u(t)), x(t0) = α, (2.19)
u(t) > 0, (2.20)
x(t) > 0, (2.21)
where f,g are piecewise continuously differentiable. Let u∗ be an optimal control and x∗ the
associated optimal trajectory over the interval [t0, t1]. Suppose that u∗ is right-continuous with
left-hand limits and satisfies the constraints defined above. Define the Lagrangian function to be
8
the following:
L(x,u,λ,µ) = f(t,x(t),u(t)) +λ · g(t,x(t),u(t)) + µ1g(t,x(t),u(t)) + µ2h(x(t), t). (2.22)
Then there exists a piecewise absolutely continuous function λ : [t0, t1] → R and piecewise
continuous functions µ1,µ2 : [t0, t1]→ R such that
∇uL(x∗ ,u∗ ,λ∗ ,µ) = 0, (2.23)
∇xL(x∗ ,u∗ ,λ∗ ,µ) = −λ˙∗ , (2.24)
µ1(t) > 0, µ1(t)g∗ = 0, (2.25)
µ2(t) > 0, µ2(t)h∗ = 0 (2.26)
[2].
Definition 2. A function f is said to be absolutely continuous on the interval [a,b] if f is defined




for x ∈ [a,b] [6].
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Chapter 3
Life-Cycle Saving Under Uncertain
Lifetime Model
3.1 Model Development and Optimal Solutions
Suppose that a consumer expects to have a lifetime of T years and is working to
find an optimal consumption plan that will allow them to earn and distribute wealth
through savings and consumption. Suppose that this consumer begins with no wealth
and wishes to use up all accumulated wealth by the time of his or her death. The





where α(t) is a discount function, c(t) is a consumption plan, and g(c) is the utility
function that is associated with the rate of consumption throughout time. Before going
any further, we will make the following assumptions about the attributes of the Fisher
utility function:
• c(t) is piecewise continuous on [0, T ]
10
• α(t) is positive and continuously differentiable on [0, T ]
• g(c) is a concave, continuously differentiable function on (0,∞), where g ′(c) > 0
and g ′′(c) < 0.












where j(τ) is the interest rate that begins at time τ and m(τ) is the income function.
Assuming that j(τ) is non-negative and continuous on [0, T ], and m(τ) is non-negative
and piecewise continuously differentiable on [0, T ], then S(t) will be a piecewise contin-
uously differentiable function on [0, T ]. S(t) represents the net accumulation of wealth
with an interest rate that is compounded continuously throughout time. In order to
prevent having a negative amount of accumulated wealth at the time of death, we will
define the wealth constraint
S(T) > 0 (3.3)
[9].
Now suppose that the consumer has an uncertain lifetime with a maximum possible
lifetime length of T¯ . Thus, we will define T as a random variable with a probability
density function pi on the interval [0, T¯ ]. Then
∫T¯
0 pi(t)dt = 1 and pi(t) > 0 for 0 < t < T¯ .






0 pix(x)dx, 0 6 t 6 T¯ , (3.4)
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where pit(t) = pi(t)/Ω(t) is the mortality hazard function. The expected value of the
consumer’s preferences, represented by the Fisher utility function, is simply














Recalling that Ω(t) =
∫T¯
t
pi(τ)dτ, we can rewrite the expected utility for consumption





Our goal is to maximize the utility function V¯(c) with uncertain lifetime. To do
so, we must find an optimal consumption plan c(t) ∈ Φ, whereΦ is the set of admissible









c(t) > 0 (3.8)
S(t) > 0 (3.9)
S ′(t) = j(t)S(t) +m(t) − c(t) (3.10)
S(0) = S0 (3.11)
S(T¯) = 0 (3.12)
[4].
Before we can solve for the optimal consumption plan c∗, we must begin by defining
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the Hamiltonian function
H(c,S, t, λ) = Ω(t)α(t)g[c(t)] + λ(t)[j(t)S(t) +m(t) − c(t)] (3.13)
and the Lagrangian Function
L(c,S, t, λ,µ1,µ2) =Ω(t)α(t)g[c(t)] + λ(t)[j(t)S(t) +m(t) − c(t)]
+ µ1(t)c(t) + µ2(t)S(t). (3.14)
From the necessary conditions of optimality, we have
∂L(c∗(t),S∗(t), t,µ1,µ2)
∂c(t)
= Ω(t)α(t)g ′[c∗(t)] − λ(t) + µ1(t) = 0 (3.15)
∂L(c∗(t),S∗(t), t,µ1,µ2)
∂S(t)
= λ(t)j(t) + µ2(t) = −λ
′(t) (3.16)
µ1(t) > 0,µ1(t)c∗(t) = 0 (3.17)
µ2(t) > 0,µ2(t)S∗(t) = 0. (3.18)
Through the use of an integrating factor, we can solve for λ(t) in equation (3.16) above.
Define the integrating factor to be e
∫t
0 j(x)dx. Then the solution to (3.16) is obtained as
follows:
λ ′(t) + λ(t)j(t) = −µ2(t)
e
∫t
0 j(x)dxλ ′(t) + e
∫t



















0 j(x)dxλ(t) − e
∫0















Solving equation (3.19) for λ(t) gives us
λ(t) =λ(0)e−
∫t
















Now that we have solved for λ(t), we can substitute equation (3.20) into the necessary
condition defined in equation (3.15):
Ω(t)α(t)g ′[c∗(t)] − λ(t) + µ1(t) = 0







w j(x)dxµ2(w)dw+ µ1(t) = 0. (3.21)
Solving equation (3.21) for Ω(t)α(t)g ′[c∗(t)] then gives us







w j(x)dxµ2(w)dw− µ1(t). (3.22)
We will use the following proposition to continue
Proposition 1. Assume (3.8)-(3.12). If either lim
c→0+
g ′(c) <∞ or m(T¯) > 0, then there exists a
t∗ ∈ [0, T¯) such that t∗ = min{t ∈ [0, T) : S∗(z) = 0 and c∗(z) = m(z) for all z ∈ [t, T¯ ]}.
For this problem, we will assume that after retirement, and individual will have a con-
stant income from a retirement annuity. Due to this assumption, we see that m(T¯) > 0,
and we will apply Proposition 1. Let t = t∗. Then by Proposition 1, c∗(t∗) = m(t∗) and
(3.22) becomes









By solving equation (3.23) above for λ(0), we have
λ(0) =e
∫t∗










































































, t ∈ [0, t∗]
m(t), t ∈ [t∗, T¯ ].
(3.26)
Since the accumulation of wealth function, S(t), is also a controllable function that
impacts the overall utility function, we will work to solve for the optimal accumulated
savings path S∗(t) that is associated with the optimal consumption path c∗(t). To do
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this, we will begin by solving the ordinary differential equation from (3.11):
S ′(t) = j(t)S(t) +m(t) − c(t)
S ′(t) − j(t)S(t) =m(t) − c(t)
e−
∫t
0 j(x)dxS ′(t) − j(t)e−
∫t
0 j(x)dxS(t) = e−
∫t














0 j(x)dx (m(z) − c(z))dz
e−
∫t





0 j(x)dx (m(z) − c(z))dz. (3.27)










0 j(x)dx (m(z) − c(z))dz
]
. (3.28)
Now let t = t∗, where t∗ is the time at which all wealth of the consumer is depleted.



























The equality shown in (3.30) signifies that the total consumption until all wealth is de-
pleted at time t = t∗ must be equal to the initial wealth plus the total income up until







0 j(x)dx(c(t) −m(t))dt. (3.31)
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The optimal accumulation of wealth function S∗(t) is simply the accumulation of wealth












0 j(x)dx(m(z) − c∗(z))dz
]
, t ∈ [0, t∗]
0, t ∈ [t∗, T¯ ].
(3.32)
From this, we can say that once the total accumulation of wealth has been depleted at
t∗, the accumulation of wealth will remain zero for the remainder of the lifetime of the
consumer. From equations (3.26) and (3.31), the optimal terminal wealth depletion time

























To further expand on the dynamics of the life-cycle savings under uncertain lifetime
model, we should investigate how a sudden increase or decrease in the initial wealth
and discount parameters will affect the consumer’s overall optimal wealth, consump-
tion, and time until total wealth is depleted. To do this, we must first make the follow-
ing simplifying assumptions that will allow us to properly and efficiently perform the
17
analysis:
α(t) = exp(−αt), for α > 0 (3.34)
j(t) = j (3.35)
µ1 = µ2 = 0, (3.36)
where α and j are real valued constants. Note that the simplifying assumptions made
will not affect the results of the sensitivity analysis. With the assumptions, the optimal
consumption, initial wealth, and optimal accumulated wealth functions on t ∈ [0, t∗] are
simplified to







































































We also define the following functions that will allow us to simplify the results of our



















We will use the following theorem to perform a sensitivity analysis on the model:













dt+ f(b(t), t) · ∂b(t)
t
− f(a(t), t) · ∂a(t)
t
.
3.2.1 Sensitivity of Model to Initial Value of Wealth
Sensitivity of Depletion of Wealth Time t∗
First we work to determine how the time until the depletion of wealth, t∗, is affected
by a change in the initial wealth, S0. To do this, we must take the partial derivative of
the function S0 (equation 3.38) with respect to S0. Recall that t∗ is dependent upon the






























is exactly c∗(t∗) and that c∗(t∗) = m(t∗).





























Recall that Ω(t) = e−
∫t
0 pix(x)dx. Then Ω ′(t) = −pit(t)e−
∫t
0 pix(x)dx = −pit(t)Ω(t). Equation
































































Therefore, the way in which the time until depletion of wealth changes with respect to








Sensitivity of Optimal Consumption Path c∗(t)
We will perform a similar derivation to find out how a change in the initial wealth affects

























Sensitivity of Optimal Wealth Path S∗(t)
To find how a change in the initial wealth affects the overall optimal wealth function
associated with the optimal consumption path, we will take the partial derivative of


























Interpretation of Sensitivity Analysis









, we can see exactly how the time
until depletion of wealth, the optimal consumption path, and the optimal accumulation
21






















Since the utility function, g, is defined to be a concave function where g ′(c) > 0 and




∆(t∗) < 0. We can also easily see that
∂c∗(t)
∂S0
> 0 for all t ∈ [0, t∗). Since Ψ(t∗) < Ψ(t) < 0,






> 0 for all t ∈ [0, t∗).
This tells us that if a consumer’s initial wealth is increased, the optimal consumption
path, the accumulated wealth, and the time until depletion of wealth will all increase as
well.
3.2.2 Sensitivity of Model to Discount Factor α
Sensitivity of Depletion of Wealth Time t∗
The next step in the analysis is to study how changing the discount factor, α, affects
the terminal wealth depletion time, optimal consumption path, and the associated op-
timal accumulation of wealth function. To do this, we will begin by taking the partial



































































































































Sensitivity of Optimal Consumption Path c∗(t)
The next step will be to derive
∂c∗(t)
∂α







































































































[t− ξ] . (3.56)
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Sensitivity of Optimal Wealth Path S∗(t)
The final derivation of
∂S∗(t)
∂α




































































































Interpretation of Sensitivity Analysis









exactly how the time until depletion
of wealth, the optimal consumption path, and the associated optimal accumulation of





































Just as before, the utility function, g, is defined to be a concave function where g ′(c) > 0




when ∆(t∗) is negative. Since
∂t∗
∂α
< 0, we know that if we increase the discount factor
α, the time until depletion of wealth will decrease. From equation (3.59), we can easily
see that if t > ξ, then ∂c
∗(t)
∂α
6 0, and if t 6 ξ, then ∂c
∗(t)
∂α
> 0 for t ∈ [0, t∗). This tells us
25
that an increase in the discount factor α will cause an individual’s optimal consumption











dz < 0 and that
Ψ(t)
Ψ(t∗)
> 0. Then it is clear that
∂S∗(t)
∂α
< 0 for t ∈ (0, t∗). Therefore, if there is an increase in α, the optimal accumulation
of wealth function will be lower [4].
3.3 Model Implementation
In this section, we will study a direct application of the model for a recently retired
individual. Assume that the individual is currently 65 years old and has a constant
income stream m(t) = m from a retirement annuity. We will also assume a discount
function of α(t) = e−αt, an interest rate of j(t) = j, and a maximum possible lifetime







ln (c) γ = 1
, (3.61)
where c represents the consumption function and γ ∈ R represents the relative risk
aversion coefficient [3]. By using the CRRA utility function, we can account for ap-
proximately how risk averse the individual is and how that may impact their optimal
consumption and wealth paths. The higher the value of γ, the more risk averse the
individual.
3.3.1 Sensitivity Analysis on the Relative Risk Aversion Coefficient
Before progressing deeper into the analysis, we must first rederive c∗(t), S∗(t), S0, ∆(t),
and Ψ(t) with our CRRA utility function g. Begin by noting that g ′(c) = c−γ, (g ′)−1(c) =
26











































































∆(t) = − pit(t) − α+ j−
m ′(t)g ′′(m)
g ′(m)

























We may now begin our analysis by deriving the partial derivatives of t∗, c∗(t), and
S∗(t) with respect to the relative risk aversion coefficient γ. This will help us determine
27
how sensitive the terminal depletion of wealth time, optimal consumption path, and
optimal accumulation of wealth path are all affected by a small change in γ.



























































































































































Solving equation (3.68) for
∂y
∂γ


















































































































































Sensitivity of Optimal Consumption Path c∗(t)



















































































































































































































Interpretation of Sensitivity Analysis









, we can see how the time until depletion
of wealth, optimal consumption path, and optimal accumulation path are affected by a



















































Notice that Ω(t)e(j−α)t > Ω(t∗)e(j−α)t
∗
for t ∈ [0, t∗) and that pi ′t(t) > 0 for t ∈ [0, t∗).




must be positive when ∆(t∗) is negative. This tells us that if
we are more risk averse our time until depletion of wealth will increase. Now let us









dz = 0 for c∗ > 0. Then
∂c∗(t)
∂γ
> 0 if t > ω and ∂c
∗(t)
∂γ
6 0 if t 6 ω. This indicates that individuals who have a
higher relative risk aversion coefficient tend to consume less before time ω and consume
31




> 0 for t ∈ (0, t∗), meaning individuals that are more risk averse will retain
their wealth longer than individuals that are less risk averse.
3.3.2 MATLAB Simulation
The Gompertz probability distribution is a commonly used distribution in actuarial mor-
tality models to determine the probability of survival and death. For this reason, we will




so that we can properly define our survival function Ω(t)[7]. Since Ω(t) is defined to
be the probability of an individual surviving past a certain time, we will integrate the


















For the purpose of simulating our model in MATLAB, we will set a = 0.000081 and
b = 0.087, just as was done in Leung’s 1994 paper, “Uncertain Lifetime, the Theory of
the Consumer, and the Life Cycle Hypothesis.” In the simulated model, we will also be




γ α 1 5 10
3
0.10 73 80 84
0.05 75 83 88
0.03 77 85 89
0.01 79 87 91
1
0.10 70 74 76
0.05 71 77 80
0.03 73 79 82
0.01 75 81 84
0.5
0.10 68 71 73
0.05 70 73 76
0.03 71 75 78
0.01 73 78 80
Table 3.1: A selection of parameters from Leung’s ”Uncertain Lifetime, The Theory of
the Consumer, and the Life Cycle Hypothesis”
For model simplicity, we will define m = 1. Displayed below are figures showing the
simulated optimal consumption and associated accumulated wealth functions for each
of the parameters in Table 3.1 and for j = 0.03.
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Figure 3.1: Each plot below displays the optimal consumption path for an individual
with a specified t∗ found from the equation for S0, α = 0.10, 0.05, 0.03, and 0.01, and
γ = 3.
34
Figure 3.2: Each plot below displays the associated optimal accumulation of wealth path
for an individual with a specified t∗ found from the equation for S0, α = 0.10, 0.05, 0.03,
and 0.01, and γ = 3.
35
Figure 3.3: Each plot below displays the optimal consumption path for an individual
with a specified t∗ found from the equation for S0, α = 0.10, 0.05, 0.03, and 0.01, and
γ = 1.
36
Figure 3.4: Each plot below displays the associated optimal accumulation of wealth path
for an individual with a specified t∗ found from the equation for S0, α = 0.10, 0.05, 0.03,
and 0.01, and γ = 1.
37
Figure 3.5: Each plot below displays the optimal consumption path for an individual
with a specified t∗ found from the equation for S0, α = 0.10, 0.05, 0.03, and 0.01, and
γ = 0.5.
38
Figure 3.6: Each plot below displays the associated optimal accumulation of wealth path
for an individual with a specified t∗ found from the equation for S0, α = 0.10, 0.05, 0.03,
and 0.01, and γ = 0.5.
Observe from figures 3.1, 3.3, and 3.5 that when γ is lower in value, the steeper
the consumption function. This indicates that when a consumer is less risk averse and
perhaps even risk seeking, the consumer will tend to spend more money right after
retirement. On the other hand, if a consumer is very risk averse, they will tend to spend
quite a bit less money right after retirement. The dynamics of the accumulation of wealth
39
functions go hand-in-hand with the dynamics of the consumption functions. We can see
from figures 3.2, 3.4, and 3.6 that when γ is lower in value, the accumulation of wealth
function decreases at a much quicker rate than when γ is greater in value. With this, we
can also see that the depletion of wealth time t∗ is much lower for a small value of γ
than with a large value of γ. In other words, an individual tends to ration their savings




Throughout the course of this thesis, we discussed the mathematics behind optimal
control theory and Pontryagin’s Maximum Principle, as well as applied optimal control
theory to the life-cycle savings model under uncertain lifetime. From our sensitivity
analysis, we are able to conclude that an individual with a higher initial wealth value will
have a higher optimal consumption path and accumulated wealth path. We also found
that the changes in dynamics of the consumption path when increasing the discount
factor were not monotonic. In fact if the discount factor is increased, then the individual
will have a higher optimal consumption path until a certain point in time. Once that
time is reached, the individual’s optimal consumption path will be lower. An increase in
the discount factor also resulted in a decrease in the accumulation of wealth function. By
simulating the model in MATLAB, we are able to not only visualize the dynamics of the
model, but we are also able to verify some of the findings from the sensitivity analysis.
From this paper, we can see exactly how we can control our consumption when given an
initial wealth, income function, interest rate, and discount factor so that we can optimize
the Fisher Utility function over an entire lifetime.
41
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Appendix 1
1 MATLAB Code For Optimal Consumption Function
1 j = 0 . 0 3 ;
2 gamma=[3 1 0 . 5 0 . 1 ] ;
3 a = [ 0 . 1 0 0 . 0 5 0 . 0 3 0 . 0 1 ] ;
4 t s t a r =[73 80 8 4 ; 75 83 8 8 ; 77 85 8 9 ; 79 87 9 1 ; 70 74 7 6 ; 71 77
8 0 ; 73 79 8 2 ; 75 81 8 4 ; 68 71 7 3 ; 70 73 7 6 ; 71 75 7 8 ; 73 78
8 0 ; 66 67 6 8 ; 67 69 7 0 ; 68 70 7 1 ; 69 72 7 3 ] ;
5 m=1;
6
7 t = l i n s p a c e ( 6 5 , 1 4 0 , 1 0 0 ) ;
8
9 f i g u r e
10 f o r i =1:1 %gamma
11 f o r q =1:1 %a
12 f o r k =1:3 %columns of t s t a r
13 t =ones ( 7 6 , 1 ) ;
14 y=ones ( 7 6 , 1 ) ;
15 f o r p=1:76
16 t ( p ) =p+64;
44
17 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
18 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
19 e l s e
20 y ( p ) =m
21 end
22 end
23 subplot ( 2 , 2 , 1 )
24 p l o t ( t , y )
25 hold a l l
26 legend ({ ’ t ˆ∗=73 ’ , ’ t ˆ∗=80 ’ , ’ t ˆ∗=84 ’ } , ’ FontSize ’ , 8 )
27 t i t l e ( ’ a =0.10 ’ )
28 x l a b e l ( ’ t ’ )
29 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )





35 f o r i =1:1 %gamma
36 f o r q =2:2 %a
37 f o r k =1:3 %columns of t s t a r
38 t =ones ( 7 6 , 1 ) ;
39 y=ones ( 7 6 , 1 ) ;
40 f o r p=1:76
45
41 t ( p ) =p+64;
42 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
43 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
44 e l s e
45 y ( p ) =m
46 end
47 end
48 subplot ( 2 , 2 , 2 )
49 p l o t ( t , y )
50 hold a l l
51 legend ({ ’ t ˆ∗=75 ’ , ’ t ˆ∗=83 ’ , ’ t ˆ∗=88 ’ } , ’ FontSize ’ , 8 )
52 x l a b e l ( ’ t ’ )
53 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )
54 t i t l e ( ’ a =0.05 ’ )





60 f o r i =1:1 %gamma
61 f o r q =3:3 %a
62 f o r k =1:3 %columns of t s t a r
63 t =ones ( 7 6 , 1 ) ;
64 y=ones ( 7 6 , 1 ) ;
46
65 f o r p=1:76
66 t ( p ) =p+64;
67 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
68 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
69 e l s e
70 y ( p ) =m
71 end
72 end
73 subplot ( 2 , 2 , 3 )
74 p l o t ( t , y )
75 hold a l l
76 legend ({ ’ t ˆ∗=77 ’ , ’ t ˆ∗=85 ’ , ’ t ˆ∗=89 ’ } , ’ FontSize ’ , 8 )
77 x l a b e l ( ’ t ’ )
78 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )
79 t i t l e ( ’ a =0.03 ’ )





85 f o r i =1:1 %gamma
86 f o r q =4:4 %a
87 f o r k =1:3 %columns of t s t a r
88 t =ones ( 7 6 , 1 ) ;
47
89 y=ones ( 7 6 , 1 ) ;
90 f o r p=1:76
91 t ( p ) =p+64;
92 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
93 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
94 e l s e
95 y ( p ) =m
96 end
97 end
98 subplot ( 2 , 2 , 4 )
99 p l o t ( t , y )
100 hold a l l
101 legend ({ ’ t ˆ∗=79 ’ , ’ t ˆ∗=87 ’ , ’ t ˆ∗=91 ’ } , ’ FontSize ’ , 8 )
102 x l a b e l ( ’ t ’ )
103 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )
104 t i t l e ( ’ a =0.01 ’ )




109 annotat ion ( ’ textbox ’ , [0 0 . 9 1 0 . 1 ] , ’ S t r i n g ’ , ’ Optimal
Consumption Function f o r \gamma =3 ’ , ’ EdgeColor ’ , ’ none ’ , ’
HorizontalAlignment ’ , ’ c e n t e r ’ , ’ Fonts ize ’ , 1 2 )
110 f i g u r e
48
111 f o r i =2:2 %gamma
112 f o r q =1:1 %a
113 f o r k =1:3 %columns of t s t a r
114 t =ones ( 7 6 , 1 ) ;
115 y=ones ( 7 6 , 1 ) ;
116 f o r p=1:76
117 t ( p ) =p+64;
118 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
119 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
120 e l s e
121 y ( p ) =m
122 end
123 end
124 subplot ( 2 , 2 , 1 )
125 p l o t ( t , y )
126 hold a l l
127 legend ({ ’ t ˆ∗=70 ’ , ’ t ˆ∗=74 ’ , ’ t ˆ∗=76 ’ } , ’ FontSize ’ , 8 )
128 t i t l e ( ’ a =0.10 ’ )
129 x l a b e l ( ’ t ’ )
130 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )






136 f o r i =2:2 %gamma
137 f o r q =2:2 %a
138 f o r k =1:3 %columns of t s t a r
139 t =ones ( 7 6 , 1 ) ;
140 y=ones ( 7 6 , 1 ) ;
141 f o r p=1:76
142 t ( p ) =p+64;
143 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
144 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
145 e l s e
146 y ( p ) =m
147 end
148 end
149 subplot ( 2 , 2 , 2 )
150 p l o t ( t , y )
151 hold a l l
152 legend ({ ’ t ˆ∗=71 ’ , ’ t ˆ∗=77 ’ , ’ t ˆ∗=80 ’ } , ’ FontSize ’ , 8 )
153 t i t l e ( ’ a =0.05 ’ )
154 x l a b e l ( ’ t ’ )
155 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )






161 f o r i =2:2 %gamma
162 f o r q =3:3 %a
163 f o r k =1:3 %columns of t s t a r
164 t =ones ( 7 6 , 1 ) ;
165 y=ones ( 7 6 , 1 ) ;
166 f o r p=1:76
167 t ( p ) =p+64;
168 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
169 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
170 e l s e
171 y ( p ) =m
172 end
173 end
174 subplot ( 2 , 2 , 3 )
175 p l o t ( t , y )
176 hold a l l
177 legend ({ ’ t ˆ∗=73 ’ , ’ t ˆ∗=79 ’ , ’ t ˆ∗=82 ’ } , ’ FontSize ’ , 8 )
178 t i t l e ( ’ a =0.03 ’ )
179 x l a b e l ( ’ t ’ )
180 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )






186 f o r i =2:2 %gamma
187 f o r q =4:4 %a
188 f o r k =1:3 %columns of t s t a r
189 t =ones ( 7 6 , 1 ) ;
190 y=ones ( 7 6 , 1 ) ;
191 f o r p=1:76
192 t ( p ) =p+64;
193 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
194 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
195 e l s e
196 y ( p ) =m
197 end
198 end
199 subplot ( 2 , 2 , 4 )
200 p l o t ( t , y )
201 hold a l l
202 legend ({ ’ t ˆ∗=75 ’ , ’ t ˆ∗=81 ’ , ’ t ˆ∗=84 ’ } , ’ FontSize ’ , 8 )
203 t i t l e ( ’ a =0.01 ’ )
204 x l a b e l ( ’ t ’ )
205 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )





210 annotat ion ( ’ textbox ’ , [0 0 . 9 1 0 . 1 ] , ’ S t r i n g ’ , ’ Optimal
Consumption Function f o r \gamma =1 ’ , ’ EdgeColor ’ , ’ none ’ , ’





215 f i g u r e
216 f o r i =3:3 %gamma
217 f o r q =1:1 %a
218 f o r k =1:3 %columns of t s t a r
219 t =ones ( 7 6 , 1 ) ;
220 y=ones ( 7 6 , 1 ) ;
221 f o r p=1:76
222 t ( p ) =p+64;
223 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
224 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
225 e l s e




229 subplot ( 2 , 2 , 1 )
230 p l o t ( t , y )
231 hold a l l
232 legend ({ ’ t ˆ∗=68 ’ , ’ t ˆ∗=71 ’ , ’ t ˆ∗=73 ’ } , ’ FontSize ’ , 8 )
233 t i t l e ( ’ a =0.10 ’ )
234 x l a b e l ( ’ t ’ )
235 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )





241 f o r i =3:3 %gamma
242 f o r q =2:2 %a
243 f o r k =1:3 %columns of t s t a r
244 t =ones ( 7 6 , 1 ) ;
245 y=ones ( 7 6 , 1 ) ;
246 f o r p=1:76
247 t ( p ) =p+64;
248 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
249 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
250 e l s e




254 subplot ( 2 , 2 , 2 )
255 p l o t ( t , y )
256 hold a l l
257 legend ({ ’ t ˆ∗=70 ’ , ’ t ˆ∗=73 ’ , ’ t ˆ∗=76 ’ } , ’ FontSize ’ , 8 )
258 t i t l e ( ’ a =0.05 ’ )
259 x l a b e l ( ’ t ’ )
260 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )





266 f o r i =3:3 %gamma
267 f o r q =3:3 %a
268 f o r k =1:3 %columns of t s t a r
269 t =ones ( 7 6 , 1 ) ;
270 y=ones ( 7 6 , 1 ) ;
271 f o r p=1:76
272 t ( p ) =p+64;
273 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
274 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
275 e l s e




279 subplot ( 2 , 2 , 3 )
280 p l o t ( t , y )
281 hold a l l
282 legend ({ ’ t ˆ∗=71 ’ , ’ t ˆ∗=75 ’ , ’ t ˆ∗=78 ’ } , ’ FontSize ’ , 8 )
283 t i t l e ( ’ a =0.03 ’ )
284 x l a b e l ( ’ t ’ )
285 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )





291 f o r i =3:3 %gamma
292 f o r q =4:4 %a
293 f o r k =1:3 %columns of t s t a r
294 t =ones ( 7 6 , 1 ) ;
295 y=ones ( 7 6 , 1 ) ;
296 f o r p=1:76
297 t ( p ) =p+64;
298 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
299 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
300 e l s e
56
301 y ( p ) =m
302 end
303 end
304 subplot ( 2 , 2 , 4 )
305 p l o t ( t , y )
306 hold a l l
307 legend ({ ’ t ˆ∗=73 ’ , ’ t ˆ∗=78 ’ , ’ t ˆ∗=80 ’ } , ’ FontSize ’ , 8 )
308 t i t l e ( ’ a =0.01 ’ )
309 x l a b e l ( ’ t ’ )
310 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )




315 annotat ion ( ’ textbox ’ , [0 0 . 9 1 0 . 1 ] , ’ S t r i n g ’ , ’ Optimal
Consumption Function f o r \gamma =0.5 ’ , ’ EdgeColor ’ , ’ none ’ , ’






321 f i g u r e
322 f o r i =4:4 %gamma
323 f o r q =1:1 %a
324 f o r k =1:3 %columns of t s t a r
325 t =ones ( 7 6 , 1 ) ;
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326 y=ones ( 7 6 , 1 ) ;
327 f o r p=1:76
328 t ( p ) =p+64;
329 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
330 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
331 e l s e
332 y ( p ) =m
333 end
334 end
335 subplot ( 2 , 2 , 1 )
336 p l o t ( t , y )
337 hold a l l
338 legend ({ ’ t ˆ∗=66 ’ , ’ t ˆ∗=67 ’ , ’ t ˆ∗=68 ’ } , ’ FontSize ’ , 8 )
339 t i t l e ( ’ a =0.10 ’ )
340 x l a b e l ( ’ t ’ )
341 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )





347 f o r i =4:4 %gamma
348 f o r q =2:2 %a
349 f o r k =1:3 %columns of t s t a r
58
350 t =ones ( 7 6 , 1 ) ;
351 y=ones ( 7 6 , 1 ) ;
352 f o r p=1:76
353 t ( p ) =p+64;
354 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
355 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
356 e l s e
357 y ( p ) =m
358 end
359 end
360 subplot ( 2 , 2 , 2 )
361 p l o t ( t , y )
362 hold a l l
363 legend ({ ’ t ˆ∗=67 ’ , ’ t ˆ∗=69 ’ , ’ t ˆ∗=70 ’ } , ’ FontSize ’ , 8 )
364 t i t l e ( ’ a =0.05 ’ )
365 x l a b e l ( ’ t ’ )
366 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )





372 f o r i =4:4 %gamma
373 f o r q =3:3 %a
59
374 f o r k =1:3 %columns of t s t a r
375 t =ones ( 7 6 , 1 ) ;
376 y=ones ( 7 6 , 1 ) ;
377 f o r p=1:76
378 t ( p ) =p+64;
379 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
380 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
381 e l s e
382 y ( p ) =m
383 end
384 end
385 subplot ( 2 , 2 , 3 )
386 p l o t ( t , y )
387 hold a l l
388 legend ({ ’ t ˆ∗=68 ’ , ’ t ˆ∗=70 ’ , ’ t ˆ∗=71 ’ } , ’ FontSize ’ , 8 )
389 t i t l e ( ’ a =0.03 ’ )
390 x l a b e l ( ’ t ’ )
391 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )





397 f o r i =4:4 %gamma
60
398 f o r q =4:4 %a
399 f o r k =1:3 %columns of t s t a r
400 t =ones ( 7 6 , 1 ) ;
401 y=ones ( 7 6 , 1 ) ;
402 f o r p=1:76
403 t ( p ) =p+64;
404 i f ( t ( p ) < t s t a r ( 4 . ∗ ( i −1)+q , k ) )
405 y ( p ) = ( ( ( exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t ( p ) ) −1) ) ) /(
exp ( −0.00093∗ ( exp ( 0 . 0 8 7∗ t s t a r ( 4 . ∗ ( i −1)+q , k
) ) −1) ) ) ) ∗exp ( ( j−a ( q ) ) ∗ ( t ( p )− t s t a r ( 4 . ∗ ( i −1)
+q , k ) ) ) ) ˆ ( 1/gamma( i ) ) ∗m
406 e l s e
407 y ( p ) =m
408 end
409 end
410 subplot ( 2 , 2 , 4 )
411 p l o t ( t , y )
412 hold a l l
413 legend ({ ’ t ˆ∗=69 ’ , ’ t ˆ∗=72 ’ , ’ t ˆ∗=73 ’ } , ’ FontSize ’ , 8 )
414 t i t l e ( ’ a =0.01 ’ )
415 x l a b e l ( ’ t ’ )
416 y l a b e l ( ’ c ˆ ∗ ( t ) ’ )






422 annotat ion ( ’ textbox ’ , [0 0 . 9 1 0 . 1 ] , ’ S t r i n g ’ , ’ Optimal
Consumption Function f o r \gamma =0.1 ’ , ’ EdgeColor ’ , ’ none ’ , ’
HorizontalAlignment ’ , ’ c e n t e r ’ , ’ Fonts ize ’ , 1 2 )
2 MATLAB Coed for Accumulation of Wealth Function
1 j = 0 . 0 3 ;
2 gamma=[3 1 0 . 5 0 . 1 ] ;
3 a = [ 0 . 1 0 0 . 0 5 0 . 0 3 0 . 0 1 ] ;
4 t s t a r =[73 80 8 4 ; 75 83 8 8 ; 77 85 8 9 ; 79 87 9 1 ; 70 74 7 6 ; 71 77
8 0 ; 73 79 8 2 ; 75 81 8 4 ; 68 71 7 3 ; 70 73 7 6 ; 71 75 7 8 ; 73 78




8 f i g u r e
9 annotat ion ( ’ textbox ’ , [0 0 . 9 1 0 . 1 ] , ’ S t r i n g ’ , ’ Optimal
Accumulated Wealth Function f o r \gamma =3 ’ , ’ EdgeColor ’ , ’ none
’ , ’ HorizontalAlignment ’ , ’ c e n t e r ’ , ’ Fonts ize ’ , 1 2 )
10 f o r i =1:1 %gamma
11 f o r q =1:1 %a
12 f o r k =1:3
13 m=1;
14 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
62
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
15 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) .∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
16 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
17 t =ones ( 1 , 7 6 ) ;
18 S=ones ( 1 , 7 6 ) ;
19 I =ones ( 1 , 7 6 ) ;
20 y=ones ( 1 , 7 6 ) ;
21 f o r p=1:76
22 t ( p ) =p+64;
23 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
24 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
25 f o r p=2:76
26 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
27 S ( p ) =0;
28 e l s e




33 subplot ( 2 , 2 , 1 )
34 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
35 hold a l l
63
36 legend ({ ’ t ˆ∗=73 ’ , ’ t ˆ∗=80 ’ , ’ t ˆ∗=84 ’ } , ’ FontSize ’ , 8 )
37 t i t l e ( ’ \alpha = 0 . 1 0 ’ )
38 x l a b e l ( ’ t ’ )
39 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )





45 f o r i =1:1 %gamma
46 f o r q =2:2 %a
47 f o r k =1:3
48 m=1;
49 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
50 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) .∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
51 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
52 t =ones ( 1 , 7 6 ) ;
53 S=ones ( 1 , 7 6 ) ;
54 I =ones ( 1 , 7 6 ) ;
64
55 y=ones ( 1 , 7 6 ) ;
56 f o r p=1:76
57 t ( p ) =p+64;
58 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
59 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
60 f o r p=2:76
61 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
62 S ( p ) =0;
63 e l s e




68 subplot ( 2 , 2 , 2 )
69 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
70 hold a l l
71 legend ({ ’ t ˆ∗=75 ’ , ’ t ˆ∗=83 ’ , ’ t ˆ∗=88 ’ } , ’ FontSize ’ , 8 )
72 t i t l e ( ’ \alpha = 0 . 0 5 ’ )
73 x l a b e l ( ’ t ’ )
74 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )





80 f o r i =1:1 %gamma
81 f o r q =3:3 %a
65
82 f o r k =1:3
83 m=1;
84 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
85 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) .∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
86 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
87 t =ones ( 1 , 7 6 ) ;
88 S=ones ( 1 , 7 6 ) ;
89 I =ones ( 1 , 7 6 ) ;
90 y=ones ( 1 , 7 6 ) ;
91 f o r p=1:76
92 t ( p ) =p+64;
93 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
94 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
95 f o r p=2:76
96 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
97 S ( p ) =0;
98 e l s e





103 subplot ( 2 , 2 , 3 )
104 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
105 hold a l l
106 legend ({ ’ t ˆ∗=77 ’ , ’ t ˆ∗=85 ’ , ’ t ˆ∗=89 ’ } , ’ FontSize ’ , 8 )
107 t i t l e ( ’ \alpha = 0 . 0 3 ’ )
108 x l a b e l ( ’ t ’ )
109 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )





115 f o r i =1:1 %gamma
116 f o r q =4:4 %a
117 f o r k =1:3
118 m=1;
119 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
120 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) . ∗ x ) ) . ˆ ( 1 /gamma( i ) )
67
−1)
121 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
122 t =ones ( 1 , 7 6 ) ;
123 S=ones ( 1 , 7 6 ) ;
124 I =ones ( 1 , 7 6 ) ;
125 y=ones ( 1 , 7 6 ) ;
126 f o r p=1:76
127 t ( p ) =p+64;
128 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
129 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
130 f o r p=2:76
131 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
132 S ( p ) =0;
133 e l s e




138 subplot ( 2 , 2 , 4 )
139 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
140 hold a l l
141 legend ({ ’ t ˆ∗=79 ’ , ’ t ˆ∗=87 ’ , ’ t ˆ∗=91 ’ } , ’ FontSize ’ , 8 )
142 t i t l e ( ’ \alpha = 0 . 0 1 ’ )
143 x l a b e l ( ’ t ’ )
144 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )









153 f i g u r e
154 annotat ion ( ’ textbox ’ , [0 0 . 9 1 0 . 1 ] , ’ S t r i n g ’ , ’ Optimal
Accumulated Wealth Function f o r \gamma =1 ’ , ’ EdgeColor ’ , ’ none
’ , ’ HorizontalAlignment ’ , ’ c e n t e r ’ , ’ Fonts ize ’ , 1 2 )
155 f o r i =2:2 %gamma
156 f o r q =1:1 %a
157 f o r k =1:3
158 m=1;
159 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
160 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) . ∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
161 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
162 t =ones ( 1 , 7 6 ) ;
163 S=ones ( 1 , 7 6 ) ;
69
164 I =ones ( 1 , 7 6 ) ;
165 y=ones ( 1 , 7 6 ) ;
166 f o r p=1:76
167 t ( p ) =p+64;
168 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
169 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
170 f o r p=2:76
171 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
172 S ( p ) =0;
173 e l s e




178 subplot ( 2 , 2 , 1 )
179 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
180 hold a l l
181 legend ({ ’ t ˆ∗=70 ’ , ’ t ˆ∗=74 ’ , ’ t ˆ∗=76 ’ } , ’ FontSize ’ , 8 )
182 t i t l e ( ’ \alpha = 0 . 1 0 ’ )
183 x l a b e l ( ’ t ’ )
184 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )





190 f o r i =2:2 %gamma
70
191 f o r q =2:2 %a
192 f o r k =1:3
193 m=1;
194 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
195 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) .∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
196 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
197 t =ones ( 1 , 7 6 ) ;
198 S=ones ( 1 , 7 6 ) ;
199 I =ones ( 1 , 7 6 ) ;
200 y=ones ( 1 , 7 6 ) ;
201 f o r p=1:76
202 t ( p ) =p+64;
203 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
204 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
205 f o r p=2:76
206 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
207 S ( p ) =0;
208 e l s e





213 subplot ( 2 , 2 , 2 )
214 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
215 hold a l l
216 legend ({ ’ t ˆ∗=71 ’ , ’ t ˆ∗=77 ’ , ’ t ˆ∗=80 ’ } , ’ FontSize ’ , 8 )
217 t i t l e ( ’ \alpha = 0 . 0 5 ’ )
218 x l a b e l ( ’ t ’ )
219 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )





225 f o r i =2:2 %gamma
226 f o r q =3:3 %a
227 f o r k =1:3
228 m=1;
229 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
230 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
72
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) .∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
231 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
232 t =ones ( 1 , 7 6 ) ;
233 S=ones ( 1 , 7 6 ) ;
234 I =ones ( 1 , 7 6 ) ;
235 y=ones ( 1 , 7 6 ) ;
236 f o r p=1:76
237 t ( p ) =p+64;
238 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
239 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
240 f o r p=2:76
241 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
242 S ( p ) =0;
243 e l s e




248 subplot ( 2 , 2 , 3 )
249 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
250 hold a l l
251 legend ({ ’ t ˆ∗=73 ’ , ’ t ˆ∗=79 ’ , ’ t ˆ∗=82 ’ } , ’ FontSize ’ , 8 )
252 t i t l e ( ’ \alpha = 0 . 0 3 ’ )
253 x l a b e l ( ’ t ’ )
254 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )






260 f o r i =2:2 %gamma
261 f o r q =4:4 %a
262 f o r k =1:3
263 m=1;
264 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
265 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) . ∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
266 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
267 t =ones ( 1 , 7 6 ) ;
268 S=ones ( 1 , 7 6 ) ;
269 I =ones ( 1 , 7 6 ) ;
270 y=ones ( 1 , 7 6 ) ;
271 f o r p=1:76
272 t ( p ) =p+64;
273 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
274 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
74
275 f o r p=2:76
276 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
277 S ( p ) =0;
278 e l s e




283 subplot ( 2 , 2 , 4 )
284 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
285 hold a l l
286 legend ({ ’ t ˆ∗=75 ’ , ’ t ˆ∗=81 ’ , ’ t ˆ∗=84 ’ } , ’ FontSize ’ , 8 )
287 t i t l e ( ’ \alpha = 0 . 0 1 ’ )
288 x l a b e l ( ’ t ’ )
289 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )








298 f i g u r e
299 annotat ion ( ’ textbox ’ , [0 0 . 9 1 0 . 1 ] , ’ S t r i n g ’ , ’ Optimal
Accumulated Wealth Function f o r \gamma =0.5 ’ , ’ EdgeColor ’ , ’
none ’ , ’ HorizontalAlignment ’ , ’ c e n t e r ’ , ’ Fonts ize ’ , 1 2 )
75
300 f o r i =3:3 %gamma
301 f o r q =1:1 %a
302 f o r k =1:3
303 m=1;
304 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
305 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) .∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
306 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
307 t =ones ( 1 , 7 6 ) ;
308 S=ones ( 1 , 7 6 ) ;
309 I =ones ( 1 , 7 6 ) ;
310 y=ones ( 1 , 7 6 ) ;
311 f o r p=1:76
312 t ( p ) =p+64;
313 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
314 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
315 f o r p=2:76
316 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
317 S ( p ) =0;
318 e l s e
76




323 subplot ( 2 , 2 , 1 )
324 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
325 hold a l l
326 legend ({ ’ t ˆ∗=68 ’ , ’ t ˆ∗=71 ’ , ’ t ˆ∗=73 ’ } , ’ FontSize ’ , 8 )
327 t i t l e ( ’ \alpha = 0 . 1 0 ’ )
328 x l a b e l ( ’ t ’ )
329 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )





335 f o r i =3:3 %gamma
336 f o r q =2:2 %a
337 f o r k =1:3
338 m=1;
339 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
340 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
77
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) .∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
341 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
342 t =ones ( 1 , 7 6 ) ;
343 S=ones ( 1 , 7 6 ) ;
344 I =ones ( 1 , 7 6 ) ;
345 y=ones ( 1 , 7 6 ) ;
346 f o r p=1:76
347 t ( p ) =p+64;
348 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
349 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
350 f o r p=2:76
351 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
352 S ( p ) =0;
353 e l s e




358 subplot ( 2 , 2 , 2 )
359 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
360 hold a l l
361 legend ({ ’ t ˆ∗=70 ’ , ’ t ˆ∗=73 ’ , ’ t ˆ∗=76 ’ } , ’ FontSize ’ , 8 )
362 t i t l e ( ’ \alpha = 0 . 0 5 ’ )
363 x l a b e l ( ’ t ’ )
364 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )
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370 f o r i =3:3 %gamma
371 f o r q =3:3 %a
372 f o r k =1:3
373 m=1;
374 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
375 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) . ∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
376 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
377 t =ones ( 1 , 7 6 ) ;
378 S=ones ( 1 , 7 6 ) ;
379 I =ones ( 1 , 7 6 ) ;
380 y=ones ( 1 , 7 6 ) ;
381 f o r p=1:76
382 t ( p ) =p+64;
383 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
79
384 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
385 f o r p=2:76
386 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
387 S ( p ) =0;
388 e l s e




393 subplot ( 2 , 2 , 3 )
394 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
395 hold a l l
396 legend ({ ’ t ˆ∗=71 ’ , ’ t ˆ∗=75 ’ , ’ t ˆ∗=78 ’ } , ’ FontSize ’ , 8 )
397 t i t l e ( ’ \alpha = 0 . 0 3 ’ )
398 x l a b e l ( ’ t ’ )
399 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )





405 f o r i =3:3 %gamma
406 f o r q =4:4 %a
407 f o r k =1:3
408 m=1;
409 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
80
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
410 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) .∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
411 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
412 t =ones ( 1 , 7 6 ) ;
413 S=ones ( 1 , 7 6 ) ;
414 I =ones ( 1 , 7 6 ) ;
415 y=ones ( 1 , 7 6 ) ;
416 f o r p=1:76
417 t ( p ) =p+64;
418 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
419 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
420 f o r p=2:76
421 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
422 S ( p ) =0;
423 e l s e




428 subplot ( 2 , 2 , 4 )
429 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
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430 hold a l l
431 legend ({ ’ t ˆ∗=73 ’ , ’ t ˆ∗=78 ’ , ’ t ˆ∗=80 ’ } , ’ FontSize ’ , 8 )
432 t i t l e ( ’ \alpha = 0 . 0 1 ’ )
433 x l a b e l ( ’ t ’ )
434 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )








443 f i g u r e
444 annotat ion ( ’ textbox ’ , [0 0 . 9 1 0 . 1 ] , ’ S t r i n g ’ , ’ Optimal
Accumulated Wealth Function f o r \gamma =0.1 ’ , ’ EdgeColor ’ , ’
none ’ , ’ HorizontalAlignment ’ , ’ c e n t e r ’ , ’ Fonts ize ’ , 1 2 )
445 f o r i =4:4 %gamma
446 f o r q =1:1 %a
447 f o r k =1:3
448 m=1;
449 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
450 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
82
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) .∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
451 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
452 t =ones ( 1 , 7 6 ) ;
453 S=ones ( 1 , 7 6 ) ;
454 I =ones ( 1 , 7 6 ) ;
455 y=ones ( 1 , 7 6 ) ;
456 f o r p=1:76
457 t ( p ) =p+64;
458 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
459 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
460 f o r p=2:76
461 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
462 S ( p ) =0;
463 e l s e




468 subplot ( 2 , 2 , 1 )
469 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
470 hold a l l
471 legend ({ ’ t ˆ∗=66 ’ , ’ t ˆ∗=67 ’ , ’ t ˆ∗=68 ’ } , ’ FontSize ’ , 8 )
472 t i t l e ( ’ \alpha = 0 . 1 0 ’ )
473 x l a b e l ( ’ t ’ )
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474 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )





480 f o r i =4:4 %gamma
481 f o r q =2:2 %a
482 f o r k =1:3
483 m=1;
484 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
485 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) . ∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
486 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
487 t =ones ( 1 , 7 6 ) ;
488 S=ones ( 1 , 7 6 ) ;
489 I =ones ( 1 , 7 6 ) ;
490 y=ones ( 1 , 7 6 ) ;
491 f o r p=1:76
492 t ( p ) =p+64;
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493 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
494 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
495 f o r p=2:76
496 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
497 S ( p ) =0;
498 e l s e




503 subplot ( 2 , 2 , 2 )
504 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
505 hold a l l
506 legend ({ ’ t ˆ∗=67 ’ , ’ t ˆ∗=69 ’ , ’ t ˆ∗=70 ’ } , ’ FontSize ’ , 8 )
507 t i t l e ( ’ \alpha = 0 . 0 5 ’ )
508 x l a b e l ( ’ t ’ )
509 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )





515 f o r i =4:4 %gamma
516 f o r q =3:3 %a
517 f o r k =1:3
518 m=1;
519 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
85
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
520 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) .∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
521 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
522 t =ones ( 1 , 7 6 ) ;
523 S=ones ( 1 , 7 6 ) ;
524 I =ones ( 1 , 7 6 ) ;
525 y=ones ( 1 , 7 6 ) ;
526 f o r p=1:76
527 t ( p ) =p+64;
528 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
529 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
530 f o r p=2:76
531 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
532 S ( p ) =0;
533 e l s e




538 subplot ( 2 , 2 , 3 )
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539 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
540 hold a l l
541 legend ({ ’ t ˆ∗=68 ’ , ’ t ˆ∗=70 ’ , ’ t ˆ∗=71 ’ } , ’ FontSize ’ , 8 )
542 t i t l e ( ’ \alpha = 0 . 0 3 ’ )
543 x l a b e l ( ’ t ’ )
544 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )





550 f o r i =4:4 %gamma
551 f o r q =4:4 %a
552 f o r k =1:3
553 m=1;
554 fun=@( z ) ( exp(− j . ∗ ( z−65) ) ) .∗ ( 1 − ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r
( 4 . ∗ ( i −1)+q , k ) ) ) −1) ) . ∗m.ˆ ( −gamma( i ) ) ) ˆ(−1/gamma( i )
) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ ( exp ( 0 . 0 8 7 . ∗ z ) −1) ) . ∗ exp ( ( j−a ( q )
) .∗ z ) ) . ˆ ( 1 /gamma( i ) ) ) )
555 S0=@( x ) exp(− j ∗ ( x−65) ) . ∗ ( ( ( exp ( ( j−a ( q ) ) .∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) .∗ exp ( −0 . 0 0 0 9 3 .∗ ( exp ( ( 0 . 0 8 7 . ∗ t s t a r ( 4 . ∗ ( i
−1)+q , k ) ) ) −1) ) ) . ˆ (−1/gamma( i ) ) ) . ∗ ( exp ( −0 . 0 0 0 9 3 .∗ (
exp ( 0 . 0 8 7 . ∗ x ) −1) ) . ∗ exp ( ( j−a ( q ) ) . ∗ x ) ) . ˆ ( 1 /gamma( i ) )
−1)
556 S00= i n t e g r a l ( S0 , 6 5 , t s t a r ( 4∗ ( i −1)+q , k ) )
557 t =ones ( 1 , 7 6 ) ;
87
558 S=ones ( 1 , 7 6 ) ;
559 I =ones ( 1 , 7 6 ) ;
560 y=ones ( 1 , 7 6 ) ;
561 f o r p=1:76
562 t ( p ) =p+64;
563 I ( p ) = i n t e g r a l ( fun , 6 5 , t ( p ) )
564 S ( p ) =exp ( j ∗ ( t ( p ) −65) ) ∗ ( S00∗m+ I ( p ) )
565 f o r p=2:76
566 i f ( ( S ( p )<=0) | | ( S ( p−1)==0) )
567 S ( p ) =0;
568 e l s e




573 subplot ( 2 , 2 , 4 )
574 p l o t ( t ( 1 : 7 5 ) , S ( 1 : 7 5 ) )
575 hold a l l
576 legend ({ ’ t ˆ∗=69 ’ , ’ t ˆ∗=72 ’ , ’ t ˆ∗=73 ’ } , ’ FontSize ’ , 8 )
577 t i t l e ( ’ \alpha = 0 . 0 1 ’ )
578 x l a b e l ( ’ t ’ )
579 y l a b e l ( ’ S ˆ ∗ ( t ) ’ )
580 a x i s ( [ 6 5 80 0 i n f ] )
581 end
582 end
583 end
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