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Abstract
We study localization and localization almost everywhere of Schrödinger means of functions in Sobolev
spaces.
© 2012 Elsevier Masson SAS. All rights reserved.
1. Introduction
For f ∈ L1(Rn) we define the Fourier transform fˆ by the formula
fˆ (ξ) =
∫
Rn
e−iξ ·xf (x) dx, ξ ∈Rn.
For f belonging to L1(Rn) or L2(Rn) and R > 0 we also set
sRf (x) = (2π)−n
∫
|ξ |R
eiξ ·xfˆ (ξ) dξ, x ∈Rn.
The classical lozalization principle for Fourier integrals says that if f ∈ L1(R) then sRf (x) → 0
as R → ∞ for every x in R\(suppf ). It is easy to see that here L1(R) can be replaced by L2(R).
It is also well known that the localization property fails for f ∈ Ł2(Rn) if n  2. However,
Carbery and Soria [1] proved the following result on localization almost everywhere.
Theorem A. Assume n 2 and f ∈ L2(Rn). Then sRf (x) → 0 as R → ∞ for almost every x
in Rn\(suppf ).
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here study localization and localization almost everywhere of Schrödinger means.
Assuming that f belongs to the Schwartz class S(Rn) we set
Stf (x) =
∫
Rn
eix·ξ eit |ξ |2 fˆ (ξ) dξ, x ∈Rn, t ∈R.
If we set u(x, t) = (2π)−nStf (x), then u(x,0) = f (x) and u satisfies the Schrödinger equation
i∂u/∂t = u.
It is well known that ei|ξ |2 has Fourier transform K(x) = ce−i|x|2/4 where c is a constant. Also
eit |ξ |2 has Fourier transform
Kt(x) = 1
tn/2
K
(
x
t1/2
)
= c 1
tn/2
e−i|x|2/4t for t > 0.
It follows that Stf (x) = Kt ∗ f (x) for f ∈ S and t > 0. We set Stf (x) = Kt ∗ f (x) for f ∈
L2(Rn) with compact support. Also define the Sobolev spaces Hs by setting
Hs =
{
f ∈ S ′; ‖f ‖Hs < ∞
}
, s ∈R,
where
‖f ‖Hs =
( ∫
Rn
(
1 + |ξ |2)s∣∣fˆ (ξ)∣∣2 dξ
)1/2
.
We shall consider the following statements where we assume s  0.
Statement 1. If f ∈ Hs and f has compact support then limt→0 Stf (x) = 0 for every x in
R
n \ (suppf ).
Statement 2. If f ∈ Hs and f has compact support then limt→0 Stf (x) = 0 for almost every x
in Rn \ (suppf ).
We shall study the following questions.
Question 1. For which values of s does Statement 1 hold?
Question 2. For which values of s does Statement 2 hold?
We have not been able to find the answer to Question 1 in the literature. We have the following
result.
Theorem 1. Assume n 1. Then Statement 1 is true if and only if s  n/2.
We shall then discuss Question 2. For n = 1 it is known that Statement 2 holds if and only
if s  1/4. In fact a convergence result of Carleson [3] and Dahlberg and Kenig [4] shows that
the condition s  1/4 is sufficient and a counterexample of Sjölin and Soria proves that this
condition is also necessary (see Sjölin [9]).
For n  2 one knows that s > 1/2 is a sufficient condition for Statement 2 (see Sjölin [7]
and Vega [11]) and the above counterexample also works for n  2 and shows that s  1/4
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sufficient (see Lee [5]). Here we shall prove the following result.
Theorem 2. Assume n 3. Then Statement 2 is true also for s = 1/2.
To obtain Theorem 2 we shall use a result on regularity of spherical means of functions in Rn
(see Sjölin [6]).
2. Proofs
We remark that Statement 1 holds trivially for s > n/2. This follows from the fact that if
f ∈ Hs with s > n/2, then fˆ ∈ L1(Rn).
We shall first prove Theorem 1.
Proof of Theorem 1. Assume f ∈ Hn/2, suppf compact and x ∈Rn \ (suppf ). We shall prove
that Stf (x) → 0 as t → 0. Without loss of generality we may assume that x = 0 and suppf ⊂
{x ∈Rn;A−1  |x|A} for some constant A> 0. Splitting f and performing a change of scale
we may also assume that suppf ⊂ {x ∈ Rn;1 < |x| < 2}. Then choose ϕ ∈ C∞0 (Rn) such that
ϕ  0, ϕ(x) = 1 for 1 |x| 2, and suppϕ ⊂ {x;1/2 < |x| < 3}. Setting N = 1/2√t and using
the fact that Kt is even we obtain
Stf (0) = Kt ∗ f (0) =
∫
Kt(y)f (y) dy =
∫
Kt(y)f (y)ϕ(y) dy
= c 1
tn/2
∫
e−i|y|2/4t f (y)ϕ(y) dy = cNn
∫
e−iN2|y|2f (y)ϕ(y) dy,
where c denotes non-vanishing constants.
We set
ψN(y) = NneiN2|y|2ϕ(y), y ∈Rn, N  1.
Invoking the Plancherel theorem one then obtains
Stf (0) = c
∫
f (y)ψN(y)dy = c
∫
fˆ (ξ)ψˆN (ξ) dξ.
Assuming N  10 we shall then estimate ψˆN . One finds that
ψˆN(ξ) =
∫
e−iξ ·xψN(x)dx = Nn
∫
eiN
2|x|2−iξ ·xϕ(x) dx
= Nn
∫
ei(N
2|x|2−ξ ·x)ϕ(x) dx = Nn
∫
eiG(x)ϕ(x) dx = Nn
∫
eiN
2F(x)ϕ(x) dx
where G(x) = N2|x|2 − ξ · x and
F(x) = |x|2 − 1
N2
ξ · x for 1/2 |x| 3.
For 1 j  n one has
∂F = 2xj − ξj2∂xj N
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∂2F
∂x2j
= 2
while ∂2F/∂xi∂xj = 0 for i 
= j and 1 i  n. Also we have
∂G
∂xj
= 2N2xj − ξj
and ∂2G/∂x2j = 2N2.
Then assume |ξ |  100nN2. We shall first estimate ψˆN(ξ) in the case n = 1. One has
|G′(x)| cN2 and also |G′(x)| c|ξ | for 1/2 |x| 3. We write∫
eiGϕ dx =
∫
eiGiG′ ϕ
iG′
dx
and integrating by parts twice we obtain∫
eiGϕ dx = i
∫
eiG
(
ϕ′
G′
− ϕG
′′
(G′)2
)
dx =
∫
eiGiG′
(
ϕ′
(G′)2
− ϕG
′′
(G′)3
)
dx
= −
∫
eiG
(
ϕ′′
(G′)2
− 3 ϕ
′G′′
(G′)3
+ 3ϕ(G
′′)2
(G′)4
)
dx
and ∣∣∣∣
∫
eiGϕ dx
∣∣∣∣ C
∫ (∣∣ϕ′′∣∣ 1|G′|2 +
∣∣ϕ′∣∣ |G′′||G′|3 + |ϕ|
|G′′|2
|G′|4
)
dx.
It follows that
∣∣ψˆN (ξ)∣∣ CNn
∫
1/2|x|3
∣∣G′∣∣−2 dx  CNn|ξ |−2.
Integrating by parts several times one obtains
∣∣ψˆN (ξ)∣∣ CNn
∫
1/2|x|3
∣∣G′∣∣−l dx  CNn|ξ |−l
where l is arbitrarily large. We conclude that one has estimates of the type∣∣ψˆN (ξ)∣∣ CN−k|ξ |−k (1)
and ∣∣ψˆN (ξ)∣∣ CN−k (2)
where k is arbitrarily large and C depends on k.
We shall then study the case |ξ |  100nN2 and n  2. We first observe that one has |ξj | 
100N2 for some j and hence |∂G/∂xj | c|ξ |. In the integral∫
eiGϕ dx
we now make integrations by parts in the xj -variable and as above one obtains (1) and (2).
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F(x) = |x|2 − α · x =
n∑
1
[
(xj − αj/2)2 − α2j /4
]= |x − α/2|2 − |α|2/4.
Writing
I0 =
∫
eiN
2Fϕ dx
and performing a change of variable y = x − α/2 we obtain
I0 = e−iN2|α|2/4
∫
eiN
2|x−α/2|2ϕ(x)dx = e−i|ξ |2/4N2
∫
eiN
2|y|2ϕ(α/2 + y)dy.
For every α we have
supp
(
ϕ(α/2 + y))⊂ B(0;100n)
where B(a; r) denotes the ball {x; |x − a| r} and we consider ϕ(α/2 + y) as a function of y.
Also the derivatives Dγ (ϕ(α/2 + y)) are uniformly bounded in α for every γ . We can therefore
use estimates in Stein [10, pp. 335 and 345], to conclude that
|I0| C
(
N2
)−n/2 = CN−n
and hence∣∣ψˆN(ξ)∣∣ C. (3)
It remains to study the case |ξ |N2/10. As above we shall estimate the integral
J =
∫
eiN
2|y|2ϕ(α/2 + y)dy
where now |α| 1/10. We have supp(ϕ(α/2+y)) ⊂ {y;0.2 |y| 4} and can therefore use an
estimate in [10, pp. 336 and 346], to conclude that
|J | CN−k
where k is arbitrarily large. Hence we obtain∣∣ψˆN(ξ)∣∣ CN−k (4)
where k is arbitrarily large.
We shall then estimate Stf (0). Setting Q = {ξ ;N2/10  |ξ |  100nN2} and invoking the
inequality (3) we obtain
∣∣Stf (0)∣∣ C
∫ ∣∣fˆ (ξ)∣∣∣∣ψˆN(ξ)∣∣dξ
 C
∫
Q
∣∣fˆ (ξ)∣∣dξ +C
∫
Rn\Q
∣∣fˆ (ξ)∣∣∣∣ψˆN(ξ)∣∣dξ
 C
( ∫
Q
∣∣fˆ (ξ)∣∣2|ξ |ndξ
)1/2( ∫
Q
|ξ |−n dξ
)1/2
+C
( ∫ ∣∣fˆ (ξ)∣∣2dξ
)1/2( ∫
n
∣∣ψˆN(ξ)∣∣2 dξ
)1/2
.R \Q
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Q
|ξ |−n dξ  C
we get
∣∣Stf (0)∣∣ C
( ∫
|ξ |N2/10
∣∣fˆ (ξ)∣∣2|ξ |n dξ
)1/2
+C‖f ‖2
( ∫
Rn\Q
∣∣ψˆN (ξ)∣∣2 dξ
)1/2
. (5)
The first term on the right-hand side tends to 0 as t → 0 since f ∈ Hn/2. Invoking the inequal-
ity (4) with k = 2n and the estimate (1) with k = n we also obtain∫
Rn\Q
∣∣ψˆN(ξ)∣∣2 dξ =
∫
B(0;N2/10)
∣∣ψˆN (ξ)∣∣2 dξ +
∫
|ξ |100nN2
∣∣ψˆN(ξ)∣∣2 dξ
 C
∫
B(0;N2/10)
N−4n dξ +C
∫
|ξ |100nN2
N−2n|ξ |−2n dξ  CN−2n
and hence the second term on the right-hand side of (5) also tends to 0 as t → 0. Thus we have
proved that Stf (0) → 0 as t → 0.
We shall then prove that if s < n/2 then there exists f ∈ Hs with suppf ⊂ {x;1 < |x| < 2}
such that we do not have
lim
t→0Stf (0) = 0.
We may assume that s is close to n/2. We choose ϕ0 ∈ C∞0 (Rn) such that suppϕ0 ⊂ {x;1 <|x| < 2}, ϕ0  0, and ϕ0(x) = 1 for 1.1 |x| 1.9.
As above we obtain∫
Kt(y)ϕ0(y)h(y) dy = c
∫
h(y)ψN(y) dy = c
∫
hˆ(ξ)ψˆN(ξ) dξ (6)
for every h ∈ Hs , where N = 1/2√t and now ψN(y) = NneiN2|y|2ϕ0(y), N  1.
For N = 1,2,3, . . . we set LN(h) =
∫
h(y)ψN(y) dy for h ∈ Hs .
Then each LN is a bounded linear functional on Hs . Since H−s is the dual space of Hs it
follows from (6) that
‖LN‖ = c
(∫ ∣∣ψˆN(ξ)∣∣2(1 + |ξ |2)−s dξ
)1/2
.
We shall estimate ‖LN‖ from below and therefore need a lower bound for |ψˆN |. As above we
have ∣∣ψˆN (ξ)∣∣= Nn|I |,
where
I =
∫
eiN
2|y|2ϕ0(α/2 + y)dy
with α = ξ/N2.
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α = ξ/N2 so that α = 3 for n = 1 and α = (3,0, . . . ,0) for n  2. We shall estimate I for
|ξ − ξ | N2/10, that is, for |α − α| 1/10. We choose β ∈ C∞0 (Rn) so that β  0, suppβ ⊂
B(0;2ε), and β(y) = 1 for |y| ε, where ε > 0 is small. We then have I = I1 + I2 where
I1 =
∫
eiN
2|y|2β(y)ϕ(α/2 + y)dy
and
I2 =
∫
eiN
2|y|2(1 − β(y))ϕ0(α/2 + y)dy.
Since |α/2 − α/2| 1/20 it follows that∣∣(α/2 + y)− α/2∣∣ 1/20 + 2ε
and ϕ0(α/2 + y) = 1 for y ∈ suppβ . Therefore
I1 =
∫
eiN
2|y|2β(y)dy
and an application of the method of stationary phase shows that
I1 =
(
N2
)−n/2
a +O(N−n−1)= aN−n +O(N−n−1)
as N → ∞, where a denotes a non-vanishing constant (see Stein [10, pp. 334 and 344]). Hence
|I1| cN−n
for large values of N .
To estimate I2 we observe that
supp
(
ϕ0(α/2 + y)
(
1 − β(y)))⊂ {y; ε  |y| 100}
and that the derivatives Dγ (ϕ0(α/2 + y)(1 − β(y))) are uniformly bounded in α for every γ .
Integrations by parts therefore give the estimate
|I2| CN−n−1
(see [10, pp. 336 and 346]). It follows that
|I | cN−n
and |ψˆN(ξ)| c for ξ ∈ B(ξ ;N2/10) and N large. Hence
‖LN‖ c
( ∫
B(ξ ;N2/10)
(
1 + |ξ |2)−s dξ
)1/2
 c
(
N2nN−4s
)1/2 = cNn−2s .
Since s < n/2 we find that ‖LN‖ → ∞ as N → ∞. According to the Banach–Steinhaus theorem
it follows that there exists a function h0 ∈ Hs such that the sequence (LN(h0))∞N=1 is unbounded.
We set f = ϕ0h0 and it follows that f ∈ Hs and suppf ⊂ {x;1 < |x| < 2}. Using the equality (6)
one obtains
Stf (0) =
∫
Kt(y)f (y) dy =
∫
Kt(y)ϕ0(y)h0(y) dy = c
∫
h0(y)ψN(y) dy
= cLN(h0), N = 1,2,3, . . . ,
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lim
t→0Stf (0) = 0.
This completes the proof of Theorem 1. 
To prove Theorem 2 we shall use a result on regularity of spherical means in Sjölin [6]. We
assume n 2 and for f ∈ L1loc(Rn) we set
Fx(t) =
∫
Sn−1
f (x − ty) dσ (y), x ∈Rn, t ∈R,
where σ denotes the surface measure on Sn−1. Also let ϕ ∈ C∞0 (R) and assume that suppϕ ⊂
(0,∞). It is proved in [6] that
( ∫
Rn
‖ϕFx‖2Hn/2−1/2(R) dx
)1/2
 C‖f ‖2.
A simple modification of the proof of the above inequality (see [6, pp. 279–282]) shows that
( ∫
Rn
‖ϕFx‖2Hn/2(R) dx
)1/2
 C‖f ‖H1/2(Rn). (7)
We shall use this inequality in the proof of Theorem 2.
Proof of Theorem 2. For k = 2,3,4, . . . , we choose functions ϕk ∈ C∞0 (R) such that ϕk  0,
ϕk(t) = 1 for 1/k  t  k, and ϕk(t) = 0 for t  1/(2k) and t  2k. Now assume that f ∈
H1/2(Rn) and that f has compact support. It follows from the inequality (7) with ϕ = ϕk that
there exists a set E ⊂ Rn such that Rn \ E has Lebesgue measure 0 and for every x ∈ E one
has ϕkFx ∈ Hn/2(R) for k = 2,3,4, . . . . Then fix x ∈ (Rn \ (suppf )) ∩ E. We shall prove that
Stf (x) → 0 as t → 0.
It is easy to see that there exist numbers d and b (depending on x) with 0 < d < b such that if
x − y ∈ suppf then d < |y| < b. Choosing k large enough we obtain
Stf (x) = Kt ∗ f (x) =
∫
Kt(y)f (x − y)dy =
∫
Kt(y)ϕk
(|y|)f (x − y)dy.
We then choose m so that m> 2k. Then ϕm(t) = 1 on suppϕk and writing ϕ0 = ϕm and perform-
ing a change of variable y = sy′ we obtain
Stf (x) = c
∞∫
0
Nne−iN2s2ϕk(s)
( ∫
sn−1
f
(
x − sy′)dσ (y′)
)
sn−1 ds
= c
∞∫
0
Nne−iN2s2ϕk(s)Fx(s)sn−1 ds = c
∞∫
0
Nne−iN2s2ϕ0(s)sn−1ϕk(s)Fx(s) ds.
We set gx(s) = sn−1ϕk(s)Fx(s) and ψN(s) = NneiN2s2ϕ0(s), s ∈R.
It follows that gx ∈ Hn/2(R) and
646 P. Sjölin / Bull. Sci. math. 136 (2012) 638–647Stf (x) = c
∫
R
gx(s)ψN(s) ds = c
∫
R
gˆx(ξ)ψˆN(ξ) dξ.
Then we shall estimate ψˆN (ξ) in the same way as we obtained the inequalities (1), (3), and (4)
above. One finds that there exist numbers a and A with 0 < a <A such that∣∣ψˆN(ξ)∣∣ CN−k|ξ |−k for |ξ |AN2, (8)∣∣ψˆN(ξ)∣∣ CNn−1 for aN2  |ξ |AN2, (9)
and ∣∣ψˆN(ξ)∣∣ CN−k for |ξ | aN2, (10)
where k is arbitrarily large.
Setting Q = {ξ ∈R;aN2  |ξ |AN2} and using the estimates (8), (9), and (10) we obtain
∣∣Stf (x)∣∣ C
∫
R
∣∣gˆx(ξ)∣∣∣∣ψˆN (ξ)∣∣dξ  CNn−1
∫
Q
∣∣gˆx(ξ)∣∣dξ +C
∫
R\Q
∣∣gˆx(ξ)∣∣∣∣ψˆN(ξ)∣∣dξ
 C
(∫
Q
∣∣gˆx(ξ)∣∣2|ξ |ndξ
)1/2
Nn−1
(∫
Q
|ξ |−n dξ
)1/2
+C‖gx‖2
( ∫
R\Q
∣∣ψˆN(ξ)∣∣2 dξ
)1/2
 C
( ∫
|ξ |aN2
∣∣gˆx(ξ)∣∣2|ξ |n dξ
)1/2
Nn−1
(
N2N−2n
)1/2
+ ‖gx‖2C
( ∫
|ξ |AN2
N−2k|ξ |−2k dξ +
∫
|ξ |aN2
N−2k dξ
)1/2
 C
( ∫
|ξ |aN2
∣∣gˆx(ξ)∣∣2|ξ |n dξ
)1/2
+C‖gx‖2N−1,
where we have taken k = 2. Since gx ∈ Hn/2(R) it follows that Stf (x) → 0 as t → 0 and
N → ∞. Thus the proof of Theorem 2 is complete. 
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