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TYING UP INSTANTONS WITH ANTI-INSTANTONS
NIKITA NEKRASOV
Abstract. In quantizing classical mechanical systems one often sums over the clas-
sical trajectories as in localization formulas, but also takes into account the contribu-
tions of the "instanton gas": a set of approximate solutions of the equations of motion.
This paper attempts to alleviate some of the frustrations of this 40+ years old ap-
proach by finding the honest solutions of equations of motion of the complexified clas-
sical mechanical system. These ideas originate in the Bethe/gauge correspondence.
The examples include algebraic integrable systems, from the abstract Hitchin systems
to the well-studied anharmonic oscillator. We also speculate on the applications to
the black hole radiation. We elucidate the relation between Lefschetz thimbles and
the Ω-deformed B-model. We propose the notion of the topological renormalization
group.
In memory of L. D. Faddeev
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1. Preface
I first met L.D. Faddeev in Leningrad in 1991 during a conference on mathematical
physics and, more specifically, quantum groups. I only started my undergraduate
studies in Moscow and was very much interested in quantum field theory, string theory
and topology. Moscow and Leningrad schools of theoretical and mathematical physics
were competing, so I came from the rivals camp. In fact, one of the physicists at
the ITEP with whom I discussed my first undergraduate project: black hole creation
in high-energy collisions, told me not to discuss this with L.D. So, understandably,
my first impression of L.D. was that of pure fear. I was not alone: all students and
almost all professors (I can only think of one person who seemed not to care) who
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gave talks at the meeting would look at L.D. in the audience for his approval, fearing
his disagreement (and there was some). He was the lion, watching over his pride. His
remarks were usually aimed not at the speaker, but at the audience. My last meeting
with L.D. was in 2016, in the same city, which by that time became Saint-Petersburg. I
lectured at the Chebyshev laboratory on non-perturbative calculations in gauge theory
(which we’ll discuss below), the lecture was aimed at students, but L.D. nevertheless
came by (on his way to meet the President of Russian Federation, to talk him into
continuing the support of fundamental research in Russia), and made several remarks,
aimed mostly at the audience.
Twenty five years which passed in between were more or less the second half of L.D.’s
active career. His interests in physics and mathematics shaped mine, both through the
direct interaction and via the interaction and collaboration with his former students,
the members of Faddeev’s school. Several of favorite topics of L.D. : quantum mechan-
ics, quantum integrable systems, quantum gauge theory, the “art of quantization” are
now my favorite topics as well. This article is a novel (or so it seemed at the time of
writing) approach to the old problem which is at the interface of these themes.
2. Introduction
In the summer of 1995 I was a student at the Ettore Majorana Center summer school
on sub-atomic physics in Erice. This place and the school are famous for many reasons.
One of them is the lecture course taught by S. Coleman in 1977 [21] (see [78, 17] for the
works on which this course was based). I studied the instanton methods using these
lecture notes, and of course the book [79].
The textbook quantum mechanical problem, which shows the violation of classical
intuition, is the non-perturbative splitting of the ground energy level of the quantum
mechanical double well potential
(1) U (x) = 1
4
λ(x2 − v2)2
It can be derived using the semi-classical calculation of the tunneling amplitude using
the instanton-anti-instanton gas picture. In this picture, the ground state energy is
extracted using the small temperature β → ∞ limit of the matrix elements of the
Euclidean evolution operators:
(2) Mlr = 〈−v|e−βĤ |+v〉 , Mrr = 〈+v|e−βĤ |+v〉
which are represented by the path integrals:
(3) Mlr =
∫
x(0)=v,x(β)=−v
e−S[x(t)]Dx(t) , Mrr =
∫
x(0)=x(β)=v
e−S[x(t)]Dx(t)
with the Euclidean action
(4) S[x(t)] =
∫ β
0
x˙2
2
+U (x) .
The critical points of S[x(t)] are the classical trajectories xcl(t) in the potential −U (x).
For β →∞, says the textbook, one has the solution xinst(t) with finite critical value
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S[xinst(t)] = I which describes the particle, which starts at xinst(−∞) = +v and ends at
xinst(+∞) = −v, specifically:
(5) x˙inst = −
√
2U (xinst) =
√
λ
2
(x2 − v2) ≤ 0 =⇒ xinst(t) = x(t0 − t)
where t0 is arbitrary,
(6) x(t) = v tanh(ω0t)
and
(7) 2ω0 = v
√
2λ =
√
U ′′(v)
is the frequency of the harmonic oscillator which approximates U (x) near its critical
points x = ±v. The critical value
(8) I0 = S[x(t)] =
√
8λ
v3
3
In quantum field theory language ω0 is the mass of the perturbative quanta of the field
x(t) in the 0 + 1 dimensional theory described by the action
(9) S[x(t)] =
∫
dt
(
x˙2
2
−U (x)
)
in Minkowski time.
The textbook approach, then, is to note that outside the small interval |t|≤ω−10 the
solution can be approximated by the sign function with exponential accuracy:
(10) x(t) = vsign(t) (1− e−ω0|t| + . . .) ≈ y(t) =

−v , t < −2ω−10
1
2vω0t , −2ω−10 < t < 2ω−10
+v , t > 2ω−10
and then define the n-instanton/antiinstanton (II¯ , in the notations of [7]) configura-
tion by splicing the trajectory defined by:
(11) x(t) =
{
y(t−i − t) , t+i−1 ≤ t < t−i
y(t − t+i ) , t−i+1 ≥ t > t+i
with t+0 = −∞,
(12) t−1  t+1  t−2  t+2  . . . t−n  t+n ,
and t−n+1 = +∞ (for Mrr estimates) and t−n = +∞ (for Mlr estimates).
The textbooks then argue, that the contribution of such configurations is, approxi-
mately,
(13) Mrr,n(β) =
∫
dt−1dt+1dt−2dt+2 . . .dt−ndt+n Krr,n[x(t)]e−S[x(t)]
and
(14) Mlr,n(β) =
∫
dt−1dt+1dt−2dt+2 . . .dt−n Klr,n[x(t)]e−S[x(t)]
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where the integrals are taken over the moduli space (12) with lower and upper limits
taken to be ∓β/2, with K the one-loop contribution times the normalization of the
“zero-modes” t±i :
(15) K...[x(t)] =
1√
Det′ (δ2S)
√
g
With further ingenious approximations one arrives at the estimates Klr,n ∼ K2n−1,
Krr,n ∼ K2n, making the n-II¯ contributions, roughly
(16) Mrr,n(β) ∼ β
2nK2n
(2n)!
e−2nI0 , Mlr,n(β) ∼ β
2n−1K2n−1
(2n− 1)! e
−(2n−1)I0 ,
and, as a result:
(17) Mrr ≈ 12
(
eβKe
−I0 + e−βKe−I0
)
, Mlr ≈ 12
(
eβKe
−I0 − e−βKe−I0
)
The trouble is, of course, that the field configurations (11) are not, for finite β, the
solutions of δS = 0. In fact, expanding S[x(t) + ξ(t)] for small ξ(t) one finds the non-
vanishing tadpoles, i.e. the linear terms in ξ(t). One can tro to remedy this problem
by expanding further [14]:
(18) S[x(t) +ξ(t)] = S[x(t)] +
∫
dt δ(1)S(t)ξ(t) +
1
2
∫
dt1dt2δ
(2)S(t1, t2)ξ(t1)ξ(t2) + . . .
and then solving for ξ(t) in the quadratic approximation, to produce another reference
configuration
(19) x1(t) = x(t)−
∫
dt′G(t, t′)δ(1)S(t′)
where G(t′, t′′) is Green’s function for the symmetric operator δ(2)S. According to
[14], this procedure is suggested by A. Schwarz to be the functional analogue of the
well-known Newton’s algorithm for finding a true critical point, i.e. the solution to
δS = 0.
What does this algorithm converges to, if it converges at all? In [21] it is suggested
that the true critical point of S is to be found “at infinity”.
***
In this paper we propose another answer to this question, in a class of quantum
systems. This class of systems can be loosely described as the “quantization of the
real slices of the algebraic integrable systems”. An example of such a system is the
anharmonic oscillator above. Another example is the many-body elliptic Calogero
system:
(20) Ĥ = −h¯
2
2
N∑
i=1
∂2
∂x2i
+ ν(ν − 1)
∑
i<j
℘(xi − xi ;τ)
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which is the model of N pair-wise repelling particles on a circle of circumference 1
with the potential having an imaginary (for τ ∈ iR) second period. Yet another model
would be a spin chain, of XXX, XXZ, XYZ or Gaudin type 1. We shall classify the
critical points of the analytically continued action S, where the fields are allowed to
take complex values (but the time is kept intact, be it for the Minkowski or Euclidean
path integrals).
The paper is organized as follows. In the section 2 we review the Bethe/gauge-
correspondence. In section 3 we describe the supersymmetric gauge theoretic com-
putation of the thermal partition function Tre−βĤ of the quantum mechanical system
dual to gauge theory on the Bethe side. In section 4 we interpret this computation
using the topological renormalization group, which treats path integral as a period. In
this way we arrive at the problem of finding the solutions of complexified equations of
motion, which we identify with the results of the section 3. The reader, not interested
in the relations to supersymmetry and gauge theory, can proceed directly to section 5
which treats examples. In section 6 we summarize and sketch the directions for future
research.
Acknowledgements. I thank S. Gukov, I. Krichever, and E. Witten for discussions.
The story presented below has been reported on at several conferences and workshops in
the past few years, e.g. "Current Themes in High Energy Physics and Cosmology" at the
NBI (Copenhagen, Aug 2016)2, lectures at the Simons Center for Geometry and Physics
(Stony Brook, Sept 2016), 3,4, Northern California Symplectic Geometry Seminar / UC
Berkeley String-Math Seminar (Berkeley, Nov 2016), Caltech colloquium (Pasadena,
Jan 2017), "Hitchin systems in Mathematics and Physics”, Perimeter Institute (Feb
2017) 5, IGST-2017 in ENS (Paris, Jul 2017)6. I thank the organizers of those events
for their hospitality and the participants for interesting questions and comments. I
would especially like to thank M. Shaposhnikov for bringing to my attention7 the
works [80, 81, 82] where the anharmonic oscillator example which we present in some
detail below has been worked out for the first time.
The paper was completed during the visits to the Institut des Hautes Études Scien-
tifiques (Bures-sur-Yvette) and CERN Theory Division. I thank IHES and CERN for
their hospitality.
1L.D. used to approach me with the remark “You seem to be a nice fellow, but your taste in
integrable models is terrible – here in Leningrad we prefer spin chains to many-body systems ”. Had I
taken his advice earlier than I actually had I would have probably missed to connection of integrable
systems to gauge theories I will be exploiting below, but would have probably found something else.
At any rate, without his work and the work of his school the Bethe/gauge correspondence would not
have been discovered. And in the grand picture both many-body systems and the spin chains are on
equal footing [27, 101]
2https://indico.nbi.ku.dk/event/851/
3http://scgp.stonybrook.edu/video_portal/video.php?id=2772
4http://scgp.stonybrook.edu/video_portal/video.php?id=3028
5https://perimeterinstitute.ca/videos/how-i-learned-stop-worrying-and-love-both-instantons-and-
anti-instantons
6https://www.phys.ens.fr/ igst17/
7albeit during the presentation of this work at CERN
TYING UP INSTANTONS WITH ANTI-INSTANTONS 7
3. Bethe/gauge-correspondence
The Bethe/gauge-correspondence connects the gauge theories with N = (2,2) d = 2
super-Poincare invariance (for example, two dimensional gauge theories with four su-
persymmetries, but also four dimensional N = 1 theories or four dimensional N = 2
theories subject to the two dimensional Ω-deformation) and quantum integrable sys-
tems. It identifies the twisted chiral ring (the cohomology of certain nilpotent super-
charge Q) with the set of quantum integrals of motion, the space of supersymmetric
vacua with the space of states, the joint eigenvalues of quantum integrals with the
vacuum expectation values of the corresponding twisted chiral operators. In the gauge
theory world we don’t care much about the reality of these operators. The space of all
states of gauge theory is a Hilbert space with the physical Hamiltonian being Hermit-
ian, however the states we are talking about are vacua, i.e. they are annihilated by the
Hamiltonian.
Both the first evidence and the main use of this correspondence is the mathematical
coincidence of the equations describing the supersymmetric vacua and the equations
describing the spectrum of quantum Hamiltonians, in case those are known.
3.1. Bethe equations. In this case they are known as Bethe equations, after H. Bethe
who proposed in 1931 [10] an ansatz to describe the eigenstates of the Heisenberg spin
chain:
(21) Ĥ =
L∑
a=1
~σa ⊗ ~σa+1
His ansatz reduces the diagonalizing the 2L × 2L Hermitian matrix (for the spin chain
with L sites, each occupied by a spin 12 system) to solving a system of N algebraic
equations on N unknowns λ1, . . . ,λN , known now as Bethe roots, or magnon rapidities:
(22)
L∏
a=1
λi −µa + i2
λi −µa − i2
= eiϑ
∏
j 6=i
λi −λj + i
λi −λj − i
where µ1, . . . ,µL are the so-called inhomogeneities of the spin chain (some sort of dis-
placement of the spin sites), and ϑ describes the quasi-periodic boundary conditions:
(23) ~σa+L = e−
iσ3ϑ
2 ~σae
iσ3ϑ
2
The remarkable achievement of Faddeev’s school (see [25] for the pedagogical intro-
duction) was the invention of the algebraic Bethe ansatz, in which the equations (22)
ensure that the state
(24) B(λ1) . . .B(λN )|Ω〉
obtained by acting on the (quasi-)vacuum (all spins point down) with the analogues
of creation operators is actually the eigenvector of the Hamiltonian and all quantum
integrals of motion, generated by the (twisted) transfer-matrix
(25) A(λ) + eiθD(λ)
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The operators A(λ),B(λ),C(λ),D(λ) form the so-called Yangian (more precisely the
Yangian of sl(2)), which is one of the first examples of quantum groups.
3.2. Supersymmetric vacua. The equations (22) were recognized [72, 73] as the equa-
tions describing the supersymmetric vacua of a two dimensional supersymmetric gauge
theory, more specifically a softly broken N = (4,4) theory with the gauge group
U (N ), and L fundamental hypermultiplets. The inhomogeneities are the ratios of the
masses of these fundamentals to the specific twisted mass responsible for the break-
ing N = 4→ N = 2 (see [72] for details), the twist parameter is the (complexified)
gauge theta angle (corresponding to the U (1) factor in the gauge group). Equiva-
lently, the equations (22) determine the spectrum of the so-called twisted chiral ring,
or the A-type topological ring. The connection between the topological gauge theories
and quantum integrable (many-body) systems has been observed earlier [36, 57], and
further explored in [31, 32], culminating in [74].
The gauge theory description follows the minimization of the effective potential,
which due to the low-energy supersymmetry is the norm squared of the derivatives of
the so-called twisted superpotential W˜ so that the vacua are its generalized critical
points:
(26) ∂W˜ (σ )
∂σi
= 2piini , i = 1, . . . , r
with σi being the flat coordinates on the complexified Cartan subalgebra of the gauge
group, and ni integers. Obviously, the equations (26) require a special coordinate
system, unlike the more familiar equations describing the vacua of N = 2 Landau-
Ginzburg theories. On the quantum integrable side the function W˜ is identified with
the Yang-Yang potential [100], which plays an important role both in the proof of
the completeness of Bethe ansatz (where it is complete) and in the understanding
the normalizations of Bethe wavefunction [51] and the properties of the correlation
functions [46].
3.3. Quantum mechanics from four dimensional gauge theory. Some quantum inte-
grable systems are sporadic, such as the spin chains of fixed finite spin at each site.
Some come in deformation families, such as the many-body systems. In the latter case
the system can be viewed as the quantization of a classical mechanical system (we shall
not discuss here to what extent the finite spin systems can be accurately described in
terms of the classical mechanics, see the classical work [1]).
We are interested in the systems with variable Planck constant h¯. It turns out that
a natural mechanism of getting such systems within the framework of Bethe/gauge
correspondence is to start with N = 2 supersymmetric gauge theory in four dimen-
sions. It can be still viewed as the two dimensional theory, by choosing a 2 + 1 + 1
decomposition R1,3 → R1,1 ×R2 of the four dimensional spacetime. The rotations of
R2 become the two dimensional SO(2) R-symmetry. Now turn on the twisted mass
for this symmetry [74]. This is equivalent to the two-dimensional Ω-deformation of
the theory [64]. More specifically, let us take the 3 + 1 dimensional spacetime to be
the product Dh¯ ×S1 ×R1 = cigar geometry × a circle × the time axis. The cigar is the
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two dimensional disk with the rotationally invariant metric f (r)2(dr2 + r2dθ2), with
f (r)→ 1 as r→ 0. Let S1 have the circumference 2piR2. The Ω-deformation amounts
to replacing the complex adjoint scalar φ in the vector multiplet by φ −h¯Dθ, so that
in particular DAφ−h¯ι∂θFA. Note that h¯ is a complex parameter, and φ∗ 7→ φ∗ −h¯∗Dθ.
By choosing f (r) so that f (r)→ R1r at r →∞, and then taking R1,2 sufficiently small
we’ll make the four dimensional theory look like 2d sigma model with the worldsheet
R+ ×R1 [75]. The boundary conditions in this sigma model at r → 0 coming from
the absence of singularities in the four dimensional theory happen to be that of the
canonical coisotropic brane introduced in [47] and used in [48]. Morally speaking [39]
the topological sigma model with the canonical coisotropic brane boundary conditions
computes the same three point function as the topological open string introduced in
[49] and studied in [19] (building on the work in [3]) with the purpose of giving an
explicit formula for the deformation quantization of a Poisson manifold. The concept
of deformation quantization is introduced in [9].
3.3.1. Many quantum mechanics from four dimensions. Actually, deformation quanti-
zation is not quite a quantization. Deformation quantization produces an associative
algebraAh¯ over formal (i.e. not necessarily converging) power series over h¯, which in the
h¯→ 0 limit becomes the commutative algebra of functions on the Poisson manifold (the
Poisson structure is the first derivative in h¯ of the commutator at h¯ = 0). Even if this
algebra happens to be well-defined for finite h¯, it need not be representable. However,
the construction above produces not only the algebra, it also gives its representation,
in fact, a category of representations. These come from the boundary conditions at
r→∞. The full classification is still lacking so we shall be informal.
3.4. Partition function of the quantum system. Suppose we do know the supersym-
metric gauge theory which is Bethe/gauge dual to our quantum system. Using the
Bethe/gauge correspondence we can write the following identity for the partition func-
tion of the generalized Gibbs ensemble:
(27) Z(β¯) = TrHqis e−
1
h¯
∑
k βkĤk = TrHvac e
− 1h¯
∑
k βkOk ,
with β¯ = (βk)rk=1 the set of generalized inverse temperatures, and Ok the basis of the
twisted chiral ring, which we can further express as:
(28) TrHqis e
− 1h¯
∑
k βkĤk = TrHvac e
− 1h¯
∑
k βkOk = TrHvac (−1)F e−
1
h¯
∑
k βkOk ,
assuming all vacua are bosonic, and as
(29) TrHqis e
− 1h¯
∑
k βkĤk = TrHvac (−1)F e−
1
h¯
∑
k βkOk =
= TrHgauge (−1)F e−
1
h¯
∑
k βkOk ,
using [Q,Ok] = 0 and the usual Witten index argument.
Now assume further that the gauge theory in question is the Ω-deformed four dimen-
sional N = 2 gauge theory on R1,1×D, with cigar-type geometry D, the Ω-deformation
with the parameter h¯ on D.
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The corresponding Witten index is now given by the path integral on the four-
dimensional space-time of the form T2 ×D, with the Ω-deformation along D. Now,
the twisted chiral ring observables Ok come from the local observables O(0)k in the four
dimensional theory (the gauge invariant polynomials of the complex adjoint scalar φ).
Their cohomological descendents O(2)k can be integrated over pt ×D, with pt ∈ T2. In
the Ω-deformed theory
(30) 1
h¯
Ok(pt × 0) =
∫
pt×D
O(2)k
where 0 is the tip of the cigar. The latter description makes sense even when h¯→ 0.
Thus, the quantum-mechanical system partition function is equal to the susy parti-
tion function of the N = 2 gauge theory on T2 ×D.
(31) Z(β¯) =
∫
4dsuperfields
e−
∫
T2×D Lh¯SYM · e
∑
k βk
∫
DO
(2)
k
with the perturbation terms βk
∫
DO
(2)
k being essentially the Donaldson surface-observables
integrated along the cigar D, and Lh¯SYM the Lagrangian of the Ω-deformed four dimen-
sional N = 2 theory.
What is implicit in the formula (31) is that on the left hand side one has a specific
realization of the noncommutative algebra of observables in the (Hilbert) space of states
Hqis, while on the right hand side one fixes some supersymmetric boundary conditions
on the infinite end ∂D of the cigar D.
4. Landau-Ginzburg from gauge theory
4.1. Effective superpotential. Now suppose the boundary conditions on ∂D are matched
with Hqis. How can we exploit (31)? We can use the knowledge of the low-energy ef-
fective theory to get an estimate of the partition function for small h¯ (and large enough
βk’s).
Indeed, let us deform the metric on T2. The usual Witten index arguments guarantee
the independence of the partition function on the size of T2. So let us make it very
large, much larger than Λ−1SYM scale. Integrate out the high energy modes. We end up
with the effective low-energy theory on T2 × D. The presence of the compact torus
(it could be replaced by any compact Riemann surface at the expense of inserting an
additional twisted chiral ring operator under the trace) implies the existence of the
topological sectors in the effective abelian theory, namely the electric and magnetic
fluxes through T2:
(32) mi = 1
2pii
∫
T2
F(i), ni =
1
2pii
r∑
j=1
τij
∫
T2
?F(j)
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where F(i) are the abelian gauge curvatures, i = 1, . . . , r, r being the number of the
abelian vector multiplets in the effective theory,
(33) τij =
∂2F
∂ai∂aj
being the matrix of effective gauge couplings and theta angles, and F the prepotential
of the effective theory.
Now let us perform the Kaluza-Klein compactification on this, admittedly, large T2,
by blowing up the size of D to even larger proportions. It was understood in [54, 55]
that the resulting two dimensional theory on D is the N = 2 supersymmetric Landau-
Ginzburg theory (if instead of T2 one takes a Riemann surface Σ the original theory
was to be partially twisted along Σ). The target space is the (disconnected) space
consisting of the choices of the fluxes n,m as in (33) and the moduli (u1, . . . ,ur) of
vacua of the four dimensional theory. The additional degrees of freedom coming from
flat abelian connections on T2 are effectively squeezed in the effective metric and can
be neglected for the discussion in this section.
The superpotential (not to be confused with the twisted superpotential) of that
theory is [54, 55]:
(34) Wn,m = 2pii
r∑
j=1
(
nja
j +mjaD,j
)
−
r∑
k=1
βkuk
where aj and
(35) aD,j =
∂F
∂aj
are the electric and magnetic special coordinates on the Coulomb branch of the moduli
space of vacua. Below we recall the more invariant definition of this superpotential
in the language of the algebraic integrable systems, which are always behind the spe-
cial geometry of the Coulomb branch of N = 2 supersymmetric gauge theory in four
dimensions [23] (see also [35] and [56]).
Note that the similar flux-induced superpotential, for β¯ = 0 arises in the context of
N = 1, d = 4 theories obtained by engineering using non-compact Calabi-Yau threefold
compactifications [90] and (also for β¯ = 0) in the context of Type II Calabi-Yau fourfold
compactifications producing N = 2 two dimensional supergravity theories [40].
4.2. Algebraic integrable systems. Let (X 2rC ,BrC,$C,pi) be an algebraic integrable sys-
tem [43], with pi : X 2rC −→ BrC defining a Lagrangian fibration with the fibers Ju =
pi−1(u), u ∈ BrC being principally polarized abelian varieties. Let (u1, . . . ,ur) denote
the basis of global functions on BrC, the Hamiltonians of the integrable system. Let
β1, . . . ,βr denote the corresponding Gibbs chemical potentials (generalised inverse tem-
peratures).
Let Ξ ⊂ BrC denote the discriminant, the set of singular fibers. It is a stratified
variety, with the maximal dimension strata of dimension r − 1. Let u∗ ∈ BrC\Ξ denote
the generic point, and γ ∈H1(Ju∗ ,Z) a cycle in the fiber over that point. Let (u,p) be
a pair consisting of a point u ∈ BrC and a homotopy class p of a path connecting u∗
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to u. We can transport γ over u (the corresponding flat connection on the associated
vector bundle
⋃
u∈BrC
H1(Ju ,C) is called the Gauss-Manin connection), producing a two-
dimensional chain Sp ⊂ X 2rC . Define:
(36) Wγ ;u∗(u,p) = i
∫
Sp
$C −
r∑
k=1
βkuk
In any integral symplectic basis Ai , Bi , i = 1, . . . , r in H1(Jb∗ ,Z) ≈Z2r , obeying
(37) Ai ∩Aj = Bi ∩Bj = 0, Ai ∩Bj = δji
with the intersection form ∩ given by the polarization, we can rewrite (36) as:
(38) Wγ ;u∗(u,p) = 2pii
r∑
i=1
(
nia
i(u) +miaD,i(u)
)
−
r∑
k=1
βkuk ,
where ai(u), aD,i(u) are the special coordinates on BrC, mi ,ni ∈Z,
(39) ai(u) = 1
2pii
∮
Ai
λ, aD,i(u) =
1
2pii
∮
Bi
λ
and λ = d−1$C. The ambiguity in the definition of λ corresponds to the choice of u∗,p
in (38), shifting Wγ ;u∗(u,p) by a constant. The fundamental group pi1(BrC\Ξ) of the
complement BrC\Ξ acts on H1(Ju∗ ,Z) by symplectic transformations via Gauss-Manin
monodromy representation.
A celebrated example of such a system is Hitchin’s system [43], for which X 2r is
the moduli space of stable Higgs pairs (P ,Φ) where P is a holomorphic principal GC
bundle over a complex curve C, and Φ is a holomorphic section of the bundle KC ⊗gP .
Here r = (g − 1)dim(G), where g is the genus of C.
The abovementioned elliptic Calogero-Moser system is a version of Hitchin system
for G = SL(N ), for a punctured elliptic curve (see [37, 61], and implicitly in [22]).
The importance of this example is both the explicit nature of the Hamiltonians and
the plethora of simple choices of real slices of the phase space which can be conceivably
quantized. Then, it was this example (and its degeneration to the periodic Toda
chain) which for the first time connected the supersymmetric gauge theory and the
algebraic integrable system: namely it is theN = 2∗ theory whose low-energy dynamics
is governed by the elliptic Calogero-Moser system (this statement is now proven for
the SU (n) gauge theories [68, 69]).
The general correspondence is the following [88]: the phase space X 2rC is the moduli
space of vacua of the N = 2 theory on S1×R1,2 with the inverse size of S1 determining
the Kähler class of the fibers Jb. The base BrC is the moduli space of vacua of the
four dimensional theory. The compactification on S1 and the compactification on
T2 = S1×S1 are qualitatively similar: in both cases one ends up with the sigma model
on X 2rC .
From the point of view of the classical integrability the special coordinates ai (or
aD,i , or some integral linear combinations of those) are the action variables. They are
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distinguished by the fact that the canonically conjugate angle variables ϕi , such that
(40) $C =
r∑
i=1
dai ∧ dϕi =
r∑
i=1
daD,i ∧ dϕ˜i
have the rigid periodicity:
(41) ϕi ∼ ϕi + 2pi
(
ni + τijm
j
)
ϕ˜i ∼ ϕ˜i + 2pi
(
mj − (τ−1)ijni
)
with ni ,mi ∈ Z. They are the linear coordinates on the abelian fibers Jb, which are
isomorphic to Cr /Zr ⊕ τZr . If we denote by Γ the rank r lattice Zr , in the first
description, and by Γ˜ = τΓ, then the coordinates ϕ correspond to the isomorphism
Cr ≈ Γ⊗C, while ϕ˜ correspond to Cr ≈ Γ˜⊗C.
4.3. Landau-Ginzburg vacua. Let us now look for the ground states of that effective
Landau-Ginzburg theory, i.e. the critical points uc of Wγ ;u∗ . In fact, the derivative
dWγ ;u∗ is u∗-independent, so the set of critical points is u∗-independent. Let us assume
that (ai)ri=1 are good local coordinates on B
r
C near some critical point uc ∈ BrC. Then
dWγ ;u∗ = 0 is equivalent to the system of equations:
(42) ni +
r∑
j=1
τijm
j =
1
2pii
r∑
k=1
βk
∂uk
∂ai
, i = 1, . . . , r
What do these equations mean?
4.3.1. Periodic orbit interpretation. One obvious interpretation of (42) comes from the
classical mechanics. The holomorphic function
(43) H = −i
r∑
k=1
βkuk : X 2rC −→ C
generates the Hamiltonian flow, which is linear in the action-angle variables:
(44) ϕ˙i = 2pi
∂H
∂ai
, a˙i = 0
Thus, (42) means that the orbit of the flow (44) closes with the period 1.
4.3.2. Spectral curve interpretation. An algebro-geometric interpretation of (42) is ob-
tained by using the functions (uk) as local coordinates on BrC:
(45) dWγ ;b∗ = 0 ⇔ 2pii
r∑
i=1
(
ni
∂ai
∂uk
+mi
∂aD,i
∂uk
)
= βk , k = 1, . . . , r
Now, suppose the abelian variety Jb is a Jacobian of a (spectral) curve Cb (as it is the
case for the GL(n) Hitchin systems), or its Prym subvariety.
Then the special coordinates ai , aD,i can be defined also by the periods of a mero-
morphic 1-differential λ˜ on Cb:
(46) ai = 1
2pii
∮
Ai
λ˜ , aD,i =
1
2pii
∮
Bi
λ˜
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for some cycles Ai ,Bi ∈H1(Cb,Z). The variations $kof λ˜
(47) $k =
∂
∂uk
λ˜
are holomorphic differentials on Cb. Then (45) states that $k has the Cm,n = ∑i niAi +
miBi period equal to −2piiβk.
4.4. Ω-deformed Landau-Ginzburg theory. We now need to review a few facts about
the Ω-deformation. It is usually discussed in the context of A-type models, starting
with I and J-functions in two dimensions [33, 50] and the Z-function of the four dimen-
sional gauge theory [64]. In this paper we’ll discuss the less familiar B-model case. Let
us start by recalling the field content and supersymmetry of the topological B-model
in two dimensions [92, 96].
4.4.1. B-model off-shell. Let Y be a complex manifold with the local holomorphic co-
ordinates Y i , i = 1, . . . ,n = dimY . The fields of the model are Yi = Y i +ψi +Fi , where
ψi ∈ Γ
(
Ω1Σ ⊗Y ∗TY
)
, Fi ∈ Γ
(
Ω2Σ ⊗Y ∗TY
)
, and two pairs of boson-fermion scalars valued
in Y ∗T Y , Y i¯ ,η i¯ , and χi¯ ,H i¯ , (with Y ,H being bosons, η,χ being fermions). Geometri-
cally, Y =
(
Y i ,Y i¯
)
: Σ −→ Y is a map of a Riemann surface Σ to Y . Define the fermionic
nilpotent symmetry (twisted supersymmetry):
(48)
δY i = 0 , δψi = dY i , δFi = dψi
δY i¯ = η i¯ , δχi¯ =H i¯ ,
δη i¯ = 0 , δH i¯ = 0 ,
where d stands for the de Rham operator on Σ. The action of the model is defined
with the help of a Hermitian metric gij¯dY idY j¯ on Y , the volume two-form $Σ on Σ,
and the complex structure on Σ (one can trade those for a choice of a metric on Σ):
(49) S =
∫
Σ
O(2)W + δ
∫
Σ
[
gij¯ψ
i ∧ ?dY j¯ +χj¯
(
gij¯F
i −$Σ ∂¯j¯W¯
)]
where W : Y → C is a holomorphic function,
(50)
W (Yi) =
2∑
i=0
O(i)W , O(i)W ∈ΩiΣ
O(1)W = ψi∂iW
O(2)W = Fi∂iW +
1
2
ψi ∧ψj ∂2ijW
and W¯ is a complex conjugate of W in the twisted version of the N = (2,2) theory.
If we only care about the δ-supersymmetry, i.e. the topological theory, we are free to
deform W¯ into anything we like, as long as the action is sufficiently non-degenerate.
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When Σ has a boundary, the action (53) is not δ-invariant:
(51) δS =
∫
∂Σ
O(1)W
4.4.2. The Ω-deformation of the B model. Now suppose we have a vector field V ∈
V ect(Σ) which preserves both the complex structure of Σ and $Σ (i.e. it is an isom-
etry of the corresponding metric). The supersymmetry δ can be deformed into the
equivariant supersymmetry δh¯ which acts as follows:
(52)
δh¯Y
i = ιVψ
i , δh¯ψ
i = dY i + ιV F
i , δh¯F
i = dψi
δh¯Y
i¯ = η i¯ , δh¯χ
i¯ =H i¯ ,
δη i¯ = ιV dY
i¯ , δh¯H
i¯ = ιV dχ
i¯ ,
The action (53) is modified to
(53) Sh¯ =
∫
Σ
O(2)W + δh¯
∫
Σ
[
gij¯ψ
i ∧ ?dY j¯ +χj¯
(
gij¯F
i −$Σ ∂¯j¯W¯
)]
where we now assume both $Σ and ? to be V -invariant. In the presence of boundary,
cf. (51),
(54) δh¯Sh¯ =
∫
Σ
dψi∂iW +F
i∂2ijW ιVψ
j +∂2ijW
(
dY i + ιV F
i
)
ψj
+
1
2
∂3ijkWψ
iψj ιVψ
k =
∫
∂Σ
ψi∂iW
Now let us assume ∂Σ to be V -invariant and add a term
(55)
∫
∂Σ
W (Y )V ∨
with one-form V ∨ obeying ιVV ∨ = 1, LVV ∨ = 0 on ∂Σ, so that its δh¯-variation cancels
(54). The correction (55) is known as Warner term in other contexts.
Let us now analyze the localization locus for the path integral
(56)
∫
e−Sh¯
with
(57) Sh¯ = Sh¯ −
∫
∂Σ
W (Y )V ∨
We want to set the right hand side of (52) to zero:
(58) dY i = ιV Fi , dψi = 0 , ιVψi = η i¯ = ιV dχi¯ = 0 , H i¯ = ιV dY i¯ = 0 .
The field H i enters Sh¯ linearly. Thus we can integrate it out, taking into account the
appropriate boundary conditions. This will lead to the constraint:
(59) Fi =$Σ gij¯ ∂¯j¯W¯
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This constraint implies the following gradient-like equations:
(60) dY i = gij¯ ∂¯j¯W¯ ιV$Σ
Let us take Σ =D to be the disk (also known as the cigar), with the radial coordinates
r,θ, 0 ≤ r ≤ R, with the vector field V = h¯∂θ, and the “flat” volume form:
(61) $Σ = rdr ∧ dθ
The equations (60) now take the form:
(62)
∂θY
i = 0
∂rY
i = h¯rgij¯ ∂¯j¯W¯
Let us denote by YR the boundary value of (Y i) (it is θ-independent thanks to (62))
and by Y0 its value at the center of the disk (the tip of the cigar). The boundary term
(55) now reads
(63) 2pi
h¯
W (YR)
whereas the bulk action evaluates to
(64)
∫
Σ
$Σg
ij¯∂iW∂¯j¯W¯ =
2pi
h¯
∫ R
0
dr∂rY
i∂iW =
2pi
h¯
(W (YR)−W (Y0))
so that the path integral reduces to
(65)
∫
ΓR
e−
W
h¯ Ω˜h¯
where W = 2piW , and ΓR is a submanifold in Y spanned by the finite-time trajectories
of the gradient vector field, i.e. the solutions to the equations
(66) ∂tY i = h¯gij¯ ∂¯j¯W¯ , 0 ≤ t ≤ R2
Now let us take the limit R→∞. Then the only trajectories contributing to the path
integral would be those for which the bosonic action (64) is finite, which, among other
things, implies that ‖∇W ‖2→ 0 as R2 → ∞. Thus, the boundary value YR of the
map Y : Σ→ Y must land at one of the critical points Y∗ of W , i.e. dW |Y∗= 0. The
center-value Y0, by (64) is such, that
(67)
Im(W (Y0)/h¯) = Im(W (YR)/h¯)
Re(W (Y0)/h¯) ≤ Re(W (YR)/h¯)
Thus, Y0 belongs to the Lefschetz timble ΓY∗ of Y∗, i.e. the union of the gradient
trajectories, emanating from Y∗8. See [44] for the earlier work on two dimensional
N = 2 theories with boundaries. Of course, the equations (62) have appeared in the
earlier work [20] where they describe the solitons in the Landau-Ginzburg theory. To
map our setup to that of Cecotti and Vafa we need to treat the angular coordinate
8I am grateful to E. Witten for discussions about these matters during the work on [75]. In [98, 99]
the related ideas were developed without the use of theΩ-deformation. The advantage of our approach
is the possibility of including the Hamiltonians uk into the picture.
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as the time direction, while r2/2 becomes the spatial coordinate. The difference with
the [20] case is that in our story the spatial interval is only semi-infinite. So only one
critical point of W is involved.
The measure Ω˜h¯ in (65) comes from the holomorphic top degree form on Y . However,
for non-compact Y it may have a non-trivial h¯-dependence. We shall now get some
idea as to what this dependence might be.
5. Topological renormalisation group and periods
Now let us take a break from the gauge theory and try to understand the appearence
of Lefschetz thimbles in the problem in a more conventional way.
5.1. Steepest descent deformations. The general idea is well-known [6]. Let us view
the (path) integral
(68) Z =
∫
F
[Dφ] e−
S(φ)
h¯
of some Euclidean field theory, with F the space of fields obeying the appropriate
boundary conditions as a period integral, i.e. as an integral of the holomorphic top
degree form
(69) Ωh¯ = [Dφ] e−
S(φ)
h¯
along a middle-dimensional contour Γ ⊂ F C in the space of complexified fields ϕ. In
(68) we have the starting contour Γ0 = F ⊂ F C. Now, the value of the integral wouldn’t
change if we moved the contour while keeping it in the region where the integral
converges. In other words, we should not change the large-field, large-momentum
asymptotics, but we are free to move the field space contour otherwise. For example,
if V is any vector field on F C, V ∈ V ect(F C), and gt the one-parametric family of
diffeomorphisms of F C it generates, then
(70)
∫
Γt
g∗tΩh¯ = Z
is t-independent.
Proof:
(71) d
dt
Z =
∫
Γt
g∗tLieVΩh¯ =
∫
Γt
g∗td(ιVΩh¯) =
∫
Γt
d (g∗t ιVΩh¯) = 0
Now, the actual form of the integrand changes with t. A popular choice is to take V
to be the gradient vector field for Re(S/h¯):
(72) V = hij ∂
∂xj
(Re(S/h¯))
∂
∂xi
for some metric h on F C. Outside the set of critical points of S the gradient flow
decreases the absolute value of the measure factor e−S/h¯, making their contribution less
and less important. As a result, asymptotically, the integral will be dominated by the
contribution of the critical points of S. Note that the choice of the metric h is arbitrary.
Moreover, we can iterate the procedure, by using one vector field V1 for some “time”
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t1, then another vector field V2, e.g. the gradient vector field corresponding to another
metric h2, for some “time” t2, or, more generally, make V “time”-dependent, e.g. of
the form:
(73) V (t) = hij(t) ∂
∂xj
(Re(S/h¯))
∂
∂xi
.
Moreover, by taking h to be Hermitian, i.e. of the (1,1) type in the complex structure
of F C, we get an additional bonus in that the imaginary part of S/h¯ is preserved along
the flow:
(74) Im(S/h¯) = const .
In this way we map the problem of computing Z given by (68) to the problem of
computing the partition function of the theory with the t-dependent action:
(75) St = g∗tS
and the measure given by the restriction of the holomorphic form Ω onto Γt = gt(F ).
We shall call the t-flow on the space of theories the topological renormalisation flow.
Let us now discuss to what extent the critical points of S determine the universality
classes of the theories. Let us from now on fix a Hermitian metric h (possibly t-
dependent). Let Γ∗ be the union of the trajectories, emanating from the critical point
x∗, dS |x∗= 0. More generally9, let F be a connected component of the set Crit(S) of
critical points of S,
(76) dS |f = 0 , f ∈ F
We assume F is compact (otherwise our theory might be ill-defined). Let γf, f = 1, . . . , rF
be a basis of the middle-dimensional homology of F. Let us choose some representatives
γ̂f ⊂ F of the corresponding cycles γf . Let Γf be the union of all trajectories emanating
from the representative γ̂f. Now, define
(77) Zf =
∫
Γf
Ωh¯ .
The original integral can be expanded:
(78) Z =
∑
f
nfZf ,
according to the decomposition of the homology class
(79) [Γ] =
∑
f
nf [Γf]
in the basis of Lefschetz thimbles. The integers nf, in the finite dimensional case, can
be computed by the intersection index
(80) nf = #Γ∩ Γ∨f
with the dual Lefschetz thimbles Γ∨f (defined with the help of the gradient flow of−Re(S/h¯), i.e. the negative of (72)).
9I thank S. Gukov for a conversation about such situation
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In the infinite-dimensional case the intersection theory is subtle. However, one can
sometimes argue for vanishing of nf using (74). We should stress that the topological
renormalisation group flow makes the original contour Γ asymptotically approach the
union of Γf’s non-uniformly. Namely, Γ itself is split into the parts Γf , which are
individually attracted to different Lefschetz thimbles. The levels of the imaginary part
Im(S/h¯) evaluated at the critical points separate these parts Γf .
5.2. Lefschetz thimbles in quantum mechanics. Let us now apply this formalism to
the path integral computing the Euclidean partition function
(81) Z(β) = TrH e−
β
h¯ Ĥ
It can be formally represented as an integral over the space of loops LX 2r in the classical
phase space. The points in LX 2r are the maps x : S1 → X 2r , which we shall view as
1-periodic, x(s+ 1) = x(s), x(s) ∈ X 2r
(82) Z(β) =
∫
[Dp(s)Dq(s)] e
i
h¯
∫
pdq− βh¯
∫
H(x(s))ds
where we introduced the Darboux coordinates for the symplectic form $ on X 2r :
(83) $ =
r∑
a=1
dpa ∧ dqa
The details of the definition of (82) for non-exact $ are discussed in numerous sources
so will not be addressed here. It is also well-known [26] that the domain of integration
in (82) is not really the loop space of X 2r , rather it is the ill-defined space of loops
valued in the space of leaves of some polarization. Of course, as integrals go, the same
quantity can be obtained by integration of different measures over different spaces. In
fact, this ambiguity leads to the novel symmetries of quantum field theories, Nakajima’s
algebras [58, 59, 60] and their generalizations [65]. In this paper, however, we are only
interested in the enumeration of the possible Lefschetz thimbles, without going into
their internal details. So we shall continue as if we were indeed integrating over LX 2r .
Let us assume, for simplicity, that the classical phase space (X 2r ,$) is a real slice of
a complex symplectic manifold (X 2rC ,$C). Then LX 2r is a real slice of LX 2rC .
The action S = i
∮ ∑r
a=1padq
a − β ∫ H(p,q)ds is now a holomorphic function on LX 2rC .
Its critical points are the 1-periodic solutions to the Hamilton equations with complex
p and q, with the Hamiltonian −iβH(p,q):
(84) q˙ = −iβ∂pH , p˙ = iβ∂qH
Now the circle closes: assume
(
X 2rC ,$C
)
is an algebraic integrable system. One can
generalize the problem (82) to include several Hamiltonians βH → ∑rk=1βkuk. The
1-periodic complex loops solving (84) are exactly the solutions to (42).
Thus, the Lefschetz thimbles of quantum mechanical partition function are in one-to-
one correspondence with the critical points of the superpotential Wm,n! Well...almost.
The critical point of Wm,n defines not just one periodic solution of (84), but the
whole torus Jb (b ∈ Br is specified by fixing the values of all Hamiltonians uk) of those
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solutions: the s = 0 value of the angle variables (ϕi)ri=1 can be chosen arbitrarily. Of
these r complex moduli one real modulus is simply the translation in s.
5.3. Twists. Suppose (X 2r ,$,H) has a symmetry group G, i.e. is invariant under the
action of some group G. Suppose the symmetry extends to the quantization, as the
unitary representation of G in H, commuting with Ĥ . The partition function (81)
generalizes to the character
(85) Zg(β) = TrH
(
ge−
β
h¯ Ĥ
)
The character-valued partition function (85) has the path integral representation, where
one integrates (again, in the [26] sense) over the space of twisted loops:
(86) x(s+ 1) = g · x(s) .
The integral only depends on the conjugacy class of g in G (the transformation g 7→
h−1gh can be undone by x(s) 7→ h−1 · x(s)). What are the Lefschetz thimbles for this
problem?
Let us assume, again, that (X 2rC ,$C) is an algebraic integrable system, and that
the action of G on X 2r extends to (X 2rC ,$C), where it acts by holomorphic symplectic
transformations preserving the integrals.
Suppose G is finite. The Hamiltonians uk, the action variables ai and their duals
aD,i are G-invariant. The G-action on the angle variables is highly constrained. Let us
assume that G acts by shifts:
(87) g : ϕi 7→ ϕi + 2piN (g)
ni(g) + r∑
j=1
τijm
j(g)

where N (g) is the order of g ∈ G (recall that by Cayley’s theorem G ⊂ S(|G|) so every
conjugacy class belongs to a cyclic subgroup Z/N (g)Z of sufficiently large order),
ni(g),mj(g) are integers defined modulo N (g)Z. Then (86) condition translates to the
following modification of (42):
(88) ni +
ni(g)
N (g)
+
r∑
j=1
τij
(
mj +
mj(g)
N (g)
)
=
1
2pii
r∑
k=1
βk
∂uk
∂ai
, i = 1, . . . , r
Of course, the solutions to (88) define closed loops on the quotient X 2rC /G.
5.4. The rest of the computation. To compare with [21, 78] we need to classify the
critical points uc = ui,m,n of Wm,n, compute the multiplicities ni,m,n, evaluate the crit-
ical value Wm,n(ui,m,n) of the action, estimate the one-loop corrections, and perform
the sum over i,m,n. We leave this for future work.
Let us make a couple of comments.
(1) For the solution of (42) the values of m,n are basis-dependent. However, their
greater common divisor (g.c.d.) N is basis-independent. Its invariant meaning
is the multiplicity of the 1-cycle [Ci,m,n] ∈ H1(Juc ,Z) on the abelian variety,
which is represented by the periodic orbit Ci,m,n : S1→ Juc of the Hamiltonian
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vector field. In other words, [Ci,m,n] = N [C0], where [C0] ∈ H1(Juc ,Z) is a
primitive class.
Another invariant integral data, apart from the g.c.d. N , comes from the
set of vanishing cycles. Let us assume βk are so large, that uc is close to the
discriminant locus Ξα ⊂ Ξ, where the cycle [Cα] vanishes. For the details of the
construction of the basis of vanishing cycles see [6]. The intersection number
(it is defined using the polarization of the abelian variety) nα = #[C]∩ [Cα] is
well-defined. This is what we might call the number of instanton-antiinstanton
pairs of type α. The ‘dual’ cycle [Cα]∨ is defined up to the addition of [Cα]
(Picard-Lefschetz theory) [6], so that the dual numbers mα are defined modulo
nα.
(2) The critical locus of S containing the orbit Ci,m,n is the abelian variety Juc .
The middle-dimensional homology Hr(Jui,m,n ,Z) group has rank (2r)! /r!
2. It is
a representation of the monodromy group, which is a subgroup of Sp(2r,Z).
The choice of the cycles γi,m,n ∈Hr(Jui,m,n ,Z) is constrained by the monodromy
equivariance property. In the r = 1 case the choice is simple: the 1-cycle is
represented by the orbit itself.
(3) In the instanton gas prescription the enthropy prefactor βN /N ! of the configu-
ration of N instantons and anti-instantons, which comes from the integration
over the “zero modes”, is important in converting the series into the exponential
of the energy splitting. However, as we argued above, the number of zero modes
of a true critical point of the analytic continued action is N -independent. Thus,
we must get the βN /N ! from the one-loop fluctuation determinant. Somehow
the N zero modes of the approximate solution should flow to N low-lying eigen-
values of the linearization of the equations of motion around the true solution.
Since the linearized equations are the second order differential equation on a
circle of periodicity β while the (matrix) coefficients of the equation have the pe-
riodicity β/N , one can construct the eigenvectors by taking the Bloch solutions
with the Bloch phases given by the N ’th roots of unity.
(4) The one-loop correction is computed by the regularized determinant of the
second quadratic form of the action S expanded about the critical point. As we
have complexified the space of fields, we should view it as an infinite-dimensional
quadratic form. The convergent Gaussian integral along the Lefschetz thimble
Γi,m,n has a phase, which comes from the restriction of the holomorphic top
form Ωh¯ onto a real subspace of the tangent space to LX 2rC at C, spanned by
the tangent vectors to the representative γ̂i,m,n, as well as the eigenvectors of
δ2Re(S/h¯) with positive eigenvalues. Of course, the multiplication by i maps
such an eigenvector to the eigenvector with the opposite eigenvalue.
We should however remember that the integration domain is not precisely
LX 2r . If we approximate the loop by an K-gon, with a very large K , the action
S is approximated by [26]:
(89) S = −i
K∑
k=1
pa,k(q
a
k+1 − qak) +
β
K
K∑
k=1
H(pk ,qk) ,
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with qK+1 = q1. This is to be compared, e.g. to the integral of −i$ over the
polygon in the R2r with the vertices (pk ,qk). In computing the δ2S one should
keep in mind the choice of the polarization.
6. Examples of the models
In this section we consider a few specific examples. We start with the systems with
one degree of freedom: Heun system (Gaudin on 4-points), Lamé system, and the
anharmonic oscillator.
6.1. One degree of freedom. Let us start with the systems describing a one dimensional
particle (or a spin degree of freedom): let us assume the Hamiltonian is quadratic in
momentum:
(90) H(p,x) = 1
2
A(x)p2 +B(x)p+C(x)
with some functions A,B,C. Such system is an algebraic integrable system if the energy
level set H(p,q) = E is an elliptic curve (perhaps missing a few points). For example,
one can choose A to be degree 4 polynomial [91].
By going to the coordinate x˜ ∼ ∫ dx/√A(x) and performing a similarity transfor-
mation of the wavefunction the Hamiltonian (90) can be mapped to the standard
non-relativistic form
(91) H˜(p˜, x˜) = 1
2
p˜2 +U (x˜) .
for some function U (x˜).
6.1.1. Gaudin model. Let us start with a n = 4-point SL(2) Gaudin model: the phase
space X 2C is the complex symplectic quotient:
(92) X 2C =
(
Oν1 × . . .×Oνn
)
//SL(2,C)
where
(93) Oν =
{
(x,y,z) | x2 + y2 + z2 = ν2
}
with the symplectic form
(94) $ν =
dx∧ dy
2z
The space X 2C can be identified with the space of meromorphic sl(2,C)-valued 1-forms
(95) φ(w) =
n∑
a=1
φa
dw
w −wa
where
(96) φa =
(
xa ya + iza
ya − iza −xa
)
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obey
(97)
n∑
a=1
φa = 0 ,
and we identify (φ1, . . . ,φn) ∼ (g−1φ1g, . . . , g−1φng), for g ∈ SL(2,C). The positions
w1,w2,w3,w4 of the poles are the parameters of the model. Actually, only the cross-
ratio
(98) q = w2 −w1
w3 −w1
w3 −w4
w2 −w4
is relevant (for n > 4 there will be n − 3 parameters). However, sometimes it is con-
venient to use the redundant parameterization, i.e. in exploring various degenera-
tions, including the one to the anharmonic oscillator. For now, however, we’ll choose
w1 = 0, w2 = q, w3 = 1, w4 =∞. Define the spectral curve C:
(99) Det (ρ −φ(w)) = 0
which sits in the cotangent bundle T ∗CP1 to CP1 3 z with the fibers over 0,q,1,∞
deleted. Explicitly:
(100) ρ2 =
4∑
a=1
ν2a
(w −wa)2 +
Ha
w −wa =
ν21
w2
+
ν22
(w − q)2 +
ν23
(w − 1)2 +
ν24 − ν21 − ν22 − ν23
(w − 1)(w − q) +
Hq(q− 1)
w(w − 1)(w − q)
where H is the Hamiltonian of our system. There is a nice geometric picture of the
phase space X 2 as the complexification of the space of closed polygons (quadrangles)
with fixed (complex) lengths of the edges (νa’s) in the three dimensional Euclidean
space, viewed up to the isometries. The advantage of the complex situation is that
there is no need for the triangle inequalities: all complex lengths are good. Let us label
the vertices by pa ∈C3, a = 1, . . . ,4, so that
(101) pa+1 − pa = (xa, ya, za) , a = 1, . . . ,4 , pa+4 = pa
The Darboux coordinates on this space can be chosen to be the length p = `12 of the
diagonal connecting p1 and p3, and the dihedral angle x = ϑ12 between the triangles
p1p2p3 and p3p4p1. The Hamiltonian H (100) is given by:
(102) H = Tr (φ1φ2)
q
+
Tr (φ2φ3)
q− 1 .
Using
(103) `2ab = (xa + xb)
2 + (ya + yb)
2 + (za + zb)
2 ,
and
(104) cos(ϑ12) =
Tr [φ1,φ2][φ3,φ4]√
(Tr [φ1,φ2]2) (Tr [φ3,φ4]2)
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we can rewrite (102) as:
(105) q(1− q)H = (1− q)
(
p2 − ν21 − ν22
)
+
q
2p2
(
p2 − ν21 + ν22
)(
p2 + ν23 − ν24
)
+
+
qcos(x)
2p2
√((
p2 − ν21 − ν22
)2 − 4ν21ν22)((p2 − ν23 − ν24)2 − 4ν23ν24)
See [91] for other realizations of this model.
The simplest presentation of the Hamiltonian (102) is in terms of the separated
variables. The specification of that approach to the system with one degree of freedom
will produce, upon the usual quantization, the Hamiltonian
(106) Ĥ = −h¯2x(x − 1)(x − q) ∂
2
∂x2
+
∆1q
x
+
∆2q(q− 1)
x − q +
∆3(1− q)
x − 1 +∆4x
which can be mapped to the standard non-relativistic form (91) by choosing x˜ to live
on the elliptic curve:
(107) y2 = 4x(x − 1)(x − q), dx˜ = dx/y
The model (106) is important since it is Bethe/gauge dual to the four dimensional
SU (2) gauge theory with Nf = 4 fundamental hypermultiplets. The parameters ∆i =
νi(νi −h¯) are related to the masses of four quarks. The parameter q is determined by
the microscopic gauge coupling.
6.2. Anharmonic oscillator. This is the model we shall discuss in more detail: a par-
ticle in the one-dimensional potential
(108) U (q) = λ
4
(q2 − v2)2
It can be viewed as an irregular limit of the general Gaudin model. It is not Bethe/gauge
dual to any four dimensional gauge theory with Lagrangian description. However it
can be obtained by a mass deformation of one of the non-trivial rank 1 N = 2 super-
conformal fixed points [4].
The complexified (and compactified) energy level set
(109) H(p,q) = 1
2
p2 +U (q) = E
is an elliptic curve. Let U0 =U (0) = λv4/4. Let us choose the parametrization:
(110) p = i
√
2U0ρ , q = v ξ , E =U0 
so that the curve (109) becomes:
(111) ρ2 = (ξ2 − 1)2 − 
The complex phase space X 2C is a partial compactification of the naive space C2 of
complex coordinates q and momenta p, where we add the locus (two copies of C)
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where q and p go to infinity, as:
(112) p ∼ ±i
√
λ
2
(
q2 − v2 − 2E
λq2
+ . . .
)
This compactification is physically natural, since it takes only a finite time to reach
infinity while moving in the inverted potential. Let us denote the compactified curve
by E. The symmetry G =Z2 acting by
(113) (p,q) 7→ (−p,−q)
preserves both the symplectic form and the Hamiltonian H(p,x).
The elliptic curve E (111) maps 2 : 1 to another elliptic curve E, which sits in the
quotient X 2C/Z2:
(114) y2 = 4x((x − 1)2 − )
where
(115) y = 2ρξ , x = ξ2 .
Such map is called an isogeny. As long as  6= 1 the fixed points of the involution (113)
do not belong to (111). Thus, (113) acts by a half-period shift, as can be seen explicitly
below.
We thus have represented both X 2C and X 2C/Z2 as the algebraic integrable systems,
with the same base B1C ≈ C, with the coordinate . The fiber J is the curve (111)
E ⊂ X 2C and the curve E ⊂ X 2C/Z2, respectively.
We can now analyze our problem of finding the periodic and Z2-twisted periodic
orbits on X 2C. First, let us choose a basis in H1(E,Z). Suppose || 1. Let
(116) ξ± =
(
1±√
) 1
2 ≈ 1± 1
2
√

We choose the A-cycle to be the cycle which circles around the cut [ξ−,ξ+] on the
ξ-plane, while the B-cycle is the double cover of the interval connecting the two cuts:
[−ξ−,ξ−]. The A-cycle vanishes when → 0. The monodromy under  7→ e+2pii takes
ξ− to ξ+, the cycle A to itself, and
(117) B 7→ B+ 2A
since the end-points of both small cuts [±ξ−,±ξ+] get exchanged, so that [−ξ−,ξ−]
turns into
(118) [−ξ+,ξ+] = [−ξ+,−ξ−] ∪ [−ξ−,ξ−] ∪ [ξ−,ξ+] .
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The corresponding periods 12pi
∮
pdx are given by (with ˜ = /64):
(119)
a =
iv
√
2U0
pi
∫ ξ+
ξ−
ρdξ =
= −16v√2U0˜ (1 + 6˜+ 140˜2 + 4620˜3 . . .) ,
aD =
iv
√
2U0
pi
∫ ξ−
−ξ−
ρdξ =
=
2iS0
2pi
+
2a
2pii
(
log(˜)− 1 + 23˜+ 612˜2 + . . .
)
where
(120) 2S0 =
8v
√
2U0
3
is twice the instanton action. Note the 2 in the numerator of 2a2pii in (119) is the same
2 as in the monodromy transformation (117), and the same 2 as in (120). The period
of motion along the orbit represented by the cycle mA+nB with m,n ∈Z, m ∼m+ 2n
is given by:
(121) 2pii ∂
∂E
(ma+naD) =
ipim+n
(
log(˜) + 40˜+ 1076˜2 + . . .
)
ω
·
(
1 + 12˜+ 420˜2 + . . .
)
Where
(122) ω =
√
U ′′(v) =
√
2λv2 = 2
√
2U0
v
is the frequency of small oscillations near the minimum of the potential (108). In
quantum field theory language ω is the mass of the perturbative quantum of the field
x(t). We see that for real  the contribution of the B cycle to the period is real
(it corresponds to the classically allowed motion in the inverted potential) while the
contribution of the A cycle is imaginary. But  does not have to be real: in fact, by
setting (121) to be equal to β we get, for β→ +∞:
(123) ˜ = e
2piim
N exp
(
−2βω
N
)
+ . . .
for n = −|n|< 0, N = 2|n|. The neglected terms are exponentially suppressed. The
critical value of the action on such a solution is equal to
(124) Wm,n = 2pii
(
1−E ∂
∂E
)
(ma+naD) = NS0 ·
(
1− 12e 2piimN exp
(
−2βω
N
)
+ . . .
)
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Now let us discuss the modification of this result for the Z2 twisted trajectories. They
project to the closed loops on E which are not in the image of closed loops on E under
the isogeny (115). The first homology group of E is generated by the A-cycle, which
circles around the cut
[
ξ2−,ξ2+
]
on the x-plane, and the B-cycle, which is the double
cover of the interval
[
0,ξ2−
]
. The isogeny (115) maps A to A and B to 2B. Accordingly
the monodromy  7→ e2pii maps B 7→ B+A. An analogous analysis will give the result
(123), (124) with odd N .
Which pairs (m,N ) with m = 0, . . . ,N − 1 actually contribute to the path integral?
In the phase space formulation (82) of the path integral the exponential has, for real
h¯, an imaginary part ∝ 1h¯
∮
pdq. The real contour LX 2r is stratified by the value of
I = 1h¯
∮
pdq, so that the flow lines of the antigradient −∇Re(S/h¯) emanating from the
critical point (m,N ) may cross it at the stratum with I ≈ −12NS0e−
2βω
N sin(2pim/N ).
So, at first sight all the critical points should contribute. However, if we integrate
out p and represent the thermal partition function as the integral over real periodic
trajectories q(t) = q(t + β) with the real Euclidean action∫ β
0
dt
(1
2
q˙2 +U (q)
)
,
The gradient flow deforming the contour of integration over real loops will not change
the imaginary part of the action (74). Then, as only the pairs (0,n) and (n,2n) give
real critical values (at least in the approximation we are working), so it appears only
the Γ0,n and Γn,2n Lefschetz thimbles will contribute to the thermal partition function,
at real β.
At any rate, once we take the parameters of the problem (slightly) complex, e.g. in
comparing our formalism with [12], then all (m,n) pairs play a role.
6.3. Generalization to several degrees of freedom.
6.3.1. g identical particles in a polynomial potential. In our previous discussion the fact
that the potential U (q) is quartic seems to play a crucial role. If U (q) is degree 2g + 1
or degree 2g + 2 polynomial, with g > 1, then the curve H(p,q) = E is hyperelliptic of
genus g. The classical motion in the complexified phase space is still a linear flow in
the “coordinate”
(125)
∫
dq
p
which has 2g periods (the differential dq/p is holomorphic). Fixing the period of
motion to be equal to β is not enough to fix all the moduli of the curve H(p,q) = E,
but should be enough to fix E. The motion of one particle in such a potential may
still be amenable to the analysis like we did for the anharmonic oscillator, but it is not
an algebraic integrable system, and is not likely to correspond to some gauge theory.
However, the motion of g identical particles is [85, 38]. The corresponding abelian
variety is the Jacobian of the curve. The integrals of motion are the g parameters
u1, . . . ,ug of the curve, which must be chosen in such a way that the derivatives of
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the Liouville one-form pdq with respect to uk are holomorphic differentials. This is
precisely the setup of Seiberg-Witten theory [86, 87].
6.3.2. N -particle Toda chain. The system of N -particles governed by the Hamiltonian
(126) Ĥ = −h¯
2
2
N∑
i=1
∂2
∂q2i
+Λ2
N∑
i=1
eqi−qi+1
where qN+1 = q1, is famously dual to the pure N = 2 super-Yang-Mills with gauge
group SU (N ). It was observed in the classical limit in [35, 56], in [15, 16] in the
formal quantization, in [74] in the actual L2-quantization on the real line qi ∈ R. It is
also possible to study the eigenvalue problem (126) where qi ∈ iR/2piZ, however new
phenomena arise in this case, notably the non-perturbative splitting of the levels for
which our formalism is being developed (see [45] for the current status of the problem
for N = 2,3, and [34] for new developments).
We expect to see our non-linear superpositions of instantons and antiinstantons in
the quantum mechanical model in the limit where all Gibbs potentials βk →∞. The
corresponding spectral curve
(127) Y + Λ
2N
Y
= PN (x) = x
N +u1x
N−1 + . . .+uN
becomes maximally degenerate. These are the equilibrium points of Toda chain. The
corresponding values of uk’s correspond to the vacua ofN = 1 theory which is obtained
from N = 2 by soft superymmetry breaking via a superpotential deformation. At such
a point n− 1 cycle vanishes. So we expect the critical points to be enumerated by the
collections of integers m,n with n = (n1, . . . ,nN−1) and m = (m1, . . . ,mN−1) with mi ’s
defined modulo some lattice generated by ni ’s.
6.3.3. n-point Gaudin system. The maximal degeneration, which should occur when
all βk→∞ for k = 1, . . . ,n− 3:
(128) ρ2 = B
2(w)(αw2 + βw+γ)
R(w)2
where
(129) R(z) =
n∏
i=1
(w −wi)
with degree n−3 monic polynomial B(w). The n parameters α,β,γ and the coefficients
of B(w) are fixed by:
(130) B(wi)2
(
αw2i + βwi +γ
)
= ν2i , i = 1, . . . ,n
Of course, solving the Eqs. (130) explicitly is not possible. But the connection to
gauge theory gives us a good idea as to what these solutions are. For example, in
the n = 4 case the corresponding theory is SU (2) with Nf = 4 flavors. So the six
solutions to (130) in this case are the vacua where one of the quarks, or a monopole,
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or a dyon becomes massless. The analogous analysis in the n > 4 case is simple using
the correspondence described in detail in [29].
6.4. Black holes. Consider the free motion of a probe particle in the background of
Schwarzschild black hole of mass M (we set GN = 1):
(131) ds2 =
(
1− 2M
r
)
dt2 −
(
1− 2M
r
)−1
dr2 − r2dΩ22 =
32M3e− r2M
r
du+du− − r2dΩ22
where
(132) u± = ±
√
r
2M
− 1 exp r ± t
4M
are the Kruskal-Szekeres coordinates, expressed through the Schwarzschild asymptotic
time t and the radial variable r. The line element on the two-sphere dΩ22 = dθ2 +
sin2(θ)dφ2. The geodesic equation, written in the Hamilton-Jacobi form, reads as:
(133)
( r
2M
)3
e
r
2M ∂u+S∂u−S − 4
(
(∂θS)
2 +
1
sin2(θ)
(
∂φS
)2)
= (2mr)2
for the probe mass m. Separating the variables via:
(134) S(u+,u−;θ,φ) = nφ+ s(θ) +E log(u+/u−) +Σ(log(u+u−))
we obtain, for the radial generating function Σ:
(135) Σ(x) = 4Mp
∫ x
w
dz
z(z − 1) ,
with
(136) w2 = z(z3 +µ2z2 + ν2(1− z))
where z = r/2M, µ = m/p, ν = L/(2Mp), p2 = 2 −m2,  = E/(4M), E is the energy
measured by the outside observer, L is the angular momentum10 and
(138) x = log(u+u−) = z+ log(z − 1) , dx = dz(1− z−1)
is the tortoise coordinate.
We observe that (136) is, again, an elliptic curve, when the variables p and z are
extended to the complex domain. We thus expect that the tunneling under the horizon
picture [77] of the Hawking radiation [42] should be properly formulated in terms of
the periodic orbits on such a curve, as in the previous quantum mechanical examples.
10The angular potential s(θ) is given by
(137) s(θ) =
∫ √
L2sin2(θ)−n2 dθ
sin(θ)
,
and its explicit form is not important for us
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It would be interesting to explore this issue further, also in the context of charged and
rotating black holes.
7. Summary and future directions
This paper is a result of an attempt to write an introduction to the book on mod-
ern instanton calculations. We found true critical points of the classical mechanical
actions in a variety of examples. Even though these examples are special in that the
complexification of the classical system is an algebraic integrable system, we believe
the qualitative picture of these solutions can be used in more general problems. One
qualitative feature of our solutions is that they are the non-linear superpositions of
the instantons, antiinstantons, and perturbative quanta. The former correspond to the
B-cycle wrappings, while the latter correspond to the A-cycle wrappings.
7.1. Tropical instantons. The algebraic integrability matches the perturbative modes
of the system to the tunneling modes. The instanton-antiinstanton configurations then
arise in the tropical limit of the algebraic integrable system, where the underlying spec-
tral curve degenerates to the rational one, while its Jacobian becomes a combinatorial
object.
7.2. Lefschetz thimbles and Dyson-Schwinger equations. The analytic properties of
quantum mechanical correlators can be understood by exploring the Lefschetz thim-
bles of the complexified action functional. Imagine the correlation functions obey some
differential-difference equations in the coupling constants, such as the Dyson-Schwinger
equations11, which come from the invariance of the integral under the small perturba-
tions of the contour of integration. Then the same equation is obeyed by the integrals
over all Lefschetz thimbles. The order of such equation is equal to the number of those
thimbles. Of course, it is infinite. But it is interesting how infinite it is. It appears that
in the system with r degrees of freedom one gets a cone in a lattice of rank 2r. Each
point in this cone corresponds to a solution of the system of those Dyson-Schwinger
equations.
Already for one degree of freedom we found many more solutions than we could find
in the literature. It appears that the bions of [5, 7, 8] are the particular examples of
our solutions for special values of (m,n).
We found that the critical points of the action functional on the complexified loop
space are the critical points of a flux-type superpotential defined on the (cover of
the) base of an algebraic integrable system. It would be interesting to study Lefschetz
thimbles of this superpotential, and compare them to the infinite-dimensional Lefschetz
thimbles of the path integral.
7.3. Topological renormalisation group and hyperkähler metrics. Explicit description
of the topological renormalisation group flow may prove very difficult. However, we
have a lot of freedom in the choice of the metric on the space of fields. For example,
one may choose a metric on the space of loops of LX 2rC which is induced from the
11Unfortunately the DS equations do not form a closed system unless one introduces the couplings
for all irrelevant operators, or takes some limit
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hyperkähler metric on X 2rC . The latter, in turn, can be simplified by taking a limit
of small Kähler class of the fibers, the semi-flat metric discussed in [30]. This metric
is singular, but the non-singular nearly semi-flat one might work as well. In this way
we’ll get the tropical limit of the Lefschetz timble.
It would be interesting to understand the connection of our solutions to the BPS
states of supersymmetric gauge theory whose moduli space of vacua is the complexified
phase space (it is the four dimensional theory compactified on a circle).
7.4. Rademacher for Gutzwiller. It is tempting to speculate that Gutzwiller’s formula
[41] can be improved (a la Rademacher) by the contributions of our m,n-solutions, so
as to produce an exact formula. What are the implications for the theory of quantum
chaos?
7.5. Towards quantum field theory: finite-gap vs lattice. Of course, the main goal of
this project is to improve on the instanton gas ansatz in quantum field theory, as it fails
already in two dimensions [78]. In going from quantum mechanics to quantum field
theory one may approximate the infinite-dimensional system by a finite-dimensional
one. The naive approach where we put the fields on a lattice, may prove too difficult,
as all the symmetries would be lost. It would be great to find a finite-dimensional ap-
proximation which preserves, say, an algebraic integrability of the complexified model.
Of course, for some models, such as the sine-Gordon in two dimensions, one can find
an integrable lattice approximation [25, 46], but such examples are rather exceptional.
However, one can find other finite-dimensional approximations, namely the finite-gap
subspaces. It appears that such an approach works for the O(n)-sigma models in two
dimensions [52]. In fact, it works better for n > 3 where the proper two dimensional
instantons are simply absent, since pi2(Sn−1) = 0 in this case!
Recall that theO(3)-model can be mapped to the sine-Gordon theory using Pohlmeyer
reduction. Since the sine-Gordon equation is an infinite-dimensional integrable sys-
tem, whose classical (complexified) evolution linearizes on the Jacobian of an infinite-
dimensional complex curve, one could jump at the conclusion that the analogue of
our m,n-solutions is easy to produce: simply look for the rational windings on that
Jacobian variety. Unfortunately Pohlmeyer reduction works simply only in the infinite
volume systems, while our systematic approach requires taking both space and time
compact. By imposing periodic or twisted periodic boundary conditions on the sigma
model side we arrive at a complicated problem on the sine-Gordon side (the infinite
genus curve approach is simple when it is the sine-Gordon equation which is studied
with periodic spatial boundary conditions). Fortunately, there is another approach,
which uses the linear sigma model realization of the O(n) model (which is usually
studied in the large n limit), in which one directly gets the solutions of the complex-
ified sigma model, in terms of analytic curves, called the Fermi curves in [52]. The
finite-gap approximation is then the ansatz in which the curve in question has a finite
genus component. The motion linearizes on the Prymian of that curve [52]. In fact,
even more explicit solutions can be found using the “winding ansatz”, in which the
spatial slice of the worldsheet winds along an orbit of a U (1)-subgroup of O(n) (or, for
the twisted boundary conditions, one may choose a generic one-parametric subgroup).
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In this way the 1 + 1 dimensional problem reduces to the 0 + 1 dimensional one: that
of Neumann system, which, in turn, can be reduced to the Gaudin model we discussed
above [76]. Remarkably, despite the common lore that the CPn model is not integrable,
a (smaller) class of similar complex solutions can be found there as well.
Encouraged by the success in two dimensions we may hope to find the analogous
solutions in the four dimensional (non-supersymmetric) Yang-Mills theory. The in-
stanton methods in QCD have a very long history [18]. However, they dilute instanton
gas is not a good approximation to the Yang-Mills path integral. We should, therefore,
look for the analogues of our non-linear superpositions of the instantons, antiinstan-
tons, and perturbative quanta (gluons). As an initial approach, again, we take the
Euclidean space-time with the geometry S3 × S1. Let R be the radius of S3 and β the
circumference of S1. We then look for solutions of the Yang-Mills equations
(139) DA ? FA = 0
with the complex gauge field A (say sl(2,C)-valued for the SU (2) gauge theory). The
equations (139) are still conformally invariant, so we may study them on R4\0 then
impose the invariance with respect to the discrete scaling r 7→ re−β/R. The equations
on R4\0 can be studied as in [94] by imposing an SO(3)-invariance on the gauge
fields (with SO(3) acting both as the space rotations SO(3) ⊂ SO(4) and as the gauge
rotations). In this way we arrive at the abelian Higgs model on the periodic AdS2, i.e.
the strip τ, Im(τ) > 0, τ ∼ τ + 1, with the metric
(140) dτdτ¯
Im(τ)2
Perhaps this is not far from the sigma models which can be analyzed using the Fermi
curve approach of [52]. Hopefully in this way the instanton liquid picture of [84] will
be eventually justified. With more symmetry the 3 + 1 dimensional problem reduces
to the 0 + 1 dimensional one, in fact, again to the anharmonic oscillator [76].
7.6. Wilder speculations. Note that in order to get an insight on the quantum me-
chanical model we lifted it to the two dimensional theory and then to the four di-
mensional supersymmetric gauge theory in a special background. If we naively adopt
the d 7→ d + 1 + 2 point of view we would conclude that the non-perturbative treat-
ment of a non-supersymmetric four dimensional quantum field theory should reveal a
seven dimensional supersymmetric theory? There are many supersymmetric theories
in seven dimensions: essentially all of them are given by compactifications of M-theory
on four-manifolds possibly with fluxes (in the absence of fluxes the four manifolds are
hyperkähler). Of course, there are many local K3’s but probably not as many as four
dimensional quantum field theories. Is the existence of the seven dimensional comple-
tion another constraint[93] on the landscape of consistent four dimensional quantum
field theories?
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