This paper presents a methodology to recognize certain crop fields' images using texture, color and combination of both types of features. In this work, we have considered eight varieties of crop images, namely, Brinjal, Cotton, Groundnut, Paddy, Soyabean, Sugarcane and Sunflower. Texture features using GLCM and color features using HSV are deployed. Artificial Neural Network (ANN) is used for recognition. Considering only as feature, classification accuracies of 63. 75%, 66.25% and 84.375% are obtained using texture, color and their combination respectively. The work is helpful in the area of agriculture for early detection and prevention of diseases.
Introduction
Agriculture is the major source of income for about three-fourths of India's rural population. Technological support to Agriculture is considered important in assessing the development of any country. Poorly trained farmers cannot apply the precision methods and new technologies like use of robots or the use of new irrigation techniques or use of sensors to predict the yield etc. Common technological applications like human computer interaction, virtual environment, robotics and multimedia, include computer vision, image processing and speech processing are possible in the field of Agriculture. Computer vision helps in analyzing the visual input from an image and produces a description to interact with the world. In the proposed work, eight types of fields' images, namely, Cotton, Sugarcane, Paddy, Sunflower, Brinjal, Soyabean, Maize and Groundnut are considered and some sample images are shown in Fig. 1 .
Figure 1. Images of Sunflower, Soyabean, Brinjal and Paddy Fields
Two types of features, namely, texture and color are extracted. Texture features are extracted using Gray level co-occurrence matrix (GLCM) and color features from HSV model. These extracted features are used to train and test ANN as recognizer. In order to
Methodology
The proposed methodology on combined color and texture features based methodology for classification of crop field images is divided into four steps, namely, Image acquisition, Preprocessing, Feature extraction and Classification as shown in Fig. 2 .
Figure 2. Block Diagram of the Proposed Work

Image Acquisition
The field's images are captured using Sony digital camera of 16.1 Mega Pixels. The images are captured under fixed focal length under standard illumination conditions. The field images of Paddy, Sugarcane, Sunflower, Groundnut, Cotton, Maize, Soya Bean, and Brinjal are used in the present work. The data set consists of 20 images of each field crop. A total of 180 images are considered for experimental study. Some of the sample images are as shown in the Fig. 3 .
Figure 3. Field images of Groundnut, Maize, Sugarcane and Cotton
Preprocessing
The fields' images captured are of 3456 X 4608 pixels. We have filtered and resized the images. Median filter is found to be suitable for the proposed work. The images are resized to 512 X 512 pixels. A sample image of paddy field before and after filtering is shown in Fig. 4 . 
Feature Extraction
From literature survey, we found that feature extraction techniques used are color, texture, shape etc. In the proposed methodology, an exhaustive experimentation is carried out considering color and texture features.
Gray Level Co-occurrence Matrix (GLCM):
Visual system of human beings use second order distribution of gray levels as discriminator in identifying textures. Some of the characteristics of texture are homogeneity, entropy, contrast and others. GLCM is very useful to obtain valuable information about the relative position of the neighboring pixels in an image. The co-occurrence matrix GLCM (i,j) counts the co-occurrence of pixels with gray value i and j at given distance d. The matrix element P(i,j) is separated from its neighborhood by a pixel distance ( , one with intensity I and the other with intensity j. Number of gray levels is denoted by G. is the mean value of P. and are the means and standard deviations of Px and Py. The direction of neighboring pixels to represents the distance can be selected, for example 135o, 90o, 45o, or 0o, as illustrated in Figure 5 . In the proposed work, we have considered all the 22 features, initially. The five prominent texture features, namely, autocorrelation, cluster prominence, sum of squares of variance, sum of variance and sum of average are utilized in the work. The reduction in the number of features Autocorrelation refers to repeating patterns like presence of periodic signal obscured by noise and is given by equation (1) . The autocorrelation values for the different varieties of field images are given in Table 1 . Considering the tabular values the classification accuracy of the extracted feature autocorrelation is as shown in the Fig.6 .
Figure 6. Autocorrelation Classification Accuracy
Cluster prominence is the measure of the skew in of the matrix, in other words the lack of symmetry and is given by the equation (2). The extracted feature values from the algorithm are given in the Table2. The classification accuracy of cluster prominence is given in the Fig.7 . Sum of squares of variance is the sum of squared differences from the mean and is given by equation (3).
Sum of squares of variance = P(i,j) …
The values of the sum of squares of variances (sosvh) are given in Table 3 . The classification accuracy for sum of squares of variance feature is as shown in the Fig. 8 . Variance is a measure of the dispersion of the values around the mean and combinations of reference and neighbor pixels. The extracted feature Sum of variance is given by equation (4).
Sum of variance= . P(i,j) … (4)
The values of sum of variance feature (svarh) are given in Table 4 . The classification accuracy for sum of variance feature is given in Fig. 9 .
Figure 9. Sum of Variance Classification Accuracy
Sum of average is the sum of all values and divided by the total number of values and is given by the equation (5) .
Sum of average(Mean)= … (5)
The texture features extracted out of the above mentioned feature is given in Table 5 . The classification accuracy for the sum of average feature is given Fig.10 . 
Color Features:
There are different color spaces such as HSV, CMY, and LUV etc. Color intensity is represented independently in HSV (Hue, Saturation and Intensity) space, whereas it is not possible in RGB space.
HSV:
Humans perceive colors as a combination of 3 colors: Red, Green and blue. The representation of HSV space is derived from the RGB space cube with the main diagonal of the RGB model as the vertical axis in HSV as shown in Fig. 11 . The colors vary from unsaturated (gray) to saturated (no white component) as saturation varies from 0.0 to 1.0. Hue ranges from 0 to 360 degrees with variation from red, going through yellow, green, cyan, blue and magenta and back to red. The color space intuitively corresponds to the RGB model from which the other color models are derived through linear or nonlinear transformations.
Figure 11. HSV Color Model
Based on Hue, Saturation and Intensity (HSV) color model mean and standard deviation are extracted. Mean provides average color value in the image and is given by the equation (6) .
Mean = … (6)
The hue, saturation and intensity mean generated for all kinds of field images is as shown in the Table 6 . The classification accuracy for the color feature mean is as shown in the Fig.12 . 
Figure 12. HSV Mean Histogram Plot
Standard deviation is defined as the square root of variance and is given by the equation (7) Standard Deviation = 2] … (7)
The hue, saturation and intensity standard deviation generated for all kinds of field images and the classification accuracy is given in Table 7 . Classification accuracy for the feature standard deviation is as shown in Fig.13 . 
Classification:
Based on the computational simplicity Artificial Neural Network is used as a classifier. Feed forward multilayer network is used for the proposed work and back propagation algorithm is used for training the classifier. Classification is attempted in 3 stages, firstly, only with the texture features; secondly, with the color features and lastly with combination of both texture and color features. Input layer has seven nodes and output layer has eight nodes. The hidden layer is one. The termination error is set to 0.001.
Results and Discussion
We have used a total of 160 images. The average classification accuracy for GLCM features is given in Fig.15 . The average classification accuracy for color features is given in Fig.16 . The maximum accuracy is obtained for paddy field images. The minimum accuracy is obtained for groundnut field images. This is observed for both types of features.
Figure 15. Classification Accuracy for GLCM Features
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Figure 16. Classification Accuracy for HSV Features
Combination of texture and color (GLCM and HSV ) features has resulted in classification accuracy of 84.375% and is given Fig.17 . Accuracies are improved for all the field images. 
Conclusion
The work has reported the accuracies of classification of field images of 8 different types of crops. The color and texture features are deployed. An artificial neural network is used to classsify different types of crops. The combination of features has given good results compared to individual features. We have obtained an average accuracy of 84.375% for combination of features. The work finds application in technology deployment in Agriculture.
