Introduction. Denote by Ꮿ
m×n the set of m × n finite matrices over the field of complex numbers, and by A * the conjugate transpose of a Ꮿ m×n -matrix A. Moore [4] defined the reciprocal Λ of a Ꮿ m×n -matrix K as a Ꮿ n×m -matrix such that (a) the 
the existence and uniqueness of Λ were announced in [4] , and proven in [5, pages 8, 202 ] after Moore's death, where the reciprocal was renamed as the general reciprocal. However, the beauty of Moore's definition was not realized until Penrose [7] defined the generalized inverse A † of a matrix A ∈ Ꮿ m×n as the solution of the following four equations:
in Penrose [7] . Since then the A † has been widely used in various areas, especially in the study of approximate solutions (such as the least-squares solutions) of linear equations.
The equivalence between Moore's reciprocal and Penrose's generalized inverse was shown by Rado [10] , and Penrose [8] The weak M-P inverses (or weak generalized inverses) are also playing an important role in applications. We denote by
and by
In addition to the comments on the definitions of M-P inverse, this note gives a new characterization for two types of weak M-P inverses, namely Ꮽ {a,c} = Ꮽ {1,2,4} and Proof. For G ∈ Ꮽ {a,c} , there exists C ∈ Ꮿ m×m such that 
. It then follows that
Theorem 2.1 exposes an important relation between Moore's and Penrose's conditions that one of Moore's conditions (a) and (b) plus the common condition (c) is equivalent to Penrose's conditions (1) and (2) plus one of conditions (3) and (4). This is also a new characterization for two types, A {1,2,3} and A {1,2,4} , of weak M-P inverses.
Combining Theorem 2.1 with the results (2.2) and (2.3) of Pringle and Rayner [9] , we get 
, by Theorem 2.1,
The dual result (2.3) is proved in a similar manner. 
