Gyrokinetic Simulations on Many- and Multi-core Architectures with the
  Global Electromagnetic Particle-In-Cell Code ORB5 by Ohana, Noé et al.
ar
X
iv
:1
90
8.
02
21
9v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
6 A
ug
 20
19
Gyrokinetic Simulations on Many- and Multi-core Architectures with the Global
Electromagnetic Particle-In-Cell Code ORB5
Noe´ Ohanaa, Claudio Ghellera, Emmanuel Lantia, Andreas Jockschb, Stephan Brunnera, Laurent Villarda
aSwiss Plasma Center (SPC), E´cole polytechnique fe´de´rale de Lausanne (EPFL), Station 13, 1015 Lausanne, Switzerland
bSwiss National Supercomputing Centre (CSCS), Via Trevano 131, 6900 Lugano, Switzerland
Abstract
Gyrokinetic codes in plasma physics need outstanding computational resources to solve increasingly complex problems,
requiring the effective exploitation of cutting-edge HPC architectures. This paper focuses on the enabling of ORB5, a
state-of-the-art, first-principles-based gyrokinetic code, on modern parallel hybrid multi-core, multi-GPU systems. ORB5
is a Lagrangian, Particle-In-Cell (PIC), finite element, global, electromagnetic code, originally implementing distributed
parallelism through MPI-based on domain decomposition and domain cloning.
In order to support multi/many cores devices, the code has been completely refactored. Data structures have been
re-designed to ensure efficient memory access, enhancing data locality. Multi-threading has been introduced through
OpenMP on the CPU and adopting OpenACC to support GPU acceleration. MPI can still be used in combination with
the two approaches. The performance results obtained using the full production ORB5 code on the Summit system
at ORNL, on Piz Daint at CSCS and on the Marconi system at CINECA are presented, showing the effectiveness and
performance portability of the adopted solutions: the same source code version was used to produce all results on all
architectures.
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1. Introduction
In magnetized plasmas, the quality of confinement is
well known to be degraded by the presence of turbulence
arising from various small-scale instabilities, causing cross-
field transport to exceed by large factors the neoclassical
estimates. This is the main cause of the large size re-
quired for a fusion reactor based on the magnetic confine-
ment principle, and consequently of the high cost of such
devices. Understanding the fundamental properties of tur-
bulence is therefore of paramount importance. On the the-
oretical side, the gyrokinetic theory has been established
as the most appropriate and complete description of turbu-
lence in hot, low-collisionality core plasmas. While the dy-
namical reduction of the full Vlasov-Maxwell system elim-
inates the fastest scales, solving the gyrokinetic equations
remains a problem of formidable complexity requiring so-
phisticated numerical approaches [1]: gyrokinetic equa-
tions consist of nonlinear equations for time-dependent
distribution functions in 5D phase space coupled to an
integro-differential system of time-dependent field equa-
tions in 3D. In order to solve increasingly complex prob-
lems, outstanding computational resources are required.
The effective exploitation of state-of-the-art HPC archi-
tectures represents therefore a mandatory task to tackle
the most challenging questions in plasma physics.
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The pinnacle of modern HPC performance is being
achieved through many-core and heterogeneous computing
(based, for instance, on GPU or FPGA devices), and cur-
rent trends suggest that some form of heterogeneous com-
puting will continue to be prevalent in emerging HPC sys-
tems. Therefore, the ability to fully exploit new heteroge-
neous and many-core architectures is of paramount impor-
tance towards achieving optimal performance on modern
HPC systems. On the other hand, with the increasing size
and complexity of numerical simulations, it is of primary
importance for scientists to be able to exploit all available
hardware in emerging HPC environments to achieve maxi-
mum computational throughput and efficiency. Exploiting
these novel hybrid architectures is non-trivial however, due
to the challenges presented by mixed hardware computing
and the increasing levels of architectural parallelism. New
algorithms and numerical and computational solutions are
required.
In the last years a massive effort has been devoted to
enable scientific applications to hybrid systems in all scien-
tific areas. For plasma physics, we can mention the GPU
enabling work made for the GENE code [2], the CGYRO
code [3], the GTC code [4, 5] and the XGC code [6, 7].
These works have shown that the effort made at porting
gyrokinetic codes to GPU was beneficial: for example, the
GTC code was ported on Titan and an acceleration factor
up to 3 could be achieved by using the GPU [8]. We note,
however, that a thorough benchmark comparison of these
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gyrokinetic codes is beyond the scope of this paper.
Our target code is ORB5 [9, 10, 11, 12], a state-of-
the-art, first-principles-based gyrokinetic code. It is a La-
grangian, delta-f , Particle-In-Cell (PIC), finite element,
global, electromagnetic code developed by the Swiss Plasma
Center (SPC) in collaboration with the Max Planck IPP
in Garching and Greifswald and the University of War-
wick. Some of its unique features include the use of high
order (up to cubic) B-spline basis functions for the field
representation, the variational Galerkin formulation that
allows for the straightforward use of curvilinear toroidal
magnetic coordinates including the magnetic axis, flow-
conserving source and noise control operators, an enhanced
control variates scheme and a pullback scheme that solve
the cancellation problem for electromagnetic simulations,
an adaptive scheme that adjusts the number of Larmor
points for the gyroaveraging operator and a field-aligned
Discrete Fourier filter eliminating unphysical modes. Last
but not least, even though it uses a δf representation as
control variates, the ORB5 code is equivalent to a truly
full-f code, with the exception to the fact that the polar-
ization density is linearized.
ORB5 has been recently completely refactored with
new data structures and its parallelism enhanced. Particle
data structures are now structure of arrays instead of ar-
ray of structures because it was found to increase the per-
formance by privileging contiguous memory access, both
on the CPU and on the GPU. Also, a new data struc-
ture was introduced for the representation of points on
the Larmor ring that resulted in enhanced modularity and
performance. Originally a pure MPI code based on do-
main decomposition and domain cloning [13, 14], hybrid
MPI/OpenMP and MPI/OpenACC parallel programming
models have been introduced. Various multithreading al-
gorithmic solutions have been implemented for the differ-
ent kernels, in particular for the gyro-averaged charge and
current deposition and field assignment.
A remarkable feature of this development is that it has
resulted in a single source code version that can be run
either on CPU-only or on GPU-equipped HPC systems.
The refactoring has been accomplished adopting a modu-
lar approach, making the code easily extensible and main-
tainable. Continuous integration is supported, through the
usage of Git for code versioning and Jenkins for automated
testing and verification.
Being a community-driven code, ORB5 needs to be ef-
fectively usable on a large variety of computing systems, so
that the scientists can exploit all the available supercom-
puting resources. Since the development of applications
codes such as ORB5 spans a period of time longer than the
typical timescale of HPC architecture evolution, our prime
objective is to design a portable code which provides good
performance on different HPC platforms, rather than fine-
tuning the performance on a specific architecture. In this
work, we present the results obtained on three cutting-edge
supercomputing platforms: Summit at ORNL, Marconi at
CINECA and Piz Daint at CSCS. The performed tests
are representative of typical production runs, and only the
compilation procedure accounts for specific, architecture-
related, optimization, adoptable by any standard users.
Too specific architecture-related customization has been
avoided, privileging portability and usability to extreme
performance optimization. All results in the paper have
been obtained with a single source code version which is
actually the full production code version. The parameters
of the data sets correspond to real production cases. Most
importantly, all timings reported include all host-device
and all across-node data transfers.
The details of the ORB5 code and its parallel imple-
mentation will be given in Section 2, followed, in Section
3, by the presentation of the results obtained for different
tests and benchmarks. Results will be discussed in Section
4 together with the main conclusions.
2. The ORB5 code
ORB5 is a global gyrokinetic PIC code solving for
the Vlasov-Maxwell set of equations in Tokamak geome-
try. Its model is derived from variational formulation with
consistent ordering [15, 16]. It accounts for electromag-
netic perturbations around a realistic MHD equilibrium
[17] or an approximated “ad-hoc” one. Different options
are available for the field solver, namely the long wave-
length approximation, Pade´ approximation, or all orders
[18]. One can simulate multiple gyrokinetic species, and
drift-kinetic, adiabatic or hybrid electrons. Among others,
the code also features inter- and intra- species collisions
[19], heat sources [20], and strong flows [21]. A detailed
description of ORB5 capabilities can be found in [12].
2.1. Algorithms and MPI implementation
In ORB5 a control variates scheme is used, mean-
ing that it represents the distribution functions of plasma
species as the sum of a time-independent function f0 and a
time-dependent perturbation δf . The latter is discretized
with numerical markers (also called particles in this pa-
per). Those markers evolve in fields discretized with 3D
finite element B-splines up to third order. ORB5 uses the
magnetic coordinates (s, θ⋆, ϕ), where s is the radial co-
ordinate, ϕ the toroidal coordinate, and θ⋆ the poloidal
coordinate modified so that field lines are straight in this
coordinate system. The radial boundary conditions can be
free or Dirichlet, or unicity for the inner boundary condi-
tion on axis. The matrix problems resulting from the 3D
finite element discretization of field equations are solved in
discrete Fourier space in the poloidal and toroidal dimen-
sions, allowing to take advantage of the field anisotropy
to filter out unphysical perturbation modes which are not
aligned with the field lines. This Fourier filtering leads to a
reduction of the number of markers of one order of magni-
tude for the same noise level [22]. Moreover, thanks to the
background and profiles axisymmetry, toroidal mode num-
bers are decoupled from each other in field solvers, offering
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Figure 1: Larmor markers around a guiding center in the poloidal
plane. The number of Larmor markers per guiding center can be
fixed or proportional to the ring size.
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Figure 2: MPI 2-level parallelization of ORB5 in subdomains (sd.)
and clones. Toroidal dimension can be decomposed into subdomains,
and each of those subdomains can be cloned to split the particle
workload over many MPI tasks.
a trivial level of parallelism. In order to control the noise
inherent to PIC simulations, ORB5 includes a Krook oper-
ator, a coarse graining technique, and quadtree smoothing.
The electromagnetic cancellation problem in Ampe`re’s law
can be cured using an enhanced control variate scheme
[23] or the pullback scheme [24]. The gyro-averaging op-
erations make use of numerical markers along the Larmor
rings of each guiding center, as shown in Figure 1. The
number of Larmor points per guiding center can be fixed
or adaptive (scaling with the ring size).
ORB5 has two levels of MPI parallelism (Figure 2).
The first one is domain decomposition along the toroidal
dimension. Each subdomain works with field and particle
data of a toroidal slice. This slicing is uniform in order
to guarantee a balanced workload. Hence, the number of
subdomains is constrained to be a divider of the number
of toroidal grid cells, which is frequently a power of 2 for
best Fast Fourier Transform performance. There are three
kinds of communication between subdomains. First, they
send and receive particle data leaving or entering the sub-
domain. Particles can jump across several subdomains in
a time step so it is an any-to-any communication. Due to
the characteristics of the physical problem, the number of
markers per subdomain is guaranteed to be statistically
uniform at all times. Second, subdomains communicate
guard cells field data with their neighbours due to the fi-
nite element overlap over several grid cells. Third, paral-
lel data transposition is required before performing local
Guiding center data Larmor ring data Field data
build Larmor deposit
solve
get fieldsgyroaverage
push
Figure 3: Main stages of an ORB5 time step. The 6-fold scheme
differs from the usual PIC 4-fold scheme because of the introduction
of the Larmor ring data.
Fourier transform in the toroidal direction. This operation
is an all-to-all communication which swaps the partitioned
dimension between toroidal and poloidal ones.
The second level of MPI parallelization in ORB5 is do-
main cloning. It consists in replicating field data subdo-
mains on different tasks, thus splitting the particle work-
load without changing the grid resolution. MPI communi-
cations among clones are reductions of the grid data before
the solvers, and broadcasts afterwards. Domain cloning
was introduced since the very first version of the ORB5
code. It allowed for running with more MPI tasks than
the number of toroidal grid points. In the newly refac-
tored, multithreaded version of ORB5, (see below), do-
main cloning will be shown to be useful on multi-socket
nodes, i.e. the optimum configuration is to use one clone
per socket.
Instead of (or in addition to) domain cloning, we may
consider 2D or 3D domain decomposition: the poten-
tial scalability gain of these options was investigated in
Ref.[25]. While 1D decomposition in the toroidal direc-
tion poses no problem for load balancing, additional de-
composition in the radial and poloidal directions is more
challenging: ensuring particle load balance requires equal-
volume domains, but due to the polar-like grid, this leads
to off-balance grids. Moreover, the finite Larmor radius
(FLR), lying essentially in the poloidal plane, introduces
technical difficulties when a Larmor ring straddles two or
more domains: this requires additional guard cells but un-
like those required by the overlap of finite elements, the
number of necessary guard cells depends on the largest
Larmor radius of all markers in the domain and is not
necessarily the same throughout the plasma, nor is it the
same in all simulations. Although subject of investigation,
the 2D or 3D domain decomposition has not been imple-
mented in the ORB5 code yet.
The time integrator is a fourth-order Runge-Kutta.
2.2. Rewriting and refactoring strategy
Developers of legacy codes are confronted to the recur-
rent dilemma: should the code be entirely rewritten, or
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is refactoring a better option? We have adopted a two-
pronged approach that combines both aspects of rewriting
and refactoring. First, we have extracted the fundamental
kernels of the original ORB5 code and rewrote them from
scratch. These then served as ’test-bed’ codes, which we
called ’PIC-engine’ [26] and ’GK-engine’ [27] for the pure
PIC and for the specific gyrokinetics aspects, respectively.
In these, several options for data structures and multi-
threading were implemented and tested. These include
in particular the challenging particle-to-grid and grid-to-
particle kernels. Then, the most performing options of the
PIC-engine and GK-engine were implemented into the full
production ORB5 code.
A standard PIC time step consists of 4 stages: (1) the
deposition of particle charges and currents on the grid; (2)
the field solve on the grid; (3) the interpolation of the field
at particle positions; and (4) the particle push. As com-
pared to standard PIC schemes, the finite Larmor radius
(FLR) of the gyrokinetic description introduces an addi-
tional non-locality. In the pre-refactored ORB5, this was
handled by treating stages (1) and (3) as follows: a loop on
guiding centers, inside of which a loop on Larmor markers
was performed. The problem with this approach is when
a domain decomposition boundary sits between a guiding
center and a Larmor marker of the same particle. Han-
dling this would require additional data transfers through
MPI domains. Another complication arises when particle
sorting is applied, which was observed to be beneficiary for
multithreading the steps (1) and (3) (see next subsection).
Therefore, another strategy was adopted for the refac-
toring of the ORB5 code: a new data structure was in-
troduced, named ’Larmor ring data’, containing the po-
sitions in real space of the Larmor markers and guiding
center weights. The main stages of an integration sub-
step now consist of 6 stages instead of 4 and are depicted
in Figure 3. With this, the operations related to FLR
(’build Larmor’ and ’gyroaveraging’) can be completely
separated from those of particle-to/from-grid (’deposit’
and ’get fields’) for which now all optimizations perti-
nent to ’standard’ PIC algorithms can then be straight-
forwardly applied. This strategy was first tested in the
GK-engine and then, since it proved beneficial, was in-
troduced in the refactored ORB5 code. The introduction
of an intermediate Larmor data structure makes the code
more efficient as well as more modular, at the expense
of a higher memory footprint. Indeed, loops over Larmor
points are taken out of the loops over guiding centers, lead-
ing to better vectorization. It also allows for the sorting
of the Larmor markers by cells before depositing them,
improving data locality and avoiding random memory ac-
cesses. Without sorting, the deposition routine loops over
the markers and then over the finite elements they con-
tribute to, while with sorting the outermost loop can be
on the grid cells and the innermost one on the particles in
that cell.
2.3. Multi/Many threads acceleration
Multi-threading for multi-core CPUs has been imple-
mented by using the OpenMP application programming
interface (API). OpenMP represents a consolidated and
stable solution to exploit shared memory devices, ensur-
ing good scalability up to many cores and high portability,
being supported by all the major hardware and software
providers and implemented in all the most common com-
pilers of, in particular, Fortran, C and C++ programming
languages. It is based on a set of directives which instruct
the code on how to split the work among the available
threads, with minimum impact on the source code, al-
though specific customization has to be done in order to
ensure good performance and scalability.
In ORB5, OpenMP is used exclusively in routines loop-
ing over the particles. Such loop iterations are in general
independent from one another, which make them trivially
parallelizable over OpenMP threads. When it comes to
accumulation of some marker quantity on a grid, such as
charge and current depositions or binning diagnostics, one
has to take care about race conditions (several threads
updating the same memory location simultaneously). For
scalar quantity, we use the OpenMP built-in reduction
clause. For arrays, we make each OpenMP thread accu-
mulate to a temporary replica, and we reduce them af-
terwards. This manual operation was found to be more
efficient than the reduction clause, especially for large
arrays. The algorithms using particle sorting avoid this
grid replication by multithreading the deposition outer
loop (over grid cells) so that the inner loop (over mark-
ers within a cell) can be executed serially.
The GPU implementation has followed a similar ap-
proach, adopting the OpenACC programming model to
enable to the GPU the most time consuming parts of the
code. Just like OpenMP, OpenACC is a directive-based
approach, which allows keeping the source code almost
unchanged, leaving to the compiler the task of creating
the GPU version. Differently from OpenMP, however,
OpenACC is a new standard under continuous develop-
ment and only few compilers, namely PGI and GNU, and
vendors, namely NVIDIA, fully support its latest releases.
Hence portability is limited. However, on the kind of HPC
systems typically targeted by ORB5 (and, in particular,
used in this work), the PGI compiler is expected to be
available, therefore the adoption of OpenACC is not lim-
iting its usability.
OpenACC provides two main classes of directive: those
to implement work sharing and those to control data trans-
fer. Both are designed with performance as the main ob-
jective. The OpenACC approach was tested on the simpli-
fied PIC-engine kernels [26] and several options regarding
the data layout and multithreading were tried there.
In ORB5, all the computations involving particles have
been offloaded to the GPU: more precisely, these are the
stages ’push’, ’build Larmor’, ’deposit’, ’get fields’ and ’gy-
roaverage’, with only the ’solve’ operations performed on
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the host. Loops over particles are particularly well suited
for GPUs since millions of independent iterations can be
executed by thousands of threads. Communication in be-
tween GPU and CPU is minimized by keeping particle
data on the GPU only. More precisely, all Larmor ring
data are kept strictly on the GPU, while only a fraction
of the guiding center data has to be transferred via MPI
at every time step from GPU to GPU for those markers
that change domain. Having a single kernel using parti-
cles on the CPU would annihilate the speed-up brought
by the GPU due to the time required to transfer particle
data between device and host.
The ’solve’ stage has not been ported to GPU. It con-
sists of a computational part, namely the backsolve op-
erations of the field solver and the MPI communication
of grid data required by the toroidal domain decomposi-
tion and toroidal discrete Fourier transform, in addition
to reductions of grid data over the clones. Field backsolve
operations have not yet been ported to GPUs as they were
initially not found to be the critical parts for our applica-
tion. Since particle-to/from-grid operations are performed
on the GPU, field data has to sit on both device and host.
Therefore field data is transferred from the GPU to the
CPU after the deposition, and back to the GPU after the
field solve.
Concerning race conditions in deposition routines, the
grid replication method used with OpenMP threads is not
suitable anymore due to the large number of GPU threads.
We therefore use OpenACC atomic directives around ac-
cumulation instructions in order to make them thread safe.
The introduction of OpenACC atomics for our application
on NVIDIA GPUs, where the atomic update has been ef-
fectively implemented at hardware level, does not lead to
any significant time overhead.
3. Results
As stated above, all the results presented in this pa-
per have been obtained with a single source code version,
which is the full production ORB5 code version. Also, the
simulation parameters used in this paper are representa-
tive of production runs. Most importantly, all timings
reported include all host-device and node-to-node data
transfers.
In order to analyze the performance and the scalability
of our parallel, multi-threaded implementation of ORB5,
we have performed a number of tests and benchmarks ex-
ploiting three different state-of-the-art architectures avail-
able at CINECA, CSCS and ORNL supercomputing cen-
ters. CINECA is the Italian national HPC facility. We
have used the A3 partition of the Marconi flagship sys-
tem, made of 3224 2×24-cores Skylake CPU nodes. We
have exploited the GPU partition of Piz Daint at CSCS,
the Swiss National Supercomputing center. Piz Daint is
a Cray XC40/XC50 machine, with 5704 nodes equipped
each with a 12-cores Intel Haswell CPU and one NVIDIA
Tesla P100 GPU. Finally, we have run on the Summit su-
percomputer at Oak Ridge National Laboratory in the
USA, deploying 4608 nodes, each equipped with 2 IBM
POWER9 CPUs and 6 NVIDIA Tesla V100 GPUs. Ta-
ble 1 summarizes the characteristics of the systems and
indicates the version of the adopted compilers.
As simulation physical and numerical parameters we
use gyrokinetic deuterium ions with an adaptive number
of Larmor points as well as kinetic electrons 200 times
lighter than ions. The pullback scheme is used to solve for
the electromagnetic fluctuations. Poisson equation makes
use of the long wavelength approximation. A density-,
zonal flow- and parallel flow- conserving Krook operator
is used as noise control and heat source. The number of
time steps has been set to be a small fraction of an actual
simulation.
The single node tests of section 3.1, as well as those
of sections 3.2 and 3.3 adopt a mesh of Ns ×Nθ⋆ ×Nϕ =
512×1024×4 cells and 20 ·106 particles for each of the two
simulated species (deuterium and electrons). This setup
is representative of one subdomain, typically fitting on a
single node, of a medium-size tokamak production run.
Meshes and particle numbers relevant for production runs
on multiple nodes will be used in section 3.4.
For all the tests we have adopted as performance metric
the time-to-solution and the fractions of the time spent in
the different parts of the code. Only time spent in the
time loop has been considered, excluding initialization. In
a typical production run there are tens of thousands of
time steps, so that the initialization time is a negligible
fraction of the total.
3.1. Single node MPI and OpenMP performance
ORB5 allows specifying different configurations of par-
allelism exploiting the domain decomposition, cloning and
multithreading (on the CPU or on the GPU). A first set of
tests has focused on the CPU implementation, analyzing
how different configurations influence the performance and
selecting Skylake as the reference architecture (the com-
parison among different architectures will be given in the
next section).
Figure 4 shows the breakdown of the time to solution
in the different components of the code, as introduced in
section 2.1. Each bar represents a different combination of
number of MPI subdomains (domains in which the grid is
partitioned along the toroidal direction), number of MPI
clones (replicas of a domain), and number of OpenMP
threads per MPI task. The product of numbers of sub-
domains, clones and threads equals the number of CPU
cores.
The first three bars show the timings for one MPI sub-
domain, the second two bars for 2 subdomains, and the
last two bars for 4 subdomains. The first bar of each
group uses pure MPI parallelization, without multithread-
ing. The number of OpenMP threads is then increased,
decreasing the number of MPI clones accordingly.
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System Computing Node Nnodes Interconnect Compiler Compiler flags
Marconi 2 Intel Xeon 8160 CPU (Skylake) 3224 Fat-Tree Intel
Omnipath
Intel 17.0.4.196 -O2 -xCORE-AVX2 -fopenmp
Piz Daint Intel Xeon E5-2690 v3 (Haswell)
CPU + NVIDIA Tesla P100 GPU
5704 Dragonfly
Aries
PGI 18.10
+ Cuda 9.1
-O3 -fast -Minline -Munroll
-Mvect=levels:7,nosizelimit -Mcuda
-acc -ta=tesla,cc60
Summit 2 IBM POWER9 CPUs + 6
NVIDIA Tesla V100 GPUs
4608 Fat-Tree
EDR 100G
InfiniBand
PGI 18.10
+ Cuda 9.2
-O3 -fast -Minline -Munroll
-Mvect=simd [-Mcuda -acc
-ta=tesla,cc70 | -mp=nonuma]
Table 1: Technical characteristics of the three adopted HPC platforms, the adopted compilers and the corresponding compilation options.
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Figure 4: Comparison of different MPI and OpenMP parallelization combinations on a Skylake node (2×24-cores). Timing “Other” includes
in particular sources and diagnostics. The “Field solve” includes discrete Fourier transforms and backsolve operations. White bars represent
time spent in MPI routines. The percentages of the total time are relative to the top bar.
With 1 subdomain, going from 48 clones to 2 clones
times 24 threads leads to an overall speed-up of 43% (inter-
mediate steps are not shown, but the performance is mono-
tonically improving with the number of threads). Shared
memory, besides optimizing the memory usage by avoid-
ing data replica, improves the performance compared to
clones, which have to account also for the overhead of
MPI reduce and broadcast operations. When running with
OpenMP, the threads of a tasks are bound to contigu-
ous cores. Going to full OpenMP parallelization with 48
threads means that they will expand over the two sockets
of the Skylake CPU. Such configuration performs worse
than keeping one MPI task per socket, because threads
access memory resources on the remote socket.
Although not yet OpenMP parallel, also the field solver
is faster when threads are adopted. In that case, fewer
clones can be instanced, resulting in a more efficient mem-
ory usage. Memory contention between several clones,
concurrently solving for their field replica in parallel, has
in fact proved to lead to a meaningful slow-down of the
calculation.
Charge and current deposition is faster especially be-
cause the reduction over OpenMP threads is much faster
than over MPI clones. “Get field” routine is faster as
well because field is interpolated from a single instance
per socket in memory, not from many clones. The push
loop slow-down with OpenMP threads is due to the em-
bedded calculation of diagnostics within the particle loop
which leads to false sharing, with thread replicas allocated
in the same cache line. This will be fixed in the coming
release of the code, leading to a further improvement of
the overall performance with respect to pure MPI setups.
Skylake’s capability to run two threads on a single core
(so-called hyperthreading) was not found to bring any sig-
nificant speed-up to the overall timing of the code. It
was not the case on other architectures either. The re-
sults are not shown here, but some parts of the code were
accelerated by a small factor of the order of 10%, while
others were slowed down by a similar factor. Getting a
significant speed-up would require fine-tuning the hyper-
threading level on the different kernels of the code, which
we decided not to do in order to stay consistent with our
portability policy.
With 2 subdomains, the pure MPI parallelization with
24 clones is 20% faster than with 1 subdomain. In particu-
lar, the field solver timing is reduced almost by a factor 2,
the mesh size per domain being halved. The deposition is a
bit faster as well because data locality is improved by hav-
ing sorted the particles in toroidal domains and the MPI
reduction over clones is alleviated. Trading MPI clones for
OpenMP threads leads to an extra 36% speed-up for the
same reasons as the 1-subdomain case.
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The best performance is obtained with 4 subdomains,
with a 32% speed-up on the pure MPI parallelization com-
pared to the 48 clones case, and a 50% speed-up with
OpenMP. The number of subdomains cannot be increased
further for this test case with Nϕ = 4 because it has
reached the limit of a single toroidal grid cell per sub-
domain. Alleviating this limit would require 2D or 3D
domain decomposition [25] but this option is not imple-
mented in ORB5 yet.
3.2. Running on different architectures
The different available computing architectures have
been exploited, selecting for each of these the best possible
combination of number of subdomains, clones and threads,
fully exploiting the flexibility given by the various levels
of parallelism implemented in ORB5, taking into account
a number of constraints of the code (e.g. the number of
grid points in the toroidal direction must be divisible by
the number of subdomains) and specific node features in
terms of number of cores and GPUs. These tests have
been performed with the aim of comparing how different
architectures perform in practice for our application code.
On the other hand, exactly the same source code was used,
i.e. there was no fine tuning, architecture-dependent opti-
mization. For all GPU-equipped architectures, one GPU
is used per MPI rank. We did not investigate other op-
tions of e.g. OpenMP threads linked to different GPUs, or
multiple MPI ranks oversubscribing the same GPU, which
might bring further optimization. The resulting configu-
rations are summarized in Figure 5, where the breakdown
of the timings is presented. The first two bars show the re-
sults on the Skylake and the POWER9 CPUs, using MPI
and OpenMP. The fraction of time spent in the various
kernels is approximately the same for both CPUs. The
difference in performance measured for all the code com-
ponents between the two architectures can be partially jus-
tified with the larger number of cores available on Skylake
and with the usage of the PGI compiler on the POWER9,
which may provide sub-optimal optimization compared to
the native IBM XLF compiler. Further investigation is
required in order to fully understand this difference.
The third and fourth bar of Figure 5 show the per-
formance when GPUs are used. Due to the memory con-
straints, the test requires at least 4 GPUs to run. We chose
to fully exploit the Summit node with its 6 GPUs and, con-
sistently, 6 Piz Daint nodes. Two subdomains times three
clones were set. OpenMP multithreading was switched off,
since our current implementation of ORB5 does not sup-
port the simultaneous usage of OpenACC and OpenMP.
On both systems, the field solver is the most time con-
suming kernel. This is in fact the only part of the code
which has no GPU implementation, running on the CPU
only. For this field solver kernel, as seen in Section 3.1, the
usage of the clones penalizes the POWER9+GPU setup
compared to the POWER9 one, due to the presence in the
former of collective MPI operations, necessary to coordi-
nate the work on the different clones. All the other kernels
run on the GPU. Comparing the P100 and V100 GPUs, we
find an overall performance difference of a factor 1.5 (sub-
tracting the time spent on the field solver using the CPU
only), which results from the combination of the biggest
computing capabilities and the higher memory bandwidth
of the V100 architecture.
The analysis of the runtime of ORB5 on a Summit
node running with or without GPUs, show that the usage
of the accelerators for this application reduces the com-
puting time of a factor of ≈5 overall, and of a factor of
≈8 when only GPU-enabled kernels are considered. The
kernel benefiting most from the GPU acceleration is “get
field” with a factor ≈30 speed-up. The push routine is ac-
celerated by a factor ≈12, the gyro-averaging by ≈10, the
Larmor construction by ≈7 and the deposition by ≈5. Let
us recall that these timings include the CPU-GPU data
transfers and that, for reference, the peak performance ra-
tio of GPU acceleration on a Summit node, in the absence
of any data transfer, is ≈40.
3.3. Particle sorting
Data locality is expected to be highly beneficial for
multi-core, multi-thread applications. For this reason, as
mentioned in Section 2.1, sorting of markers with respect
to the field cells has been introduced with the ORB5’s
refactoring. A bucket sort algorithm is adopted, resulting
from the analysis performed in [28], where several algo-
rithmic variations and GPU implementations were inves-
tigated.
Figure 6 shows the effect of sorting on Marconi (Sky-
lake) and Summit (POWER9+V100). On Marconi, the
deposition routine is 59% faster with sorting and “get
field” is 31% faster. Unfortunately, the sorting itself be-
comes the slowest part of the code (28% of the overall
time) and counterbalances the speed-up it brought. In the
end, the code is 7% slower with sorting for the present
simulation parameters.
Even though the deposition and “get field” timings are
not the dominant ones on Summit with the GPUs, particle
sorting has been tried and found to improve deposition by
66% (ignoring MPI reduction time) and “get field” by a
factor 36%. But as on Marconi, the overall performance is
decreased by 12%.
Those results demonstrate the potential of the adop-
tion of particle sorting to enforce memory locality, which
however can be fully exploited only if specific optimization
of the sorting kernel is accomplished.
3.4. Parallel scalability
Figure 7 shows the parallel scalability of ORB5 up to
256 nodes on Marconi (7a), up to 2048 nodes of Piz Daint
with or without using the GPUs (7b) and up to 4096 com-
pute nodes on Summit machine (7c) with or without using
the GPUs. It is worth noticing that the code could run up
to more than 24000 GPUs in the largest set-up on Summit.
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Figure 5: ORB5 performance on different architectures: Skylake 2×24-cores CPU, POWER9 2×21-cores CPU with and without 6 V100 GPU,
and Haswell 12-cores CPU with one P100 GPU. Timing “Other” includes in particular sources and diagnostics. The “Field solve” includes
discrete Fourier transforms and backsolve operations. White bars represent time spent in MPI routines.
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Figure 6: Comparison with and without sorting on Skylake (4 subdomains times 12 threads) and Power+V100 architectures (2 subdomains
times 3 clones). Timing “Other” includes in particular sources and diagnostics. The “Field solve” includes discrete Fourier transforms and
backsolve operations. White bars represent time spent in MPI routines.
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(a) Marconi, 2 clones times 24 threads per node. Speed-up is nor-
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time step.
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(b) Piz Daint, 12 threads per node for CPU-only runs, and a single
task per node for CPU+GPU runs. Speed-up is normalized to the
smallest case on a single node without GPU, which takes 115s per
time step.
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(c) Summit, 2 clones times 21 threads per node for CPU-only runs,
and 6 clones per node for CPU+GPU runs. Speed-up is normalized
to the smallest case on a single node without GPU, which takes 28s
per time step.
Figure 7: Strong and weak scalings on Marconi (a), Piz Daint (b) and Summit (c), supercomputers. Each series represents a strong scaling.
The first point of each strong scaling makes a weak scaling, multiplying the number of nodes and the problem size by a factor 8 for both
particles and grids between consecutive colors. Continuous lines with open symbols indicate results using CPUs only, while dashed lines with
filled symbols make use of the GPUs. We use as many subdomains as number of nodes up to the limit of the number of toroidal grid cells,
beyond which clones are added.
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Figure 8: Breakdown of ORB5 kernel timings on the small data set (20M guiding centers per species, 32× 256× 128 cells), using 32 nodes on
Summit, with or without GPUs. Timing “Other” includes in particular sources and diagnostics. The “Field solve” includes discrete Fourier
transforms and backsolve operations. White bars represent time spent in MPI routines.
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To obtain the results of Figure 7, four data sets are
considered, which are scaled by a factor of 8 from one an-
other for both particle and grid numbers. For each data
set a strong scaling is performed, represented with a dif-
ferent colour. On Marconi, Figure 7a, strong and weak
scalings are close to ideal up to the maximum tested (we
could not run beyond 256 nodes, i.e. 12288 MPI tasks, due
to limited availability of resources). The scaling appears
even super-ideal, but that is an artifact due to poor per-
formance of the single-node case, which suffers from poor
cache usage due to the large memory footprint. This effect
is also seen, although much smaller, on the single-node Piz
Daint results, but is absent from the single-node Summit
results. Note that the single-node data set considered in
section 3.1 has a much smaller grid (by a factor of 32),
which was chosen to correspond to a toroidal slice of the
full data set at 32 nodes, and does not suffer from this poor
performance problem on any of the architectures consid-
ered. Increasing the number of nodes for CPU-only cases
on Piz Daint, Figure 7b and Summit, Figure 7c, the excel-
lent strong scaling properties are confirmed for all data sets
up to 24576 CPU cores on Piz Daint, respectively 172032
CPU cores on Summit.
For all data sets and number of nodes considered on
both Piz Daint and Summit platforms, the use of GPU is
really accelerating the code. The smallest data set (20M
markers per species, 32×256×128 cells, blue symbols and
lines on Figure 7c) on a single Summit node runs 4.3 times
faster using its 6 GPUs than with its CPUs only. This fac-
tor is slightly different than the one found in section 3.2
since the grid resolution is not the same. The strong scal-
ability of this case without GPUs is nearly ideal up to 8
nodes, and then slightly decreases to reach a parallel ef-
ficiency of 78% at 32 nodes with respect to 1 node. The
parallel efficiency when using the GPUs is only 47%. This
drop in efficiency can be explained with the higher MPI
communication to computing ratio when GPUs are used,
combined to the impact of the non-accelerated part of the
code, essentially the field solve kernel, taking a higher frac-
tion of the wall clock time, as shown in Figure 8. The pre-
sented breakdown of the timings refers to the small data
set, but it is representative also of larger configurations,
for which MPI communication gets increasingly heavier,
resulting in a poorer parallel scalability compared to the
CPU only runs.
This effect is even more striking for larger simulations,
where MPI communication gets increasingly heavier. For
instance, the second largest case (1.3Gmarkers per species,
128 × 1024 × 512 cells, yellow symbols and lines on Fig-
ure 7c) running on 2048 nodes does not benefit much from
the use of GPUs because it is dominated by communi-
cations. On the largest case (10G markers per species,
256× 2048× 1024 cells, violet symbols and lines on Figure
7c), the parallel efficiency of the CPU-only version at 4096
nodes with respect to 512 nodes is still 55%.
For the first point of each strong scalability test, both
the problem size and the used computational resources
scale of a factor of 8 (twice more cells in each direction and
8 times more markers), hence they can be used to evaluate
weak scalability. On Summit, weak scalability is linear for
the first three tests, while it drops on the largest test,
both for CPU-only and using the GPUs, due to the big
communication overhead when large system configurations
are used. The largest case is 512 times heavier than the
smallest one and it is 33% slower on 512 nodes than the
small one on 1 node with CPU only, or 48% slower using
the GPUs.
The single node performance of Piz Daint on the small-
est case (Figure 7b) without GPU, is about 4 times lower
than on Summit, which is to be expected because it em-
beds a 12 cores Haswell CPU versus the 2 × 21 cores of
the POWER9 on Summit. Due to memory constraints,
at least 4 nodes are required for this case to fit the GPU
memory. Using the GPUs on Piz Daint brings around a
factor 4 speed-up on the linear phases of the strong scal-
ings, leading to a performance similar to Summit without
GPUs at the same number of nodes. Considering the num-
ber of nodes, the overall weak and strong scalability on Piz
Daint appears to be even slightly better than that of Sum-
mit. However, one should consider that Piz Daint nodes
are much lighter (less CPU cores and GPUs per node)
than Summit ones, so the number of MPI tasks (hence the
associated overhead) is smaller.
This is further shown in Figure 9, by comparing Sum-
mit and Piz Daint scalings with respect to the number of
MPI tasks instead of the number of nodes, for the GPU
cases only (note that there is one MPI task per GPU). The
fact that 4 Daint P100 GPUs perform better than 6 Sum-
mit V100 GPUs in the smallest case is due to the usage of
4 subdomains instead of 6 clones. However, when the com-
puting resources grow, Piz Daint strong scalability tends
to degrade earlier than that of Summit. This is because
Summit benefits from more intra-node MPI communica-
tion while Piz Daint uses inter-node MPI communication.
This is particularly clear comparing the scalability of the
two systems for the second largest test (yellow markers).
4. Discussion and Conclusions
The tests presented in Section 3 allowed us to investi-
gate the performance of the ORB5 code on different state-
of-the-art HPC architectures, in typical production simu-
lation setups, without any architecture-specific custom op-
timization (except those provided by the compiler), hence
in a typical user-based scenario, using the same source
code.
The parallel performance can be optimized at the
application level, thanks to the different options sup-
ported by ORB5 for parallelism (domain decomposition
and cloning and multithreading), whose tuning allows one
to identify the most effective combination of computing
resources. Often this is not driven only by the perfor-
mance, but also by the memory usage and data locality.
For instance, the six GPUs on a Summit fat node can
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Figure 9: Comparison of strong scalings on Summit (cross symbols) and Piz Daint (circles symbols) supercomputers using GPUs. Data is
the same as in Figure 7 with the total number of GPUs in the x-axis. Speed-up is normalized to the smallest case on 4 GPUs of Piz Daint,
which takes 5.7s per time step.
be effectively exploited by dividing the domain into two
subdomains (one per socket), replicated into three clones.
Since the domain decomposition requires a number of MPI
tasks power of two, without clones it would have been im-
possible to exploit all the six available GPUs. At the same
time, cloning allows one to reduce the data size to fit the
GPU memory.
As a general outcome, we have found that single-node
parallelization optimization shows that subdomain decom-
position should be prioritized, followed by OpenMP mul-
tithreading, and finally domain cloning. MPI paralleliza-
tion is also useful to guarantee memory locality on multi-
socket machines, avoiding to have OpenMP threads ex-
panding over more than one socket. This priority hierar-
chy may be different for other simulation parameters and
higher number of nodes, but it anyway gives a good in-
sight for first guess before fine-tuning optimization. The
usage of OpenMP multithreading guarantees acceptable
performance up to few tens of threads both on the Sky-
lake and on the POWER9 architectures, provided affinity
is enforced and the socket boundaries are not crossed.
As expected, on a single node the usage of the GPU
leads to a meaningful speed-up compared to non accel-
erated nodes. However, such speed-up is far from being
the nominal one. This is due to two main concurrent fac-
tors: the presence of the non-accelerated field solver and
the overhead due to CPU-GPU data movement. The for-
mer is planned to be solved in the coming releases of the
code. Since originally the solver represented a negligible
part of the computation, it was left apart focusing on the
multithreaded implementation of the most time consum-
ing components. With all other code components acceler-
ated, the field solver becomes a bottleneck and needs to be
ported on the GPU. Once this will be accomplished, also
the data-movement problem will be strongly alleviated,
since charge densities and forces will be permanently resi-
dent on the GPU, with no more need of transferring them
at each time iteration. Further data-movement overheads
due, for example, to the calculation of diagnostics or to
MPI communication are expected to be effectively hidden
through asynchronous processes, or through the adoption
of GPUDirect.
The challenge of accelerating PIC’s critical operations
of particle-to-field and field-to-particle has also been tack-
led introducing new algorithms using particle sorting.
Even though the overall gain is not yet positive, the depo-
sition and “get field” operations are significantly faster on
CPU and GPU architectures. If the cost of sorting could
be reduced, a net performance gain would be achieved.
One could for instance track markers leaving cells in order
to avoid full sort at each iteration. This is left for future
work.
Scalability has been investigated focusing on the two
GPU equipped systems, for which it represents a major
challenge. When CPU-only tests are run both Summit
and Piz Daint show remarkable linear strong scalability
up to very large configurations, losing efficiency only at
the largest set-up, as shown also looking at weak scaling.
When GPUs are used, the ratio between computing and
communication time drops, and good scalability is much
harder to achieve. Our tests show that ORB5 can take ad-
vantage of the Summit fat nodes architecture, strong scal-
ing efficiently to large numbers of GPUs, with improved
scalability compared to Piz Daint, that has a larger MPI
communication overhead, each node having only one GPU.
A second advantage of Summit is that bigger problem sizes
can be handled by a single node, with an overall improve-
ment of weak scaling. On the other hand, the Summit node
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resulted to be less flexible than the mode “fine grained”
Piz Daint node. In order to fully exploit the resources
of the Summit node we had to make use of clones, which
penalized the performance compared to Piz Daint, where
pure domain decomposition could be used. This resulted
in better performance of Piz Daint when few GPUs (nodes)
are used.
Overall, ORB5 has proved to be a prime example of
a code designed for the coming generations of heteroge-
neous HPC architectures. Based on MPI, OpenMP and
OpenACC the same codebase can be used efficiently on
distributed systems as well as on multi-many threads de-
vices. It can exploit state-of-the-art supercomputing sys-
tems up to the largest scales, and could be tested up to
more than 24000 GPUs. It is easily portable, supporting
the Intel, PGI, Cray and GNU (not shown in the paper)
compilers, strongly facilitating the work of the scientific
user, and making accessible a broad spectrum of HPC so-
lutions to effectively perform large scale simulations tack-
ling the most challenging problems in plasma physics.
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