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Introduction générale
C
e travail de thèse a été mené au sein de l'équipe Modèles, Image et Vision (MIV)
du laboratoire ICube (UMR 7357). Cette thèse a été dirigée par Mohamed Tajine
(Professeur des Universités) et encadrée par Étienne Baudrier (Maître de Conférences)
et Loïc Mazo (Maître de Conférences). Ces travaux ont été partiellement réalisés dans
le cadre du projet Reconstruction tomograpHique pour la cryo-micrOscopie électronique
d'objets DéformablES (RHODES) en collaboration avec l'Institut de Génétique et de
Biologie Moléculaire et Cellulaire (IGBMC). Cette thèse a été nancée par une bourse
d'allocation du Ministère de la Recherche.
Contexte
La cryo-microscopie électronique est une technique tomographique permettant de re-
constituer la structure 3D d'un objet complexe (les protéines, les virus) à partir de ses
images obtenues avec le microscope électronique. Ces images de l'objet sont appelées
les projections et sont souvent acquises sous orientations inconnues. La reconstruction
3D est un outil important pour la visualisation de structures complexes. Un des avan-
tages de la cryo-microscopie électronique est la possibilité d'obtenir une haute résolution
(jusqu'au picomètre). La procédure de reconstruction tomographique en cryo-microscopie
électronique fait intervenir plusieurs techniques d'imagerie telles que les techniques de dé-
bruitage, d'alignement, de classication, de reconstruction et de ranement des images.
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Ces techniques sont encore développées depuis la première reconstruction 3D qui a été
obtenue par Derosier et Klug en 1968 [1]. Plusieurs sujets de recherche complexes sont en-
core ouverts tels que l'estimation des orientations inconnues des projections, l'estimation
des états déformables de l'objet et le débruitage des projections.
Pendant le processus de reconstruction tomographique en cryo-microscopie électro-
nique, la distance entre deux projections est fréquemment mesurée. La projection peut
être considérée comme un vecteur et la distance peut être calculée par les diérents types
de distances dénies dans l'espace vectoriel. Parmi ces distances, la distance la plus utilisée
est la distance euclidienne. Par exemple, les auteurs dans [2, 3, 4] classient les projec-
tions en calculant les distances euclidiennes entre elles, puis construisent une matrice de
distances et l'utilisent avec les techniques de réduction dimensionnelle pour estimer les
orientations des projections. Dans [5, 6], après avoir reconstruit le premier modèle de
l'objet à partir de projections acquises, ce modèle est reprojeté sur une sphère selon des
orientations uniformes, puis les distances euclidiennes entre les reprojections et les pro-
jections acquises sont calculées an de raner le modèle. Une alternative à la distance
euclidienne dans le processus de ranement est le coecient de corrélation croisée [7].
Cependant, les résultats obtenus en utilisant la distance euclidienne ou le coecient de
corrélation croisée ne sont pas diérents comme montré dans [8]. La distance euclidienne
est aussi utilisée dans [9] pour établir la fonction de coût à minimiser. Le but est d'estimer
simultanément les orientations des projections et l'objet.
Les travaux réalisés au cours de cette thèse portent sur les distances entre projections
avec comme objectif l'amélioration de la procédure de reconstruction tomographique en
cryo-microscopie électronique.
Problématique
La distance euclidienne entre deux projections peut avoir une grande variation, même
si les deux projections sont proches. Plus précisément, des diérences angulaires d'orien-
tations similaires peuvent générer des couples de projections dont la distance euclidienne
est très grande. Ceci implique que la distance euclidienne n'est pas une bonne relation
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spatiale entre deux projections et elle peut amener des erreurs si on l'utilise pendant le
processus de classication ou de ranement des projections.
Contributions
Le but de cette thèse est de rechercher une mesure plus dèle à la diérence angulaire
entre deux projections. La principale question posée est de savoir si l'on est capable d'es-
timer la diérence angulaire entre deux projections à partir d'un ensemble de projections
non orientées. Pour s'attaquer à ce problème, l'approche proposée dans cette thèse est
d'estimer la diérence angulaire entre deux projections en se basant sur les propriétés des
moments de projections et la construction du graphe de voisinage pour les projections.
Étant donné que le problème d'estimation de la diérence angulaire en 2D est diérent
de celui en 3D, l'approche proposée est donc séparée en deux cas 2D et 3D.
En 2D, les formules d'estimation de la diérence angulaire sont développées en se ba-
sant sur la relation entre les moments de l'objet et les moments des projections. Cette
relation a été utilisée pour l'estimation des orientations de projection et a été étudiée
sous le nom de méthode des moments dans [10, 11, 12]. Cependant, l'objectif de ce travail
est diérent car il est essentiellement centré sur l'estimation de la diérence angulaire
entre deux projections sans connaître ni estimer leurs orientations. Les formules déve-
loppées ne sont robustes que pour les projections proches. Elles sont donc utilisées pour
estimer la diérence angulaire entre des projections voisines. An de trouver les voisins
de chaque projection, des seuils adaptatifs sont développés dans l'espace des moments de
projections. Ces seuils reposent sur l'hypothèse que les orientations des projections sont
distribuées selon une loi quelconque. Après avoir estimé la diérence angulaire entre les
projections voisines, un graphe de voisinage est construit tel que ses sommets soient les
projections, ses arêtes relient des projections voisines et soient pondérées par les dié-
rences angulaires estimées par les formules. Finalement, une estimation de la diérence
entre deux projections quelconques est calculée en utilisant un algorithme du plus court
chemin sur le graphe de voisinage. La performance de la méthode proposée est testée
sur des données simulées. Les tests ont montré que la dispersion de notre méthode par
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rapport à l'orientation de la projection est beaucoup plus petite que celle de la distance
euclidienne.
Comme la méthode en 2D donne des bons résultats d'estimation de la diérence an-
gulaire et l'utilisation des moments pour l'estimation des orientations en 3D a aussi été
étudiée dans [10, 13], nous avons donc étendu notre méthode développée en 2D pour le cas
3D. Bien que les étapes de la méthode en 3D soient presque similaires que celles en 2D, il
existe aussi des dicultés spéciques qui doivent être traitées particulièrement. Les tests
en 3D ont montré que la dispersion de notre méthode par rapport à l'orientation de la
projection est à nouveau beaucoup plus petite que celle de la distance euclidienne. D'autre
part, les orientations des projections peuvent aussi être estimées par d'autres méthodes
en 3D. Une famille des méthodes la plus utilisée est les méthodes basées sur la technique
de ligne commune [14, 7]. La technique de la ligne commune se base sur le théorème de la
coupe centrale selon lequel deux projections partagent une ligne commune dans l'espace
de Fourier. Cette ligne commune est orthogonale aux orientations de deux projections.
La combinaison des lignes communes entre trois projections diérentes permet de trouver
leurs orientations. La recherche des lignes communes entre les projections est coûteuse
et peut comporter des erreurs cumulatives si les lignes communes ne sont pas correcte-
ment identiées [10]. Contrairement à la ligne commune, l'utilisation de la méthode des
moments est plus rapide et n'entraîne pas des erreurs cumulatives.
Organisation du mémoire
Le chapitre 1 introduit un état de l'art sur la tomographie et ses applications, ainsi que
sur la cryo-microscopie électronique avec sa modalité d'acquisition, ses problématiques,
les techniques d'imagerie et les méthodes de reconstruction tomographique utilisées. Le
chapitre 2 décrit les principes de la tomographie en 2D et 3D. Les notions de rotation,
de projection, de moment avec leurs propriétés sont présentées dans ce chapitre. Les
chapitres 3 et 4 sont consacrés au problème de l'estimation de la diérence angulaire
en 2D et 3D. Les problématiques, les étapes d'estimation sont présentés. Le chapitre 5
montre la performance de la méthode proposée par des expérimentations sur une base
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d'images simulées. La comparaison de notre méthode avec la distance euclidienne et les
autres méthodes est aussi réalisée. Le document se termine par une conclusion générale
et les perspectives de ces travaux de thèse. An de faciliter la lecture de ce mémoire, les
listes des gures et des tables gurent à la n du mémoire. Les démonstrations les plus
techniques sont données en annexe.
5
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État de l'art : tomographie et
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n tour d'horizon de la tomographie et ses applications est présenté dans ce cha-
pitre. En particulier, nous détaillons le cas de la tomographie en cryo-microscopie
électronique sur laquelle nous travaillons.
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1.1 Introduction générale de la tomographie
1.1.1 Tomographie
La tomographie est une technique qui reconstitue la structure interne d'un objet. Le
mot tomographie vient du mot grec  tomos  qui signie  coupe . Le principe général
de cette technique est le suivant : des rayons traversent l'objet à partir d'une source et
engendrent sur un récepteur un signal représentant certaines propriétés de l'intérieur de
l'objet. L'ensemble des diérents signaux est acquis soit par une rotation de la source,
soit par une rotation de l'objet ou bien encore sous forme d'objets identiques mais avec
diérentes orientations. Ces signaux sont nalement utilisés pour reconstruire le volume de
l'objet. Les rayons peuvent être des rayons X, des noyaux atomiques ou des électrons. Ils
sont émis par une source ponctuelle (des rayons en éventail) ou non ponctuelle (des rayons
parallèles). Il existe une variété de techniques tomographiques dans plusieurs domaines
diérents. Par exemple, le scanner X, l'IRM (imagerie par résonance magnétique), la TEP
(tomographie par émission de positons) en imagerie médicale, la microscopie électronique
et cryo-microscopie électronique en biologie structurale ou l'imagerie tomographique radio
dans le réseau sans l. Le détail de ces techniques est présentée dans la partie 1.1.2.
Dans la plupart des cas, l'orientation de la source ou la rotation de l'objet est connue
et le volume de l'objet peut être reconstruit par diérentes méthodes qui sont classées en
trois grandes familles : les méthodes basées sur l'inversion directe de la transformée de
Fourier, les méthodes basée sur la rétro-projection et les méthodes algébriques. Ces mé-
thodes sont détaillées dans la partie 1.4. Cependant, il y a aussi certains cas dans lesquels
l'orientation de la source ou la rotation de l'objet est inconnue. Par exemple l'étude des
particules en cryo-microscopie électronique ou lorsque les objets se déplacent pendant la
procédure d'acquisition. L'étape d'estimation des orientations de l'objet doit donc être
ajoutée dans la procédure de reconstruction tomographique pour ces cas. Le détail des
méthodes d'estimation de l'orientation est présenté dans la partie 1.3. Après avoir obtenu
un premier modèle de l'objet, ce dernier est ensuite amélioré par une étape de ranement
durant laquelle le modèle est re-projeté selon diérentes orientations, puis les données
9 1.1. INTRODUCTION GÉNÉRALE DE LA TOMOGRAPHIE
ÉTAT DE L'ART
obtenues sont comparées avec les données originales an de trouver les meilleures orien-
tations pour les données originales. Les nouvelles orientations sont ensuite utilisées pour
reconstruire un deuxième modèle. Cette étape peut être répétée jusqu'à ce que le résultat
de reconstruction soit stable. La procédure de reconstruction tomographique pour des
orientations inconnues implique des allers-retours entre l'estimation des orientations et la
reconstruction de l'objet. Les orientations estimées sont utilisées pour reconstruire l'objet,
puis l'objet reconstruit est à son tour utilisé pour raner les orientations. L'estimation
des orientations avant la reconstruction ou vice-versa peut donc ne pas être optimisée. Il
existe aussi des méthodes qui sont développées pour proter de cette interdépendance en
reconstruisant conjointement l'objet avec les orientations (partie 1.5).
1.1.2 Applications de la tomographie
La tomographie est appliquée dans plusieurs domaines que nous détaillons ici.
1.1.2.1 Imagerie médicale
L'imagerie médicale permet la représentation visuelle de l'intérieur du corps pour l'ana-
lyse clinique et l'intervention médicale. Elle est aussi utilisée pour la représentation fonc-
tionnelle des organes et des tissus. Le principe général des techniques en imagerie médicale
est illustré sur la gure 1.1 dans laquelle l'objet étudié (par exemple le corps humain) est
introduit dans le tunnel d'un appareil d'imagerie. Les rayons ou les ondes traversent l'ob-
jet et produisent plusieurs images représentant un morceau de l'intérieur de l'objet (une
vue en 2D). Ensuite, ces images peuvent être regroupées an de reconstruire une vue 3D
de l'objet. Il existe diérentes techniques en imagerie médicale qui sont classées en deux
catégories :
a) Imagerie structurelle
Les techniques d'imagerie permettent d'obtenir des informations sur la structure des
organes, leurs formes, leurs limites, et dans certains cas leurs contenus (e.g. structures
osseuses, calculs vésicaux). Les techniques connues en imagerie structurelle sont décrites
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ci-dessous.
• La radiologie standard, dite X. C'est une technique simple et est le plus souvent
utilisée en médecine. Un faisceau de rayons X traverse une zone du patient qui est
placé entre une source de rayons X et une plaque contenant un capteur radiographie.
Les rayons X interagissent avec les diérentes structures traversées et produisent des
densités diérentes sur le capteur.
• La tomodensitométrie X, ou le scanner X. Cette modalité suit le même principe que
la radiologie X. La seul diérence est que la source n'est pas xe, elle tourne autour
du patient pour obtenir plusieurs coupes transversales de l'organisme.
• L'imagerie par Résonance Magnétique  IRM, utilise un principe diérent. Le pa-
tient est placé dans un champ magnétique très intense. Les atomes d'hydrogène qui
composent l'organisme interagissent plus ou moins avec le champ magnétique suivant
leur localisation, créant des coupes diérentes de l'organisme.
b) Imagerie fonctionnelle
Les techniques d'imagerie permettent d'étudier le fonctionnement des organes au lieu
de leur structure comme en imagerie structurelle. Les techniques connues en imagerie
fonctionnelle sont décrites ci-dessous.
• L'IRMf, ou IRM fonctionnelle. L'IRMf repose sur le même principe que l'IRM struc-
turelle, mais avec la modication de certains paramètres d'acquisition des images.
Elle permet d'avoir des images reétant les variations de l'apport sanguin. Ces va-
riations sont utilisées souvent pour mesurer le fonctionnement du cerveau et sont
reliées à l'activité des neurones.
• La TEP ou Tomographie par Émission de Positons. La TEP repose sur l'injection
d'un traceur (par exemple uor 18, oxygène 15 ou azote 13) dans l'organisme. La
diusion du traceur permet de repérer les zones où, par exemple, le métabolisme
osseux est anormal. Un scanner particulier est utilisé pour détecter cette émission
du traceur.
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(a)
(b)
Figure 1.1: a) le scanner d'IRM ; b) le principe d'acquisition des images 2D (projections)
en IRM sous diérentes orientations. Le volume 3D du cerveau est obtenu par la
superposition des coupes [15].
1.1.2.2 Biologie
La tomographie peut être utilisée en biologie pour étudier la structure et l'organisation
spatiale des micro-organismes, des cellules ou des macromolécules (e.g. protéines, acides
nucléiques). Les techniques tomographiques connues en biologie reposent sur la microsco-
pie électronique. En particulier, la microscopie électronique est utilisée en cristallographie
pour étudier la structure des cristaux à l'échelle moléculaire ou atomique.
a) Microscopie électronique
La microscopie électronique est une technique tomographique utilisant un faisceau
d'électrons pour illuminer et créer une image très agrandie d'un échantillon. Cette tech-
nique permet d'étudier les structures complexes des molécules avec une résolution jusqu'au
picomètre. Il existe plusieurs types de microscopie électronique :
• la microscopie électronique en transmission (MET) qui amplie le comportement du
faisceau d'électrons quand il traverse la structure de l'échantillon. Les eets d'in-
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teraction entre les électrons et l'échantillon engendrent une image représentant la
projection de l'échantillon ;
• la microscopie électronique à balayage (MEB) qui est diérente de la MET où l'image
observée est la projection de l'échantillon. La MEB reproduit plutôt une image de
la surface de l'échantillon avec une grande profondeur de champ dans l'image. Après
avoir balayé l'échantillon, les pertes d'énergie du faisceau d'électrons en chaque point
de l'échantillon sont enregistrées et utilisées pour créer une image de surface de
l'échantillon.
En général, la résolution d'une image en MET est plus élevée que celle en MEB.
La MET est donc préférée pour étudier la structure complexe des cellules, des macro-
molécules en biologie structurale. Au contraire, la MEB est préférée pour étudier les
micro-organismes car elle donne une profondeur de champs plus nette que celles des mi-
croscopies optiques. Les deux types de microscopie électronique demandent une prépara-
tion de l'échantillon très soigneuse pour pouvoir obtenir une bonne qualité d'image. C'est
le cas en particulier pour la MET car les échantillons peuvent être dégradés durant l'ac-
quisition par le faisceau d'électrons ou être diciles à observer par transmission en raison
d'une grande épaisseur de l'échantillon. En biologie, plusieurs étapes sont appliquées pour
pouvoir préparer les échantillons propres, minces et avec une structure la plus proche
possible de l'état naturel. Les échantillons peuvent aussi être colorés pour rehausser le
contraste dans certaines situations.
b) Techniques tomographiques basées sur la microscopie électronique
Tomographie électronique
La tomographie électronique permet d'obtenir un modèle 3D d'une structure complexe
en utilisant la MET. Le principe de cette technique est de tourner les échantillons autour
d'un axe perpendiculaire au faisceau d'électrons. Un ensemble des projections de dié-
rentes orientations est obtenu sous cette technique. Les projections sont ensuite utilisées
pour reconstruire un modèle 3D de la structure complexe. Un des inconvénients de la
tomographie électronique est la limitation de la rotation des échantillons (entre ±70◦) qui
peut conduire à une perte d'information sur la reconstruction.
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Cryo-microscopie électronique
La cryo-microscopie électronique (Cryo-ME) est une technique particulière pour pré-
parer les échantillons en MET. Cette technique réduit l'impact du faisceau d'électrons
qui cause la dégradation des échantillons et permet de mieux préserver la structure de
l'échantillon proche de l'état vivant. Au contraire de la coloration ou du xateur chimique,
le principe de la Cryo-ME consiste à congeler très rapidement des échantillons sous forme
hydratée dans l'éthane liquide. Comme le cadre d'étude de cette thèse est relié à cette
technique, elle sera plus détaillée dans la partie 1.2.
1.1.2.3 Mécanique des matériaux
La tomographie est utilisée dans la mécanique des matériaux pour évaluer les infor-
mations quantitatives sur la densité, la dimension et la constitution des matériaux. Les
données observées utilisant la tomographie sont aussi utiles pour déterminer les endroits
où les défauts apparaissent dans les matériaux [16].
1.1.2.4 Géométrie convexe
La géométrie convexe étudie le problème de la reconstruction d'un ensemble convexe
à partir de ses projections. Elle a bien été étudiée dans [17] où les ensembles convexes
de Z2 sont reconstruits avec un nombre limité de projections (par exemple seulement
sous quatre orientations de projection diérentes). Une autre approche est d'extraire di-
rectement des propriétés des ensembles convexes à partir de leurs projections sans avoir
besoin de reconstruire ces ensembles. L'estimation de l'aire et du périmètre d'un ensemble
convexe sont par exemple étudiés dans [18].
La tomographie est aussi appliquée dans les domaines de la compression et de la sécurité
des données [19], de la planication de personnel [20] et de l'imagerie tomographique radio
[21, 22].
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1.1.3 Tomographie continue et discrète
Nous présentons d'abord la transformée de Radon qui est la modélisation mathéma-
tique d'une acquisition tomographique. Soit (x,y) les coordonnées cartésiennes d'un point
en 2D, f une fonction continue et à support compact des deux variables d'espace x et y.
Soit Lt,θ un ensemble de lignes droites parallèles qui sont dénies par t = x cos θ+ y sin θ.
La transformée de Radon Rf (θ,t) de f(x,y) est dénie par l'intégrale de f le long de la
ligne Lt,θ :
Rf (θ,t) =
∫
Lt,θ
f(x,y) dl, (1.1)
où dl est un élément de longueur sur Lt,θ. Une projection peut être dénie comme la trans-
formée de Radon selon une orientation xée, notée par pθ : t 7→ Rf (θ,t). Une illustration
de la projection pθ(t) est représentée sur la gure 1.2. La tomographie continue consiste à
Figure 1.2: Représentation de la transformée de Radon.
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reconstruire l'objet dans le cas où l'objet et ses projections sont dénis de façon continue,
pour tout θ ∈ R. Par exemple f : R2 → R, pθ : R→ R et θ ∈ R (gure 1.3). Dans ce cas,
l'objet peut être reconstruit à partir de ses projections par l'inversion de la transformée
de Radon.
En pratique, il n'y a qu'un nombre limité d'orientations de projections qui sont réa-
lisées, θ ∈ {θ1, . . . ,θn}, et la projection obtenue est échantillonnée, t ∈ {t1, . . . ,tm}, où
n,m ∈ Z. Cependant, la tomographie continue peut aussi être utilisée si n et m sont suf-
samment grands. Plusieurs méthodes analytiques ont été développées et utilisées pour
reconstruire l'objet. Par exemple la méthode de rétro-projection ltrée [23] est une mé-
thode qui est utilisée couramment en tomographie continue. Les méthodes analytiques
demandent une distribution uniforme de l'orientation de projection pour que le résultat
de reconstruction ne soit pas dégradé, mais il y a aussi certains cas où cette condition est
dicile à atteindre (par exemple, en tomographie des grands objets en aéronautique). Les
méthodes algébriques [24, 25] peuvent être utilisées dans le cas où la distribution n'est pas
nécessairement uniforme. L'inconvénient de ces méthodes algébriques est que le temps de
calcul est plus long que celui des méthodes analytiques.
Figure 1.3: Exemple pour la tomographie continue : (a) la fonction f : R2 → R, (b) la
projection pθ : R→ R
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En revanche, la tomographie continue ne peut pas être utilisée dans le cas où le nombre
de projections est très petit (deux ou trois) ou quand il y a une limitation du nombre
de rayons de la source de diraction. La tomographie discrète est utilisée au lieu de
la tomographie continue pour ces cas. Contrairement au cas continu où l'image de la
fonction à reconstruire et son domaine sont continus, dans le cas discret, l'image de la
fonction à reconstruire est un ensemble discret et son domaine peut être discret ou continu
[26]. Un problème particulier de la tomographie discrète est la reconstruction d'un ob-
jet binaire à partir d'un petit nombre de projections. Par exemple f : Z2 → {0,1},
pθ : Z→ {0,1, . . . ,255} et θ ∈ {0,π/5, . . . ,π} (gure 1.4). Diérentes méthodes basées sur
la théorie algébrique, la géométrie convexe et combinatoire ont été étudiées et appliquées
pour reconstruire l'objet en tomographie discrète. Il est à noter que les méthodes algé-
briques utilisées en tomographie discrète sont diérentes de celles en tomographie continue
en ce qu'elles permettent d'intégrer des connaissances a priori, par exemple la limitation
des valeurs de la fonction à reconstruire, permettant ainsi de réduire le temps de calcul
et d'améliorer la résolution de reconstruction. Les applications de la tomographie discrète
sont par exemple les tests industriels non-destructifs, le contrôle de qualité en industrie
des semi-conducteurs ou la sécurité de données, dans lesquels le nombre de projections
est limité pour éviter d'endommager les spécimens. Le problème de la reconstruction de
la tomographie discrète a été présenté dans les travaux de thèse de A. Daurat [17] et de
F. Abdmouleh [18].
La tomographie continue est utilisée pour les applications en imagerie médicale ou en
microscopie électronique où la condition sur le nombre de projections peut être amplement
validée. Les travaux de cette thèse sont liés à la reconstruction tomographique en Cryo-
ME dans laquelle un grand nombre de projections (≥ 1000) peut être obtenu selon des
techniques spéciques. La tomographie continue est donc utilisée dans le cadre de cette
thèse.
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Figure 1.4: Exemple pour la tomographie discrète : (a) la fonction f : Z2 → {0,1}, (b) la
projection verticale pθ : Z→ {0,1, . . . ,255}.
1.2 Tomographie en cryo-microscopie électronique
La Cryo-ME utilise la MET avec une technique de préparation spéciale pour éviter la
dégradation de l'échantillon. Le froid est utilisé pendant l'étape de xation an de mieux
préserver l'état naturel des molécules dans l'échantillon. Une présentation de la Cryo-ME
peut être trouvée dans [15, 27, 28, 29, 30, 31].
1.2.1 Modalité d'acquisition
Une grille contenant une solution pure de l'échantillon est plongée dans de l'azote li-
quide à très basse température (environ -180C). La solution contient plusieurs copies
(quelques milliers ou millions) de la même molécule sous diérentes orientations. La di-
minution rapide de la température empêche la cristallisation en glace de la solution, et
ainsi permet d'éviter la détérioration de la molécule. Après l'étape de xation, la grille
d'échantillon est traversée par un faisceau d'électrons diracté de la source d'électrons. Il
est à noter que la source d'électrons, le détecteur et la grille d'échantillons sont xes tout
au long de l'acquisition. La dispositif en Cryo-ME est illustrée sur la gure 1.5a.
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(a) (b)
Figure 1.5: a) Le dispositif en Cryo-ME ; b) la modalité d'acquisition des images
projetées d'une structure complexe : un faisceau d'électrons d'une source traverse un
échantillon contenant plusieurs copies d'une même structure, puis plusieurs projections
de cette structure sont obtenues sur le détecteur [31].
Le résultat obtenu sur le détecteur est formé par un plan d'image contenant les pro-
jections orthogonales des molécules. Cette technique permet de préserver les molécules
dans la grille d'échantillon dans un état proche de leurs état naturel. Cependant, un des
problèmes de cette technique est que les molécules sont positionnées selon des orientations
inconnues dans la grille d'échantillon (gure 1.5b). Il en résulte donc des projections sans
connaissance sur les orientations.
1.2.2 Enjeux de la cryo-microscopie électronique
L'objectif principal de la Cryo-ME est d'étudier la structure 3D d'une complexe chi-
mique à partir de ses projections. Plusieurs macromolécules telles que l'ADN, des protéines
ou polysaccharides ont déjà été observées en Cryo-ME sous une très haute résolution. Par
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exemple : Böttcher et al. [32] ont réussi à obtenir la structure de la protéine nucléocap-
sidique du virus de l'hépatite B à la résolution 7,4 Å en 1997. Ou plus récemment, une
résolution de 2,8 Å a été obtenue par Melody G Campbell et al. [33] pour des complexes
enzymatiques protéasome 20S en 2015. Bien qu'une haute résolution de la structure de
l'objet puisse être obtenue en Cryo-ME, il existe plusieurs inconvénient à cette modalité.
1.2.2.1 Dommage dû aux électrons
En raison d'une haute sensibilité de l'échantillon aux dommages d'irradiation causés
par le faisceau d'électrons, l'échantillon doit est observé sous une dose d'électrons très
faible an de préserver les détails en haute résolution. Cependant, ce fait entraîne un très
faible rapport signal à bruit (RSB) sur les images obtenues (≈ −20 dB). Toutes les images
d'acquisition sont donc perturbées par du bruit très important.
1.2.2.2 Faible contraste
L'impact du faisceau électronique sur l'objet étudié cause une perte d'information prin-
cipalement dans les hautes fréquences. Pour limiter cette perte d'information, l'intensité
du faisceau est réduite. Il en résulte des images de très faible contraste. Le contraste de
l'image est lié au caractéristiques du microscope par la fonction de transfert de contraste
(FTC) dont la valeur varie entre −1 (transfert de contraste négatif optimal) et 1 (trans-
fert de contraste positif optimal). Les zones proches de zéro dans la FTC représentent des
informations perdues de l'objet. Ces zones de zéro varient selon le paramètre de défoca-
lisation. La conguration de la défocalisation est importante an d'améliorer le contraste
de l'objet.
1.2.2.3 Projections homogènes et hétérogènes
L'information sur les orientations des projections obtenues dans le plan du détecteur
est perdue du fait de la technique d'acquisition. Les molécules dans la grille d'échantillon
peuvent aussi tourner d'un angle inconnu autour de l'axe de projection. Il en résulte des
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projections qui sont issues d'une même orientation (i.e. vue) mais avec diérentes rota-
tions dans le plan (gure 1.6b). De plus, il existe une translation inconnue pour chaque
projection dans le plan d'image à cause du bruit perturbé durant l'étape de sélection des
projections (gure 1.6a). On distingue les projections homogènes qui ont la même orien-
tation des projections hétérogènes dont les orientations sont diérentes. L'identication
des projections homogènes et hétérogènes est cruciale dans le processus de reconstruction,
mais ceci n'est pas toujours simple en raison du bruit important et du faible contraste.
1.2.2.4 Orientations inconnues
Dans la plupart des cas, les méthodes de reconstruction nécessitent de l'information
sur les orientations des projections. Comme les orientations des projections sont incon-
nues en Cryo-ME, l'estimation des orientations est nécessaire an de reconstruire l'objet.
Cependant, l'estimation des orientations n'est pas facile en raison du bruit. Le détail des
méthodes d'estimation des orientations est présenté dans la partie 1.3.
1.2.2.5 Conformation
Les images obtenues peuvent représenter diérents états d'un même objet déformable.
La plupart des méthodes actuelles de reconstruction sont développées pour reconstruire
un objet dans un seul état. La qualité de la reconstruction peut donc être dégradée
si les images ne sont pas identiées et classiées selon les états déformables avant la
reconstruction. Nous supposerons dans notre étude que les projections sont celles d'un
objet avec un seul état.
1.2.3 Techniques d'analyse des particules isolées
L'analyse des particules isolées est un ensemble de techniques d'imagerie utilisées le
long de la procédure de reconstruction, et permettant de traiter les problèmes en Cryo-
ME ainsi d'améliorer la qualité de la reconstruction. La procédure d'analyse des particules
isolées est détaillée dans [29] et est résumée dans le paragraphe suivant.
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Un ensemble de données contenant environ mille collections d'images est acquis en
Cryo-ME. Chaque collection possède une défocalisation diérente et se compose de cen-
taines de sous-collections où chaque sous-collection contient quelques milliers de particules.
La première étape d'analyse des particules isolées est d'aligner et de fusionner les sous-
collections de chaque collection. Ensuite, la défocalisation est déterminée pour chaque
collection et utilisée pour corriger la fonction de transfert de contraste. Les informations
perdues à cause de la défocalisation sont restaurées en fusionnant les collections de dif-
férentes défocalisations. L'étape suivante consiste à rassembler les images de particules à
partir de la collection fusionnée. Ces images sont ensuite alignées, classiées et moyennées
pour augmenter le RSB. Cette étape est illustrée sur la gure 1.6.
(a) (b)
Figure 1.6: a) l'identication des images projetées ; b) l'alignement et la classication
des images, puis le moyennage pour augmenter le RSB [31].
Après avoir obtenu un ensemble d'images moyennées et classiées selon diérentes
orientations, l'étape suivante consiste à estimer les orientations de ces projections. Plu-
sieurs méthodes diérentes peuvent être utilisées telles que la méthode Random Conical
Tilt [34] ou la méthode Orthogonal Tilt Reconstruction [35]. Ce sont des modalités d'ac-
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quisition à plusieurs inclinaisons et plusieurs prises de vue qui fournissent un premier
volume grossier. Le problème de ces méthodes est que l'objet reconstruit peut perdre cer-
tains détails. La méthode basée sur les moments [10] et la famille des méthodes basées
sur le théorème de la ligne commune [36, 14, 7, 37] sont aussi utilisées. Le problème de
ces méthodes est la sensibilité au bruit. Le détail des méthodes d'estimation d'orientation
est présenté dans la partie 1.3. Plusieurs logiciels ont été développés sur ces méthodes et
peuvent être trouvés dans [38, 39, 40]. Une fois l'aectation des orientations terminée, la
structure initiale de la particule est obtenue en utilisant les méthodes de reconstruction
qui seront présentées dans la partie 1.4.
Après avoir obtenu une reconstruction ab initio de l'objet, ce premier modèle de l'objet
sera utilisé pour raner les orientations des projections. Un ensemble de projections sous
diérentes orientations est engendré à partir du premier modèle et utilisé comme une
base de référence. Ensuite, les projections issues de l'acquisition sont comparées avec les
projections de référence en utilisant la distance euclidienne ou la corrélation croisée. Les
orientations des projections réelles sont remplacées par les orientations des projections
de référence qui sont les plus corrélées avec les projections réelles, puis une nouvelle
reconstruction de l'objet est faite. Ce cycle est répété plusieurs fois en étendant l'espace
de génération des orientations. La procédure de ranement est détaillée dans [8, 41, 42].
Un schéma général pour la procédure de la reconstruction en Cryo-ME est illustré sur la
gure 1.7. Il est à noter que les étapes présentées dans le schéma ne sont pas nécessairement
tous appliquées. Il existe aussi des méthodes en Cryo-ME dans lesquelles les projections
ne sont pas classiées (par exemple, le logiciel Relion développé par Scheres [42]).
1.3 Estimation des orientations
1.3.1 Random conical tilt
Les méthodes basées sur la technique Random Conical Tilt (RCT) sont utilisées souvent
en microscopie électronique. La technique consiste à acquérir deux fois des images à partir
de la grille d'échantillon. La première fois la grille n'est pas inclinée, puis la deuxième fois
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Figure 1.7: Schéma des techniques d'analyse des particules isolées.
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la grille est inclinée d'un angle θ. Cette technique est illustrée sur la gure 1.8. Les images
obtenues à partir de la grille non-inclinée sont d'abord alignées et classiées selon des
classes de diérentes orientations. Les images dans chaque classe représentent une même
vue de l'objet mais avec diérentes rotations dans le plan. Les rotations des images sont
calculées pour chaque classe. Ensuite, les images de la grille inclinée sont reliées aux classes
de la grille non inclinée en fonction de leur position sur la grille. Cela permet d'obtenir des
jeux de vues disposées suivant un cône comme illustré sur la gure 1.9a. Les orientations
des images dans chaque classe de la grille inclinée sont déterminées en se basant sur les
rotations calculées des images dans la même classe de la grille non-inclinée. Comme les
images de chaque classe de la grille inclinée représentent l'objet selon diérentes vues, elles
sont donc utilisées pour reconstruire l'objet. Finalement, les reconstructions de diérentes
vues de l'objet sont obtenues pour chaque classe de la grille inclinée.
Figure 1.8: Les images obtenues par la technique RCT [43] : a) la grille d'échantillons est
non-inclinée ; b) la grille d'échantillons est inclinée d'un angle θ = 45◦.
La technique RCT a certaines limitations. Comme l'inclinaison de la grille génère des
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Figure 1.9: Le principe de la technique de RCT [43] : a) la représentation conique des
projections dans la grille inclinée ; b) les projections dans l'espace de Fourier.
images sous des orientations d'une forme conique avec un angle θ, il existe des zones
coniques dans lesquelles on ne peut pas acquérir d'images. Ceci entraîne des pertes d'in-
formation et limite la résolution de la reconstruction. Ce problème peut être illustré dans
l'espace de Fourier où les plans de projection ne couvrent pas tout l'espace (gure 1.9b).
En outre, dans le cas de la Cryo-ME, la dose d'électrons peut faire fondre la glace des
échantillons lorsque la grille n'est pas encore inclinée. Cet eet provoque un déplace-
ment des molécules entre les deux acquisitions. Ceci réduit donc la résolution de l'objet
reconstruit.
Une alternative au RCT est la technique d'Orthogonal Tilt Reconstruction (OTR) qui
est présentée dans [35]. La diérence de l'OTR par rapport à la RCT est que la grille
d'échantillons est inclinée deux fois, la première fois d'un angle θ = 45◦, puis la deuxième
fois d'un angle θ = −45◦.
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1.3.2 Ligne commune
Cette technique permet d'estimer l'orientation des images directement à partir de don-
nées moyennées, classiées selon diérentes vues. Elle se base sur le corollaire suivant
(corollaire du théorème 1 présenté dans la partie 1.4) :
Corollaire 1 (Corollaire de la ligne commune). Dans l'espace de Fourier 3D, deux pro-
jections correspondent à deux plans passant par l'origine qui s'intersectent en une ligne
perpendiculaire à l'orientation des deux projections.
Figure 1.10: La représentation de la ligne commune entre deux projections dans l'espace
de Fourier [37].
Le corollaire de la ligne de commune est illustré sur la gure 1.10. Le principe de la tech-
nique de la ligne commune est de rechercher deux lignes communes entre trois projections
diérentes. La recherche de la ligne commune peut être eectuée par l'examen de toutes
les lignes qui passent par l'origine du plan de projection dans l'espace de Fourier comme
illustré sur la gure 1.11. Cette recherche peut aussi être réalisée dans l'espace de Radon
[7]. Une fois déterminées les deux lignes communes, leur relation spatiale est utilisée pour
estimer les orientations relatives entre les trois projections. Cette procédure est répétée
avec deux des trois premières projections et une autre projection ajoutée. Finalement, les
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orientations de toutes les projections sont estimées et utilisées pour reconstruire l'objet
en utilisant les méthodes de la partie précédente.
Figure 1.11: La recherche de ligne commune entre deux projections dans l'espace de
Fourier [37].
En raison d'une sensibilité au bruit pour la recherche des lignes communes, la technique
de la ligne commune ne fonctionne pas bien dans le cas d'un petit RSB. Cependant, le
RSB peut être augmenté pendant le processus de classication. Elle est donc utilisée de
préférence sur des images moyennées. Une autre limitation de la technique de la ligne
commune est l'absence d'information sur la chiralité car deux projections issues de deux
orientations inverses peuvent avoir une même ligne commune avec une autre projection.
1.3.3 Moments
Contrairement aux deux techniques précédentes qui fonctionnent uniquement en 3D,
les méthodes basées sur les moments peuvent être utilisées en 2D [11] et en 3D [13, 10].
La technique des moments se base sur les relations entre les moments de l'objet et de ses
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projections. Le moment d'ordre (c,d) de la fonction f peut être déni par
µc,d(f) =
∫
R
∫
R
xc yd f(x,y)dx dy. (1.2)
Soit p la projection orthogonale de f sur l'axe x. Le moment d'ordre c de p est déni par
µc(p) =
∫
R
xc p(x) dx. (1.3)
La première propriété importante est que certains moments de la fonction f et de sa
projection p sont égaux
µc,0(f) = µc(p). (1.4)
De plus, lorsque l'objet est tourné d'un angle θ, le moment d'ordre 2 de sa projection,
noté µ2(pθ), est tel que
µ2(pθ) = cos
2 θµ2,0(f) + sin
2 θµ0,2(f) + 2 sin θ cos θµ1,1(f). (1.5)
Pour calculer l'angle θ, les valeurs de µ2,0, µ0,2 et µ1,1 de la fonction f doivent être connues.
Si f est centrée à l'origine, alors µ1,1 = 0 en raison de la symétrie. En plus, µ2,0 et µ0,2
peuvent être calculés par la méthode présentée dans [10]. Le contenu de cette technique
sera plus détaillée dans le chapitre 2.
Comme pour la ligne commune, la sensibilité des moments au bruit conduit à l'utiliser
sur des données prétraitées.
1.4 Méthodes de reconstruction tomographique
Les méthodes de reconstruction tomographique pour des angles connus peuvent être
classées en trois groupes : les méthodes d'inversion directe de la transformée de Fourier, les
méthodes de rétroprojection et les méthodes algébriques [44]. Ces méthodes fonctionnent
en 2D ainsi qu'en 3D, mais pour simplier, toutes les méthodes seront présentées en 2D
dans cette partie.
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1.4.1 Méthode d'inversion directe de la transformée de Fourier
Les méthodes d'inversion directe de la transformée de Fourier se basent sur le théorème
de la coupe centrale :
Théorème 1 (Théorème de la coupe centrale). Soient F (u,v) la transformée de Fourier
de f(x,y) et Sθ(w) la transformée de Fourier d'une projection pθ(t) sous l'orientation θ.
Alors
Sθ(w) = F (w cos θ,w sin θ). (1.6)
Le théorème de la coupe centrale est illustré sur la gure 1.12. Dans l'espace de Fou-
rier, chaque projection correspond à une droite qui est perpendiculaire à l'orientation de
projection et qui passe par le centre de l'objet. La combinaison de l'ensemble des projec-
tions dans l'espace de Fourier et l'inversion de la transformée de Fourier permet donc de
reconstruire l'objet [45].
f(x,y) =
∫ +∞
−∞
∫ +∞
−∞
F (u,v)ej2π(ux+vy)dxdy. (1.7)
1.4.2 Méthode de rétro-projection
Les méthodes de rétro-projection permettent de reconstruire l'objet dans l'espace réel
à partir des intégrales de projections [46].
f(x,y) =
∫ π
0
pθ(x cos θ + y sin θ) dθ. (1.8)
Le principe de la rétro-projection est illustré sur la gure 1.13. On voit que la qualité de
reconstruction dépend du nombre de projections considérées. En pratique, le nombre de
projection doit être susamment grand pour avoir une bonne reconstruction.
Cependant, même lorsqu'on a de nombreuses projections, l'image reconstruite peut
être oue en raison de la contribution des projections sur tous les pixels de l'image.
Les projections doivent être ltrées avant d'être utilisées pour la reconstruction. Ceci est
appelé la rétro-projection ltrée [47] (voir gure 1.14).
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Figure 1.12: Méthode d'inversion de Fourier directe : a) transformée de Fourier de la
projection ; b) ensemble des projections dans l'espace de Fourier ; c) transformée de
Fourier inverse.
Figure 1.13: Reconstruction par rétro-projections [23] : a) : image initiale ; b) trois
projections ; c) nombreuse projections.
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Figure 1.14: Reconstruction par rétro-projections ltrées [23] : a) : image initiale ; b)
trois projections ltrées ; c) nombreuse projections.
1.4.3 Méthodes algébriques
Les deux familles de méthodes évoquées ci-dessus reposent sur la formule analytique
pour reconstruire l'objet et demandent une innité de projections, ainsi qu'une distri-
bution uniforme des orientations de projections pour pouvoir converger. Les méthodes
algébriques [46] proviennent de la modélisation de l'objet comme un tableau de pixels et
de la linéarité de l'opération de projection. Il en résulte un système linéaire à résoudre
pour retrouver l'objet. Il peut être inversé directement dans des cas très simples mais en
général c'est dicile, ce qui conduit d'une part à une résolution itérative et d'autre part,
à se limiter au cas où le nombre de projection n'est pas trop grand.
Le principe des méthodes algébriques est illustré sur la gure 1.15 dans laquelle fj ,
j = 1 . . .M est l'ensemble de pixels à reconstruire ; pi, i = 1 . . . N est l'ensemble des
rayons de projection et wij est la contribution du pixel fj sur le rayon pi. Le problème
est de résoudre le système d'équations suivant :
M∑
j=1
wjifi = pi, i = 1 . . . N. (1.9)
Une approche itérative est utilisée pour résoudre le système d'équations ci-dessus comme
illustré sur la gure 1.16 pour le cas de deux rayons et deux pixels à reconstruire. Ceci
est expliqué comme suit : un point initialisé f (0) est choisi aléatoirement dans l'espace
des solutions, puis ce point est projeté sur la droite p1 pour obtenir une nouvelle solution
f (1). Ensuite une nouvelle solution f (2) est obtenue par la projection de f (1) sur p2. Ce
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Figure 1.15: Géométrie des méthodes algébriques : la matrice à reconstruire contient M
pixels fj ; les projections sont divisées en N rayons pi ; les contributions des pixels fj sur
les rayons de projections sont données par une matrice pondérée W , où wji est la
contribution du pixel fj sur le rayon de projection pi.
processus est répété jusqu'à la convergence vers la solution optimale. La valeur à ajouter
au pixel j à l'itération i peut être calculée par
∆f
(i)
j =
pi − qi∑N
k=1wik
wij , (1.10)
où qi =
∑N
k=1 f
(i−1)
k (pour plus de détail voir [46]).
Les méthodes algébriques les plus utilisées sont la méthode ART (Algebraic Recons-
truction Technique) [24] et la méthode SIRT (Simultaneous Iterative Reconstruction Tech-
nique) [25]
1.4.3.1 Méthode ART
Pour la méthode ART, la valeur de wik dans l'équation (1.10) est égale soit à 1 si le
centre du pixel k est dans le rayon pi, soit à 0 sinon. Alors ∆f
(i)
j est égal 0 pour les pixels
33 1.4. MÉTHODES DE RECONSTRUCTION TOMOGRAPHIQUE
ÉTAT DE L'ART
Figure 1.16: Méthode itérative pour résoudre le système d'équations linéaires dans le cas
de deux pixels et deux rayons.
dont les centres ne sont pas dans le rayon pi. Ainsi, ∆f
(i)
j est calculé par
∆f
(i)
j =
pi − qi
Ni
, (1.11)
où Ni est le nombre de pixels dont les centres sont dans le rayon pi.
1.4.3.2 Méthode SIRT
Pour la méthode SIRT, ∆f (i)j n'est pas ajouté toute de suite au pixel fj , les valeurs
de ∆f (i)j sont stockées pendant le parcours à partir du premier rayon p1 jusqu'au dernier
rayon pN . Une fois qu'on arrive au dernier rayon pN , les valeurs de ∆f
(i)
j sont moyennées
et ajoutées au pixel fj .
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1.5 Reconstruction conjointe
Il existe des méthodes permettant de reconstruire conjointement l'objet et les orien-
tations comme présenté dans [9, 48]. Soit f (0) la solution initiale de la fonction f à
reconstruire. Soit Θ(0) = {θ(0)1 ,θ
(0)
2 , . . . ,θ
(0)
n } l'ensemble ordonné des angles initiaux qui
sont associés à l'ensemble des projections P = {p1,p2, . . . ,pn}, où n ∈ N est le nombre de
projections. La reconstruction conjointe consiste en une procédure d'optimisation itérative
dans laquelle, à chaque itération, une nouvelle solution (f (i),Θ(i)) est obtenue à partir de la
solution précédente. Ensuite, un nouvel ensemble des projections P (i) = {p(i)1 ,p
(i)
2 , . . . ,p
(i)
n }
est calculé et comparé avec l'ensemble des projections originales P , où p(i)k est la projec-
tion obtenue à partir de f (i) et θ(i)k . La comparaison est réalisée avec la fonction de coût
∆ dénie par
∆(f (i),Θ(i)) =
n∑
k=1
||pk − p
(i)
k ||
2
2. (1.12)
1.6 Mesures de la similarité/dissimilarité entre deux
projections
Pendant la procédure de reconstruction tomographique pour les orientations inconnues,
il est inévitable de mesurer la similarité ou la dissimilarité entre deux projections à partir
de l'ensemble des projections.
1.6.1 Alignement des projections
Le processus d'alignement des projections peut être trouvé dans [8]. Deux projections
sont alignées pour prendre en compte toutes les positions relatives des deux projections
(générées par la rotation et le décalage d'une projection par rapport à l'autre), puis trou-
ver la position qui minimise la dissimilarité ou maximise la similarité entre ces deux
projections. La mesure de la dissimilarité la plus utilisée est la distance euclidienne. Étant
donnée qu'une projection en 2D peut être considérée comme une image de k pixels. Soient
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p1, p2 deux projections en 2D. L'alignement entre deux projections p1 et p2 est la déter-
mination d'une rotation Rα ∈ SO(2) et d'une translation r ∈ R2 telles que
(Rα,r) = argmin
Rα∈SO(2),r∈R2
DE21,2(Rα,r), (1.13)
où DE1,2(Rα,r) =
( k∑
i=1
(p1(xi) − p2(Rαxi + r))2
)1/2
qui est la distance euclidienne entre
p1 et la transformation de p2.
Ensuite, si on ré-écrit DE21,2 par
DE21,2(Rα,r) =
k∑
i=1
p1(xi)
2 +
k∑
i=1
p2(xi)
2 − 2
k∑
i=1
(p1(xi) p2(Rαxi + r), (1.14)
les deux premiers termes dans (1.14) sont invariants par la transformation xi → Rαxi+r.
Alors, le problème de minimisation dans (1.13) devient le problème de maximisation
comme suit
(Rα,r) = argmax
Rα∈SO(2),r∈R2
ω1,2(Rα,r), (1.15)
où ω1,2(Rα,r) =
k∑
i=1
p1(xi) p2(Rαxi + r) qui est appelé la fonction de corrélation croisée.
Une version normalisée de ω1,2(Rα,r), appelée le coecient de corrélation croisée, est
présentée dans [8]. On constate que l'alignement des projections utilisant la distance
euclidienne ou le coecient de corrélation croisée sont des deux procédures équivalentes.
1.6.2 Classication des projections
Les projections peuvent être classiées selon leurs orientations. Plus précisément, les
projections dont les orientations sont proches doivent être regroupées dans une même
classe. Chaque classe représente donc une vue diérente de l'objet. Plusieurs techniques
ont été utilisées pour classier les projections telles que le partitionnement en k-moyennes
[49], le regroupement hiérarchique [50], ou une approche hybride par la combinaison des
deux dernières [51]. Dans ces techniques, la construction de la matrice de dissimilarité ou
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de similarité entre les projections est cruciale et la distance euclidienne ou le coecient
de corrélation croisée est couramment utilisé.
1.6.3 Ranement des projections
La distance euclidienne et le coecient de corrélation sont aussi utilisés pendant l'étape
de ranement des projections. Comme nous l'avons présenté dans la partie 1.2.3, le pre-
mier volume reconstruit est considéré comme un modèle de référence. Il est utilisé pour
générer un ensemble de projections de référence selon des orientations données. Ensuite,
la dissimilarité ou la similarité entre chaque projection de l'objet et chaque projection
du modèle est mesurée en utilisant la distance euclidienne ou le coecient de corrélation
croisée. L'orientation des projections de l'objet est ensuite ranée selon l'orientation de la
projection du modèle qui minimise/maximise leur dissimilarité/similarité. Cette itération
est répétée jusqu'à ce que la variation entre deux modèles consécutifs devient négligeable.
1.6.4 Estimation des orientations
Les orientations des projections peuvent être estimées par la construction d'un graphe
de voisinage dont les sommets sont des projections, les arêtes relient les projections voi-
sines. Les projections voisines sont dénies comme les projections dont les orientations
sont proches. An de déterminer les voisins de chaque projection, la distance euclidienne
est calculée entre n'importe quel couple de projections, puis les voisins de chaque projec-
tion sont choisis par seuillage ou l'approche des k-plus proches voisins. Ensuite, plusieurs
techniques de réduction dimensionnelle non-linéaire peuvent être utilisées pour estimer
les orientations des projections à partir du graphe de voisinage construit.
1.6.5 Relation entre projections et leurs orientations
La distance euclidienne (resp. le coecient de corrélation croisée) calculée entre deux
projections est considérée comme ayant une relation avec les orientations des deux pro-
jections, par exemple dans les étapes de classication, de ranement des projections, ou
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bien pour l'estimation des orientations des projections présentées ci-dessus. Plus précisé-
ment, deux projections dont la diérence angulaire entre les orientations est petite de-
vraient aussi être séparées par une petite distance euclidienne et vice-versa. Cependant,
la relation entre la distance euclidienne et la diérence angulaire de deux projections est
non-monotone, même pour deux projections proches. Nous montrons dans la partie expé-
rimentale que la dispersion de la distance euclidienne par rapport à la diérence angulaire
entre deux projections est grande même pour des projections voisines. L'utilisation d'une
telle mesure non-monotone peut donc conduire à des erreurs pendant les étapes de classi-
cation ou de ranement des projections. L'étude d'une mesure qui représente mieux la
relation spatiale entre deux projections est l'objet principal de ce travail.
1.7 Conclusion
Nous avons introduit dans ce chapitre les notions principales de la tomographie et ses
applications dans plusieurs domaines. La diérence entre la tomographie discrète et la
tomographie continue est présentée. La tomographie continue est utilisée dans le cadre de
cette thèse car il est adapté aux données de la cryo-microscopie électronique sur lequel
nous travaillons. L'objectif principal de la tomographie en cryo-microscopie électronique
est la reconstruction du volume 3D de l'objet à partir de l'ensemble de ses projections
dont les orientations sont inconnues. Les techniques d'acquisitions des projections, les mé-
thodes d'analyse des images, d'estimation des orientations et de reconstruction de l'objet
ont été expliquées. Durant la procédure de la reconstruction tomographique, la mesure
de la dissimilarité ou la similarité entre deux projections est une étape importante et in-
évitable. Les deux mesures de dissimilarité et de similarité les plus souvent utilisées sont
la distance euclidienne et le coecient de corrélation croisée. Dans la suite du mémoire,
nous proposons une autre mesure qui permet d'estimer la diérence angulaire entre deux
projections lorsque leurs orientations sont inconnues. Comme la caractérisation des pro-
jections et leurs orientations en 2D est diérente avec celle en 3D, le problème d'étude de
la diérence angulaire entre deux projections est présenté séparément dans le chapitre 2
pour le cas 2D et dans le chapitre 3 pour le cas 3D.
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L
'estimation de la diérence angulaire entre deux projections en 2D est présentée dans
ce chapitre. Nous appelons objet dans R2 une fonction intégrable au sens de la
mesure de Lebesgue f : R2 → [0,1] telle que le support Sf de f soit un ensemble compact
de R2 où Sf est l'adhérence de l'ensemble {x ∈ R2|f(x) 6= 0}. Nous dénissons aussi le
barycentre C : (xC ,yC) de f  centre de gravité de l'objet  comme suit :
xC =
∫ ∫
x f(x,y) dx dy∫ ∫
f(x,y) dx dy
,
yC =
∫ ∫
y f(x,y) dx dy∫ ∫
f(x,y) dx dy
.
(2.1)
Les notions de base utilisées dans ce chapitre sont introduites dans le paragraphe suivant.
2.1 Notions de base
2.1.1 Projection
On écrit SO(2) pour le groupe de toutes les rotations autour de l'origine dans R2. La
rotation d'un point dans R2 d'un angle θ ∈ R autour de l'origine est représentée par la
matrice Rθ ∈ SO(2)
Rθ =
(
cos θ − sin θ
sin θ cos θ
)
. (2.2)
La dénition des projections a été présentée dans le chapitre précédent. La projection
peut aussi être dénie de la manière suivante :
Étant donné un objet de R2, sa projection sur l'axe x suivant un angle θ ∈ R peut être
obtenue par la rotation d'angle −θ du système de coordonnées, puis par la projection de
l'objet sur le nouvel axe x (gure 2.1). La dénition de la projection en 2D est alors la
suivante :
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Figure 2.1: En 2D, la projection Pf est obtenue de deux manières alternatives : soit (a)
en tournant xOy d'un angle −θ et projetant orthogonalement f sur l'axe Ox′ , soit (b)
en tournant f d'un angle θ et projetant orthogonalement f
′
sur l'axe Ox.
Dénition 1 (Projection 2D). Soit f :R2 → [0,1] un objet 2D et soit θ ∈ R. La projection
Pf (θ) de f selon l'angle θ est dénie par
Pf (θ)(x) =
∫
R
fθ(x,y) dy, (2.3)
où fθ(x,y) = f(ρθ(x,y)) est la rotation de f suivant l'angle θ et (ρθ(x,y))T = Rθ(x,y)T
avec Rθ ∈ SO(2).
Il est à noter que Pf (θ)(x) = Pf (θ+π)(−x). Ceci représente une propriété de symétrie
pour les couples de projections dont les angles dièrent de π (gure 2.2b et c).
Lorsque les projections sont représentées en fonction des angles θ, on obtient un sino-
gramme comme illustré sur la gure 2.2a où chaque colonne correspond à une projection
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Figure 2.2: a) objet 2D, b) sinogramme de l'objet : chaque colonne correspond à une
projection à un angle θ spécié, c) projection à l'angle 10◦, d) projection suivant l'angle
190◦ = 10◦ + 180◦. Ces deux projections sont symétriques.
selon un angle θ spécié. Le sinogramme se compose de plusieurs sinusoïdes en fonction
de θ. Dans le cas où les angles de projection sont inconnus, on obtient un sinogramme
dans lequel les colonnes sont permutées comme illustré sur la gure 2.3.
2.1.2 Moments et leur relation avec les orientations de projection
Le moment d'ordre (c,d) ∈ N de la fonction f est donné par
µc,d(f) =
∫
R
∫
R
xc yd f(x,y) dx dy. (2.4)
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Figure 2.3: Le sinogramme pour des angles inconnus. Les colonnes du sinogramme sont
permutées.
On rappelle aussi le moment d'ordre q ∈ N d'une fonction mesurable g : R→ R
µd(g) =
∫
R
xq g(x) dx. (2.5)
Lorsque fθ est projeté sur l'axe x, certains moments de fθ sont préservés sur les moments
de projection Pf (θ).
Propriété 1 (Conservation des moments, [10]). Soit c ∈ N. Le moment d'ordre (c,0) de
la fonction fθ est égal au moment d'ordre c de la projection Pf (θ) de fθ
µc,0(fθ) = µc(Pf (θ)). (2.6)
Si le barycentre de fθ est à l'origine, le barycentre de Pf (θ) est aussi à l'origine. Ceci
donne µ1,0(fθ), µ0,1(fθ), µ1,1(fθ) et µ1(Pf (θ)) = 0. En outre pour le moment d'ordre 2,
on a la propriété suivante :
Propriété 2 (Somme invariante, [52]). Soit µ2,0(fθ) et µ0,2(fθ) les moments d'ordres
(2,0) et (0,2) de la fonction fθ. Il existe une constante C ∈ R telle que
µ2,0(fθ) + µ0,2(fθ) = C, ∀θ ∈ R. (2.7)
Par ailleurs, le moment µd(Pf (θ)) de la projection Pf (θ) est un polynôme trigonomé-
trique de degré d en fonction de φ = (cos θ, sin θ) ∈ SO(2) [53]. L'expression de µd(Pf (θ))
est donnée dans la propriété suivant [53].
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Propriété 3 ([53]). Soit d ∈ N. Le moment d'ordre d de la projection Pf (θ) est donné
par
µd(Pf (θ)) =
∑
0≤k≤d
k≡d mod 2
ak cos(kθ) + bk sin(kθ). (2.8)
On peut obtenir à partir de la propriété 3 que µd(Pf (θ)) = (−1)dµd(Pf (θ + π)). Ceci
montre qu'il n'y a que les moments d'ordre pair qui sont π−périodiques. Un exemple de
moments d'ordre d pour diérentes valeurs de d est présenté sur la gure 2.4.
En particulier, l'utilisation de la propriété 3 pour le moment d'ordre 2 nous donne la
propriété suivante :
Propriété 4 ([10]). Soit µmaxf,2 , µ
min
f,2 le moment maximal et minimal de la projection Pf (θ)
pour θ ∈ R. Si l'origine des angles est choisie de telle façon que µ2(Pf (θ = 0)) = µmaxf,2 ,
alors le moment d'ordre 2 de Pf (θ) est donné par
µ2(Pf (θ)) = µmaxf,2 − (µ
max
f,2 − µ
min
f,2 ) sin
2 θ, (2.9)
où µmaxf,2 = maxθ∈R µ2(Pf (θ)), µ
min
f,2 = minθ∈R µ2(Pf (θ)).
La propriété 4 montre une relation importante entre les angles θ et les moments d'ordre
2 qui sera utilisée dans la suite pour le problème de l'estimation de la diérence angulaire.
Le détail de la propriété 4 est donné dans l'annexe A.1.
Désormais, pour alléger les notations, on note µf,d(θ) = µd(Pf (θ)) le moment d'ordre
d de la projection Pf (θ) de f .
2.1.3 Diérence angulaire entre deux projections
Nous dénissons la diérence angulaire entre deux projections Pf (θi) et Pf (θj) comme
l'angle minimal entre deux droites passant par l'origine et faisant un angle θi et θj avec
l'axe des abscisses. Elle est dénie par
dang(Pf (θi),Pf (θj)) = min(|θi − θj |,π − |θi − θj |), (2.10)
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Figure 2.4: Moment µd(Pf (θ)) de la projection Pf (θ) en 2D, θ ∈ [−π,π] : les cas de a),
c), e) et g) sont des moments d'ordres pairs pour d = 2,4,6,8. Les cas de b), d), f) et h)
sont des moments d'ordres impairs pour d = 1,3,5,7.
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On déduit de (2.10) que dang(Pf (θi),Pf (θj)) = dang(Pf (θi),Pf (θj + π)). En eet, notre
méthode d'estimation de la diérence angulaire est basée sur les valeurs absolues des
moments. Or
|µf,d(θ)| = |(−1)dµf,d(θ + π)| = |µf,d(θ + π)|, (2.11)
et on constate que pour un intervalle [a,a + π[ quelconque sur le cercle R/πZ, et pour
un angle θ quelconque dans R/πZ, soit θ, soit θ + π, est dans [a,a + π[. Ceci permet de
supposer que θ ∈ [−π/2,π/2[.
Dans le reste du manuscrit, on écrira P , µd au lieu de Pf et µf,d lorsqu'il n'y a pas
d'ambigüité.
2.2 Problème d'estimation de la diérence angulaire
Soit f une fonction dont le barycentre est à l'origine, n ∈ N et Θ = {θ1,θ2, . . . ,θn} ⊆
[−π/2,π/2[ un ensemble d'angles inconnus. On note Π = {P(θi)|1 ≤ i ≤ n} l'ensemble
des projections associées aux angles de Θ. L'objectif est d'estimer la diérence angulaire
dang entre deux projections quelconques à partir de l'ensemble Π.
Pour cela, l'équation (2.9) est ré-écrite de la manière suivante :
sin2(θ) =
|µ2(θ)− µm2 |
µmax2 − µmin2
, (2.12)
où
µm2 =
µmax2 si µ2(θ = 0) = µmax2µmin2 si µ2(θ = 0) = µmin2 .
L'équation (2.12) a été utilisée dans l'article de Salzman [10] pour estimer l'angle θ de
la projection P(θ). Il est à noter qu'il y a deux valeurs possibles de θ ∈ [−π/2,π/2[ dans
(2.12). Ceci correspond à la symétrie par rapport à l'axe des y du moment d'ordre 2 dans
[−π/2,π/2[ comme illustrée sur la gure 2.4a. Cette ambigüité a été résolue par Salzman
en utilisant les moments d'ordres impairs en raison d'une forte variation de ces moments
dans [−π/2,π/2[ (gure 2.4b, d, f et h).
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Une solution simple pour estimer la diérence angulaire entre deux projections peut
être obtenue en faisant une soustraction entre deux arcsinus de l'équation (2.12). Cepen-
dant, comme la fonction x 7−→ arcsin(
√
x) a une pente élevée pour x à proximité de 0 et
1, ceci peut amener des erreurs dans le calcul de la diérence angulaire lorsque le moment
d'ordre 2 de l'une des deux projections est proche de µmin2 ou µ
max
2 dans le cas où les
projections sont bruitées. La gure 2.5 montre la fonction arcsin(
√
x) dans le cas bruité,
nous voyons qu'un petit changement de x proche de 0 ou 1 peut conduire à un grand
écart sur la fonction arcsin(
√
x).
Nous proposons donc une autre approche plus adaptée à ce problème : au lieu d'estimer
directement la diérence angulaire entre deux projections, on estime la diérence angu-
laire entre deux projections associées à deux angles proches sans regarder leurs angles.
Une formule d'estimation basée sur la linéarisation de (2.12) est donc développée pour
des projections voisines 1. Ensuite, on construit un graphe de voisinage G = (V,E) dont
les sommets V sont les projections, les arêtes E relient les projections voisines et sont
pondérées par la diérence angulaire calculée avec la formule développée. La recherche
des projections voisines est réalisée dans l'espace des moments et sera présentée dans la
partie suivante. Enn, un algorithme du plus court chemin est appliqué sur le graphe G
an d'estimer la diérence angulaire entre deux projections quelconques sur le graphe G.
2.3 Méthode d'estimation de la diérence angulaire
2.3.1 Recherche des voisins pour chaque projection
L'objectif de cette partie est de chercher à partir de l'ensemble des projections Π, les
plus proches voisins de chaque projection. Puisque le moment d'ordre d de la projection
est un polynôme trigonométrique de degré d en fonction de l'angle de la projection (cf.
propriété 3), nous avons montré dans l'Annexe C que deux angles proches donnent deux
moments proches pour n'importe quel ordre en raison de la continuité des moments par
1. Dans cette thèse, nous appelons projections voisines des projections dont les angles sont
proches.
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Figure 2.5: La pente élevée de la fonction arcsin
√
x pour x proche de 0 ou 1. La courbe
rouge est pour le cas sans bruit, la courbe bleue est pour le cas de bruit.
rapport aux angles. Par contre, si deux moments d'ordre d sont proches, cela n'implique
pas nécessairement que les deux projections sont proches car les moments ne sont pas
monotones. Ceci nous impose d'eectuer une recherche des voisins en utilisant plusieurs
ordres. La gure 2.6 présente un exemple de distribution des projections dans l'espace
de moments d'ordres 2 et 3 selon diérents angles. On voit que l'utilisation de moments
d'ordres diérents permet de distinguer toutes les projections. Ceci nous permet de recher-
cher des voisins dans cet espace. L'algorithme des k-plus proches voisins peut être utilisé
pour ce problème. Le choix du nombre de voisins k est délicat car si k est trop petit,
moins de voisins sont trouvés et le graphe du voisinage construit peut perdre la connexion
entre certains sommets proches (voir la gure 2.7a). Au contraire, si k est grand, plus de
faux voisins sont trouvés et le graphe du voisinage construit peut générer des plus courts
chemins erronés (voir la gure 2.7c).
Au lieu des k plus proches voisins, une approche alternative basée sur le seuillage
est proposée : pour chaque moment µd(θ) d'ordre d d'une projection P(θ) donnée, un
intervalle de taille 2εd, centré sur |µd(θ)|, est établi pour trouver au moins un moment
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Figure 2.6: Distribution des projections de l'image sur la gure 2.2a en fonction des
angles dans l'espace des moments. Les angles sont distribués uniformément.
µd(θ
′), θ′ 6= θ, correspondant à une projection P(θ′) tel que θ′ et θ soient proches. La
formule de εd est donnée dans la proposition suivante. Sa démonstration est détaillée
dans l'annexe A.3.
Proposition 1 (Seuillage adaptatif en 2D). Soit f : R2 → [0,1] un objet 2D, soit p ∈ [0,1].
On suppose que la distribution des angles θ est uniforme dans [−π/2,π/2[. Pour chaque
moment µd(θ) d'ordre d, il existe un intervalle centré en |µd(θ)| et de taille 2 εd dans
lequel nous pouvons trouver, avec une probabilité p, au moins un moment µd(θ
′
), tel que
θ
′ 6= θ et θ′ est un voisin de θ dans Θ. La demi-taille εd est calculée par
εd =
π
2
(
1− (1− p)
1
n−1
)
× d max
θ∈R
(|µd(θ)|). (2.13)
Remarque 1. εd est indépendant de θ.
Remarque 2. Quand la densité de probabilité des angles est connue notée λ l'équation
(2.13) de la proposition 1 peut être modiée comme suit
εd = πk × d max
θ∈R
(|µd(θ)|), (2.14)
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avec k ∈ Λ−1
(
1
2(1− p)
1
n−1
)
où Λ est la fonction croissante δ 7→
∫ 1−δ
δ
λ ? (λ ◦ (−id))(t) dt,
id l'identité et ? la convolution.
La formule (2.13) permet d'obtenir un seuillage adaptatif en fonction du nombre n
de projections et de la distribution des projections. Sur un exemple nous comparons la
technique des k plus proches voisins et notre technique de seuillage adaptatif sur la gure
2.7. Nous voyons que le choix du nombre de plus proches voisins pour établir un bon
graphe de voisinage G n'est pas facile, en particulier quand le nombre de projections n'est
pas assez grand. Notre méthode de seuillage fonctionne mieux que celle des k plus proches
voisins sur cet exemple.
Le problème avec l'équation (2.13) est que la valeur exacte de max
θ∈R
(|µd(θ)|) est incon-
nue. Elle n'est estimée qu'à partir de l'ensemble ni des projections Π par max
θ∈Θ
(|µd(θ)|).
Cependant, nous montrons dans la proposition 2 (présentée dans la partie suivante) que
les erreurs portant sur l'estimation des valeurs extrêmes de |µd(θ)| dans (2.13) convergent
quadratiquement vers 0 quand le nombre de projections tend vers l'inni. Les erreurs dues
aux valeurs extrêmes induisent donc des erreurs négligeables sur le calcul de εd.
En conclusion, étant donnée une projection Pi, l'expression (2.13) nous permet de
chercher des ensembles J id contenant des voisins de Pi pour diérents ordres d. Le résultat
nal est un ensemble J i qui est l'intersection des ensembles J id. Une arête qui relie Pi avec
chaque projection dans J i est alors ajoutée dans le graphe de voisinage G.
2.3.2 Formules d'estimation de la diérence angulaire
Dans la suite de ce chapitre, nous utilisons les notations et hypothèses suivantes :
Notations et hypothèses
• Θ = {θ1, . . . ,θn} ⊂ [−π2 ,
π
2 [ : ensemble d'angles tel que θ1 < . . . < θn, en outre nous
posons θ0 = θn − π (donc, θ0 < θ1).
• ∆(Θ) = max
1≤i≤n
(θi−θi−1) : diérence angulaire maximale entre deux angles successifs.
• M = {µ2(θi) | θi ∈ Θ},
• µ̃max2 = max(M) et µ̃min2 = min(M).
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(d) seuillage adaptatif
Figure 2.7: Recherche des voisins de chaque projection dans l'espace de moments par les
k-plus proches voisins (a,b,c) et par seuillage adaptatif (d).
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• θ̃max = argmax(M) et θ̃min = argmin(M).
• ∆(M) = max
µ∈M
min
µ′ 6=µ
|µ−µ′| : diérence maximale entre un moment et son plus proche
voisin.
Nous avons présenté dans la partie précédente la recherche des voisins permettant de
construire le graphe de voisinage G dont les arêtes relient les projections voisines. La pon-
dération de ces arêtes est maintenant abordée. Pour cela, nous avons établi des formules
en faisant le développement limité de l'équation (2.12). Ces formules sont présentées dans
la dénition suivante. Du fait que la formule principale (2.17) présente une instabilité nu-
mérique lorsque le moment d'ordre 2 de la projection est proche d'un des deux extremums,
nous sommes obligés d'utiliser d'autres formulations au voisinages de ces extremums. Le
choix des seuils a(M) et b(M) qui permettent de décider qu'elle formule doit être utilisée
est exposé plus loin dans la proposition 3.
Dénition 2 (Pondération des arêtes du graphe G). Soient a(M), b(M) ∈ R. Pour deux
angles proches θi et θj , la pondération wi,j entre les deux projections correspondantes
P(θi) et P(θj) est calculée par l'une des trois formules suivantes selon la valeur des
moments
• si µ2(θi) < a(M) et µ2(θj) < a(M),
wi,j =
|
√
µ2(θi)− µ̃min2 −
√
µ2(θj)− µ̃min2 |√
µ̃max2 − µ̃min2
(2.15)
• si µ2(θi) > b(M) et µ2(θj) > b(M),
wi,j =
|
√
µ̃max2 − µ2(θi)−
√
µ̃max2 − µ2(θj)|√
µ̃max2 − µ̃min2
(2.16)
• sinon
wi,j =
|µ2(θj)− µ2(θi)|√
(µ̃max2 − µ2(θξ))(µ2(θξ)− µ̃min2 )
(2.17)
où ξ ∈ {i,j} et |µ2(θξ)− µ̃
max
2 +µ̃
min
2
2 | est minimal.
La valeur de wi,j est utilisée pour pondérer l'arête qui relie les deux sommets i et j
sur le graphe de voisinage G. Un des problèmes du calcul de wi,j est que ces formules
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utilisent les moments extrêmes empiriques µ̃min2 et µ̃
max
2 au lieu des moments extrêmes
théoriques µmax2 et µ
min
2 . Les erreurs portant sur l'utilisation de µ̃
min
2 et µ̃
max
2 doivent être
considérées. La proposition suivante donne une borne supérieure sur la diérence entre
les moments extrêmes empiriques et ceux théoriques.
Proposition 2 (Erreur d'estimation des moments extrêmes). Soit d ≥ 2. Les erreurs
relatives sur µmind et µ
max
d suite à l'utilisation des moments extrêmes empiriques µ̃
max
d ,
µ̃mind sont inférieures à
1
4d
2∆(Θ)2(µmaxd − µ
min
d )
Démonstration. Soit θmaxd ∈ [−π/2,π/2), resp. θ̃
max
d ∈ Θ, tels que
µd(θ
max
d ) = max
θ∈[−π/2,π/2)
{µd(θ)}, (2.18)
µd(θ̃
max
d ) = max
θi∈Θ
{µd(θi)}. (2.19)
Alors, θmaxd ∈ [θi, θi+1] pour un certain i tel que 0 ≤ i < n.
Posons µmaxd = µd(θ
max
d ), resp. µ̃
max
d = µd(θ̃
max
d ).
Alors, µmaxd − µ̃
max
d ≤ µd(θ
max
d ) − µd(θi). Un développement limité est fait pour µd en
θ = θmaxd . On obtient
µmaxd − µ̃
max
d ≤ µd(θ
max
d )− µd(θi)
≤ 1
2
(θmaxd − θi)
2 max
θ∈R
∣∣∣∣ d2µddθ2
∣∣∣∣ . (2.20)
Puis, comme θmaxd ∈ [θi, θi+1], on a
µmaxd − µ̃
max
d ≤
1
2
∆(Θ)2 max
θ∈R
∣∣∣∣ d2µddθ2
∣∣∣∣ . (2.21)
Comme µd est un polynôme trigonométrique de degré d, on déduit de l'inégalité de Bern-
stein (cf. annexe A.2) que
µmaxd − µ̃
max
d ≤
1
4
d2 ∆(Θ)2 (µmaxd − µ
min
d ). (2.22)
De la même façon, on obtient
µ̃mind − µ
min
d ≤
1
4
d2 ∆(Θ)2 (µmaxd − µ
min
d ). (2.23)
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Nous avons montré que les erreurs sur les moments extrêmes empiriques sont asymp-
totiquement négligeables lorsque le nombre de projections devient grand. Un autre point
sensible du calcul de wi,j est la détermination des seuils a(M) et b(M) permettant de choi-
sir une formule appropriée dans la dénition 2. La proposition suivante explique comment
choisir a(M) et b(M) et donne les erreurs dues à l'utilisation de wi,j pour l'estimation de
la diérence angulaire entre deux projections P(θi) et P(θj).
Proposition 3. Si les seuils a(M) et b(M) sont tels que a(M) − µ̃min2 et µ̃max2 − b(M)
sont asymptotiquement dominés par et soumis à ∆(M)α avec α ∈ (0, 2/3), alors, pour
0 ≤ i,j < n tels que |θi − θj | ∈ O(∆(Θ)),
• si µ2(θi) ∈ [a(M),b(M)] ou µ2(θj) ∈ [a(M),b(M)],
wi,j = dang
(
P(θi),P(θj)
)
+ o
(
∆(Θ)
)
(2.24)
• sinon
wi,j = dang
(
P(θi),P(θj)
)
+O
(
∆(Θ)
)
. (2.25)
La démonstration de la proposition 3 est donnée dans l'Annexe A.4. L'erreur esti-
mée pour l'utilisation de trois formules de wi,j est illustrée par la gure 2.8 où l'erreur
d'estimation est calculée comme suit
|wi,j − dang
(
P(θi),P(θj)
)
| / dang
(
P(θi),P(θj)
)
. (2.26)
Nous voyons que la formule (2.15) donne un meilleur résultat que les autres pour les
couples de projections qui sont proches de µmin2 . De même avec la formule (2.16) pour les
couples de projections qui sont proches de µmax2 et avec la formule (2.17) pour les couples
de projections qui ne sont pas proches µmin2 et µ
max
2 . La combinaison des trois formules
donne donc un meilleur résultat que l'utilisation d'une seule formule.
Les positions relatives de µmin2 , µ̃
min
2 , a(M), µ
max
2 , µ̃
max
2 et b(M) en l'absence de bruit
sont illustrées par la gure 2.9.
Les étapes de la méthode d'estimation de la diérence angulaire sont résumées dans la
partie suivante.
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Figure 2.8: Erreur d'estimation de la diérence angulaire par les trois formules dans la
dénition 2.
2.3.3 Algorithme d'estimation de la diérence angulaire
Nous proposons un algorithme pour l'estimation de la diérence angulaire entre deux
projections à partir de l'ensemble de projections Π. Nous calculons d'abord les moments
d'ordre d, d ∈ {2,3,4,5}, des projections dans Π, puis les voisins de chaque projection sont
trouvés par la recherche des moments dans l'intervalle |µd(θ)| ± εd. Le seuil εd est calculé
par l'équation (2.13) en xant la probabilité p = 0,95. Il est à noter qu'il y a un ensemble de
voisins trouvés pour chaque ordre de moment. Le résultat nal de la recherche des voisins
est obtenu par l'intersection de ces ensembles. Nous choisissons les ordres d = 2 . . . 5 car
nous avons constaté empiriquement que les moments d'ordre supérieur à 5 sont sensibles
au bruit et n'améliorent pas le résultat.
Ensuite, les diérences angulaires entre les projections voisines sont estimées par les
formules données dans la dénition 2. An de séparer ces trois formules, a(M) est xé à
µ̃min2 +∆(M)
1/2 et b(M) est xé à µ̃max2 −∆(M)1/2 selon la condition dans la proposition 3.
Nous pouvons maintenant construire un graphe de voisinage G = (V,E) dont les som-
mets V sont les projections, dont les arêtes E relient les projections voisines et sont
pondérées par les diérences angulaires estimées. La diérence angulaire entre deux pro-
jections quelconques du graphe G est estimée par un algorithme du plus court chemin
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Figure 2.9: Positions relatives entre µmin2 , µ
max
2 , µ̃
min
2 , µ̃
max
2 , a(M) et b(M).
sur ce graphe. La procédure d'estimation de la diérence angulaire est résumée dans
l'Algorithme 1.
Remarque 3. Plus_Court_Chemin(G) représente un des algorithmes pour calculer le plus
court chemin sur le graphe G. Nous pouvons utiliser, par exemple, l'algorithme de Dijkstra
[54] pour calculer le plus court chemin.
2.4 Traitement du bruit
Cette partie traite du problème du bruit qui souvent perturbe les projections pendant
l'acquisition. Soit P̂(θ) = P(θ) + ε, la projection bruitée, où ε ∼ N (0,σ2) est un bruit
gaussien de moyenne 0 et de variance σ2. On note aussi Π̂ = {P̂i|1 ≤ i ≤ n} l'ensemble de
projections bruitées. Nous présentons d'abord les méthodes de débruitage de l'ensemble
de projections.
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Algorithme 1: Estimation de la diérence angulaire en 2D
Données: Π = {P(θi) | 1 ≤ i ≤ n}.
Résultats: estimation de dang(P(θi),P(θj)),1 ≤ i,j ≤ n,i 6= j.
1. G← ∅, D← {2, . . . ,5}.
2. Calculer {µd(θi)}i=1...n puis εd, pour d ∈ D.
3. Pour chaque indice i,
3.1. Jid ← {j | |µd(θi)| − εd ≤ |µd(θj)| ≤ |µd(θi)|+ εd}, ∀d ∈ D.
3.2. Ji ←
⋂
Jid.
3.3. Pour chaque j ∈ Ji, G← G ∪ {(i,j,wi,j)}.
4. Plus_Court_Chemin(G).
2.4.1 Débruitage de l'ensemble des projections
2.4.1.1 Analyse en composantes principales
L'analyse en composantes principales (ACP) est une technique de réduction dimension-
nelle linéaire qui a été proposée en 1901 [55]. La technique d'ACP est une des techniques
les plus utiles pour analyser les données de haute dimension. L'ACP fait une transfor-
mation orthogonale du système de coordonnées telle que si on projette les données sur le
premier axe (ou première composante), la variance de la projection est maximale, si on
projette les données sur le deuxième axe, la variance est la deuxième plus grande, etc (la
gure 2.10 illustre le principe de l'ACP). Soit p la taille des projections de l'ensemble Π.
On peut considérer chaque projection de Π comme la réalisation d'une variable aléatoire
P de dimension p. L'application de l'ACP sur l'ensemble Π de n projections est faite par
le calcul de la matrice de covariance S
S =
1
n
∑
P∈Π
(P −m)(P −m)T . (2.27)
où m = 1n
∑
P∈ΠP est la moyenne des projections dans Π. On note l1 ≥ l2 ≥ . . . ≥ lp ∈ R
les valeurs propres et u1,u2, . . . ,up ∈ Rp les vecteurs propres de la matrice de covariance
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Figure 2.10: l'ACP pour les données de 2 dimensions : (a) les données sont analysées
selon deux composantes ; (b) les données sont transformées selon ces deux composantes.
S. L'ACP exprime l'ensemble des projections dans la base formée par les vecteurs propres
u1,u2, . . . ,up. En pratique, les données sont souvent approchées dans une dimension k
plus petite que p an de réduire la complexité des données. La gure 2.11a montre les
20 premières valeurs propres de S pour l'ensemble de projections Π. On voit que le 15
premières valeurs propres sont susantes pour capturer presque toute la variance des
données.
Le bruit est réparti uniformément sur la base orthonormée de l'ACP et la projection
(algébrique) de l'ensemble des projections bruitées Π̂ sur k < p dimensions permet de
réduire la variance du bruit, tout en préservant la majeure partie de la variance des
projections. Les gures 2.11b2.11d représentent les 20 premières valeurs propres dans
un cas bruité. Il est clair que lorsque le bruit est plus important, il y a moins de valeurs
propres qui se distinguent du bruit. L'identication du nombre de composantes qui sont
encore distinguables dans le cas de bruit est donc nécessaire. Cette identication peut être
réalisée en utilisant la méthode présentée dans [56].
2.4.1.2 Filtre de Singer-Wu
Une méthode de débruitage basée sur la combinaison entre l'ACP et la dénition du
ltre de Wiener [57] a été développée par Singer et Wu [58]. On rappelle d'abord le ltre
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Figure 2.11: L'ACP du sinogramme sur la gure 2.2b : les 20 premières valeurs propres
de la matrice de covariance pour diérents niveaux du bruit.
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de Wiener qui donne un estimateur P̃ de P à partir de P̂ . L'estimateur P̃ est donné par
la formule linéaire suivante
P̃ = m +H(P̂ −m), (2.28)
où H est obtenu par
H = argmin
H∈Rp×p
1
n
∑
P∈Π,P̂∈Π̂
‖P − (m +H(P̂ −m))‖2. (2.29)
La solution de (2.29) est donnée dans [59]
H = S(S + σ2 I)−1,
où I ∈ Rp×p est la matrice identité. L'équation (2.28) devient alors
P̃ = m + S(S + σ2 I)−1(P̂ −m). (2.30)
L'estimateur P̃ dans (2.30) peut aussi être écrit dans la base des vecteurs propres de S
P̃ = m +
p∑
i=1
hi 〈P̂ −m,ui〉ui, (2.31)
où 〈.,.〉 est le produit scalaire et hi est calculé par
hi =
1
1 + RSBi
, avec RSBi =
li
σ2
. (2.32)
Singer et Wu ont développé leur méthode de débruitage à partir du ltre de Wie-
ner linéaire (2.31) en prenant en compte l'identication du nombre k < p de premières
composantes de l'ACP. Le ltre de Singer-Wu est donné par
P̃ = m̂ +
p∑
i=1
hi,k 〈P̂ − m̂,ûi〉 ûi, (2.33)
où m̂ = 1n
∑
P̂∈Π̂ P̂ est la moyenne de P̂ dans Π̂ et û1,û2, . . . ,ûp sont les vecteurs propres
calculés de la matrice de covariance Ŝ de P̂
Ŝ =
1
n
∑
P̂∈Π̂
(P̂ − m̂)(P̂ − m̂)T . (2.34)
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La valeur de hi,k est calculée par
hi,k =
1
1 + RSBi,k
(2.35)
avec
RSBi,k =

RSB2i − p/n
RSBi + p/n
si i ≤ k
0 sinon.
(2.36)
Il est à noter que les k premières composantes, la variance σ2 et les valeurs propres
l1,l2, . . . ,lk sont inconnues. Elles sont estimées à partir de données bruitées par la méthode
présentée dans [56]. Cette méthode donne un estimateur σ̃2 pour la variance en se basant
sur la théorie des permutations. La variance σ2 peut aussi être estimée en considérant les
pixels proches des bordures du sinogramme (très liés au bruit). Un estimateur k̃ est ensuite
donné pour le nombre de composantes utilisées. Pour n, p → ∞, k̃ est déterminé par la
sélection des valeurs propres l̂1, . . . ,l̂p de la matrice de covariance S qui sont supérieures
au critère suivant
l̂crit = σ̃
2
√
p/n. (2.37)
En n, les estimateurs l̃1, . . . ,l̃k̃ pour les valeurs propres l̂1, . . . ,l̂k̃ sont estimées comme la
solution positive de l'équation du second degré
l̂j =
(
l̃j + σ̃
2
)(
1 +
p
n
σ̃2
l̃k
)
, j = 1, . . . ,k̃. (2.38)
La gure 2.12 représente le résultat du débruitage pour diérents niveaux du bruit.
2.4.2 Estimation des moments extrêmes
Le bruit se propage aussi sur le calcul du moment de projection et conduit à des erreurs
non seulement dans la formule de la recherche des voisins, mais aussi dans les formules
d'estimation de la diérence angulaire. Soit P̂(θ) = P(θ) + ε la projection bruitée, où
ε ∼ N (0,σ2) est le vecteur de bruit gaussien de moyenne 0 et de variance σ2 dont les
composantes sont indépendantes. Le moment µ̂d(θ) d'ordre d de la projection bruitée
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(a) sans bruit
(b) 20 dB (c) débruitage de (b)
(d) 10 dB (e) débruitage de (d)
(f) 0 dB (g) débruitage de (f)
Figure 2.12: Débruitage par le ltre de Singer-Wu pour diérents niveaux du bruit. (a)
sans bruit. (b), (d), (f) sinogramme bruité. (c), (e), (g) résultat débruité correspondant
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P̂(θ) est calculé par
µ̂d(θ) =
1∫
−1
xd P̂(θ)(x) dx
=
1∫
−1
xdP(θ)(x) dx+
1∫
−1
xd ε(x) dx
= µd(θ) +
1∫
−1
xd ε(x) dx.
(2.39)
Comme la somme de variables gaussiennes indépendantes est gaussienne, le moment µ̂d(θ)
suit aussi une distribution normale de moyenne µd(θ) et de variance Σ2, où
Σ =
 1∫
−1
x2d σ2 dx

1
2
=
σ√
d+ 1/2
. (2.40)
Comme le bruit peut augmenter l'écart entre les moments d'extrêmes théoriques et les
moments extrêmes empiriques, il est nécessaire estimer les moments extrêmes théoriques
à partir de l'ensemble des moments empiriques (moments bruitées). Sous l'hypothèse
d'une distribution uniforme des angles θ, nous déduisons de l'équation (2.12) la densité
de probabilité du moment µ2 comme suit
P (µ2) =
1
π
× 1
2
√
(µmax2 − µ2)(µ2 − µmin2 )
. (2.41)
Si la distribution des angles θ n'est pas uniforme, mais sa densité de probabilité est encore
disponible, la densité de probabilité du moment µ2 peut aussi être calculée en remplaçant
le terme 1/π dans la formule (2.41) par
λ
(
arcsin
(√
(µ2 − µmin2 )/(µmax2 − µmin2 )
))
, (2.42)
où λ est la densité de probabilité des angles θ. Ensuite, la densité de probabilité du
moment µ̂d(θ) est obtenue par la convolution entre P et la densité de probabilité du bruit
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gaussien de moyenne 0 et de variance Σ2
P̂ (µ̂2) =
µmax2∫
µmin2
P (µ2)
1√
2πΣ
exp
(
−(µ̂2 − µ2)2
2Σ2
)
dµ2. (2.43)
La gure 2.13 illustre la forme de P et P̂ pour diérents niveaux du bruit gaussien. On
remarque que les positions relatives de µmin2 , µ
max
2 , µ̃
min
2 , µ̃
max
2 , a(M) et b(M) dans le
cas bruité sont changées en général comme illustré sur la gure 2.14 (à comparer avec la
gure 2.9).
Les deux moments extrêmes µmin2 et µ
max
2 peuvent alors être estimés en utilisant le
maximum de vraisemblance
(µ̂min2 ,µ̂
max
2 ) = argmax
∏
m∈M̂
P̂ (m | min M̂,max M̂), (2.44)
où M̂ = {µ̂2(θi) | 1 ≤ i ≤ n}.
Nous n'avons pas trouvé une solution analytique pour l'équation (2.44). Dans les tests
présentés au chapitre 4, l'équation (2.44) est résolue numériquement.
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Figure 2.13: Densité de probabilité du moment µ2 pour diérents niveaux de bruit sous
l'hypothèse d'une distribution uniforme des angles de projection.
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Figure 2.14: Positions relatives de µmin2 , µ
max
2 , µ̃
min
2 , µ̃
max
2 , a(M) et b(M) dans le cas
bruité.
2.4.3 Débruitage du graphe de voisinage
Le débruitage de l'ensemble de projections utilisant le ltre de Singer-Wu et l'esti-
mation des moments extrêmes nous permet de réduire les erreurs portant sur la formule
de seuil (2.13) de la recherche des projections voisines et sur la formule d'estimation des
angles entre projections voisines dans la dénition 2. Cependant, le bruit aecte le graphe
de voisinage même après cette étape de débruitage. En réalité, le graphe G peut être  rac-
courci  par les arêtes qui relient des projections initialement éloignées à cause du bruit
(voir la gure 2.15a). Comme les formules de la dénition 2 sont prévues pour estimer la
diérence angulaire entre des projections proches, plus deux projections sont éloignées,
plus l'erreur du calcul de la diérence angulaire par ces formules est importante. Il est
donc préférable de détecter ces fausses arêtes et de les enlever du graphe de voisinage G.
Le nombre de voisins communs à deux sommets i et j reliés par une arête qui  rac-
courcit  le graphe du voisinage est plus petit que celui de deux sommets qui sont de
vrais voisins. Ceci nous permet de détecter les fausses arêtes en vériant le nombre de
voisins communs à deux sommets. Une des possibilités pour calculer le nombre de voisins
communs à deux sommets du graphe est l'utilisation de l'indice de Jaccard dénie par
65 2.4. TRAITEMENT DU BRUIT
CHAPITRE 2. ESTIMATION DE LA DIFFÉRENCE ANGULAIRE EN 2D
J(i,j) =
|Ni ∩Nj |
|Ni ∪Nj |
, (2.45)
où Ni est l'ensemble de sommets voisins du sommet i. L'indice de Jaccard pour les arêtes
raccourcies doit être plus petit que celui pour les bonnes arêtes (c'est à dire reliant deux
vrais voisins). Un seuil γ est donc déni de telle sorte que si J(i,j) < γ on enlève l'arête
entre les sommets i et j, où 0 ≤ γ ≤ 1. La gure 2.15 représente le graphe du voisinage G
dans le cas de bruit avant (a) et après avoir appliqué le ltre de Singer-Wu, l'estimation
des moments extrêmes (b) et l'utilisation de l'indice de Jaccard (c). Nous voyons que le
nombre des arêtes raccourcies diminue lorsque le ltre de Singer-Wu et l'estimation des
moments extrêmes sont appliqués (gure 2.15b) et il diminue encore après avoir utilisé
l'indice de Jaccard pour enlever les faux candidats sur le graphe G. En pratique, le choix
du γ est empirique : il ne doit pas être trop grand pour que le graphe G ne perde pas des
bonnes arêtes qui relient deux sommets voisins.
2.5 Estimation de la diérence angulaire par l'estima-
tion des angles des projections
La diérence angulaire entre deux projections peut être obtenue en estimant d'abord
les angles des deux projections. Une des méthodes les plus récentes pour l'estimation des
angles des projections est la méthode développée par Singer et al. [58]. Il est à noter
que le ltre de Singer-Wu et la technique de l'indice de Jaccard présentés dans la partie
précédente font partie de cette méthode. Le principe de la méthode de Singer-Wu est basé
sur la décomposition en éléments propres d'un graphe laplacien [60]. C'est une technique de
réduction dimensionnelle non-linéaire permettant de réduire les données d'une structure
non-linéaire de grande dimension dans une base de dimension inférieure en préservant
sa structure non-linéaire. Sachant que les projections de haute dimension sont obtenues
selon des angles distribués sur un cercle, la réduction dimensionnelle de l'ensemble des
projections dans une base à deux dimensions peut donc révéler l'information sur leurs
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(a) graphe bruité
(b) débruitage par ltre de Singer-Wu avec
l'estimation des moments extrêmes
(c) élagage des arêtes du graphe à l'aide de
l'indice de Jaccard
Figure 2.15: Débruitage du graphe de voisinage G. (a) le graphe est perturbé par du
bruit, (b) après avoir appliqué le ltre de Singer-Wu et estimé les moments extrêmes, (c)
après avoir utilisé l'indice de Jaccard.
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angles.
La comparaison entre notre méthode et la méthode de Singer-Wu est présentée dans
le chapitre 4.
2.6 Conclusion
Nous avons présenté dans ce chapitre notre étude en 2D sur le problème de l'estimation
de la diérence angulaire entre deux projections faisant partie d'un ensemble de projec-
tions donné sans connaissance sur les angles des projections. Les propriétés des moments
de projection ont été présentées. Une méthode d'estimation de la diérence angulaire
basée sur les moments de projections, sur la technique de seuillage adaptatif et sur la
construction d'un graphe de voisinage a été développée. De plus, nous avons aussi abordé
le problème du bruit qui perturbe les projections et limite le résultat d'estimation. Plu-
sieurs techniques de débruitage (ltre de Singer-Wu, maximum de vraisemblance, indice
de Jaccard) ont été proposées dans ce chapitre. La suite du mémoire présente le cas 3D du
problème d'estimation de la diérence angulaire, qui est une extension de notre méthode
en 2D.
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L
'estimation de la diérence angulaire en 3D est plus compliquée que celle en 2D. La
projection en 3D est une image 2D qui est obtenue par la projection de l'objet 3D
selon une orientation dans trois dimensions. Les orientations des projections en 3D sont
distribuées sur une sphère. Ceci est diérent du cas 2D où les orientations des projections
sont distribuées sur un cercle. De plus, une projection en 3D possède aussi une rotation
aléatoire dans son plan d'image. Cette propriété n'existe pas en 2D.
Cependant, la méthode d'estimation de la diérence angulaire basée sur les moments
en 2D peut aussi être utilisée en 3D. Comme la généralisation à la 3D de la méthode
des moments n'est pas triviale, nous nous sommes concentrés, pour le cas 3D, sur cette
généralisation. La méthode résultante peut être combinée avec d'autres outils existants
mais cela dépasse le cadre de notre étude.
Nous considérons maintenant le problème d'estimation de la diérence angulaire en
3D. Comme en 2D, dans R3 on appelle objet une fonction f : R3 → [0,1] mesurable au
sens de la mesure de Lebesgue et à support Sf compact (Sf est l'adhérence de l'ensemble
{x ∈ R3|f(x) 6= 0}). Nous dénissons aussi le barycentre C : (xC ,yC ,zC) de f  centre
de masse de l'objet  comme suit :
xC =
∫ ∫
x f(x,y,z) dx dy∫ ∫
f(x,y,z) dx dy dz
,
yC =
∫ ∫
y f(x,y,z) dy dy∫ ∫
f(x,y,z) dx dy dz
,
zC =
∫ ∫
z f(x,y,z) dz dy∫ ∫
f(x,y,z) dx dy dz
.
(3.1)
Les notions de base utilisées dans ce chapitre sont présentées dans la partie suivante.
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3.1 Notions de base
3.1.1 Rotation en 3D
On écrit SO(3) pour le groupe de toutes les rotations autour de l'origine dans R3.
La rotation des angles (ϕ,θ,ψ) d'un point dans R3 autour des axes x, y et z peut être
représentée par la matrice Rϕ,θ,ψ suivante
Rϕ,θ,ψ = (C
1,C2,C3), (3.2)
avec
C1 =

c. θ c. ψ
− c. θ s. ψ
s. θ
, C2 =

s. ϕ s. θ c. ψ + c. ϕ s. ψ
− s. ϕ s. θ s. ψ + c. ϕ c. ψ
− s. ϕ c. θ
, C3 =

− c. ϕ s. θ c. ψ + s. ϕ s. ψ
c. ϕ s. θ s. ψ + s. ϕ c. ψ
c. ϕ c. θ
 ,
où s. et c. représentant respectivement les fonctions sinus et cosinus. La rotation Rϕ,θ,ψ
se compose de trois rotations élémentaires consécutives, la rotation autour de l'axe z d'un
angle ψ, puis autour de l'axe y d'un angle θ, puis autour de l'axe x d'un angle ϕ. Ces
rotations sont données par les matrices Rϕ, Rθ et Rψ ∈ SO(3).
Rϕ =

1 0 0
0 c. ϕ − s. ϕ
0 s. ϕ c. ϕ
, Rθ =

c. θ 0 s. θ
0 1 0
− s. θ 0 c. θ
, Rψ =

c. ψ − s. ψ 0
s. ψ c. ψ 0
0 0 1
.
3.1.2 Projection
La projection en 2D est dénie comme la transformée de Radon selon une orientation
xée. Cette dénition peut aussi s'étendre en 3D comme la transformée de Radon selon
un plan en dimension 3. Cependant, il y a une autre extension, appelée transformée en
rayon X qui est l'intégrale de l'objet selon une orientation. Nous choisissons cette dernière
qui modélise l'acquisition en microscopie électronique. Étant donné f un objet de R3, sa
projection suivant les angles ϕ,θ,ψ ∈ R est obtenue par la rotation de l'objet autour des
axes x, y et z suivant les angles ϕ,θ,ψ, puis par l'intégration selon l'orientation verticale
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sur le plan (xOy).
Pf (s)(x,y) =
∫
R
fs(x,y,z)dz, (3.3)
où s = (ϕ,θ,ψ) ∈ R3, fs(x,y,z) = f(ρs(x,y,z)),
(
ρs(x,y,z)
)T
= Rs (x,y,z)
T , Rs ∈ SO(3).
Dans la suite de cette partie, f désigne un objet de R3 et fs désigne l'image de f par
la rotation Rs où s = (ϕ,θ,ψ) ∈ R3. Nous dénissons aussi le vecteur d'orientation de la
projection comme le vecteur unitaire obtenu par la rotation du vecteur unitaire de l'axe
z suivant R−1s
vP(ϕ,θ) = R
−1
s (0,0,1)
T
= (sin θ,− sinϕ cos θ, cosϕ cos θ)T.
(3.4)
Notons que le vecteur d'orientation vP(ϕ,θ) de la projection Pf (ϕ,θ,ψ) ne dépend pas
de l'angle ψ qui détermine la rotation de la projection dans le plan (xOy). La gure 3.1
donne des exemples de projections d'un objet 3D suivant diérentes orientations.
Notons aussi que (ϕ,θ,ψ) 7→ Pf (ϕ,θ,ψ) est une fonction périodique de période 2π en
ϕ,θ,ψ et que l'on a les relations suivantes
Pf (ϕ,θ,ψ)(x,y) = Pf (ϕ,θ + π,− ψ)(−x,y)
= Pf (ϕ+ π,− θ,− ψ)(x,− y)
= Pf (ϕ,θ,ψ + π)(−x,− y).
(3.5)
Comme la méthode d'estimation de la diérence angulaire en 3D est basée sur des mo-
ments de projections qui sont invariants par rapport aux signes de x et y, nous pouvons
supposer ϕ,θ,ψ ∈ [−π/2,π/2[. Ceci correspond à une distribution de vP(ϕ,θ) sur la demi-
sphère.
3.1.3 Moment et orientation des projections
Le moment d'ordre (c,d,e) ∈ N3 de la fonction f en 3D est donné par
µc,d,e(f) =
∫
R
∫
R
∫
R
xc yd zef(x,y,z) dx dy dz. (3.6)
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(a) objet 3D
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(b) Pf (−50◦,− 15◦,160◦)
20 40 60 80
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80
(c) Pf (70◦,30◦,6◦)
20 40 60 80
20
40
60
80
(d) Pf (−30◦,20◦,10◦)
Figure 3.1: Projections en 3D : (a) un objet de R3, (b)− (d) trois projections de l'objet.
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On rappelle aussi que la matrice d'inertie [61] de fs est dénie par
Tf (s) =

µ2,0,0(fs) µ1,1,0(fs) µ1,0,1(fs)
µ1,1,0(fs) µ0,2,0(fs) µ0,1,1(fs)
µ1,0,1(fs) µ0,1,1(fs) µ0,0,2(fs)
 . (3.7)
La matrice d'inertie associée à l'orientation s est liée à la matrice d'inertie associée à
l'orientation (0,0,0) par
Rs Tf (s)R
−1
s = Tf (s0), (3.8)
où s0 = (0,0,0). Si l'on prend comme référentiel la base des vecteurs propres de la matrice
symétrique Tf (s), l'équation (3.8) correspond à une procédure de diagonalisation de Tf (s)
avec, comme vecteurs propres, les colonnes de R−1s et, comme valeurs propres, les moments
µ2,0,0(fs0), µ0,2,0(fs0), µ0,0,2(fs0). Cependant, le calcul direct de Tf (s) à partir de f est
impossible dans le contexte de la tomographie car f est inconnue. Il n'y a que l'ensemble
de projections de f qui est disponible. Nous montrons dans la suite que Tf (s) peut être
calculée à partir de l'ensemble des projections de f .
Quand fs est projetée sur le plan xOy, certains moments de fs sont préservés sur ses
projections Pf (s).
Propriété 5 (Conservation des moments, [10]). Soient c,d ∈ N et s = (ϕ,θ,ψ) ∈ R3.
Les moments d'ordre (c,d,0) de fs sont égaux aux moments d'ordre (c,d) de la projection
Pf (s)
µc,d,0(fs) = µc,d(Pf (s)). (3.9)
Notons que si le barycentre de fs est à l'origine, Pf (s) est aussi centrée à l'origine et
µ1,1,0(fs) = µ1,1(Pf (s)) = 0.
La conservation de la trace de la matrice Tf (s0) dans le changement de base associé à
s permet d'écrire la propriété suivante
Propriété 6 (Somme invariante, [52]). Soit s = (ϕ,θ,ψ) ∈ R3 et soit µ2,0,0(fs), µ0,2,0(fs)
et µ0,0,2(fs) les moments d'ordres (2,0,0), (0,2,0) et (0,0,2) de la fonction fs. Il existe une
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constante C ∈ R telle que
µ2,0,0(fs) + µ0,2,0(fs) + µ0,0,2(fs) = C, ∀s ∈ R3. (3.10)
Le calcul de la matrice Tf (s) à partir de l'ensemble des projections de f est donné par
le théorème suivant
Théorème 2 (Expression de Tf (s) en fonction des moments de projection, [10]). Soient
µmax,µmed,µmin le moment maximal, médian et minimal de la projection P(s) pour s =
(ϕ,θ,ψ) ∈ R3. Si f est centrée à l'origine et si l'origine des angles est choisie de telle
façon que µ2,0,0(fs0) = µ
max, µ0,2,0(fs0) = µ
med et µ0,0,2(fs0) = µ
min, où s0 = (0,0,0),
alors les matrices Tf (s) de f sont calculées par
Tf (s) =

a 0 b
0 c d
b d e
 , (3.11)
où
• a = µ2,0(Pf (s)) et c = µ0,2(Pf (s))
• e = µmax + µmed + µmin − a− c
• b = ±
(
(a− µmax)(a− µmed)(a− µmin)
c− a
)1/2
• d = ±
(
(c− µmax)(c− µmed)(c− µmin)
a− c
)1/2
et
• µmax = max
s∈R3
max(µ2,0(Pf (s)),µ0,2(Pf (s)))
• µmed = max
s∈R3
min(µ2,0(Pf (s)),µ0,2(Pf (s))) = min
s∈R3
max(µ2,0(Pf (s)),µ0,2(Pf (s)))
• µmin = min
s∈R3
min(µ2,0(Pf (s)),µ0,2(Pf (s))).
Après avoir calculé les matrices Tf (s), on obtient l'orientation vP(ϕ,θ) de la projection
Pf (s) en fonction des moments de projection par
Corollaire 2 (Calcul de vP(ϕ,θ)). Si f est centrée à l'origine, les vecteurs d'orientation
vP(ϕ,θ) de la projection Pf (s), où s = (ϕ,θ,ψ) sont calculés par
viP(ϕ,θ) = ±
(
(µi − µ2,0(Pf (s))) (µi − µ0,2(Pf (s)))
(µi − µj)(µi − µk)
)1/2
, (3.12)
où
75 3.1. NOTIONS DE BASE
CHAPITRE 3. ESTIMATION DE LA DIFFÉRENCE ANGULAIRE EN 3D
• {i,j,k} = {1,2,3},
• (µ1,µ2,µ3) = (µmax,µmed,µmin).
La démonstration du corollaire 2 est donnée dans l'annexe B.1.
Il est à noter que pour ϕ,θ ∈ [−π/2,π/2[, v3P(ϕ,θ) = cosϕ cos θ > 0 et on déduit de
l'équation (3.12) quatre solutions diérentes de vP(ϕ,θ) dû à l'ambiguïté des signes de
v1P(ϕ,θ) et v
2
P(ϕ,θ). Ceci correspond à quatre valeurs symétrique de vP sur quatre octants
de la demi-sphère (gure 3.2).
Figure 3.2: Représentation des quatre possibilités pour le vecteur d'orientation sur les
quatre octants de la demi-sphère (vue de dessus) en raison des signes inconnus dans
l'équation (3.12).
Comme en 2D, les moments d'ordre (c,d) de la projection Pf (s) sont aussi des poly-
nômes trigonométriques. La proposition suivante étend le corollaire 3 à la 3D.
Proposition 4 (Polynôme trigonométrique). Soit s = (ϕ,θ,ψ) ∈ R3, le moment µc,d(Pf (s))
d'ordre (c,d) de la projection Pf (s) est un polynôme trigonométrique de degré c + d en
fonction de l'orientation de projection.
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La démonstration de la proposition 4 est donnée dans l'annexe B.2.
3.2 Estimation de la diérence angulaire
Nous considérons maintenant le cas 3D de l'estimation de la diérence angulaire
entre deux projections. Soit f un objet 3D dont le barycentre est à l'origine, n ∈ N,
Θ = {(ϕi,θi,ψi) | 1 ≤ i ≤ n} un ensemble d'orientations inconnues dans [−π/2,π/2[3.
On appelle Π = {P(ϕi,θi,ψi) | 1 ≤ i ≤ n}, l'ensemble des projections associées à Θ, et
V = {vP(ϕi,θi) | 1 ≤ i ≤ n}, l'ensemble des vecteurs d'orientations de Π. Notre objec-
tif est d'estimer la diérence angulaire entre deux projections à partir de l'ensemble des
projections Π. Comme en 2D, nous dénissons la diérence angulaire entre deux projec-
tions Pf (s) et Pf (s′) comme l'angle minimal entre deux droites associées à deux vecteurs
d'orientations vP(s) et vP(s′). Elle est calculée par le produit scalaire entre ces deux
vecteurs et dénie comme suit
dang(Pf (s),Pf (s′)) = arccos(|vP(ϕ,θ).vP(ϕ′,θ′)|). (3.13)
L'équation (3.13) peut être utilisée pour eectuer cette estimation. Cependant, il est
à noter qu'il y a quatre solutions possibles à l'équation (3.13) à cause des signes inconnus
dans l'équation (3.12). En eet, la valeur absolue du produit scalaire de deux vecteurs vPi
et vPj est comme suit
|vPi .vPj | = | ± v1Piv
1
Pj ± v
2
Piv
2
Pj + v
3
Piv
3
Pj |, (3.14)
où vPi = (±v1Pi ,±v
2
Pi ,v
3
Pi) et vPj = (±v
1
Pj ,±v
2
Pj ,v
3
Pj) sont les deux vecteurs d'orientations
des projections Pi et Pj , i 6= j. L'équation (3.14) donne en prenant la fonction arccosinus
quatre angles diérentes entre 0 et π/2.
Pour résoudre le problème d'estimation de la diérence angulaire, nous proposons une
approche basée sur les moments, qui étend notre méthode en 2D. Nous cherchons d'abord
les projections dont les vecteurs d'orientations sont proches (les projections voisines).
Une technique de seuillage adaptatif est développée pour rechercher les voisins de chaque
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projection dans l'ensemble de projection Π. Les diérences angulaires entre ces projections
voisines sont estimées avec une formule déduite de (3.13). Ensuite, nous construisons un
graphe de voisinage G = (V,E) dont les sommets sont des projections, les arêtes relient
les projections voisines et sont pondérées par les diérences angulaires estimées. Enn, la
diérence angulaire entre deux projections quelconques sur le graphe de voisinage G est
estimée en appliquant un algorithme du plus court chemin sur le graphe G.
Bien que toutes les étapes d'estimation soient similaires à celles en 2D, il existe aussi
des dicultés spéciques au cas 3D à chaque étape. Elles sont présentées dans la partie
suivante.
3.3 Méthode d'estimation de la diérence angulaire
3.3.1 Recherche des voisins pour chaque projection
Le problème de la recherche des voisins les plus proches de chaque projection est
étudié dans cette partie. Comme en 2D, la recherche des projections voisines est basée sur
le calcul d'intervalles de conance pour les moments de projections de diérents ordres.
Plus précisément, étant donné µc,d le moment d'ordre (c,d) de la projection P , il faut
trouver au moins un autre moment µ′c,d d'une projection P
′ (P 6= P ′) dans un intervalle
µc,d ± εc,d tel que le vecteur d'orientation vP ′ de P ′ soit proche du vecteur d'orientation
vP de P . Cependant, cette approche ne peut pas être appliquée directement en 3D, car le
moment de projection calculé à partir du vecteur d'orientation vP(ϕ,θ) dépend de l'angle
ψ qui donne la rotation de la projection dans le plan projeté. Au lieu d'utiliser ces moments
(appelés moments initiaux), nous utilisons les moments de Hu [62] qui sont invariants par
rotation. Les moments de Hu sont des sommes de produits des moments initiaux. Étant
donnés que les moments initiaux sont des polynômes trigonométriques (cf. proposition
4) et que l'ensemble des polynômes trigonométriques est un anneau, les moments de Hu
sont aussi des polynômes trigonométriques. Notons Mh(ϕ,θ) le hème moment de Hu de
la projection P(ϕ,θ,ψ), h = 1 . . . 7. La valeur de Mh(ϕ,θ) est calculée comme suit (en
omettant les arguments (ϕ,θ,ψ)) :
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M1 = µ2,0 + µ0,2,
M2 = (µ2,0 − µ0,2)2 + 4µ21,1,
M3 = (µ3,0 − 3µ1,2)2 + (3µ2,1 − µ0,3)2,
M4 = (µ3,0 + µ1,2)2 + (µ2,1 + µ0,3)2,
M5 = (µ3,0 − 3µ1,2)(µ3,0 + µ1,2)((µ3,0 + µ1,2)2 − 3(µ2,1 + µ0,3)2)
+ (3µ2,1 − µ0,3)(µ2,1 + µ0,3)(3(µ3,0 + µ1,2)2 − (µ2,1 + µ0,3)2),
M6 = (µ2,0 − µ0,2)((µ3,0 + µ1,2)2 − (µ2,1 + µ0,3)2) + 4µ1,1(µ3,0 + µ1,2)(µ2,1 + µ0,3),
M7 = (3µ2,1 − µ0,3)(µ3,0 + µ1,2)((µ3,0 + µ1,2)2 − 3(µ2,1 + µ0,3)2)
− (µ3,0 − 3µ1,2)(µ2,1 + µ0,3)(3(µ3,0 + µ1,2)2 − (µ2,1 + µ0,3)2).
(3.15)
La gure 3.3 illustre la distribution des moments de Hu en fonction des angles ϕ et
θ ∈ [−π/2,π/2[. On voit que les moments de Hu sont des sommes de produits de fonctions
sinusoïdales. Le degré du polynôme trigonométriqueMh est calculé à partir des degrés des
polynômes trigonométriques µc,d qui font partie de l'expression deMh. Notons aussi que
l'ordre du momentMh correspond au degré du polynôme trigonométriqueMh. Ensuite,
an de choisir les voisins les plus proches de chaque projection, nous calculons, pour
chaque moment Mh(ϕ,θ) de la projection P(ϕ,θ,ψ), un intervalle Mh(ϕ,θ) ± εh dans
lequel on peut trouver, avec une probabilité assez grande, au moins un autre moment de
HuMh(ϕ′,θ′) correspondant à un voisin de P(ϕ,θ,ψ). La valeur de εh est calculée comme
suit.
Proposition 5 (Seuillage adaptatif en 3D).
Soit f : R3 → [0,1] un objet 3D et soit p ∈ [0,1]. Supposons que les orientations de
projections soient distribuées uniformément sur la demi-sphère. Pour chaque moment de
HuMhi de la projection Pi sous l'orientation vPi (1 ≤ h ≤ 7), il existe un intervalle borné
parMhi ± εh dans lequel on peut trouver, avec une probabilité supérieure ou égale à p, au
moins un moment de HuMhj d'une projection Pj sous l'orientation vPj avecMhi 6=Mhj
et vPj est le voisin de vPi. La valeur de εh est donnée par
εh = π
(
1− (1− p)
1
n−1
) 1
3 ξh, (3.16)
où ξh = k max
1≤j≤n
(|Mh(ϕj ,θj)|, k = 2,4,6,6,12,8,12 est l'ordre de Mh pour h = 1 . . . 7,
respectivement.
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(a)M1(ϕ,θ) (b)M3(ϕ,θ)
(c)M5(ϕ,θ) (d)M7(ϕ,θ)
Figure 3.3: Distribution de moments de Hu en fonction des angles ϕ et θ.
La démonstration de la proposition 5 est donnée dans l'annexe B.3.
Remarque 4. Comme en 2D, la démonstration de la proposition 5 peut être adaptée an de
relâcher l'hypothèse de la distribution uniforme pour les angles. Notons λ1, λ2 la densité
de probabilité des angles ϕ et θ. Alors, dans l'équation (3.16), le terme
(
1− (1− p)
1
n−1
) 1
3
peut être remplacé par α ∈ Λ−1
(
1
4
(
1− (1− p)
1
n−1
))
où Λ est la fonction croissante
δ 7→
∫ δ
0
(
(λ1 ? λ̃1)|t≥0 ? (λ2 ? λ̃2)|t≥0
)
(t) dt, (3.17)
avec λ̃1 = λ1 ◦ (−id) (resp. λ̃2 = λ2 ◦ (−id)) et ? est la convolution.
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3.3.2 Formule d'estimation de la diérence angulaire
Comme nous l'avons déjà dit, la formule (3.13) ne permet pas d'estimer la diérence
angulaire entre deux projections quelconques suite au problème des signes dans (3.12).
Cependant, nous pouvons utiliser la formule (3.13) dans le cas de deux projections voisines
en faisant l'hypothèse que toutes les projections voisines se situent dans un même octant.
La majoration de l'erreur produite par cette hypothèse est complexe et nous ne l'avons
pas fait. Cependant, Nous avons constaté expérimentalement que cette hypothèse conduit
à des erreurs négligeables (selon les résultats dans la partie 4.2) lorsque le nombre de
projections est susamment grand. Sous cette hypothèse, on choisit donc le plus petit
angle parmi les quatre possibles. La formule (3.13) est ré-écrite comme suit :
dang(P ,P
′
) = arccos
(
3∑
i=1
|viP v
i
P ′ |
)
. (3.18)
La gure 3.4 représente la distribution uniforme des vecteurs d'orientations sur la demi-
sphère. Les points entre les bandes rouges sont des points dans la zone ambigüe où on
peut trouver les paires qui se situent sur deux octants diérents et les deux lignes violettes
séparent les quatre octants.
3.3.3 Résumé de la méthode d'estimation de la diérence angu-
laire en 2D et 3D
Nous pouvons maintenant construire un graphe de voisinage dont les sommets sont les
projections, les arêtes connectent les projections voisines et sont pondérées par les dié-
rences angulaires estimées par l'équation (3.18). Enn, la diérence angulaire entre deux
projections quelconques dans le graphe de voisinage est calculée par un algorithme du
plus court chemin. Nous rappelons que notre méthode en 2D linéarise l'équation de Salz-
man (2.12) an de réduire l'eet du bruit. Cependant, comme la linéarisation de l'équa-
tion (3.18) en 3D n'est pas aussi simple qu'en 2D, nous omettons cette étape. Comme en
2D également, les valeurs de µmax, µmed et µmin utilisées dans (3.18) et (3.16) sont incon-
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Figure 3.4: représentation des orientations sur la demi-sphère (vue dessus) : les quatre
octants sont divisés par les bandes violettes, la zone entre des bandes rouges est la zone
ambigüe.
nues et ne peuvent être estimées qu'à partir de l'ensemble ni de projections. Néanmoins,
la proposition 2 est encore valable en 3D et nous pouvons donc négliger les erreurs d'esti-
mation de µmax, µmed et µmin lorsque le nombre de projections est grand. En présence de
bruit, le ltre de Singer-Wu est utilisé pour débruiter les projections et l'indice de Jaccard
est utilisé pour débruiter le graphe de voisinage. Par contre, l'estimation µmax,µmed et
µmin par le maximum de vraisemblance est abandonné à cause de la complexité du calcul.
Bien que la linéarisation de l'équation de Salzman et l'estimation des extrêmités ne soient
pas appliquées en 3D, les expérimentations (chapitre 4) montrent que le résultat de notre
méthode surpasse celui de la distance euclidienne par sa faible variabilité.
La méthode proposée pour l'estimation de la diérence angulaire entre deux projections
tomographiques en 2D et 3D est appelée Estimation de la Diérence Angulaire basé sur
les Moments (EDAM). Les étapes de la méthode EDAM sont détaillées ci-après.
Étape 1 : Débruitage de l'ensemble de projections en utilisant le ltre de Singer-Wu
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[58].
Étape 2 : Calcul des moments à partir de l'ensemble de projections. En 2D, les moments
µd, 2 ≤ d ≤ 5, sont calculés par l'équation (2.5). En 3D, les moments µc,d, 0 ≤ c,d ≤ 3,
sont calculés par l'équation (2.4). Puis les moments de HuMh, 1 ≤ h ≤ 7, sont calculés
à partir de µc,d.
Étape 3 : Estimation des moments extrêmes : cette étape n'est valable qu'en 2D où
µmin2 and µ
max
2 sont estimées comme présentées dans la partie 2.4.2.
Étape 4 : Sélection des voisins de chaque projection par seuillage adaptatif. En 2D, le
seuil εd est calculé par l'équation 2.13. En 3D, le seuil εh est calculé par l'équation 3.16.
Étape 5 : Calcul des diérences angulaires entre des projections voisines. En 2D, les
formules dans la dénition 2 sont utilisées. En 3D, la formule (3.18) est utilisée.
Étape 6 : Construction du graphe de voisinage dont les sommets sont les projections
et les arêtes relient les projections voisines trouvées dans l'Étape 4 et sont pondérées par
les diérences angulaires calculées dans l'Étape 5.
Étape 7 : Débruitage du graphe de voisinage en utilisant l'indice de Jaccard comme
présentée dans la partie 2.4.3.
Étape 8 : Calcul de la diérence angulaire entre deux projections quelconques en uti-
lisant un algorithme du plus court chemin sur le graphe de voisinage.
3.4 Estimation de la diérence angulaire par l'estima-
tion des orientations des projections
Comme en 2D, la diérence angulaire entre deux projections peut être obtenue par l'es-
timation préalable des orientations des deux projections. Parmi les méthodes d'estimation
des orientations en 3D, deux méthodes récentes sont présentées.
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3.4.1 Méthode de Singer-Zhao
Singer et al. [63] ont proposé une méthode d'estimation des orientations des projections
en se basant sur une technique de réduction dimensionnelle dont le calcul des trois premiers
vecteurs propres donne l'information sur les orientations des projections. Soient Pi et
Pj deux projections. La première étape de cette méthode est de calculer la distance
euclidienne entre Pi et Pj
DEi,j = min
θ∈[0,2π)
‖Pi − RθPj‖, (3.19)
où RθP est la rotation de P suivant l'angle θ. L'étape suivante est de construire un
graphe de voisinage G = (V,E). Les sommets dans V sont des projections, les arêtes dans
E relient deux projections dont la distance euclidienne est inférieure à un seuil ε donné.
La construction du graphe de voisinage G est basée sur le fait que si deux projections
dont les orientations sont très proches, la distance euclidienne calculée entre ces deux
projections est aussi petite. Le seuil ε permet de rechercher les plus proches voisins de
chaque projection. Ensuite, pour faire la réduction dimensionnelle, une matrice H est
calculée à partir du graphe de voisinage G
Hi,j =
eiθi,j , {i,j} ∈ E0, {i,j} /∈ E , (3.20)
où i =
√
−1 et θi,j est l'angle θ obtenu de l'équation (3.19). La matrice H représente une
relation d'orientation locale entre des projections voisines et le calcul de trois premiers
vecteurs propres de H donne l'information sur les orientations des projections. Il est à
noter que la méthode de Singer-Zhao repose sur l'hypothèse que la diérence angulaire
entre des orientations de deux projection voisines est très petite. Le nombre de projections
doit donc être très grand pour valider cette hypothèse.
3.4.2 Méthode de Shkolnisky-Singer
La méthode d'estimation des orientations de Shkolnisky et al. [64] est basée sur la
technique de la ligne commune présentée dans la partie 1.3.2. La première étape est la
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Pi
Pj
Espace Fourier 2D de Pi
Espace Fourier 2D de Pj
Espace Fourier 3D 
Espace Fourier 3D 
Figure 3.5: La relation des lignes communes dans l'espace de Fourier [64].
recherche de la ligne commune entre deux projections Pi et Pj quelconques. Comme
illustré sur la gure 3.5, deux projections Pi et Pj s'intersectent en une ligne commune
caractérisée par un vecteur unitaire qi,j dans l'espace de Fourier 3D. Les projections de
ce vecteur sur l'espace de Fourier 2D des deux projections Pi et Pj sont les deux vecteurs
unitaires ci,j et cj,i
ci,j = (cosαi,j , sinαi,j , 0)
T , cj,i = (cosαj,i, sinαj,i, 0)
T , (3.21)
où αi,j est l'angle entre ci,j et l'axe des abscisses. Il existe une relation entre qi,j et ses
projections ci,j , cj,i
Rici,j = qi,j = Rjcj,i, (3.22)
où Ri est la rotation qui amène ci,j à qi,j . L'équation (3.22) est ré-écrite par
ci,j = R
−1
i Rjcj,i, (3.23)
où R−1i Rj est la rotation qui amène cj,i à ci,j . Cette rotation peut être calculée à partir
des lignes communes entre Pi, Pj et une autre projection Pk, k 6= {i,j}. En pratique,
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la recherche des lignes communes contient des erreurs dues au bruit. Pour y remédier,
plusieurs valeurs de R−1i Rj sont calculées à partir de Pi, Pj et toutes les autres projections
Pk, puis la moyenne des R−1i Rj est utilisé. L'étape suivante est d'établir une matrice S
telle que
Si,j = R
−1
i Rj . (3.24)
Comme la matrice S contient les rotations relatives entre toutes les paires de projections,
le calcul de trois premiers vecteurs propres de cette matrice donne l'information sur les
orientations des projections.
La comparaison des deux méthodes présentées ci-dessus avec la méthode EDAM est
faite dans la partie suivante.
3.5 Conclusion
Nous avons introduit dans ce chapitre le cas 3D du problème d'estimation de la dif-
férence angulaire entre deux projections non-orientées. La méthode d'estimation en 3D
est une extension de celle en 2D. Les propriétés des moments de projections sont étudiées
et utilisées pour obtenir une formule d'estimation entre deux projections voisines et pour
rechercher les voisins de chaque projection en utilisant la technique du seuillage adaptatif.
Les seuils sont déterminés en se basant sur les moments de Hu au lieu des moments ini-
tiaux dû à leur invariance par rotation. Enn, un graphe de voisinage comme celui en 2D
est construit pour estimer la diérence angulaire entre deux projections quelconques. Les
techniques de débruitage présentées en 2D sont aussi utilisées en 3D sauf l'estimation des
deux moments extrêmaux en raison de la complexité du calcul. Dans la suite du mémoire,
la performance de notre méthode en 2D et 3D est testée dans plusieurs expérimentations.
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L
e but des expérimentations dans ce chapitre est de tester les performances des me-
sures de dissimilarité en fonction des orientations des projections et de la diérence
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(a) 322 pixels (b) 642 pixels
(c) 1282 pixels (d) 2562 pixels
Figure 4.1: Exemples des images 2D pour diérentes résolutions.
angulaire entre deux projections. Les tests pour des projections voisines (le cas local)
et des projections quelconques (le cas global) sont eectués. La base des images 2D et
3D testées est fabriquée articiellement à l'aide d'un programme informatique que nous
avons écrit. Les images ont des formes aléatoires en niveau de gris avec comme objectif
de simuler des molécules en Cryo-ME.
4.1 Expérimentations en 2D
Notre méthode est testée sur un ensemble de 50 images 2D en niveau de gris aux
résolutions 322, 642, 1282 et 2562 pixels. Des exemples de ces images sont présentés sur la
gure 4.1 et leurs projections 1D selon diérents niveaux de bruit le sont sur la gure 4.2.
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Figure 4.2: Projections 1D avec diérents niveaux de bruit de l'image présentée sur la
gure 4.1 à la résolution 1282 pixels.
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4.1.1 Cas sans bruit
4.1.1.1 Estimation de la diérence angulaire entre deux projections voisines
La première expérimentation vise à tester la robustesse des formules d'estimation pré-
sentées dans la dénition 2, dans le cas où la diérence angulaire entre deux projections
est petite. (c'est à dire entre des projections voisines). Dans cette première expérimen-
tation, pour chaque image 2D, 200 paires d'angles (θ,∆θ) sont générées aléatoirement
(selon une distribution uniforme) dans le pavé [−90◦,90◦[×[0◦,2◦]. Les projections P(θ)
et P(θ + ∆θ) sont calculées pour chaque paire (θ,∆θ). La diérence angulaire entre P(θ)
et P(θ+ ∆θ) est ensuite estimée en utilisant les formules de la dénition 2. Il est à noter
que les deux moments extrêmes µmax2 et µ
min
2 sont pris dans l'ensemble des 200 paires de
moments (µ2(θ), µ2(θ + ∆θ). Une seconde estimation est calculée à l'aide de la méthode
de Salzman (MS) présentée dans la partie 2.2. Une troisième mesure de similarité avec la
distance euclidienne (DE) entre P(θ) et P(θ + ∆θ) est aussi calculée. L'objectif de cette
première expérimentation est d'estimer la dispersion de ces mesures par rapport à l'angle
θ de projection, ainsi que la linéarité des mesures en fonction de la diérence angulaire
dang(P(θ),P(θ + ∆θ)) = ∆θ. An de mesurer le résultat obtenu, nous utilisons la racine
de l'erreur quadratique moyenne normalisée ε déni comme suit en (%)
ε =
100
X̂max − X̂min
√∑n
i=1(Xi − X̂i)
2
n
, (4.1)
où X̂ est l'estimateur de X, X̂max = max1≤i≤n(X̂i), X̂min = min1≤i≤n(X̂i). Les résultats
de la première expérimentation sont montrés sur la gure 4.3. Il est clair que la linéarité
de la DE (gure 4.3a) est moins forte que celle de la MS (gure 4.3b) et de l'EDAM
(gure 4.3c). De plus, la dispersion de la DE est beaucoup plus élevée que celle de la
MS et de l'EDAM. Cependant, la dispersion de la MS est un peu plus petite que celle
de l'EDAM. Une raison est que la méthode EDAM est la linéarisation de la formule de
Salzman.
Notons aussi que la distance euclidienne n'estime pas la diérence angulaire entre deux
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(a)
(b)
(c)
Figure 4.3: Première expérimentation (cas local) : dispersion de la DE (a), de la MS (b)
et de l'EDAM (c) entre deux projections voisines en 2D pour image de 1282 pixels. La
DE est normalisée dans [0◦, 2◦].
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projections (au contraire de l'EDAM et de la MS). An de comparer la dispersion de la
distance euclidienne avec les autres mesures sur la gure 4.3, la distance euclidienne est
normalisée dans l'intervalle de la diérence angulaire testée ([0◦, 2◦] pour cette première
expérimentation). De plus, comme l'estimateur X̂ dans le calcul de ε doit être mesuré
avec la même échelle de X, nous n'avons pas calculé ε pour la distance euclidienne.
Les résultats quantitatifs en fonction des diérentes résolutions des images sont pré-
sentés dans le tableau 4.1 (cas local). On voit que les valeurs de ε de l'EDAM et de la MS
sont inférieures à 5.2% pour toutes les résolutions.
Tableau 4.1: Première expérimentation (cas local) : ε (%) de la MS et de l'EDAM en 2D
pour diérentes résolutions (en pixels) dans le cas sans bruit. Test pour deux projections
voisines.
322 642 1282 2562
MS 5.2± 2.8 4.1± 1.5 4.0± 1.6 3.9± 1.5
EDAM 5.2± 2.5 5.1± 2.0 5.0± 1.6 4.5± 1.3
4.1.1.2 Estimation de la diérence angulaire entre deux projections quel-
conques
Dans la deuxième expérimentation, l'estimation de la diérence angulaire entre deux
projections quelconques est testée. Pour cela, 200 angles θ ∈ [−90◦,90◦[ sont générés aléa-
toirement selon une loi uniforme pour chaque image 2D. Les projections correspondantes
P(θ) sont ensuite calculées. Les diérences angulaires entre deux projections quelconques
sont estimées en utilisant l'EDAM avec l'algorithme 1, la DE et la MS sont aussi appli-
quées et comparées avec l'EDAM. Comme illustré sur la gure 4.4, la dispersion (resp.
la linéarité) de la DE (gure 4.4a) est encore beaucoup plus élevée (resp. moins forte)
que celle de la MS (gure 4.4b) et de l'EDAM (gure 4.4c). Les dispersions de la MS et
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(a)
(b)
(c)
Figure 4.4: Deuxième expérimentation (cas global) : la dispersion de la DE (a), de la MS
(b) et de l'EDAM (c) entre deux projections quelconques en 2D pour une image de 1282
pixels.
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de l'EDAM ne sont pas très diérentes. Notons que la DE dans le cas global est calculée
par l'algorithme de Dijkstra à partir des DE entre des projections voisines. Les résultats
d'estimation pour diérentes résolutions sont présentés dans le tableau 4.2 (cas global).
On voit que les valeurs de ε de la MS et de l'EDAM sont inférieures à 1% pour toutes les
résolutions.
Tableau 4.2: Deuxième expérimentation (cas global) : ε (%) de la MS et de l'EDAM en
2D pour diérentes résolutions (en pixels) dans le cas sans bruit. Le test pour deux
projections quelconques.
322 642 1282 2562
MS 0.5± 0.5 0.4± 0.3 0.7± 1.8 0.3± 0.3
EDAM 0.7± 0.4 0.6± 0.2 0.9± 1.7 0.5± 0.2
Notons aussi que la valeur de ε dans le cas global diminue signicativement par rapport
au cas local. Ceci peut être expliqué par le fait que l'algorithme du plus court chemin en
2D nous permet de réduire les erreurs globales. Comme montré sur la gure 4.5, les points
S1, . . . ,S5 sont les orientations des projections P1, . . . ,P5 distribuées sur un cercle et les
arêtes relient les orientations des projections voisines. En utilisant l'algorithme du plus
court chemin, l'angle Ŝ1OS5 peut être calculé par la somme d'angles Ŝ1OS4 et Ŝ4OS5
plutôt que la somme d'angles Ŝ1OS2, Ŝ2OS3, . . . , Ŝ4OS5. Ceci permet de réduire l'erreur
accumulée pour le calcul global de la diérence angulaire. De plus, les erreurs locales
portant sur la somme peuvent aussi se compenser (erreurs négatives et positives). Le
comportement de la somme d'erreurs peut être expliqué par le théorème central limite
[65]. Supposons que les erreurs locales ε1, . . . ,εn soient des variables indépendantes et
distribuées selon une loi quelconque de moyen 0 et de l'écart-type σ, la somme d'erreurs
locales suit une loi normale de moyen 0 et de l'écart-type σ
√
n quand n tend vers l'inni.
Les deux premières expérimentations montrent que notre méthode et la méthode de
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Figure 4.5: Explication du comportement des erreurs locales et globales en 2D.
Salzman ont une dispersion par rapport à l'orientation de projection (resp. linéarité par
rapport à la diérence angulaire) beaucoup plus petite (resp. forte) que celle de la distance
euclidienne. En plus, comme l'EDAM est obtenue par une approximation de la MS, le
résultat de la MS est meilleur que celui de l'EDAM dans le cas sans bruit. Néanmoins,
notre approximation permet d'avoir une meilleure robustesse dans le cas bruité comme
nous allons le voir dans la partie suivante.
4.1.2 Cas bruité
4.1.2.1 Estimation des moments extrêmes par le maximum de vraisemblance
La robustesse au bruit de la MS et l'EDAM est maintenant testée. Dans cette troisième
expérimentation, aucune des méthodes de débruitage décrites dans la partie 3.3.3 n'est
appliquée. Le bruit gaussien est ajouté aux projections avec diérentes valeurs du rapport
signal à bruit (RSB). Ensuite, une procédure similaire à celle utilisée dans la deuxième ex-
périmentation est appliquée. En outre, nous testons aussi dans cette expérimentation une
variante de l'EDAM dans laquelle les arêtes du graphe de voisinage G sont pondérées par
la formule de Salzman 2.12 au lieu de sa linéarisation. Cette nouvelle version est nommée
EDAMS pour la distinguer de la version originale. L'estimation des moments extrêmes
µ̂min2 et µ̂
max
2 est obtenue par maximum de vraisemblance (partie 2.4.2). Pour cela, nous
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supposons µ̂min2 ∈ [min M̂,med M̂ ] et µ̂max2 ∈ ]med M̂,max M̂ ] selon l'observation illus-
trée sur la gure 2.14, où M̂ est l'ensemble des moments bruités. Ensuite, les candidats
pour µ̂min2 et µ̂
max
2 sont choisis selon l'équation (2.44). Notons aussi que, l'intégrale dans
l'équation (2.43) est approchée par la fonction integral() de MATLAB.
La gure 4.6 montre les valeur de ε de la MS, l'EDAMS et l'EDAM pour un RSB variant
de 40 dB à 5 dB (a) sans (b) avec l'estimation des moments extrêmes par le maximum de
vraisemblance. Des bruits plus importants seront testés dans l'expérimentation suivante.
Sur la gure 4.6a, on voit que la valeur de ε de la MS est nettement plus élevée que celles
de l'EDAMS et de l'EDAM lorsque l'estimation des moments extrêmes par maximum de
vraisemblance n'est pas utilisée. En particulier, la valeur de ε de la MS est beaucoup plus
élevée que les autres lorsque le RSB est inférieur à 25 dB. Notons aussi que la valeur de
ε de l'EDAM est plus petite que celle de l'EDAMS. Ceci montre que la linéarisation de
la formule de Salzman nous donne un meilleur résultat dans le cas bruité. Dans le cas
avec estimation par maximum de vraisemblance des moments extrêmes (gure 4.6b), la
valeur de ε de toutes les méthodes la MS, l'EDAMS, l'EDAM sont plus petites que dans
le cas sans estimation (∼ 2%) et la dispersion de la MS est à nouveau plus élevée que
celles de l'EDAM et de l'EDAMS. Encore une fois, l'EDAM est meilleure que l'EDAMS
en particulier pour un RSB inférieur à 10 dB. Dans le tableau 4.3, la valeur de ε de
chacune des méthodes pour diérentes résolutions sont données pour un RSB de 25 dB.
La valeur de ε de l'EDAM pour toutes les résolutions est la plus petite. La comparaison
entre l'EDAM et l'EDAMS montre que la linéarisation de la formule de Salzman permet
d'améliorer le résultat d'estimation lorsque les données sont bruitées.
4.1.3 Comparaison avec la méthode de Singer-Wu
Nous avons montré la meilleure performance de l'EDAM en 2D par rapport à la DE
et à la MS. La diérence angulaire peut aussi être obtenue au moyen d'une estimation
des angles des projections. La méthode de Singer-Wu développée dans [58] est considérée
comme une bonne méthode pour estimer les angles des projections (partie 2.5). La valeur
de ε de la méthode EDAM et de la méthode de Singer-Wu en fonction du niveau de
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Figure 4.6: Troisième expérimentation (cas global bruité) : ε (%) de la MS, de l'EDAMS
et de l'EDAM en fonction du RSB en 2D. Test avec des images de 1282 pixels (a) sans
(b) avec l'estimation par maximum de vraisemblance des moments extrêmes µ̂min2 et
µ̂max2 .
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Figure 4.7: Troisième expérimentation (cas global bruité) : ε (%) (a) de l'EDAM (b) de
la méthode de Wu [58] en fonction du RSB et du nombre de projections pour des images
de 2562 pixels.
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Tableau 4.3: Troisième expérimentation (cas global bruité) : ε (%) pour la MS,
l'EDAMS, l'EDAM en 2D pour diérentes résolutions (en pixels). Test pour le RSB = 25
dB, les moments extrêmes µmin2 et µ
max
2 sont estimés par maximum de vraisemblance.
322 642 1282 2562
MS 14.1± 5.6 10.2± 4.7 8.3± 3.0 7.5± 4.7
EDAMS 6.7± 1.2 6.1± 1.9 6.0± 1.7 4.9± 1.6
EDAM 6.4± 1.1 5.8± 1.8 5.6± 1.6 4.6± 1.5
bruit et pour diérents nombres de projections est représentée sur la gure 4.7. Il est
à noter que toutes les étapes de l'EDAM décrites dans la partie 3.3.3 sont maintenant
appliquées. On voit que notre méthode fonctionne globalement mieux que la méthode
de Singer-Wu, en particulier lorsque le nombre de projections est petit. Pour un grand
nombre de projections (≥ 1000), la méthode de Singer-Wu est un peu plus robuste que
l'EDAM lorsque le bruit est faible avec un RSB ≥ 5 dB. Cependant, quand le niveau du
bruit augmente, la valeur de ε de la méthode de Singer-Wu augmente plus vite que celle
de l'EDAM.
En conclusion, les expérimentations en 2D montrent que la méthode EDAM fonctionne
mieux que la distance euclidienne, que la méthode de Salzman dans le cas de bruit et que
la méthode de Wu pour un nombre de projections, ou un RSB petit. La linéarisation de
la formule de Salzman (2.12) combinée avec l'estimation des moments extrêmes est utile
lorsque les données sont bruitées. Ces étapes de pré-traitement nous permettent d'obtenir
un bon résultat d'estimation.
4.2 Expérimentations en 3D
La méthode EDAM est maintenant testée en 3D. Un ensemble de 50 images 3D en
niveau de gris de diérentes résolutions  323, 643, 1283 et 2563 voxels  est généré. Des
exemples de ces images 3D et de leurs projections 2D sont montrés sur la gure 4.8 et la
gure 4.9.
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(a) 323 voxels (b) 643 voxels
(c) 1283 voxels (d) 2563 voxels
Figure 4.8: Exemples d'images 3D selon diérentes résolutions.
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Figure 4.9: Exemples de projections 2D à dierents niveaux du bruit.
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4.2.1 Cas sans bruit
Dans cette quatrième expérimentation, un ensemble de 1000 triplets (ϕ,θ,ψ) est généré
aléatoirement et uniformément sur la demi-sphère pour chaque image 3D avec ϕ,θ,ψ ∈
[−90◦,90◦[. L'ensemble des projections correspondantes et leurs moments µc,d(ϕ,θ,ψ) sont
ensuite calculés. Les valeurs extrêmes de µc,d(ϕ,θ,ψ) sont prises dans l'ensemble des
moments de l'échantillon. Les voisins de chaque projection sont trouvés en utilisant le
seuillage des moments de Hu dénis par l'équation (3.16). Les diérences angulaires entre
ces projections voisines sont ensuite estimées par la formule (3.18). Enn, les diérences
angulaires entre deux projections quelconques sont obtenues par l'algorithme de Dijkstra
sur le graphe de voisinage. Les résultats sont comparés avec ceux fournis par la DE en
terme de dispersion.
Les résultats sont regroupés sur la gure 4.10 pour deux projections voisines (cas local)
et sur la gure 4.11 pour deux projections quelconques (cas global). On voit que la DE
(gures 4.10a et 4.11a) varie en fonction de l'orientation beaucoup plus que l'EDAM
(gures 4.10b et 4.11b) dans les deux cas. De plus, la linéarité de l'EDAM est aussi plus
forte que celle de la DE. Notons aussi que les erreurs d'estimation les plus importantes
de l'EDAM achées sur la gure 4.10b sont le résultat d'estimation de deux projections
dont les orientations se situent dans deux octants diérents de la demi-sphère. Le nombre
de cas erronés est petit avec 2,7% du nombre total de cas estimés.
Comme illustré dans le tableau 4.4, la valeur de ε de l'EDAM est inférieure à 5,5%
pour le cas local et à 6,9% pour le cas global.
Notons aussi que la valeur de ε dans le cas global n'est pas inférieure à celle dans le
cas local contrairement à ce qui est observé en 2D. Une des raisons est que l'algorithme
du plus court chemin ne fonctionne pas bien en 3D où les orientations sont distribuées
sur la sphère plutôt que le cercle comme en 2D. Comme montré sur la gure 4.12, les
points S1, . . . ,S5 sont les orientations des projections P1, . . . ,P5 distribuées uniformément
sur la sphère et les arêtes relient les orientations des projections voisines. L'algorithme du
plus court chemin calcule l'angle Ŝ1OS5 par la somme d'angles Ŝ1OS2, . . . ,Ŝ4OS5. Cette
somme ne donne pas une bonne approximation de Ŝ1OS5 comme en 2D (à comparer avec
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(a)
(b)
Figure 4.10: Quatrième expérimentation (cas local) : la dispersion de la diérence
angulaire entre deux projections voisines en 3D pour une image de 1283 voxels, (a) la
DE, (b) l'EDAM. La DE est normalisée dans [0◦, 15◦].
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(a)
(b)
Figure 4.11: Quatrième expérimentation (cas global) : la dispersion de la diérence
angulaire entre deux projections quelconques en 3D pour une image de 1283 voxels, (a)la
DE, (b) l'EDAM.
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Tableau 4.4: Quatrième expérimentation : ε (%) de l'EDAM en 3D pour diérentes
résolutions (en voxels) dans le cas sans bruit. Le cas local est celui des paires de
projections voisines. Le cas global est celui des paires de projections quelconques.
323 643 1283 2563
Local 5.4± 2.2 4.7± 1.2 4.2± 1.3 4.0± 1.2
Global 6.8± 2.3 6.4± 1.5 6.1± 1.7 6.1± 1.6
Figure 4.12: Explication du comportement des erreurs locales et globales en 3D.
la gure 4.5). De plus, il existe aussi des erreurs d'octants portant sur des calculs locals.
Le comportement des erreurs globales en 3D est donc plus compliqué que celui en 2D.
Cette quatrième expérimentation montre que la DE en 3D possède une dispersion
(resp. linéarité) élevée (resp. faible) par rapport à l'orientation de projection (resp. dié-
rence angulaire entre deux projections), tandis que l'EDAM permet d'estimer la diérence
angulaire avec une petite dispersion (resp. forte linéarité).
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Figure 4.13: Cinquième expérimentation : ε (%) de l'EDAM en 3D pour diérents
niveaux du bruit et pour diérents nombres de projections. Le test est réalisé avec des
images de 1283 voxels. La méthode de Singer-Wu est utilisée pour débruiter les
projections.
4.2.2 Cas bruité
La robustesse au bruit de l'EDAM en 3D est ensuite évaluée dans une cinquième
expérimentation. Un bruit gaussien est ajouté aux projections. Le ltre de Singer-Wu et
l'indice de Jaccard sont utilisés pour débruiter les projections. Les résultats d'estimation
pour diérents nombres de projections et pour diérents niveaux du bruit sont montrés
sur la gure 4.13 pour des images de 1283 voxels. La valeur de ε est inférieure à 10% pour
un RSB supérieur à 10 dB dans le cas de 1000 projections et pour un RSB supérieur à 0
dB dans le cas de 10000 projections.
4.2.3 Comparaison avec la méthode de Singer-Zhao et la méthode
de Shkolnisky-Singer
Comme en 2D, la diérence angulaire en 3D peut aussi être calculée après avoir estimé
les orientations des projections. En particulier, la méthode de Singer-Zhao développée
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dans [63] (partie 3.4.1) donne une bonne estimation de l'orientation des projections. Selon
les résultats obtenues dans [63], cette méthode peut estimer les orientations des projections
très bruitées (pour un RSB ≤ −10 dB) et surpasse le résultat de l'EDAM dans le cas d'un
RSB inférieur à 0 dB. Cependant, l'avantage de notre méthode est qu'elle peut être utilisée
avec un petit nombre de projections, tandis que la méthode de Singer-Zhao a besoin d'un
grand nombre de projections (≥ 10000) an d'obtenir un bon résultat.
Une autre famille de méthodes d'estimation des orientations est basée sur la technique
de la ligne commune [66, 67, 49, 68]. Une des méthodes donne les meilleurs résultats
est la méthode de Shkolnisky-Singer [64] évoquée dans la partie 3.4.2. Cette méthode
est combinée avec plusieurs techniques de débruitage qui améliorent signicativement le
résultat de l'estimation. Selon les résultats obtenus dans [64], la méthode de Shkolnisky-
Singer peut estimer les orientations des projections pour un petit nombre de projections
(≥ 10) et avec un bruit important (RSB ≤ −10 dB). Cependant, un des inconvénients
des méthodes basées sur la ligne commune est le temps de calcul. Le temps de calcul de la
méthode de Shkolnisky-Singer est en O(p3 n2 +n3), où p est la taille de la projection et n
est le nombre de projections. Au contraire, le temps calcul de notre méthode est beaucoup
plus rapide avec une complexité en O(p2 n + n2). Plus précisément, la méthode EDAM
calcule les moments des projections en O(p2 n), cherche les projections voisines en O(n2)
et exécute l'algorithme de Dijkstra en O(n2). L'étape de pré-traitement est réalisée en
O(p2 n+ n2) avec O(p2 n) pour la décomposition de l'ACP, O(n) pour le ltre de Singer-
Wu et O(n2) pour la construction d'une matrice des indices de Jaccard. Globalement,
l'EDAM est exécutée en O(p2 n+ n2).
Tous les expérimentations dans cette partie sont réalisées sur une machine Linux équi-
pée d'un processeur Xeon 3.20 GHz et 16 GB de RAM. Les étapes de notre méthode
ne sont pas parallélisées. Le langage MATLAB est utilisé pour les expérimentations. Le
temps de calculs pour tester notre méthode sur chaque image 2D ou 3D est présenté dans
les tableaux 4.5 et 4.6. Il est à noter que le temps de calculs de la méthode de Shkol-
nisky sur une image 3D de taille 1283 pixels avec 1000 projections est à 16277 secondes
(voir [64]) qui est beaucoup plus long que celui de notre méthode avec 476 secondes.
106 4.2. EXPÉRIMENTATIONS EN 3D
CHAPITRE 4. RÉSULTATS EXPÉRIMENTAUX ET DISCUSSION
Tableau 4.5: Temps de calculs de l'EDAM pour une image 2D pour diérentes
résolutions et pour diérents nombres de projections.
322 642 1282 2562
100 3 s 3 s 3 s 3 s
500 78 s 78 s 79 s 79 s
1000 376 s 377 s 381 s 394 s
Tableau 4.6: Temps de calculs de l'EDAM pour une image 3D pour diérentes
résolutions et pour diérents nombres de projections.
323 643 1283 2563
1000 457 s 460 s 476 s 510 s
5000 807 s 912 s 1001 s 1318 s
10000 1360 s 1651 s 2183 s 3429 s
4.3 Conclusion
Nous avons présenté dans ce chapitre la performance de la méthode EDAM en réalisant
plusieurs tests sur une base d'images simulées à diérentes résolutions en 2D et 3D. Les
comparaisons entre l'EDAM et la distance euclidienne, la méthode de Salzman, la méthode
de Singer-Wu, la méthode de Singer-Zhao et la méthode de Shkolnisky-Singer ont été
eectuées. Sur les tests que nous avons faits, l'EDAM
• a une dispersion par rapport à l'orientation de projection (resp. linéarité par rapport
à la diérence angulaire) nettement inférieure (resp. forte) à la distance euclidienne
même pour les projections voisines
• est meilleure que la méthode de Salzman dans le cas de bruit
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• est meilleure que la méthode de Singer-Wu en général
• est meilleure que la méthode de Singer-Zhao sauf pour le cas où on a un grand
nombre de projections très bruitées.
• est meilleure que la méthode de Shkolnisky-Singer pour le temps de calcul.
Sur les tests 2D réalisés, la linéarisation de l'équation de Salzman et l'estimation des
moments extrêmes sont utiles lorsque les données sont bruitées.
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Bilan
Nous avons étudié dans cette thèse les mesures de la dissimilarité entre deux projec-
tions utilisées pour la reconstruction tomographique d'un objet à partir de ses projections
non-orientées. Parmi les mesures entre deux projections, la distance euclidienne est cou-
ramment utilisée pour la classication et le ranement des projections. Cependant, nous
avons montré que la dispersion de la distance euclidienne par rapport à l'orientation de
la projection est grande même pour deux projections proches. Ceci peut conduire à des
erreurs pour la classication ou le ranement des projections.
Une méthode a été proposée pour l'estimation de la diérence angulaire entre deux
projections en 2D et 3D. Le principe de notre méthode EDAM est basé sur la construc-
tion d'un graphe de voisinage dont les sommets sont les projections, dont les arêtes relient
des projections voisines et sont pondérées par une approximation locale de la diérence
angulaire. Le calcul de ces poids est basé sur les propriétés des moments de projection. La
détermination des projections voisines est réalisée dans l'espace des moments de projec-
tion en utilisant un seuillage adaptatif. Les seuils sont développés en fonction du nombre
de projections et de la distribution des orientations des projections. Une fois construit
le graphe de voisinage, la diérence angulaire entre deux projections est estimée en uti-
lisant un algorithme du plus court chemin sur le graphe de voisinage. Des méthodes du
pré-traitement des projections et du graphe de voisinage sont utilisées an d'améliorer la
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robustesse au bruit de notre méthode.
La performance de l'EDAM est testée sur des images simulées de diérentes résolu-
tions. Les tests ont montré que la dispersion de l'EDAM par rapport l'orientation de la
projection est beaucoup plus petite que celle de la distance euclidienne. La robustesse au
bruit de l'EDAM montre que notre méthode peut fonctionner pour un RSB jusqu'à −5
dB. l'EDAM est aussi comparée avec d'autres méthodes s'appuyant sur l'estimation des
orientations telles que la méthode de Salzman basée sur le calcul exact des orientations,
la méthode de Singer-Wu, la méthode de Singer-Zhao et la méthode de Shkolnisky-Singer
reposant sur la décomposition spectrale an de réduire des données de grande dimen-
sion dans une base de dimension inférieure (2 ou 3). Les tests ont montré que L'EDAM
est meilleure que la méthode de Salzman dans le cas bruité, meilleure que la méthode
de Singer-Wu en global, meilleure que la méthode de Singer-Zhao sauf pour un grand
nombre de projections très bruitées et meilleure que la méthode de Shkolnisky-Singer
pour le temps d'exécution.
Perspective
Il reste plusieurs points à améliorer dans la méthode EDAM.
Premièrement, nous devons accroître la robustesse au bruit de l'EDAM en 3D. Pour
cela, la linéarisation de la formule d'estimation de la diérence angulaire entre deux pro-
jections voisines, l'estimation des moments extrêmes peuvent être réalisées comme en 2D.
En outre, l'extension de l'EDAM en utilisant les techniques basées sur la ligne commune
est intéressante car plusieurs méthodes de débruitage et d'estimation des orientations ont
été développées sur cette technique.
Deuxièmement, il faudrait comparer la robustesse de l'EDAM avec la méthode de
Singer-Zhao et la méthode de Shkolnisky-Singer sur une même base d'images (en raison
du temps, les tests quantitatifs n'ont pas été réalisés).
Troisièmement, il est nécessaire de tester l'EDAM sur des données réelles. Sachant
que la distribution des orientations des projections peut être non-uniforme, le dévelop-
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pement de l'EDAM indépendamment de la distribution des orientations est importante
en pratique. De plus, nous avons supposé dans cette thèse que la projection est centrée
à l'origine. Cependant, chaque projection dispose toujours une translation inconnue dans
son plan projeté. L'estimation de la diérence angulaire pour les projections non-alignées
est aussi à étudier.
Quatrièmement, il faudrait tester l'application de l'EDAM dans les étapes de classica-
tion et de ranement des projections durant la reconstruction de l'objet. Par exemple en
2D, l'EDAM peut être utilisée pour remplacer la distance euclidienne dans les méthodes de
reconstructions [58, 4, 3]. En 3D, l'utilisation de l'EDAM au lieu de la distance euclidienne
dans la méthode de Zhao peut produire une meilleure reconstruction de l'objet.
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Annexe A
Démonstrations en 2D
A.1 Estimation de l'angle par la méthode de Salzman
On rappel le moment d'ordre (2,0) de la fonction fθ
µ2,0(fθ) =
∫
R
∫
R
x2y0fθ(x,y) dx dy. (A.1)
En changeant les variables (x,y)T = R−θ(x,y)T = (cos θx+ sin θy,− sin θx+ cos θy)T , on
obtient
µ2,0(fθ) =
∫
R
∫
R
(cos θx+ sin θy)2f(x,y) dx dy (A.2)
= cos2 θµ2,0(f) + sin
2 θµ0,2(f) + 2 sin θ cos θµ1,1(f). (A.3)
Si f est centrée à l'origine, on a µ1,1(f) = 0. De plus, sans perte de généralité, on peut
choisir le repère de référence tel que
µ2,0(f) = max
θ∈R
µ2,0(fθ). (A.4)
On déduit de la propriété 1
µ2,0(f) = max
θ∈R
µ2,0(fθ) = max
θ∈R
µ2(Pf (θ)). (A.5)
118
Comme la somme des µ2,0(fθ) et µ0,2(fθ) est une constante pour tout θ (propriété 2).
Alors,
µ0,2(f) = min
θ∈R
µ2,0(fθ) = min
θ∈R
µ2(Pf (θ)). (A.6)
On pose
µmaxf,2 = max
θ∈R
µ2(Pf (θ)), µminf,2 = min
θ∈R
µ2(Pf (θ)). (A.7)
L'équation (A.3) devient
µ2,0(fθ) = µ2(Pf (θ)) = cos2 θµmaxf,2 + sin
2 θµminf,2 (A.8)
= µmaxf,2 − (µ
max
f,2 − µ
min
f,2 ) sin
2 θ. (A.9)
A.2 Rappel de l'inégalité de Berstein
Théorème 3 (Inégalité de Bernstein [69]). Soit f(x) =
n∑
i=0
ai cos(ix) + bi sin(ix), un
polynôme trigonométrique de degré n. On a
max
x∈R
{∣∣∣∣dfdx
∣∣∣∣} ≤ n maxx∈R {|f(x)|}. (A.10)
A.3 Démonstration de la proposition 1
La proposition 1 est basée sur le lemme 1 qui donne, pour une probabilité donnée, la
distance maximale entre deux angles successifs à partir d'un ensemble d'angles distribués
uniformément sur le cercle R/πZ.
Lemme 1. Soient θ1, . . . ,θi, . . . ,θn des variables indépendantes et distribuées uniformé-
ment dans [−π/2,π/2). Soit 1 Zi,j = min
(
|θi − θj |,π − |θi − θj |
)
. Alors, pour i ∈ [1,n],
Prob
(
min
j 6=i
Zi,j ≤ δ
)
> p ⇐⇒ δ ≥ π2
(
1− (1− p)
1
n−1
)
. (A.11)
1. La variable Zi,j est la distance entre les variables θi et θj sur le cercle R/πZ.
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Démonstration. Soient (Xi)ni=1 des variables indépendantes et distribuées uniformément
dans [0,1]. On pose Yi,j = |Xi − Xj | pour toute couple (i,j), i 6= j. Soit p ∈ (0,1).
Nous voulons trouver un nombre réel positif δ le plus petit possible tel que, pour chaque
i ∈ [1,n], ∃j 6= i,min
(
Yi,j ,1− Yi,j
)
≤ δ avec une probabilité supérieure ou égale p.
Notons que pour un i ∈ [1,n] xé, les variables aléatoires Yi,j , 1 ≤ j ≤ n, j 6=
i, sont indépendantes. En outre, nous rappelons que la diérence absolue entre deux
variables uniformes a une distribution triangulaire dont la fonction de répartition est
x 7→ 1− (1− x)2, pour x ∈ [0,1].
Pour chaque i ∈ [1,n], on a
Prob
(
min
j 6=i
(
min
(
Yi,j ,1− Yi,j
))
≤ δ
)
> p
⇐⇒
∏
j 6=i
Prob
(
min(
(
Yi,j ,1− Yi,j
)
> δ
)
≤ 1− p
⇐⇒
∏
j 6=i
Prob
(
δ < Yi,j < 1− δ
)
≤ 1− p
⇐⇒ (1− δ)2 − δ2 ≤ (1− p)
1
n−1
⇐⇒ δ ≥ 12
(
1− (1− p)
1
n−1
)
.
(A.12)
On conclut en prenant Xi = 1/π(θi + π/2).
Démonstration de la prop. 1. On obtient, à partir du théorème des accroissements nis et
de l'inégalité de Bernstein, pour tous θ, θ′ :∣∣∣∣ |µd(θ)| − |µd(θ′)|θ − θ′
∣∣∣∣ ≤ maxθ∈R
{∣∣∣∣dµddθ
∣∣∣∣} ≤ d maxθ∈R {|µd(θ)|}. (A.13)
On déduit à partir du lemme 1 et l'équation (A.13) la formule
εd =
π
2
(
1− (1− p)
1
n−1
)
× d max
θ∈R
{|µd(θ)|} (A.14)
qui assure que, pour tout angle θ, on peut trouver avec une probabilité supérieure à p au
moins un moment |µd(θ′)|, θ′ 6= θ, dans l'intervalle |µd(θ)| ± εd.
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A.4 Démonstration de la proposition 3
Démonstration. Soient Π = {θ1,...,θn} où θ1 < θ2 < · · · < θn et M = {µ2(θ) | θ ∈ Π}. On
pose
∆1,n = max
µ∈M
min
µ′ 6=µ
|µ− µ′|,
∆2,n = max{µmax2 − µ̃max2 ,µ̃min2 − µmin2 } et
∆3,n = max{θi+1 − θi | 0 ≤ i < n} où θ0 = θn.
(A.15)
Notons que
∆1,n ≤ ∆3,n max
θ∈R
∣∣∣∣ dµ2dθ
∣∣∣∣ . (A.16)
(c'est à dire ∆1,n = O(∆3,n)). En eet,
∆1,n = min
µ′∈M et µ′ 6=µ2(θk)
|µ2(θk)− µ′| (A.17)
= |µ2(θk)− µ2(θl)| (A.18)
pour certains θk,θl ∈ Π.
Il y a donc deux cas :
• k < l (on peut supposer que µ2(θk) 6= µ2(θk+1) car si µ2(θk) = µ2(θk+1), puis on
prend k + 1 au lieu de k), puis
|µ2(θk)− µ2(θl)| ≤ |µ2(θk)− µ2(θk+1)| (A.19)
< (θk+1 − θk) max
θ∈R
∣∣∣∣ dµ2dθ
∣∣∣∣ . (A.20)
• le cas où l < k est montré de façon symétrique
On obtient donc, pour tous les cas, ∆1,n ≤ ∆3,n maxθ∈R
∣∣∣∣ dµ2dθ
∣∣∣∣.
En outre, selon la proposition 2, ∆2,n = O(∆3,n2).
On a aussi de l'hypothèse,
C∆1,n
α ≤ µ̃max2 − b(M), a(M)− µ̃min2 ≤ D∆1,nα, (A.21)
pour certains C,D > 0 et 0 < α < 2/3.
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Ensuite, comme µmax2 − µmin2 = (µmax2 − µ̃max2 ) + (µ̃max2 − b(M)) + b(M) − a(M) +
(a(M)− µ̃min2 ) + (µ̃min2 − µmin2 ), on déduit
b(M)− a(M) ≥ µmax2 − µmin2 − 2∆2,n − 2D∆1,nα
≥ µmax2 − µmin2 −O
(
∆3,n
2
)
−O
(
∆3,n
α
)
.
(A.22)
En supposant que ∆3,n → 0 pour n→ 0 et n susamment grand, on peut armer qu'il
existe une borne inférieure strictement positive pour b(M)− a(M).
Le calcul ci-dessous suppose que ∆1,n, ∆2,n, ∆3,n sont petits (inférieur à 1). Pour cela,
on peut simplement prendre n susamment grand.
Soient θi, θj dans Θ tels que |θi − θj | = O(∆3,n). Tout d'abord, on considère le cas
dans lequel θi ou θj est entre a(M) et b(M).
On dénit ξ ∈ {i,j} tel que |µ2(θξ)− µ̃
max
2 +µ̃
min
2
2 | est le minimum (ainsi, θξ ∈ [a(M),b(M ]).
On obtient de la série de Taylor de µ2 en θξ
θi − θj =
(
µ2(θi)− µ2(θj) +O(|θi − θj |2
)(
dµ2
dθ
(θξ)
)−1
. (A.23)
On déduit de l'équation (2.12)∣∣∣∣ dµ2dθ (θξ)
∣∣∣∣ = 2(µmax2 − µmin2 )| sin(θξ)| cos(θξ) = 2√f(µ2(θξ)), (A.24)
où f(x) = (µmax2 − x)(x− µmin2 ). Posons aussi f̃(x) = (µ̃max2 − x)(x− µ̃min2 ). On obtient
f(µ2(θξ)) = f̃(µ2(θξ)) +O(∆2,n) (A.25)
et, comme θξ ∈ [a(M),b(M)],
f̃(µ2(θξ)) ≥ min(f̃(a(M)),f̃(b(M)) ≥ k(b(M)− a(M))∆1,nα. (A.26)
On en déduit ∣∣∣∣ dµ2dθ
∣∣∣∣−1 = 12(f̃(µ2(θξ)))−1/2 +O(∆2,n ∆1,n−3α/2), (A.27)
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où la constante dans le grand O dépend de f et k.
On déduit des équations (A.23) et (A.27)
|µ2(θi)− µ2(θj)|
2
√
f̃(µ2(θξ))
= |θi − θj |+O(∆2,n ∆1,n−3α/2) +O(∆3,n2 ∆1,n−α/2)
= |θi − θj |+O(∆3,n2 ∆1,n−3α/2)
= |θi − θj |+O(∆3,n2−3α/2).
(A.28)
Nous rappelons que α < 2/3, alors 2− 3α/2 > 1 et on a ni.
Ensuite, nous développons la formule d'estimation de |θ| dans le cas de µ2(θ) > b(M)
(le cas µ2(θ) < a(M) est similaire). On obtient de l'équation (2.12),√
µmax2 − µ2(θ)
µmax2 − µmin2
= | sin(θ)|. (A.29)
Alors,∣∣∣∣∣
√
µmax2 − µ2(θi)
µmax2 − µmin2
−
√
µmax2 − µ2(θj)
µmax2 − µmin2
∣∣∣∣∣ = ∣∣| sin(θi)| − | sin(θj)|∣∣. (A.30)
Comme
∣∣|a| − |b|∣∣ ≤ |a− b| pour tous a, b, on déduit de l'équation (A.30) que∣∣∣∣∣
√
µmax2 − µ2(θi)
µmax2 − µmin2
−
√
µmax2 − µ2(θj)
µmax2 − µmin2
∣∣∣∣∣
≤ | sin(θi)− sin(θj)| ≤
∣∣2 sin θi − θj
2
∣∣ ≤ |θi − θj |. (A.31)
Comme on suppose |θi−θj | ∈ O(∆3,n), on a prouvé le deuxième résultat de la proposition
3.
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Annexe B
Démonstrations en 3D
B.1 Démonstration du corollaire 2
Démonstration. L'équation (3.8) est ré-écrite :
µ2,0,0(fs)− λj 0 µ1,0,1(fs)
0 µ0,2,0(fs)− λj µ0,1,1(fs)
µ1,0,1(fs) µ0,1,1(fs) µ0,0,2(fs)− λj


R1j
R2j
R3j
 = 0, (B.1)
où Rij est un élément de la matrice R−1s et (λ1,λ2,λ3) = (µ2,0,0(fs0),µ0,2,0(fs0),µ0,0,2(fs0))
sont les valeurs propres de la matrice d'inertie Tf (s), 1 ≤ i, j ≤ 3 puis
(µ2,0,0(fs)− λj)R1j + µ1,0,1(fs)R3j = 0
(µ0,2,0(fs)− λj)R2j + µ0,1,1(fs)R3j = 0
µ1,0,1(fs)R1j + µ0,1,1(fs)R2j + (µ0,0,2(fs)− λj)R3j = 0
. (B.2)
Étant donné que l'orientation vP de la projection P correspond à la troisième ligne de
la matrice de rotation R−1s , noté vP = (v
1
P ,v
2
P ,v
3
P)
T et on a aussi R3j = v
j
P , alors l'équa-
tion (B.2) devient 
R1j =
−µ1,0,1(fs)
µ2,0,0(fs)− λj
vjP
R2j =
−µ0,1,1(fs)
µ0,2,0(fs)− λj
vjP
R3j = v
j
P
. (B.3)
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Sachant que R21j + R
2
2j + R
2
3j = 1, on obtient à partir de l'équation (B.3)(
µ21,0,1(fs)
(µ2,0,0(fs)− λj)2
+
µ20,1,1(fs)
(µ0,2,0(fs)− λj)2
+ 1
)
(vjP)
2 = 1. (B.4)
De plus, le théorème 2 donne
• µ2,0,0(fs) = µ2,0(Pf (s)) et µ0,2,0(fs) = µ0,2(Pf (s))
• µ1,0,1(fs) = ±
((µ2,0(Pf (s))− µmax)(µ2,0(Pf (s))− µmed)(µ2,0(Pf (s))− µmin)
µ0,2(Pf (s))− µ2,0(Pf (s))
)1/2
• µ0,1,1(fs) = ±
((µ0,2(Pf (s))− µmax)(µ0,2(Pf (s))− µmed)(µ0,2(Pf (s))− µmin)
µ2,0(Pf (s)− µ0,2(Pf (s))
)1/2
• (λ1,λ2,λ3) = (µmax,µmed,µmin)
et
• µmax = max
s∈R3
max(µ2,0(Pf (s)),µ0,2(Pf (s)))
• µmed = max
s∈R3
min(µ2,0(Pf (s)),µ0,2(Pf (s))) = min
s∈R3
max(µ2,0(Pf (s)),µ0,2(Pf (s)))
• µmin = min
s∈R3
min(µ2,0(Pf (s)),µ0,2(Pf (s))).
Alors, on résout l'équation (B.4) pour obtenir v1P ,v
2
P et v
3
P .
B.2 Démonstration de la proposition 4
Démonstration. En rappelant la formule du moment de projection en 3D :
µc,d(ϕ,θ,ψ) =
∫
R
∫
R
xc ydPf (ϕ,θ,ψ)(x,y) dx dy. (B.5)
Soit R(ϕ,θ,ψ) =
(
rji
)
1≤i,j≤3. L'équation (B.5) est ré-écrite par
µc,d(ϕ,θ,ψ) =
∫
R
∫
R
∫
R
α1
c α2
d g(α1,α2,α3) dα1 dα2 dα3, (B.6)
où g(α1,α2,α3) = f
(
3∑
j=1
r1j αj ,
3∑
j=1
r2j αj ,
3∑
j=1
r3j αj
)
. En changeant les variables
βi =
3∑
j=1
rij αj (1 ≤ i ≤ 3), (B.7)
125
puis en inversant (B.7) par
αj =
3∑
i=1
rij βi (1 ≤ j ≤ 3), (B.8)
on obtient
µc,d(ϕ,θ,ψ) = ∫
R
∫
R
∫
R
(
3∑
i=1
ri1 βi
)c( 3∑
i=1
ri2 βi
)d
f (β1,β2,β2) dβ1dβ2dβ3. (B.9)
En utilisant la formule du trinôme de Newton et la notation des indices multiples avec
rj = (r1j ,r2j ,r3j) et β = (β1,β2,β3), on obtient pour j ∈ {1,2} et n :(
3∑
i=1
rij βi
)n
=
∑
|k|=n
(
n
k
)
rkj β
n−k. (B.10)
L'équation (B.9) est ensuite ré-écrite sous la forme
µc,d(ϕ,θ,ψ) = ∫
R
∫
R
∫
R
∑
|k|=c
∑
|l|=d
(
c
k
)(
d
l
)
rk1 r
l
2 β
n−(k+l) f(β) dβ
=
∑
|k|=c
∑
|l|=d
(
c
k
)(
d
l
)
rk1 r
l
2 µf,n−(k+l), (B.11)
où µf,n−(k+l) est le moment de f à l'ordre n− (k + l).
Comme les coecients rij sont des polynômes trigonométriques, on a ni.
B.3 Démonstration de la proposition 5
Démonstration. On suppose que la distribution des orientations de projections est uni-
forme sur la sphère. On détermine d'abord la distribution de ϕ et θ ∈ [−π/2,π/2). La
surface élémentaire de la sphère est
dS = dθ cos θ dϕ. (B.12)
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Elle doit être constante an d'obtenir une distribution uniforme sur la sphère. Cependant,
dS dans (B.12) est une fonction de cos θ et n'est pas constant si ϕ et θ sont distribués
uniformément dans [−π/2,π/2). Pour cela, ϕ et θ peuvent être générés comme suit :
ϕ = π u− π/2 , θ = arcsin(2v − 1), (B.13)
où u,v sont distribués uniformément dans [0,1). Alors, dS est uniforme :
dS = d(sin θ) dϕ = 2π dv du. (B.14)
Maintenant, pour la simplication, on écritM au lieu deMh, où h ∈ {1, . . . ,7}, car les
étapes suivantes sont similaires pour tous les moments de Hu. Soit un intervalle fermé K
de [−π/2,π/2)2 et deux moments de HuM(ϕ,θ) etM(ϕ′,θ′) où (ϕ,θ) et (ϕ′,θ′) sont dans
K. On a
|M(ϕ′,θ′) − M(ϕ,θ)| ≤ max
(ϕ,θ)∈K
(
max
(∣∣∣∣dMdϕ
∣∣∣∣ , ∣∣∣∣dMdθ
∣∣∣∣)) (|δϕ|+ |δθ|) , (B.15)
où δϕ = ϕ′ − ϕ et δθ = θ′ − θ.
Soient u, v tels que ϕ = π u − π/2, θ = arcsin(2v − 1) et soit δu, δv tels que ϕ + δϕ =
π (u+ δu)− π/2, θ + δθ = arcsin(2(v + δv)− 1).
Alors, |δϕ| = π |δu| et, en observant la pente de la courbe sinus,
|δv| =
1
2
∣∣ sin(θ+δθ)−sin(θ)∣∣ ≥ 1
2
(sin(−π/2+δθ)−sin(−π/2)) = sin2(δθ/2) ≥
1
π2
|δθ|2.
(B.16)
On en déduit
|M(ϕ′,θ′) − M(ϕ,θ)| ≤ π max
(ϕ,θ)∈K
(
max
(∣∣∣∣dMdϕ
∣∣∣∣ , ∣∣∣∣dMdθ
∣∣∣∣)) (|δu|+√|δv|) . (B.17)
Alors,
Prob
(
|M(ϕ′,θ′)−M(ϕ,θ)| < ε
)
≥ Prob (|δu|+ h(|δv|) < δ) , (B.18)
où h(x) =
√
x et δ = ε/
(
π max
(ϕ,θ)∈K
(
max
(∣∣∣dMdϕ ∣∣∣ , ∣∣dMdθ ∣∣))).
Maintenant, étant données 2n variables indépendantes et aléatoires (Ui,Vi)ni=1, qui sont
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distribuées uniformément dans [0,1] et un nombre réel p ∈ (0,1), nous voulons trou-
ver un nombre réel positif δ le plus petit possible tel que, pour chaque i ∈ [1,n], ∃j 6=
i,|Ui−Uj |+h(|Vi−Vj |) ≤ δ avec une probabilité supérieure ou égale à p. Nous rappelons
que la diérence absolue entre deux variables uniformes a une distribution triangulaire
dont la fonction de densité est g : x 7→ 2(1− x), for x ∈ [0,1]. Alors
Prob
(
min
j 6=i
(
|Ui − Uj |+ h(|Vi − Vj |)
)
≤ δ
)
≥ p
⇐⇒
∏
j 6=i
Prob
(
|Ui − Uj |+ h(|Vi − Vj |) > δ
)
< 1− p
⇐⇒
∫ δ
0
(
g ∗
(
(g/h′) ◦ h−1
))
(t) dt ≥ 1− (1− p)
1
n−1
⇐⇒ 4
3
δ3
(
1− δ
20
(5 + 6δ − δ2)
)
≥ 1− (1− p)
1
n−1
⇐= δ3 ≥ 1− (1− p)
1
n−1 en supposant δ < 1/2
⇐= δ ≥
(
1− (1− p)
1
n−1
) 1
3
.
(B.19)
Il reste à établir une borne pour
max
(ϕ,θ)
(
max
(∣∣∣∣dMdϕ
∣∣∣∣ , ∣∣∣∣dMdθ
∣∣∣∣)) . (B.20)
L'inégalité de Bernstein est maintenant appliquée an d'obtenir un majorant pour
| dM/ dϕ| et | dM/ dθ| :
max
(∣∣∣∣dMdϕ
∣∣∣∣ , ∣∣∣∣ dMdθ
∣∣∣∣) ≤ k max(ϕ,θ)∈R |M(ϕ,θ)|, (B.21)
où k est l'ordre deM.
Finalement, on pose
ε = kπ max
1≤i≤n
(|M(ϕi,θi)|)
(
1− (1− p)
1
n−1
) 1
3 . (B.22)
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Annexe C
Continuité des moments par rapport
aux angles
Dans cette partie, nous supposons que pour tous n ∈ N?, νn (resp. dn) est la mesure de
Lebesgue (resp. la distance euclidienne) sur Rn.
Soit g : Rn 7→ R, alors Sg correspond au support de la fonction g, autrement dit Sg est
l'adhérence de l'ensemble {x ∈ Rn | g(x) 6= 0}.
On note L∞c (Rn) l'espace des fonctions g : Rn 7→ R telle que g ∈ L∞(Rn) et Sg est un
ensemble compact de Rn.
Pour r > 0, Bn(r) (resp. B′n(r)) dénote la boule fermée (resp. ouverte) de Rn de rayon r
et de centre l'origine O.
Lemme 2 (Lemme d'Urysohn : [70]). Soient K un ensemble compact et V un ensemble
ouvert de Rn tel que K ⊂ V . Alors, il existe une fonction continue g : Rn 7→ [0,1] telle
que pour tous x ∈ K, g(x) = 1, Sg est un ensemble compact et Sg ⊂ V .
Le lemme suivant donne une approximation d'une fonction mesurable par une fonction
continue. La démonstration d'un résultat plus général que celui donné dans le lemme
suivant se trouve dans [71].
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Lemme 3 ([71]). Soient f : Rn 7→ R une fonction mesurable et ε > 0. Il existe une
fonction continue φε : Rn 7→ R telle que :
νn({x ∈ Rn | f(x) 6= φε(x)}) < ε. (C.1)
Remarque 5.
 Si ε′ < ε, alors on peut supposer que Sφε ⊆ Sφε′ .
 Supposons que K = Sf un ensemble compact et posons V = K ⊕ B′n(1). D'après
le Lemme 2, il existe une fonction continue g : Rn 7→ [0,1] telle que pour tous
x ∈ K, g(x) = 1, Sg est un ensemble compact et Sg ⊂ V . Posons φ′ε = g × φε. Donc
on a pour tous x ∈ Sf , φ′ε(x) = φε(x) et pour tous x ∈ (Rn \ Sf ) si φε(x) = 0,
alors φ′ε(x) = 0. Donc, {x ∈ Rn | f(x) 6= φ′ε(x)} ⊆ {x ∈ Rn | f(x) 6= φε(x)}. Par
conséquent, φ′ε est une fonction continue, Sφ′ε ⊂ Sf ⊕ B′n(1), Sφ′ε est un ensemble
compact et
νn({x ∈ Rn | f(x) 6= φ′ε(x)}) < ε. (C.2)
Alors, on peut supposer dans toute la suite que Sφε ⊂ Sf ⊕ B′n(1) et Sφε est un
ensemble compact.
 Si f ∈ L∞(Rn), alors φε peut être choisi de telle façon que φε ∈ L∞(Rn) et
||φε||∞ ≤ ||f ||∞.
Dans le lemme suivant, nous montrons que la mesure de Lebesgue sur Rn est invariante
par les isométries de Rn.
Lemme 4. Soit A un ensemble mesurable de Rn et soit R une isométrie de Rn. Alors,
νn(R(A)) = νn(A). (C.3)
Démonstration. Soit A ⊆ Rn un ensemble mesurable et soit R : Rn 7→ Rn une isométrie.
νn(R(A)) =
∫
Rn
χA(R
−1(x1,...,xn)) dx1 ...dxn (C.4)
=
∫
R−1(Rn)
χA(x1,...,xn)
1
det(R−1)
dx1 ...dxn (C.5)
= νn(A). (C.6)
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Théorème 4. Soit f : Rn 7→ R une fonction mesurable avec un support compact et telle
que f ∈ L∞(Rn), R : I × Rn 7→ Rn est une fonction continue où I = (R/Z)` (c'est à
dire I est un tore de dimension `) telle que pour tous θ ∈ I, R(θ,.) est une transformation
orthogonale sur Rn et K : Rm 7→ R est une fonction continue avec m < n. Pour tous
θ ∈ I et (x1,...,xm) ∈ Rm, posons :
Pf (θ)(x1,...,xm) =
∫
Rn−m
f(R(θ,(x1,...,xn))) dxm+1 ...dxn, (C.7)
et
µK(Pf (θ)) =
∫
Rm
K(x1,...,xm)Pf (θ)(x1,...,xm) dx1 ...dxm. (C.8)
Alors, (f,θ) 7→ µK(Pf (θ) est une fonction continue de I × L∞c (Rn) dans R.
Démonstration. Soient f,f1 ∈ L∞c (Rn) tels que Sf1 ⊂ Sf ⊕ B′n(1) et θ,θ′ ∈ I.
µK(Pf (θ
′))− µK(Pf1(θ)) = µK(Pf (θ′))− µK(Pf (θ)) + µK(Pf (θ))− µK(Pf1(θ)). (C.9)
 Premièrement, développons µK(Pf (θ′))− µK(Pf (θ)) :
µK(Pf (θ
′))−µK(Pf (θ)) =
∫
Rm
K(x1,...,xm) (Pf (θ
′)(x1,...,xm)−Pf (θ)(x1,...,xm) dx1 ... dxm
=
∫
Rn
K(x1,...,xm)(f(R(θ
′,(x1,...,xn)))− f(R(θ,(x1,...,xn)))) dx1 ... dxn.
(C.10)
Soit ε ∈ (0,1]. Alors, selon le lemme 3, il existe une fonction continue φε telle que,
νn({x ∈ Rn | f(x) 6= φε(x)}) < ε.
Posons Aε = {x ∈ Rn|f(x) 6= φε(x)} et Aϑ,ε = {x ∈ Rn|f(R(ϑ,x)) 6= φε(R(ϑ,x))}.
Comme νn(Aε) < ε et Aϑ,ε = R(ϑ,.)−1(Aε), alors en utilisant le Lemme 4, on obtient
νn(Aϑ,ε) < ε for all ϑ ∈ I.
Posons B = Sf ⊕ Bn(1) et B′ =
⋃
ϑ∈I R(ϑ,.)
−1(B).
Comme Sf ⊆ B et Sφε ⊆ B, alors
⋃
ϑ∈I R(ϑ,.)
−1(Sf ) ⊆ B′ et
⋃
ϑ∈I R(ϑ,.)
−1(Sφε) ⊆ B′.
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De plus, B′ est un ensemble borné. En eet, B est un ensemble compact et pour tous
x,y ∈ B′, il existe θ1,θ2 ∈ I et x1,y2 ∈ B tels que x1 = R(θ1,x) et y2 = R(θ2,y). Ainsi
on a dn(x,y) ≤ dn(x,O) + dn(O,y) = dn(x1,O) + dn(O,y2) ≤ 2 maxz∈B dn(O,z) où O est
l'origine.
D'autre part, comme Aε ⊆ B, alors pour tous ϑ ∈ I, Aϑ,ε = R(ϑ,.)−1(Aε) ⊆ B′.
Comme φε est une fonction uniformément continue (car φε est une fonction continue à
support compact). Alors il existe δ > 0 tel que
∀ x,x′ ∈ Rn, dn(x,x′) < δ =⇒ |φε(x)− φε(x′)| < ε.
Comme R : I × Rn 7→ Rn est une fonction continue et B′ est un ensemble borné, alors R
est une fonction uniformément continue sur I ×B′ et il existe donc δ1 > 0 tel que
∀ (θ,x),(θ′,x′) ∈ I ×B′, d′`,n((θ,x),(θ′,x′)) < δ1 =⇒ dn(R(θ,x),R(θ′,x′)) < δ
où d′`,n est la distance induite par la distance euclidienne sur le produit cartésien du tore
de dimension ` et de Rn.
Pour tous θ,θ′ ∈ I et pour tous x ∈ Rn on a :
f(R(θ′,x))− f(R(θ,x)) = f(R(θ′,x))− φε(R(θ′,x)) + φε(R(θ′,x))− φε(R(θ,x))+
φε(R(θ,x))− f(R(θ,x)). (C.11)
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Alors,
|µK(Pf (θ′))− µK(Pf (θ))| ≤
∫
Rn
|K(x1,...,xm)| |f(R(θ′,x))− φε(R(θ′,x))| dx1 ...dxn
+
∫
Rn
|K(x1,...,xm)| |φε(R(θ′,x))− φε(R(θ,x))| dx1 ...dxn
+
∫
Rn
|K(x1,...,xm)| |φε(R(θ,x))− f(R(θ,x))| dx1 ...dxn
≤
∫
Aθ′,ε
|K(x1,...,xm)| |f(R(θ′,x))− φε(R(θ′,x))| dx1 ...dxn
+
∫
B′
|K(x1,...,xm)| |φε(R(θ′,x))− φε(R(θ,x))| dx1 ...dxn
+
∫
Aθ,ε
|K(x1,...,xm)| |φε(R(θ,x))− f(R(θ,x))| dx1 ...dxn
≤ 2||f ||∞
∫
Aθ′,ε
|K(x1,...,xm)| dx1 ...dxn
+
∫
B′
|K(x1,...,xm)| |φε(R(θ′,x))− φε(R(θ,x))| dx1 ...dxn
+ 2||f ||∞
∫
Aθ,ε
|K(x1,...,xm)| dx1 ...dxn.
≤ 2||f ||∞ ||K||∞,B′ (νn(Aθ′,ε) + νn(Aθ′,ε))
+ ||K||∞,B′
∫
B′
|φε(R(θ′,x))− φε(R(θ,x))| dx1 ...dxn
≤ 4||f ||∞ ||K||∞,B′ νn(Aε)
+ ||K||∞,B′
∫
B′
|φε(R(θ′,x))− φε(R(θ,x))| dx1 ...dxn.
Où ||K||∞,B′ = max({|K(x1,...,xm)| | (x1,...,xm) ∈ B′}) est un nombre ni car K est
une fonction continue sur Rm et B′ est une ensemble borné.
Soit d′` la distance géodésique sur le tore de dimension ` induite par la distance eucli-
dienne. Si d′`(θ
′,θ) < δ1, et donc d′l,n((θ
′,x),(θ,x)) < δ1, alors dn(R(θ′,x),R(θ,x)) < δ. Par
conséquent, |φε(R(θ′,x))− φε(R(θ,x))| < ε.
Donc,
|µK(Pf (θ′))− µK(Pf (θ))| ≤ ( 4||f ||∞ ||K||∞,B′ + ||K||∞,B′ νn(B′) ) ε (C.12)
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 Deuxièmement, développons µK(Pf (θ))− µK(Pf1(θ)) :
µK(Pf (θ))−µK(Pf1(θ)) =
∫
Rm
K(x1,...,xm) (Pf (θ)(x1,...,xm)−Pf1(θ)(x1,...,xm) dx1 ... dxm
=
∫
Rn
K(x1,...,xm)(f(R(θ,(x1,...,xn)))− f1(R(θ,(x1,...,xn)))) dx1 ... dxn.
=
∫
Rn
K(R−1(θ,x1,...,xm)(f(x1,...,xn)− f1(x1,...,xn)) dx1 ... dxn.
≤ ||f − f1||L∞
∫
Sf⊕B′n(1)
|K(R−1(θ,x1,...,xm)| dx1 ... dxn.
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Résumé 
La cryo-microscopie électronique est une technique tomographique permettant de reconstituer la structure 3D 
d’un objet complexe en biologie à partir d’un jeu d’acquisitions. Ces images de l’objet complexe sont appelées 
les projections et sont acquises sous orientations inconnues. Un des avantages de la cryo-microscopie 
électronique est l’obtention d’un modèle 3D de très haute résolution de l’objet dans un état naturel. La 
procédure de reconstruction comporte plusieurs étapes telles que l’alignement, la classification des 
projections, l’estimation de leurs orientations et le raffinement des projections. Lors de ces étapes, la distance 
entre deux projections est fréquemment mesurée.  
Le travail réalisé au cours de cette thèse s’organise autour de la recherche théorique d’une distance entre 
des projections non-orientées avec comme objectif l’amélioration de la procédure de reconstruction 
tomographique en cryo-microscopie électronique. La contribution de ce travail de thèse est une méthode 
permettant d’estimer la différence angulaire entre deux projections dans les cas 2D et 3D. Notre méthode est 
basée sur la construction d’un graphe de voisinage dont les sommets sont les projections, dont les arêtes 
relient des projections voisines et sont pondérées par une approximation locale de la différence angulaire. Le 
calcul de ces poids repose sur les propriétés des moments de projection. Notre méthode est testée sur des 
images simulées de différentes résolutions et de différents niveaux du bruit. La comparaison avec des autres 
méthodes d’estimation de la différence angulaire est aussi réalisée. 
Mots clés : cryo-microscopie électronique, reconstruction tomographique, distance euclidienne, différence 
angulaire, orientations inconnues, moments de projections, graphe de voisinage. 
Résumé en anglais 
Cryo-electron microscopy is a tomographic technique allowing to reconstruct a 3D model of complex structure 
in biology from a set of acquired images. These images are known as the tomographic projections and are 
taken at unknown directions. The advantage of the cryo-electron microscopy is the 3D reconstruction at very 
high resolution. The reconstruction procedure consists of many steps such as projection alignment, projection 
classification, orientation estimation and projection refinement. During these steps, the distance between two 
projections is frequently measured. 
The work in this thesis aims at studying the distances mesured between two unknown-direction projections 
with the objective of improving the reconstruction result in the cryo-electron microscopy. The contribution of 
this thesis is the developement of a method for estimating the angular difference between two projections in 
2D and 3D. Our method is based on the construction of a neighborhood graph whose vertices are the 
projections, whose edges link the projection neighbors and are weighted by a local approximation of the 
angular difference. The calculation of the weights relies on the projection moment properties. The proposed 
method has been tested on simulated images with different resolutions and at different noise levels. The 
comparison with others estimation methods of angular difference has been realised. 
Keywords: cryo-electron microscopy, tomographic reconstruction, Euclidiean distance, angular difference, 
unknown directions, projection moments, neighbordhood graph.
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