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第1章 諸言 
1.1. 研究背景 
 近年，日本では人口減少とともに少子高齢化が急速に進んでいる．日本の人口は 2010
年 1 億 2,805 千万人をピークに 2055 年には 1 億人を割り込み，9,193 万人まで減少する
と見込まれる．また，15～64 歳の生産年齢人口は 2013 年で 7,901 万人から 2060 年には
4,418万人まで大幅に減少し，さらに65 歳以上の人口割合は2013 年の約18%から2060 年
には約 40％に増加し，大幅な人口減少に加えて，急速に少子高齢化が進むと予測される．
世界に先駆けて超高齢社会を迎えた日本に続き，今後は，先進国や新興国でも高齢化が進
むと予測され，我が国においても，これまで経験したことがない少子高齢化が進むと考え
られている（Fig. 1.1）． 
 一方，日本における非労働人口のうち，就業希望者は 2013 年約 428 万人であり就業希
望者は多く，内訳は女性が約 315 万人とおよそ 4 分の 3 を占めている[1]．就業に付けな
い主な理由として，「出産・育児のため」（105万人），「適当な仕事がありそうにない」（97
万人），「健康上の理由」（38 万人），「介護・看護のため」（16 万人）と続き[2]，働く意欲
があるにも関わらず，就業につけない環境下にある女性が多いことがわかる．さらに， 60
～64 歳の高齢者の無就業者（27.3％）のうち 3 割以上の人および 65～69 歳の無就業者
（51.0％）のうち 2割以上の人が，それぞれ就業を希望している[3]． 
今後，少子高齢化が進み，生産年齢人口が減少する中，生産年齢人口を増加させるため
に，現役世代の家事や介護，子育て等と仕事を両立する支援と高齢者の自立生活を支援す
ることが求められ，ロボットの活用が１つの手段として期待される． 
 
 
Fig. 1.1 Trend of Japan's aging population and future estimation. 
総数(万人) 
（出典）２０１０年までは国勢調査，２０１３年は人口推計１２月１日確定値， 
２０１５年以降は国立社会保障・人口問題研究所「日本の将来推計人口（平成２４年１月推計）」の出生中位・死亡中位仮定による推計結果 
高齢化率 
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1.2. 家庭内生活支援ロボットに関する関連研究と課題 
日常生活分野や介護分野におけるロボット活用に関して，将来ロボットの活躍が期待さ
れる分野に関する調査によると「ロボットの活躍が期待できる」と回答した人の割合が高
かった家庭内作業は，掃除などの「家事支援」や高齢者に対する「介護支援」であった．
逆に，「ロボットの活躍が期待できる」と回答した人の割合が低かった分野は「子育て」
であった．これはロボットに子育てをゆだねることへの罪悪感や自らの手で子育てを行い
たいなどの価値観や子供に対して危害が加えられるのではないかなどの安全性への懸念
から，ロボットに子育てを委ねることには抵抗感が強いことが考えられる[2]．  
家庭内で作業するロボットは様々な環境で動作する必要がある．しかし，現在稼動して
いる主な産業用ロボットは，ロボット用に整えられた環境で動作しているため，家庭内環
境で動作させることが難しい．家庭内で作業するロボットの中で，製造・販売されている
ものとしてアイロボット社のルンバ[4]や，パナソニックのルーロ[5]などの掃除ロボット
がある．家庭内の部屋や壁，床面などの状態をロボットに搭載されている各種センサを使
って家庭内環境を計測し，自動で走行し掃除を行うものが主流である．今後，大きな市場
の伸びが期待され，従来，人が手動で掃除をする代わりにロボットが自動で環境を認識し
掃除を行う点で大変有益である[6]．また，掃除作業自体は人がいない方がロボットによ
る掃除作業が動作させやすいこともあって，事前にタイマー機能を使って予約しておくこ
とで，人のいない時間帯に掃除をすることができる機能を搭載している掃除ロボットも多
い． 
この種のロボットは洗濯機や衣類乾燥機，食器洗い機など従来の家電と同様に，人が介
在することなく「自動」で動作させることが望まれる．しかしながら，家庭内環境をすべ
てセンシングして動作させることは難しく，掃除ロボットが床に置かれた障害物などにス
タックして動作不可能となった場合にはエラーを表示し，人がロボットを正常走行可能な
位置まで移動させたり，リモコンなどを使って人が操作することで，家庭内環境に適応さ
せている．すなわち，Fig. 1.2 に示すように，本来，ロボットが自律して動作すること
が望まれるが，その実現が難しい場合に人が介在し，協調・分担して作業することで家庭
内作業を完遂するケースである． 
一方，介護分野では，主に病院や施設向けとして，CYBERDYNE 社のロボットスーツ HAL[7]
やパナソニックのリショーネ[8]が製造・販売されている．ロボットスーツ HAL はユーザ
の下肢に直接装着し，歩行や立ち座りのトレーニングをアシストする．リショーネは電動
ベッドと車いすが融合した商品で，寝たきりの高齢者の移乗をアシストすることができ，
高齢者が横たわっているベッドや車椅子を介護者がリモコンや人手を使って操作するこ
とで，高齢者を乗せたままでベッドから車椅子を簡単に分離することができる．いずれの
製品も本来は高齢者自身が自立して行うべき作業だが，Fig. 1.2 に示すように，その実
現が難しい場合にロボットが介在し，協調・分担して作業することで作業を完遂するケー
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スである． 
以上のことから，家庭内生活を支援するロボットを実現するために，人とロボットの協
調・分担には大きく分けて以下に示す 2つのケースがあると考える． 
 
ケース１：ロボットが自律して動作することが望まれるが，その実現が難しい場合に人
が介在し，協調・分担して作業することで作業を完遂するケース 
ケース２：人間が自立して行うべき作業だが，その実現が難しい場合にロボットが介在
し，協調・分担して作業することで作業を完遂するケース 
 
ケース１に関しては，本来ロボット単独で作業が難しい場合に，どのように介入し，強
調・分担するのが適当であるのかはこれまで明らかになっていない（Table1.1 の【課題
Ⅰ】）．この課題Ⅰを解決する手法として Table1.1 に示すように，人が教示して人のスキ
ルをロボットに移植する手法と，タスク分析による人間のスキルをモデル化する手法が考
えられる． 
人が教示して人のスキルをロボットに移植する手法については，産業用途で主に使わ
れている操作方式として，ティーチングペンダント方式やロボット言語を使ったプログラ
ミング方式がある[9]．この方式のメリットは，数値入力やロボットアームの各軸別に位
置を修正できることから，高精度な動作生成が可能である．デメリットとしては，プログ
 Fig. 1.2  Sharing and collaboration between human and robot. 
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ラミング言語や各軸別の操作などロボットに関する専門知識が必要である．さらに，教示
点を離散的に決定する方式であり，人が本来行っている連続的な動作とは異なるため，ロ
ボットの素人にとって直感的に操作することが困難である．一方，直感的に操作が可能な
方式として直接教示方式がある[10][11]．この方式はロボットの知識がなくても直感的に
操作することができる．デメリットとしては，ロボットに直接把持して操作するため，サ
ーボオフで操作する場合には安全であるが，ロボットの自重を人が支える必要があるため
重たく操作性が悪い．さらに，一連の動作を連続的に教示することができる反面，軌道の
一部を修正することが難しい．そこで，直感操作の観点で優れている直接操作方式をベー
スに，軌道の一部を修正できる手法を明らかにすることで，人のスキルを簡単にロボット
に移植することが可能であると考えられる（【手法１】）． 
一方，人が家庭内で作業を行う際には，視覚や聴覚，力覚などを使って周辺環境を認
識しながら作業を行っている．このような人間のスキルをモデル化する方法について，従
来研究として，人間のスキルをモデル化して，人が介在し，協調・分担することなく，ロ
ボットを自律的に動作させる研究がある[12][13][14]．しかしながら，家庭では産業用ロ
ボットの場合と異なり，ロボットが扱うワークの形状や状態などの周辺環境は時々刻々と
 
 
 
 
【課題Ⅰ】協調・分担をどのようにロボット
に実現させるか 
【課題Ⅱ】どの程度ロボットに
協調・分担させるか時間軸でど
う切り替えるか 
 教示によるスキル移
植 
タスク分析によるスキ
ル理解とロボット化 
ロボットと人間のタスクの協
調・分担方式のシステマティッ
クな決定 
【ケース１】 
ロボットの完全
自律が望まれる
ケース 
【手法１】 
直感操作の観点で優
れている直接操作方
式をベースに，軌道
の一部を修正できる
直接教示手法 
【手法２】 
家事動作の人のスキル
分析とロボット化 
【手法３】 
家事動作時のロボットと人間
のタスクの協調・分担方式のシ
ステマティックな切り分け方
法 
【ケース２】 
人間の自立動作
が望まれるケー
ス 
【手法４】 
介護動作の直接教示
法 
【手法５】 
介護動作の理学療法士
のスキル分析とロボッ
ト化 
【手法６】 
・介護動作フェーズ毎のアシス
ト戦略のシステマティックな
切り分け方法 
 
 
 
Table 1.1 Problems on Cooperation and sharing method between human and robots． 
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変化するため，事前に全ての環境をモデル化して，自律的にロボットの動作を生成するこ
とは困難である．一方，人とロボットが協調しながら重量物を搬送する研究がある
[15][16]．これは人がロボットを操作して人が環境を認識し環境に適応させながらロボッ
トを動作させる方式である．この方式ではロボットによってパワーをアシストしつつ，搬
送先の目標位置については人が操縦して指示することで環境変動にうまく適応させるこ
となどが可能となり，家庭内の環境変動に十分対応可能であると考える．しかしながら，
家庭内作業の中には調理作業や掃除作業など常に人が操縦するのではなく，自律的に作業
をこなすことが求められるものがある．以上のことからロボット単独での作業が難しい場
合に，家事動作の人のスキル分析とロボット化の手法を明らかにする必要がある（【手法
２】）． 
さらに，先のケース１の課題Ⅰに加えて，家庭内作業において，そもそもどのような作
業であればロボット単独での作業が適切であり，どのような協調であれば人・ロボット協
調とすべきか，といったシステマティックな切り分け方法が確立されていない（Table1.1
の【課題Ⅱ】）．料理という作業一つをとってみても，材料の下ごしらえから加熱調理，盛
り付けまで時間軸に沿って様々な作業があり，これら一連の作業の中でどの作業を協調に
するのか，自動にするのか，人が作業するのかなど決定する系統だった方法もない．また，
人が介在し，協調・分担することを考える場合に，そもそも人が介在するために，作業の
手離れが悪くなり，ロボット化するメリットが薄れるという課題がある．これについては
人の介在時間をできるだけ短くなるような直感操作インタフェースや重量物搬送のアシ
ストなどのように常に介在してでもメリットを見出せるような工夫が必要である．すなわ
ち，家庭内作業には人が介在することでロボット化に意味があるものもあれば，費用対効
果の面でもロボット化が無意味なものがある．さらに，そもそもロボットの自動化自体が
難しい作業が存在する．以上のことから家庭内作業において，そもそもどのような作業で
あればロボット単独での作業が適切であり，どのような協調であれば人・ロボット協調と
すべきか，といったシステマティックな切り分け方法を確立する必要がある（【手法３】）． 
以上のことから，ケース１のロボットが本来自律して動作することが望まれる作業にお
いて，その実現が難しい場合に，どのように人が介在し，協調・分担するのかという課題
Ⅰに対して，直感操作の観点で優れている直接操作方式をベースに，軌道の一部を修正で
きる直接教示手法（【手法１】）や，家事動作の人のスキル分析とロボット化の手法（【手
法２】），さらに，家事動作時のロボットと人間のタスクの協調・分担方式のシステマティ
ックな切り分け方法【手法３】の確立が必要である． 
一方，ケース２，すなわち本来人間が自立して行うべき作業だが，その実現が難しい場
合にロボットが介在し，協調・分担して作業する場合について，どのようにロボットが介
入し，協調・分担すべきかは明らかになっていない． 
先に述べたリショーネは電動ベッドと車いすが融合した商品で，寝たきりの高齢者の移
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乗をアシストすることができ，介護者が，高齢者が横たわっているベッドや車椅子をリモ
コンや人手を使って操作することで，高齢者を乗せたままでベッドから車椅子を簡単に分
離することができる．これらのリモコンでの操作で生成された動作を先に述べた家庭内作
業の直接教示手法と同様にロボットに記憶して人のスキルを移植することで，介護動作の
ロボットへの教示が可能となる手法が考えられる（【手法４】）． 
一方，理学療法士は，人の残存能力を活かした介護支援を行っているが，その原理は明
らかになっていない．そこで，理学療法士の持つスキルを原理原則レベルで理解し，それ
をロボットに置き換えてロボットに実装する方法が考えられる（【手法５】）．特に，日常
生活において，基本動作となる椅子やベッドからの起立動作の支援において，理学療法士
は高齢者の残存している能力をうまく活用しながら，最適な支援を行う独自のスキルを有
しており，そのスキルを本質的に理解し，ロボットに適した方法に置き換えて実装する必
要がある．高齢者の起立支援には，高齢者の全体重を支えて持ち上げる移乗支援ロボット
があるが[17][18][19]，これらは高齢者自身に残存している筋力などの身体能力を活用せ
ず強制的に持ち上げている．強制的に持ち上げるロボットでは，介護者にとっては楽に移
乗させることができるが，高齢者の残存している身体能力の低下をまねく． 
さらに，起立動作の支援する場合に，臀部を離床するフェーズや上体を上方に持ち上げ
るフェーズなど複数の動作フェーズがあり，それぞれの動作フェーズ毎にアシスト戦略を
切り替える手法の確立が必要である（【手法６】）． 
以上のことから，ケース２，すなわち本来人間が自立して行うべき作業だが，その実現
が難しい場合に，どのようにロボットが介在し，協調・分担して作業するのかという課題
Ⅰに対して，直感操作の観点で優れている直接操作方式をベースにした介護動作の直接教
示法（【手法４】）や，介護動作の理学療法士のスキル分析とロボット化の手法（【手法５】），
さらに，介護動作フェーズ毎のアシスト戦略のシステマティックな切り替え手法（【手法
６】）確立が必要である．  
 
1.3. 研究目的 
本論文では，前節で述べた以下の２つのケースに関して，以下の３つの課題を解決する
ことを目的とする． 
 
ケース１：ロボットが自律して動作することが望まれるが，その実現が難しい場合に人
が介在し，協調・分担して作業することで作業を完遂するケース 
 
課題１：ロボット単独での作業が難しい場合に，果たしてどのような協調・介入方式が
適当であるのが明らかになっていない．そこで筆者は周辺の全ての環境を認識して動作す
る完全自律型のロボット（Table1.1 の【手法２】）ではなく，ロボットが周辺環境の中で
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動作しつつ必要に応じて人が持つ巧みで臨機応変な環境認識の能力を活かすことで変動
する環境に柔軟に動作することが可能なロボットが実現できるのではないかと考えた．以
上の考えに基づき，人の臨機応変さや高度な環境認識の能力をうまく利用するために，自
律的に動作しているロボットに対して，必要な時のみ人が手づたえでロボットを操縦する
ことで環境変動に柔軟に適応可能な「手づたえ教示」を提案する（Table1.1 の【手法１】）．
さらに，本方式について実作業への適用実験を行ったのでその結果についても述べる． 
 
課題２：課題１の解決策の一つとして「手づたえ教示」を提案したが，そこでは人とロ
ボットとが協調すべき作業が既に与えられているという前提であった．しかし，家庭内作
業においてそもそもどのような作業であればロボット単独での作業が適切であり，どのよ
うな作業であれば人・ロボット協調とすべきか，といったシステマティックな切り分け方
法が確立されていない．そこで家庭内作業を統一的に扱い，システマティックにロボット
化するか否かを切り分ける手法を提案する（Table1.1 の【手法３】）． 
 
ケース２：人間が自立して行うべき作業だが，その実現が難しい場合にロボットが介在
し，協調・分担して作業することで作業を完遂するケース 
 
課題３：理学療法士の持つスキルを原理原則レベルで理解し，それをロボットに置き換
えてロボットに実装する方法を提案する（Table1.1 の【手法５】）．加えて，介護動作の
うち起立動作の各フェーズのアシスト戦略の切り替え手法について提案する（Table1.1
の【手法６】）． 
 
提案する家庭内作業の協調・分担方式は家庭内という変動の大きな環境を想定しており，
より変動が少ない，もしくはロボット用に環境整備が可能な工場や施設などの業務作業支
援にも十分適応できると考える. 
 
1.4. 本論文の構成 
本論文は以下のように構成する． 
第２章では，先に述べた課題１，すなわち，本来人が介在することなく自律して動作さ
せることが望まれる場合（ケース１）に，どのような介入・協調方式が適当であるのかは
これまで明らかになっていない課題に対し，ロボット周辺の環境の状況すべてを認識して
動作する完全自律型のロボットではなく，ロボットが周辺環境の中で自律的に動作しつつ，
必要に応じて人がロボットの自律動作に介入し，人が持つ巧みで臨機応変な環境認識の能
力を活かすことで，変動する環境に柔軟に動作することが可能な「手づたえ教示方式」を
提案する． 
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提案した手づたえ教示では，直接ロボットを操作して直感的に動作を生成し，従来の位
置の目標指令値の教示に加えて，力の目標指令値や幾何学的なパラメータなどの複数種類
のパラメータの教示を可能とし，さらに，直感的にその場で動作の修正が可能な「その場
動作修正」を可能としている．また，軽量柔軟で安全な空圧人工筋を使ったロボットアー
ムを用いて，拭き掃除や調理作業などの家事作業の一部の作業について，手づたえ教示を
適用することで，基本は自律的に動作しつつ，環境変動があってうまく動作しない時のみ
人がその場で操作して動作を修正することで，家庭内の環境変動の大きな環境でも動作で
きることを確認している． 
第３章では，先に述べた課題２，すなわち第２章で述べた手づたえ教示によって課題１
が解決されたとしても，そもそも家庭内作業においてどのような作業であればロボット単
独での作業が適切であり，どのような作業であれば人・ロボットが協調すべきか，といっ
たシステマティックな切り分け方法が確立されていない問題に対して，家庭内作業を統一
的に扱い，システマティックにロボット化するか否かを切り分ける手法を提案している．
具体的には，家庭内作業を「環境変動の適応要求度」と「作業の困難度」という二つの指
標によって４つの領域に分類することで，ロボット化するための基本戦略の提案を行なっ
ている．さらに，提案した戦略に基づいて，第２章で提案した手づたえ教示を含むより一
般的な枠組みとして，人のみで行う動作，ロボットのみで行う動作，人とロボットが協調
して行う動作に分類して動作シーケンスを定義することで，環境変動の大小が入り乱れた
家庭内作業の動作シーケンス生成法を提案する． 
さらに，軽量柔軟で安全な空圧人工筋を使ったロボットアームを用いて，第３章で提案
した動作シーケンス生成法をカレー調理作業に適用し，調理といった環境変動の大きな場
合でも約７割の作業がロボットによって動作可能であることを確認している．さらに，ロ
ボットが自動で作業している間は人の手が空くため，他の仕込みをするなどロボットと人
の同時作業が行えるため，最終的な調理時間は短縮できることを示し，提案手法の妥当性
が検証している． 
第４章では，先に述べた課題３，すなわち，本来人が自立して行うべき作業について，
どのようにロボットが介入・協調すべきかは明らかになっていないという問題に対して，
高齢者の起立支援に着目し，自立支援型の起立アシストロボットの開発について述べる．
第４章では，理学療法士の持つスキルを原理原則レベルで理解し，高齢者の残存している
身体機能を発揮でき，且つ，高齢者が楽に起立可能なアシストロボットによる起立支援方
法を提案している． 
具体的には，理学療法士のスキル分析により，①理学療法士の力が有効に高齢者の上体
に伝わるように素早く背中の反りと骨盤の前傾を促すようなアシストをすることで，上体
を剛体化させ自然な前傾姿勢および臀部離床を促す．さらに，②高齢者が転倒しないよう
にバランスをとりながら誘導し，上方向に自力で起立動作が可能となるようアシストする
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という２種類のスキルを抽出している．これらの２つのスキルをアシストロボットで実現
するために，①２点式スリングホールド機構を使った上体の前傾誘導法と，②-a 水平方
向は位置制御で誘導し，垂直方向は力制御で力をアシストする水平誘導・垂直力アシスト
制御方式，さらに製品化を見据えた本スキルの簡易的な実現方法として，②-b ロボット
のアシスト速度を明示的に切り替える速度切り替え制御手法を提案している． 
上体の前傾誘導法に関するスキルについては，物理演算可能な ODE（Open Dynamics 
Engine）を使ってシミュレーションを実施し，２点式スリングホールド機構を装着して上
体全体を包み込み，高齢者の上体を剛体化させることで，ロボットの前方向への誘導力が
伝わりやすくなって臀部離床が促進できることを示し，スキルの解析結果の妥当性を検証
している． 
また，リニアステージ実験機により水平誘導・垂直力アシスト制御手法について効果を
示している．さらに，起立アシストロボットの製品化を見据え，リニアステージ実験機よ
りは小型軽量で移動が可能なパラレルリンク型の２自由度のアシストロボット実験機を
提案し，２点式スリングホールド機構を使った上体の前傾誘導法及び速度切り替え制御手
法について小型アームによる起アシスト実験を行い，アシスト速度を変化させた時の効果
を示すことでスキルの解析結果の妥当性を検証している． 
最後に，第５章では，第１章から第４章までの主要な結果をまとめており，本論文を総
括するとともにと今後の課題と展開について述べる．  
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第2章 手づたえ教示によるロボットアームのその場動作修正法 
2.1. はじめに 
家庭内で作業するロボットは様々な環境で動作する必要がある．しかし，現在稼動して
いる主な産業用ロボットは，ロボット用に整えられた環境で動作しているため，家庭内環
境で動作させることが難しい．そこで，ロボットにより家庭内の多様な作業を行うために
は，環境変動に柔軟に対応可能なロボットの動作生成法の確立が必要である． 
Fig. 2.1 はロボットが動作する時の「人」と「ロボット」とその「周辺環境」の関係
を表現した図である．Fig. 2.1①のように，人が家庭内で作業を行う際には，視覚や聴覚，
力覚などを使って周辺環境を認識しながら作業を行っている．Fig. 2.1①をロボット化す
るにあたり，Fig. 2.1③のように，周辺の環境を認識し事前に環境モデルを生成して，ロ
ボットを自律的に動作させる研究がある[12][13][14]．しかしながら，家庭では産業用ロ
ボットの場合と異なり，ロボットが扱うワークの形状や状態などの周辺環境は時々刻々と
変化するため，事前に全ての環境をモデル化して，自律的にロボットの動作を生成するこ
とは困難である．一方，人とロボットが協調しながら重量物を搬送する研究がある
[15][16]．これは人がロボットを操作して（Fig. 2.1②），人が環境を認識し（Fig. 2.1
①），環境に適応させながらロボットを動作させる方式である（Fig. 2.1③）．この方式で
はロボットによってパワーをアシストしつつ，搬送先の目標位置については人が操縦して
指示することで環境変動にうまく適応させることなどが可能となり，家庭内の環境変動に
十分対応可能であると考える．しかしながら，家庭内作業の中には調理作業や掃除作業な
ど常に人が操縦するのではなく，自律的に作業をこなすことが求められるものがある．そ
こで筆者は周辺の全ての環境を認識して動作する完全自律型のロボットではなく，ロボッ
トが周辺環境の中で動作しつつ（Fig. 2.1③），必要に応じて人が持つ巧みで臨機応変な
環境認識の能力を活かすことで（Fig. 2.1①，Fig. 2.1②），変動する環境に柔軟に動作
することが可能なロボットが実現できるのではないかと考えた．  
以上の考えに基づき，本章では人の臨機応変さや高度な環境認識の能力をうまく利用す
るために，自律的に動作しているロボットに対して，必要な時のみ人が手づたえでロボッ
Robot Environment 
Human 
③ 
① ② 
Fig. 2.1 Relations of Human, Robot and Environment. 
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トを操縦することで環境変動に柔軟に適応可能な「手づたえ教示」を提案する．さらに，
本方式について実作業への適用実験を行ったのでその結果についても述べる． 
 
2.2. 従来のロボット教示方式と課題 
家庭において，人がロボットを操作して動作を生成するにあたり，一般家庭の素人でも
簡単に操作が可能な操作性が重要である．Table 2.1 はロボットの主な教示方式を示す．
産業用途で主に使われている操作方式として，ティーチングペンダント方式やロボット言
語を使ったプログラミング方式がある[9]．この方式のメリットは，数値入力やロボット
アームの各軸別に位置を修正できることから，高精度な動作生成が可能である．さらに，
ロボットに直接接触して操作しないことから，安全に操作ができる．デメリットとしては，
プログラミング言語や各軸別の操作などロボットに関する専門知識が必要である．さらに，
教示点を離散的に決定する方式であり，人が本来行っている連続的な動作とは異なるため，
ロボットの素人にとって直感的に操作することが困難である． 
オフライン教示は，ロボットやワークの幾何学情報に基づいて，計算機内で軌道を生成
する方式である．ロボットを使わずに計算機のみで教示ができるため，安全であり，ロボ
ットやワークの調整などの手間を省くことができる．しかしながら，実際のワークやロボ
ットには誤差があるため，実環境において生成した動作を最終調整する必要がある． 
一方，直感的に操作が可能な方式として直接教示方式がある[10][11]．この方式は人
がロボットを直接把持して操作するため，人が動かしたい通りに連続的にロボットを移動
させることができ，ロボットの知識がなくても直感的に操作することができる．デメリッ
トとしては，ロボットに直接把持して操作するため，サーボオフで操作する場合には安全
であるが，ロボットの自重を人が支える必要があるため重たく操作性が悪い．また，ロボ
ットの重量をソフトウェア的に補償することで柔軟な教示動作が可能な方式が提案され
ているが[20]，その場合はサーボオンで操作するため安全性の確保が必要となる．さらに，
一連の動作を連続的に教示することができる反面，軌道の一部を修正することが難しい．
例えば，どの点からどの点までを修正するのか，各教示点をどのような値に修正するのか
について，直感的な操作方式で操作する方式が存在しておらず，一から動作を全て教示し
 
 
 Accuracy Safety Easiness to modify Intuitiveness 
Teaching-pendant 
Robot programming 
○ ○ ○ × 
Off-line teaching × ○ ○ × 
Direct teaching × △ × ○ 
 
 
 
Table 2.1  Comparison of robot instruction methods. 
12 
 
直すか，もしくは，従来のプログラミングやペンダントによる教示方式と併用する必要が
あった．  
 
2.3. 手づたえ教示によるその場動作修正法の提案 
2.3.1. 手づたえ教示の提案 
以上の考察により筆者は直感操作の観点で優れている直接操作方式をベースに，人の臨
機応変さをうまくロボットにとり入れることでロボットの動作を生成する方式を「手づた
え教示」と名付け，以下を満たす方式として定義した． 
 
(1) 直接ロボットを操作して直感的に動作を生成し，従来の位置の目標指令値の教示
に加えて，力の目標指令値などの複数種類のパラメータを教示できる（直接教示
法）． 
(2) 環境変動が起こった際に，作業を途中で中断することなく，修正したいパラメー
タのみを直感的にその場で修正ができる（その場動作修正法）． 
 
先に述べたように，直接教示は連続軌道を直感的に教示することが可能だが，手づたえ
教示の特徴であるその場動作修正法，すなわち作業を中断することなく生成した軌道を後
から部分的に修正する操作方法の仕組みはまだ確立できていない．ここで考察する位置の
目標指令値やそれ以外のパラメータのその場動作修正の操作方法について，Fig. 2.2 に
示したいくつかのケースが考えられる． 
 
I. 位置・姿勢指令値のその場動作修正：ロボットが位置制御で動作中に，人がロ
ボットアームを直接操作して，力を加えると加えられた方向に位置指令値をそ
の場で修正する操作方法である．Fig. 2.2 (I-a)では人が下方に向かって力を
加えると，ロボットアームが円状に動作しながら下方に移動する．また Fig. 
2.2 (I-b)では，人がロボットアームの手首の姿勢を修正すると，円状に動作
しながら斜めに移動する． 
II. 力指令値のその場動作修正：ロボットが力制御で動作中に，人がロボットアー
ムを直接操作して，力を修正したい方向に力を加えると加えられた方向に力指
令値をその場で修正する操作方法である．Fig. 2.2 (Ⅱ)では下向に力制御で
動作している最中に人が下向きに力を加えると，力指令値が下向きに大きくな
るように動作を修正する． 
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III. 軌道の幾何学的パラメータのその場動作修正：Fig. 2.2 (Ⅲ-a)(Ⅲ-b)に示す
円やジグザグ動作のように予めプログラミングされている軌道の追従動作中
に，人がロボットアームを直接操作してそれらの幾何学的なパラメータを修正
したい方向に力を加えると，加えられた方向に幾何学的なパラメータをその場
で修正する操作方法である．Fig. 2.2 (Ⅲ-a)ではあらかじめ決められた半径
で円状に動作中に人が力を加えると，半径を小さくもしくは大きくするように
動作を修正する．また Fig. 2.2 (Ⅲ-b)ではあらかじめ決められた幅でジグザ
グ動作中に人が力を加えると，ジグザグの振幅が小さくもしくは大きくなるよ
うに動作を修正する． 
 
以上の操作方法により，人が動作を変更したい箇所でロボットアームを操作することで，
作業を中断することなく動作の一部を直感的にその場で修正することが可能となる．さら
に，上記の操作方法により位置指令値だけではなく力指令値や幾何学的なパラメータをそ
の場で修正することが可能となる．特に力指令値に関しては，位置指令値と異なり，どれ
ぐらいの強さで制御しているかを数値で示しても直感的な確認や修正が難しいため，直接
操作により力指令値を修正できる意義は大きい． 
本章で提案したその場動作修正法と従来の直接教示法との違いについて Fig. 2.3 を使
って説明する．Fig. 2.3 はロボットが自動で作業中に環境変動が生じたために再教示し，
その後，作業を再開する過程について横軸を時間軸として表現した図である．Fig. 2.3(a)
に従来法による修正の過程を示す．Fig. 2.3(a)に示すようにロボットが自動で作業を行
っている時に（Fig. 2.3 の S1），環境変動が起こり作業を修正する際には，一度ロボット
の運転を停止させ（Fig. 2.3 の S2），全ての動作を一から教示し（Fig. 2.3 の S3），教示
終了後に動作を再開するために環境セッティング等の準備を行った後で（Fig. 2.3の S4），
作業を再開していた（Fig. 2.3 の S5）．しかしながら本論文で想定している調理作業や拭
Fig. 2.2  Various patterns of robot motion modification by hand-guiding instruction. 
(I-a)Position modification (I-b)Attitude modification 
(Ⅲ-b)Amplitude modification 
(Ⅱ)Force modification 
(Ⅲ-a)Radius modification 
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き掃除などの家庭内作業の場合には，修正のために作業を中断，教示している間に（Fig. 
2.3の S2，S3，S4）周辺環境の変動が起こる場合がある．例えば，中断している間に鍋の
具材が焦げたり，汚れが乾いてこびりついたりする．そのため Fig. 2.3 の S1中に発生し
た環境変動に適応するように S3 で教示しても，S5 の作業再開時点において S2～S4 間で
変化した環境変動に適応して作業することができない．一方，提案手法では，Fig. 2.3(b)
に示すようにロボットが自動で作業を行っている時に（Fig. 2.3 の S10）環境変動が起こ
って作業を修正する際に，ロボットを停止させることなく（Fig. 2.3 の S12），修正した
い動作のみを部分的にその場で修正を行う（Fig. 2.3 の S11）．修正は動作中にその場で
反映され（Fig. 2.3 の S12），その後は自動で動作する（Fig. 2.3 の S13）．提案手法では
修正中も作業を継続しているために環境変動に柔軟に適応できる点に加えて，軌道の一部
のみを修正でき，また，作業を中断，再開するためのセッティング等が不要となり，修正
の手間が大幅に削減できる． 
関連する従来研究として，人が変動する環境の中で臨機応変に作業をしている点に着
目し，人の動作や技能をロボットに移植する方式などの取組みがあるが[21]，先に述べた
ような手づたえ教示の提案はない．一方，遠隔操作研究の分野では人とロボットがそれぞ
れ得意な要素を臨機応変に出し合って作業を遂行する「共同作業」の提案がある[22]．共
同作業のコンセプトについては本章の立場と通じるものがあるが，遠隔教示である点や修
正が人の操作時のみ適応され，人の操作が終わればその後の動作に修正が反映されていな
い点で本章と異なる．さらにロボットへの直接教示に関する研究には，直接教示によりヒ
ューマノイドロボットに位置と力の指令値を教示している提案や[23]，ロボットを直接教
示することによりリカレントニューラルネットで動作を学習させ，ロボットの動作中に人
が直接介入することで学習した別の動作に遷移させる手法の提案[24]，力の教示を含む直
接教示データから動作プログラムを生成することで教示作業を効率化する提案[25]，人間
の判断が必要な要素と自動化すべき要素とに分離した提案などがあるが[26]，いずれも本
章で提案しているような，作業を中断することなく環境変動に適応できるその場動作修正
Fig. 2.3  Comparison of robot direct instruction methods. 
(S1) 
Operation 
 
(S2) 
Stop 
(S3) 
Teaching 
(S4) 
Stop 
(S5) 
Operation 
(b)Hand-Guiding method 
(S10) 
Operation 
 
(S11)Teaching 
(S12)Operation 
(S13) 
Operation 
t 
(a)Current method 
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という考え方はない．そこで筆者は，先で定義した「手づたえ教示」における（１）の位
置指令値やそれ以外のパラメータの教示法と（２）のその場動作修正法を提案し，その方
式について以降で詳しく述べる． 
 
2.3.2. 目標軌道の設定 
本節ではその場動作修正を実現するためのロボットアームの目標軌道の設定方法につ
いて述べる．先に述べたその場動作修正を受け付けるためにロボットアームは以下に説明
する目標軌道に関する情報と作業を適切に行なうための適切な座標系（タスク座標系）が
あらかじめ与えられているとする．目標軌道に関する情報はロボットアームのある時間に
おける手先位置及び姿勢やロボットアームが対象物に加える力などの情報であり，タスク
座標系で表現される．タスク座標系の一例を Fig. 2.4 に示す．ワールド座標系Σw の原
点 Oｗをロボットアームの原点に設定する．作業面を X-Y 平面とし，作業面垂直方向を Z
軸とするタスク座標系Σt を定義する．タスク座標系の原点 Ot はワールド座標系の原点
Ow からの相対座標として与えられる．目標軌道に関する情報の一例を Table 2.2に示す．
以下それぞれの項目について説明する． 
 
・ Motion ID：軌道の個々の動作を識別する ID． 
・ Position and Attitude：ロボットアームの手先目標位置及び目標姿勢に関する情
報． 
・ Force：ロボットアームが対象物に加える力目標に関する情報． 
・ Template ID：動作テンプレートを識別する ID．動作テンプレートとは先に示した
円動作やジグザグ動作のような幾何学情報を含んでいるものであり，具体的には
Fig. 2.5 に示す各動作テンプレートの「Template ID」を参照する．動作テンプレ
ートを使わない場合は「－１」を設定． 
・ Control Mode Flag：ロボットアームの手先位置及び姿勢及び力のパラメータのう
ちのいずれの情報が有効かを示す制御モードフラグに関する情報．６方向のそれぞ
れについて位置か力のどちらかが有効かを示す． 
Fig. 2.4  Task coordinates. 
y 
z 
x 
y 
z 
x 
Σt : Task coordinates Σw : World coordinates 
Constraint plane 
Ow 
Ot 
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・ Time：各動作が作用する時間． 
・ Modifiability Flag：ロボットアームの手先位置及び姿勢及び力のパラメータの位
置姿勢，動作テンプレートが示す幾何学情報のうち，いずれの情報が修正可能かを
示す修正フラグ．デフォルト値は全軸修正可能とする． 
 
動作テンプレートを使わない場合には，目標軌道の位置姿勢及び力に関する情報は人に
よる直接教示により生成され，一定時間毎にロボットアームの位置と力を取得し記憶する．
目標軌道の制御モードフラグは教示時に設定され，手先に力センサを具備している場合に
は，力センサの値がある閾値以上の場合は力情報を有効に，力センサの値がある閾値未満
の場合には位置を有効とするようフラグを設定する．また，力制御を行いたい方向のみボ
タンなどでその方向と時間を指定する方式でも良い．修正フラグは，位置姿勢もしくは力
情報のうち全ての情報を修正可能とする場合は，制御モードフラグと同じ値を設定する．
一部の情報のみ修正したい場合には，修正したい情報のみフラグを有効にする．さらに
Table 2.2 の目標軌道は一例としてｉｄ１からｉｄｎまでの動作を順次行うこととするが，
これらの一連の動作を繰り返すように設定することも可能である． 
動作テンプレートを使う場合には，動作情報は予め記憶されている動作テンプレートの
中から動作させたい動作をボタンやタッチパネルなどを利用して選択することで生成す
る．Fig. 2.5 に動作テンプレートの例とそれぞれの動作情報を示す．選択された動作テ
ンプレートは Table 2.2 の「Template ID」に Fig. 2.5 に示す「Template ID」を設定す
る．選択されたテンプレート情報の軌道から数点を選択しての目標軌道として設定する．
例えば，Fig. 2.5 (a)の円動作の場合には，円軌道の数点を選択して目標軌道として設定
する．さらに，各動作テンプレートの半径や中心座標などの幾何学パラメータを修正可能
とする場合には，Table 2.2 の修正フラグ「Modifiability Flag」に修正可能とするパラ
メータを設定する．例えば Fig. 2.2 (Ⅲ-a)に示すような修正をする場合には，Table 2.2
Table 2.2  Target motion information. 
Motion ID Position and 
Attitude 
Force Template ID Control Mode 
Flag 
Time Modifiability 
Flag 
id1  ｒｄ 1  ｆｄ 1  tid1  cｆ1  t1  mｆ1  
id2  ｒｄ 2  ｆｄ 2  tid2  cｆ2  t2  mｆ2  
・・ ・・ ・・ ・・ ・・ ・・ ・・ 
idn  ｒｄ n  ｆｄ n  tidn  cｆn  tn  mｆn  
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の「Template ID」に Fig. 2.5 に示す「Template ID」を設定し，(a)円動作テンプレート
の半径を修正可能となるように Table 2.2 の「Modifiability Flag」に設定しておく．
「Modifiability Flag」はテンプレート提供時に予め設定しておくことも可能であり，さ
らにボタンやタッチパネルなどを利用して操作者が設定することも可能である． 
なお，Table 2.2 の目標軌道に関する情報とタスク座標系はあらかじめ与えられている
としたが，本手法を適用するためにはこれらの情報を事前に準備しておく必要がある．そ
こで，事前準備の作業工数について従来の直接教示法と提案手法の違いについて述べる．
Table 2.2 に示した目標軌道に関する情報のうち，従来法においても位置や力の指令値，
Time の設定及びハイブリッド制御を行う場合は，適切なタスク座標系の設定と位置制御
及び力制御の方向の指定（Control Mode Flag）の設定が必要となる．また，本提案手法
では，あらかじめ用意されているテンプレートを Template ID として選択する工数が必要
となるが，従来法においても位置や力の指令値を入力する代わりに，予め記憶されている
指令値やテンプレートを選択することで軌道を生成する手法をとる場合には同様の設定
が必要となる．Modifiability Flag は本提案手法において手動設定が必要な項目である
が，先に述べたように，各軸のボタンを用意するなどして簡易に設定することが可能であ
り，デフォルトでは全軸修正可能としているので，設定しなくても本手法を適応すること
Fig. 2.5  Examples of motion template. 
(a)Circle motion template 
Template ID Center position(c1) Radius(r1) 
1 (xb1,yb1,zb1) rb1 
… … … 
 
(b)Circular waving motion template 
Template ID Center position(c2) Radius(r2) 
101 (xc1,yc1,zc1) rc1 
… … … 
 
(c) Linear waving motion template 
Template ID Position1(p1) Position2(p2) Position3(p3) Position4(p4) 
201 (xd1,yd1,zd1) (xd2,yd2,zd2) (xd3,yd3,zd3) (xd4,yd4,zd4) 
… … … … … 
 
 
 
 r1 
 c1 
 r2 
 c2 
 p2 
 p3 
 p4(end) 
 p3-p2(amplitude) 
start 
end 
start 
end 
p1(start) 
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が可能となる．以上のことから本手法のために事前に準備しておく手間は従来法と比較し
てそれほど多くないと考える． 
なお，本論文の操作者として想定している一般家庭のユーザによりタスク座標系の設定
を行なうことは困難であるため，例えば，作業面と垂直の方向を力制御モードとして設定
する提案[25]を応用して，目標軌道を生成する前に，Fig. 2.6 に示すように，ロボット
アームを直接操作して作業面に向けることで簡易にタスク座標系Σtを設定する手法を採
用するなどして一般家庭のユーザでも簡易にタスク座標系を設定することが可能となる． 
また，本論文では，動作テンプレートの一例を示して，動作テンプレートを使ったその場
修正法の枠組みの提案を行なったが，他にもいろいろなテンプレートが考えられる．他の
動作テンプレートについても本手法を応用することで，直感的にその場修正を行なうこと
が可能であると考える． 
 
2.3.3. 制御系の構成 
以上により生成した動作について，Fig. 2.7 および Fig. 2.8 の制御ブロックに従って
ロボットの動作制御を行う．Fig. 2.7 はロボットアームが自律動作する場合の制御ブロ
ックである．Fig. 2.8は，その場動作修正時の制御ブロックである．Fig. 2.7 および Fig. 
2.8 の行列𝑆𝐶は，Control Mode Flag においてある軸が力制御モードの場合は対応する要
素が 1，位置制御モードの場合は 0 となる対角行列であり，力制御モード選択行列と呼ば
れる．また，Fig. 2.8 の行列𝑆𝑀は，その場修正可能な軸を選択する対角行列であり，
Modifiability Flagが 1の軸に対応する要素は１，それ以外は０とする． 
自律動作を行わせる前の教示時や自律動作時においては，目標軌道は軸ごとに決められ
た制御モードに応じて適宜修正が加えられる．まず，ある軸が位置制御モードである場合
は，目標軌道𝑟𝑑には修正は加えられない．次に制御モードが力制御モードである場合には，
目標軌道はインピーダンスモデルに基づき修正される．以下では，インピーダンスモデル
に基づいて目標軌道を修正する方法について述べる． 
Fig. 2.6 Setting task coordinates. 
y 
z 
x 
Constraint plane 
Ot 
Σt : Task coordinates 
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インピーダンスモデルに基づく目標軌道修正の方法は，インピーダンス制御モードもし
くは力制御モードで異なる．インピーダンス制御モードは，自律動作を開始させる前の直
接教示において選択されるモードであり，このとき力センサにより検出されたロボットア
ームに加えられた力𝐹𝑒𝑥𝑡と機械インピーダンス設定値である慣性?̂?と粘性?̂?と剛性𝐾とを
使って，  
∆𝑟𝑑𝑖𝑚𝑝  = (?̂?𝑠
2 + ?̂?𝑠 + 𝐾)−1𝐹𝑒𝑥𝑡                  （2.1） 
により，目標軌道修正値∆𝑟𝑑𝑖𝑚𝑝が求められる．ただし，𝑠はラプラス演算子である． 
次に力制御モードは，自律動作時に Fig. 2.７で力制御モード選択行列𝑆𝐶により選択さ
れている軸，すなわち Control Mode Flag によって力制御モードが選択された軸に適用さ
Fig. 2.8  Control system structure in the hand-guiding instruction mode. 
 
Fig. 2.7  Control system structure in autonomous mode. 
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れるモードであり，力の目標指令値𝑓𝑑に対して 
∆𝑟𝑑𝑓  = (?̂?𝑠
2 + ?̂?𝑠 + 𝐾)−1𝑆𝑐(𝐹𝑒𝑥𝑡 − 𝑓𝑑)               （2.2） 
とすることで𝐹𝑒𝑥𝑡が𝑓𝑑となるように目標軌道修正値が生成される． 
以上により各制御モード毎に算出された∆𝑟𝑑𝑖𝑚𝑝または∆𝑟𝑑𝑓よって，目標軌道生成部から
出力された目標指令値𝑟𝑑がインピーダンス制御モードの場合には， 
?̃?𝑑  = 𝑟𝑑 +  ∆𝑟𝑑𝑖𝑚𝑝                         （2.3） 
により，また力制御モードの場合には， 
?̃?𝑑  = 𝑟𝑑 +  ∆𝑟𝑑𝑓                          （2.4） 
によって目標軌道が修正され，これを新たな目標軌道として位置制御系でロボットを制
御する．  
 
2.3.4. その場動作修正時の軌道修正手順 
本節では，Fig. 2.8 のブロック図および Fig. 2.9で示すフローチャートを用いて，そ
の場動作修正時の軌道の修正手順について述べる． 
まず後述の方法（次節参照）によってユーザからの修正動作の開始の有無をFig. 2.9
のステップS1にて判断し，修正動作なしと判断された場合は，前節で説明したようにロボ
ットは自律動作となり，ステップS2にて設定されたControl Mode Flag（Fig. 2.7の中の
力制御モード選択行列SCに対応）に基づいて，（ⅰ）位置指令値に基づいて制御する位置
制御モードか，（ⅱ）力指令値に基づいて制御する力制御モードかが選択される．力制御
モードの場合は式(2.2)によって𝐹𝑒𝑥𝑡が𝑓𝑑となるように∆𝑟𝑑𝑓が求められ，式(2.4)により目
標軌道𝑟𝑑が修正される． 
一方，ステップ S1にて修正動作ありと判断された場合は，ステップ S3の条件分岐に移
り，あらかじめ設定された Modifiability Flag（Fig. 2.8の中の選択行列𝑆𝑀に対応）に
よって修正可能とした方向のみ制御モードを切り替える．具体的には，ステップ S4 の条
件分岐において，修正の指示があった方向の Control Mode Flag が位置制御モードの場合
は，人が加えた力でロボットアームの軌道を修正させるインピーダンス制御モードに変更
し，Control Mode Flagが力制御モードの場合には，位置制御モードに変更する． 
インピーダンス制御への変更に際しては，その時刻での目標位置指令値をそのまま𝑟𝑑と
して設定する．この時，自律動作開始前の直接教示の際の式(2.1)によるインピーダンス
制御と同様に， 
∆𝑟𝑑𝑖𝑚𝑝  = (?̂?𝑠
2 + ?̂?𝑠 + 𝐾)−1(𝐼 − 𝑆𝐶)𝑆𝑀𝐹𝑒𝑥𝑡            （2.5） 
21 
 
によって，人が修正したい方向にロボットアームが軌道修正されるような目標軌道修正値
∆𝑟𝑑𝑖𝑚𝑝を生成し，式(2.3)により位置指令値を修正することができる．この方法によって，
位置制御モードで動作している動作を停止させることなく，その場で動作修正ができるた
め，停止による環境変動の影響を受けずに修正が可能となる． 
一方，Control Mode Flagが力制御となっている方向については，動作修正に切り替え
たタイミングでのロボットアームの現在の手先位置を目標指令値として設定し，位置制御
モードで動作させる．その時に人が加えた力𝐹𝑒𝑥𝑡を力検出部で検出し，これをその場修正
完了後に再び力制御モードで動作するときの力目標指令値として設定する． 
また，ステップ S3 にて Modifiability Flagが無効となっている方向については，動作
修正可能な制御モードへの切り替えは行わない．これは，動作修正が不要である方向につ
いては，元来の目標値に追従するような拘束をかけることでユーザからの不要な修正や意
図しない衝突による修正を防ぐためであり，平井らが提案した「ソフトウェア治具」[27]
の考え方をその場動作修正法に適応したものである．また，ロボットの動作制約を越えて
操作をしようとした場合などはビープ音などの警告音で知らせるなどの工夫などが別途
必要である． 
特に Modifiability Flag が無効になっている方向において力制御モードが選択されて
いる場合は式(2.2)と同様に， 
∆𝑟𝑑𝑓  = (?̂?𝑠
2 +  ?̂?𝑠 +  𝐾)−1𝑆𝐶(𝐼 − 𝑆𝑀)(𝐹𝑒𝑥𝑡 − 𝑓𝑑)            （2.6） 
によって𝐹𝑒𝑥𝑡が𝑓𝑑となるように∆𝑟𝑑𝑓が求められ，式(2.4)により目標軌道𝑟𝑑が修正される． 
Fig. 2.9  Flowchart of motion modification by Hand-Guiding instruction. 
Is Human modifying  
No: autonomous mode 
Auto 
Yes: modification mode 
Check modifiability flag  
Position control Force control  
Effective Invalid 
Check control mode 
(i)Position control (ii)Force control 
 End 
Modify motion 
control 
(iii)Set impedance control 
(rd=target position) 
 End 
(i)Set Position control 
(rd=current position) 
Position control Force control  
Start 
S1 
S2 
S3 
S4 
flag in each direction 
Check control mode 
the motion?  
in each direction 
 
flag in each direction 
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Fig. 2.8は，以上説明した手順をブロック図で表現したものであり，Modifiability Flag
に対応する選択行列𝑆𝑀で選択された軸のみが，修正動作前の Control Mode Flag を反映
した選択行列力制御選択行列𝑆𝐶によって修正時の制御モードが選択され，適切に動作修正
される手順が表現されている． 
 
2.3.5. その場動作修正開始の指令方法 
人によるその場動作修正開始の指令方法として最も確実な方法は，その場動作修正開始
をロボット周辺に配置されたボタンで入力する方法である．しかしながら，ボタン押下の
ためにロボットアームから手を離す必要があり，さらに視線をボタンに向けるため，修正
開始のタイミングがずれる可能性がある．そこで本章では，ボタンを使わずに人の力のか
け具合で動作修正を開始できる操作方法の検討を行った．具体的には，自律動作（位置制
御モードで制御）時のある一定時間の平均力𝑓𝑎を算出し，𝑓𝑎がある閾値(後述する実験で
は xyz方向について 4(N))以上の場合はその場動作修正開始と判断し，位置制御からイン
ピーダンス制御に自動で切り替える．さらにその場動作修正を開始したタイミングで減速
することでその場動作修正開始の切り替わりを直感的に知らせる提示方法について後述
する実験で実装をおこなった． 
 
2.4. 家事作業での実験 
2.4.1. 空圧人工筋のロボットアーム 
手づたえによるその場動作修正法について，ロボットを使った実作業への適用実験を行
った．実験には，Fig. 2.10 に示す空圧人工筋を使ったロボットアームを使用した[15]．
Fig. 2.10 のロボットアームはマッキベン型の空圧人工筋により駆動する構造とし，基本
構成は腕の中心に位置するリンクを挟んで相対するように配置された１組の空圧人工筋
が１つの関節を拮抗駆動する内骨格拮抗駆動型である．空圧人工筋の採用により，機構的
に柔軟かつ軽量であり，安全にタスクをこなすことが可能である．自由度は 6で，6関節
を 14 本の空圧人工筋で駆動する構成とした．センサ類は，関節角度𝑞を計測するエンコー
  Fig. 2.11 Scrubbing sink by Hand-Guiding instruction. 
(a) (b) 
z 
y 
  Fig. 2.10 Pneumatic robot. 
x 
z y 
x 
Force sensor 
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ダ，アームの手先にかかる外力𝐹𝑒𝑥𝑡を計測する６軸力センサ（Fig. 2.11 の Force sensor）
に加え，空圧人工筋の内部圧力𝑃を計測する圧力センサを設けた． 
 
2.4.2. 拭き掃除作業への適用 
シンク壁面を擦りながら汚れを落とす拭き掃除作業に対して，その場動作修正法の適用
を行った．ロボットアームの手先に圧力センサを設け，その先にハンドを装着しスポンジ
を固定した． 
Fig. 2.11(a)に示す座標系をタスク座標系とし，ロボットアームが自律的にシンクの壁
面(ｚ軸)に対して力制御で擦りながら，シンク面(x-y平面)と平行に位置制御で動作する
様子を示す．Table 2.3 に修正前の目標軌道の情報を示す．拭き掃除動作を実現するため
に実際には Table 2.3 の２つの動作を繰り返すように設定する．Fig. 2.12 は人の修正前
と修正後のロボットアームの目標軌道のうち，位置(x,y,z)とシンク面に加わる力(z)を示
す．Fig. 2.11(a)において，0[s]～10[s]が修正前のロボットアームの目標動作を示す．
Table 2.3 Target motion information for scrubbing sink. 
Motion 
   ID 
Position and Attitude Force Template 
ID 
Control Mode Flag Time Modifiability 
Flag 
1 (0.263,0.249,0,0,0,0) (0,0,5,0,0,0) -1 z:force control 
the rest:position 
control 
0.15 x,y,z: effective 
the rest:invalid 
2 (0.263,0.349,0,0,0,0) (0,0,5,0,0,0) -1 z:force control 
the rest:position 
control 
0.15 x,y,z: effective 
the rest:invalid 
 
Fig. 2.12 Target Position and force for scrubbing sink before/after modification. 
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Fig. 2.11(a)で自律的に動作中に汚れ具合が変化し，少しずれた部分をより強めに擦るた
めには，Fig. 2.11(b)に示すように人がロボットアームの手先に設けた力センサの先に固
定したスポンジをシンク面に向かって押しつけ，シンク平面の位置を移動させた．Fig. 
2.12の 10[s]以降が修正後の目標軌道を示す．Fig. 2.12に示すように，動作中のロボッ
トアームの動作を停止させることなく，その場で目標軌道（位置及び力）の修正が確認で
きた． 
 
2.4.3. 調理作業への適用 
次に Fig. 2.13 に示すような調理作業へのその場動作修正法の適用と，その場動作修正
開始の操作方法について実験を行った．  
 Fig. 2.13 (a)は，円状に動作するテンプレートを使って，鍋底と平行に円状に鍋をか
き混ぜるタスクであり全方向において位置制御で動作している様子を示す．ロボットアー
ムの手先に圧力センサを設け，その先にハンドを装着し調理器具（レードル）を固定した．
動作テンプレートは，Table 2.4 に示す円状に動作する動作テンプレートを使用した．
 Fig. 2.13  Modifying stirring motion by Hand-Guiding instruction.  
(a) (b) 
Force sensor 
Table 2.4 Template information for circular motion. 
Template ID Center position(c1) Radius(r1) 
1 (0,0,0) 0.1 
 
Table 2.5  Target motion information for stirring motion. 
Motion 
ID 
Position and 
Attitude 
Force Template 
ID 
Control Mode Flag Time Modifiability Flag 
1 (0,0,0,0,0,0) (0,0,0,0,0,0) 1 all:position control 0.15 Radius, z: effective 
the rest:invalid 
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Table 2.4 の円の中心座標は先に示したインピーダンス制御にて人がかき混ぜたい位置に
ロボットアームを誘導することで決定した．また，Table 2.5 に示す目標軌道のうち位置
姿勢指令値は，Table 2.4 の円軌道から数点を選択して生成した (実験では円軌道のうち
８点を均等に設定)．Fig. 2.13(b)は人がロボットアームの調理器具（レードル）部分を
把持して上方から下方に向かって押すことで，鍋のより底部分を混ぜるようにその場で動
作を変更している様子を示している． 
 
2.5. おわりに 
環境変動に柔軟に対応することが可能なロボットアームの動作生成法について手づた
え教示の提案を行った．手づたえ教示では，直接ロボットを操作して直感的に動作を生成
し，従来の位置の目標指令値の教示に加えて，力の目標指令値や幾何学的なパラメータな
どの複数種類のパラメータの教示を可能とし，さらに，直感的にその場で動作の修正が可
能なその場動作修正法を可能とした．  
また，軽量柔軟で安全な空圧人工筋を使ったロボットアームを用いて，拭き掃除や調理
作業などの家事作業の一部の作業について，手づたえ教示を適用することで，自律的に動
作しつつ，環境変動があってうまく動作しない時のみ人がその場で操作して動作を修正す
ることで，家庭内の環境変動の大きな環境でも動作することを確認した．本論文では家事
作業の中の調理作業と拭き掃除作業という２つのタスクに適用し，本手法の有効性の確認
を行ったが，提案手法は対象とするタスクに対して適切なタスク座標系と修正可能なパラ
メータが設定できれば，他のタスクにも広く適用可能である．また事前に様々なテンプレ
ートを用意しておくことで効率良く教示及びその場修正が可能となる． 
今後は，本手法の適応限界の明確化に加えて，さらに大きな環境変動に対する動作生成
方式や，安全で操作性の良いロボットアーム，人が簡単に操作可能なロボットの操作方法
の検討をしていきたいと考える．さらに家事支援などの家庭内作業を行うロボットに加え
て，工場や病院における人手作業中心の作業を支援するロボットの研究開発を行っていく
予定である． 
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第3章 家庭内作業の動作シーケンス生成法 
3.1. はじめに 
家庭内で作業するロボットは様々な環境で動作する必要がある．しかし，現在稼動して
いる主な産業用ロボットは，ロボット用に整えられた環境で動作しているため，家庭内環
境で動作させることが難しい．そこで，ロボットにより家庭内の多様な作業を行うために
は，環境変動に柔軟に対応可能なロボットの動作生成法の確立が必要である． 
人が家庭内で作業を行う際には，視覚や聴覚，力覚などを使って周辺環境を認識しなが
ら作業を行っている．従来の研究事例として，周辺の環境を認識し事前に環境モデルを生
成して，ロボットを自律的に動作させる研究がある[12][13][14]．さらに，直接教示によ
りヒューマノイドロボットに位置と力の指令値を教示することで家庭内作業の動作を生
成する提案[23]や，家庭内作業のうち食器洗浄や収納が可能なパートナロボットの提案
[28]がある．ロボットを自律的に動作させる際に RFID などのセンサを物体に取り付ける
ことで，画像認識等を使わずに物体認識が可能となる[29][30][31]．しかしながら，家庭
ではロボットが扱う物体は，同じ物体でも形状や状態が時々刻々と変化することが多い．
例えば調理作業で扱う物体は，切断すると形を変え，熱を加えると状態が変化する．掃除，
洗濯作業においても物体の汚れなどが変化する．そもそも食材や汚れなどに RFID を取り
付けることが困難だが，仮に何らかの工夫をして RFID などを取り付けたとしても，時々
刻々と変化する環境変動を事前にモデル化して，自律的にロボットの動作を生成すること
は困難である． 
そこで第２章にて，周辺の全ての環境を認識して動作する完全自律型のロボットではな
く，ロボットが周辺環境の中で自律的に動作しつつ，必要に応じて人がロボットの自律動
作に介入し，人が持つ巧みで臨機応変な環境認識の能力を活かすことで，変動する環境に
柔軟に動作することが可能なロボットシステムが実現できるのではないかと考えた．すな
わち，自律的に動作しているロボットに対して，環境変動があるために上手く動作しない
時に人が手づたえでロボットの軌道を修正することで環境変動に柔軟に適応可能な「手づ
たえ教示」を提案した．提案手法では，軽量柔軟で安全な空圧人工筋を使ったロボットア
ームを用いて，拭き掃除や調理作業などの家事作業の一部の作業について，環境変動があ
ってうまく動作しない時のみ人がその場で操作しロボットの軌道を修正することで，大き
な環境変動があっても作業が実行できることを確認した． 
以上のように，家庭内作業をロボット化する際に，全ての環境変動を自動認識して自律
的にロボットが動作するのではなく，人間が介在することを前提として考えることで，自
律動作をするのに足りない部分を人が補い，いち早くロボットを家庭に投入できる可能性
がある．さらに，家庭内作業のやり方は個人差が大きく，人が介入することで，ロボット
を上手く自分のやり方に修正できる余地を残すことが可能となる．一方で，人が介在する
ために，作業の手離れが悪くなり，ロボット化するメリットが薄れるという点については，
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手づたえ教示で提案したように人の介在時間をできるだけ短くなるような直感操作イン
タフェースや重量物搬送などのように常に介在してでもメリットを見出せるような工夫
が必要である．すなわち，家庭内作業には人が介在することでロボット化に意味があるも
のもあれば，費用対効果の面でもロボット化が無意味なものがある．これまでは，家庭内
の雑多な作業をロボット化するかしないか，人がどの程度介在して作業をするのかなどの
議論がなされておらず，家庭内作業を統一的に扱い，システマティックにロボット化する
か否かを切り分ける方法が存在しなかった．従来は，個々の家庭内作業をアドホックにロ
ボット化するかしないかを決定しており，実際にロボット化してはじめてロボット化に意
味があるのか無意味なのかが判明し非常に非効率であった．以上のことから本論文では家
庭内作業をどのようロボット化していくかをシステマティックに切り分ける手法につい
て提案する． 
さてここでロボット化するか否かの作業の切り分け方法を考えるにあたり，人とロボッ
トが補完して作業する形態について考えてみる．筆者が先に提案した「手づたえ教示」が，
必要な時のみ人がロボットの自律動作に介入するのに対し，人とロボットが協調しながら
重量物を搬送するなどの「人とロボットとの協調動作」に関する研究がある[15][16][32]．
重量物搬送作業では重力方向にはロボットと人が分担して重量物を支えつつも，水平方向
の物体の移動に関しては，人の動作にロボットが追従することで協調動作を行うことがで
きる．この方式ではロボットによってパワーをアシストしつつ，搬送先の目標位置につい
ては人が操縦して指示することで環境変動にうまく適応させることが可能となり，「手づ
たえ教示」と同じく家庭内の環境変動に十分対応可能であると考える．ただし，「手づた
え教示」がロボット単独で動作し必要なときのみ人が介入する方式であるのに対し，「人
とロボットとの協調動作」は，人もしくはロボットのどちらが欠けても作業が成立しない．
さらに，常に人とロボットが協調して動作する必要があるため，人にとっては負担が大き
い．例えば，調理中の単純作業や掃除作業などは，常に人とロボットが協調して動作する
のではなく，ロボットが自律的に作業をこなすことが求められる作業であり，この種の作
業には「手づたえ教示」の適用が適当である．すなわち，家庭内作業の環境変動に対応す
るために，「手づたえ教示」と「人とロボットとの協調動作」を作業に応じて，使いわけ
る必要がある．しかしながら，全ての家庭内作業が「手づたえ教示」と「人とロボットと
の協調動作」で実現できるわけではない点にも注意が必要である．例えば，家庭内作業の
中には，洗濯物をたたむ作業など衣類の大きさや形などの環境変動が大きいため，そもそ
もロボットによる完全自動化が困難な作業が存在する．このような作業ではロボットによ
る自動化が難しいため，「手づたえ教示」の適応が難しい．一方，「人とロボットとの協調
動作」を適用することは可能であるが，洗濯物をたたむ作業は重量物の搬送の場合と違っ
て，人が単独でできる場合には，ロボットを使うことにメリットを見出せないケースが多
く，ロボット化自体が無意味となる．また，照明のスイッチを押したり，コンセントの抜
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き差しなど人にとって簡単な作業についても，そもそもロボット化自体が無意味である． 
以上の議論から分かるように，大きな環境変動下で行う家庭内作業には「手づたえ教示」
の適用が可能なもの，「人とロボットとの協調動作」の適用が適当なもの，そもそもロボ
ット化が無意味なものなどがあるが，これまでにこれらの切り分け方法は明確に議論され
てこなかった．文献[33]で提案した「手づたえ教示」は，家庭内作業の一部の作業のみの
ロボット化に留まっていたが，作業の切り分けを明確化した上で，家庭内作業の動作生成
法を定義することで，家庭内の作業全体を記述することが可能となる． 
作業の切り分け方法を考えるために，先に述べた環境変動へどれぐらい適応すべきかと
いう点（適応要求度）に加えて，対象作業を人で遂行する場合にどれぐらい困難か（作業
困難度）に着目することができる．すなわち，環境変動に適応させるために人が介入操作
をしてまでもある対象作業をロボット化することが十分に効果を発揮するためには，その
作業を人のみで遂行することが困難もしくは面倒である場合に限られるという考え方で
ある． 
以上の考えに基づき，本章では，家庭内作業を「環境変動の適応要求度」と「作業困難
度」により分類し，これらの作業をロボット化するための戦略を立案する．すなわち，一
連の作業を「手づたえ教示」が適した作業工程，「人とロボットとの協調動作」が適した
作業工程，そもそもロボット化が適さない作業工程とに切り分ける方法を提案する．さら
に，これらの戦略に基づいて，ロボットによる家庭内作業の動作生成について，これまで
提案した手づたえ教示を含むより一般化した枠組みの提案を行なう．これにより既に提案
した「手づたえ教示」の適用範囲が明確になり，家庭内作業を統一的に扱うことが可能と
なる．さらに，手づたえ教示における作業記述法を拡張して，複数の工程からなるロボッ
トと人間による家庭内作業のシーケンスを生成する手法について述べる．これにより，切
り分けられた一連の作業工程を実行するロボットの動作生成法を統一的に表現すること
が可能となる．また，家庭内作業の一例としてカレー調理を取り上げ，提案手法により個々
の工程毎に最適な作業戦略を決めて実験を行い，本提案手法の有効性を確認したので，そ
の結果について述べる． 
 
3.2. 動作シーケンス生成法の提案 
3.2.1. 家庭内作業の分類とロボット化戦略 
家庭内作業をロボット化する戦略を考察するにあたり，家庭における各種作業を Fig. 
3.1 に示すように４領域に分類した． Fig. 3.1 の横軸を適応要求度（ Required 
adaptability），縦軸を作業困難度（Difficulty of Task）とし，以下のように定義した． 
 
 適応要求度（Required adaptability）：家庭内作業において，ロボットが作業対象
や周辺環境の変動，さらに人に対してどれぐらい適応すべきかの度合いを示す．こ
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こで “適応要求度が低い作業”とは，周辺環境などに適応する必要性が小さい，
すなわち，環境変動の少ない作業を示す．逆に“適応要求度が高い作業”とは，大
きな環境変動に適応する必要がある作業である． なお，本章での環境変動とは，
ロボットが取り扱う物体の位置，形状，状態，重さの変動及び人の不確かさと定義
する． 
 作業困難度（Difficulty of Task）：対象作業の人の遂行時の物理的な困難性の度
合いを示す．例えば，“作業困難度が低い作業”とは，ボタンを押したり鍋に材料
を投入する作業など人が行うにはそれほど難しくない作業であり，“作業困難度が
高い作業“とは，重量物を搬送したり，天井などの高いところへアクセスする作業
など人が行うには困難な作業である．また，掃除機を使った掃除やフライパンでの
炒め作業など作業自体はそれほど困難ではないが，繰り返し行う作業であり長時間
になると疲労することから，“作業困難度が高い作業“として取り扱う． 
 
以下に，Fig. 3.1 に示す４つの各領域それぞれのロボット化戦略について述べる． 
 第Ⅰ領域（戦略Ⅰ）：Fig. 3.1 左下の第Ⅰ領域は適応要求度および作業困難度が低い
作業である．例えば，材料を鍋に投入したり，調理開始のボタンを押下する作業など
である．人が行うにはそれほど難しい作業ではなく，作業対象がボタンや鍋などで比
較的環境変動が少ない作業である．この領域の作業は，人が簡単に行える作業である
が，人が手間を省きたい場合には，環境変動が少ないことから，ロボットによる自動
化が可能なグループである．ロボット化した際に，環境変動が少なからず除去できな
 Fig. 3.1 Classification of domestic housekeeping task. 
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い場合には，人が介入・協調することもありえるが，その場合は人が単独で行うより
もきれいになったり短時間でできたりするなど，ロボット化することに何かしらの効
果が見出せる場合以外は，人が介入・協調してまでロボット化を行なう意味がない領
域でもある．ロボット化か人が行うかの判断基準は，ロボット化することのメリット
(費用対効果)の有無となる． 
 第Ⅱ領域（戦略Ⅱ）：Fig. 3.1 左上の第Ⅱ領域は適応要求度が低く作業困難度が高い
作業である．例えば，フライパンでの炒め作業，掃除機を使った掃除，天井の拭き掃
除などである．作業対象が人の手の届かない場所にあるなど作業が困難であるが，作
業対象が床や壁なので比較的環境変動が少ない作業と言える．炒め作業は繰り返し作
業で人にとって面倒な作業ではあるが，鍋やフライパンの大きさや形状などは比較的
環境変動が少ない作業である．この領域の作業は人が単独で行うのが比較的困難な作
業であり，且つ環境変動が少ないことから，ロボットによる自動化に適したグループ
である．ただし，ロボット化した際に，環境変動が少なからず除去できない場合には，
人が介入することもありえる．第Ⅰ領域と異なり，人が介入するなどの手間をかけて
も，困難な作業が簡単にできるので，ロボット化を導入するだけの十分の効果が見込
める領域である．すなわち，ロボットにより自動化し，環境変動が少なからずある場
合には，人が介在して変動に対処する「手づたえ教示」によるその場動作修正法が有
効となる． 
 第Ⅲ領域（戦略Ⅲ）：Fig. 3.1 右下の第Ⅲ領域は適応要求度が高く作業困難度が低い
作業である．例えば，皿洗い，洗濯物をたたむ作業，洗濯物を干す作業，片付け作業
などである．人が行うにはそれほど難しい作業ではないが，皿やコップの種類や，洗
濯物の大きさやたたむ方向などが様々であることから対象物の環境変動が非常に大
きい．この領域の作業は人にとってはそれほど難しくない作業であるが，大きく変化
する環境変動への適応が求められるため，ロボットによる自動化が困難なグループで
ある．この時，第Ⅰ領域と同様に，環境変動に対処するために，人が介入することも
ありえるが，環境変動の程度や頻度が高いため，必要なときにのみ介入する「手づた
え教示」ではなく，人とロボットとが常に協調して作業するモードになり，あまりに
も人の手離れが悪くなる．その場合は人が単独で行うよりきれいになったり短時間で
できたりするなど，ロボットが行うことに何かしらの効果が見出せる場合を除き，人
が協調してまでロボットを導入する意味がない領域でもある．すなわち，環境変動が
大きく自動化は困難であり人が簡単に行えるので，ロボット化はせず基本的に人が単
独で行う． 
 第Ⅳ領域（戦略Ⅳ）：Fig. 3.1 右上の第Ⅳ領域は適応要求度と作業困難度が共に高い
作業である．例えば，アイロンがけや野菜のカット，料理の味付け，重量物搬送など
である．アイロンがけは洋服の材質や形状に合わせて力加減や位置を調整する必要が
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あり，また，野菜のカットは野菜の大きさや形状が様々な野菜をみじん切りやいちょ
う切りなど調理方法に合わせてカットする必要があり，包丁の持ち方や切り方は様々
で難しく，また硬い野菜や肉などは力も必要である．さらに，重量物を部屋の家具な
どを避けて搬送する必要があるため，重い物を持つという高い作業困難度に加え，高
い適応要求度が求められる．この領域の作業は人にとって難しい作業であり，大きく
変化する環境変動への適応が求められるため，ロボットによる自動化が困難なグルー
プである．ただし，人にとって難しい作業の一部のみをロボットが分担し，環境変動
への対応を人が行うといった，人とロボットとが協調して作業を行うこともありえる
グループと言える．例えば，重量物搬送作業では，重量物を支える作業のみをロボッ
トが分担し，搬送経路の指令は人がロボットの手先をガイドすることで行うといった
協調形態が考えられる．ただし，そのようなロボットとの協調動作の実現が難しい場
合は，やむを得ず人が単独で行う．なお，協調動作か人単独かの判断基準は，環境変
動を人が対処したとしてもなお人にとって困難な作業の要素が残っていて，それをロ
ボット化が可能かどうかで判断する． 
 
以上の領域ごとの戦略に基づいて，複数の工程から成る家庭内作業の動作シーケンス生
成法について以降で詳細に述べる． 
 
3.2.2. 家庭内作業の動作シーケンス生成法 
上記で述べた戦略に基づく家庭内作業の動作シーケンス生成法の一例について述べる． 
 
 人単独動作による動作生成法：戦略Ⅰ，Ⅲ，Ⅳで，ロボット化しないと判断した場合
は， Fig. 3.2(a)に示すように人のみで操作をする．戦略Ⅰ，Ⅲのように，作業が簡
単で自動化のメリットがないため人が行う場合と，戦略Ⅳのように，作業が困難であ
るためロボット化が望まれているが，ロボット化自体が困難であるために，やむを得
ず人が行う場合がある．また，Fig. 3.3 は人とロボットそれぞれの作業時間を横軸
時刻で表した図である．Fig. 3.3 (a)に示すように，人単独動作による動作生成法で
は，人のみで作業するためロボットの作業時間はゼロとなる． 
32 
 
 
 その場動作修正法による動作生成法：戦略Ⅰ，Ⅱにおいて，できる限りロボットを自
動で動作させ，環境変動がある場合のみ人が介入すると判断した場合の動作生成法で
ある．具体的には，Fig. 3.2 (b)(i)や Fig. 3.2 (b)(ii)に示すように，ロボットが
位置制御で動作中に，人がロボットアームを直接操作して，力を加えると加えられた
方向に位置・姿勢指令値をその場で修正するその場修正法により動作を生成する（位
置・姿勢指令値のその場動作修正法）．また Fig. 3.2 (b)(iii)に示すように，ロボ
ットが力制御で動作中に，人がロボットアームを直接操作して，力を修正したい方向
Fig. 3.2  Various patterns of three operation modes. 
(i)Position modification (ii)Attitude modification (iii)Force modification 
(c)human-robot cooperation mode (mode2) 
(a) human only operation mode (mode 0) 
(b)robot operation mode with hand-guiding instruction mode (mode 1) 
 Fig. 3.3 Execution time for human and robot in three operation modes. 
(c) mode 2 (b) mode 1 (a) mode 0 
human 
robot 
human 
robot 
human 
robot 
t t t 
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に力を加えると加えられた方向に力指令値をその場で修正するその場修正法により
動作を生成する（力指令値のその場動作修正法）．これは，筆者が前章で手づたえ教
示として提案した手法[33]である．その場動作修正法では，Fig. 3.3 (b)に示すよう
に，通常はロボットを自動で動作させ，環境変動がある場合のみロボットを停止させ
ずに人がロボットの軌道を修正する．人が介在する必要があるが，その時間はわずか
で，作業の多くはロボット単体で実行されるため，その区間において人は他の作業を
行うことができるメリットがある． 
 人・ロボット協調による動作生成法：戦略Ⅳにおいて，積極的に人とロボットとの協
調を行うと判断した場合の動作生成法である．具体的には，Fig. 3.2 (c)に示すよう
に，重量物の重さはロボットが支え，高さ調整は人が行なうといったように，人とロ
ボットが協調して動作を生成する．先に述べたように，人もしくはロボットのどちら
が欠けても作業が成立しない．この人・ロボット協調作業では，Fig. 3.3 (c)に示す
ように，作業中は人もロボットも作業を行うため，時間的に拘束されるため人の手離
れが悪いが，重たいものを持たなくてもよくなるなど人間への負担が軽減できる（図
では人間の分担分の黒線を細くすることでこれを表現）という点でメリットがある． 
 
以上に述べた動作生成の戦略は，一つの作業に対して一つの戦略を適用するのではなく，
その作業の各工程に適した戦略をとるのはもちろんのこと，個々の工程においてもその工
程でのタスク座標系（後述）の各軸（並進および回転の 6成分）にそれぞれに適した戦略
をとることが可能である点に注意されたい． 
 
3.2.3. 家庭内作業の動作シーケンスの定義 
以上の戦略および各戦略における動作生成法により，家庭内作業の各動作を①人のみで
行う動作，②ロボットのみで行う動作，③人とロボットが協調して行なうという３つの動
作をロボットの作業座標系の各軸に組み合わせることで定義する．家庭内作業は Fig. 3.4
に示すように作業(Task)，工程(Process)，動作(Motion)の３階層構造となっている．１
つの作業は複数の工程(工程シーケンス)から構成され，さらに１つの工程は複数の動作
(動作シーケンス)から構成される．個々の工程内の動作シーケンスの各動作は，ロボット
アームのある時間における手先位置及び姿勢やロボットアームが対象物に加える力など
の情報で記述され，タスク座標系で表現される．タスク座標系の一例としてある平面に対
してなぞり動作を行なう場合を Fig. 3.5 に示す．ワールド座標系Σwの原点 Oｗをロボッ
トアームの原点に設定する．次に，なぞる作業面を X-Y 平面とし，作業面垂直方向を Z軸
とするタスク座標系Σt を定義する．タスク座標系の原点 Ot はワールド座標系の原点 Ow
からの相対座標として与えられる． 
作業，工程，動作を構成する要素について以下に説明する． 
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・ Task ID：作業を識別する ID．例えば，カレー調理を行う際の一連の作業には同
一の IDを割り当てる． 
・ Process ID：作業を構成する個々の工程を識別する ID． 
・ Process Information（Info）：工程の内容を人に説明するための情報． 
・ Progress Information(Info)：作業の進捗に関するコード番号を示す．現在作
業中の工程の場合は「１」を，現在作業中の工程でない場合は「０」を設定す
る． 
・ Motion ID：軌道の個々の動作を識別する ID． 
・ Operation Mode：前節で定義した動作生成法の各動作モードに関する情報を識
別するモード番号を示す．タスク座標系の各軸の並進回転６方向のそれぞれに
ついて，「０」は人のみで行う動作，「１」はロボットのみで行う動作，「２」は
人とロボットが協調して行う動作を示す．６方向それぞれについてモードを設
定することで，重力方向は人協調動作，その他の方向はロボットのみで行う動
作など，複数のモードを組み合わせて作業の動作を生成することが可能となる． 
・ Position & Attitude：ロボットアームの手先目標位置及び目標姿勢に関する情
報．「Operation Mode」が「０」の場合は，人が作業をしている時のロボットア
ームが待機しておくべき手先目標位置又は姿勢に関する情報を示す．
「Operation Mode」が「１」の場合は，ロボットアームが動作する時のロボッ
トアームの手先目標位置又は目標姿勢に関する情報を示す．「Operation Mode」
が「２」の時は，人と協調作業する時のロボットアームの手先目標位置又は目
標姿勢に関する情報を示す． 
・ Force & Moment：ロボットアームが対象物に加える力目標に関する情報．
「Operation Mode」が「０」の場合は使用しない．「Operation Mode」が「１」
の場合は，ロボットアームが作業している時の対象物に加える力目標に関する
情報を示す．「Operation Mode」が「２」の時は，人と協調作業している時のロ
ボットアームの力目標に関する情報を示す． 
・ Control Mode Flag：ロボットアームの手先位置及び姿勢及び力のパラメータの
うちのいずれの情報が有効かを示す制御モードフラグに関する情報．タスク座
標系の各軸の並進回転６方向のそれぞれについて位置か力のどちらかが有効か
を示す． 
・ Time：各動作に必要な時間．  
・ Modifiability Flag：「Operation Mode」が「１」「２」の場合は，ロボットア
ームの手先位置又は姿勢又は力のパラメータの位置姿勢のうち，いずれの情報
が修正可能かを示す修正フラグ．デフォルト値は全軸道修正可能とする．
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「Operation Mode」が「０」の場合は，全軌道修正不可能とする． 
 
「Operation Mode」は，3.2.1 節で述べたロボット化戦略に基づいて決められた 3.2.2
節の動作生成法により決定される．人の関わりを大きくしても効果が少ない作業や，作業
が困難でロボット化が望まれているがロボット化自体が困難であるためやむを得ず人が
行う作業については，ロボット化せず人のみで行う動作「０」とする．また，できる限り
ロボットを自動で動作させ，環境変動がある場合のみ人が介入する作業は，ロボットのみ
で行う動作「１」とし，作業が困難で環境変動が大きいが，人が介入しても十分に効果が
ある作業については，人とロボットが協調して行う動作「２」とする．また，「Operation 
Mode」はタスク座標系の各軸の並進回転毎に設定するが，例えば並進方向をロボットが担
当し，姿勢方向を人が担当するケースが考えられる．このようなケースは各軸毎に見れば，
並進方向の「Operation Mode」はロボット単独で行う「１」，姿勢方向の「Operation Mode」
は「０」となり，このようなケースは人とロボットの協調作業ではなく，各軸に人とロボ
ットが分担して行う分担作業と定義する．ロボットの動作をタスク座標系の各軸の並進回
転６方向それぞれに３つの動作モードのいずれかで構成することで，種々雑多な家庭内作
業をロボット化した時の動作シーケンスを記述することが可能となる． 
動作シーケンスの制御モードフラグ（Control Mode Flag）は教示時に設定され，手先
に力センサを具備している場合には，力センサの値がある閾値以上の場合は力情報を有効
に，力センサの値がある閾値未満の場合には位置を有効とするようフラグを設定すること
が考えられる．また，力制御を行いたい方向のみボタンなどでその方向と時間を指定する
方式でも良い．修正フラグ（Modifiability Flag）は，位置姿勢もしくは力情報のうち全
ての情報を修正可能とする場合は，制御モードフラグと同じ値を設定する．一部の情報の
み修正したい場合には，修正したい情報のみフラグを有効にする．さらに動作シーケンス
Fig. 3.4  Task structure.  
 
36 
 
は一例としてｉｄ1 からｉｄk までの動作を順次行うこととするが，これらの一連の動作
を繰り返すように設定することも可能である． 
以上，本章で示した動作シーケンスの記述法は前章で筆者が提案した「手づたえ教示」
のための動作シーケンス記述法の拡張となっており，「手づたえ教示」を含むロボットと
人による作業工程を統一的に記述表現することが可能となる． 
 
3.2.4. 制御系の構成 
前節で生成した動作シーケンスを実際にロボットにより実現するために，Fig. 3.6 の
制御ブロックによってロボットの動作制御を行う． 
Fig. 3.6 はロボットアームの自動動作及び人とロボットとの協調動作時に使用する各
制御モードでの制御ブロックを示す．Fig. 3.7 は「Operation Mode ＝1」おけるその場
動作修正時の制御ブロック図である．Fig. 3.6の行列𝑆𝑜𝑚0，𝑆𝑜𝑚1，𝑆𝑜𝑚2は「Operation Mode」
に対応した動作モード選択行列であり， それぞれのモードに対応する要素のみが 1 とな
る対角行列となっており，そのモードの軸のみが選択される．その定義から，
𝑆𝑜𝑚0 + 𝑆𝑜𝑚1 + 𝑆𝑜𝑚2 = 𝐼となる．ただし𝐼は単位行列である．Fig. 3.6 および Fig. 3.7 の
行列𝑆𝐶はどの軸が Control Mode Flagにおいて力制御モードなのかを示す力制御モード選
択行列である．また，Fig. 3.7 の行列𝑆𝑀は，その場修正可能な軸を選択する対角行列で
あり，Modifiability Flagが 1の軸に対応する要素は１，それ以外は０とする． 
Fig. 3.5 Task coordinates.  
y 
z 
x 
y 
z 
x 
Σt : Task coordinates Σw : World coordinates 
Constraint plane 
Ow 
Ot 
37 
 
目標軌道はインピーダンスモデルに基づき修正される場合があるが，目標軌道修正の方
法は，インピーダンス制御モードもしくは力制御モードで異なる．インピーダンス制御モ
ードは，Fig. 3.6 に示すように人とロボットが協調して行う動作 Operation Mode＝２の
場合や Fig. 3.7 に示すようにロボット単独で行う動作 Operation Mode＝１において，元
来 Control Mode Flag で位置制御モードであった軸がその場修正される場合などに選択さ
れるモードであり，力センサにより検出されたロボットアームに加えられた力𝐹𝑒𝑥𝑡と機械
インピーダンス設定値である慣性?̂?と粘性?̂?と剛性𝐾を使って，目標軌道修正値∆𝑟𝑑𝑖𝑚𝑝が求
められる．例えば，Operation Mode＝２の場合は 
Fig. 3.7  Control system structure in the hand-guiding instruction mode. 
Fig. 3.6 Control system structure for three different operation modes. 
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∆𝑟𝑑𝑖𝑚𝑝  = (?̂?𝑠
2 + ?̂?𝑠 + 𝐾)−1𝑆𝑜𝑚2𝐹𝑒𝑥𝑡                 (3.1) 
により，目標軌道修正値∆𝑟𝑑𝑖𝑚𝑝が求められる．ただし，𝑠はラプラス演算子である． 
次に力制御モードは Fig. 3.6 に示したロボット単独で行う動作 Operation Mode＝１に
おいて，力制御モード選択行列𝑆𝐶により選択されている軸，すなわち Control Mode Flag
で力制御モードが選択されている軸に適用されるモードであり，力の目標指令値𝑓𝑑に対し
て 
∆𝑟𝑑𝑓  = (?̂?𝑠
2 +  ?̂?𝑠 +  𝐾)−1𝑆𝑐𝑆𝑜𝑚1(𝐹𝑒𝑥𝑡 − 𝑓𝑑)             （3.2） 
とすることで𝐹𝑒𝑥𝑡が𝑓𝑑となるように位置目標軌道が生成される． 
以上により各制御モードで算出された∆𝑟𝑑𝑖𝑚𝑝または∆𝑟𝑑𝑓によって，目標軌道生成部から
出力された目標指令値𝑟𝑑がインピーダンス制御モードの場合には， 
?̃?𝑑  = 𝑟𝑑 +  ∆𝑟𝑑𝑖𝑚𝑝                         （3.3） 
により，また力制御モードの場合には，  
?̃?𝑑  = 𝑟𝑑 +  ∆𝑟𝑑𝑓                          （3.4） 
によって目標軌道が修正され，これを新たな目標軌道として位置制御系でロボットを制
御する．  
なお，ロボットを通常の位置制御モードか，インピーダンスモデルに基づく力制御モー
ドもしくはインピーダンス制御モードのどのモードに設定するかは，設定した Operation 
Mode Flag や Control Mode Flag，Modifiability Flag により決定され，次節で説明する
Fig. 3.8 のフローチャートの手順で設定される． 
 
3.2.5. 動作シーケンスに基づくロボットの制御手順 
Fig. 3.8 は家庭内作業の動作シーケンスの制御手順のフローチャートを示す．まず，
ユーザからの動作開始の指令を受けると，予め設定しておいた動作シーケンス情報及び各
工程の目標軌道情報に基づき，各時刻でのロボットアームの Control Mode Flag と手先
力目標ベクトル𝑓𝑑が出力される． Fig. 3.8 のフローでは，まずステップ S1 にて動作シ
ーケンスの各動作のタスク座標系の各軸に指定された「Operation Mode」によりロボット
の制御方法を決定する． 
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ステップ S1 にて「Operation Mode」が「0」となる座標軸がある場合，すなわち人のみ
で操作する場合は，人が操作している時のロボットの位置を目標位置設定して位置制御を
行う（ステップ S2）．次に，ステップ S1 にて「Operation Mode」が「１」となる座標軸
がある場合，すなわちロボットが自律動作する場合は，ステップ S5 へ進む．またステッ
プ S1 にて「Operation Mode」が「2」となる座標軸がある場合，すなわち人とロボットが
協調動作する場合は，ステップ S3に進む． 
ステップ S3 の条件分岐以降は人とロボットとの協調作業なので，この方向については
常に人からの修正を受け付ける．従って，この方向には目標位置指令値を𝑟𝑑とするインピ
ーダンス制御とし，人からの修正があれば式(3.3)で随時目標軌道を修正する． 
次に，ステップ S5 によりユーザからの修正動作の開始の有無を判断し，修正が行われ
 Fig. 3.8 Flowchart of robot motion control on three different operation modes. 
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ていないと判断された場合は自律動作となり，ステップ S6 にて設定された Control Mode 
Flag に基づいて，（ⅰ）位置指令値に基づいて制御する位置制御モードか，（ⅱ）力指令
値に基づいて制御する力制御モードかが選択される．力制御モードの場合は式(3.2) と同
様に， 
∆𝑟𝑑𝑓  = (?̂?𝑠
2 +  ?̂?𝑠 +  𝐾)−1𝑆𝑐(𝐼 − 𝑆𝑀)𝑆𝑜𝑚1(𝐹𝑒𝑥𝑡 − 𝑓𝑑)         （3.5） 
によって𝐹𝑒𝑥𝑡が𝑓𝑑となるように∆𝑟𝑑𝑓が求められ，式(3.4)により目標軌道𝑟𝑑が修正される． 
一方，ステップ S5にて修正動作ありと判断された場合は，ステップ S7の条件分岐に移
り，あらかじめ設定された Modifiability Flag によって修正可能とした方向のみ制御モ
ードを切り替える．具体的には，ステップ S8 の条件分岐において，修正の指示があった
方向の Control Mode Flagが位置制御モードの場合は，人が加えた力でロボットアームを
移動させるインピーダンス制御モードに変更する． 
インピーダンス制御への変更に際しては，その時刻での目標位置指令値をそのまま𝑟𝑑と
して設定する．この時，「Operation Mode ＝ 2」の場合のインピーダンス制御の式(3.1) と
同様に， 
∆𝑟𝑑𝑖𝑚𝑝  = (?̂?𝑠
2 + ?̂?𝑠 + 𝐾)−1(𝐼 − 𝑆ｃ)𝑆𝑀𝑆𝑜𝑚1𝐹𝑒𝑥𝑡            (3.6) 
によって，人が修正したい方向にロボットアームが軌道修正されるような目標軌道修正値
∆𝑟𝑑𝑖𝑚𝑝を生成し，式(3.3)により位置指令値を修正することができる．この方法によって，
位置制御モードで動作している動作を停止させることなく，その場で動作修正ができるた
め，停止による環境変動の影響を受けずに修正が可能となる． 
一方，Control Mode Flagが力制御となっている方向については，動作修正に切り替え
たタイミングでのロボットアームの現在の手先位置を目標指令値として設定し，目標軌道
の修正のない位置制御モードで動作させる．その時に人が加えた力を力検出部で検出し，
力制御モードで動作するときの力目標指令値として設定する． 
以上，ステップ S5 以降の修正動作ありの場合の制御手順は第２章で述べた「手づたえ
教示」によるその場修正法と同様である． 
なお，本章では人とロボットの協調作業を行う場合に，ロボットが力制御を行い人が位
置を修正することを前提に述べたが，逆のパターンとしてロボットが位置制御を行い，人
が力を修正するケースも考えられる．しかしながら，現実の家庭内作業において，そのよ
うな逆のパターンでの協調動作が成り立つ例は現実的には考えにくいため，本章ではロボ
ットが力制御を行い，人が位置を修正することに限定した制御手順とした． 
以上 Fig. 3.8 により第２章で述べた「手づたえ教示」によるその場修正の制御手順を
拡張する形で全ての「Operation Mode」に対応した制御手順を示すことができた． 
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3.3. 家事作業での実験 
3.3.1. 空圧人工筋のロボットアーム 
上記で述べた家庭内作業の戦略および家庭内作業の動作シーケンス生成法について，ロ
ボットを使った実作業への適用実験を行った．実験には，Fig. 3.9 に示す空圧人工筋を
使ったロボットアームを使用した[15]．Fig. 3.9 のロボットアームはマッキベン型の空
圧人工筋により駆動する構造とし，基本構成は腕の中心に位置するリンクを挟んで相対す
るように配置された１組の空圧人工筋が１つの関節を拮抗駆動する内骨格拮抗駆動型で
ある．空圧人工筋の採用により，機構的に柔軟かつ軽量であり，安全にタスクをこなすこ
とが可能である．自由度は 6 で，6 関節を 14 本の空圧人工筋で駆動する構成とした．セ
ンサ類は，関節角度 q を計測するエンコーダ，アームの手先にかかる外力𝐹𝑒𝑥𝑡を計測する
６軸力センサ（Fig. 3.10 の Force sensor）に加え，空圧人工筋の内部圧力 Pを計測する
圧力センサを設けた． 
 
3.3.2. 調理作業への適用 
次にカレー調理の作業への適用について実験を行った．Fig. 3.10 に示すように，ロボ
ットアームの手先に力センサを設け，その先にハンドを装着した．ハンドの先には，調理
作業に最適なレードルなどのツールを固定し，ロボットの手前に鍋やコンロなどの調理器
具を設置した．座標系は，Fig. 3.10 に示す座標系をタスク座標系とした． 
カレー調理作業は以下の工程から構成される作業であり，個々の工程でとるべき戦略を
括弧内に示す．さらに，Fig. 3.11 に Fig. 3.1 に示した戦略分類をカレー調理に適用し
た場合の各領域を示す． 
 
（1） 野菜や肉などの具材をカットする（戦略Ⅳ） 
（2） レンジの火をつけるために，ボタンを押す（戦略Ⅰ） 
（3） 肉を鍋に投入する（戦略Ⅰ） 
（4） 肉を炒める（戦略Ⅱ） 
（5） 野菜を投入する（戦略Ⅰ） 
Fig. 3.9 Pneumatic robot. 
 
y 
x 
z Force sensor 
Fig. 3.10 Curry cooking. 
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（6） 肉と追加した野菜を炒める（戦略Ⅱ） 
（7） 水とカレールーを投入する（戦略Ⅲ） 
（8） 混ぜながら煮込む（戦略Ⅱ） 
（9） レンジの火を消すためにボタンを押す（戦略Ⅰ） 
(10) 皿にカレーを盛り付ける（戦略Ⅳ） 
 
以上の工程について，個々の工程の戦略に基づいて決められる工程シーケンス及び動作
シーケンスを Table 3.1 および Table 3.2 に示す．工程（１）は野菜や肉などの形状など
が様々であるため，環境変動が大きく，さらに皮をむいたり，カット方法も様々と作業自
体も難しい．そのため戦略Ⅳとなり，ロボット化が困難であると判断され，やむを得ず人
単独で行なう工程となる．（Operation Mode は全軸「０」）．次に工程（２）や（９）のボ
タンを押す工程は，作業自体簡単で，環境変動も小さいことから，戦略Ⅰとなり簡単な作
業であるためロボット化は無意味とみなし，人単独で行なう工程とする（Operation Mode
は全軸「０」）．工程（３）や（５）も同様に，作業自体簡単で，環境変動も小さいことか
ら，戦略Ⅰとなり，簡単な作業であるためロボット化は無意味とみなし，人単独で行なう
工程とする（Operation Mode は全軸「０」）．工程（４），（６），（８）において，肉や野
菜を炒めたり混ぜたりする作業は繰り返し作業となるため，作業困難度が比較的高くなる．
従ってロボットによる自動化を行うが，炒めたり，煮込む過程において，肉の質や野菜の
質などの鍋中の状態が変化するため，環境変動が少なからず残る．以上のことから，戦略
Ⅱとし，ロボット単独で実行し，炒める過程で肉質などの環境が変動した時のみその場で
人が介入する（Operation Mode は全軸「１」）．工程（７）の鍋に水とカレールーを投入
する作業は，水を投入している過程で水の重さが変化し，さらに，カレールーの形状が様々
であるため，環境変動が大きい．しかし投入する作業自体はそれほど困難ではないため，
戦略Ⅲとなる．作業自体は簡単であるためロボット化は無意味であり，人単独で行なう工
程とする（Operation Mode は「０」）．最後の工程（１０）は，皿にカレーを盛り付ける
作業である．皿の位置や盛り付けるカレーの分量などが異なるため，環境変動が大きく，
さらにカレー鍋は重いため人にとっては困難な作業であるため戦略Ⅳとする．カレー鍋な
どの重量物を支える方向はロボットが重さを支え，上下方向の軌道は人がロボットの手先
をガイドすることで実現する．上下方向以外の軸については，あらかじめ設定されたロボ
ットの軌道を人が修正することで実現する（Operation Mode は上下方向は「２」，その他
の方向は「１」）． 
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Table 3.1  Process sequence description table. 
Task ID Process ID Process information Progress Information 
1 
1 cutting meat and vegetables  0 
2 push button 0 
3 putting in meat 0 
4 stir-frying meat 1 
5 putting in vegetables 0 
6 stir-frying vegetables 0 
7 putting in water and roux 0 
8 Stewing   0 
9 push button 0 
10 dishing up 0 
 
Table 3.2 Motion sequence description table. 
Process 
ID 
Motion 
ID 
Operation 
Mode 
Position and Attitude Force and 
moment 
Control Mode Flag Time Modifiability Flag 
1 1 (0,0,0,0,0,0) (0.263,0.549,-0.1,0,0,0) (0,0,0,0,0,0) all:position control 0.15 all:invalid 
2 1 (0,0,0,0,0,0) (0.263,0.549,-0.1,0,0,0) (0,0,0,0,0,0) all:position control 0.15 all:invalid 
3 1 (0,0,0,0,0,0) (0.263,0.549,-0.1,0,0,0) (0,0,0,0,0,0) all:position control 0.15 all:invalid 
4 
1 (1,1,1,1,1,1) (0.263,0.249,0,0,0,0) (0,0,-5,0,0,0
) 
z:force control 
the est:position control 
0.15 x,y,z: effective 
the rest:invalid 
2 (1,1,1,1,1,1) (0.263,0.349,0,0,0,0) (0,0,-5,0,0,0
) 
z:force control 
the est:position control 
0.15 x,y,z: effective 
the rest:invalid 
5 1 (0,0,0,0,0,0) (0.263,0.549,-0.1,0,0,0) (0,0,0,0,0,0) all:position control 0.15  
6 
1 (1,1,1,1,1,1) (0.263,0.249,0,0,0,0) (0,0,-5,0,0,0
) 
z:force control 
the est:position control 
0.15 x,y,z: effective 
the rest:invalid 
2 (1,1,1,1,1,1) (0.263,0.349,0,0,0,0) (0,0,-5,0,0,0
) 
z:force control 
the est:position control 
0.15 x,y,z: effective 
the rest:invalid 
7 
1 (0,0,0,0,0,0) (0.263,0.549,-0.1,0,0,0) (0,0,0,0,0,0) all:position control 0.15 all:invalid 
8 
1 (1,1,1,1,1,1) (0.263,0.249,-0.1,0,0,0) (0,0,0,0,0,0) all:position control 0.15 x,y,z: effective 
the rest:invalid 
2 (1,1,1,1,1,1) (0.263,0.349,-0.1,0,0,0) (0,0,0,0,0,0) all:position control 0.15 x,y,z: effective 
the rest:invalid 
9 
1 (0,0,0,0,0,0) (0.263,0.549,-0.1,0,0,0) (0,0,0,0,0,0) all:position control 0.15 all:invalid 
10 1 (1,1,2,1,1,1) (0.263,0.249,-0.1,0,0,0) (0,0,10,0,0,0
) 
z:force control 
the est:position control 
0.15 x,y,z: effective 
the rest:invalid 
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なお，Fig. 3.11 に示した分類は，Fig. 3.9 及び Fig. 3.10 に示したロボットと各種セ
ンサを使用することを前提とした場合のものであることに注意されたい．例えば使用する
ロボットに力センサの値に基づいてかき混ぜ方を変更するような力センサフィードバッ
ク制御を組み込むことで，Fig. 3.12(a)に示すように戦略Ⅱの工程（６）（８）を戦略Ⅰ
に変更し，自動化することも可能である．さらに，別の例として皿や鍋の位置をカメラな
どを使ってセンシングすることで，Fig. 3.12 (b)に示すように工程（７）を戦略Ⅰに変
更し，自動化できる可能性がある．以上カレー調理の例で見たように，適応要求度と作業
困難性は作業固有の尺度であるが，それぞれの作業が Fig. 3.1 に示した４つの領域のど
こに属するか，すなわちロボット化するかどうか等の作業の切り分けは使用するロボット
の性能により決定されることになる． 
Fig. 3.12 Other classification examples for other robots. 
(a) 
Difficulty of Task  
Required adaptability 
Ⅳ 
Ⅲ Ⅰ 
Ⅱ (1) 
(3)(5) 
(4) 
(2)(9) 
(6)(8) 
(7) 
(b) 
Difficulty of Task  
Required adaptability 
Ⅳ 
Ⅲ Ⅰ 
Ⅱ (1) 
(3)(5) 
(4) 
(2)(9) 
(6)(8) 
(7) 
Fig. 3.11 Classification of curry cooking task. 
Difficulty of Task  
Required adaptability 
Ⅳ 
Ⅲ Ⅰ 
Ⅱ (1) 
(3)(5) 
(4) 
(2)(9) 
(6)(8) 
(7) 
(10) 
(10) (10) 
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なお，Table 3.1 及び Table 3.2 の工程シーケンスおよび動作シーケンスは，例えばロ
ボットを熟知しているメーカなどから,レシピ情報としてインターネットを通じてあらか
じめ用意されているものを入手する方法や，使用者が自ら作成することも可能とする．ユ
ーザは，工程シーケンスをインターネットから入手した後に，自分の家庭環境に合うよう
に直接教示などにより調整を行うことで簡単に使用できる方法などが考えられる．上記各
工程について，先に述べた戦略に基づいて，Table 3.2 の「Operation Mode」により各動
作を定義し，ロボットを動作させた．Fig. 3.13 に実際の調理作業の様子を示す．Fig. 3.13 
(a)は工程（３）を，Fig. 3.13 (b)は工程（４）を，Fig. 3.13 (d)は工程（５）を，Fig. 
3.13 (e)は工程（６）を，Fig. 3.13 (f)は工程（７）を，Fig. 3.13 (g)は工程（８）を，
Fig. 3.13 (h)は工程（１０）の様子を示す．Fig. 3.13(c)は工程（４）の様子を示すが，
力加減が弱く具材をうまく炒めることができなかったため，その場で鍋に押し付ける力を
強めにして炒めるようその場で動作を修正することで，最適な動作に修正できた．なお，
実験では，次の工程に遷移するタイミングを人にボタンを押下してもらうことで行うがボ
タン押下のみで人の負担は少なく，その際に，Table 3.1 で示した進捗情報に基づいて
（Table 3.1 では例として工程（４）が作業中と設定）定義した情報や進捗情報をモニタ
などに提示した．工程への遷移はボタンを押すのみで負担が少なく，さらに人やロボット
が現在行っている作業や次に行なうべき作業を確認することができ有用であった． 
 
 Fig. 3.13 Snapshots of each task process of Curry cooking. 
(b)stir-frying meat 
 
(e) stir-frying vegetables  
  
(f)putting in Water and toux  
 
 
 
 
(g) Stewing (h) dishing up 
(a)putting in meat   (d) putting in vegetables  (c)Hand-Guiding 
 instruction 
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Table 3.3 に Fig. 3.9 及び Fig. 3.10 に示した今回実験に使用したロボットにより各
工程にかかった時間（秒）と，その工程での「人のみ」，「ロボットのみ」，「その場修正」，
Table 3.3 Result of each task process. 
 Fig. 3.14  Rate of task time for each classified task.  
Robot Only 
68.7% 
Human Only 
27.3% 
Human-robot  
cooperation 
1.9% 
Hand Guiding 
2.1% 
proc
ess 
ID 
process information 
robot system & human 
human 
only 
total time 
total time  human 
only 
robot only 
hand 
guiding 
human-ro
bot 
cooperatio
n  
1 
cutting meat and 
vegetables 
300 
300 
300 0 0 0 
2 
push button 2 
0 
2 0 0 0 
3 
putting in meat 6 
6 
6 0 0 0 
4 
stir-frying meat 60 
60 
0 31 29 0 
5 
putting in vegetables 21 
21 
21 0 0 0 
6 
stir-frying vegetables 272 
272 
0 272 0 0 
7 
putting in water and roux 30 
30 
30 0 0 0 
8 
Stewing 651 651 
((*)135) 0 651 0 0 
9 
push button 2 
0 
2 0 0 0 
10 
dishing up 27 
27 
0 0 0 27 
etc. 
Pushbutton for next process  18 
0 
18 0 0 0 
total time(sec) 
(rate(%)) 
1389 1367 
379 
(27.3) 
954 
(68.7) 
29 
(2.1) 
27 
(1.9) 
851 
(62.2) 
 
(*)Time for actually stewed by human  
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「人とロボットの協調作業」の作業時間（秒）の内訳と次の工程へ遷移するために人がボ
タンを押下するための時間(９回×２秒)を示す．さらにロボットを使わずに人のみで作業
をした場合の作業時間（秒）を示す．工程遷移のためのボタン押下時間を加えた全工程の
作業時間（１３８９秒）のうち，ロボット単独で９５４秒（６８．７％）を自動化でき，
さらに時間的には２７秒（１．９％）とわずかだが，鍋の重さをロボットがサポートする
ことで楽に盛り付けを行うことができた．工程（４），（６），（８）においては工程（４）
でのみその場修正を１度行ったが（２９秒），工程（６），（８）ではその修正せずにロボ
ット単独で作業を行うことができた．ロボット化できた作業は繰り返し作業であるため，
約７割が自動化できた点で，人の負担は軽減される．さらに，環境変動がいつおこるかが
予測できないため，あらかじめその場修正ができるように設定しておき，必要な場合のみ
その場で修正し，不要な場合は全自動で作業ができる点は大変有用である．またその場修
正するために，人は時々監視を行う必要があるが，ロボットが自動で作業している間は人
の手が空くため，他の仕込みをするなどロボットと人の同時作業が行うことで，最終的な
調理時間の短縮などユーザメリットがあると考える． 
また，次の工程へ遷移するためのボタン操作はタイマーによって自動遷移させることで
多くを削減できると考える．Fig. 3.14 にロボットを使った場合におけるロボットのみで
行った作業時間，人のみで行った作業時間，人がその場修正にかかった作業時間，そして
人とロボットの協調搬送の作業時間それぞれの全体時間に対する割合を示す．人単独で行
う工程にかかる時間は全体の２７．３％を占め，そのほとんどを工程（１）の具材の準備
に時間を要し，工程（２），（９）のボタンを押す作業や工程（３），（５），（７）の具材の
投入は人の負荷もなく短時間で行えた．工程（２），（９），（３），（５），（７）は作業自体
簡単で，環境変動も小さいことからロボット化すればよいと考えがちだが，あえてロボッ
ト化せず人が単独で行うことで，コスト面で安価に押さえることができる． 
さらに，工程（１）は全体の約２割の時間を要し，ロボット化が望まれているが，ロボ
ット化自体が困難であるために，Fig. 3.1 の戦略Ⅳを適用することでやむを得ず人が行
うこととした工程である．このような自動化が難しい作業が完全自律化できるようになる
ことを待たずに，現時点である程度自動化ができ，時間的にも有効な作業からロボット化
することで，いち早く家庭にロボットを導入することができると考える．また，ロボット
を使わずに人のみで作業をした場合の人が行う作業時間は，８５１秒であり，ロボットを
使った場合の人の作業時間が３７９秒（全体の２７．３％）であることから，ロボットを
使う事で人の作業が半減している．特に工程（４），（６），（８）（戦略Ⅱ）が作業時間短
縮に寄与している．また，工程（１０）（戦略Ⅳ）について時間短縮はないが，ロボット
を使うことにより人は楽に作業ができた．さらに，ロボットを使った場合の工程（４）（６）
（８）（戦略Ⅱ）と人のみで作業した場合の工程（８）では時々監視を行う必要があるが，
実際の作業では， ロボットを使った場合の工程（６）（８）からは作業開始時にうまく作
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業ができておりほとんど監視を必要としなかったが，人のみで作業した場合の工程（８）
では８回ほどかき混ぜ作業を人が行っており，６５１秒の作業時間中ほぼ常時監視が必要
であったことから，ロボットで作業を行うことが有用であったと考える.以上の考察によ
り本章で提案する手法により立案されたカレー調理作業のロボット化戦略は妥当である
と判断できる． 
本章ではカレー調理作業を例に適用実験を行ったが，本章で提案した切り分け法は，そ
の他の家庭内作業にも適用できると考える．同様の調理作業として，パスタをゆでる作業
において，鍋に水をいれる作業やゆでたパスタをざるにあげる作業時には協調動作を，パ
スタや塩を投入する作業は人単独で，鍋のかき混ぜにはその場動作生成法を適応すること
で，同様の調理が可能であると考える． 
 
3.4. おわりに 
本章では，家庭内作業を「環境変動の適応要求度」と「作業の困難度」により，４つの
領域に分類することでロボット化するための戦略の提案を行なった．さらに，提案した戦
略に基づいて，これまで提案した手づたえ教示を含むより一般的な枠組みとして家庭内作
業の動作シーケンス生成法として，人のみで行う動作，ロボットのみで行う動作，人とロ
ボットが協調して行う動作に分類して動作シーケンスを定義することで，環境変動の大小
が入り乱れた家庭内作業の動作シーケンス生成法を提案した．提案した手法により「環境
変動の適応要求度」と「作業の困難度」という作業固有の尺度で，様々な家庭内作業を統
一的な枠組で整理分類し，使用するロボットの性能を考慮しながら対象作業のロボット化
の戦略立案をシステマティックに行うことが可能となる． 
さらに，軽量柔軟で安全な空圧人工筋を使ったロボットアームを用いて，本章で提案し
た動作シーケンス生成法をカレー調理作業に適用することで，家庭内の環境変動の大きな
環境でも約７割の作業をロボットで動作することを確認した．さらに，ロボットが自動で
作業している間は人の手が空くため，他の仕込みをするなどロボットと人の同時作業が行
えるため，最終的な調理時間は短縮できる．以上により本章で提案した手法の妥当性が検
証できた．なお，本章ではカレー調理作業を例に適用実験を行ったが，先に示したパスタ
調理作業など同様の枠組みで調理が可能であると考える． 
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第4章 起立アシストロボットにおける動作生成法 
4.1. はじめに 
近年，日本では人口減少とともに少子高齢化が急速に進んでいる．国連人口基金（UNFPA）
によると，世界人口は 1950 年の 25 億人から，2011 年には 70 億人，2050 年には 93 億人
に達すると推定されている．一方で，日本の人口は 2010 年 1 億 2,805 千万人をピークに
2055 年には 1 億人を割り込み，9,193 万人まで減少すると見込まれる．また，15～64 歳
の生産年齢人口は 2013年で 7,901 万人から 2060年には 4,418 万人まで大幅に減少し，さ
らに 65 歳以上の人口割合は 2013 年の約 18%から 2060 年には約 40％に増加し，大幅な
人口減少に加えて，急速に少子高齢化が進むと予測される．さらに，イタリアやドイツな
どの先進国において 60 歳以上の人口が全人口の 1/4 以上を占め[34]，世界に先駆けて超
高齢社会を迎えた日本に続き，今後は，先進国や新興国でも高齢化が進むと予測されてい
る． 
高齢化に伴い，介護負担の軽減や身体機能が低下した高齢者の自立生活を支援すること
が求められ，下肢の衰えが自立生活を阻害する最大の要因となっている[35]．下肢の衰え
により起立や歩行が困難となるため，ベッドから車椅子への移乗や歩行介助は介護者の腰
痛の原因となり負担が大きい．そのため，在宅や施設における介護ではおむつを着用し，
寝たきりの状態となる．寝たきりによりさらなる高齢者の下肢筋力の低下を助長する． 
一方で，高齢者を支援するロボットなどのアシストシステムは WHO が 2001 年に発表し
た ICF に基づいてデザインされ[36][37]，高齢者の動作をアシストすることに加えて，
社会参加を促進することが可能となるシステムが求められる．筆者らは，単に高齢者を上
方へ持ち上げるアシストだけではなく，Fig. 4.1 に示すように，ベッドから起立し，ト
イレを使うまでの一連の生活動作を支援するアシストロボットを提案した[38]．これによ
Fig. 4.1  Snapshot of demonstration of the developed assist robot. 
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り，寝たきりやおむつの利用を無くし，高齢者が自立し，社会参加を促進するシステムへ
発展させていくことが可能となる．本章では起立・移動・着座の一連の動作の中で，特に，
高齢者にとって難しい起立動作に着目する． 
高齢者の起立支援には，高齢者の全体重を支えて持ち上げる移乗支援ロボットがあるが
[17][18][19]，これらは高齢者自身に残存している筋力などの身体能力を活用せず強制的
に持ち上げている．強制的に持ち上げるロボットでは，介護者にとっては楽に移乗させる
ことができるが，高齢者の残存している身体能力の低下をまねく．そこで，これ以上の身
体機能の低下を防ぐために，高齢者の残存している身体能力を発揮させることで起立を支
援する機器が提案されているが[39]，上下移動ができるベッドを必要としており，ベッド
に加えて，椅子やトイレなどからの起立ができないという問題点がある．また，高齢者の
下肢に装着するアシストスーツがあるが[40]，装着に時間がかかるという欠点がある．ま
た，トイレをアシストするロボットが提案されているが[41]，居間の椅子やベッドからの
起立支援がなされておらず利用範囲が制限される．これらはいずれも寝たきりやおむつの
利用を無くし，高齢者が自立し，社会参加を促進することが可能となる起立・移動・着座
の一連の動作へ発展させていくことが難しい． 
一方，高齢者施設へのインタビューから，高齢者は常に自らの筋力を使って起立ができ
るわけではなく，日々の体調の変化や，高齢者や家族の意識の違いによって，全面的に身
体サポートをしてほしい時もあれば，自らの筋力を使ってリハビリしたいときがあること
がわかってきた．これは生活の中にアシスト機器を取り入れた「生活リハビリ」では大変
重要な視点であり，アシスト機器は，全面的に身体をサポートする機能と高齢者自らの筋
力を活用しつつサポートする機能の２つの機能を備えることが求められる． 
実は理学療法士や介護士は，上記に示した両面のサポート方法を実践している．前者の
場合は，高齢者自身の体力によらず身体を全面的に持ち上げるサポートを行う．後者の場
合，日々のリハビリや介護の中で高齢者自身の体力を発揮させるようなサポートを行う．
そこで，筆者らは理学療法士のスキルを分析し，臀部離床を促す上体の前傾誘導法として
２点式スリングホールド機構により自然な前傾姿勢および臀部離床を促し，さらにリニア
ステージ実験機を用いて，高齢者がロボットにかける力に応じて，アシスト力を可変でき
る起立方法を提案した[42][43]．しかしながら起立アシストロボットの製品化に向けては，
理学療法士のスキルを本質的に解釈してロボットの機構や制御法の設計に反映させ，最終
的な製品版ではコスト制約の中で安全性を確保しつつ実用に耐える利便性を確保する必
要がある． 
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そこで本章ではリニアステージ実験機の知見を基に，製品化に向けてより小型軽量で
ベッドからトイレなどへ移動可能な Fig. 4.1 に示す起立アシストロボットについて提案
する．さらに，上記で提案した２点式スリングホールド機構と理学療法士のスキルとの関
係性を明らかにするとともに，起立シミュレーションによる検証結果を示す．加えて，製
品化を見据えた本スキルの簡易的な実現手法として，ロボットのアシスト速度を明示的に
切り替える手法を提案し，小型なアシストロボットを使って検証したのでその検証結果に
ついて述べる． 
  
4.2. 理学療法士のスキル分析 
高齢者の残存している身体能力を発揮させ，且つ，自然な前傾姿勢を促進することで楽
に起立可能な起立支援について，理学療法士のスキル分析を行った. 
 
  (a)             (b)              (c)              (d)  
 
I        Ⅱ       Ⅲ       Ⅳ 
 
rotate both  
wrists 
forward 
arch 
back 
Fig. 4.3 Physiotherapist skills. 
Fig. 4.2 Normal standing-up motion. 
  (a)             (b)            (c)            (d)  
pelvis 
anteversi
on 
Upper body and thigh 
become a single rigid body 
Fig. 4.4 Analysis of physiotherapist skills for reinforcing natural forward-bending motion. 
I        Ⅱ        Ⅲ       Ⅳ 
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一般的に健常者の自然な起立動作は，Fig. 4.2に示す４つのフェーズに分けることがで
きる[44]．Fig. 4.2 (a)から Fig. 4.2 (b)に示す Phase Ⅰでは，座位の状態から上体を前
傾し，重心を前方に移動させることで，臀部の離床を促す．次に，Fig. 4.2 (b)から Fig. 
4.2 (c)に示す Phase Ⅱでは，さらに前傾が深くなり，重心が前方へ移動し臀部が完全に
離床する．次に，Fig. 4.2 (c)から Fig. 4.2 (d)に示す Phase Ⅲでは，転倒しないように
バランスをとりながら膝を伸ばして上体を持ち上げ，Phase Ⅳで起立動作が完了する． 
上記の各 Phase を(1)臀部離床前の Phase Ⅰと(2)臀部離床後の Phase Ⅱから Phase Ⅲ
に分け，それぞれついて理学療法士のスキルの分析を行った．まず，Phase Ⅰにおいて，
理学療法士は高齢者の両脇を両手で掴み，上体をしっかり保持し（Fig. 4.3(a)），脇に添
えた両手の手首を素早く手前にひねりながら，前方へ高齢者の上体を誘導する．その結果，
高齢者の前傾姿勢を促して，重心を前方に移動させ，臀部の離床を促すような支援を行う
（Fig. 4.3（b)）．筆者らはこのスキルの効果として，Fig. 4.4に示すように脇に添えた
両手の手首を素早く手前にひねることで骨盤の前傾と背中の反りを促す点にあると考察し
た[42][43]． 
本章では上記の骨盤の前傾と背中の反りを促す効果に加えて，骨盤の前傾と背中の反り
を素早く作用させることで，背骨の関節や股関節を含む上体の各関節の可動域を拘束して
上体が剛体化し(Fig. 4.4 右図の上体グレイ部分)，前後左右に折れ曲がりにくくなり，
理学療法士による前傾方向の力が有効に上体に作用させることを可能としている点をス
キルの効果として新たに見出し，次節ではその効果をシミュレーションにより確認する．
次に Phase Ⅱから Phase Ⅲについては，臀部離床後の前方への転倒を防ぐために，前方
向への誘導を緩め高齢者が転倒しないように両手で支えてバランスをとりながら，高齢者
が理学療法士にもたれかかる力に応じて，高齢者が自らの力を使って起立動作ができるよ
う上方へ持ち上げている（Fig. 4.3 (c)から Fig. 4.3 (d)）．このスキルの本質は，高齢
Fig.4.5 Body holder to strap the 
patient’s body. 
   
Fig.4.6 Principles of natural forward-bending 
posture. 
 with body holder. 
(a)               (b) 
(a)                   (b)                  (c) 
Connecting part 
Holding part 
53 
 
者自身の残存している身体能力を活用する点にある． 
以上の分析により，自立支援型起立アシストロボットを実現するために必要な条件を以
下に示す． 
 
(1)Phase Ⅰ(臀部離床前)：理学療法士の力が有効に高齢者の上体に伝わるように素早
く背中の反りと骨盤の前傾を促すようなアシストをすることで，上体を剛体化させ自
然な前傾姿勢および臀部離床を促す． 
(2)Phase Ⅱから Phase Ⅲ(臀部離床後)：高齢者が転倒しないようにバランスをとりな
がら誘導し，上方向に自力で起立動作が可能となるようアシストすることで，高齢者
自身の残存している身体能力を活用する．  
 
4.3. ロボットによる起立アシスト方法の検討 
上述した理学療法士の２つのスキルを実現するための手法について述べる． 
4.3.1. 上体の前傾誘導法 
前節で述べたように，理学療法士は Phase Ⅰにて高齢者に素早く背中の反りと骨盤の前
傾を促すようなアシストをすることで，高齢者の上体を剛体化し理学療法士の力が有効に
高齢者の上体に伝わるようにして自然な前傾姿勢および臀部離床を促す．このスキルと同
等の効果を実現するために，２点式スリングホールド機構を使った上体の前傾誘導法を提
案し，その原理について説明する．Fig. 4.5に示す２点式スリングホールド機構は，布な
どの柔軟素材からなっており，Fig. 4.5（ｂ）中央の空洞部分を頭部に通し，Fig. 4.5（ａ）
に示すように高齢者の背中と腰を保持する保持部とアシストロボットに連結するための結
合部を前面に備える．保持部により高齢者が転倒しても倒れないように，高齢者の上体を
しっかり包み込むように保持する．また，トイレでの衣類の着脱を容易にするために，２
点式スリングホールド機構は腰部から下を保持しないような構成を提案する[42][43]． 
本章では，上記で提案した２点式スリングホールド機構によりそれを装着した高齢者に
理学療法士によるスキルと同等の効果が与えられるかについて以降で詳細に考察する． 
人間の上体は Fig. 4.6(a)に示すように股関節や背骨の関節などがあり前後左右に曲が
りやすくなっている．理学療法士は脇に添えた両手の手首を素早く手前にひねることで，
背骨の関節や股関節を含む上体の各関節の可動域を拘束して上体を剛体化させ，理学療法
士による前傾方向の力が有効に上体に作用させることを可能としている．これに対し，２
点式スリングホールド機構では，高齢者の上体全体を包み込むことで，背中の動きを抑制
し，ロボットが素早く加える力を高齢者の背中に多点で分散的に作用させることができる．
これにより Fig. 4.6(b)に示すように上体が曲がることなく一体となり上体を剛体化させ
ることで，ロボットの前方向への誘導力が伝わりやすくなり，Fig. 4.6(c)のように臀部離
床を促す． 
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本原理を検証するために，物理演算可能な ODE（Open Dynamics Engine）を使ってシミ
ュレーションを実施した．Fig. 4.7に示すように高齢者を「上体胸部より上部，上体胸部
より下部，大腿，脛，足」とそれぞれの関節である「背骨の関節，股関節，膝関節，足首
関節」の５リンク・４関節モデルで近似し，４関節の固定・非固定を変化させたときの臀
部離床の有無と離床にかかる時間と引っ張り力 F を算出した．なお，背骨については本来
３０数個の脊椎．骨（椎骨）から構成されているが，ここでは簡易的に１つの関節で表現
した．なお，本シミュレーションは各関節の固定・非固定を変化させたときの臀部離床の
有無や引っ張り力の傾向を見ることが主な目的であり，人間の筋肉や起立時に発揮する筋
力などはモデル化していないため，シミュレーションで得られた引っ張り力の大きさや離
床にかかる時間の各値の妥当性については追求しない．さらに，シミュレーションも臀部
離床までであり，それ以降の動作は考察の対象外とした． 
各リンクの長さは，高齢者男性の平均値を採用し，身長 1.62 (m)，体重 62(kg)の人体モ
デルを参考に， L0=0.38(m),L1=0.38(m)，L2=0.4(m)，L3=0.4(m)，各リンクの重さは
W0=21.8(kg),W1=21.0(kg)，W2=12.4 (kg)，W3=5.7 (kg)とした[45]．椅子の高さは 0.32(m)
とし，起立時の初期姿勢は，θ0とθ1については理学療法士のアシスト時の高齢者の初期
姿勢と同等の値としてθ0=180°,θ1＝74°とし，θ2とθ3については，椅子高さを考慮し
θ2=101°，θ3=75°とした[46]．膝関節 J2 の回転を効率的に促すために前方方向にかけ
る力 F はリンク L0長さの中央を床から 45°方向に加えた．F を 0～1000(N)まで 100(N)毎
に変化させた時に，背骨の関節 J0，股関節 J1，膝関節 J2，足首関節 J3について，いずれ
も固定しない場合，J0と J1のみ初期姿勢で固定した場合，J0と J3のみ固定した場合，J0
と J1と J3とを固定した場合の４パターンについて最も少ない力 F で臀部離床ができた場
合の力 Fを Fig. 4.8にプロットした． 
 Fig. 4.8に示したように，最も少ない引っ張り力 F=200(N)で臀部離床ができたのは J0
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Fig.4.7 Link/joint model on forward-bending 
simulation. 
Fig.4.8 Result of forward-bending simulation. 
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と J1と J3を固定したケースであり，次に少ない引っ張り力 400(N)で臀部離床ができたの
は J0と J3のみ固定した場合，その次に少ない引っ張り力 500(N)で臀部離床ができたのは
J0 と J1 のみ固定したケースに続き，最も大きな力 600(N)を要したのが全てを固定してい
ないケースだった．J0と J1と J3を固定することで，引っ張り力 Fは膝関節 J2を回転させ
るよう作用し，臀部離床を促すことができる．すなわち股関節を含む上体を剛体化するこ
とで膝関節の回転を容易にし，臀部離床を促す．さらに足首の回転を抑えることが可能な
高齢者はより弱いアシスト力で起立することが可能となる．実際に理学療法士は足首の回
転を抑えることが不可能な高齢者に対しては，足首の回転を抑えるために脛を理学療法士
の足などで固定させる工夫をしており，このことは今回行ったシミュレーションが妥当な
ものであることを示す根拠の１つとなっており，アシストロボットでもこのような高齢者
に対しては同様に足首の回転を抑えるような脛固定具などを利用すると良いことが示唆さ
れる． 
以上の結果より，２点式スリングホールド機構により高齢者の上体を剛体化させること
で，ロボットの前方向への誘導力が伝わりやすくなり臀部離床を促すという理学療法士の
スキルと同等の効果を実現できることがシミュレーション上で示された．  
 
4.3.2. 水平誘導・垂直力アシスト制御 
前章で述べたように，理学療法士は Phase Ⅰで自身の力が有効に高齢者の上体に伝わる
ように素早く脇に添えた両手で素早く背中の反りと骨盤の前傾を促すよう前方向に誘導し，
Phase Ⅱから Phase Ⅲでは，高齢者が転倒しないようにバランスを取りながら，上方向に
高齢者が自力で起立動作が可能となるようアシストしている．この一連のスキルをアシス
トロボットにて実現するために，Phase Ⅰでは，高齢者の上体に効率的に力を伝えるため
に，２点式スリングホールド機構を用いた．本節では Phase Ⅱから Phase Ⅲにおいて，上
方向に高齢者が自力で起立動作が可能となるように水平誘導・垂直力アシスト制御を提案
する． 
Fig. 4.9 に示すように水平方向（X 軸）と垂直方向（Z 軸）に分離して制御を行う．水
平方向に関しては誘導の動作を実現するため，筆者らが[46]で示した方法によって，理学
療法士のアシスト時の手先位置を再現するように決められたロボットの手先位置の目標軌
道で PID 制御による位置制御を行う．一方，垂直方向に関しては，Phase 毎に制御方式の
切換を行う．Phase Ⅰでは前傾の誘導が主目的であり持ち上げは行わないため，PID 制御
による位置制御を行う．また，Phase Ⅱから Phase Ⅲでは持ち上げを行うため，垂直方向
は力制御を行う．力制御は下記式(4-1)に示すダンピング制御を行う． 
𝑣𝑧 = 𝑣𝑧0 + 𝐵𝐹𝑧       （4-1） 
ただし， 𝑣𝑧はロボットの手先位置の Z軸方向の目標速度，𝑣𝑧0は Z軸方向の基準速度，𝐵は
アドミタンス係数，𝐹𝑧は Z軸方向の力計測値である．アドミタンス係数𝐵もしくは，Z軸方
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Fig. 4.9 Principles of horizontal position and vertical force control. 
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向の力計測値𝐹𝑧がゼロである場合もロボットは停止せず基準速度𝑣𝑧0で動作する．高齢者が
立ち上がろうとする時にロボットに Z 軸方向の力𝐹𝑧が加わり，その力に応じて，ロボット
の垂直方向の速度を変化させる．高齢者の残存している下肢筋力が小さいほど，よりロボ
ットにもたれかかることとなり，下向きに力𝐹𝑧の値が大きくなる．式(4-1)でアドミタンス
係数𝐵を負の値に設定すれば，より目標速度𝑣𝑧が大きくなる．目標速度𝑣𝑧が大きくなれば，
ロボットの動作はより力をかけて持ち上げる動作となるので，より高齢者の起立をアシス
トすることになる． 
以上の水平誘導・垂直力アシスト制御により，高齢者が自力で起立動作が可能となるよ
うな理学療法士のスキルと同様に，高齢者のロボットにもたれかかる垂直方向の力に応じ
て，ロボットのアシスト速度を変更させることで，結果的にロボットによる持ち上げ動作
のアシストを可変させることが可能となる． 
 
4.3.3. 速度切り替え制御 
前節に示した手法により，高齢者の残存している身体能力を活用する理学療法士のスキ
ルを実現できるが，アシストロボットを製品化するにあたって，力センサが必要となりコ
スト高となる．さらにダンピング制御の安全性を確保するために膨大な検証工数が必要と
なる．そこで，理学療法士が本来持つスキルの本質的な要素は高齢者自身の残存している
57 
 
身体能力を活用する点であると捉え，製品化を見据え力センサを用いない簡易的な手法と
して，速度の手動切り替え方式を提案する．すなわち，高齢者の残存している身体能力を
活用したい場合には，本人もしくは理学療法士が速度を低速に設定することで，高齢者の
身体的な負荷を意図的に増加させる．一方で高齢者の体調などの理由により，よりアシス
トしてほしい場合には，速度を高速にすることで，高齢者の身体的負荷を低減させる．こ
れは，製品化の際のコスト低減効果に加えて，冒頭で述べた高齢者の日々の体調の変化や，
高齢者や家族の意識の違いによって，全面的に身体サポートをしてほしい時もあれば，自
らの筋力を使ってリハビリしたいときもある．高齢者がロボットにもたれかかる力によら
ず，理学療法士や高齢者自らが明示的に負荷をコントロールしたい場合には，速度切り替
え制御に切り替えればよい．一方，介護現場で高齢者の体調に応じて自動でアシスト速度
を可変させたい場合には，コスト高とはなるがダンピング制御を実装し，速度切り替え制
御からダンピング制御に切り替えることで，式(4-1)により自動で速度を変化させるとい
った使い方が可能となり，より幅広い場面で用途に応じて使い分けることが可能となる．  
 
4.4. アシストロボットによる起立アシスト実験 
前述した起立アシスト法で，①素早く前方方向へ誘導した後，②-a水平誘導・垂直力
アシスト制御又は②-b 速度切り替え制御によって，高齢者自身の残存している身体能力
を活用するために，高齢者の負荷を可変させることで，起立アシストを行う．上記の手
法の効果について，リニアステージ実験機及び今回新たに試作したより小型なパラレル
駆動型の起立アシストロボットを使って検証実験を実施した． 
 
4.4.1. 実験装置 
アシストロボットの実用化に際し，起立・移動・着座アシストができ，さらに車椅子が
移動できる施設の廊下を通過できるよう小型化する必要がある．Fig. 4.10 に先行研究で
提案したリニアステージ実験機を示す[42][43]．リニアステージ実験機は，手先の可搬重
量 50(kg)を実現するために，総重量 140(kg)，全長 1.57(m)，全幅 1(m)で床面に固定した．
手先の可搬重量は高齢者の最大体重 75(kg)の高齢者が両足を床についた状態でロボット
にもたれかかる手先最大過重を測定し，測定した手先最大荷重の 2倍となるように 50(kg)
と決定した．一般的な車椅子の全長が 0.89(m)～0.96(m)，全幅 0.53(m)～0.57(m)である
ことから，既設の施設で可動させるために，より小型化する必要がある．Fig. 4.1 及び
Fig. 4.11 に今回試作したパラレルリンク型のアシストロボットを示す．ロボット根元に
２つのモータを配置し，Fig. 4.11(b)に示すようにチェーンにより力を伝達することでパ
ラレルリンク型の２自由度アームを構成した．この方式によりアーム部分を軽量化するこ
とが可能となる．さらに，高齢者女性の平均身長 1.5(m)と高齢者男性の平均身長 1.62(m)
を含むように，本ロボットの対象としている身長 1.45(m)～1.75(m)の高齢者を起立させ
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たるためのアシストロボットの手先可動域を Fig. 4.9 に示した軌道を再現可能な範囲に
限定し，各リンク長 0.4(m)，Joint1 の最大回転角度𝜃1=145°，Joint2 の最大回転角度
𝜃2=157°，手先の可搬重量 50(kg)とした．さらに，モータ台座の下部に，車輪を前後対
にして４つ配置し，最大過般重量をかけてもロボットが転倒しないように，全長 0.79(m)，
全幅 0.62(m)とし，ほぼ既存の車椅子と同等のサイズを実現した．また，アーム先端の結
合部に 6 軸の力計測が可能な力センサを備え，その先に被験者を保持するための２点式ス
リングホールド機構を備えた．さらに被験者へのアシストの効果を測定するために，足元
と椅子に被験者の床反力を計測するためのフォースプレートをそれぞれ備え，さらに，起
立時の被験者の筋電位を計測するために，Fig. 4.11(a)の右図のとおり被験者に電極を配
置し，外側広筋（VL），内側広筋（VM），大殿筋（GM），前脛骨筋（TA），脊柱起立筋（ES）
の５箇所の筋電位を計測した． 
なお，以下本章で示す実験では，足元のフォースプレートを配置するために Fig. 4.1
のアシストロボットから車輪４つをはずして Fig. 4.11に示すようにモータ台座を床に固
定する構成としたが，モータ台座を床からはずし車輪とデザインカバーを装着することで
Fig. 4.1 のように起立・移動が可能である． 
被験者は Fig. 4.11(a)に示すように，２点式スリングホールド機構を装着し，結合部
によりアシストロボットに固定される．Fig. 4.11(c)のとおり，２自由度アームの動作と
２点式スリングホールド機構により，被験者が前方方向に誘導され起立動作をアシストす
る．その際に，結合部に備えられた力センサで，被験者が立ち上がろうとする時にロボッ
トにかける力を計測し，同時に被験者の足元と椅子にかかる力をそれぞれのフォースプレ
ートで計測し，さらに起立時の被験者の筋電位を計測する．なお，本章では足元に設置し
たフォースプレートの値と椅子にかかる力は同等の情報であったため，以下では足元のフ
ォースプレートの値は特に示さない． 
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Fig.4.11 Experiment of assisting standing-up motion. 
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Fig.4.10 Linear stage system. 
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4.4.2. 前傾誘導法の実験結果 
Fig. 4.12 は，２点式スリングホールド機構により素早く前方方向へ誘導する上体の前
傾誘導法の効果を確認するために，今回提案する小型軽量な Fig. 4.11 に示すアシストロ
ボットを用いて被験者の着座状態から起立状態までの全アシスト時間𝑡𝑡𝑜𝑡𝑎𝑙を 3(s)，6(s)，
15(s)と変化させたときに被験者３名（Subject1,2,3）の座位から臀部離床までの椅子に
かかる下向きの力𝐹𝑍𝐶（Fig. 4.7 参照）を最も時間のかかる𝑡𝑡𝑜𝑡𝑎𝑙 = 15(𝑠)の当該区間を含
むようにプロットしたグラフである．力𝐹𝑍𝐶 = 0(𝑁)の時点で臀部離床を完了するので，臀
部離床にかかった時間は Fig. 4.12 の力𝐹𝑍𝐶 = 0(𝑁)の時点である．この実験では，Phase Ⅱ
から Phase Ⅲにおいても式(4-1)のダンピング制御は適用しておらず，被験者の力のかけ
方に関わらず全アシスト時間は設定した 3 つの時間に固定されているが，ここで注目して
いる臀部離床までの Phase Iでは全く影響しない．いずれのアシスト時間においても Phase 
Ⅰの前傾誘導アシスト後半の１，２秒間に臀部が離床している．言い換えると，時間をか
けてアシストしている場合に，アシスト前半は臀部が離床していない無駄な時間とも言え
る．また，アシスト時間が長くなると𝐹𝑍𝐶の値がゆれていることがわかる．これは低速だ
と人体がホールド機構の中で動き，準静的な釣り合いに近い状態となっていると考える．
また，被験者の感想として，アシスト時間𝑡𝑡𝑜𝑡𝑎𝑙 = 3(𝑠)の場合に，理学療法士のアシスト
と似ているとの感想が得られており，実際に理学療法士がアシストした際の臀部離床にか
かる時間が約 1.6(s)であったのに対し，Fig. 4.12 のいずれの被験者も 1.6(s)～1.7(s)
Fig.4.12 Experimental result of 
forward-bending phase. 
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あたりで臀部離床しており同等の時間でアシストできている． 
なお，提案する２点式スリングホールド機構の効果を実験的に示すにあたり，上体をホ
ールドする機構を備えていない機構と比較検討すべきだが，今回試作したロボットによる
ホールド機能のない機構を用いた実験は危険であると判断し，Fig. 4.13 (a)の上体全体を
保持しないホールド機構と Fig. 4.13 (b)の提案機構を使って，ロボットの代わりに人が
臀部離床をアシストする際の牽引力と臀部離床にかかる時間を計測した．牽引力は人の手
とホールド機構の間に１軸のロードセルを設置して計測した．それぞれ１０回アシストを
行った結果，Fig. 4.13 (a)の上体全体を保持しないホールド機構 H1 の場合は，１０回平
均値として最大牽引力 109.7(N)，臀部離床までの時間は 1.5(s)に対し，Fig. 4.13 (b)の
提案機構 H2は最大牽引力 76.3(N)，臀部離床までの時間は 1.5(s)であった．また最大牽引
力の分散分析を行い，Fig. 4.14 に各ホールド機構の最大牽引力の平均値と標準誤差をエ
ラーバーで示す．両者のホールド機構について有意差が認められ(p<0.05)，上体全体を保
持しないホールド機構 H1と比べて，提案機構 H2 を使った場合に，より少ない力で臀部離
床ができることを確認した．さらにアシストされる側も提案機構の方が楽に臀部離床がで
きたとの感想が得られており，このことからも提案機構の効果を示していると考える．な
お，本実験ではなるべく同じ時間で牽引するようにしたため，臀部離床までの時間を分散
分析した結果，両機構の間では有意差が認められなかった． 
以上の結果から，座位から臀部離床の区間のアシストにおいては，提案した２点式スリ
ングホールド機構により臀部離床が可能であることが示され，さらに，アシスト速度を速
くすることで，被験者の上体が上下左右に揺れることなく，被験者の上体を剛体化し，ロ
ボットによるアシスト力を最大限に被験者に伝えることができ，無駄なく効率的に臀部離
床のアシストが可能となることが示された．なお，今回最も速い全アシスト時間
𝑡𝑡𝑜𝑡𝑎𝑙 = 3(𝑠)は理学療法士のアシスト時間とほぼ同程度の時間となっている． 
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4.4.3. 水平誘導・垂直力アシスト制御の実験結果 
筆者は， Fig. 4.10 に示すリニアステージを用いた検証用の装置において，式(4-1)に
よるアシスト制御を実際に行い，その有効性を確認した．Fig. 4.16 に示すように，実際
に被験者がロボットの手先にかける力𝐹𝑍の大きさに応じて，ロボットの手先速度であるア
シスト速度𝑣𝑧が変化し，結果として Fig. 4.15 に示すように後述する筋活動量が減り，使
用者の負荷を加減できることが示されている．実験におけるアドミタンス係数は高齢者男
性の平均体重 62(kg)である被験者がロボット下向きに最大負荷をかけたときの力を計測
し，その力をかけた時にロボット手先速度が産業用ロボットの国際規格 ISO 10218 におけ
る安全運転速度 0.25m/sとなるように決定し， B=-1.39(m/s/N)とした．なお，安全性の観
点から実際のアシスト速度には制限値を設けるべきであり，ロボットにかける最大力と適
切な最大アシスト速度でアドミタンス係数を適切に決定するか，式(4-1)で算出されたアシ
スト速度が制限速度以上に算出された場合でも制限速度以上にはならないように設定して
Fig.4.16 Comparison of position control and position and force hybrid control. 
 
 
(a) Position control 
Phase I  II     III      Ⅳ Phase I  II     III       Ⅳ 
(b) Position and force hybrid control 
Position 
 
No correlative 
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Fig.4.15 Total muscle activities. 
(a)  (b)  
 dtE || (V･Sec) 
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もよい． 
式(4-1)によるアシスト制御では，下向きの力𝐹𝑧の値が大きいほど，目標速度𝑣𝑧が大き
くなりアシスト時間が短くなる．すなわち高齢者の残存している下肢筋力が小さいほど，
高齢者はよりロボットにもたれかかるので下向きの力𝐹𝑧が大きくなるため，アシスト時間
が短くなり，筋肉への負荷が減少することになる．このアシストの程度は式(4-1)のアド
ミタンス係数𝐵の絶対値を変化させることで調整することができる．例えば𝐵の絶対値を
小さくすれば，下向きの力𝐹𝑧が大きくなっても速度があまり変化しないため，筋肉への負
荷が減少せず，リハビリの要素が大きくなる．逆に𝐵の絶対値を大きくすることで，少な
い下向きの力𝐹𝑧ででも速度が上昇してアシスト時間が短くなり，高齢者は自らの筋力をあ
まり使うことなく楽に起立できるようになる． 
 
4.4.4. 速度切り替え制御の実験結果 
上述したように，高齢者がロボットにかける力に応じて速度が変化する水平誘導・垂直
力アシスト制御に代わり，上述した上体の前傾誘導法に加えて，理学療法士のスキルを簡
易的に実現する手法である速度切り替え制御について今回提案する小型軽量な Fig. 4.11
に示すアシストロボットを用いて実験を実施した． 
この実験では Phase Ⅱから Phase Ⅲにおいて式(4-1)を適用せず固定した３種の起立
時間𝑡𝑡𝑜𝑡𝑎𝑙を 3(s)，6(s)，15(s)と変化させて起立アシストを行い，その時の起立アシスト
について，外側広筋（VL），内側広筋（VM），大殿筋（GM），前脛骨筋（TA），脊柱起立筋（ES）
の起立時の筋電位の筋活動量（筋電位値の全波整流平滑化した信号の積分値）を算出した．
各アシスト時間の内側広筋（VM）の筋電位値の全波整流平滑化した信号 Eの時系列データ
の一例を Fig. 4.17 に示し，筋活動量を起立時間毎にプロットしたものを Fig. 4.18 に示
す． 
Fig. 4.17 ではアシスト終了時刻をそろえるように時間軸を伸縮させており，アシスト
時間にかかわらず筋電位の最大値や変化パターンに大きな変化はないことが分かる．すな
わち被験者の筋力パターンに変化を与えずにアシスト速度を変化できている．また Fig. 
4.18 より，筋によっては単純な比例関係ではないものもあるものの，アシスト時間の増
加に伴い，筋活動量が大きくなり，筋肉への負荷が大きくなっていることがわかる．さら
に実際に被験者３名全員の感想として，アシスト時間が短いと楽に起立ができ，アシスト
時間が長いとより疲れるとの感想を得ており，筋電位の最大値や変化パターンによらず，
アシスト時間を変化させるだけで，筋肉への負荷を可変させることができている． 
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これは Fig. 4.10のリニアステージ実験機において，式(4-1)で速度を可変させた時に，
よりロボットにもたれかかると加速し楽に立ち上がることができ，逆にロボットにもたれ
かからず自力で起立した場合には減速し疲れるとの感想とも一致している．以上より，今
回試作したアシストロボットにおいても，ロボットへ力をあまりかけずに起立した場合に
は速度が遅くなるので，Fig. 4.17 (c)の起立時間が長い場合と同様に，結果的には筋肉
への負荷が大きくなる．逆によりロボットにもたれかかることでアシスト時間が短くなっ
た場合は，Fig. 4.17 (a)の起立時間が短い場合と同様に，筋肉への負荷が小さくなる．
与えたい負荷に応じて，被験者の筋力パターンによらず理学療法士や高齢者自らが明示的
に負荷をコントロールでき，これは，長い起立時間で筋肉負荷を大きくすることは，筋肉
の発揮張力を維持しながらゆっくりと動作することで筋力増強効果を得ることができる
スロートレーニング法へと発展させることが可能である[47]．理学療法士の指導の元，適
切なパラメータを設定することで，比較的軽めの負荷であっても，ゆっくりと動作するこ
とで大きな筋肥大が得られる方法として高齢者に適したトレーニング法を提供すること
が可能となる． 
 
Fig.4.18 Total muscle activities in various assisting time. 
 dtE || (V･Sec) 
 (V・Sec) 
VL 
VM 
GM 
TA 
ES 
 
 
 
Fig.4.17 Example of EMG data 
(VM). 
ttotal(s) 
(a)  ttotal=3            (b) ttotal=6                     (c) ttotal=15                  
E(V) E(V) E(V) 
t(s) t(s) t(s) 
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4.5. おわりに 
本章では高齢者の残存している身体機能を発揮でき，且つ，高齢者が楽に起立可能なア
シストロボットによる起立支援方法を提案した．理学療法士のスキル分析により，①理学
療法士の力が有効に高齢者の上体に伝わるように素早く背中の反りと骨盤の前傾を促す
ようなアシストをすることで，上体を剛体化させ自然な前傾姿勢および臀部離床を促す．
さらに，②高齢者が転倒しないようにバランスをとりながら誘導し，上方向に自力で起立
動作が可能となるようアシストするという２種類のスキルを抽出した．これらの２つのス
キルをアシストロボットで実現するために，①２点式スリングホールド機構を使った上体
の前傾誘導法と，②-a 水平方向は位置制御で誘導し，垂直方向は力制御で力をアシスト
する水平誘導・垂直力アシスト制御方式，さらに製品化を見据えた本スキルの簡易的な実
現方法として，②-b ロボットのアシスト速度を明示的に切り替える速度切り替え制御手
法を提案した．上体の前傾誘導法については，物理演算可能な ODE（Open Dynamics Engine）
を使ってシミュレーションを実施し，２点式スリングホールド機構を装着して上体全体を
包み込み，高齢者の上体を剛体化させることで，ロボットの前方向への誘導力が伝わりや
すくなり，臀部離床が促進できることを示した．また，起立アシストロボットの製品化を
見据え，リニアステージ実験機よりは小型軽量で移動が可能なパラレルリンク型の２自由
度のアシストロボット実験機を提案し，２点式スリングホールド機構を使った上体の前傾
誘導法及び速度切り替え制御手法について小型アームによる起立アシスト実験を行い，
アシスト速度を変化させた時の効果を示した．  
今後は，Fig. 4.1 に示した起立・着座・歩行が可能なアシストロボットを使い，起立
動作に加えて，歩行，着座動作について実証していく予定である． 
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第5章 結言 
5.1. 本研究のまとめ 
日本をはじめとする先進国では少子高齢化が急速に進み，生産年齢人口が減少する中，
生産年齢人口を増加させるために，現役世代の家事や介護，子育て等と仕事を両立する支
援と高齢者の自立生活を支援することが求められ，ロボットの活用が１つの手段として期
待される．家庭内生活を支援するロボットは，現在主に工場内で稼動している産業ロボッ
トとは異なり，人が居住する空間内の様々な状況下で人とロボットが協調・共存して動作
する必要があるが，実用化に向けて多くの課題がある．そこで本論文では，家庭内生活を
支援するロボットのうち，将来ロボットにより支援が期待されている家事支援ロボットと
介護支援ロボットに着目し，それぞれの課題を解決する手法に関する研究を行った． 
第１章では，本論文で着目する家事支援ロボットと介護支援ロボットそれぞれについて
の課題を述べた．家事支援ロボットと介護支援ロボットは，どちらも家庭内生活を支援す
るロボットであるが，支援の考え方は根本的に大きく異なっている．既に発売されている
掃除ロボットや今後，実用化されていくであろう調理や洗濯などの家事を支援するロボッ
トについては，従来の洗濯機や衣類乾燥機，食器洗浄器などの家電製品と同様に，人が介
在することなく自律して動作させることが望まれる．しかしながら，家庭内環境をすべて
センシングして動作させることは難しく，その実現が難しい場合に人が介在・協調して作
業することで家庭内作業を完遂するケースが考えられる(ケース１)．一方，介護分野では，
高齢者の寝たきりを防止するために歩行や移乗，立ち座りをアシストするロボットが提案
されている．これらの動作や作業は，本来は人間が自立して行うべきものであるが，その
実現が難しい場合にロボットが介在・協調して作業することで作業を完遂するケースであ
る(ケース２)． 
ケース１においては，本来，人が介在することなく自律して動作させることが望まれる
場合であるが，このときロボットによってどのような介入・協調方式が適当であるのかは
これまで明らかになっていなかった(課題１)．さらに，ケース１における適切な介入・協
調方式が明らかになったとしても，家庭内作業において，そもそもどのような作業であれ
ばロボット単独での作業が適切であり，どのような協調であれば人・ロボットが協調すべ
きか，といったシステマティックな切り分け方法が確立されていなかった(課題２)．一方，
ケース２のように，本来，人が自立して行うべき作業について，どのようにロボットが介
入・協調して作業すべきかが明らかになっていなかった(課題３)． 
以上，第１章では，家庭内生活を支援するロボットのうち，将来ロボットによる支援が
期待されている家事支援ロボットと介護支援ロボットに着目し，それぞれについての課題
を明らかにし，以降の章でこれらの課題を解決することを示した． 
第２章では，第１章で述べた課題１，すなわち，本来人が介在することなく自律して動
作させることが望まれる場合（ケース１）に，どのような介入・協調方式が適当であるの
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かはこれまで明らかになっていない問題に対し，ロボット周辺の環境の状況すべてを認識
して動作する完全自律型のロボットではなく，ロボットが周辺環境の中で自律的に動作し
つつ，必要に応じて人がロボットの自律動作に介入し，人が持つ巧みで臨機応変な環境認
識の能力を活かすことで，変動する環境に柔軟に動作することが可能な「手づたえ教示方
式」を提案した． 
提案した手づたえ教示では，直接ロボットを操作して直感的に動作を生成し，従来の位
置の目標指令値の教示に加えて，力の目標指令値や幾何学的なパラメータなどの複数種類
のパラメータの教示を可能とし，さらに，直感的にその場で動作の修正が可能な「その場
動作修正」を可能とした．また，軽量柔軟で安全な空圧人工筋を使ったロボットアームを
用いて，拭き掃除や調理作業などの家事作業の一部の作業について，手づたえ教示を適用
することで，基本は，自律的に動作しつつ，環境変動があってうまく動作しない時のみ人
がその場で操作して動作を修正することで，家庭内の環境変動の大きな環境でも動作でき
ることを確認した． 
第３章では，第１章で述べた課題２，すなわち第２章で述べた手づたえ教示によって課
題１が解決されたとしても，そもそも家庭内作業においてどのような作業であればロボッ
ト単独での作業が適切であり，どのような作業であれば人・ロボットが協調すべきか，と
いったシステマティックな切り分け方法が確立されていない問題に対して，家庭内作業を
統一的に扱い，システマティックにロボット化するか否かを切り分ける手法を提案した．
具体的には，家庭内作業を「環境変動の適応要求度」と「作業の困難度」という二つの指
標によって４つの領域に分類することで，ロボット化するための基本戦略の提案を行なっ
た．さらに，提案した戦略に基づいて，第２章で提案した手づたえ教示を含むより一般的
な枠組みとして，人のみで行う動作，ロボットのみで行う動作，人とロボットが協調して
行う動作に分類して動作シーケンスを定義することで，環境変動の大小が入り乱れた家庭
内作業の動作シーケンス生成法を提案した． 
さらに，軽量柔軟で安全な空圧人工筋を使ったロボットアームを用いて，第３章で提案
した動作シーケンス生成法をカレー調理作業に適用し，調理といった環境変動の大きな場
合でも約７割の作業がロボットによって動作可能であることを確認した．さらに，ロボッ
トが自動で作業している間は人の手が空くため，他の仕込みをするなどロボットと人の同
時作業が行えるため，最終的な調理時間は短縮できることを示し，提案手法の妥当性が検
証した． 
第４章では，第１章で述べた課題３，すなわち，本来人が自立して行うべき作業につい
て，どのようにロボットが介入・協調すべきかは明らかになっていないという問題に対し
て，高齢者の起立支援に着目し，自立支援型の起立アシストロボットの開発について述べ
ている．第４章では，理学療法士の持つスキルを原理原則レベルで理解し，高齢者の残存
している身体機能を発揮でき，且つ，高齢者が楽に起立可能なアシストロボットによる起
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立支援方法を提案した． 
具体的には，理学療法士のスキル分析により，①理学療法士の力が有効に高齢者の上体
に伝わるように素早く背中の反りと骨盤の前傾を促すようなアシストをすることで，上体
を剛体化させ自然な前傾姿勢および臀部離床を促す．さらに，②高齢者が転倒しないよう
にバランスをとりながら誘導し，上方向に自力で起立動作が可能となるようアシストする
という２種類のスキルを抽出した．これらの２つのスキルをアシストロボットで実現する
ために，①２点式スリングホールド機構を使った上体の前傾誘導法と，②-a 水平方向は
位置制御で誘導し，垂直方向は力制御で力をアシストする水平誘導・垂直力アシスト制御
方式，さらに製品化を見据えた本スキルの簡易的な実現方法として，②-b ロボットのア
シスト速度を明示的に切り替える速度切り替え制御手法を提案した． 
上体の前傾誘導法に関するスキルについては，物理演算可能な ODE（Open Dynamics 
Engine）を使ってシミュレーションを実施し，２点式スリングホールド機構を装着して上
体全体を包み込み，高齢者の上体を剛体化させることで，ロボットの前方向への誘導力が
伝わりやすくなって臀部離床が促進できることを示し，スキルの解析結果の妥当性を検証
した． 
また，リニアステージ実験機により水平誘導・垂直力アシスト制御手法について効果を
示している．さらに，起立アシストロボットの製品化を見据え，リニアステージ実験機よ
りは小型軽量で移動が可能なパラレルリンク型の２自由度のアシストロボット実験機を
提案し，２点式スリングホールド機構を使った上体の前傾誘導法及び速度切り替え制御手
法について小型アームによる起アシスト実験を行い，アシスト速度を変化させた時の効果
を示すことでスキルの解析結果の妥当性を検証した． 
 
5.2. 今後の課題と展開 
 本論文の最後に今後の課題と展開について述べる． 
第２章にて，環境変動に柔軟に対応することが可能なロボットアームの動作生成法につ
いて手づたえ教示の提案を行い，空圧人工筋を使ったロボットアームを用いて家事作業の
一部の作業について検証を実施し，その効果を確認した．しかしながら，家事支援には拭
き掃除やかき混ぜ作業などの調理支援以外に，食器の後片付けや具材の準備など多岐に渡
る．今後は他の家事支援作業についても本提案手法を適用し，本手法の適応限界を示し，
さらなる方式の改良を検討する必要がある．さらに，製品化を見据え，ロボットアームの
さらなる安全性の検討やコストを考慮した力センサレスのロボットアームの制御方式な
ど機構面や制御面での改善が必要である． 
 第３章にて，ロボットの性能を考慮しながら対象作業のロボット化の戦略立案をシステ
マティックに行うことが可能となる動作生成法を提案した．しかしながら上述したように
調理支援以外への適応やロボット化戦略を数値などで切り分けられるような定量的動作
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生成法の検討が必要である． 
 第４章にて高齢者の残存している身体機能を発揮でき，且つ，高齢者が楽に起立可能な
アシストロボットによる起立支援方法を提案した．しかしながら，実際の高齢者の体型は
様々であり，特に老人性円背といって背中が大きく曲がる方に対するホールド機構やアー
ムなど機構面での改善や高齢者の体型にあった決め細やかな理学療法士のスキルの解析
やロボット化の検討が必要である．さらに，将来的には施設や病院に加えて，在宅での介
護支援ロボットの利用についても多くのニーズがあり，そのためには提案した小型アーム
による起立アシストロボットのさらなる軽量・小型化が必要である．加えて，高齢者の作
業支援には起立動作の支援以外にも歩行や着座といった基本動作の支援が必要である． 
次に，今後の展開について述べる．Table 1.1に人とロボットの協調・分担に関する課
題と手法を示した．Table 1.1および Table 5.1 に示すように，ケース１の家事支援など
ロボットの完全自動が望まれるケースについて，その実現が難しい場合に，人とロボット
の協調・分担をどのように実現させるかという課題に対して，第２章で提案した手づたえ
教示により，人が介在し，協調・分担して作業することで家庭内作業を完遂することが可
能となる．すなわち，ロボットが自動で動作するのに足りないスキルを人がロボットに対
して移植するのに適した手法であると考えられる．一方，本来，ケース２の人間が自立し
て行うべき作業だが，その実現が難しい場合に，人とロボットの協調・分担をどのように
実現させるかという課題に対して，第３章にて作業療法士のスキルを本質的に理解し，ロ
ボットに適した形で実装することで，人が自律的に動作するのに足りないスキルをロボッ
トが人に移植するのに適した手法であると考えられる．以上のことから，人とロボットの
協調・分担において，本論文では，人の持つ作業スキルを，手づたえ教示により暗黙知的
にロボットに移植するケースと，逆に人が足りないスキルをロボットが人に補うケースの
２つの方法をとったことになる． 
そこで，家事ロボットと介護ロボットで２つのアプローチを入れ替えた場合を考えてみ
る．Table 5.1 の太枠で囲んだ箇所に示すように，家事ロボットでは，人が行う家事の
スキルを解析し，その本質をとらまえてロボットに実装する方法であり，ルンバなどは既
にそのような例があるとも言えよう (Table 5.1 の今後の展開①)． 
カレーの料理でも材料を切る作業は既にフードプロセッサがある．しかし，このような
アプローチだと専用マシンを沢山寄せ集めたようなものになってしまい，コスト的にもス
ペース的にも割に合わない．如何に汎用性を残しながら人間のスキルを本質的に捕らえて，
実装するかが課題となる． 
一方，起立支援ロボットなどの介護ロボットにおいては，理学療法士が高齢者をロボッ
トを介して「手づたえ」で介護し，その動作を記憶することで介護動作の手づたえ教示が
可能となるかもしれない(Table 5.1 の今後の展開②)．そのとき，どの方向に位置制御
しているのか，どの方向に力制御あるいはダンピング制御，インピーダンス制御している
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のかを見極めることが必要となり，暗黙知スキルといいながらやはりある程度の動作解析
が必要になりえる．あるいは教示データから自動的に位置制御や力制御の方向を選別でき
ると興味深い． 
次に，家庭内作業において「手づたえ教示」の適用が可能なもの，「人とロボットとの
協調動作」の適用が適当なもの，そもそもロボット化が無意味なものをシステマティック
 
 
 
 
【課題Ⅰ】協調・分担をどのようにロボットに
実現させるか 
【課題Ⅱ】どの程度ロボットに
協調・分担させるか時間軸でど
う切り替えるか 
 教示によるスキル移
植 
タスク分析によるスキル
理解とロボット化 
ロボットと人間のタスクの協
調・分担方式のシステマティッ
クな決定 
【ケース１】 
ロボットの完全
自律が 
望まれるケース 
【手法１】 
【第２章】 
家事動作の手づたえ
教示 
【手法２】 
【今後の展開①】 
家事動作の人のスキル分
析とロボット化 
【手法３】 
【第３章】 
・家事作業の「環境変動の適応
要求度」と「作業の困難度」に
基づくロボット化戦略 
・家事作業の「作業・工程・動
作の階層表現と時間軸を意識
した動作シーケンス生成 
【ケース２】 
人間の自立動作
が 
望まれるケース 
【手法４】 
【今後の展開②】 
介護動作の手づたえ
教示 
【手法５】 
【第４章】 
介護動作の理学療法士の
スキル分析とロボット化 
【手法６】 
【第４章】 
・起立動作フェーズ毎のアシス
ト戦略切り替え 
【今後の展開③】 
・介護作業の「環境変動の適応
要求度」と「作業の困難度」に
基づくロボット化戦略 
・介護作業の「作業・工程・動
作の階層表現と時間軸を意識
した動作シーケンス生成 
 
 
Table 5.1 Future work． 
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に切り分ける方法について第３章で述べた．そこで，起立支援ロボットにおける各フェー
ズにおいて第３章で述べた手法を適用することを考える（Table 5.1 の今後の展開③）． 
適応要求度は人が周辺環境にどれぐらい適応する必要があるか，作業の困難度合いとし，
各４つの領域を以下とした． 
 
第Ⅰ領域：高齢者にとって面倒くさいだけで，すべてロボットにやってもらいたいタスク 
第Ⅱ領域：本来高齢者がすべてやりたいが，身体的に難しく，ロボットによるアシストが
必要なタスク． 
第Ⅲ領域：本来高齢者がやるべきで，ロボットによるアシストもできるが，高齢者が簡単
にできるので，是非とも高齢者自身にやらせるべきタスク 
第Ⅳ領域：本来高齢者がすべてやりたいが，身体的に難しく，高齢者にとって難しい作業
の一部のみをロボットが分担し，例えば歩きたい方向を高齢者自身が指示するような協調
して行うタスク 
 
また，カレー料理で示したように，一連の介護作業を時間軸で区切り，各フェーズにお
いて，「高齢者自身にやらせるべきか」，「どのフェーズでは協調動作とすべきか」といっ
た議論も大変興味深い． 
今後は上記視点を踏まえ，人とロボットの協調・分担をどのように実現させるかという
課題に対して，本論で提案した家事作業と介護作業のアプローチを入れ替えることによる
さらなる深堀や高齢者の起立支援ロボットにおける時間軸での協調モードのシステマテ
ィックな切り分け手法への応用，さらに，新たなタスクに対する人とロボットの協調分担
方式について研究を行う予定である． 
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