Abstract-Two of the parameters that are determined when testing an analog-to-digital converter (ADC) are the gain and offset errors. One of the ways to define these two parameters is called "independently based." In this paper, we derive the precision of the gain and offset errors estimated with the histogram test method affected by additive noise.
I. INTRODUCTION
T HE TRANSFER function of an analog-to-digital converter (ADC) relates the analog input voltage (or current) to the digital output code (Fig. 1) . In the following, we will consider that the ADC input is a voltage. The number of output codes depends on the ADC resolution (n b ) and is equal to 2 n b . The transition voltage T k is, by definition, the value of the constant input voltage that leads to an equal amount of output codes lower than k and equal or higher than k. Different output codes are expected for a constant input voltage due to the inevitable presence of noise. The code bin width W k is the distance between two consecutive transition voltages T k and T k+1 .
In an ideal ADC, the transition voltages are equally spaced by the ideal code bin width Q given by
and the ideal values of the transition voltages are
where F S is the ADC full-scale voltage. In a real ADC, however, the transition voltages are different from the ideal ones due to manufacturing defects and environmental conditions. It is thus important for the user of an ADC to know how close a given ADC is in relation to its ideal and expected behavior. To that effect, several types of ADC tests can be used. The most common test for the estimation of an ADC transfer function is the histogram test (also known as code density test) [1] - [9] . This is a statistical test where a sinusoidal stimulus signal is applied, and a large amount of samples are acquired. From the digital output codes obtained, the behavior of the ADC is inferred and its transfer function estimated, that is, the values of the transition voltages are estimated. Fig. 1 represents the transfer function of a symmetrical bipolar ADC, also known as a bipolar with no true zero or midriser transfer function because there is no step whose middle point is zero. It is mainly used in theoretical considerations where the symmetry of transition voltages eases the derivations. There are, however, other types of transfer functions like the bipolar with true zero and the unipolar, which have different values of transition voltages. The derivations carried in this paper can easily be adapted to those cases if needed.
To better evaluate the performance of an ADC, different parameters are used to express the transfer function, namely, the gain, offset error, and integral and differential nonlinearity. The first two (i.e., gain and offset error) express the transfer function as a straight line that ideally goes through the middle point of the quantification steps (black circles in Fig. 1 ). The latter two (i.e., integral and differential nonlinearity) pertain to the difference between the ideal and real transition voltages and code bin widths, respectively.
In this paper, we study the influence that the presence of additive noise and acquisition of a finite number of samples has on the precision of the estimation of ADC gain and offset error determined with the histogram method. The goal is to derive expressions that let us know what the precision of those estimates is. In the case of ADC testing, as in any measurement system, the result of the measurement should be accompanied by confidence intervals that give an idea about the uncertainty of the measurement result. In this paper, we will concentrate our efforts on determining the standard deviation of the estimated gain and offset error, which will allow us to specify the correspondent confidence intervals.
The study presented is supported by previous works done by the authors on the subject of the standard histogram test. The first step was the study of the variance of the number of counts of the cumulative histogram in the presence of additive noise [6] , [8] , phase noise [6] , [8] , and frequency errors [6] , [7] , [9] . The next step was to study the variance and error of the code bin widths and transition voltages [7] , [8] , [13] , which depend on the number of counts of the cumulative histogram. Using the knowledge gained, it was now possible to study the variance of the independently based gain and offset error since they are calculated from the ADC transition voltages.
In Section II, we will present the definitions of gain and offset error. In Section III, we address the precision of the parameters estimated from linear regression, which is used to estimate the ADC gain and offset error. In the Appendix, we derive the covariance of the transition voltages estimated with the histogram method with the purpose of determining the standard deviation of the ADC gain and offset error, which is done in Sections IV and V, respectively. In Section VI, we present experimental results that validate the analytical derivations and approximations done. An application example of the expressions derived here is presented in Section VII. Finally, in Section VIII, we present the conclusions reached in this paper.
II. INDEPENDENTLY BASED GAIN AND OFFSET ERROR
There are two ways that are traditionally used to define ADC gain and offset error. They are the Terminal-Based Definition and the Independently Based Definition [10] . In this paper, we will focus our attention on the Independently Based Definition, leaving the Terminal-Based Definition for a different publication.
In the Independently Based Definition, the gain and offset errors are defined as two scalars that when used to multiply the estimated transition voltagesT k (gain G) and add to the result of the multiplication (offset error O) lead to corrected transition voltagesT
which are as close as possible to the ideal transition voltages in a least-square sense.
The way it is traditionally used to determine the independently based ADC gain and offset error is to use a linear regression procedure to fit the estimated transition voltages to the ideal ones, i.e.,
The estimated gain is the slope of the fitted straight line, and the estimated offset error is the point of intersection of that straight line with the vertical axis (axis of the ideal transition voltages).
In the following section, we will present the expressions for the standard deviation of the estimated gain and offset error obtained from linear regression.
III. PRECISION OF THE PARAMETERS OF LINEAR REGRESSION
Consider an independent variable x (not random) and a dependent variable y that are related in the following way:
where β 1 is the slope parameter, and β 0 is the intercept parameter. The term u i represents an error, that is, it represents factors other than x that influence y. From a set of values of x and y, it is possible to use the following least-square estimators for the two parameters [11] :
The distance between the points y i and the fitted straight line is called residual (û i ):
The least-square estimators (6) are the best linear unbiased estimators according to the Gauss-Markov theorem [12] if the following assumptions are satisfied:
These assumptions mean that the errors must have zero mean, must be uncorrelated, and must all have the same variance (homoskedasticity).
Unfortunately, in the case of the determination of the independently based ADC gain and offset error with the histogram test, in the presence of additive noise, none of these assumptions are valid. The estimated transition voltages do not have zero mean [13] , do not all have the same variance [8] , and are correlated, as shown in the following section.
As a consequence, the least-square estimators (6) are not the best ones. Since the variances of the estimated voltages can be computed, it is possible to define other estimators that are better than these by using weighted least-square estimation. However, since, traditionally, normal least-square estimators are used, we consider it important to study them although they are not the best estimators possible. We plan, in the future, to extend the study presented here to other estimators based on the weighted least-square procedure.
So, given the estimators (6), we want to determine the standard deviation of the parameters β. The parameter β 1 in (6) can be written aŝ
The variance of the estimator of β 1 is (using the properties of variance) [14] var[
For the estimated offset error, using (6) and considering x = 0 leads to
Since the independent variable x is considered not to be random and given what was said in the previous section about the definition of independently based gain and offset error, we will change (4) toT
where the parameters G and O are related to the ADC gain and offset error byĜ
From [15] , we can write
having approximated the mean of G by its ideal value of 1.
Comparing (5) with (13), we have y =T , and x = T ideal .
To compute (11) and (12), it is necessary to derive the covariance of the estimated transition voltages, which is done in the Appendix.
IV. GAIN PRECISION
The variance of the estimated ADC gain is given by (11) with y = T , as previously seen. Inserting (66) gives rise to
Making the variable substitution T = UA leads to
Using (6) and considering that x represents the ideal transition voltage, we can write
For a sufficient number of bits (in general more than four), we can approximate the summation in (18) by an integral
We considered that it was a bipolar with no zero ADC, which means that the transition voltages are symmetric, and thus, their mean is null. Inserting (17) leads to
The double summation in (20) can also be approximated by a double integration in U k and U l , i.e.,
Note that the integration limits should be (−F S + Q)/A and (F S − Q)/A, which are the normalized values of the first and last transition voltages. In practice, the value of the stimulus amplitude used A is slightly larger than F S − Q because the ADC must be overdriven to minimize the bias introduced in the transition voltage estimates due to the presence of additive noise [13] . We chose to use the limits ±1 in the integrals in (21) to have its value independent of both A and F S. As a consequence, the value of the integration becomes slightly smaller.
Using the approximation justified in Appendix D (M · σ n > 1), we can substitute the covariance in (21) by the expected value of the covariance term given by (57) as
In the previous expression, we have taken into account that for small amounts of additive noise (σ n < 0.1) usually encountered in practical situations and considering the use of overdrive, we can assume the mean of the estimated transition voltages to be unbiased [13] .
Inserting (45) into (22) leads to
These integrals were numerically solved, and an approximated value of 1.21σ 2 n was obtained, e.g.,
Using (41), we can write for the estimated gain standard deviation σĜ ≈ 1.65
V. OFFSET ERROR PRECISION
The variance of the estimated ADC offset is given by (12) with y = T , as previously seen. Inserting (66) gives rise to
The double summation in (27) can be approximated for an ADC with a sufficiently high number of bits by a double integration between the first and last normalized transition voltages, i.e.,
As was done for the estimated gain variance, we will replace the limits of the integration with ±1 as
Using the approximation previously justified (M · σ n > 1), we can substitute the covariance in (28) by the expected value Fig. 2 . Test bench. The personal computer controls all instruments using GPIB. The combination of the sinusoidal stimulus signal and the normally distributed noise is carried out inside the DAQ through the use of one of its differential inputs.
of the covariance term given by (57) as
Note that the limits of integration on U k have changed due to the piecewise definition used in (57).
Inserting (45) leads to
These integrals were numerically solved, and a value of approximately 5σ 2 n was obtained, e.g.,
Using (19) and (41), we can write for the estimated gain standard deviation
VI. EXPERIMENTAL RESULTS
To demonstrate the validity of the expressions presented here, a National Instruments data acquisition board (DAQ) (model PCI-6023) was characterized using the standard histogram test.
A test bench was set up using two function generators, i.e., one to produce the sinusoidal stimulus signal and the other to add additive noise to this stimulus signal (Fig. 2) . The external injection of the Gaussian noise is used so that its standard deviation can be controlled. Since the internal voltage noise of the ADC can be considered as being present at its input, this setup allows us to recreate the presence of voltage noise in both the stimulus signal and the ADC itself.
A computer where the DAQ is installed (in a PCI expansion slot) also controls the function generators through a General Purpose Interface Bus (GPIB) interface. An application was developed in LabVIEW, which enables the user to set up all the test parameters, run the test, gather the samples, process the data to extract the pertinent ADC characteristics, which in this case is the gain and offset error estimated using the standard histogram test, represent the results and the data, and store the results for future reference.
The DAQ used has a 12-bit ADC, although only the eight most significant bits were used so that the ADC could be considered ideal. Using a Monte Carlo procedure with 1000 repetitions, we computed the standard deviation of the estimated independently based gain and offset error. We varied the additive noise standard deviation, number of samples, and stimulus signal amplitude.
A 20% overdrive was used to guarantee that the ADC input range was covered by the stimulus signal. This is a common procedure that is also used to minimize the effect of additive noise on the estimation of transition voltages and code bin widths. That noise causes a bias that is higher near the stimulus signal extremes [13] . By not using that portion of the stimulus signal, the bias can effectively be reduced to an acceptable level [16] , [17] .
The results obtained for the standard deviation of the estimated ADC gain and offset error are presented in Figs. 3-5 .
The vertical bars in the figures translate the 99.9% confidence interval to account for the Monte Carlo uncertainty due to the 1000 test repetitions (N ) carried out.
In Fig. 3 , it is observed that the standard deviation of the estimated gain and offset error of the ADC linearly increases with the standard deviation of additive noise. This is not unexpected since it is normal to find that the measurement uncertainty increases with the amount of random noise present. Note that the standard deviation of the gain is expressed as a percentage of its ideal value, which is 1, and the standard deviation of the offset error is expressed as a percentage of the stimulus signal amplitude.
Both standard deviations decrease with the square root of the number of samples acquired (Fig. 4) . Their value can be made arbitrarily small by choosing a high enough number of samples.
As shown in Fig. 5 , the standard deviations of the estimates increase with the stimulus signal amplitude.
The experimental results, which are represented by vertical bars, are below the value given by the approximate expressions (25) and (33). This validates the derivations presented here and justifies the use of those expressions to determine an upper bound for the estimated ADC gain and offset error.
VII. APPLICATION EXAMPLE
As an example, let us consider the use of an ADC to convert the value of the output voltage of a temperature sensor with a sensitivity (S) of 10
• C/V. When performing the calibration of the system, the ADC independently based gain and offset error are estimated using the standard histogram test.
The value of temperature can be obtained from the digital code at the output of the ADC (D) as
The value inside the curved parenthesis is the input voltage of an ideal ADC when its output code is D (black circles in Fig. 1 ). The value inside the square brackets is the real voltage at the ADC input considering the estimated gain and offset error and (14) .
Suppose that we are using a 16-bit ADC with a full scale of 10 V. The value of Q is [using (1)] 305.2 μV. In addition, suppose that the characterization of the ADC leads to a value for the estimated gain and offset error of 1.02 (Ĝ) and 530 μV(Ô), respectively. This corresponds to [using (14) ]Ĝ = 0.98 and O = −519.6 μV. If the digital output code of the ADC one gets at a given instant is, for example, 40 000, it means that the estimated temperature is [using (34)] 21.634
• C. In (34), there are two sources of uncertainty that are being considered in this example, i.e., the estimates of ADC gain and offset error. Using the procedures in the Guide to the Expression of Uncertainty in Measurement [18] , the uncertainty of the measurement result (in this case the temperature) can be obtained with [18, p. 19] 
where u 2 G and u 2 O are the variances ofĜ andÔ , respectively. According to (15) , they are approximately the same as the variances of the ADC gain and offset error (Ĝ andÔ). The derivatives of T can be computed from (34), leading to
Using (25) and (33) and considering that the sine wave amplitude used was 12 V, the number of samples acquired was 1000, and the standard deviation of the noise present when characterizing the ADC was 1 mV, we have uĜ ≈ 6. In this example, we did not consider other sources of uncertainty that could also be present, like the uncertainty of the temperature sensor or due to the noise present in the measurement setup.
VIII. CONCLUSION
In this paper, we have analyzed the precision of the estimates of the independently based ADC gain and offset error obtained with the standard histogram method. The main results are (25) and (33), which can be used to determine the uncertainty interval for the estimated independently based gain and offset error. This has the same importance as any measurement system where the quality of the measurements should be expressed in terms of confidence intervals for the results. An example is given showing how the confidence interval should be computed following the recommendation in the Guide to the Expression of Uncertainty in Measurement [18] .
As stated in the beginning of this paper, the independently based gain and offset estimators are not the best ones from a least-square-error point of view because the ADC transition voltage estimates are not of equal variance and do not have a null mean, as stated in (8) . In the future, a better estimator could be proposed based on a weighted least-square procedure.
The uncertainty of the independently based estimator of the gain and offset error should also be compared with the terminal based one to see which is better from a precision point of view.
Finally, the statistic distribution of the estimators should be determined so that the correct coverage factor may be used when constructing the confidence interval for a measurement made with an ADC (in the example given, a normal distribution was assumed).
APPENDIX A HISTOGRAM TEST
In the histogram test, usually, a sinusoidal stimulus signal is applied to the ADC input as
Due to the presence of additive noise in the stimulus signal and generated in the ADC itself, we can consider the sampled voltage to be
where n v is a random variable that represents the additive white Gaussian noise (AWGN) with null mean and standard deviation σ v . The variable M represents the number of samples acquired. Inserting (38) into (39) leads to
To simplify the derivations, we will introduce the following normalized variables:
Using these variables, we can write the normalized sampled voltage [from (40)] as
The M samples acquired are used to construct the cumulative histogram c k , which is the number of samples with output code equal to or lower than k. The transition voltages are then estimated with [1] 
or (using a normalized transition voltage)
APPENDIX B PROBABILITY OF A SAMPLE HAVING A GIVEN CODE To compute the covariance of the transition voltages, we will first need to compute the covariance of the number of counts of the cumulative histogram c k . To that effect, we will introduce a binomial variable w k , which assumes the value 1 if a sample belongs to class k of the cumulative histogram and 0 otherwise. The probability that a given sample with phase γ j belongs to c k is the probability that the sampled voltage (with phase γ j ) is lower than the transition voltage U k [8] , i.e.,
The definition of covariance is [15] cov
The expected value E[w k w l ] of the product of w k and w l is the probability that a sample simultaneously belongs to c k and c l , which is to say that it is the probability that the sampled voltage is lower than both U k and U l . This probability is just the probability that the sampled voltage is lower than the minimum of U k and U l , i.e.,
Since w is a binomial variable, its expected value is equal to the probability of w = 1, which is
Inserting (47) and (48) into (46) leads to
APPENDIX C CONDITIONAL COVARIANCE OF THE CUMULATIVE HISTOGRAM
The number of counts of the cumulative histogram c k is just the sum of the variable w k for all the samples acquired, i.e.,
The covariance between the summations of two variables is the double summation of the covariance of those variables [14] 
A sample having or not a certain output code is independent of another sample, with a different phase, of having the same or another output code. From this, it follows that the covariance in (51) is only different from 0 when i = j. Equation (51) 
APPENDIX D TOTAL COVARIANCE OF THE CUMULATIVE HISTOGRAM Usually, the stimulus signal and the sampling signal are not synchronized, which means that the phase at the origin of the stimulus signal ϕ can assume any value. Considering that it has a uniform distribution in the interval [−π, π], the total covariance of the number of counts of the cumulative histogram can be computed from the conditional covariance given by (52) [14] , i.e., 
The first term of the right side of (53) 
Inserting (49) leads to
In relation to the second term on the right side of (53) 
The conditional expected value of c k is the sum of the conditional expected values of all the variables w k as 
