We introduce the notion of de Bruijn entropy of an Eulerian quiver and show how the corresponding relative entropy can be applied to practical string similarity problems. This approach explicitly links the combinatorial and information-theoretical properties of words and its performance is superior to edit distances in many respects and competitive in most others. The computational complexity of our current implementation is parametrically tunable between linear and cubic, and we outline how an optimized linear algebra subroutine can reduce the cubic complexity to approximately linear. Numerous examples are provided, including a realistic application to molecular phylogenetics.
I. INTRODUCTION
String similarity is a fundamental problem touching on computer science, bioinformatics, machine learning, and many other areas [25] . Most fast approaches to string similarity (e.g., bag-of-words or kernel methods) are heuristic, whereas most theoretically grounded approaches to string similarity (e.g., Kolmogorov complexity methods) are slow. In this paper, we discuss a technique that bridges the gap, offering performance that can be tuned between linear and (in a sufficiently optimized implementation) subquadratic time while offering a clear interpretation in terms of combinatorial and information-theoretical primitives. Our technique is particularly well suited for comparing words based on their local structure and is agnostic to global structure, which is particularly interesting for comparing strings/words encoding paths through digraphs with cycles (e.g., control flow graphs of computer programs) or for streaming data.
The paper is structured as follows. We begin by establishing notation and graph constructions in §II before discussing basic combinatorial properties in §III and our ultimate information-theoretical considerations in §IV. Finally, we outline applications, focusing in particular on molecular phylogeny as an example where an approximate "ground truth" furnishes a basis for evaluating the performance of our approach and its comparison with conventional techniques. Appendices on spin models as well as code for reproducing and extending our results are included.
II. PRELIMINARIES
We begin with some preliminaries to establish basic definitions and notation. Let n < ∞ and consider a finite set A := {a 1 , . . . , a n } which we call an alphabet. A word or string over A of length is an element of A ; a symbol is a word of length 1. The word w = (w 1 , . . . , w ) will typically be written as w = w 1 . . . w . With a slight abuse of notation, we write (w) = . The concatenation of two words w = w 1 . . . w and w = w 1 . . . w is ww := w 1 . . . w w 1 . . . w .
A cyclic word or necklace [31] of length is the set of cyclic shifts of a word. We shall engage in a minor abuse of notation by letting w denote either a word or a cyclic word depending on context. If w is cyclic, w j := w ((j−1) mod )+1 .
Recall that a quiver (also known as a multidigraph, directed multigraph, etc.) Q is an ordered pair (V (Q), E(Q)) ≡ (V, E) s.t. E is a multiset over V × V [5] . The adjacency matrix A(Q) of Q is defined so that if there are a edges from v j to v k , then A(Q) jk := a. It is clear that a quiver may be reconstructed from its adjacency matrix and vice versa, so that we may write f (Q) ≡ f (A) for a generic function f without any ambiguity so long as either side is defined. Furthermore, we may make the implicit identifications v j ≡ j and Q ≡ A(Q) for convenience.
For w cyclic and k < (w), the order k de Bruijn quiver [39] Q k (w) is given by
• V (Q k (w)) := A k ;
• E(Q k (w)) := {(w 1+j . . . w k+j , w 2+j . . . w k+1+j ) : 0 ≤ j < }.
• Q k (w) is Eulerian (i.e., [strongly] connected and with indegrees equal to outdegrees, so that we may unambiguously write deg (v) for either quantity at vertex v) iff w contains every possible k-gram (otherwise, there are isolated vertices, but we may elide this technicality without comment at times). An Euler circuit on Q k (w) corresponds to a Hamiltonian path on Q k+1 (w). These properties are why we deal with cyclic words.
III. COMBINATORICS
To begin this section, we remark that it is a concrete application (though perhaps of sufficient generality as to border on a reformulation) of the so-called transfer matrix method [31] .
Write w ∼ k w iff Q k (w) = Q k (w ). It is clear that ∼ k is an equivalence relation; denote the corresponding equivalence class of w by [w] k . Let W k (w) := |[w] k | denote the number of cyclic words with the same order k de Bruijn quiver as w. In order to compute W k (w) it is convenient to consider the adjacency matrix
If A is a square matrix, write d(A) for the vector with components given by the diagonal entries of A. If now 1 denotes a vector of ones, then L(A) := d(A1)−A is the Laplacian of A. We recall the following two classical theorems:
Matrix-tree theorem. Let Q be a quiver. The diagonal cofactors of L(A(Q)) are all equal to each other and to the number t(Q) of directed spanning trees of Q oriented towards any fixed vertex.
BEST [de Bruijn, van Aardenne-Ehrenfest, Smith, and Tutte] theorem. Let Q be an Eulerian quiver. Then the number c(Q) of Euler circuits of Q is
These readily yield the following Corollary. [11, 13] Let A := A k (w) correspond to an Eulerian de Bruijn quiver. Then
Here φ(·) is the totient function, the gcd is defined elementwise and M ! := i,j M ij !. 
A. Example 1 Consider w = ABRACADABRA over A = {A, B, C, D, R}. Q 1 (w) and Q 2 (w) are depicted in figure 2 .
We have that
where for convenience we have annotated matrix entries with subscripts corresponding to the 2-grams. It is easy to check that t(Q 1 (w)) = 4. Meanwhile, the ordered tuple of vertex degrees (i.e., the row or column sums of A) is (5, 2, 1, 1, 2), so v (deg(v) − 1)! = 24. Therefore c(Q 1 (w)) = 4 · 24 = 96. The sum in equation (2) has only a single term, corresponding to d = 1, and so
[40] By noting the cycle structure of Q 1 (w), we can list the 12 elements of [w] 1 by hand. In the lexicographical order inherited from the usual order on A, these are: It is not difficult to similarly show that W 2 (w) = 1. Finally, consider w = BARBARA. This is a degenerate case as the symbols C and D are not present, so that the de Bruijn quiver is only componentwise Eulerian: i.e., the in-and outdegrees coincide, but some are zero, so that the quiver is not connected. Taking A = {A, B, R} (or equivalently and perhaps more straightforwardly, modifying the Laplacian by changing any zeros along the diagonal to ones) to remedy this, we get that t(Q 1 (w )) = 4. The ordered tuple of vertex degrees is (3, 2, 2), so v (deg(v) − 1)! = 2 and c(Q 1 (w )) = 2 · 4 = 8. As before, there is a single term in the sum for
The other element of [w ] 1 is BARARBA.
B. Example 2
Consider A = {0, 1}, k = 1, and fix . If g ∈ {00, 01, 10, 11}, let x g (w) be the number of times that g occurs in w. Because w is cyclic, we must have x 01 = x 10 = ( − x 00 − x 11 )/2 =: x * , and A 1 (w) = ( x00 x * x * x11 ). [41] We have that L(A 1 (w)) = x * 1 −1 −1 1 , so t(Q 1 (w)) = x * . Furthermore, deg(0) = x 00 + x * and deg(1) = x * + x 11 , so c(Q 1 (w)) = x * · (x 00 + x * − 1)! · (x * + x 11 − 1)!. It follows after a line or two of algebra that
Explicitly, for = 16, we have the following table of values, with zeros omitted: [42] x 00 Figure 3 shows results in the same vein for = 256. It is evident that W 1 behaves very much like a Gaussian, with the only significant qualitative difference resulting from the triangular domain. Similar results hold for more general contexts, and this fact might enable analytical estimates for W (A).
IV. INFORMATION THEORY

A. de Bruijn entropy
Definition. The order k de Bruijn entropy of a cyclic word w is H k (w) := log W k (w).
As in §III, we may also consider the entropy of an Eulerian quiver Q or of its adjacency matrix A, written respectively H(Q) and H(A). Typically the logarithm will be taken with base |A| unless otherwise indicated.
This definition evokes Boltzmann's physical interpretation of entropy as the logarithm of the number of microscopic configurations of a system that are consistent with the system's macroscopic characterization. Here, the "macroscopic characterization" of w is just Q k (w), and "microscopic configurations" are just members of [w] k . Another perspective realizes this definition as an analogue for finite words of the capacity of the discrete noiseless channelà la Shannon [28] , or equivalently of the topological entropy of a subshift of finite type [14] . ) · x00. Red contours: naive quadratic fit. Inset: plot of transformed H1 values intermittently sampled along the line x * = /4 and comparison to a naive quadratic fit. Note that the naive quadratic fit is a slight overestimate at the peak.
Compression arguments
Recall now the context of §III B. In order to completely specify a cyclic binary word w, it suffices to specify both
• A 1 (w), which requires a total of 2 log 2 − 1 bits (because it requires log 2 bits to specify x 00 and log 2 − 1 bits to specify x * );
• The appropriate element of [w] 1 , which requires at most H 1 (w) − log 2 bits (because there are roughly −1 2 cyclic binary words of length ).
In particular, if H 1 (w) < − 2 log 2 + 1, then we have the outline of a scheme for losslessly compressing w (the generalizations to n > 2 and k > 1 are not fundamentally different). Note that while most words are too statistically uniform (or more precisely, the adjacency matrices of their de Bruijn quivers have elements that are too similar) to be compressed in this way, in practice one is rarely interested in compressing statistically uniform data. Indeed, we recall that a standard diagonal argument shows that any fixed compression scheme will fail to compress most data [18] .
The perspective of algorithmic information theory hinted at here will directly motivate the definition of relative de Bruijn entropy in §IV B.
Maximally informative values of k
Although the paper [29] leverages the empirical probability distribution of k-tuples rather than the more detailed notion of de Bruijn quivers, it nevertheless gives strong experimental evidence that the natural heuristic k = log n is a good approximation for the lower limit of a reasonably narrow range of maximally informative values of k in practice. While this paper also discusses upper limits on this range, these depend on the particular word and are of less practical interest for the obvious reason that increasing k requires more storage.
Remarks on computational complexity
A detailed analysis of the complexity of computing the de Bruijn entropy is likely to be both more intricate and less informative than an experimental one, owing to the complex relationship between the local statistical behavior of words and their corresponding quiver connectivity structure as a function of k (this is particularly true for the relative de Bruijn entropy, for which see below). However, we note that the dominant contribution to runtime is a matrix determinant (note that forming the adjacency matrices of quivers of words can be done in linear time), and we briefly discuss its complexity here.
Let ω denote the exponent for the complexity of matrix multiplication/inversion/determinant evaluation (say, 3 or perhaps 2.808 in practice, or 2.373 in theory [32] 
t. computing the de Bruijn entropy requires linear time with standard techniques of linear algebra (e.g., computing the determinant via LU or QR decomposition as in our current implementation). Meanwhile, as pointed out in §IV A 2, a reasonable rule of thumb for the maximally informative value of k is log n .
These two observations can be combined by thinking of k as a scale below which where we have complete information about the structure of words and of 1/ω as a scale above which negligible information suitable for comparisons between words is discernable in linear time using standard techniques of linear algebra. That is, the computation of a de Bruijn entropy can be forced to run in linear time by choosing k = ω −1 log n (or, for that matter, k = O(1)), with the consequence that this amounts to neglecting not only correlations at scales greater than k (as usual), but also the ability to capture statistical fluctuations of any sort at scales beyond 1/ω . Insisting on k = log n means in practical terms that our technique requires cubic time in the implementation used here.
However, it is possible to do better, though for the sake of keeping this paper reasonably circumscribed we will confine ourselves here to a brief discussion. The reader will probably have noticed the phrase "standard techniques of linear algebra" repeated above, and considered the associated references to matrix decompositions for computing a determinant in (what is in practice) cubic time. In fact the determinant can be evaluated in less than
) time using so-called black box linear algebra [33, 35] . The key here is that a diagonal minorL of the Laplacian has a predetermined sparse structure, so that the oracle x →Lx can be realized in subquadratic time. This faciliates the computation of the characteristic polynomial ofL using so-called superfast Toeplitz solvers in O((n k ) log 2 (n k )) time [1, 4] , from which the determinant follows trivially.
[43] Thus although our current implementation essentially has cubic time complexity for maximally informative values of k, it can already be regarded as having linear complexity for k independent of , and a sufficiently optimized linear algebra subroutine would yield complexity that is just the product of a linear and a polylogarithmic term in the general regime of interest, rendering it competitive with bag-of-words or kernel methods [25] that have linear complexity but weaker or more ad hoc theoretical justification.
B. Entropy of componentwise Eulerian quivers and relative de Bruijn entropy
where the maxima are taken elementwise. It is easy to see that if A and A both correspond to componentwise Eulerian quivers, then so does A A . Indeed, this is the adjacency matrix of the quiver that naturally corresponds to A − A after reversing edges with negative matrix entries. [44] With this in mind, let A (j) be adjacency matrices respectively corresponding to Eulerian quivers Q (j) , so that Q := j Q (j) is a componentwise Eulerian quiver with corresponding adjacency matrix A. Define
and
To avoid degeneracies, we define W (a) ≡ 1 and H(a) ≡ 0, where here a is the 1 × 1 adjacency matrix corresponding to the quiver Γ a with a single vertex and a ≥ 0 edges (i.e., loops). This definition extends the prior one from Eulerian quivers to componentwise Eulerian quivers. Note that H(A) = H(A T ) and (A A ) T = A A, so that H(A A ) = H(A A). Suppose now that we have two cyclic words w and w over A. Given w and therefore also A k (w), all that is needed to determine A k (w ) is the difference A k (w ) − A k (w), or equivalently the two nonnegative matrices
In order to completely specify w given w, it therefore suffices to specify A k (w|w ), A k (w |w), and a number of roughly H k (w ) bits. It is clear that H k+1 (w ) ≤ H k (w ). If w is far from statistically uniform, then there will be some critical value k << (w ) s.t. H k (w ) = 0 (note that H (w )−1 (w ) ≡ 0). At this point all the information in w that is not latent in w is encoded in the matrices A k (w|w ) and A k (w |w). In other words, the conditional Kolmogorov complexity K(w |w) as well as the information distance [2, 17] can be approximated by a function of these matrices. [45] This motivates the following Definition. The order k relative de Bruijn entropy of w given w is H k (w ||w) := H (A k (w, w ) ), where
More generally, the relative entropy of A given A is defined as H(A ||A) := H(A A).
Note that (unlike the Kullback-Leiber incarnation of relative entropy for probability distributions) the relative entropy of componentwise Eulerian quivers is symmetric. Our experiments have shown that it is however not a pseudometric: i.e., it does not satisfy the triangle inequality. Nevertheless, it is straightforward to use the relative entropy to derive a pseudometric on a fixed set of words using the results of [6] .
Example 3
Setting u := ABRACADABRA and v := ABARACARBAD, we have that A 1 (u) A 1 (v) = A 1 (w), where w := ABRABRABRA and H 1 (w) = 0, so H 1 (u||v) = 0. [46] Meanwhile, the (Levenshtein) edit distance between u and v turns out to equal 5. It is evident at least in this particular case that the relative entropy better captures similarity in the local structure of words than an edit distance does.
Example 4
For 1 < m ∈ N, let w := 0 m 1 m and w := (0 1 ) m . For k < , a straightforward (if somewhat tedious) calculation shows that H k (w||w ) m log mk, whereas the (Levenshtein) edit distance between w and w is 2 m/2 . That is, for k and m fixed we have that H k (w||w ) = O(1), whereas the corresponding edit distance is O( ).
Example 5
Figure 4 depicts the relative entropy H 1 (w ||w) of cyclic binary words w, w as a function of x 00 and x * , where = 256, x 00 = 32, and x * = 80. The relative entropy is zero along the strip |x * − x * | ≤ 1 (and nowhere else). This is because in the strip, A 1 (w) A 1 (w ) corresponds to coherently inserting and/or deleting only cyclic subwords of the form w (1) = 0 . . . 0, w (2) = 01, and w (3) = 1 . . . 1. While there are generally many ways to do this, the cyclic subword w (1) w (2) w (3) = 0 . . . 01 . . . 1 satisfies H 1 (w (1) w (2) w (3) ) = 0. This in turn is a manifestation of the simple cycle structure of A 1 (w) A 1 (w ) in the strip.
The cycle structure of A 1 (w) A 1 (w ) is also behind the more significant phenomenon of relative entropy values exceeding (w) ∨ (w ). This highlights the constraint that any modified relative de Bruijn entropies of the form H(f (A k (w), A k (w ))) should be such that f (A k (w), A k (w )) is still a componentwise Eulerian adjacency matrix.
V. APPLICATIONS A. Biological systematics
Molecular phylogenetics-i.e., the analysis of evolutionary relationships based on hereditary molecular characteristics-and biological classification of organisms typically focus on comparing DNA sequences [9] . A particularly convenient form of DNA for this purposes is mitochondrial DNA (mtDNA). mtDNA is an extremely economical repository of information in that nearly every base pair in human mtDNA is known to code for some protein or RNA product, and there is even overlap between coding regions; meanwhile mammalian mtDNA sequences are only on the order of 20k base pairs. Moreover, mtDNA is not highly conserved and mutates rapidly.
In figures 6 and 7 below we show that relative de Bruijn entropy produces results comparable if not superior to an edit distance (cf. figure 8 ) for constructing phylogenetic trees that easily capture most of the evolutionary relationships September 11, 2015 Approved for Public Release; Distribution Unlimited among primates (cf. figures 5 and 9) from mtDNA sequences alone. Furthermore, the comparative performance of the relative entropy is likely to improve in other problem domains that can actually leverage the fact that the relative entropy captures local correlations while ignoring global correlations (cf. §V C). It is worth noting that the technique outlined here is alignment-free [9] , and a suitable implementation optimized for speed (which our current implementation certainly is not, cf. §IV A 3) is a promising candidate tool for bioinformatics. In particular, it is an attractive alternative to current techniques such as those in [12, 19, 29, 30, 34] and the older but perhaps conceptually closer approach of [16] . We note also that de Bruijn quivers have been considered in the context of multiple alignment [24, 37, 38] .
B. Textual comparison
There are numerous downstream applications of textual comparison, e.g. authorship attribution (see, e.g., [27] ). It may be fruitful to engage in a dramatic simplification of textual comparison at large scales with relative de Bruijn entropy by, e.g., working with the results of part-of-speech tagging (perhaps focusing in particular on function words versus content words). Another possibility is to omit or "don't care" words that do not frequently occur in a corpus and treat the words themselves as symbols in a very large alphabet while keeping the order of the induced quivers very small.
C. Behavioral analysis of computer programs
Notwithstanding the interesting applications discussed above, the raison d'être of the present paper is the anticipated application of its theory to the low-level behavioral analysis of computer programs of unknown provenance. Although the general problem of disassembly of binary executable code is undecidable, interactive disassembly and automated reverse engineering techniques can facilitate static code analysis. In particular, a disassembled binary executable program may be conveniently represented in a platform-independent intermediate language such as REIL [10] or an enhanced variant called Power-REIL (PREIL). In turn, individual machine-level instructions (or short sequences of them) can be mapped to a reduced set of behaviors, which serve as the symbols in a prospective alphabet. One or more of these behaviors or symbols may serve as a flavor of "don't care".
An abstract view of the preceding enterprise consists of annotating (a suitable coarse-graining of) the program's control flow graph with the appropriate behaviors: vertices are annotated with a control flow behavior, and edges are annotated with a sequence of other behaviors. Specific executions of the program correspond to walks in the September 11, 2015 Approved for Public Release; Distribution Unlimited Automatically generated (cf. §B 3) phylogenetic tree using average linkage for k = 7 relative de Bruijn entropy (unnormalized). Mismatches w/r/t the tree in figure 5 appear for the suborders Haplorrhini and Strepsirrhini, for the families Cebidae and Lorisidae, and for the subfamily Callitrichinae. Note that Lorisiformes here should be labeled as Galagidae, but this merely reflects an ambiguity in the input data annotation. Not explicitly shown, but also matched, are the tribes Cercopithecini, Colobini, Papionini, and Presbytini, the subfamilies Homininae and Lorisnae, the superfamily Hominoidea, and the infraorders Lorisformes (cf. previous comment) and Simiformes.
September 11, 2015
Approved for Public Release; Distribution Unlimited September 11, 2015 Approved for Public Release; Distribution Unlimited Note that while the edit distance results match Strepsirrhini and Lorisidae, they fail to match the more fine-grained taxa Macaca and Homindae, the latter of which is particularly important to members of, e.g., Homo sapiens and is detailed in figure 9 . (NB. Cercopithecinae and Cercopithecidae are ambiguously labeled here and in previous figures due to the input data annotation and as such are not remarked on for comparative evaluation.)
September 11, 2015 Approved for Public Release; Distribution Unlimited control flow graph, which induce corresponding sequences of behaviors-i.e., words over the behavior alphabet. Broad coverage of the control flow graph can be accelerated through dynamic execution [15] . At this point one has a set of words corresponding to representative program behavior sequences. Comparing these (or extracted subwords) to words containing exemplars of bad behavior can then inform security assessments [8] .
The rationale for using relative de Bruijn entropy here versus a more familar construct such as edit distance is straightforward. The relative de Bruijn entropy compares all of the local structure of words while remaining agnostic to the global structure. Because of this, it is particularly well suited to comparing words corresponding to different paths through a control flow graph, where "motifs" may appear with greater location variability than in biological sequences. In particular, it is natural to expect that loops containing complex sub-flow graphs are better suited to analysis with relative de Bruijn entropy than an edit or dynamic programming metric on words.
Appendix A: Spin models
In this appendix, we briefly mention the simple connection (via the transfer matrix method) of de Bruijn quivers and entropies with the physics of finite one-dimensional spin models.
A local potential of order k is a function E : A k → R. The corresponding energy of a cyclic word w with (w) ≥ k is
A probability distribution of the form P(w) = e −βE(w) /Z(β) over cyclic words of some fixed length defines the canonical ensemble of a circular one-dimensional spin model, or more generally a Gibbs field [3] . In statistical physics, β = 1/k B T , where k B is the Boltzmann constant, T is the absolute temperature, and the normalizing factor Z(β) is the so-called partition function. It turns out that every quantity of physical interest (e.g., entropy, internal energy, free energy, etc.) can be computed from a system's partition function, and its determination is correspondingly the central goal of statistical physics [20] .
For example, taking A = {0, 1}, σ j := 2w j − 1, and E(w j w j+1 ) := −2Jσ j σ j+1 − Kσ j reproduces the 1D (spin-1/2) Ising model describing model magnetic systems. Here the spins σ j represent magnetic dipoles, J represents the strength of the dipole-dipole coupling, and K represents the external magnetic field. Another example is furnished by taking A = {A, C, G, T } and defining a local potential by the nearest-neighbor Gibbs free energy parameters quantitatively describing oligomeric DNA hybridization [26] . [47] The transfer matrix method facilitates the calculation of Z 1/ and its limit as → ∞. For example, it is a standard result that for the 1D Ising model
The particular flavor of transfer matrix method embodied in (4) enables the exact calculation of Z 1/ for < ∞ by noting that
along with E(w) ≡ E(x 00 , x * ; ) = 2Kx 00 + (4J + 2K)x * − (J + K) .
This is superfically rather different than writing an expression of the form Z = Tr(Λ ) as per a typical application of the transfer matrix method in physics, but in fact both approaches turn out to have the same essential content and structure [31] .
Appendix B: Data and figure generation NB. MATLAB code detailed in §C is called throughout this section.
§III B
The figures in §III B were generated using the following MATLAB commands: 
§V A
The following commands were applied to two input text files: genbankfile and fastafile, which respectively contained 109 GenBank and FASTA-formatted mtDNA sequences of a broadly representative set of primates, and obtained as described in the code comments in §C 5. genbankfile was used purely for its annotations; the remainder of the analysis used fastafile. The computation required less than 2 hours in a single MATLAB session on a standard laptop and automatically generated figures 6 and 7. Figure 8 was generated along similar lines using data produced by the second author from a Levenshtein distance routine in Python that is not included here. Approved for Public Release; Distribution Unlimited
