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1. Introduction and preliminaries
We are concerned with the production of convex mappings of the unit ball B = Bn in the complex n-dimensional
space Cn with the standard Euclidean norm ‖ · ‖ and inner product 〈·,·〉. That is, mappings F : B → Cn that are biholo-
morphic and are such that F (B) is a convex domain. We assume the usual normalization that F (0) = 0 and DF(0) = I ,
where DF is the Fréchet differential of F and I is the identity operator on Cn .
The work of Roper and Suffridge [10] provided the ﬁrst big breakthrough in the construction of such mappings. In-
deed, they provided a systematic way to extend a normalized convex mapping f of the unit disk  = B1 ⊆ C to a
normalized convex mapping of B . The mapping is simply F (z) = ( f (z1),
√
f ′(z1)zˆ) for z ∈ B . Here we use the shorthand
zˆ = (z2, . . . , zn) ∈ Cn−1.
This result of Roper and Suffridge spurred the study of operators that extend mappings of the disk to mappings of the
ball. To be precise, we use the deﬁnition provided in [8]. For each n ∈ N, let LSn denote the family of all normalized locally
biholomorphic mappings of Bn into Cn equipped with the topology of uniform convergence on compact subsets of Bn . An
extension operator is a continuous function Φ : LS1 → LSn that satisﬁes
Φ( f )(ζe1) = f (ζ )e1, ζ ∈ ,
where e1 = (1,0, . . . ,0) is the standard unit vector in Cn . The Roper–Suffridge extension operator is
Φ1/2( f )(z) =
(
f (z1),
√
f ′(z1)zˆ
)
, f ∈ LS1, z ∈ B.
We remark that any power of f ′ can, and will, be assumed to be the branch of the power having value 1 at z = 0. If we
write Kn for the family of normalized convex mappings of Bn , then the result of Roper and Suffridge is the following.
Theorem A. Φ1/2(K1) ⊆ Kn.
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and Kohr [4] for a comprehensive analysis of some. Of interest to us here is the operator
Φβ( f )(z) =
(
f (z1),
[
f ′(z1)
]β
zˆ
)
, f ∈ LS1, z ∈ B,
where β ∈ [0,1/2], as introduced by Graham and Kohr in [5]. (When β = 1/2, this is the Roper–Suffridge operator.) While
these operators successfully extend mappings with certain properties, such as those that are starlike or have parametric
representation to mappings of the same type, the extension of convex mappings is a much more restrictive endeavor. The
following result from [8] exempliﬁes this.
Theorem B. Let Φ : LS1 → LSn be an extension operator and f ∈ K1 be a half-plane mapping. Then Φ( f ) ∈ Kn if and only if there
exists a homogeneous polynomial Q : Cn−1 → C of degree 2 such that ‖Q ‖ = supu∈∂Bn−1 |Q (u)| 1/2 and
Φ( f )(z) = ( f (z1) + Q (zˆ) f ′(z1),√ f ′(z1)zˆ), z ∈ B.
It immediately follows that Φβ(K1) ⊆ Kn if and only if β = 1/2. (This was originally obtained in [3].)
In this article, we consider the effect of the restriction that a mapping f ∈ K1 be convex of a certain order α on the
convexity of Φβ( f ) for some β ∈ [0,1/2]. Recall that a function f ∈ LS1 is convex of order α ∈ [0,1) provided that
Re
(
zf ′′(z)
f ′(z)
+ 1
)
> α, z ∈ .
Denote the class of such functions by K1(α). Of course, K1(0) = K1. The following, our main theorem, gives that, for
suﬃciently large α, the criterion β = 1/2 is not necessary for Φβ( f ) to be convex, and hence produces convex mappings of
B not obtained through the Roper–Suffridge extension operator.
Theorem 1.1. Let α ∈ [0,1) and β ∈ [0,1/2]. Then Φβ(K1(α)) ⊆ Kn if and only if
β 
⎧⎪⎪⎨
⎪⎪⎩
1
2 if 0 α 
1
2 ,
3−4α
4(1−α) if
1
2 < α 
3
4 ,
0 if 34 < α < 1.
(1.1)
In Section 2, we introduce several operators on the set of convex mappings of the disk, including a modiﬁed Schwarzian
derivative, that are useful in the proof of Theorem 1.1. Some helpful inequalities will be given. In Section 3, we examine the
conditions for convexity of a mapping Φβ( f ), f ∈ LS1. In both sections, examples will be considered to both illustrate the
nature of the results and to prove necessity in Theorem 1.1. The main burden of the proof of Theorem 1.1 is the argument
of suﬃciency, which is the content of Section 4. Lastly, some further considerations are given in Section 5, including the
possible extension of Theorem 1.1 to the case where β /∈ [0,1/2].
2. Results for convex mappings of order α
For a mapping f ∈ LS1, we consider several functions related to f . The ﬁrst is the Schwarzian derivative of f ,
S( f )(z) = d
dz
(
f ′′(z)
f ′(z)
)
− 1
2
(
f ′′(z)
f ′(z)
)2
, z ∈ ,
and the second is
A f (z) = 1− |z|
2
2
f ′′(z)
f ′(z)
− z, z ∈ .
The following inequality (line (2.2.16) in [4]) has proven to be quite useful for f ∈ K1:(
1− |z|2)2∣∣S( f )(z)∣∣ 2(1− ∣∣A f (z)∣∣2), z ∈ . (2.1)
We look to improve upon this inequality for mappings f ∈ K1(α). We will do so with the perturbation of the Schwarzian
derivative given by
Sβ( f )(z) = d
dz
(
f ′′(z)
f ′(z)
)
− (1− β)
(
f ′′(z)
f ′(z)
)2
, z ∈ ,
deﬁned for β ∈ R. Note that S1/2( f ) = S( f ) for f ∈ LS1.
We consider the following improvement on the inequality (2.1). The case β = 1/2 is part of a theorem of Harmelin
[6, Theorem 4], and the proof of the following lemma is a modiﬁcation of the proof of that theorem.
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β  1− 2α
2(1− α) . (2.2)
Then for all f ∈ K1(α) and z ∈ , we have
(
1− |z|2)2∣∣Sβ( f )(z)∣∣ 2
(
1− ∣∣A f (z)∣∣2 − α(1− |z|2)− (1− 2β)(1− |z|2)24
∣∣∣∣ f ′′(z)f ′(z)
∣∣∣∣
2)
. (2.3)
Proof. The linear fractional transformation
T (w) = w − 1
w + 1− 2α
maps the half-plane {w ∈ C: Rew > α} onto , and T (1) = 0. Write ψ(z) = f ′′(z)/ f ′(z) for z ∈ . Then
ϕ(z) = T (zψ(z) + 1)= zψ(z)
zψ(z) + 2(1− α)
is a self-mapping of , and ϕ(0) = 0. Schwarz’s Lemma implies that |ϕ(z)/z|  1 for all z ∈  with strict inequality if
ϕ(z)/z is nonconstant. The Schwarz–Pick Theorem (see [2]) then implies that
(
1− |z|2)∣∣∣∣ ddz ϕ(z)z
∣∣∣∣ 1−
∣∣∣∣ϕ(z)z
∣∣∣∣
2
, z ∈ .
Let z ∈ . This becomes(
1− |z|2)∣∣2(1− α)ψ ′(z) − [ψ(z)]2∣∣ ∣∣zψ(z) + 2(1− α)∣∣2 − ∣∣ψ(z)∣∣2.
By hypothesis, we know that
2(1− α)(1− β) − 1 = (1− α)(1− 2β) − α  0.
We therefore have
2(1− α)(1− |z|2)∣∣Sβ( f )(z)∣∣− [α − (1− α)(1− 2β)](1− |z|2)∣∣ψ(z)∣∣2
 4(1− α)[1− α + Re(zψ(z))]− (1− |z|2)∣∣ψ(z)∣∣2.
This becomes(
1− |z|2)∣∣Sβ( f )(z)∣∣ 2[1− α + Re(zψ(z))]− (1− β)(1− |z|2)∣∣ψ(z)∣∣2.
With the observation that
1− ∣∣A f (z)∣∣2 = 1− |z|2 + (1− |z|2)Re(zψ(z))− (1− |z|2)24
∣∣ψ(z)∣∣2,
we ﬁnd
(
1− |z|2)2∣∣Sβ( f )(z)∣∣ 2(1− ∣∣A f (z)∣∣2)− 2α(1− |z|2)+
[
1
2
− (1− β)
](
1− |z|2)2∣∣ψ(z)∣∣2
= 2
[
1− ∣∣A f (z)∣∣2 − α(1− |z|2)− (1− 2β)(1− |z|2)24
∣∣ψ(z)∣∣2],
as desired. 
We now give two examples to illustrate tightness in inequality (2.3). The ﬁrst illustrates that the inequality is (unsur-
prisingly) tight for the extreme points of the class K1(α), whereas the second shows that tightness can occur for other
functions in K1(α), as well.
Example 2.2. For α ∈ [0,1), deﬁne f :  → C by
f (z) =
{
1−(1−z)2α−1
2α−1 if α 	= 12 ,
− log(1− z) if α = 12 .
We then have
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f ′(z)
= 2(1− α)
1− z ,
zf ′′(z)
f ′(z)
+ 1 = (1− α)1+ z
1− z + α
so that f ∈ K1(α). Indeed, these mappings form the extreme points of K1(α) (see [1]). One may then calculate
A f (z) = (1− α)1− z1− z − αz, z ∈ ,
and
(
1− |z|2)2∣∣Sβ( f )(z)∣∣= 2(1− α)(1− 2(1− α)(1− β)) (1− |z|2)2|1− z|2 , z ∈ ,
for β ∈ R chosen such that 1 − 2(1 − α)(1 − β)  0. (This is precisely the condition (2.2).) It is then a matter of simple
algebra to verify that equality holds in (2.3) for this mapping f and choice of β when z ∈ (−1,1).
Example 2.3. Let α ∈ [0,1). It is no surprise that equality in (2.3) occurs for an extreme point of K1(α), but it is interesting
to note that equality occurs for other mappings, as well. Consider the mapping f :  → C deﬁned by
f (z) =
z∫
0
dζ
(1− ζ 2)1−α .
Notice that, when α = 0, we have the familiar strip mapping
f (z) = 1
2
log
1+ z
1− z , z ∈ .
The following calculations are simple:
f ′′(z)
f ′(z)
= 2(1− α)z
1− z2 ,
zf ′′(z)
f ′(z)
+ 1 = (1− α)1+ z
2
1− z2 + α.
So f ∈ K1(α). Furthermore,
A f (z) = 2i(1− α) Im z1− z2 − αz, z ∈ ,
and
(
1− |z|2)2∣∣Sβ( f )(z)∣∣= 2(1− α) (1− |z|2)2|1− z2|2
∣∣1+ z2 − 2(1− α)(1− β)z2∣∣, z ∈ ,
for β ∈ R. It is a matter of simple algebra to see that equality holds in (2.3) for this mapping f when z ∈ (−1,1).
We conclude this section by introducing a function related to A f . Suppose that f ∈ K1(α) for some α ∈ [0,1), and deﬁne
g :  → C by
g(z) =
z∫
0
exp
1
1− α
w∫
0
f ′′(ζ )
f ′(ζ )
dζ dw.
Then for all z ∈ ,
g′(z) = exp 1
1− α
z∫
0
f ′′(ζ )
f ′(ζ )
dζ, g′′(z) = 1
1− α
f ′′(z)
f ′(z)
g′(z). (2.4)
It follows that for all z ∈ ,
Re
(
zg′′(z)
g′(z)
+ 1
)
= 1
1− α
[
Re
(
zf ′′(z)
f ′(z)
+ 1
)
− α
]
> 0.
As g(0) = 0 and g′(0) = 1, we have that g ∈ K1. Deﬁne E f = Ag . It is immediate from (2.1) that |E f (z)| 1 for all z ∈ .
Furthermore, A f and E f are related by
A f (z) = (1− α)E f (z) − αz, z ∈ , (2.5)
as seen using the deﬁnition of A f and the expression for g′′ in (2.4). In particular, E f = A f if α = 0. It is important to note
that the deﬁnition of E f depends upon the value of α. This will not be of concern in our upcoming work, as α will be
assumed ﬁxed.
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There are numerous necessary and suﬃcient conditions for a mapping F ∈ LSn to be a convex mapping. The criterion
that suits our upcoming work is the following, due to Kikuchi (see [4,7]): A function F ∈ LSn lies in Kn if and only if
1− Re〈DF(z)−1D2F (z)(u,u), z〉> 0 (3.1)
holds for all z ∈ B and all u ∈ ∂B for which Re〈z,u〉 = 0. Let β ∈ [0,1/2], f ∈ LS1, and F = Φβ( f ). Then
DF(z) =
[
f ′(z1) 0
β[ f ′(z1)]β−1 f ′′(z1)zˆ [ f ′(z1)]β In−1
]
, z ∈ B,
where In−1 is the identity operator on Cn−1. It immediately follows that
DF(z)−1 = 1[ f ′(z1)]1+β
[ [ f ′(z1)]β 0
−β[ f ′(z1)]β−1 f ′′(z1)zˆ f ′(z1)In−1
]
and
D2F (z)(u,u) =
(
u21 f
′′(z1),
(
β
[
f ′(z1)
]β−1
f ′′′(z1) + β(β − 1)
[
f ′(z1)
]β−2[
f ′′(z1)
]2)
u21 zˆ
+ 2u1β
[
f ′(z1)
]β−1
f ′′(z1)uˆ
)
each hold for z ∈ B and the latter for u ∈ Cn . One may then calculate
DF(z)−1D2F (z)(u,u) =
(
u21
f ′′(z1)
f ′(z1)
, β(β − 2)u21
(
f ′′(z1)
f ′(z1)
)2
zˆ + βu21
f ′′′(z1)
f ′(z1)
zˆ + 2βu1 f
′′(z1)
f ′(z1)
uˆ
)
=
(
u21
f ′′(z1)
f ′(z1)
, βu21Sβ( f )(z1)zˆ + 2βu1
f ′′(z1)
f ′(z1)
uˆ
)
for all z ∈ B and u ∈ Cn . Now
〈
DF(z)−1D2F (z)(u,u), z
〉= u21z1 f ′′(z1)f ′(z1) + βu21‖zˆ‖2Sβ( f )(z1) + 2βu1〈uˆ, zˆ〉
f ′′(z1)
f ′(z1)
for all z ∈ B and u ∈ Cn . This proves the following.
Theorem 3.1. Let β ∈ [0,1/2] and f ∈ LS1 . Then Φβ( f ) ∈ Kn if and only if
1− Re
(
u1
(
u1z1 + 2β〈uˆ, zˆ〉
) f ′′(z1)
f ′(z1)
+ βu21‖zˆ‖2Sβ( f )(z1)
)
> 0 (3.2)
for all z ∈ B and all u ∈ ∂B such that Re〈z,u〉 = 0.
Our concern with regard to Theorem 1.1 is the determination of when Φβ(K1(α)) ⊆ Kn holds. Let us consider the
following example, in which we study the operator Φβ , but allow β ∈ R as a possibility. (This does not affect the validity of
the above calculations.)
Example 3.2. Let f ∈ K1(α) be as in Example 2.2. A simple calculation reveals
Sβ( f )(ζ ) = 2(1− α) − 4(1− β)(1− α)
2
(1− ζ )2 , ζ ∈ .
By Theorem 3.1, we see that Φβ( f ) ∈ Kn if and only if
1− Re
(
2(1− α)u1(u1z1 + 2β〈uˆ, zˆ〉)
1− z1 +
β2u21‖zˆ‖2[2(1− α) − 4(1− β)(1− α)2]
(1− z1)2
)
> 0 (3.3)
for all z ∈ B and all u ∈ ∂B such that Re〈z,u〉 = 0. Suppose that this is so. Let r ∈ (0,1), w = (r,√1− r2,0, . . . ,0) and
u = (√1− r2,−r,0, . . . ,0). Then (3.3) must hold for z = tw and u for all t ∈ [0,1). It then follows that (3.3) holds with “>”
replaced with “” if t → 1− . This gives that
1− 2(1− α)(1− 2β)r(1+ r) − 2β(1− α)(1+ r)2 + 4β(1− β)(1− α)2(1+ r)2  0
for all r ∈ (0,1). Now let r → 1− to obtain
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Simpliﬁcation yields
β2 − β + 3− 4α
16(1− α)2  0.
We then ﬁnd that
min
{
3− 4α
4(1− α) ,
1
4(1− α)
}
 β max
{
3− 4α
4(1− α) ,
1
4(1− α)
}
.
Now if α = 1/2, we see that β = 1/2 is necessary for Φβ( f ) to lie in Kn .
That β = 1/2 is suﬃcient for Φβ( f ) to lie in Kn follows from Theorem A. Therefore, if α = 1/2, we have that Φβ( f ) ∈ Kn
if and only if β = 1/2.
Use K1(1/2) ⊆ K1, Theorem A, and the above to see that Φβ(K1(1/2)) ⊆ Kn if and only if β = 1/2. But now for each
α ∈ [0,1/2], we have K1(1/2) ⊆ K1(α) ⊆ K1, and hence we obtain Theorem 3.3 below.
If α ∈ [1/2,1), then we have that
3− 4α
4(1− α)  β 
1
4(1− α)
is necessary. This proves necessity in Theorem 1.1. Suﬃciency is considered in Section 4.
Theorem 3.3. Let α ∈ [0,1/2] and β ∈ R. Then Φβ(K1(α)) ⊆ Kn if and only if β = 1/2.
4. Proof of Theorem 1.1
Here we give the proof of Theorem 1.1.
Proof. Note that Theorem 3.3 deals with the case that α ∈ [0,1/2]. Furthermore, that (1.1) is necessary is the content of
Example 3.2. Therefore let f ∈ K1(α) for some α ∈ (1/2,1), and let F = Φβ( f ) for some β satisfying (1.1). We must show
that F ∈ Kn and will apply the criterion in Theorem 3.1 to do so.
First suppose that zˆ = 0 for some z ∈ B . If u ∈ ∂B satisﬁes Re〈z,u〉 = 0, then z1u1 + u1z1 = 0. Now (3.2) becomes
1− Re
(
u21z1
f ′′(z1)
f ′(z1)
)
= 1+ Re
(
|u1|2 z1 f
′′(z1)
f ′(z1)
)
= |u1|2 Re
(
z1 f ′′(z1)
f ′(z1)
+ 1
)
+ 1− |u1|2
> 0.
We may therefore assume that zˆ 	= 0.
Observe that F can be extended to be holomorphic in a neighborhood of any z ∈ B such that zˆ 	= 0. Write z = λZ and
u = (λ/|λ|)U , where Z ,U ∈ ∂B are ﬁxed, Re〈Z ,U 〉 = 0, Zˆ 	= 0, and λ ∈  \ {0}. Then z ∈ B , zˆ 	= 0, u ∈ ∂B , and Re〈z,u〉 = 0.
The left-hand side of (3.1) can be written
1− Re(λ〈DF(λZ)−1D2F (λZ)(U ,U ), Z 〉).
This is the real part of an analytic function of the complex variable λ ∈  and hence is harmonic. By the Minimum Principle
for harmonic functions, we know that the minimum value of this expression must occur at a point λ ∈ ∂, and hence
z ∈ ∂B . Applying this to (3.2), we see that it is suﬃcient to prove
1− Re
(
u1
(
u1z1 + 2β〈uˆ, zˆ〉
) f ′′(z1)
f ′(z1)
+ βu21‖zˆ‖2Sβ( f )(z1)
)
 0 (4.1)
for all z,u ∈ ∂B such that zˆ 	= 0 and Re〈z,u〉 = 0.
We further reﬁne our conditions on u. Let θ ∈ R be such that u1 = eiθ |u1|. The rotation fθ (ζ ) = e−iθ f (eiθ ζ ), ζ ∈ , can
easily be veriﬁed to lie in K1(α). Furthermore, we also see that
f ′′θ (e−iθ ζ )
f ′θ (e−iθ ζ )
= eiθ f
′′(ζ )
f ′(ζ )
, Sβ( fθ )
(
e−iθ ζ
)= e2iθ Sβ( f )(ζ ), ζ ∈ .
Let V : Cn−1 → Cn−1 be a unitary operator such that V uˆ = (‖uˆ‖,0, . . . ,0). Notice that the left-hand side of (4.1) remains
unchanged following the substitutions f → fθ , z1 → e−iθ z1, u1 → e−iθu1, zˆ → V zˆ, and uˆ → V uˆ. This shows that we need
only verify (4.1) for all z,u ∈ ∂B such that zˆ 	= 0, Re〈z,u〉 = 0, and u = (u1,u2,0, . . . ,0) with u1,u2  0. Fix such z and u.
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f ′′(z1)
f ′(z1)
= 2(A f (z1) + z1)
1− |z1|2 ,
we see that the left-hand side of (4.1) satisﬁes
1− Re
(
u1(u1z1 + 2βu2z2) f
′′(z1)
f ′(z1)
+ βu21
(
1− |z1|2
)
Sβ( f )(z1)
)
 1− 2u1
1− |z1|2 Re
[
(u1z1 + 2βu2z2)
(
A f (z1) + z1
)]− βu21(1− |z1|2)∣∣Sβ( f )(z1)∣∣
 1− 4βu1
1− |z1|2 Re
[
(u1z1 + u2z2)
(
A f (z1) + z1
)]− 2(1− 2β)u1
1− |z1|2 Re
[
u1z1
(
A f (z1) + z1
)]
− 2βu
2
1
1− |z1|2
(
1− ∣∣A f (z1)∣∣2 − α(1− |z1|2)− (1− 2β)(1− |z1|2)24
∣∣∣∣ f ′′(z1)f ′(z1)
∣∣∣∣
2)
. (4.2)
If we write z1 = x1 + iy1 and z2 = x2 + iy2 for x1, y1, x2, y2 ∈ R and apply that Re(u1z1 + u2z2) = 0, we see that to
show (4.1), it suﬃces to show
1− |z1|2 − 4βu1(u1 y1 + u2 y2) Im
(
A f (z1) + z1
)− 2(1− 2β)u21 Re[z1(A f (z1) + z1)]
− 2βu21
(
1− ∣∣A f (z1)∣∣2 − α(1− |z1|2)− (1− 2β)∣∣A f (z1) + z1∣∣2) 0. (4.3)
From the condition Re(u1z1 + u2z2) = 0 we see that u21x21 = u22x22. If n 3, write z˜ ∈ Cn−2 for the last n − 2 coordinates
of z. (Otherwise take z˜ to be 0.) Then
u21 = u21x21 + u21x22 + u21
(
y21 + y22
)+ u21‖z˜‖2 = x22 + u21(y21 + y22)+ u21‖z˜‖2.
Therefore
1− |z1|2 = x22 + y22 + ‖z˜‖2
= u21 − u21 y21 +
(
1− u21
)
y22 +
(
1− u21
)‖z˜‖2
= u21 − u21 y21 + u22 y22 + u22‖z˜‖2.
We now use this and expand the left-hand side of (4.3) to see that
LHS(4.3) u21
(
1− y21
)+ u22 y22 − 4βu1(u1 y1 + u2 y2) Im A f (z1) + 4βu1 y1(u1 y1 + u2 y2) − 2u21 Re[z1(A f (z1) + z1)]
+ 4βu21x1 Re A f (z1) + 4βu21 y1 Im A f (z1) + 4βu21 Re z21 − 2βu21 + 2βu21
∣∣A f (z1)∣∣2 + 2αβu21(1− |z1|2)
+ 4β(1− 2β)u21
∣∣A f (z1) + z1∣∣2 − 2β(1− 2β)u21∣∣A f (z1)∣∣2
− 4β(1− 2β)u21x1 Re A f (z1) + 4β(1− 2β)u21 y1 Im A f (z1)
− 2βu21|z1|2 + 4β2u21
(
x21 + y21
)
(4.4)
=
(
4β2u21
(
Im A f (z1)
)2 − 4βu1(2βu1 y1 + u2 y2) Im A f (z1) + 4β2u21 y21 + 4βu1u2 y1 y2 + u22 y22
)
+ u21
[
4β2
(
Re A f (z1)
)2 + 1− y21 + 4β y21 − 2Re[z1(A f (z1) + z1)]
+ 8β2x1 Re A f (z1) + 4β y1 Im A f (z1) + 4β Re z21 − 2β
+ 2αβ(1− |z1|2)− 2β|z1|2 + 4β2x21 + 4β(1− 2β)∣∣A f (z1) + z1∣∣2
]
. (4.5)
The expression inside the large parentheses in (4.5) is clearly a perfect square, and is hence nonnegative. Therefore, in order
to prove (4.3), it is suﬃcient to prove that the expression inside of the large brackets [·] in (4.5) is nonnegative.
To address the expression in brackets in (4.5), we utilize (2.5). Observe:
[·] = 4β2(Re A f (z1) + x1)2 − 2Re[z1(A f (z1) + z1)]+ 4β y1 Im A f (z1) + 1
− 2β + 2αβ − (2β + 2αβ)|z1|2 + 4βx21 − y21 + 4β(1− 2β)
∣∣A f (z1) + z1∣∣2
= 4β2(1− α)2(Re E f (z1) + x1)2 − 2(1− α)Re[z1(E f (z1) + z1)]
+ 4β(1− α)y1 Im E f (z1) + 1− 2β + 2αβ − (2β + 2αβ)|z1|2 + 4βx21
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∣∣E f (z1) + z1∣∣2
= 4β2(1− α)2(Re E f (z1) − x1)2 + 16β2(1− α)2x1 Re E f (z1)
− 2(1− α)(x1 Re E f (z1) + y1 Im E f (z1))+ 4β(1− α)y1 Im E f (z1) + 1− 2β + 2αβ − (2β + 2αβ)|z1|2
+ (4β − 2(1− α))x21 + (4αβ − 1+ 2(1− α))y21 + 4β(1− 2β)(1− α)2∣∣E f (z1) − z1∣∣2
+ 16β(1− 2β)(1− α)2x1 Re E f (z1)
= 4β2(1− α)2(Re E f (z1) + x1)2 + 4β(1− α)(3− 4α − 4β(1− α))x1 Re E f (z1)
− 2(1− α)(1− 2β)(x1 Re E f (z1) + y1 Im E f (z1))+ 1− 2β + 2αβ + (1− 2α + 2αβ − 2β)|z1|2
+ (4α − 3+ 4β − 4αβ)x21 + 4β(1− 2β)(1− α)2
∣∣E f (z1) − z1∣∣2
= 4β2(1− α)2(Re E f (z1) − x1)2 + 4β(1− α)(3− 4α − 4β(1− α))x1(Re E f (z1) − x1)
− 2(1− α)(1− 2β)Re[z1E f (z1)]+ 1− 2β + 2αβ + (1− 2α + 2αβ − 2β)|z1|2
+ (1− 4β(1− α))(4α − 3+ 4β(1− α))x21 + 4β(1− 2β)(1− α)2∣∣E f (z1) − z1∣∣2 (4.6)

[
2β(1− α)(Re E f (z1) − x1)+ (3− 4α − 4β(1− α))x1]2 + 4(1− α)(1− 2β)(4α − 3+ 4β(1− α))x21
+ (1− α)(1− 2β)(1+ 4β(1− α))∣∣E f (z1) − z1∣∣2 + α(1− |z1|2). (4.7)
Notice that to obtain (4.6), we made the replacement y21 = |z1|2 − x21, and to obtain (4.7), we used the inequality
−2Re[z1E f (z1)]= ∣∣E f (z1) − z1∣∣2 − ∣∣E f (z1)∣∣2 − |z1|2  ∣∣E f (z1) − z1∣∣2 − 1− |z1|2.
We see that (4.7) is nonnegative provided that 1 − 2β  0 and 4α − 3 + 4β(1 − α) 0, which matches the hypotheses
on β in the statement of the theorem. 
5. Further observations
The analysis in Example 3.2 suggests the tantalizing possibility that β need not be limited to the interval [0,1/2] when
α ∈ (1/2,1). This is also supported by the thought of taking α → 1, which leaves us the identity function f (z) = z. Of
course Φβ( f ) ∈ Kn for all β ∈ R.
If one examines the proof of Theorem 1.1, one sees that β  0 and β  1/2 were both used. The hypothesis β  0 was
used in inequality (4.2), while the hypothesis β  1/2 was clearly used at the end of the proof.
Any hope of proving that β > 1/2 is possible would have to lie along a different path than the proof of Theorem 1.1. It
is that proof’s reliance on Lemma 2.1 that is the problem. As explanation, we offer the following.
Proposition 5.1. For each α ∈ (1/2,1) and β > 1/2, there exist f ∈ K1(α), z ∈ ∂B with zˆ 	= 0, and u = (u1,u2,0, . . . ,0) ∈ ∂B with
u1,u2  0 such that Re〈z,u〉 = 0 and (4.3) fails.
Proof. Deﬁne
f (ζ ) =
ζ∫
0
dw
(1+ w2)1−α , ζ ∈ .
Note that f is the rotation by −π/2 radians of the function in Example 2.3, and hence f ∈ K1(α). It takes an easy calcula-
tion to see that
A f (ζ ) = − (1− α)ζ(1− |ζ |
2)
1+ ζ 2 − ζ = −
2(1− α)Re ζ
1+ ζ 2 − αζ , ζ ∈ ,
and, hence, that
E f (ζ ) = − 2Re ζ1+ ζ 2 , ζ ∈ .
Observe that
1− 2β + 2αβ + [1− 2α + 2αβ − 2β + 4β(1− 2β)(1− α)2]= 2(1− α)(1− 2β) + 4β(1− 2β)(1− α)2 < 0
because β > 1/2. Therefore choose r ∈ (0,1) suﬃciently close to 1 so that
1− 2β + 2αβ + [1− 2α + 2αβ − 2β + 4β(1− 2β)(1− α)2]r2 < 0.
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u2
u1
= 2β(1− α)r√
1− r2 .
Since z1 and z2 are imaginary, we have Re〈z,u〉 = 0. It remains to show that (4.3) fails for this choice of f , z, and u.
In the proof of Theorem 1.1, we see that inequality (4.4) is equality when z˜ = 0. Hence to show that (4.3) fails, we need
only verify that (4.5) is negative. The expression in the large set of parentheses in (4.5) is equal to[
2βu1 Im A f (z1) − (2βu1 y1 + u2 y2)
]2 = [2αβu1r − (2βu1r − 2β(1− α)u1r)]2 = 0.
Since u1 > 0 we must now show that the expression in large brackets in (4.5) is negative. That expression is equal
to the expression in line (4.6). With our choice of f and z, we have that E f (z1) = 0, x1 = 0, and |z1|2 = r2. With these
substitutions made, (4.6) becomes
1− 2β + 2αβ + (1− 2α + 2αβ − 2β)r2 + 4β(1− 2β)(1− α)2r2.
Our choice of r gives that this is negative. 
This of course, leaves open the interesting question of what occurs for β /∈ [0,1/2].
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