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We present a novel ab-initio single-electron approach to correlated electron dynamics in strong
laser fields. By writing the electronic wavefunction as a product of a marginal one-electron wave-
function and a conditional wavefunction, we show that the exact harmonic spectrum can be obtained
from a single-electron Schro¨dinger equation. To obtain the one-electron potential in practice, we
propose an adiabatic approximation, i.e. a potential is generated that depends only on the position
of one electron. This potential, together with the laser interaction, is then used to obtain the dy-
namics of the system. For a model Helium atom in a laser field, we show that by using our approach,
the high-order harmonic generation spectrum can be obtained to a good approximation.
One of the most interesting phenomena occurring in
the interaction of molecules with strong laser fields is the
process of high-order harmonic generation (HHG) [1, 2]:
a molecule exposed to an infrared driving laser radiates
light with a frequency being an integer multiple of the
driving frequency, with significant intensities. As the
electron dynamics responsible for the light emission is
fast, the resulting spectra can be used as an attosecond
probe of the dynamics of the molecule.[3–8]
The process of HHG is most easily understood in the 3-
step model [9–11], which is a semi-classical single-electron
picture: During the laser cycle, an electron first tunnels
out of the bound-state region of the molecule. The laser
field then accelerates it away and, when the field switches
sign, back to the molecule. Finally, the collision of the
electron with the molecule leads to the measured emis-
sion of high-order harmonics. In practice, a single-active
electron approximation [12] is often used to calculate
spectra: For a suitable model potential, a one-electron
Schro¨dinger equation is solved and the spectrum is cal-
culated. Finding an appropriate potential is a challenge
[13, 14] and the correct incorporation of many-electron
effects poses an obstacle.
Clearly, the merit of the single-active electron approx-
imation is that it is only necessary to solve a single-
particle Schro¨dinger equation. In this article, we want
to retain this crucial advantage, but ask the question:
Is it possible to obtain the relevant dynamical data to
calculate the HHG spectra from a single-electron calcu-
lation not only approximately, but exactly? The answer
is yes, and the way how we answer this question sug-
gests a strategy to obtain the corresponding potential in
practice.
Our approach is inspired by the exact factorization
(EF) of a time-dependent molecular wavefunction into a
marginal nuclear and a conditional electronic wavefunc-
tion [15–27], see also the time-independent case [28–33].
The EF is normally used to separate the molecular wave-
function into a nuclear and an electronic wavefunction.
However, the EF was also used to describe electron local-
ization in H+2 by strong lasers [34] (by formally reversing
the role of nuclei and electrons), to introduce time into
the stationary Schro¨dinger equation [35], and to factor
identical particles.[36, 37]
We build upon that latter approach and apply the
EF to the time-dependent electronic wavefunction to ob-
tain an exact single-electron equation. Complementary
to this, we use an expansion in adiabatic states (ASE),
the analogue of the Born-Huang expansion [38], as a tool
for analysis. Ultimately, we apply an adiabatic approx-
imation reminiscent of the Born-Oppenheimer approxi-
mation [39] and check its validity.
For this purpose, we consider a system of 2 electrons
at positions r1, r2 in the external field of the laser and
of the (clamped) nuclei, and, for simplicity, spin is not
considered explicitly. The interaction of the electrons
with the laser is treated in the dipole approximation, so
that the system is described by the Schro¨dinger equation
i∂tψ =
(
−∂
2
1
2
− ∂
2
2
2
+ V (r1, r2) + (r1 + r2)F (t)
)
ψ (1)
for ψ(r1, r2, t). Here, ∂i is the gradient w.r.t. ri and
V (r1, r2) includes the electron-electron repulsion and the
interaction of the electrons with the clamped nuclei.
Atomic units are used throughout the article.
The restriction to 2 electrons is done only for conve-
nience of notation, but the method described below can
be applied to any number of electrons. Typically, r1 are
the coordinates of one electron and r2 are those of the
other electrons, but r1 may also contain coordinates of
more than one electron. This is important if two- or
many-electron observables are of interest, like double ion-
ization, etc.
In the EF, it is used that any joint probability distribu-
tion function (PDF) depending on several variables can
be written as a product of a marginal PDF and a condi-
tional PDF. The marginal PDF depends on a subset of
the variables, and the conditional PDF depends on the
other ones and conditionally on the subset. Thus, the
time-dependent wavefunction is written as a product
ψ(r1, r2, t) = χ(r1, t)φ(r2, t|r1) (2)
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2with a marginal wavefunction
χ(r1, t) = e
−iS(r1,t)√ρ(r1, t) (3)
and a conditional wavefunction
φj(r2, t|r1) = ψ(r1, r2, t)/χ(r1, t). (4)
The one-electron density ρ(r1, t) = 〈ψ| ψ〉2 is the
marginal PDF which gives the probability of finding an
electron at r1 independent of the other electron. Here,
〈·| ·〉i indicates integration over ri, For φj the partial nor-
malization condition 〈φj | φj〉2 = 1 is fulfilled for all r1, t.
Thus, |φj(r2, t|r1)|2 is a conditional PDF, i.e., given an
electron at r1, it gives the probability of finding the other
electron at r2.
The equation of motion for the marginal wavefunction
is [17]
i∂tχ =
(
− (∂1 +A(r1, t))
2
2
+ (r1, t)
)
χ (5)
with the vector potential
A(r1, t) = Im 〈φ| ∂1φ〉2 (6)
and scalar potential
(r1, t) =
〈
φ
∣∣∣∣− ∂222 + V (r1, r2)
∣∣∣∣φ〉
2
+ Im 〈φ| ∂tφ〉2
+
〈∂1φ| ∂1φ〉2 −A(r1, t)2
2
+ (r1 + 〈φ| r2 |φ〉2)F (t). (7)
The latter consists of a part similar to a Born-
Oppenheimer potential (albeit with the exact, time-
dependent conditional wavefunction φ), a gauge-
dependent part, a part that is related to a Fubini-Study
metric[40], and the laser interaction. The gauge trans-
formation
χ˜ = e−S˜(r1,t)χ, φ˜ = eS˜(r1,t)φ (8)
leaves the total wavefunction and the equations of motion
unchanged but transforms the vector and scalar potential
as A˜ = A + ∂1S˜ and ˜ =  + ∂tS˜, respectively. The
equation of motion for φ is not being used in the present
context and can be found, for example, in [17].
The EF formulation is the exact single-electron picture
that we are looking for. As was shown in [16], χ and φ are
unique up to the gauge transformation (8), and χ gives
the correct one-electron density and one-electron current
density and, hence, yields the exact HHG spectrum. The
EF may thus be seen as the, so far missing, formal justi-
fication of the single-active electron approach. [41]
In the ASE, the wavefunction is written as
ψ(r1, r2, t) =
∞∑
j=0
χASEj (r1, t)φ
ASE
j (r2|r1), (9)
where the wavefunctions φASEj (r2|r1) are obtained as sta-
tionary states for fixed r1,
ASEj (r1)φ
ASE
j =
(
−∂
2
2
2
+ V (r1, r2)
)
φASEj . (10)
Clearly, the wavefunctions φASEj are analogous to the
Born-Oppenheimer states in the electron-nuclear case.
Ansatz (9) leads to coupled equations of motion for
the coefficients χASEj [42]. The analogue of the Born-
Oppenheimer approximation for a selected state k is ne-
glect of the coupling terms, i.e.
i∂tχ
AE =
(
−∂
2
1
2
+ ASEk (r1) + VL(r1, t)
)
χAE, (11)
with the laser interaction
VL(r1, t) =
(
r1 +
〈
φASEk
∣∣ r2φASEk 〉)F (t). (12)
Equation (11) is our proposal for a single-electron ap-
proach to the electron dynamics in strong laser fields.
For N electrons, we propose to find the stationary state
for one electron fixed at position r1 by solving (10) for a
suitable state k. Then, with the potential generated by
varying r1, the dynamics of the full N -electron system is
replaced by the dynamics of the marginal single-electron
system obtained from (11). We call the dynamics aris-
ing from (11) the adiabatic electron (AE) approximation.
The AE approximation takes into account the dynamics
of the cation as well as the effect of the cation on the
ionized electron. In contrast to the single-active electron
approximation, it gives a unique procedure for obtaining
the single-electron potential for any molecular system.
As all electrons have the same mass, the AE approx-
imation (11) is not as generically useful as the Born-
Oppenheimer approximation. Also, it breaks the anti-
symmetry of the electronic wavefunction, albeit only
w.r.t. the one electron at r1. For the electrons in the
set r2, the symmetry requirements are obeyed. In situa-
tions like ionization and HHG, when one electron moves
far away from the rest, the lack of anti-symmetrization
of one electron with the wavefunction of the remaining
cation is not expected to be a serious restriction for the
description of the process.
To test the AE approximation, we study a numerically
exactly solvable model of two electrons in an atom. We
choose the model of [43]: A helium atom is modeled by
the soft-Coulomb interaction potentials
V (r1, r2) =
1√
(r1 − r2)2 + c
−
2∑
j=1
2√
r2j + c
(13)
where r1, r2 are now the coordinates of electron 1 and 2,
each in one dimension. The laser pulse is a 12-cycle pulse
F (t) = F0 cos(ωt)f(t), where τ = 2pi/ω is the laser period
and f(t) increases (decreases) linearly from 0 to 1 during
3the first (last) two cycles. The laser frequency ω corre-
sponds to a wavelength of 530 nm, and the laser ampli-
tude F0 yields a maximum intensity of 6.88×1014W/cm2.
The interaction parameter is c = 0.55 a20. For the calcu-
lations we used at least the spacial and temporal grid
of [43], with the same mask region (the wavefunction is
absorbed if |ri| > 70 a0). The static eigenvalue problems
were solved by implicitly restarted Arnoldi methods [44]
as implemented in SciPy [45], while the time propagation
was performed with a split-operator method [46].
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FIG. 1. Occupation numbers PASEj (14) of the adiabatic
state expansion (9) and partial sum for the lowest 6 states
(visually indistinguishable from the norm of the wavefunc-
tion).
First, we compute the occupation numbers
PASEj (t) =
〈
χASEj
∣∣ χASEj 〉1 (14)
of the ASE states from the exact wavefunction, shown in
figure 1. In contrast to an expansion of the full wavefunc-
tion in terms of the eigenstates of the system, there are
no “symmetry selection rules” in the ASE and all states
can be occupied. The wavefunction is mainly composed
of the ASE ground state, with only small contributions
from the first and second excited state and a periodic
population transfer between ground and excited states
with a period of half the laser period. Consequently, an
AE approximation to consider only the ground state for
the dynamics should be applicable.
The occupation numbers give only an incomplete pic-
ture: They do not reveal that only certain parts of the
full wavefunction are represented well by a truncated ex-
pansion. In figure 2 we show a logarithmic plot of the
density after half of the laser pulse is over (at a time
where the field is maximal). In the top row of the fig-
ure, the exact density and the density obtained from an
ASE truncated after 3 states are shown. Clearly, the
symmetry properties of the wavefunction are lost and
any two-electron observables, notably double ionization
(the region where both |r1| and |r2| are large), cannot
be described by the truncated wavefunction. In such a
case, a repeated factorization of the many-electron wave-
function, like described in [47], may be useful to derive
computational methods.
FIG. 2. Top: Logarithmic plot of the exact den-
sity |ψ(r1, r2, t)|2 for t = 6τ (after half of the pulse) and
of the density |ψ(3)(r1, r2, t)|2 for the expansion of ψ in
the ASE, (9), including only the lowest 3 states, ψ(3) =∑2
k=0 χ
ASE
j (r1, t)φ
ASE
j (r2|r1). Below: Blow up of |ψ|2, |ψ(3)|2,
and the density of the adiabatic electron approximation
|ψAE(r1, r2, t)|2 for ψAE = χAE(r1, t)φASE0 (r2|r1).
The loss of the symmetry properties is by construction:
We allow r1 to become as large as necessary, but along
r2 we compute the bound states. The energetically low-
est bound states are localized in the region of small r2.
Hence, for describing large excursions along r2 (which is
necessary when we want to recover the correct symmetry
of the wavefunction) we need highly excited states and
continuum states.
However, for small r2 the density is well-reproduced
by the truncated expansion. The two central panels of
figure 2 show a blow-up of the respective region. Details
of the exact density are already well reproduced by the
first few states of the expansion and inclusion of a few
further states would make the dynamics in this region
almost indistinguishable from the exact one. Hence, we
conclude that observables related to a large excursion
of only one electron can be described with a truncated
expansion, as intuitively expected.
In the bottom panel of figure 2, a plot of the density
at t = 6τ is shown for a propagation in the AE approxi-
mation, i.e., obtained from solving (11) using the ground
state φ0 of (10). The density is symmetric w.r.t. r2 be-
cause φ0 has this property. While there are discrepancies
4from the exact density, the qualitative structure is repro-
duced, even on this logarithmic scale.
The spectrum obtained from the AE approximation is
calculated as the Fourier transform of the dipole acceler-
ation [48],
Γ(ω) =
2
T 2ω4
∣∣∣∣∣∣
T∫
0
∂2t 〈r1ρ〉1 e−iωtdt
∣∣∣∣∣∣ , (15)
and shown in figure 3. We choose (15) to compute the
spectrum because it only needs the directly accessible
one-electron density ρ(r1, t), but in principle other meth-
ods can be used. The factor 2 is the number of electrons
in the system.
As can be seen from the figure, the overall features
of the exact spectrum are well reproduced, especially
the frequency region from harmonic 9 to harmonic 43.
Only initially and close to the cutoff frequency the ap-
proximate spectrum deviates from the exact one. The
discrepancies can be explained by a comparison between
the exact potential  of (7) and the approximate potential
ASE0 +VL of (11), for a gauge where the exact vector po-
tential A = 0. While they are almost indistinguishable in
the bound-state region, for the region of the barrier that
the electron has to tunnel through we find  ≥ ASE0 +VL.
The difference is small but noticeable in the dynamics,
because it leads to higher values of the density outside
the core region. In other words, during the time of maxi-
mum field amplitude the electron has a higher chance to
tunnel out of the bound-state region than it should have.
Furthermore, there are spikes[29, 31, 49] and steps[18, 50]
in the potential. They are signs of non-adiabatic effects,
i.e. they show that restriction of the dynamics to only the
ground state potential leads to errors in the dynamics.
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FIG. 3. Logarithmic plots of the spectrum (15) for the
exact dynamics and the dynamics obtained from the adiabatic
electron approximation (11), for the model of [43].
Finally, we also made a calculation for one of the best
exact 2-electron models available in the literature: The
N2 model of [51, 52] for a system of two fixed nuclei and
two electrons that may move each in two dimensions, in
an intense 10-cycle laser pulse. Figure 4 shows how the
spectrum of the AE approximation compares to the exact
spectrum. The harmonic intensities seem to be well re-
produced for most harmonics, at least on the logarithmic
scale of the figure.
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FIG. 4. Logarithmic plot of the exact and the adiabatic elec-
tron dynamics (11), for the model of [51]. The exact spectrum
was extracted graphically from FIG. 1 (a) of [51].
In summary, we have shown that the HHG spec-
tra can in principle be obtained from a single-electron
Schro¨dinger. A promising way to obtain the correspond-
ing potential in practice is to make the adiabatic electron
approximation, an extension of the concept of the Born-
Oppenheimer approximation to systems of identical par-
ticles. The main advantage of this approach is that only a
single-electron Schro¨dinger equation needs to be solved,
that all many-electron effects are included to a certain
extent, and that it proposes a unique way of obtaining
the required potential: The energy of the system with
one clamped negative charge needs to be determined for
various positions of the clamped charge. This problem is
a standard, albeit challenging one in electronic structure
theory.
Furthermore, our proposed approach can be system-
atically improved by the transfer of concepts of non-
adiabatic molecular dynamics to systems of identical par-
ticles. The large knowledge base in this field makes us
confident that an appropriate approximation to the ex-
act electron factorization can be found for many different
molecular systems in strong electric laser fields.
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