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ABSTRACT
The theme of this thesis concerns the fundamental questions in soft matter,
in particular, the dynamics of vesicle membranes, interfacial polymers, col-
loidal particles. Optical imaging was applied three distinct systems to reveal
the underlying physical processes that were hindered by other prior indirect
measurements. First, mechanical responses of both polymer and lipid vesicles
were investigated by watching their shape transformations under environmen-
tal variations, mostly under osmotic shocks, which emitted new prospects on
membrane elasticity, instability and kinetics. Furthermore, with statistical
analysis of particle and pattern tracking, three classical questions in polymer
physics regarding polymer-surface interactions were revisited: adsorption,
surface diffusion, and dewetting. The final remark of this thesis presented
inter-surface interaction induced by binary liquid mixture near the demixing
temperature. Both colloidal assembly and physical chemistry of binary liquid
were examined through Janus particle. All these studies followed the same
spirit of using direct imaging to declare the unseen dynamical processes in
soft matter.
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CHAPTER 1
INTRODUCTION
1.1 Objective and significance
This Ph.D. Thesis concerns a variety of underexplored fundamental ques-
tions about the dynamical properties of soft matter, from single polymer
diffusion to membrane mechanics. Beyond scientific curiosity, these dynam-
ical phenomena play a central role in the technological and natural worlds,
but the traditional methods to approach them are mostly indirect—some
by rheology [1] and others by scattering [2]. Therefore, our understandings
are constrained to ensemble-averaged scenarios, while one individual may
differ vastly from another. Given the details of dynamical transitions and
transformations are often neglected, we might appear to be unaware of the
underneath physical mechanism. The spirit of my research scope is to over-
come this limit, by revealing the hidden dynamical processes using optical
imaging [3–5].
Rather than focusing on a particular case, I aim to generalize this imaging
principle and combine it with three experimental systems. The first involves
shape transformations of giant unilamellar vesicles (both polymers [6] and
phospholipids [7]) exposing to environmental variations, such as osmotic pres-
sure. A hydrogel based microfluidic device enables me to manipulate such
environmental switch without fluid flow, so that imaging the time-elapsed
shapes becomes available. This design emits remarkably new questions in
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this yet classical filed, regarding membrane elasticity, instabilities and the
kinetics of shape transformations [8, 9]. The second system regards polymer-
surface interaction [10]. The influence of solid surface is crucial to polymer
mobility, adsorption, and phase transition (demixing). Patterns from single
molecule trajectories to macroscopic phase structures are analyzed to ad-
dress the physical mechanism. Third, I bring up a binary liquid system,
water-lutidine[11], to achieve temperature sensitive inter-surface interactions
between solid surfaces. This can be applied to Janus particles whose hemi-
spheres have opposite affinity to the two liquids. I first follow this rule to build
self-assembled configurations which can reconfigure with temperature. Then
by tracking the single Janus particle on solid surface, the physical chemistry
of this binary liquid causing inter-surface interactions [12] is examined. The
context of these three systems may seem dispersed, but all studies follow the
same spirit of imaging the hidden dynamics that goes beyond the classical
views.
1.2 Organization
The thesis is organized as following. The first section, Chapter 2 to 5, dis-
cusses shape transformations of polymer/lipid vesicles under osmotic shocks—
both deflation and inflation. Then, Chapter 6 to 8 provide three examples
regarding how surface affects polymer dynamics, respectively, regarding ad-
sorption, diffusion, and phase separation. The final two chapters, Chapter
9 and 10, introduce the system combining Janus particles with binary fluid
mixtur–water/lutidine, addressing self-assembly and physical chemistry of
2
binary fluid induced inter-surface interactions.
Chapter 2: We study the dynamics of shape transformations of poly-
mer vesicles made of polybutadiene–poly(ethylene glycol) under extreme os-
motic deflation towards near-zero volume. The polymer vesicle displays both
elastic and viscous instabilities at the intermediate stage after deflated to
the buckled-dome configuration. The solid-like elasticity attributes to the
appearance of non-Euclidean midsurface with negative Gaussian curvature
(saddle etc.), while the viscous effect gives arise fingering at the periphery of
the deflated vesicle. The further relaxation of fingering growth and midsur-
face curvature results an extraordinary sunflower-like vesicle configuration.
Given that this shape transformation is induced by mechanical instabilities,
our extremely deflated polymer vesicles open the possibilities for future ap-
plications in biomechanics and soft robotics.
Chapter 3: We map out the full dynamical pathway for fluid lipid giant
unilamellar vesicles (GUVs) driven far from equilibrium under extreme os-
motic deflation. The drastic water outflow first deflates the GUVs promptly
to stomatocytes, then to axisymmetric biconcaves, and further to striking
tubulations at the biconcave periphery. The dynamics of tube growth splits
into one continuous process led by normal osmotic protrusion, and the other
discontinuous bursting process for the smaller vesicles. For the longer time
relaxation these protruded tubulations can slowly retract and the biconcave
vesicles evolve into the fully-closed stomatocytes, corresponding to the ther-
modynamic equilibrium state predicted by area-difference-elasticity (ADE)
3
theory.
Chapter 4: The increase of crosslinking density leads the bilayer mem-
brane of polymer vesicles made of polybutadiene–poly(ethylene glycol) to
perform a fluid–gel–rubber transition. The changes in mechanical properties
are examined by osmotic inflation and deflation. From the inflation experi-
ment, we measure the max strain and also the breakup relaxation process.
For more crosslinked vesicles, the tendency to be stretched is smaller and
the breakup relaxation becomes longer-alive. The deflation experiment, on
the other hand, achieves buckling. Buckling of polygonal shapes arises as
crosslinking increases the membrane’s Young’s modulus. With even higher
crosslinking density, these polymer polygonal buckles can eventually trans-
form into a triangle and the vesicle is elongated towards a coffee bean like
configuration.
Chapter 5: The elasticity of polymer vesicles is investigated through
osmotic inflation until arriving the point of rupture. Polymer vesicles, made
of polybutadiene–poly(ethylene glycol) with same molecular weight, show a
narrow distribution of the critical strain at rupture regardless of the vesicle
size. Molecular weight dependence of this critical stain is further provided,
and the scaling analysis suggests the balance between interfacial tension and
stretching. Moreover, vesicles can be stretched to a desired strain if the
osmotic condition is carefully determined; it holds the promises to control
the elasticity in such molecularly-thin polymer thin films.
Chapter 6: Single-molecule fluorescence imaging of adsorption onto initially-
bare surfaces shows that polymer chains need not localize immediately after
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arrival. In a system optimized to present limited adsorption sites (quartz
surface to which polyethylene glycol (PEG) chains adsorb from aqueous so-
lution at pH = 8.2) we find that some chains diffuse back into bulk solution
and re-adsorb at some distance away, sometimes multiple times before ei-
ther they localize at a stable position or else diffuse away into bulk solution.
This mechanism of surface diffusion is considerably more rapid than the clas-
sical model in which adsorbed polymers crawl on surfaces while the entire
molecule remains adsorbed, suggesting the conceptual generality. We find the
trajectories with jumps to follow a truncated Le´vy distribution of step size
with limiting slope -2.5, consistent with a well-defined, rapid surface diffusion
coefficient over the times we observe. The broad waiting time distribution
appears to reflect that polymer chains possess a broad distribution of bound
fraction: the smaller the bound fraction of a given chain, the shorter the
surface residence time before executing the next surface jumps.
Chapter 7: Revisiting polymer surface adsorption with a level of quantifi-
cation not possible at the time of earlier seminal contributions to this field,
we employ fluorescence microscopy to quantify the in-plane diffusion of end-
labeled polystyrene adsorbed onto quartz and mica from cyclohexane solu-
tion, mostly at 25 ○C. Care is taken to prohibit a surface hopping mechanism
and the experimental techniques are adapted to measurements that persist
for up to a few days. The main conclusion is that we fail to observe a single
Fickian diffusion coefficient: instead, diffusion displays a broad multicompo-
nent spectrum, indicating that the heterogeneity of surface diffusion fails to
average out even over these long times and over distances (≈ 300 nm, the di-
ameter of a diffraction-limited spot) much exceeding the size of the polymer
molecules. This holds generally: when we vary the molecular weight, the sur-
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face roughness, and the temperature. It quantifies the long-believed scenario
that strongly adsorbed polymer layers (monomer-surface interaction more
than 1 kBT ) intrinsically present diverse surface conformations that present
heterogeneous environments to one another as they diffuse.
Chapter 8: Triggered by phase separation, polymer solutions confined to
thickness tens of µm between non-wetting surfaces can generically nucleate
viscoelastic dewetting that features with swift exponential growth. Fluores-
cence imaging shows that in both bicontinuous and droplet phase separated
patterns viscoelastic dewetting holes nucleates stochastically from those 3D
coarsening defects when the domain size approaches the sample thickness.
Dewetting density further depends on the sample thickness, polymer concen-
tration and quenching depth, and at the limit of denser dewetting these holes
tend to coalesce to produce percolated structures. These results underscore
that it is viscoelasticity rather than hydrodynamic effect that contributes
the pattern formation interplayed between phase separation and interfacial
wetting in confined polymer fluids.
Chapter 9:Thermal wetting can simply, selectively and reversibly join
patchy particles into clusters (2D and 3D) and also colloidal crystals over
the narrow temperature range of 1 − 2 ○C. This is demonstrated with Janus
particles (gold half-coated silica spheres) immersed in a binary mixture of
water/2,6–lutidine, such that the relative strength of gold-gold bonding through
hydrophobic interaction and silica-silica bonding through the wetting-induced
attraction is reversibly switched according to temperature.
Chapter 10: Concomitant with each other in near critical binary liquid
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mixtures, critical Casimir force and capillary bridging now can be precisely
distinguished by the dynamics of Janus sphere interacting with a flat surface.
In water/2, 6-lutidine mixture, out-of-plane orientation of gold half-coated
silica spheres on the silica substrate responses sensitively to temperature
that near the bulk demixing point the Janus director becomes horizontal
in a broad range of lutidine fractions (xL). With a large data set of indi-
vidual trajectories, we further maps out the distribution of Janus particles
undergoing Casimir effect and bridging transition according to their respec-
tive diffusive or stuck translational mobility. Rather than merely present in
the off-critical regime, bridging transition coexists with the Casimir effect in
the near-critical regime. The experiments upon heating-cooling cycles fur-
ther validate the signature hysteresis associated with the first-order bridging
transition.
1.3 Future prospects
Experiments on such diverse systems give arise extensions to explore new
questions. The hydrogel based microfluidic chip enables convenient investi-
gation on microcapsules under environment variations. This osmotic shock
method is also applicable to other forms of vesicles, such as lipids in gel phase
[13], mixed fluid-gel phase [14] and even the complex living cells [15]. Going
beyond osmotic shocks, I have in mind to explore other stimuli such as salt
and pH changes [16], which could greatly affect the dynamics and mechan-
ics of vesicles. In addition, chemical environments with linear concentration
gradient [17] can be realized; this kind of circumstance could induce dis-
tinct membrane configuration because of the asymmetry of the field. The
direct imaging method also provides new physical mechanism by revisiting
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these classical polymer processes involving polymer-surface interaction. One
extension is to image the collective behaviors such as self-assembly, phase
transition (demixing, crystalline) [18, 19] and observe how these relate to
single molecule diffusion. Moreover, the interfacial conformations of these
collective polymer systems could be measured if chains are labeled with an
energy transferable dye-pair [20]. This will bring the experimental study of
polymer physics to a new level. For the third binary fluid mixture system, ex-
tensions to other colloidal shapes are straightforward, including rods, cubes
and even recently synthesized facet particles. It could become a new routine
to construct hierarchy and reconfigurable materials. Finally, in advance of
these experimental efforts, more insights will be realized if combining com-
putational modeling. This could bring vast collaborations with people in the
discipline of mechanics.
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CHAPTER 2
VISCOUS-TO-ELASTIC INSTABILITIES
INDUCED SHAPE TRANSFORMATION
OF POLYMER VESICLES UNDER
EXTREME DEFLATION
2.1 Background
Chase of functional materials possessing novel three-dimensional structures
and mechanical flexibilities has become a great challenge in the technological
worlds [21–24]. To achieve this goal it is essential to harness the mechani-
cal response of materials under environmental variations, for example, soft
plates and shells under compression result regular wrinkles and buckles [25–
29]. These mechanical instabilities were previously regarded as structural
failures, but it has transformed into an emerging field called “extreme me-
chanics” [30], by which many valuable structures can be readily obtained.
Here, we consider to extend this concept of extreme mechanics to the ground
of polymer vesicles with capsule-like hollow shell structure. Much atten-
tion has been addressed on their practical usages in drug carriers and many
other biotechnologies [31–33]. Despite of sharing many commonalities with
phospholipid bilayers bounded cell membranes, polymer vesicles could en-
joy new mechanism to transform their shapes owing to higher mechanical
strength upon bending and stretching [6, 34, 35]. But neither experimental
nor theoretical studies have considered this scenario of mechanical instabili-
ties accounted shape transformations in polymer vesicles.
Exploring this spirit of mechanical instabilities, we applied extreme os-
motic pressure [36] to “squeeze” the interior liquid fully out of the polymer
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vesicles and image the deflated morphologies. A home-built hydrogel mi-
crofluidic chip [37, 38] enabled us to track the shape transformations with
simultaneously switching the local environments. Going beyond vesicle con-
figurations at the thermodynamical equilibrium [9, 39], new insights were re-
vealed by emphasizing the dynamic pathways under various rates of volume
reduction. For the first time, we harvested sunflower-like vesicles through this
extreme deflation induced elastic buckling, bending relaxation and viscous
fingering. Provided that this shape transformation is driven by mechani-
cal instabilities, our system opens the possibilities for future design of new
encapsulation materials, biomechanics and soft robotics [40–43].
2.2 Results and discussion
The experimental challenge stems from convective flows associated with solu-
tion mixing when we attempted to change the local environments of vesicles.
Such convection not only disturbs the local concentration field, but sweeps
the vesicles out of the observing window. To minimize this effect, we took ad-
vantage of a hydrogel based microfluidics [37, 38] (see Methods for details) to
manipulate the local environments by the mean of passive diffusion of solute
molecules (here we use sucrose and glucose to control the osmotic pressure;
ions are not preferred because they may change the conformation of poly-
mer). The hydrogel is highly porous: for 4 wt% agarose, the average pore
size is about 100 nm [44]. Therefore, the thin walls (200 µm) between chan-
nels serve like dialysis membranes allowing solute molecules to pass through
rapidly. The scheme of our experimental design is shown in Figure 2.1a:
there are three channels lying parallel to achieve homogeneous concentration
field around vesicles. First, undeflated polymer vesicles dispersed in isotonic
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glucose solution were gently injected into the middle channel, while the side
channels were flushed with glucose solution of the same concentration. Os-
motic deflation was initialized by flushing more concentrated glucose solution
in the two side channels. To estimate the time for the middle channel to reach
this high concentration, we added small dye molecules whose size are compa-
rable to glucose. The fluorescent intensity profile indicates that the middle
channel reaches a plateau within 10–20 seconds, much faster than the relax-
ation time of our polymer vesicles. A hypothetical pathway of vesicle buckle
under an osmotic deflation is shown in Figure 2.1a. Physically, volume re-
duction is driven by the outflow of water molecules because of the osmotic
gradient across the semipermeable membrane that does not allow sugar to
Figure 2.1: Illustration of the experimental system. a) The scheme explains
the osmotic deflation of polymer vesicles. The vesicle sample is placed in
middle channel of an agarose-based microfluidic chip consisting of three
parallel channels. The negative osmotic pressure that tends to deflate the
vesicles arises instantly when concentrated sugar solutions are flushed
through the other two channels, owing to express diffusion of sugar
molecules across the hydrogel. The extent and the rate of deflation are
simply manipulated by this sugar concentration. The top cartoon depicts a
hypothetical shape transformation by buckling under osmotic deflation. b)
A bright-field image shows giant unilamellar vesicles (GUVs) of
polybutadiene-poly(ethylene oxide) (PBD-PEO) prepared by
electroformation. The inset highlights the bilayer structure and the scale
bar is 10 µm.
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permeate. The rate of volume reduction is proportional to the concentration
difference ∆C, because j = −p∆C, where p is permeability of water molecule
across this bilayer membrane.
We selected a model system, polybutadiene–poly (ethylene oxide) (PBD–
PEO, Polymer Source Inc.) with a molecular weight of 6.5–3.9 kg mol−1, to
produce giant unilamellar vesicles (GUVs) that could display both viscous
and elastic responses. The formed bilayer membrane remains fluid phase as
the glass transition temperature of polybutadiene is below the room tem-
perature, while the high molecular weight provides high bending modulus∼ 400 kBT [8, 34, 35, 45, 46]. Vesicles with either higher fluidity (lipids) or
higher elasticity (crosslinked or glassy polymers) are not in the scope of this
study. The water permeability p for this membrane is ∼2.5 µm s−1 (see the
measurement in Chapter 5). The GUVs prepared by the electroformation
method [47] are shown in Figure 2.1b; their size ranges from 10 to 30 µm.
The exploratory experiments found polymer vesicle carrying out intermit-
tent protrusion under small osmotic deflation. The representative example
is shown in Figure 2.2: ∆C = 30 mM (Cin = 100 and Cout = 130 mM).
The distorted vesicle tends to develop a protruded bud at the highest curved
spot (the highlighted regime). This kind of budding is similar to phospholipid
vesicles, though the dynamics is very slow here due to low water permeability.
More buddings can slowly protrude when water keep flowing out of the vesi-
cles. Notice that these earlier protruded buds now become pearling because
of volume reduction. This intermittency of budding very straightforward, so
will not be further discussed. Instead, we will focus on the different shape
transformation under extreme deflation condition, as we discussed now.
The early-stage shape transformations of polymer vesicles correlate to the
deflation rate rather than the expected volume reduction at equilibrium. To
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Figure 2.2: Control experiment shows intermittent budding of a polymer
vesicle under gentle osmotic deflation. The sucrose concentration inside the
vesicle is 100 mM at the beginning (time = 0 s) and the outside glucose
concentration is 130 mM. The dashed squares highlight two budding
formation (1 and 2) through protrusion, necking and pearling. The white
digits indicate the time in seconds. The scale bar is 10 µm.
justify this, we designed experiments under similar osmolality ratio (Cout/Cin)
but with various ∆C = Cout − Cin. The value of Cout/Cin determines the
equilibrium volume; for the case of Cout/Cin = 3, a vesicle will deflate to 1/3
of the original volume at which Cout = Cin. Four examples with Cout/Cin ∼ 3
are shown in Figure 2.3a. With different inner sugar concentration Cin at 30,
100, 300 mM, the deflation rate is tested under ∆C at 70, 200, 700 mM. For
the slow deflation at ∆C = 70 mM, more buddings protrude simultaneously
but the process is essentially the same as Figure 2.2, and faster deflation
induced multiple highly curved spots. On contrary, fast deflation at ∆C =
700 mM induced vesicles to buckle into an oblate shape like red blood cell
(discocyte). At ∆C = 200 mM it seems to lie in the transition zone as we
observed both protrusion and buckling.
To generalize this scenario, we conducted more experiments to map out
the possible condition for respective protrusion and buckling. First, with
a same Cin = 100 mM, the gradual increase of Cout see the transition from
protrusion to buckling, and the transition occurs around Cout at 300–500 mM
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(see the histogram in the inset of Figure 2.3b. By plotting occurrences of more
deflation events (protrusion versus buckling) with respect to the values of
Cout/Cin and ∆C = Cout−Cin, the horizontal line in Figure 2.3b clearly proves
the deflation rate determined early stage of vesicle shape transformation.
In consistent with computer simulations [48], this result indicates that the
buckling is optimal to energy dissipation under fast volume reduction.
Importantly, the final states of deflated vesicles are determined by the
earlier stage of protrusion and buckling (Figure 2.4a). Buckled vesicles at
high deflation rate process interesting fingering at their peripheries and even-
tually become a sunflower-like configuration. Regarding the dynamics, the
Figure 2.3: Osmotic deflation of polymer vesicles at the early stage,
protrusion versus buckling. a) Representative time-elapsed images of
polymer vesicles under various osmotic deflation conditions. The ratio of
outer to inner sugar concentration remains the same ∼3 : 1, respectively
from bottom to top, 100 : 30, 300 : 100, 300 : 100, 1000 : 300 mM. The
deflation rate, however, is determined by the concentration difference,
which increases from the bottom to top. Slow deflation results polygonal
protrusion (the bottom two) and fast deflation produces inward buckling
(the top two). The scale bar is 10 µm. b) Observed occurrence of
protrusion and buckling with respect to various ∆C = Cout − Cin and
Cout/Cin. The inset highlights the distribution of protrusion and buckling of
vesicles containing 100 mM sucrose that expose to various glucose
environments, from 150 mM to more than 500 mM.
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Figure 2.4: Osmotic deflation induced fingering of buckled vesicles. a) The
subsequent shape transformations of vesicles following the earlier stage of
protrusion and buckling. Contrary to outward buddings resulted from
protrusion (the bottom two examples), the buckled vesicles show viscous
fingering at their peripheries (the top two examples). The fingering starts
with periodic roughing at the periphery and then grows into tubular shapes
(the inset cartoon). b) Top view and side view of four representative vesicles
after fingering. The side view proves the flat (pancake) configuration and
the thickness at the periphery is comparable to the diameter of the fingers
viewed from the top. c) The plots show a linear relation between the
diameter (D) of the compressed flat configuration and the diameter d) of
the finger at the periphery. The scale bars are 10 µm for all.
round oblates tend to develop wave-like curvature and then fingering grows
at the spots with higher geometric curvatures (the scheme in Figure 2.4a).
This fingering process is a ramification of viscous fingering which can be pro-
duced by the famous Hele-Shaw experiment[49, 50]. In the studies of vesicle
morphologies, this is a new phenomenon not been discovered in the prior
experiments.
The above fingering process is generic, regardless of the size of vesicle.
Figure 2.4b shows four representative fingered vesicles (both top and side
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view) of different size yet formed at the same experimental condition (1000
: 100 mM deflation). More importantly, the width of figuring (top view) is
comparable to the thickness of periphery (side view). The width of tubular
fingers is proportional to the diameter of the deflated vesicle (Figure 2.4c).
This finding is consistent with a recent work about fingering of a confined
elastic meniscus, where the wavelength of the fingering is proportional to the
layer thickness [51].
To further control the width of tubular fingers in the final sunflower-like
Figure 2.5: Gallery of the final states of deflated vesicles upon high
deflation. The size of the representative vesicles increases from left to right.
The extent of deflation increases from bottom to top by changing the
osmotic difference. With the initial sucrose concentration inside the vesicles
is fixed at 30 mM, the glucose concentration outside is 300, 500, 750, 1000,
1500, 3000 mM for these six rows, from bottom to top. The scale bar is
10 µm.
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products, one can vary the extent of deflation: more deflated vesicles tend to
result thinner oblate, thus narrower fingers. This hypothesis can be justified
by the examples shown in Figure 2.4a (1000 : 100 v.s. 500 : 100). Vesi-
cles under higher deflations develop more waves (smaller wavelength) which
generates narrower fingering. With this parameter control, we produced a
gallery of sunflower-like configurations in Figure 2.5. Cin was kept constant
at 30 mM but Cout was increased from 300 to 3000 mM. This result promises
a high quality control of sunflower-like vesicles.
We now turn our attention to the intermediate stage for these highly de-
flated vesicles. Under this condition, the buckled vesicles do not immediately
relax into the discocyte and new transformation pathways appear. These
processes are captured in Figure 2.6a–c. For the cases of 300 : 30 and 500
: 30 mM deflation, the dome configuration resulted from the initial buckling
slowly evolves into the saddle configuration. This is nontrivial because such
non-Euclidean shapes with negative Gaussian curvature tends to minimize
the bending energy. In literature [52–55], this kind of saddles were usually
discovered in a solid plate when an asymmetric tension appeared. Now we
believed here such tension imbalanced could be introduced by the fast defla-
tion and the deflated half surface tend to relax back. When increasing the
extent of deflation, this pattern repeats but show more edges (see the case
of 1000 : 30 deflation). However, further increase of deflation will not create
these negative Gaussian curvatures: the dome configuration remains while
the curvature reduces gradually. This difference could be introduced by the
high friction between the two bilayers due to the strong compression. In the
final stages (Figure 2.6c), all these curved midsurfaces become flat. Notice
that fingering starts in the middle stages (Figure 2.6b). The relaxation of
the midsurface upon extreme osmotic deflation is summarized in Figure 2.6d.
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Figure 2.6: Three stages of shape transformation of extremely deflated
polymer vesicles: a) the early stage of buckling into a dome; b) the
intermediate stage of transforming into a saddle or other non-Euclidean
configurations with negative Gaussian curves; c) the final stage of relaxing
into a flat plate. Fingering appears at the middle stage and then keep
growing. Notice, for the extremely high deflation (the top example), the
dome is not able to transform into a negative Gaussian curve, but performs
slow relaxation towards the flat configuration. d) A schematic summary of
the elastic instabilities for buckled vesicles upon extreme osmotic deflation.
The highly curved dome first relaxes into a low curved dome, and then
transforms into the shape with negative Gaussian curve, followed by slow
relaxation into a flat plate. The dash line emphasizes the scenario at even
extremer deflation, where no negative Gaussian curve appears at the
intermediate stage. The scale bar is 10 µm.
This is dominated by the bending energy.
The occurrences of various configurations at the intermediate stages are
summarized in Figure 2.7. The discocyte appears at lower deflation rate and
the dome persists at higher deflation. In the middle regime, the negative
Gaussian curvatures become more favorable. Apart from the dome formed
by high deflation which is attributed by strong inter-layer friction, this trend
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basically is in constant with previous work [53, 55] on the shape transfor-
mation of a gel plate. Thickness plays an important role. For a thicker
plate, the flat shape is most stable state, but as the plate becomes thin-
ner, non-Euclidean shapes with negative Gaussian curvature arise. In this
regime, thinner plates produces more edges in the negative Gaussian curva-
ture shapes. This is also consist with our observation for extremely deflated
polymer vesicles. All these together prove the elastic instabilities of vesicle
shape transformation because of the high bending cost.
Figure 2.7: Phase diagram of vesicle configuration at the intermediate stage
of extreme osmotic deflation. The discocyte (shape of red-blood-cell)
presents at the smaller deflation and the dome persists at the larger
deflation. The saddle and other non-Euclidean configurations with negative
Gaussian curves is obtained between these two extremes. The right side
images show multiple examples of these configurations. For these
non-Euclidean configurations, saddles are most populous, but shapes with
five and six edges are also observed when deflation is enhanced. The scale
bar is 10 µm.
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2.3 Conclusions
We have discovered new vesicle shapes resulted from extreme osmotic de-
flations. Both viscous and elastic instabilities contribute the pathways of
shape transformations, and the resultant vesicles appear sunflower-like led
by bending relaxation and viscous fingering. Such mechanical instabilities
driven shape transformation opens the possibilities for future design of new
configurations of vesicles and other deformable soft materials.
2.4 Methods
2.4.1 Fabrication and Assembly of Microfluidic Device
The fabrication of agarose gel based three-channel microfluidic device is in-
spired by Wu et al [37, 38]. The width of each channel is 300 µm, separated
by 200 µm walls, and the height of the channel is ∼120 µm. The channels
are 1.2 cm long, with circular inlets and outlets at two ends. The pattern of
these channels were achieved by classical soft photolithograph of SU8-2100
(Microchem) photoresist on silicon wafer. Agarose (Type I-B, low EEO,
Sigma Aldrich) gel aqueous solution 4 wt% was achieved by microwave at
1000 W until boiling (repeat five times to dissolve the solid thoroughly). The
solution was then kept on the hotplate at 80 ○C with gentle stirring for the
following use. To make the microfluidic gel, we put a silicone spacer (20
mm diameter, 2.5 mm depth, Grace Bio-Labs) on the top of the master as
a mold and poured into it the hot agarose solution. Air bubbles were care-
fully removed. The gel was cooled for 3 minutes with a glass slide pressed
on the top. A cylindrical agarose chip with three channels at the bottom
was achieved and stored in DI water at 4 ○C. The same silicone spacer was
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Figure 2.8: Scheme of the three-channel microfluidic device. The
microfluidic device was assembled from the bottom to top as: metal holder,
1 mm thick (3 inch × 1 inch glass slide), silicone space with the hydrogel
chip, PMMA cover. The six holes in the plastic cover were aligned with the
three inlets and the three outlets. Then the whole setup was fixed by two
screwed carefully. The steel needles were set into the holes into the gel to
flow in and out liquids in the channels.
needed to assembly the microfluidic device. The metal holder and the top
PMMA cover (with six drilled holes for inlets and outlets) were fabricated
in the Machine Shop (SCS, UIUC). The design of the entire device is shown
in Figure 2.8. The flow rates of the two side channels were controlled by a
syringe pump at the speed of 0.05–0.1 ml min−1. The middle channel was
then injected with the vesicle solution and sealed with a closed tubing. The
device was kept on the stage of optical microscope for imaging.
2.4.2 Polymer GUVs preparation
Fluid phase giant unilamellar vesicles were prepared using the electroforma-
tion method [47]. The solution of polybutadiene-poly (ethylene oxide) (PBD-
PEO, Polymer Source Inc.) with a molecular weight of 6.5–3.9 kg mol−1
(10 mg ml−1) in chloroform were coated on ITO glass slide (1 inch×2 inch) to
form a thin lipid film under gentle nitrogen blow. Solvent residue was further
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Figure 2.9: The device for GUV electroformation. The Teflon chamber is
sandwiched by two ITO slides with the coating side facing inside. The
polymer film is coated on the bottom ITO slide. The copper tape is used to
connect to the electric node.
removed in vacuum for 2 hours. The electroformation chamber was home
designed Teflon part (0.5 inch×1.2 inch×0.2 inch) sandwiched the polymer
coated and another new ITO slides (Figure 2.9), filling with sucrose solution
with a desired concentration (30, 100, 300 mM in this study). A paper clamp
was used to seal the chamber and minimize water evaporation. After apply-
ing sinusoidal AC electric field (10 V, 10 Hz) for 3 hours at 65 ○C, GUVs of
10–30 µm were harvested in the isotonic glucose solution. The hydropho-
bic block polybutadiene constructs the semipermeable membrane, while the
hydrophilic polyethylene oxide chain expose the aqueous phase showing as
interfacial brush. Slight mismatch of refractive index inside and outside the
vesicles provides better resolution of the edges of vesicles under bright field
imaging.
2.4.3 Optical Imaging and Data Analysis
The experiment was conducted via an optical microscope (Zeiss, A1) just
using bright field. Under a 10× air objective, we first localized the center
of the middle channel and the vesicles in this regime. After switching the
objective to 63× (NA = 0.75, Zeiss) higher magnification, we changed the
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osmotic pressure by flushing the higher concentrated glucose solution along
the side channels. An EMCCD camera (ProEM, Princeton Instrument) was
used to acquire the data presented above, at 10 frames per second. Video
images were post-processed by MATLAB code written in-house.
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CHAPTER 3
DYNAMICAL TUBULATION AND
RELAXATION OF LIPID VESICLES
AFTER EXTREME OSMOTIC
DEFLATION
3.1 Background
That cells possess differentiated shapes is fundamental to their biological
functionalities, including circulation of biconcave red blood cells, communi-
cation of branched nerve cells and fertilization of tailed sperm cells [56–59].
In addition to the diverse outcomes from gene expression [60, 61], cell shapes
could experience complex interactions with environmental stimuli such as
temperature and pressure[62–64], which further links to many cellular pro-
cesses such as fission, division and endocytosis [65–67]. The bulk of ex-
periments have exploited giant unilamellar vesicles (GUVs) to extensively
emulate shape transformation of cellular membranes in response to osmotic
pressure difference, polymer or nanoparticle adsorption [68–72]. On the other
hand, the theoretical work considering vesicle shapes have extensive success
on the thermodynamics—the equilibrium scenario. By minimizing the sum
of bending energy and area difference elasticity (ADE) [9], one can precisely
conceive the desired shapes of vesicles if the constrained volume and the
surface area are given.
In the real world, however, often the statement of equilibrium is not avail-
able for systems far from equilibrium owing to sudden environmental varia-
tions [73–75]. The experimental challenges to track the related dynamics of
shape transformation stem from the lack of quantitative control of the local
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environment of the spotted vesicles. The inevitable fluid flows associated
with the native mixing method not only impede vesicle tracking but drive
the local concentration inhomogeneous that is hard to interpret. Here, using
an agarose gel based microfluidic device, we provide, to our best knowledge,
the first experiment that is able to manipulate GUVs of fluid phase phospho-
lipids under extreme osmotic pressure. Previous results showed that, under
hyperosmotic stress many cellular processes deviate from the normal because
of cytoskeleton disruption [76], cell-cycle arrest [77] and protein crowding
[78]. Now without involving other complexity, we show the membrane it-
self could evolve into diverse morphologies under extreme osmotic pressure.
A full pathway of vesicle shape transformation deflated by ≈90%; that is
1/10 of the original volume, much below what have been considered in all
other systems. Vesicles under such extreme deflation possess an interesting
metastable biconcave configuration with many tubulations, similar to nerve
cells, which ultimately relaxes to the equilibrated stomatocytes configuration
starting with slow retraction of tubulations. This kinetic perspective on vesi-
cle shape transformation may suggest new mechanism for cell morphogenesis
under an extreme condition.
3.2 Results and discussion
We first demonstrate the feasibility of single-vesicle study in our microflu-
idic device. The fabrication of three-channel agarose microfluidic device was
inspired by the pioneering work [37, 38], and the details of fabrication and
assembly were described in Chapter 2. The three-channel system, the core
part of the chip, which is mounted on the stage of an optical microscope
(Zeiss A1) with a bright-field illumination. The experiment began with con-
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tinuously flowing of high sugar solutions (1000 mM glucose) in the two side
channels at a rate of 0.05–0.1 ml min−1 to saturate the entire regime around
channels. After 15 minutes, the vesicles stock solutions balanced by 100 mM
glucose solution, were gently injected into the middle channel. Consider-
ing that diffusion coefficient of glucose in water is ∼650 µm2 s−1, the vesicles
should immediately experience the high osmotic difference and undergo shape
transformation. The control experiment using Rhodamine 6G dye showing
that 90% of the fluorescence intensity recovers within 10 seconds, validates
this argument of rapid osmotic impacting.
In situ observation of osmotic vesicles deflation starts with spotting the
vesicles with a lower magnitude objective (10×) and later zooming in with
higher magnitude (63×). So fast as the response to such extreme osmotic
pressure difference, 900 mM in this study, GUVs deflate slightly when even
at the beginning when captured by the objective. The shape transforma-
tion of more than 100 vesicles has been recorded for guaranteeing statistical
significance. The early stage of deflation completing in 10–20 seconds, as
we describe next, requires a particular fast hand to spot the vesicle. The
expected deflation of vesicles start with two degenerated states, oblate and
prolate, depending on the intrinsic area difference between inner and outer
leaflets of membrane [9]. This diverge inevitably arises from the electrofor-
mation method to prepare bilayer vesicles. In this study, we only focus on
the situation that the spherical vesicle is deflated to the oblate state, not the
prolonged tubes, which has been studied elsewhere.
The early stage of vesicle shape transformation involves an intriguing path-
way as sphere–stomatocyte–biconcave–fingering, with two representative ex-
amples shown in Figure 3.1. The fast transformation from the sphere to the
biconcave takes around 10–20 s. Though those biconcave shapes were ob-
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Figure 3.1: Two examples of shape transformation from spherical to highly
oblate vesicles with tubulations. The denoted time are relative to the first
image of the whole sequence, when the vesicle is first localized. The
dynamic pathway typically evolves as:
sphere–stomatocyte–biconcave–fingering. The scale bar is 10 µm.
served previously, red-blood-cell discocytes, the path of transformation was
only implied by computer simulations [48], which show that a sphere first de-
flates to an oblate and later becomes the biconcave as the volume decreases
further. Our observation contrasts this scenario by showing a sphere rather
deflate asymmetrically towards a stomatocyte. This is similar to buckling of
a solid shell, also known happening when a Ping-Pong ball is compressed.
For our fluid phase membranes, this buckling behavior arises from kinetic
the origin, that the rate of volume reduction is too rapid for vesicle to re-
sponse. Therefore, unlike the solid Ping-Pong ball, vesicle fluidity enables
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it to quickly relax into a planar shape that possesses lower bending energy.
Different from normal red blood cells, the biconcave vesicles have a much
smaller volume/surface area ratio. From the side view, the central regime of
vesicles is almost in contact, with liquid preserved at the periphery. Mean-
while, the top view shows that the edge of vesicles vigorously fluctuates as
the bending modulus of DOPC membrane is only several kBT . This fluctua-
tion is commonly seen as a spherical vesicle is slightly deflated, but here the
Figure 3.2: Exhibition of highly oblate vesicles with emerging tubulations.
a) Four other representative examples of highly oblate vesicles with various
number of emerging tabulations. b) Relation between the diameter (D) of
initially deflated vesicles and the count of the initially fingered arms. c) An
example with different angles of view. The last side view confirms the fact
of deflating. d) Relation between the diameter (D) of initially deflated
vesicles and the average diameter (d) of tubulations. The scale bar is
10 µm.
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fluctuation exhibits in 2D. Further evolution upon volume reduction leads to
growing of tubulations from the wavy edges. Whereas the tubulation from
oblate vesicles could be induced by membrane anchored polymers, our system
shows simply that tubulations protrude by fast volume reduction.
Figure 3.2 shows that the number of tubulation varies vesicle by vesicle.
In Figure 3.2b, further statistical analysis of ∼60 biconcave vesicles confirms
no correlation between vesicle size and the number of tubulations. For each
vesicle, often 1 to 5 tubes are observed, and >5 is rarely observed. The
diameter of each tubulation in a vesicle are similar, but this value changes
significant according the size of vesicles. Views at different angles, it proves
that the diameter of the protruded tubes is close to the thickness of fat
edges (Figure 3.2c), for the simple reason that the cylindrical tube minimize
the bending energy with a sphere. The principle of similar curves further
suggest that the thickness of edge should be proportional to their size, thus
the diameter of the tubes is linear with the vesicle size (Figure 3.2d).
Next, we turn into the dynamics of tubulation. Beyond what have been
shown in Figure 3.1 that a single tubulation grows from the vesicles upon
volume decrease, Figure 3.3a displays two other representative vesicles which
can grow multiple tubulations. The elapsed images show growth dynamics of
these tubulations. The relation between tube length and time were plotted in
Figure 3.3c. From left to right, the panel corresponds to the vesicles shown
in Figure 3.1, Figure 3.3a and Figure 3.3b, respectively. It is interesting
that the left panel and the middle panel show similar growing trend that
the tubulation grows fast first and then decelerates. For the right panel,
which represents several tubulations grow simultaneously from one vesicles,
the grow rate is much faster (take 20 s overall). In principle, the rate of
tubulation should depend on the osmotic pressure difference, but for different
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Figure 3.3: Dynamics of tubulation growth. a) and b) are two examples of
image sequences of multiple tubulation growth from a single vesicle. c) The
tubulation lengths are plotted against time: the left panel represents data
shown in Figure 3.1; the middle and the right panels represent b and c in
this figure. The scale bar is 10 µm.
vesicles they may encounter different changes. For this deflate faster probably
owning to their higher osmotic imbalance, and the number of tubulation is
bigger.
Some vesicles do not grow tubulation continuously. Such examples re-
garding abrupt tubulations are shown in Figure 3.4a and Figure 3.4b. Af-
ter the tadpole formed by slowly growing of one tube, the vesicles suddenly
burst with multiple arms. The fluctuating edges sudden burst multiple tubes
within 1 s, with a similar radius. The length of each tubulations are plotted
in Figure 3.4c and Figure 3.4d, respectively. For the first example, one can
see the slow growth of one single tube for about 30 s, with the decrease of
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the mother discocyte size. Then, this tube grow dramatically, accompanied
by four other tube bursting. The same pattern follows the second example,
while the bursting of other tubes however reduces the initial long tail. Both
case consists in abrupt tubulation events after the size of the circle reduces
with fluctuating. Tubulation of this kind is more frequently observed for
vesicles with smaller size. Figure 3.4e confirms that burst can only happen
when the diameter of the oblate less than 10 µm.
The pitfall of membrane bending energy during the tubulation leads this
burst phenomenon. According to Helfrich’s theory [79], the bending energy
at the biconcave stage is mainly contributed by the periphery Eb ∼ 2/d + 1/r,
where d is the thickness of the periphery as well as the diameter of the tube,
and r is the curvature arising from the transit fluctuation. In principle, r
is proportional to radius of biconcave R according to the whole spectrum
of fluctuation mode. However, at the tubulation stage, the bending energy
reduce to Eb ∼ 2/d owning the cylindrical configuration. The energy dif-
ference between these two stages is ∆Eb ∼ 1/r, which is proportional to
1/R. Therefore, for small vesicles, the energy difference before and after
tubulation is much larger. We may notice that one or two tubulations grow
slow first, but as the mother biconcave shrinks, it significantly elevate ∆Eb.
This is interesting because it seems a self-accelerate process as the energy
difference grows as the tube growth. This results in an energy pitfall that
vesicles burst to multiple tubulations simultaneously, similar to a catalysis
process in chemical reactions.
Protrusion from biconcave vesicles can further relax into equilibrium statethe
stomatocyte. Shown in Figure 3.5a, the vesicle which has three protruded
tubulations retract slowly until disappear. Then the biconcave gradually
bend and evolve into a stomatocyte. The opening of stomatocyte gradu-
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ally decreases until fully closes, similar to an embryo like shape. This type
of shapes are extraordinarily stable, which last for hours without further
changes (Figure 3.5b). The retracting dynamics of tubulation is shown in
Figure 3.5c. During this process, the volume of vesicles almost has reached
Figure 3.4: Dynamics of tubulation growth by bursting. a) and b) are two
examples of image sequences of tubulation growth induced by bursting. c)
The tubulation lengths are plotted against time. The scale bar is 10 µm.
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Figure 3.5: Relaxation of highly oblate vesicles with tubes back to
stomatocyte. a) Time sequences of an example overall transformation. b)
Four examples of final stomatocyte states. The scale bar is 10 µm.
the equilibrium, and the relaxation into stomatocyte is determined by ther-
modynamics. The area-difference elasticity predicts that this is the stable
state when the preferred area difference is small.
By integrating hydrogel microfluidic device with optical microscopy, we
have created a new platform to characterize dynamic shape transformations
of fluid phase lipid vesicles. Under extreme osmotic shock, the volume of
vesicles decreases dramatically owing the out flows of water. The deflation
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rate is so high that the vesicles first transform into a stomatocyte and then
relax to the biconcave shapes (more examples are shown in Supplementary
Figure 3.7). The most striking results of above studies is that, tubulations
emerge at the periphery of these biconcaves and their growth dynamics are
fully resolved. The continuous growth of tubulations arises from the out flow
of water. But for smaller vesicles, the energy pitfall between biconcave and
tubulation leads to a bursting transition. This dynamics is very interesting
and has never been observed before. In addition, sometimes, vesicles show
pearling formation after bursting (Supplementary Figure 3.8). This process is
very similar to an earlier experiment that induced by nanoparticle attachment
[68].
The energy landscape based on ADE theory predicts two degenerated
Figure 3.6: Hypothetical energy landscape on shape transformation of
highly deflated oblate vesicles.
34
states under high volume reduction [9]. For higher intrinsic area difference,
the equilibrium state is elongated tubes, while for lower intrinsic area differ-
ence, the equilibrium state is stomatocyte. In this study, we find that under
extreme deflation, osmotic pressure actually protrudes non-trivial tubula-
tions from the biconcave vesicles. This is interesting as such tubulations are
metastable states. Similar process of relaxation into stomatocyte was also
observed from an initially stretched tubes [80]. Therefore, we believe the
mechanism relaxing towards the most energy stable state is generic. The
flip-flop motion between bilayers may induces the slow transformation, but
in our case this is unlikely because flip-flop takes much longer time. The
scheme of such kinetic process is summarized in Figure 3.6. The kinetic trap
first leads to the formation of protruded tubulation, which is followed by slow
relaxation to the equilibrium state.
3.3 Conclusions
To conclude, we have revealed a kinetic process of vesicle shape transforma-
tion under extreme osmotic deflation, the condition has never been examined
in the prior studies. The vesicle driven far from equilibrium through such
osmotic deflation shows a metastable state, tubulations from the discocyte
state. Further relaxation eventually leads the vesicle to the most energy fa-
vorable state: stomatocyte. This kinetic perspective on vesicle shape trans-
formation under an extreme condition could be used a model for various
cellular processes.
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3.4 Methods
Lipid GUVs Preparation. Fluid phase giant unilamellar vesicles were pre-
pared using the routine electroformation method [81]. 1,2-Dioleoyl-sn-glycero-
3-phosphocholine (DOPC), was selected for the lower phase transition tem-
perature (Tm = −17 ○C). DOPC solutions (1 mg ml−1) in chloroform were
coated on ITO glass slide (1 inch×2 inch) to form a thin lipid film un-
der gentle nitrogen blow. Solvent residue was further removed in vacuum
for 2 hours. The electroformation chamber was home designed Teflon part
(0.5 inch×1.2 inch×0.2 inch) sandwiched the lipid coated and another new
ITO slides, filling with 100 mM glucose. After applying sinusoidal AC elec-
tric field (10 V, 10 Hz) for two hours, GUVs of 5–30 µm confirmed by optical
microscope, were harvested in the isotonic sucrose solution (100 mM) for the
experiments. Slight mismatch of refractive index inside and outside the vesi-
cles offers better resolution of the edges of vesicles under bright field imaging.
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3.5 Supplementary figures
Figure 3.7: More examples (a, b and c) about the eventual relaxation of
tubulation towards the stomatocyte state. d) The tracking result of the
tubulation length with time of the above three examples.
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Figure 3.8: An example of pearling after the burst tubulation.
38
CHAPTER 4
FLUID–GEL–RUBBER TRANSITION OF
CROSSLINKED POLYMER VESICLES
4.1 Background
Serving as a model system for cellular membrane, vesicles are distinct from
other hallow shell substances because they consist of barely bilayer of am-
phiphilic molecules. Extensive efforts have been focused on interpreting the
mechanical properties of vesicles from their shape transformations such as
bending and stretching upon environmental variations [9, 82–88]. A promi-
nent example consists of morphological changes driven by osmotic pressure:
divergent pathways have been explored in fluid, gel and liquid-crystalline
vesicles [9, 13, 89, 90]. More interestingly, the building blocks of vesicles
can be substituted with block copolymers containing melt, glassy, and even
crosslinked hydrophobic polymers [6, 34, 35, 45, 91]. This offers the oppor-
tunities to perceive the mechanical responses of molecularly-thin polymer
layers in various states that are far-fetched in conventional freestanding thin
films [92–97]. But the pathways to achieve this goal are still undetermined.
Inspired by the notable concept in polymer physics that polymer melts
process a fluid–gel–rubber transition when chains are incrementally linked
together [98], we explored this phenomenon for the bilayer membrane of poly-
mer vesicles. We chose polybutadiene–poly(ethylene glycol) (PBD-PEO) as
building block for giant unilamellar vesicles (GUVs), and produced inter-
chain crosslinks by post-polymerizing the carbon-carbon double bond from
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the butadiene segment [99, 100]. The associated mechanical transitions were
examined by osmotic inflation and deflation: inflation tends to stretch and
even possibly breakup the vesicle membranes, and buckles are expected other-
wise under deflation. Significant changes of mechanical properties within the
bilayer structures upon various crosslinking densities, such as Young’s mod-
ulus and bending rigidity, were reflected by the distinct patterns emerged
under osmotic inflation and deflation. These findings of pattern formation
can be generalized to other hallow shell structures in nature and technology
including pollen grains [101], eggshells [102], earth crusts [103], and various
light-weighted capsules and architectures.
4.2 Results and discussion
To test fluid–gel–rubber transition in bilayer membranes, we formed the
GUVs (10–30 µm) using PBD-PEO with a molecular weight of 6.5–3.9 kg mol−1
via electroformation. The thickness of the membrane is expected to be ∼15
nm according to this molecular weight [8]. The GUVs were stored in isotonic
sucrose/glucose solution (300/300 mM) before further modification. To con-
trol the crosslinking density within the bilayer membrane, we exposed the
sample to UV light (254 nm, 4 watts, Polman Minerals, see Methods for
details) for 1 to 70 hours [104, 105]. The experimental operations of osmotic
inflation and deflation were performed in the agarose gel based microfluidics
as described in Chapter 2. The time-elapsed images were captured by an
EMCCD camera at the speed of 10 frames per second, and further analyzed
by MATLAB.
The influence of varied crosslinking density was first examined under os-
motic inflation, by which the vesicle size increased. To do so, we replaced the
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Figure 4.1: Osmotic inflation of polymer vesicles under various crosslinking
density. a) Time elapsed images of PBD-PEO GUVs under osmotic
inflation after different period of UV illumination. The osmotic difference
across the membrane is 300 mM vs DI for all cases. The third image of
each row represents the maximum size upon expansion. The scale bar is
10 µm. b) Tracking results of the vesicle radius for different UV exposure
time. Two examples for each cases, denoted by different colors. The inset is
the control for the vesicle with no UV exposure.
initial local environments of vesicles 300 mM glucose with DI water, resulting
an osmotic pressure of Π = cRT ∼7.3 atm across the membrane. Significant
expansions of vesicle size are expected because there is a biaxial stretching
exerted on the membrane. For non-crosslinked polymer vesicles or those ex-
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posed to UV illumination for less than 1 hour, vesicles keep growing until
reaching ∼1.7× of the original radius, followed by an instant opening-hole
breakup and shrinking within <0.1 s (the 1 h data in Figure 4.1a). Physi-
cally, the onset of breakup occurs when the tension of stretched polybutadiene
chain exceeds the inter-chain interaction. The rapid shrinking shows consis-
tence with the fluidity of the membrane: it takes roughly the Rouse time for
the stretched chain to recover back to its original size with zero stretching.
The more crosslinked polymer vesicles display distinct behaviors in term
of both expansion and breakup. There are three patterns to show accord-
ing longer time of UV illumination, see the image sequences in Figure 4.1a
(4.5, 8.5 and 70 h data). The first pattern was observed after 4.5 hours
of crosslinking. The extent of maximum expansion reduces slightly to ∼1.5,
and the dynamics of relaxation upon breakup becomes highly retarded, which
takes a few hundred of seconds. The second pattern was obtained when ex-
tending the UV illumination time to 8.5 hours: the maximum expansion
reduces significantly (∼1.25) and so does dramatically the relaxation upon
breakup. We only observed partial recovery of vesicle size. Under this cir-
cumstance, the crosslinking further alters the permeability of the membrane
because a significant drop of the expansion rate arises. Increasing the UV
illumination time up to 22 hours repeats this pattern, but the 300 mM os-
motic gradient only expands the vesicle radius by less than 10%, followed by
no breakup. The third scenario concerns even higher crosslinking density, for
example, when exposing to UV light for more than 50 hours. No expansion
was observed upon osmotic inflation because the crosslink is extremely dense.
More details about the inflation and breakup behaviors can be retrieved
from the tracking results of the radius changes in response to osmotic pres-
sure under various UV illumination time (Figure 4.1b). Two examples are
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represented for each cases. Scant exposure to UV light (= 1 h) shows much
as these as-prepared vesicles (the inset of Figure 4.1b). The results regarding
4.5 h UV illumination show similar growth rate as these no crosslinked ones,
but relaxation dynamics after breakup is long lived, which lasts for a few
hundreds of seconds. Notice, the relaxation process may differs individual by
Figure 4.2: Mechanical consequences of polymer vesicles upon osmotic
inflation under various crosslinking density. (a) The maximum extent of
stretching in term of the radius at breakup over the original radius, when
the vesicles experience 300 mM osmotic pressure difference. (b) The
after-breakup relaxation time dependence on the UV exposure time. Data
regarding longer exposure time are not given since not measurable.
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individual, and some vesicles may take multiple time modes to relax.
To obtain a quantitative understanding on how crosslinking affects the
vesicles behaviors upon osmotic pressure, Figure 4.2a and Figure 4.2b sum-
marize the maximum stretching and the relaxation time after breakup with
respect to UV illumination time, respectively. First, it is obvious that more
crosslinked network would result less stretchable membrane, which almost
diminishes after 20 hours of crosslinking. This serves as a clear evidence
of the mechanical strength enhanced by crosslinking. The fluid–gel–rubber
transition can be explained by the relaxation process. For non-crosslinked
or with an hour of UV illumination, the relaxation time is less than 0.1 sec-
ond the frame time. The fast relaxation is attributed by the relaxation of
stretched single chain. After 4.5 hours of UV illumination, the relaxation
shows an exponential decay which can be fitted with an exponential decay in
the inset of Figure 4.2b. The relaxation time is on the order of hundreds of
seconds, indicating the high viscosity because of crosslinking. In this regime,
polymer chains crosslinked together perform like a giant branched chain, so
the relaxation becomes slower. The fluidity still remains as the vesicle can
fully recover back to the original size. This can be accounted as the early
stage of gelation of polymer bilayer membrane. As more crosslinks are intro-
duced, this gelation process further develops and the relaxation time becomes
longer. Further increasing crosslinking density results elastic response that
polymer vesicle cannot be stretched under the osmotic pressure contributed
by 300 mM gradient.
Now we move to the case of osmotic deflation and examine the buckling
dynamics under various crosslinking density. Figure 4.3a shows four dif-
ferent scenarios according the different regimes described previously in the
inflation experiment. The deflation is triggered by exposing the vesicles,
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Figure 4.3: Deflation patterns under various UV illumination time. a) Time
elapsed images of four representative samples under 1, 4.5, 8.5 and 70 h of
UV illumination. The scale bars are 10 µm. b) The influence of buckling
curvature upon crosslinking density. c) Scheme illustrates the coarsening of
polygonal buckling edges and elongation of the vesicles towards the coffee
bean shape.
which enclose 300 mM sucrose, to 1500 mM glucose. Inward buckling to
form a bowl was found in all these situations, but the details vary a lot.
First, in contrast to the round bowl formation for non-crosslinked or scantly
crosslinked vesicles (UV illumination ≤1 h), we observed a polygonal buck-
ling for these vesicles with high crosslinking densities (UV illumination ≥4.5
h). This kind of buckling can be explained by the notable thin shell the-
ory: polygonal indentation is more energy favorable when the dimensionless
Fo¨ppl-von Ka´rma´n number γ = Y R2/κ is above a critical value, where Y
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is the Young’s modulus, κ is the bending rigidity and R is the size of the
shell [36, 106–110]. Therefore, this polygonal buckling indicates a fluid–solid
transition, with the increase of Young’s modulus from crosslinking polybu-
tadiene core (Figure 4.3b). In addition, the curvature (∼2/h in Figure 4.3b)
at the buckling edges tend to increase [108]. More interestingly, when the
crosslinking density further increases, these polygonal buckles tend to coarse
and finally become an elongated triangle (the 8.5 h example in Figure 4.3a
and the scheme in Figure 4.3c). The vesicle shape would finally become an
elongated coffee bean shape. This is subtle, as we know intuitively the trian-
gle is the only stable states for polygons. The mechanism why this evolution
could happen is not clear so far, which may require future studies. Further
increased illumination, up to 70 hours, will repeats this pattern to form such
coffee bean shaped vesicles, but the transition dynamics is much faster than
it happens for vesicles with 8.5 hours of illumination. Overall, these distinct
patterns of vesicle deflation signify the role of crosslinking density on vesicle
mechanics.
These deflated vesicles can be reversed to the spherical shape with inflation,
see two examples shown Figure 4.4. However, the inflation process is not the
same pathway as how they were deflated. In Figure 4.4a, one notices the
pentagon first inflate from the edges (not the points) and become a star
shape. Then the points start to become rounded and bulge back the original
shape. For the case of coffee bean configurations, the recover also first takes
place at the edges, but the ridges and vertices seem very like crumpled thin
sheet materials showing plasticity [111, 112].
Our final comment is on whether this buckling occurs if we introduce some
inhomogeneity during the crosslinking process. Rather than using the UV
light, we can produce free radicals that initialize polymerization of butadiene
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Figure 4.4: Reverse inflation of deflated vesicles. These two samples
represents vesicles under 4.5 a) and 70 hours b) UV illuminations. They are
the same examples shown in Figure 4.3. The scale bars are 10 µm.
Figure 4.5: Multiple buckling for vesicles crosslinked via chemically induced
free radical. The scale bar is 10 µm.
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via chemical reactions [45]. Free radicals produced in this way possibly react
with the polymer vesicles not as homogeneous as the UV light exposure. As a
result, the membranes experience some spots with high degree of crosslinking
and others are less crosslinked. Figure 4.5 shows the buckling behaviors of the
same polymer vesicles which produced by chemical crosslinking (see Meth-
ods). Similar to those UV crosslinked vesicles, polygonal buckling happens
as a result of osmotic deflation. However, more buckling spots nucleate and
grow in the later stage. This multiple buckling further proves the generality
of our observation for crosslinked polymer vesicles.
4.3 Conclusions
We have managed to control the polymer network density in bilayer mem-
branes of polymer vesicles, and discovered the interesting fluid–gel–rubber
transition. Two separated mechanical tests via osmotic inflation and defla-
tion were perform to reveal the mechanical response brought by the crosslink-
ing effect. Upon osmotic inflation, bilayer membranes are biaxial stretched
and the degree the stretching decays with the increase of crosslinking density.
Meanwhile, the relaxation process upon breakup also slows down dramati-
cally, which suggests the viscoelastic properties of crosslinked vesicles. On
the other hand, osmotic deflation experiments split the fluid, gel and rubber
vesicle into three different buckling patterns. All these together show a great
promise in tuning the mechanical properties of polymer vesicles for various
potential applications.
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4.4 Methods
Synthesis of Crosslinked Polymer Vesicles. The innate polymer vesicles with-
out crosslinking were prepared by electroformation described in Chapter 2.
Here we briefly describe the two crosslinking procedures by UV illumination
and chemical reaction, respectively. (1) UV illumination. Polymer vesicles
harvested from electroformation were first transferred into a UV transparent
quartz cuvette (5 ml) and sealed. To initialize the crosslinking, a UV lamp
(254 nm, 4 watts, Polman Minerals) was placed 10 cm above the cuvette.
The power of the UV lamp was so low that no heating was produced. After
each desired time of crosslinking (1, 4.5, 8.5, 22, 50, 70 hours), 0.6 ml of
vesicle solution was taken out for both osmotic inflation deflation test. (2)
Chemical reaction. To produce free radicals in the vesicle solution, we use
Na2S2O5−Fe2SO4−K2S2O8 system described in literature [45] except the con-
centration was reduced by 10 times. For 10 ml vesicle solution, 0.01 g K2S2O8
was first dissolved gently. Then we added 0.17 g of a 3wt % Na2S2O5 solu-
tion, followed by 0.07 g of 0.3wt % Fe2SO4.7H2O solution. The solution was
initially shaken gently and then left quiescent for 3 hours. The crosslinked
vesicles were taken out immediately for the osmotic tests.
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CHAPTER 5
CRITICAL RUPTURE OF EXTREMELY
INFLATED POLYMER VESICLES
5.1 Background
Polymer vesicles comprising of bilayer block copolymers have concerned ex-
tensive applications in nanomedicine [113–116]. But not too much is known
about their mechanical properties arising from the bilayer structure speci-
ficity [6, 34, 35, 45, 117]. That the thickness approaches to molecular dimen-
sions of polymer chain may lead the bilayer membrane to perform strikingly
different behaviors from the bulk. The mechanical stability is often quantified
by the breakup or other mechanical failures arising from large deformation
[93, 118–122]. For fluid phase vesicle membrane, this involves how surface
tension balances with chain stretching. However, recent methods devised
to measure the stretching responses required physical contacts, such as mi-
cropipette aspiration and AFM indentation [123–129], which may mislead
the measurements by polymer-surface interactions.
Here we provide a noncontact method based on osmotic inflation to stretch
polymer vesicle membranes until they rupture at a critical strain. Followed
by a hole opening, vesicle recovers to the original size as the polymer chains
retract. Tuning the membrane thickness, we varied the molecular weight
of block copolymer. A tentative scaling analysis was further provided to
perceive the molecular understanding of membrane rupture. The osmotic
pressure can be utilized to manipulate the strain of vesicle membrane—an
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idea can be extended to study nanomechanics through mechanophores [130–
132].
Figure 5.1: Stretching and breakup of polymer vesicle upon osmotic
inflation. a) Example image sequences of a PBD–PEO (6.5–3.9 kg mol−1)
polymer vesicle upon osmotic inflation (300 mM against DI water). Time
lags for each image are 5, 150, 300, 500, 631, 632 s. The scale bar is 10 µm.
The scheme below highlights membrane thinning and the final lysis at the
critical strain. b) The tracking result of radius against time from the data
shown in (a). The final radius drop corresponds to rupture. c) Re-plot b)
on 2D surface strain ∆A/A0 = (R(t)/R0)2 − 1 with time.
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5.2 Results and discussion
The osmotic inflation experiment was conducted in agarose gel three-channel
microfluidic device described in Chapter 2–4. This setup enabled direct imag-
ing of vesicle shape transformation while changing the local environment.
Figure 5.1a shows snapshots recording the full pathway of vesicle inflation
and breakup upon osmotic inflation. Unless noted otherwise, data in this
paper refer to vesicles made of PBD-PEO (6.5–3.9 kg mol−1) with initial 300
mM sucrose inside. Replacing the local environment with DI water triggered
inflation. In this particular case, polymer vesicle had been grown to the
maximum size, the radius is ∼1.6 times of the initial value, for ∼500 seconds
before the final breakup. Then a hole opened on the vesicle, followed by an
instant recover to the original size. The scheme in Figure 5.1a further illus-
trates this growing process by highlighting the stretching induced membrane
thinning.
The dynamics of radius growth was found by tracking the contour with
time shown in Figure 5.1b. As the concentration gradient across the mem-
brane drops as vesicle expands, one may expect a gradually decay of growth
rate. However, membrane thinning also increases the water permeability,
which canceled this effect so the trend of radius growth shows nearly constant
in the plot. By fitting the initial curve (first 50 seconds) using j = −p∆C, we
can estimate the water permeability of the unstretched membrane. The re-
sult p = 2.5 µm s−1 is very close to the value reported elsewhere. The strain
of the bilayer membrane, ∆A/A0 = (R(t)/R0)2−1, is plotted in Figure 5.1c.
The critical stain is ∼1.7, much higher than the result (∼0.4) provided by
the prior experiment [8] using micropipette aspiration on the vesicles made
of a similar molecular weight PBD–PEO. This significant difference signifies
52
that physical contact between membrane and solid surface possibly leads an
underestimated critical stain of thin film materials. Considering the hole
rupture as a nucleation process, physical contact can lower nucleation energy
by introducing defects [133, 134].
Vesicles made from the same block copolymer show surprisingly similar
critical strain upon rupture regardless their original size. Figure 5.2a dis-
plays the dynamics of radius growth of five representative vesicles whose
initial radius ranges from 5 to 15 µm. These plots are parallel because of
the same water permeability. The vesicles may break at different time after
inflation, but the value of the critical strain show a strong consistency. Plot-
ting the relation between the critical radius Rmax and the initial radius R0
in Figure 5.2b shows a strong linear correlation (31 data points in total). In
Figure 5.2c, the histogram of the critical strain centralizes at ∼1.6, showing
no dependence on the original vesicle size. This dataset provides the statis-
Figure 5.2: Inflation dynamics and critical strain at breaking up. a) The
growth and breakup of five example polymersomes (with different starting
size) upon osmotic inflation. The starting difference of osmolality is 300
mM (with 300 mM sucrose inside and 0 mM (DI water) outside). b)
Measured maximum radius (when the polymersome is breaking up) at
different original radius. The dashed line indicates the linear dependence.
c) Histogram of the maximum strain ∆A/A0 = (R(t)/R0)2 − 1. The inset
shows a weak dependence of maximum strain with the original size.
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tically meaningful evidence of the critical strain for PBE–PEO vesicles. For
this molecular weight, the membrane can be stretched on proves statistically
that this polymer vesicle can be stretched notably 160% without rupture.
We evaluate the generality of critical strain in polymer vesicle upon biaxial
osmotic stretching by performing osmotic inflation for vesicles produced by
three different molecular weights. Including the sample we tested above, the
physical properties of overall four different PBD–PEO are displayed in Table
1. Two of them are smaller than the above and one is larger. The plots of
radius growth for vesicles made of 1.8–0.9 and 11.8–5.3 kg mol−1 PBD–PEO
are displayed in the left and the right panel respectively in Figure 5.3a. The
extent of maximum strain decreases and increases respectively for these two
situations, compared to the above example. More interestingly, vesicles of
smaller PBD–PEO performed repeated cycle of grow/burst/recover, while
the growth rate decreased for each cycle because of the reduction of osmotic
gradient. This cyclic behavior essentially arises from high fluidity of the
membranes, similar to fluid phase lipid vesicles [135, 136]. The hole opening
on the vesicles made of higher molecular weight PBD–PEO cannot re-heal
because the fluidity is largely reduced.
In addition, the water permeability of each membrane was estimated from
the radius growth data. The straight line in Figure 5.3b implies that the
water permeability is inversely proportional to the membrane thickness h,
which scales as M0.5 considering the PBD blocks are ideal chains [8, 35].
Notice that permeability of the vesicles from 11.8–5.3 kg mol−1 PBD–PEO
deviates from this liner relationship. This could arise from the difference
of the monomer structure: the backbone mainly contains 1,4-PBD while
others contain mostly 1,2-PBD. From the large difference of glass transition
temperature for these two configurations, we speculate the 1,4-PBD exhibits
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Mn (kg mol−1) Mw/Mn 1,2–PBD (%) Tg (PBD, ○C) η (PBD, Pa.s)
0.65–0.4 1.09 85 <-90 0.5
1.8–0.9 1.05 95 -49 20
6.5–3.9 1.10 80 -18 ∼2000
11.8–5.3 1.04 <5 -100 300
Table 5.1: Physical parameters of four tested PEO–PBD sample. The
viscosity data is interpreted from the bulk. [137, 138]
higher fluidity and so does the water permeability.
Now we turn into the molecular weight dependence of the critical strain.
Both Rmax/R0 and ∆Amax/A0 show linear correlation with the molecular
weight in the linear-liner plots (Figure 5.3c). Although the longest block
copolymer comprises mostly 1,4-PBD, the critical strain does not deviate
from other three data points. For vesicles made of this polymer, the critical
area critical is ≈2.7, indicating that the membrane can be stretched 270%
more than the original surface area. The linearity of the critical strain with
the molecular weight ∆Amax/A0 ∼ M1 can be further revealed in the double
logarithmic plots (Figure 5.3d).
To explain this dependence of the critical strain on the molecular weight,
we consider the competition between the interfacial forces and the stretching
forces. The former holds the polymer while the latter ruptures the membrane.
Notably, the membrane ruptures at different thickness, otherwise the same
critical thickness hc and the relation hc/h0 ∼ A0/Amax ∼ (R/Rmax)2 will
lead to Amax/A0 and (Rmax/R0)2 ∼ h0 ∼ M0.5 that is much weaker than
our observation.
One may wonder whether the critical strain depends on the stretching rate,
as intuitively fast stretching may break the membrane at even lower strains.
Our experiments seem to lie in the regime much slower than when this situ-
ation arises. A control experiment conducting lower initial osmotic gradient
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at 100 mM gives a similar critical strain compared to that under 300 mM,
though the time it takes before rupture is almost three times (Figure 5.4a).
An even smaller osmotic gradient at 30 mM does not result a rupture within
Figure 5.3: The dependence of osmotic inflation and rupture on molecular
weight. a) Three examples of inflation dynamics (left) shorter PBD–PEO
(1.8-0.9 kg mol−1) and (right) longer PBD–PEO (11.8–5.3 kg mol−1) with
the starting difference of osmolality of 300 mM (with 300 mM sucrose
inside and 0 mM DI water outside). b) The molecular weight dependence of
water permeability across the bilayer membrane. c) The molecular weight
dependence of both Rmax/R0 and ∆Amax/A0 at vesicle rupture. d) Same
data on double logarithmic plots. The inset shows vesicle stretching at the
molecular level.
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3000 seconds.
The more intriguing aspect of this system is that we can stretch vesicle to a
certain strain. Rather than using DI water to rupture the vesicle, we can use
sugar solution outside the vesicles to control the extent of how they expand.
Figure 5.4: Strain control of polymer vesicles. a) Rate dependence of vesicle
expansion under osmotic inflation. The initial inner sugar concentration are
300, 100, and 30 mM, standing against DI water. b) Strain control by the
value of Cin/Cout. Two examples are given when the volume of vesicles are
stretched by 3 and 1.5 times by 100 mM and 200 mM outer sugar
concentration, respectively. c) Spectrum of laurdan embedded in polymer
vesicle membrane under different strain control. The peaks of 422 nm and
498 nm correspond to laurdan in hydrophobic and hydrophilic
environments, respectively. The increase of peak at 498 nm upon vesicle
stretching indicates the increase of exposure of hydrophobic core to water.
d) Normalized contribution of water exposure upon stretching.
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Figure 5.4b shows that the volume of vesicle reaches 3 times if the vesicles
initially containing 300 mM sucrose are expose to 100 mM glucose solution.
This expansion becomes 1.5 times if we the outside uses 200 mM glucose
solution. This strain control can be very useful to study the molecular level
mechanics if mechanophores are introduced in the backbone of the stretched
hydrophobic blocks [139, 140]. Using super-resolution imaging, we could also
access the information of the local stress of the polymer chains.
Moreover, environment sensitive fluorescent probes can be embedded into
the membrane to detect the molecular arrangement of diblock copolymer
upon stretching. For example in Figure 5.4c, laurdan [141, 142], a phase
sensitive dye shows stronger peak at 498 nm in the stretched polymer vesicles,
indicating the enhanced water permeability for membrane in the stretched
state. The linear relation between the fluorescence intensity at 498 nm and(R/R0)2 in Figure 5.4d further proves that the water permeability is inversely
proportional the membrane thickness.
5.3 Conclusions
To conclude, osmotic inflation ruptures polymer vesicles at a critical strain,
which shows strong linear relation with the molecular weight of the hydropho-
bic block. In contrast to the previous measurements involving physical con-
tacts, our data demonstrated much larger extent of membrane expansion.
Membrane strain can further be achieved at a fixed value via controlling the
osmolality ratio inside and outside the vesicle. This holds promise to new
studies on the mechanical forces at the single molecular level.
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CHAPTER 6
SINGLE-MOLECULE OBSERVATION OF
LONG JUMPS IN POLYMER
ADSORPTION
6.1 Background
The kinetics of polymer adsorption is fundamental to many polymer and
biological applications. The classical picture depicts polymer chains to ad-
sorb in three successive steps: (1) diffusion through the bulk to the surface,
(2) surface attachment, and (3) chain relaxation into states that minimize
conformational energy. While the first step is rate-limited by the bulk diffu-
sion coefficient and the third step is considered to reflect a process of chain
flattening onto the surface, a type of “aging”, the second step of initial at-
tachment to the surface is so rapid that there is no clear picture to describe
it [143–149].
Recent pioneering experiments by Schwartz and coworkers have challenged
the central dogma that lateral mobility proceeds in the adsorbed state [150].
Contrary to the traditional view that adsorbed polymer crawls on surfaces
while the entire molecule remains adsorbed [143–146], these experiments
showed that interfacial molecules may diffuse by repeated desorption followed
by re-adsorption such that molecules hop from spot to spot. This confirmed
Adapted with permission from Yu, C; Guan, J; Chen, K; Bae, S. C.; Granick, S.
Single-Molecule Observation of Long Jumps in Polymer Adsorption. ACS Nano 2013, 7,
9735-9742.
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the theoretical model first proposed by O’Shaughnessy [149]. In this scenario,
there are “strong adsorbers” such that re-adsorption is much faster than des-
orption, and other “weak adsorbers” that are released after some desorption
time. As long-chain polymers display a broad distribution of bound fraction,
some of the adsorbed chains will possess a low fraction of surface-adsorbed
sites [151–154], and these loosely-bound polymer chains should most easily
overcome the sticking energy barrier and diffuse out into the bulk solution.
Another related theoretical model comes from Monte Carlo simulations by
Chakraborty [147] and Muthukumar [148]. In their vision, polymer chains
tend to be detained at those points on the surface at which adsorption are
strongest; there results a searching process of polymer-surface pattern recog-
nition, the search for surface sites of strongest adsorption.
Here we present investigation of this problem in a new experimental sys-
tem, polymer-surface interaction through hydrogen bonding, selected to show
the limits of when this physical situation can and cannot be realized. Con-
firming in the current system the essential generality of earlier findings [150],
the different data analysis presents extensive new data, a comparison with
conventional ensemble-averaged measurements, and also the dependence on
polymer molecular weight. Experiments of this kind, in which the approach
of single-molecule fluorescence imaging of individual polymer chains is used
to accumulate datasets that can be analyzed with statistical confidence over
a large dynamic range, can be anticipated to become increasingly useful to
investigate heterogeneous systems. In addition, recognition through hydro-
gen bonding here is crucial to understand such very basic processes of life
as protein recognition [155], or DNA duplication [156], and also potentially
useful in the field of self-assembly at surfaces [157].
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6.2 Results and discussion
The choice of experimental conditions was made as follows. Polyethylene
glycol (PEG) adsorbs by hydrogen bonding to surface silanol groups. When
the surface is highly protonated, there are many adsorption sites and mul-
tiple segments of a chain can absorb simultaneously such that chains will
simply stick where they land. On the other hand, when the surface is highly
deprotonated, polymer chains will not adsorb. By tuning the pH, one can
have a system in which the surface is partially deprotonated, so that for
certain polymer chains only a fraction of the segments on it will adsorb
and the chain can desorb. To avoid the complication that some previously-
adsorbed chains might block the arrival of new chains, we have studied ad-
sorption onto an initially-bare surface. Data in this paper refer to PEG 40K
(Mw = 40 kg mol
−1), unless noted otherwise, with additional comparison to
PEG 10K (Mw = 10.8 kg mol
−1). The experimental design is summarized in
Figure 6.1.
Figure 6.1a includes two hypothetical adsorbed chains with “loop–tail–
trai” conformations, the “train” segments adsorb to those random locations
on the surface with protonated silanol groups, while the intervening segments
are spanned by loops. The picture is that when the bound fraction, controlled
by pH, is sufficiently low to allow desorption, polymers may hop from spot
to spot (Figure 6.1b). As the experimental observation window of roughly
0.1 s much exceeds the time scale of silanol protonation-deprotonation, the
surface-polymer interaction is expected to be uniform on the experimental
time scale. The chances of desorption are instead dominated by the dis-
tribution of adsorbed polymer conformations: some molecules are adsorbed
tightly at many potential binding sites, while others are bound more loosely.
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Figure 6.1: Experimental scheme. a) Hypothetical adsorbed chains with
“loop-tail-trai” conformations. The “train” segments adsorb to protonated
surface silanol groups by hydrogen bonding (top right inset) and are
separated by loops that dangle into solution. Such chains may have a large
fraction of surface-bound segments (the red chain) or a small fraction (the
green chain). b) Schematic relation between pH, surface charge density, and
average bound fraction of an adsorbed polymer chain. With increasing pH
surface silanol groups progressively deprotonate and the resulting surface
charge prevents polymers from lying flat with a large surface bound
fraction. Experiments in this paper were performed in the gray region,
pH = 8.2 (±0.1) such that 10–20% silanol groups were deprotonated. c)
The portion of mobile polymer, inferred from single-molecule imaging
experiments presented below, is plotted against pH. Above pH = 8.7
(dashed line), no polymer adsorbs. The grey regime shows pH = 8.2 (±0.1),
a condition where density of adsorbed polymer is sufficiently dilute for
single-molecule tracking, as illustrated by the snapshot of fluorescent
molecules on a surface shown in the inset. The scale bar is 2 µm.
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Our exploratory experiments (Figure 6.1c) showed essentially no detectable
surface mobility of this PEG polymer at pH <7.0; this is because hydrogen
bonding of PEG to surface silanol groups is so copious. In the region of pH
>8.8, we observed, as expected, essentially no adsorption. This is consistent
with previous ensemble averaged adsorption measurement through optical
reflectivity [158]. We avoided experiments at the highest limit of workable
pH, as under this condition the surface mobility was too rapid to be imaged
Figure 6.2: Ensemble-averaged diffusion coefficient of adsorbed PEG at
pH = 8.2, with molecular weight 10K (orange) and 40K (green), at
fractional surface coverage 80–90% before (half squares) and after (half
circles) solvent rinsing. Recovery is faster with polymer in free solution
(concentration 10 nM) than if polymer is previously rinsed out of free
solution. Solid lines are fitted by the equation I(t) = I0 × [1 −A/(1 + t/τ)],
where I0 and A are fitting parameters which represent the final recovered
intensity plateau and the extent of photobleaching in the bleached spot.
The diffusion coefficient, D is obtained as ω2/4τ , where ω ≈ 1 µm is the
diameter of the diffraction limited bleaching spot.[20] Before and after
rinsing, the characteristic diffusion time for 10K PEG is ∼200 and 600 s,
while for 40K PEG it is ∼300 and 3000 s, respectively.
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with sufficient resolution. The optimized working region was found to be
pH = 8.2 (±0.1), as sketched schematically in Figure 6.1b and Figure 6.1c, at
which it is estimated that 10 - 20% of surface silanol groups are deprotonated
[159]. Note that the density of silanol groups on silica is ∼5 per nm2 [160].
The slow average mobility of adsorbed PEG was measured using fluores-
cence recovery after photobleaching, FRAP. The sample was first bleached
by an intense laser beam within a diffraction-limited spot (∼1 µm). By virtue
of diffusion, polymers from the unexposed area with their intact fluorescent
probes diffuse back into the bleached spot. The intensity recovery in the
bleached spot due to this inflow of unbleached molecules is monitored by a
probe beam, shown in Figure 6.2. The deduced diffusion coefficient of ad-
sorbed chains was ∼0.0008 µm2 s−1 for 40K PEG, with 10 nM polymer in the
solution, a condition under which the fractional surface coverage is expected
to have been 80–90%, high enough to saturate protonated silanol surface sites
[158, 161]. This diffusion coefficient is 5 orders of magnitude slower than the
bulk diffusion coefficient of ∼35 µm2 s−1 measured by fluorescence correlation
spectroscopy (FCS).
Figure 6.2 includes FRAP measurements of both PEG samples, with and
without polymer in solution. This shows the expected strong dependence
on whether the measurements are conducted with polymer present in solu-
tion during the measurement, such that chains can more easily desorb and
readsorb, or alternatively after rinsing polymer out of solution, in which case
the surface diffusion is slower. In the former case, we infer the surface dif-
fusion coefficient D ∼0.0013 and ∼0.0008 µm2 s−1 for chains of molecular
weight 10K and 40K, respectively. In the latter case, we measure ∼0.0004
and ∼0.00008 µm2 s−1, respectively.
Upon imaging individual molecules through total internal reflection flu-
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orescence (TIRF) microscopy, one concludes that the underlying data are
unevenly distributed in a bimodal way: the vast majority of polymer chains
( 90%) were immobile on the experimental time scale of ∼100 s (they might
be mobile on longer time scales, but photobleaching precluded probing this),
while a minority underwent displacements from point to point by intermit-
tent jumps. The minority 10% population shows trajectories containing oc-
Figure 6.3: Analysis of individual trajectories. a) Four representative
trajectories with color-coded time, blue to red up to 100 s, color bar on the
right. The time step is 0.1 s. b) Five images at successive times during a
trajectory (red line) at the indicated times up to 40 s. The
diffraction-limited bright spot (after denoising, see Methods) of a labeled
dye molecule represents one polymer chain. The scale bar is 200 nm. c)
The mean-square displacement (MSD) is plotted against time on log-log
scales. The dashed line has slope of unity. d) Linear displacement plotted
against time. Plateaus on each trace represent long trapped states.
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casional long jumps, as illustrated in Figure 6.3a. Some trajectories present
multiple jumps. The waiting time before a jump was broadly distributed,
both between different jumps and between different polymer chains.
Figure 6.3a illustrates some of the patterns that we observed. In trajec-
tory 1, the chain displayed four long jumps before finally became immobile.
Trajectories 2 and 3 illustrate chains that were immobile for tens of seconds
at multiple spots. Trajectory 4 depicts a chain that executed numerous con-
secutive steps. Five experimental images at successive times in the latter
trajectory are illustrated in Figure 6.3b.
For further quantification, the mean-square displacement of the same four
trajectories is plotted against time on log–log scales in Figure 6.3c. All dis-
play, at long times, the slope of unity characteristic of Fickian diffusion, but
at short times trajectories 2 and 3 are sub-diffusive, reflecting the long pauses
already evident in the raw data. Trajectories 1 and 4 are also subdiffusive,
but in those trajectories the pauses were shorter, and therefore the overall
mobility was dominated by long jumps. Plotting displacement against time
in Figure 6.3d, we observe step-wise motion: intervals of constant position
separated by long-distance jumps.
These data suggest the hypothetical scheme of polymer adsorption summa-
rized in Figure 6.4. Depending on the transient conformation when the chain
lands, its mobility can be quenched immediately by forming many segmental
bonds to the surface (a1), or remain mobile (a2) if only weakly adsorbed.
The conformation entropy of chain fluctuations presumably encourages de-
tachment. After chains detach, they may re-adsorb (b1 and b2) or diffuse
back into the bulk solution (c). The theoretical models are consistent with
this view qualitatively [147–149], although they were not specifically con-
cerned with lateral jumps or their distributions. However, surface diffusion
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Figure 6.4: Hypothetical scheme of polymer jumping by an
adsorption-desorption mechanism. a1) Immediate adsorption without
further searching; a2) Weak, transient adsorption; b1) Jumping from one
surface spot to another by desorption/readsorption; b2) Repeated jump to
a third surface spot; c) Alternatively, desorption into the bulk solution.
whose rate is dictated by long jumps is known in systems other than poly-
mers. For example, time-resolved STM has shown long jumps of metal atoms
and also of organic molecules on metal surfaces [162, 163]. At a solid-liquid
interface, fluorescence-based measurements of surfactant adsorption tell a
similar story of jumps. The jump length has been interpreted to follow a
Gaussian distribution in some cases and not Gaussian in others [150]. The
behavior we observed here is unequivocally not Gaussian, as we now describe.
By accumulating thousands of similar trajectories, statistical quantifica-
tion of the desorption-adsorption can be resolved, despite their rare occur-
rence in single trajectories. In Figure 6.5a for 100 representative trajectories
the displacement over 0.1 s (frame–to–frame) is plotted against elapsed cas-
cade time. The intermittent jumps appear as bursts in a background of
pauses. More fundamentally, we rationalize that a desorbed chain at the
vicinity of surface should have equal probability to diffuse back onto the
surface or into the bulk solution, which means the probability of N jump
events occurring within one trajectory will scale as (1/2)N . Considering a
step larger than 0.12 µm as a jump event as pauses are locally confined to
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a region size of ∼0.05 µm due to uncertainty of measurement, we find that
the number of such jumps goes consistently as scaled probability ∼ (1/2)N
(In Figure 6.5b). During jumps, chains are transiently desorbed with equal
probability to diffuse into bulk solution or return to the surface.
The probability distribution (G) of step size (r) during 0.1 s is plotted in
panels Figure 6.5c and Figure 6.5d on semi-logarithmic and double logarith-
mic scales, respectively. This power-law distribution differs fundamentally
from the Gaussian and exponential distributions noted in earlier work from
Figure 6.5: Statistical analysis of jump events. a) Jumps observed in
frame-to-frame (0.1 s) displacement from ∼100 representative trajectories.
Time is accumulated to display all trajectories. The red line is r = 0.12 µm,
the threshold used to define a jump event. b) Relative probability (P ) of
number of jumps (N) in a trajectory up to length of 100 s (jumps r ¿
0.12 µm), consistent with the solid line of (1/2)N . The total number of
trajectories is ∼3000. c) Jump size distribution inferred from all trajectories;
relative abundance is plotted logarithmically against linear jump size. d)
Same as c) but on log-log scales. The orange cross marks show data for
another molecular weight, 10K PEG. The limiting slope is -2.5.
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this laboratory for other systems [164]; a power-law distribution is inher-
ently more heterogeneous. The phenomenological power law is λ = 2.5,
G(r, t = 0.1 s) ∼ r−λ. Note that displacements below 100 nm (we attribute
them to localized diffusion in the adsorbed state) deviate from this power
law. We also include in Figure 6.5d consistent data for another molecular
weight of polymer, 10K. The same power law distribution is robustly repro-
duced and the lower molecular weight contributes a slight right-shift to larger
displacement due to the faster mobility in the bulk. This is consistent with
the MSD plots in Figure 6.6a that the former is roughly 1.5 to 2 times faster.
Such power-law diffusion is known in other systems. For example, molecu-
lar dynamics simulations revealed that adsorbed gold nanoclusters on graphite
follow a flight-length power-law distribution with exponent -2.3 [165], close to
what we observe here. Random walks of equal elementary step size encoun-
tering a planar boundary give a Cauchy distribution, which asymptotically
describes flight length with what looks like a similar power law empirically
[149, 166, 167]. More generally, Mandelbrot[27] linked random walks with
large jumps to Le´vy flights in fractal systems, with power-law in the range
1<λ<3 [168]. Mathematically it is known that when λ ≥ 3, the distribution
reverts to Gaussian in the limit of large numbers based on the central limit
theorem [168], so the process is consistent with Fickian diffusion. Power-
law Le´vy distributions are also known in numerous other systems, including
marine predator foraging [169], human mobility [170], and the transport of
DNA-binding proteins along DNA chains, which speeds up DNA transcrip-
tion [171]. While the present system is probably unrelated mechanistically
to searching strategy discussed in those biological contexts, the power-law
distributed jump sizes in this polymer system may function as an effective
search mechanism for strong adsorption sites. We presume that the search is
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for stable surface attachment, as a case for polymer-surface pattern recogni-
tion [147, 148], but no quantitative explanation of the mechanism is offered
at this time.
To find the connection between polymer diffusivity and power-law step
Figure 6.6: Time evolution of power-law tail in displacement distribution.
a) The overall mean-square displacement (MSD) of trajectories with and
without jumps, labeled “mobile” (green and orange circles denote 40K and
10K PEG, respectively) and “immobile” in the figure. Within the tracking
resolution, the latter has zero mobility. b) Master curve (40K PEG) of the
probability distribution after normalizing displacement by the square root
of time step, rσ = r/√t. The data collapse with delay time 0.1 s, 0.2 s,
0.5 s, and 1.0 s, with the same limiting slope of -2.5 on log–log scales.
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size distribution with large jump events, we analyzed all polymer chain tra-
jectories. In Figure 6.6a, the mean-square displacement is plotted against
time on log–log scales, having separated trajectories into two populations
with or without displaying jumps. Jump-free trajectories have nearly zero
displacement. During the interval up to 1.0 s, the mean-square displacement
of trajectories with jump motion is linear in time, shown as Fickian diffusion
with apparent diffusion coefficient ∼2.5 × 10−2 µm2 s−1. Note that as these
trajectories contain no jumps longer than 2 µm, this truncated power-law
distribution has finite first and second moments [172, 173]. This apparent
diffusion coefficient is ∼30 times more rapid than the ensemble-average sur-
face diffusion measured from FRAP, and ∼1000 times slower than for these
chains in bulk solution. Single-molecule experiments measure only fast tra-
jectories, while FRAP measures all molecules.
Further analysis follows by considering the model of continuous time ran-
dom walk (CTRW) [174], according to which the distribution of displacement
Figure 6.7: Distribution of surface residence times of 10K (orange crosses)
and 40K (green squares) PEG when considering trajectories with
displacement less than 0.12 µm. The limiting slopes are -1 and -1.6 at short
and long residence time regimes, respectively.
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follows G(r) ∼ r−1−β and the distribution of the residence time before jumps
is P (τ) ∼ τ−1−α. Fitting to these relations, it follows that β ≈ 1.5 is implied
by the step size distribution, and α ≈ 0.6 by the residence time distribution
in Figure 6.7. The expected identity 2α ≈ β is consistent with the linear
mean-square displacement that we observe. We also notice that probability
distributions of step size collapsed onto a master curve after normalizing r
by (Figure 6.6b), also indicating MSD ∼ t during the time interval up to
1 s. It is possible that those trajectories which appear to be immobile during
our experimentally-accessible time window belong to ‘crawling-like’ motion
along the surface.
In a conventional Poisson process, the distribution of waiting times is ex-
ponential, forcing consecutive events to follow one other at relatively regular
time intervals and forbidding very long waiting times. Our system evidently
deviates from this. We observe instead a power-law distribution with a heavy
tail, which allows for long periods of inactivity that separate swift jump
events. Power law exponents of 1 and 3/2 have been observed in human mi-
gration, email-communication, surface mail communication and library visits
[170, 175–177]. The origin of such a power law distribution in human behav-
ior has been regarded to originate in decision-based queuing processes—that
is, the order in executing tasks is based on some rules of priority. Here, the
hierarchy in surface-bound fraction gives rise to different tendency to des-
orb. The smaller the bound fraction of a given chain, the shorter the surface
residence time before executing the next jump.
By this argument, the power-laws can be anticipated to have smaller expo-
nents, the more heterogeneous is the surface. Indeed, the power laws we ob-
serve (Figure 6.7) do have smaller exponents than were observed in an earlier
study that reported the value of -2.5 [150]. The slower decay of the distribu-
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tion in the present study appears to stem from long-lived hydrogen-bonding.
Actual waiting times may in principle be even longer than we observe, re-
flecting the limited photostability of dye moieties on the fluorescently-labeled
polymers.
6.3 Conclusions
The present experiment raises fundamental questions concerning how a sin-
gle polymer chain adsorbs onto a solid surface from dilute solution. Polymer
chains, resolved by single-molecule fluorescence imaging, can execute multiple
jumps when they arrive at the solid-liquid interface, rather than immediately
localize to discrete surface locales. Contrary to the traditional concept that
adsorbed polymers crawl on surfaces while the entire molecule remains ad-
sorbed [143–146], these loosely bound chains can diffuse rapidly mediated
by desorption followed by re-adsorption. The intermittent jump events we
report follow a truncated Le´vy distribution of step size with limiting slope of
-2.5, contributing to exceptionally rapid surface diffusion of those chains over
the times we observe. The dynamic heterogeneity arises from the broad dis-
tribution of chain bound fractions, which generates a power-law distribution
of waiting time before executing the next jump.
6.4 Methods
End-reactive polymer, amino-terminated methoxy polyethylene glycol (mPEG-
NH2, Mw = 40 kg mol
−1, Mw/Mn < 1.08, Nanocs) was allowed to react with
ATTO488 NHS-ester (ATTO TEC) dye, using standard synthetic procedures
recommended by the provider. Briefly, 1–5 mg of PEG was first dissolved
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in 1 ml of PBS buffer (pH = 7.4) and then the pH of the solution was ad-
justed to 8.3 by adding 50 µl of 0.2 M sodium bicarbonate solution (pH =
9). 1 mg of dye was dissolved in 50–200 µl of DMSO and dropwise added
into the PEG solution, while gently shaking. The dye-to-polymer molar
ratio was optimized at 2–3 for enhancing the labeling efficiency. The reac-
tion, protected from light, was then incubated at room temperature for 1
hour. This organic dye was selected, after screening numerous other dyes,
because of its exceptional brightness and photo-stability, which allowed us to
measure single-molecule trajectories lasting up to tens of seconds [19]. The
influence of chain length on interfacial polymer dynamics was investigated
by PEG with a second molecular weight (mPEG-NH2, Mw = 10.8 kg mol
−1,
Mw/Mn < 1.08, Polymer Source).
Unreacted dye was removed by passing the solution through a commer-
cial dye removal column (Thermo Scientific) at least 5 times. Fluorescence
correlation spectroscopy (FCS) measurements gave a clean single diffusion
coefficient ∼ 35 µm2 s−1 in aqueous solution, confirming the absence of resid-
ual non-reacted dyes. Solutions were prepared at a concentration of several
tens of pM with 10 mM Na2HPO4/NaH2PO4 to buffer the solution at pH
= 8.2±0.1. To scavenge oxygen radicals, 5 mM sodium ascorbic acid was
added. The adsorbing surface consisting of quartz coverslips (SPI Supplies)
was hydroxylated using a cautious application of Piranha solution followed
by treatment in an oxygen plasma cleaner (Harrick Scientific). It was our
experience that this protocol resulted in the total removal of fluorescent con-
taminants; by direct imaging, their successful removal was verified before
each experiment. In control experiments, the free dye, negative in charge,
did not adsorb to the (negatively charged) quartz surface, thus further as-
suring that our fluorescence measurements truly represented polymer chains,
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not free dye.
An EMCCD camera (Andor iXon) was used to acquire the single-molecule
data presented above. Images were acquired at 10 frames per second through
an oil immersion objective (100×, NA = 1.45, Zeiss) using total internal re-
flection fluorescence (TIRF) microscopy. Signal-to-noise ratio of video im-
ages was significantly enhanced by image denoising algorithms [178] and tra-
jectories were linked between frames by MATLAB code written in-house
[179]. The denoised images offer better spatial resolution without alter-
ing the physical interpretation of polymer dynamics [180]. Local changes
in 2D positions of labeled polymer were resolved with 25 nm precision.
The threshold to link points between consequent frames is set at 2 m, as
the average displacement during 0.1 s in bulk solution is expected to be(4 × 35 µm2 s−1 × 0.1 s)1/2 ≈ 3.7µm. The frame interval (0.1 s) was
optimized to capture an entire jump event while short enough to measure
surface residence time. Jump events were found to be so transient that we
never observed successive jumps in two consecutive frames. All trajectories
were overlaid with the original movie files and confirmed by visual inspec-
tion. Our methods of fluorescence recovery after photobleaching (FRAP)
measurement have been described elsewhere [181]. Briefly, the instrumen-
tation is based on one-photon confocal microscope. The laser beam (488
nm, continuous wave) was split into two, namely, the bleach beam and the
probe beam were directed into a 63× air objective (N.A. = 0.75, Zeiss) via a
dichroic mirror and were tightly focused on a diffraction limited spot. The
bleach beam power at the sample was kept at ∼4 mW. As for probe beam,
its power was kept at ∼0.1 µW to avoid heating and photo-degradation of
the dye. The fluorescent probes within the surface were first photobleached
by brief exposure to the bleach beam for 100 ms. By virtue of diffusion,
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polymer from unexposed are with their intact fluorescent probes diffuse back
into the bleached spot. The fluorescence intensity recovery in the bleach spot
due to this inflow of unbleached molecules is monitored by the probe beam.
The emitted fluorescence signal was collected through the same objective,
collimated, and focused through a 30 µm pinhole onto an APD (avalanche
photo detector). Also, to prevent the further bleaching effect, exposure to
the probe beam was controlled by a shutter such that the sample was exposed
for ∼5 seconds for each data point.
76
CHAPTER 7
REVISITING POLYMER SURFACE
DIFFUSION IN THE EXTREME CASE OF
STRONG ADSORPTION
7.1 Background
Challenging an extensive literature on polymer adsorption, which viewed
polymer adsorption as irreversible when the monomer-surface interaction
exceeds the thermal energy kBT [151, 152, 182, 183], recent studies show
provocative cases in which adsorbed polymers diffuse from spot to spot on
surfaces by hopping first off the surface, then back onto it [150, 184]. How-
ever, this refers to cases, of weaker adsorption, where chains are so tenuously
adsorbed that they are prone to desorb. In a favorable polymer-surface sys-
tem in which the sticking energy could be varied, single-molecule observation
revealed that increase of sticking energy removed the hopping mechanism.
With this in mind, the recent quantification of hopping-derived surface lateral
mobility makes it interesting to revisit the other extreme of strong adsorption.
Our survey of the literature shows, to the best of our knowledge, no prior
quantification of in-plane surface diffusion in the limit of strong adsorption
[144, 185, 186].
There are several difficulties in contemplating such an experiment. First,
single-molecule methods used to study cases of weak adsorption cannot, for
Adapted with permission from Yu, C and Granick, S. Revisiting polymer surface
diffusion in the extreme case of strong adsorption. Langmuir 2014, 30, 14538-14544.
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technical reasons (see below) be used when diffusion is much slower. We solve
this difficulty by adapting an older experimental technique, fluorescence re-
covery after photobleaching (FRAP). Second, as it can be problematical to
demonstrate satisfactorily the absence of a condition, there is the difficulty
how to demonstrate the absence of off-surface hops. But as hops tend to
drive polymer to desorb, the quantity adsorbed diminishes continuously with
time when hopping occurs [150, 184], so this can be checked by monitoring
the amount adsorbed. In this study, we confirm that the amount adsorbed
remains essentially constant. This condition is obtained by the process of
sample preparation. The surface layers were prepared by polymer adsorp-
tion followed by extensive solvent rinses; we waited hours for the loosely
bound chains to desorb after each rinse. No reduction of surface fluorescence
intensity was observed after ten such rinses.
The question then becomes to decide what sorts of findings would be ex-
pected based on the existing physical understanding of this system. At one
extreme, one would expect a kind of dynamic heterogeneity, as is routine
now to expect for polymer glasses [187, 188]; in this view, no single average
diffusion coefficient would be meaningful, but instead one should expect a
spectrum. At the other extreme, one would expect heterogeneity to average
out, provided that experiments could be performed over time scales that were
sufficiently long. Seeking to address this difficulty, the experiments presented
below extended for at least 12 hours, and in some cases up to 80 hours.
In designing the experiments reported below, the system was selected to
consist of polymer films that, to preclude bulk diffusion, were molecularly-
thin: polystyrene dissolved in cyclohexane, a theta solvent, was allowed to
adsorb onto quartz to saturated surface coverage at a temperature (25.0 ○C)
below the theta temperature (34.5 ○C). This method to deposit polystyrene
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is known to have thickness of roughly the radius of gyration while, at this
temperature, avoiding bulk phase separation [189–192]. Such ultrathin poly-
mer films can even be peeled off the substrate when immersed in water [193].
Satisfying the desideratum of strong segmental adsorption characteristic of
the systems that we seek to model, and precluding interfacial migration by
adsorption-desorption [152], the relative segment-surface interaction, in favor
of replacing surface-bound cyclohexane by surface-bound polymer segments,
is known from the literature to be  ∼ 2 kBT [194]. Here, desorption of
an entire chain molecule with many constituent adsorbed segments becomes
energetically unfavorable as it requires collective detachment of all adsorbed
monomers, all of them at once [151, 182]. Such irreversibility of adsorption,
even when an adsorbed layer is exposed to pure solvent, was also confirmed
by many earlier experiments about adsorbed polymers under solvent rinsing,
in which desorption only took place under very high shear flow.[18-23] An
interesting irony is that despite the intuition of many polymer scientists that
surface diffusion of strongly adsorbed layers is slow and heterogeneous, the
Figure 7.1: A hypothetical scheme of strongly adsorbed polymer layers with
broad conformational distribution and resulting dynamical heterogeneity:
in this paper, the surface is the solid-liquid interface. Different colors
represent different levels of bound fraction per chain. With increasing
bound fraction, one has green–blue–red.
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evidence is indirect [151–154, 194–200]. Beyond the hopping experiments
noted above, there exist few direct measurements of polymer interfacial mo-
bility, these being only at low to moderate surface coverage [144, 185, 200].
An artistic representation of diverse conformations that can be anticipated
for strongly adsorbed polymer layers is shown in Figure 7.1.
7.2 Results and discussion
Polystyrene was end-labeled with fluorescent probe, one per chain, by re-
acting amine-terminated polystyrene (Polymer Source Inc.) with a neutral-
charged lipophilic dye, BODIPY succinimidyl ester (493/503, Life Technolo-
gies), by which the influence from preferential dye adsorption was minimized
[144]. Unattached dye molecules were removed by repeated precipitation (>5
times) of THF dissolved polymer solutions into methanol. The final prod-
ucts were vacuum dried for a week at room temperature and then stored
in a −20 ○C freezer. Three polymer samples were examined (33 kDa, 120
kDa, and 300 kDa with polydispersity index <1.04, 1.04, 1.18 respectively).
Below, the data refer to PS 300 kDa unless mentioned otherwise. The dif-
fusion coefficient in dilute bulk solution was ∼15 µm2 s−1, as determined by
us using two-photon fluorescence correlation spectroscopy, FCS, as described
below [201].
The adsorbed polymer films were prepared by allowing dilute solutions
(0.01 mg/ml) of labeled polystyrene in cyclohexane to adsorb onto quartz
(fused, SPI Supplies) cleaned thoroughly by Piranha solution (v(98% H2SO4)
: v(30% H2O2) = 3 : 1) followed by treatment in an oxygen plasma cleaner
(Harrick Scientific).[5] The root-mean-square roughness is 0.55 nm, examined
previously in this lab by AFM [144]. The temperature was 25.0 ○C unless
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specified otherwise, controlled by a commercial thermal stage with ±0.1 ○C
resolution (Instec Inc.). After 24 hours of equilibrium time, the sample was
rinsed extensively with pure solvent, cyclohexane. The rinsing was repeated
for >20 times (multiple rinses each time) within another 12 hours to the
point that no further chains desorbed. The surface excess, proportional to
fluorescence intensity, was monitored in situ through a diffraction-limited
laser spot as described below in the section regarding FRAP protocol.
Uniformity of the adsorbed layer, free of phase-separated domains, was
confirmed by mapping out the fluorescence intensity at various spots. A con-
trol experiment showed that while still-lower temperatures produced phase
separation, the films were homogeneous at 25 ○C, further validated by fluo-
rescence imaging as summarized in Figure 7.2a. Ellipsometry resolved the
film thickness in the dried state, 3.6 nm for 300 kDa PS (1.5 nm, 2.2 nm for
33 kDa and 120 kDa PS, respectively). Considering that the thickness with
cyclohexane present should be ∼10 nm for this system [190, 191] the volume
fraction of adsorbed film should be ∼40%. This is consistent with a surface
excess of ∼4 mg m−2, known from prior experiments in this laboratory [189].
In order to measure in-plane surface diffusion, one should avoid desorp-
tion/readsorption events. Before initiating measurements, we waited at least
24 h after adsorption, a time sufficient to reach estimated conformational
equilibration in this system [194]. Then surface excess decreased gradually
in the course of solvent rinse, but after sufficient numbers of rinse reached an
absolute plateau that corresponds to no further desorption. While it is true
that earlier experiments on a similar polymer-surface system under continu-
ous solvent rinsing showed that desorption could be produced by very strong
shear flow [202–204] in the present study our intermittent rinsing was car-
ried out gently with minimal flow. Moreover, we realized that, after rinsing,
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segments tend to re-occupy the surface sites vacated by the loosely-bound
chains that had desorbed. Therefore, before initiating photobleaching exper-
iments after rinsing, we waited an additional 40 h to allow time for this step
of conformational equilibrium. The experimental design is summarized in
Figure 7.3a. Upon exposing the previously-bare surface to polymer solution,
the amount adsorbed reached a plateau rapidly, within 1 h. The solvent rinse
step caused fluorescence intensity to drop by ≈20% as loosely-bound chains
Figure 7.2: Sample preparation of absorbed polymer film and FRAP data
collection. a) Images of fluorescent end-labeled polystyrene at (left) dilute
surface coverage and (right) high surface coverage at 25 ○C, demonstrating
that the adsorbed films are uniform in both cases. Each bright spot
represents a chain, and the two images are on the same intensity scale. The
scale bar is 2 µm. b) Example of more than 10 individual measurement for
each condition. The final FRAP curve is the average of them.
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left the surface. Qualitative inspection of the raw data revealed less mobil-
ity, the longer that chains sat in the adsorbed state, even after the amount
adsorbed had reached a plateau. This tendency held even without the step
of careful rinsing: the recovery within 1 h amounted to 60% (1–3 h into the
experiment) and 40% (12–24 h into the experiment), but remained at 40%
when we waited even longer (up to 80 h), suggesting that conformational
equilibration had been achieved by that time. However, after rinsing to re-
move loosely-adsorbed chains, recovery became even slower by a factor of
10. In experiments initiated after rinsing: only 40% of fluorescence intensity
recovered during the first 10 h after bleach (Figure 7.3b), and only 50% even
72 h after bleach.
Our quantitative analysis pertains to experiments in this regime. Below,
we argue that a single diffusion coefficient cannot fit this data, even if one
considers solely the mobile fraction that contributes to fluorescence recovery.
To test whether the sluggish mobility came from surface crowding effect
because of the high local density, we compared it to diffusion in bulk polymer
diffusion at various concentrations. Given the known thickness of films in
the dry and the wet state, we estimated the local volume fraction, φ ∼ 0.4
for adsorbed PS 300kDa. The bulk diffusion of polystyrene of this molecular
weight in cyclohexane at this same temperature is shown in Figure 7.4. These
measurements were performed for PS 300 kDa at volume fractions up φ = 0.4
using two-photon FCS (Methods). Diffusion at surfaces did not contribute
to these measurements, as the focal point was kept at least 50 µm above the
surface. For example, the diffusion coefficient is D ≈ 0.01 µm2 s−1 for φ = 0.4;
the time to traverse the diffraction-limited area of a FRAP experiment would
be ≈5 s, which is orders of magnitude more rapid than the ≈10 h recovery
times that we measured for surface diffusion. Evidently, bulk diffusion cannot
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explain these findings.
For surface diffusion, the raw data split into one portion that is so slow
Figure 7.3: FRAP measurements of adsorbed polymer layers at different
stages. a) Data showing fluorescence intensity, normalized to the plateau
adsorption, plotted against time before and after rinsing at time = 0. Four
different stages are marked: 1–3 hour (1), 12–24 hour (2) before rinsing;
and 12–40 hour (3) and >40 hour (4) after rinsing. The inset illustrates
desorption of loosely-bound chains upon solvent rinsing. b) Data showing
FRAP curves plotted against time at four different stages identified in a).
In panel b, each curve is the average of more than 10 individual
measurements.
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Figure 7.4: Bulk diffusion coefficient plotted against volume fraction φ for
PS 300kDa in cyclohexane solution at 25 ○C. a) Illustrative raw data:
fluorescence correlation spectroscopy, autocorrelation function plotted
against logarithmic time, in: dilute solution with φ = 0, φ = 0.2, and
φ = 0.4. Lines are fits of the data to a Fickian diffusion process. b) Fitted
diffusion coefficient D is plotted against volume fraction on semi
logarithmic scales.
as to appear immobile even on the hours-long time scale of the FRAP ex-
periments, another portion that displayed mobility on the scale of hours.
To quantify diffusivity of the mobile fraction, we use the Axelrod equation
[205]. Fluorescence intensity recovery curves under a Gaussian beam with
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large bleaching depth K ≫ 4 can be described by the following equation:
F (t) = F 0∑
i
νiK
−νiΓ(νi)Ri + F0(1 − ∑
i
Ri) (7.1)
where F 0 and F0 are the fluorescence intensity before and just after bleaching
with F0 = F 0K−1(1 − e−K) and νi = (1 + 2t/τi)−1 with τi = ω2/4Di
(ω ≈ 0.3 µm is half width of the Gaussian beam and Di is diffusion
coefficient for each component), and Ri is the ratio of mobile component.
There exists a broad spread of diffusion species, so i could be 1 to a large
number. For simplicity and to minimize the number of fitting parameters,
we only consider two species, namely i = 1 and 2, denoting a fast and a
slow diffusion mode. By this approach (Model 1 in Figure 7.5a) the raw
data is fitted well as a bimodal distribution and analysis quantifies its fast
and slow diffusive modes (Figure 7.5b). The characteristic diffusion times
(τi = ω2/4Di) are 0.16 ± 0.08 h and 2.1 ± 0.8 h with relative fractions
0.15 ± 0.06 and 0.26 ± 0.04, respectively.
This sorts the response spectrum into three fractions: fast, slow and “im-
mobile” on the experimental time scale. Even the fastest of these is ∼2
orders of magnitude slower than bulk diffusion at this volume fraction. Al-
ternatively, another fitting model (Model 2) considers anomalous diffusion:
F (t) = F 0∑
i
νK−νΓ(ν)R + F0(1 − R) (7.2)
where ν = (1 + 2(t/τ)α)−1 and α is a power of time. This, a fit subdiffusion
yields empirically α = 0.5, a subdiffusion (Figure 7.5a). Then the diffusion
time is 0.7 ± 0.2 h with mobile fraction of 0.51 ± 0.03. The data are described
equally well by Models 1 and 2 and both analyses agree in suggesting that
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the relaxation time distribution is broad [206, 207].
Similar dynamic heterogeneity was observed for the samples whose molecu-
lar weight was lower. With fluorescence intensity plotted against time, their
representative FRAP recovery curves are shown in Figure 7.6. Not only
Figure 7.5: Fluorescence recovery curves plotted against time for adsorbed
PS 300 kDa. a) Fitted by Model 1 (two components) and Model 2
(anomalous diffusion). b) Decomposition into a fast (top) and a slow
(bottom) diffusive mode using nonlinear error estimation. Their diffusion
times are 0.16 ± 0.08 h and 2.1 ± 0.8 h, respectively.
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Figure 7.6: Molecular weight dependence of multi-component surface
diffusion. FRAP recovery curves plotted against time for three molecular
weights indicated in the figure. The solid lines are fitted to Model 1.
the recovery time, but also the fraction of the seemingly-immobile chains
decreases with decreasing molecular weight. Nonetheless, the seemingly-
immobile, the fast, and the slow diffusive modes coexist for all of these
samples, indicating that a broad distribution of chain conformations holds
regardless of molecular weight.
The fitting results are summarized in Figure 7.7a and Figure 7.7b. Note
that the seemingly-immobile fraction is a relative quantity that depends
strongly on the acquisition time. Regarding the mobile fraction, in classical
polymer science the center-of-mass diffusion coefficient (D) scales with degree
of polymerization N as N−1 and N−2 for Rouse and reptation mechanisms,
respectively, for 2D random coils in the theta solvent situation that we study,
while the data in Figure 7.7 tend toward the former. To rationalize this, one
argument can be that friction is proportional to fN , where f is nearly in-
dependent of N , but the comparison against only 3 molecular weights is at
best suggestive, though we could not resist embarking on this analysis as
more adequate models and longer observation times are unavailable. From
the argument, the pattern of broad surface diffusivity is confirmed, and this
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for all of the polymer samples that we studied.
The spread of diffusivity further holds when the surface roughness and
temperature were varied. To compare the possible influence of surface rough-
ness, we contrasted the above-mentioned diffusion (on quartz) to diffusion
on muscovite mica (freshly cleaved) that had been cleaved to be atomically
smooth. To compare the possible effect of temperature, we contrasted the
above-mentioned data taken at 25 ○C to other data taken at 35 ○C. Exam-
ples of the raw data are summarized in Figure 7.8, in plots of fluorescence
intensity against recovery time, and their analysis using Equation 1 confirms
multi-component diffusivity, but the quantitative differences are also inter-
esting. First, one notices that diffusivity was somewhat more rapid on mica
than on quartz, even though it is known that the roughness of quartz is also
Figure 7.7: Fitting results of molecular weight dependence of
multi-component surface diffusion. a) Fitted mobility fraction of immobile,
slow, and fast populations; and b) Fitted diffusion coefficients based on
Model 1(bimodal: fast and slow) and Model 2 (anomalous diffusion). The
dashed lines indicate D ∼ N−1 and D ∼ N−2 where N is degree of
polymerization. Note that because of shorter acquisition time for that case,
the immobile fraction for 33 kDa PS might be overestimated.
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low, ≈0.55 nm [144]. From Lifshitz theory, one can expect that the monomer-
surface interaction on mica surface that is larger due to its higher permittivity
Figure 7.8: Influence of surface roughness and experimental temperature.
a) FRAP recovery curves plotted against time for PS 300kDa at 25 ○C,
comparing quartz and mica surfaces. b) FRAP recovery curves plotted
against time for PS 300kDa adsorbed onto mica, comparing experiments at
25 ○C and 35 ○C. The solid lines are fitted to Model 1 with fast, slow and
immobile fractions. The fitting parameters for the quartz surface are given
in the above text. For diffusion on mica, the fitting parameters are R1 =
0.21 ± 0.04, R2 = 0.41 ± 0.07, τ1 = 0.10 ± 0.04 h, τ2 = 2.93 ± 0.94 h and R1
= 0.27 ± 0.05, R2 = 0.24 ± 0.10, τ1 = 0.10 ± 0.03 h, τ2 = 3.89 ± 1.12 h for
25 ○C and 35 ○C, respectively.
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(εr,Mica = 7.0 > εr,Quartz = 3.8 [208]). Therefore, it is likely to stem primarily
from the difference in surface roughness, but a firm disentanglement of which
matters more was beyond the scope of this study. Second, one notices that
diffusivity at the higher temperature was slightly slower. Though this may
seem surprising as better solvent quality may be expected to amount to lesser
monomer-surface attraction, notice also that the amount adsorbed at 35 ○C
was only 40% of that at 25 ○C (under 0.03 µW illumination, the fluorescence
intensities are ∼1200 and ∼3000 counts per second, respectively). This sug-
gests that flatter polymer conformations with accompanying higher bound
fraction at the higher temperature produced slower diffusion.
7.3 Conclusions
In summary, direct measurements of polymer lateral surface diffusion have
been presented in strongly adsorbed molecularly-thin films where chains in-
tertwine not only with one another but also with the surface. Multicompo-
nent diffusivity is observed and interpreted to originate in a broad spectrum
of polymer conformations such that fast diffusion times increase roughly in
proportion to the molecular weight while a large population of chains is
so slow to diffuse that it appears to be immobile over extended times of
hours. This pattern held when we varied polymer molecular weight, sur-
face roughness and temperature. Recognizing that the physical origins are
pertinent to ideas about mutual pinning [209], local constraints [210], and
hypothesized glass transition induced by adsorption [211], we also note the
relevance of these physical issues to broader interests in dynamics of polymer
glasses [212–214], melts [215–217] near surfaces, nanocomposites [183, 218],
and polymer-filler systems [183, 215–218]. The interfacial dynamics reported
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here should influence adhesion, friction, and dynamical-mechanical response,
extrapolating the physical ideas that in this model system are quantified.
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CHAPTER 8
PHASE SEPARATION NUCLEATED
VISCOELASTIC DEWETTING
8.1 Background
Dewetting, a ubiquitous phenomenon in nature and technology, occurs as
spontaneous nucleation of voids when liquid films meet an unfavorable sur-
face [219, 220]. Here we are interested in dewetting motion–the trend of void
expansion–appeared in viscoelastic materials that eventually guides pattern
evolution in many practical occasions such polymeric coatings [221]. No-
table examples about dewetting dynamics include rupture of water layers
deposited onto hydrophobic substrates and soap bubbles suspended in the
air, in which the radius of voids expands linear with time driven by inertia
with a rim collecting the liquid [222, 223]. In contrast, dewetting in highly
viscous polymer films displays exponential expansion; named as viscoelas-
tic dewetting, it originates from elastic propagation within these fluid films
showing a rubber-like behavior at shorts times (below the reptation time)
[224–227]. However, the existing systems of viscoelastic dewetting have con-
sidered only those uniform films of polymer melts and molten glasses, in
which either surface defects or external punctuation trigger the nucleation
and the situation is too specific to be generalized [122, 226–229]. Often mate-
rials in the thin-film processing involve other dynamic processes, which give
arise to non-homogeneous density profile that fluctuates time by time.
Here we consider new conditions where viscoelastic dewetting and phase
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separation inevitably linked and produced patterns collectively with voids
and percolations. In polymer solutions confined to thickness tens of µm be-
tween non-wetting surfaces, heterogeneous nucleation of viscoelastic dewet-
ting arises from dynamically evolved coarsening defects in both bicontinuous
and droplet phase separated patterns. The argument of viscoelastic dewet-
ting contrasts the previous experiments which have been interpreted in favor
of hydrodynamic wetting interplayed between phase separation [230–233].
Reminiscence of this study further implies the contribution of dewetting to
creating percolated networks that was regarded as viscoelastic phase separa-
tion [234].
8.2 Results and discussion
Our experimental systems concerned a density matched mixture, polystyrene
and diethyl malonate (DEM), sandwiched between two glass slides on which
the polymer-rich phase tends to dewet [235]. For high polystyrene (Mw = 355 kg mol
−1,
Polymer Source, Inc.) in DEM, the critical point is at volume fraction
φc ∼ 0.068 and temperature Tc ∼ 15 ○C [236, 237]. We therefore pre-
pared solutions at 0.055 ≤ φ ≤ 0.068 to achieve bicontinuous patterns and
at φc = 0.075 to achieve droplet patterns. To obtain superb spatial reso-
lution, polymer samples were stained with fluorescently labeled polystyrene
of a similar molecular weight at a very dilute concentration (0.5% of total
polymer). The samples were then confined in wedged cells [237] or capil-
lary tubes (VitroCom) with the thickness ranging from 20 to 100 µm, so
that phase separated domains are big enough to be discriminated. Demixing
was triggered by placing samples directly in a cooler chamber (Instec Inc.)
mounted on an epifluorescence microscope (Zeiss A1) with 10× air objec-
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tive. The data were recorded at 0.1 s per frame and 1.6 µm per pixel by an
EMCCD camera (Princeton Instrument). Three dimensional structures were
measured by Zeiss LSM7 confocal system with 63× air objective.
We first introduce nucleation and growth of viscoelastic dewetting in bi-
continuous patterns produced by phase separated films at the critical compo-
sition. In Figure 8.1a, representative image sequences highlight the dynamic
evolution of two small regimes, of a sample with ∼60 µm thick and quenched
by ∼ 15 ○C. Apparently, dewetting nucleates stochastically from those defects
created at the late stage of bicontinuous coarsening. Whereas the majority
still fail to nucleate through polymer refilling (yellow arrows), a close look
at these notable dewetting sites (black and red arrows) indicates a subtle
transformation from irregular defects to cylindrical holes that can expand af-
terwards. To follow the detailed mechanism, fluorescence imaging goes three
dimensional by using a confocal microscope. Demonstrated in Figure 8.1b,
at the late stage of bicontinuous coarsening, the polymer-rich phase shrinks
rapidly along the thickness direction and the surfaces are wet by the solvent-
rich phase. Within 10 seconds, the thickness of the sample drops from 60
m to less than 25 µm, and the bicontinuous feature diminishes due to com-
pression (inset of Figure 8.1b). Cylindrical holes accounting for dewetting
consequently appear in this highly squeezed polymer-rich film. Notably, this
compression is only partially contributed by hydrodynamic wetting [230–233]
of solvent-rich phase towards to the surfaces, but dominated by the swift vis-
coelastic dewetting of the polymer-rich phase from the planar surfaces as we
discussed later Figure 8.2). In addition, this rapid thickness compression
disturbs the coarsening process in the bicontinuous domains. Quantitative
analysis of their Fourier transformed images in Supplementary Figure 8.6
shows that, with elapsed time, an enhanced trend of domain growth appears
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at the late stage, faster than the classical 3D hydrodynamic coarsening by
which domain grows linear with time [238].
The growth of dewetting holes splits into two populations depending on
whether it is followed by a contraction (pointed by black and red arrows
respectively in Figure 8.1a). The radius of four marked dewetting holes is
plotted against time on semi-logarithmic scales in Figure 8.1c. For these non-
contracted voids (black arrows), the straight line suggests the exponential
dewetting growth, which endorses the appearance of viscoelastic dewetting
[122, 226–229] rather than the linear expansion in simple liquids [220]. De-
spite dewetting events take place at different locations, their rate of growth
are similar. This exponential growth of viscoelastic dewetting arises from
the viscoelasticity of the compressed films, in which the elastic stress cre-
ated at the convex dewetting front (inset of Figure 8.1b), a type of surface
tension, tends to propagate. Dewetting dynamics was too given analytically,
dR/dt ∼ R exp(2σt/ηh), which relates to surface tension σ, viscosity η and
thickness h of the compressed films [226, 227]. That the growth of radius
reaches a self-limiting plateau is mainly contributed by uniform film thicken-
ing [226, 227]. Elastic propagation is significant when two dewetting holes are
close, which leads the later nucleated holes (red arrows) to vanish eventually
(red lines in Figure 8.1c). Notice, this scenario is not Ostwald ripening, as
one can easily tell the entire volume of dewetting holes is not constant but
increases with time.
This idea of viscoelastic dewetting was further validated by considering
a side boundary effect. It’s interesting because such planar dewetting ge-
ometry corresponds to the dewetting radius R → ∞ and dewetting rate,
dR/dt ∼ R, was faster as anticipated [229]. To do this, the sample was
quenched within a rectangular capillary tube with dimensions: 5 cm (length)
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× 500 µm (width) × 50 µm (height). Figure 8.2a and Figure 8.2b display
the pattern evolution of PS/DEM solution (φc ∼ 0.068) quenched by 4 and
10 ○C, respectively. While under shallow quenching nucleation and growth
of dewetting holes can still emerge inside the film, they are completely sup-
pressed under deep quenching, due to the rapid compression motion along
Figure 8.1: Nucleation and growth of viscoelastic dewetting in bicontinuous
patterns. a) Time elapsed images of two local regimes in a sample of
polystyrene/DEM (φc ∼ 0.068, thickness ∼60 µm and quench depth∼ 15 ○C); time for each images are (top) 5, 10, 15, 20, 30, 50 s and (bottom)
5, 10, 15, 25, 60, 90 s after quenching. Three types of coarsening defects are
colored marked: (yellow) not dewet, (black) dewet and (red) dewet but
later contract. The scale bars are 100 µm. b) Schematic representation of
pattern evolution after the domain size of the bicontinuous polymer-rich
phase approaches the sample thickness. The black arrows in the first panel
denote wetting of solvent phase towards the surface and the white arrows in
the next two panels denote the onset of viscoelastic dewetting. The inset is
a 3D confocal image showing a dewetting hole, the thickness of the polymer
is squeezed to ∼25 µm. c) Logarithmic radius of dewetting is plotted
against time, for four marked holes in (a). The initial time is 10 s after
quenching (the third images).
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the width direction. The dewetting distance from the side boundary and the
radius of dewetting holes are plotted against time in Figure 8.2c and 2d for
these two cases. For the less quenched sample, the dewetting inside the film
starts to expand ∼25 s later than the dewetting from the edge. At this time,
the distance recedes only by 20 µm along the width direction (the third image
of Figure 8.2a), inadequate to compress the inner dewetting. On contrary,
for the more quenched sample, the film is compressed by more than 60 µm
Figure 8.2: Dewetting from planar edges. PS/DEM solutions are confined
in a rectangular capillary tube: φc ∼ 0.068, width ∼500 µm, thickness∼50 µm. a) Representative pattern evolution when quenched by ∼ 5 ○C.
Times for each images are 0, 20, 35, 70, 250, 430 s. b) Representative
pattern evolution when quenched by ∼ 10 ○C. Times for each images are 0,
9, 18, 38, 58, 90 s. The red arrows highlight those holes dewet but then
contract. White arrows denote dewetting distance from the edges. The
scale bar is 200 µm. c) Dewetting distance from the edges and hole radius
are plotted against time on semi logarithmic scales for data shown in a). d)
Dewetting distance from the edges are plotted against time on semi
logarithmic scales for data shown in b).
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from one side when nucleation holes emerge (the third image of Figure 8.2b).
Similar to what is shown in Figure 8.1a that these later nucleated holes are
contracted by compression forces from the two edges.
More importantly, this experiment directly confirms the scheme of rapid
compression along the thickness direction shown in Figure 8.1b. It’s obvious
that the bottom and the top surfaces serve as planar boundaries too. The
Figure 8.3: Pattern formation at various dewetting density in bicontinuous
patterns. a) Three representative polystyrene/DEM samples with time
elapsed images. (top) φc ∼ 0.068, thickness ∼60 µm, quench depth ∼ 15 ○C
and time are 0, 20, 50, 110, 170, 1300 s; (middle) φ ∼ 0.055, thickness∼60 µm, quench depth ∼ 15 ○C and time are 0, 4, 10, 30, 50, 200 s; (bottom)
φ ∼ 0.055, thickness ∼30 µm, quench depth ∼ 15 ○C and time are 0, 2, 7,
17, 37, 97 s. The scale bar is 200 m. b) Nucleation density of dewetting
holes per (100µm)2 versus sample thickness at φc ∼ 0.068 (black) and
φ ∼ 0.055 (blue), quenched by ∼ 15 ○C. c) Nucleation density of dewetting
holes per (100µm)2 versus quench depth, at φ ∼ 0.055 and ∼60 µm thick.
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thickness of the sample we concerned in this study is 20–100 µm. At the
time nucleation holes appears, compression along the thickness direction is
therefore achieved (especially when the quenching depth is bigger, 15 ○C).
Compared to the recognized hydrodynamic effect of solvent wetting [230–
233], the influence of viscoelastic dewetting is more significant.
The rapid compression along the thickness direction also promotes the
phase separated solutions to the final equilibrium state. When the dewetting
holes start to grow, the concentration of the polymer-rich phase is > 2φc,
simply calculated by the reduced thickness. But rather than a homogeneous
film, a secondary phase of small solvent droplets is embedded, presumably
because polymer motion is too slow to catch up the rapid flow of the solvent
phase [239]. The volume of this droplet containing phase can still decrease
but very slowly by expelling solvent droplets to the surface wetting layers.
The time scale for this process is up to tens of hours, which will not affect
the fast dewetting motion (Supplementary Figure 8.7).
Now we delve to global pattern evolution depending on the nucleation
density of viscoelastic dewetting. First, the density of dewetting sites can be
increased by lowering polymer concentration because the coarsening defects
are less likely to be refilled (middle panel of Figure 8.3a, φ = 0.055). Com-
pared to the sample with higher volume fraction (top panel of Figure 8.3a,
φ = 0.068), the ultimate pattern differs dramatically. While dilute vis-
coelastic dewetting in concentrated samples still gives rise to the structure
with holes, dense viscoelastic dewetting leads to a percolated network in-
volving extensive coalescence between neighboring holes. Second, nucleation
density increases significantly when the sample becomes thinner. Shown in
the bottom panel of Figure 8.3a, nucleation density is almost doubled com-
pared with the middle panel, because the thickness is changed from 60 to 30
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Figure 8.4: Characterization of dewetting dynamics and interactions
between dewetting holes. a) and b) are contour of dewetting holes with
elapsed time, for the data in Figure 8.2a, top and middle panels,
respectively. Colors indicate elapsed time from blue to red. The scale bar is
100 µm. c) Logarithmic radius of dewetting is plotted against time, for
data shown in a) (black) and b) (blue). d) Logarithmic minimum neck
width between two dewetting holes is plotted against time, for data shown
in a) (black) and b) (blue). The inset represent the evolution of neck
thinning shown in a), when two holes are distant. The three images
correspond to the time indicated by the red arrows. The scale bar is 50 µm.
The dashed lines in c) and d) indicate the universal exponential law.
µm. The final pattern is still percolated, but the feature size is much smaller.
The influence of polymer concentration and sample thickness on the density
of dewetting is exhibited in Figure 8.3b. When the sample thickness is more
than 100 m, the formation of cylindrical nucleation sites is dramatically hin-
dered. Moreover, polymer films tend to be squeezed more by increasing the
quenching depth, therefore the dewetting density increases (Figure 8.3c).
To characterize growth of individual holes and their mutual interactions,
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we track the time elapsed contours (Figure 8.4a and Figure 8.4b) on both
dilute and concentrated situations presented in Figure 8.3a (the top and the
middle panels). For convenience, the radius of representative non-contracted
holes is plotted against time in Figure 8.4c. The dash lines signifies exponen-
tial growth in viscoelastic dewetting. When the quenching depth is similar,
the thickness of compressed film is smaller in the diluter sample (Figure 8.4b)
and leads to a faster dewetting. To follow the interaction between two dewet-
ting holes, we analyze the shape and the width of the necks between them.
First, the flatten curvature between two neighboring holes reflects the mutual
stress cancellation. That one hole is entirely contracted by the other shown
in Figure 8.1a is an extreme situation of this. In addition, dewetting holes
merge when the neck between them breaks up, especially in the condition of
dense dewetting. The thinning dynamics of those necks relates to the mecha-
nism of droplet coalescence, as shown in Figure 8.4d. It is obvious that when
two holes are very close, thinning of necks is twice fast as the growth of each
hole, which is indeed exponential. For two distant holes (in the sample with
less dewetting sites), thinning dynamics of necks deviates from the earlier
exponential trend and becomes slower due to the compression between two
holes and film thickening. But it remains the exponential thinning behavior,
contrasting to hydrodynamic coalescence which follows a power law relation∼ tα where α = 1/3 or 1 [230]. The exponential thinning dynamics in our
system has a fundamental analogy to elasto-capillary thinning, underscoring
the deep influence of viscoelasticity observed in the phenomenon of yielding
to stress [240, 241].
Next we move to off-critical composition, the metastable region where
phase separated structures are droplets. Polymer volume fraction, φc ∼ 0.075,
is slightly larger than the critical value and the quench depth is ∼ 5 ○C. Fig-
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ure 8.5a shows an example pattern evolution in a ∼50 µm thick sample. Ho-
mogeneous nucleation first produces solvent droplets that grow up to sample
thickness, then major droplets evaporate driven by Van der Waals attraction
from the surface solvent layers [234]. However, detwetting occurs occasion-
ally, much less frequent than the earlier bicontinuous pattern. For example,
Figure 8.5a shows just a single dewetted hole at long times. The time evolu-
tion of both processes, quantified in Figure 8.5b and Figure 8.5c, generally
shows monotonic decrease of radius for some early period of time, except
that dewetted sites transformed into expanding cylindrical holes. Insets in
Figure 8.5b and Figure 8.5c show schematic side views of this process. Also
Figure 8.5: Viscoelastic dewetting in droplet patterns. a) Time sequences of
phase separation patterns in polystyrene/DEM system at off-critical
concentration φ ∼ 0.075; the sample thickness is ∼50 µm and the quench
depth is ∼ 5 ○C; time for each images are 200, 400, 600, 1000, 1050, 1170 s
after quenching. The black arrow indicates the dewetting hole while the
white arrows indicate these disappeared holes due to evaporation. The scale
bar is 100 µm. b) and c) are plots of radius against time for droplet
evaporation and dewetting, respectively. The dashed line indicates the
exponential law. The insets illustrate experimental fluorescence images and
schematic side-views. The scale bars are 50 µm.
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at this off-critical composition, the exponential growth of expanding holes
(Figure 8.5c) suggests viscoelastic dewetting. Similarly, for thinner sample,
the dewetting events become more frequent. Supplementary Figure 8.8 gives
the example of three dewetting holes that initiated at different times in a
sample, yet all of them grew in almost identical exponential way.
Interestingly, we can create a mixed bicontinuous and droplet patterns in
the same view by adjust the lateral polymer concentration gradient through
non-homogeneous annealing. For example, in Supplementary Figure 8.9,
with the same quench depth, three different patterns (bicontinuous, droplet,
and intermediate phases) appeared in the same view. The bicontinuous phase
to coarsen more rapidly, while viscoelastic dewetting was observed regardless.
Therefore this dewetting behavior appears to be general, regardless of the
region of the phase diagram in which one sits.
Moreover, viscoelastic dewetting is not system specific and the premise
is that high molecular weight polymer phase separated dewet on the sur-
faces. For example, if a less polar solvent, cyclohexane, is used to dissolve
polystyrene, the polymer-rich phase turns to wet the glass surfaces, the re-
sulting pattern is completely different. Instead of showing dewetting holes,
the polymer-rich phase form cylinders to bridge the top and bottom sur-
faces (Supplementary Figure 8.10). But after the surface is functionalized
with a hydrophobic alkane chain, octadecyltrichlorosilane (OTS), viscoelas-
tic dewetting pattern of polymer-rich phase recovers for the bicontinuous
phase separation (Supplementary Figure 8.11). Interestingly, we also ob-
served droplet evaporation induced dewetting in the droplet patterns. At
the late stage, evaporation of the droplet embedded in a thread will acceler-
ate breakup due to the local curvature (Supplementary Figure 8.12).
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8.3 Conclusions
To conclude, its worth to remark that this discovery of viscoelastic dewetting
in phase separated systems provides a new mechanism to so called viscoelastic
phase separation proposed by Tanaka three decades ago [234]. The difference
is that the earlier systems worked with much thinner film of polymer solutions
or blends (<5 µm). Although the percolated structures were similarly gener-
ated by hole formation and expansion, the physical mechanism was claimed
differently: bulk relaxation through shrinkage of polymer-rich phase squeezed
the solvent into the dewetting holes [242, 243]. Here, by fluorescence image
with 3D information, we observed in the bicontinuous patterns the compres-
sion along the thickness direction before dewetting leads the polymer film to
relax to a large extent. The forthcoming dewetting was accompanied with
uniform thickening and the volume reduction due to bulk relaxation only
involves the slow evaporation of embedded droplets.
8.4 Methods
Preparation of polymer solutions. The polystyrene solutions were prepared
in diethyl malonate (DEM, 99%, Sigma Aldrich) or cyclohexane (≥99.9%,
Sigma Aldrich) at various volume fractions near the critical value. For
molecular weight Mn = 355 kg mol
−1 (Mw/Mn = 1.02, TOSOH) in this
study, polystyrene/DEM and polystyrene/cyclohexane have a critical point
at Tc ∼ 15 ○C, φc ∼ 0.068 and Tc ∼ 25 ○C, φc ∼ 0.055, respectively. To
obtain fluorescence sensitivity, 0.5% of polystyrene are fluorescently labeled
polystyrene of a similar molecular weight. They are synthesized by linking
amine-terminated polystyrene (Mn = 30 kg mol
−1, Mw/Mn = 1.18, Polymer
Source) to a hydrophobic dye, BODIPY (succinimidyl ester, 493/503, Life
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Technologies). Notice, DEM was always freshly dried before use so the criti-
cal temperature of the polymer solutions was not affected by the possible air
moisture.
Preparation of sample cells. Two kinds of sample cells were used in this
study. First, to follow the phase separation without the side boundary ef-
fect, we assembled a wedged cell consisting of two glass slides (1 inch ×
1 inch × 1 mm). At one end they were in touch, while at the other end
they were separated by a 180 µm thick cover slip. By doing so, we conve-
niently controlled the density of dewetting nucleation by varying the sample
thickness from 20–100 µm. If polystyrene/cyclohexane samples were tested,
we coated the surface of glasses slides with OTS (trichloro(octadecyl)silane
>90%, Sigma Aldrich) to dewet polystyrene phase. Second, to recognize the
influence of side boundaries, polymer solutions were prepared in rectangular
capillary tubes (VitroCom) with geometry of 5 cm (length) × 500 µm (width)× 50 µm (height).
Fluorescence imaging. All samples were kept above the critical temper-
ature for at least 1 hour to let the solution homogenize. Then they were
directly placed in a low temperature chamber (TSA02i, INSTEC) mounted
on the stage of an optical microscope (Observer A1, Zeiss). The quench-
ing process was fast so there was no obvious history effect due to a long
quenching time. The imaging setup was built with a LED lamp (473 nm)
which can illuminate the sample with a large area of homogeneous intensity.
The imaging data (819.2 µm × 819.2 µm) were acquired by EMCCD camera
(Princeton Instrument) through a 10× air objective lens at 10 frames per
second. Confocal laser scanning microscopy measurements was performed
by using a Zeiss LSM7 LIVE system with 63× air objective lens. Image pro-
cessing, Fourier transformation of phase separated domains and tracking of
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dewetting holes and boundaries were performed by home-written MATLAB
code.
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8.5 Supplementary figures
Figure 8.6: Coarsening dynamics of bicontinuous phase separation when
coupled with dewetting from the substrates. a) Representative pattern
evolution of polystyrene/DEM solution confined between glass surfaces.
φ ∼ 0.068, thickness ∼50 µm and quenching depth ∼ 8 ○C. Times for each
images are 3, 6, 9, 14, 19, 30 s. The scale bar is 50µm. b) Surface plot of
the power spectrum with the elapsed time. The intensity S(q) is colored
from blue (low) to red (high). The inset is power spectrum of the second
image in (a) with a 2D fast Fourier transformed image. c) Domain size 1/q
is plotted with time. The dash line indicates the linear growth of domain
size in the early stage. The later deviation is caused by rapid dewetting
from the top and bottom substrates, which makes the bicontinuous pattern
smooth.
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Figure 8.7: Relaxation of compressed polymer-rich phase through the
evaporation of embedded solvent droplets. Polystyrene/DEM solution is
confined between glass surfaces. φ ∼ 0.068 thickness ∼60µm and quenching
depth ∼ 10 ○C. The scale bar is 100µm.
Figure 8.8: Viscoelastic dewetting in droplet phase separation of a thinner
sample. a) The sample is polystyrene/DEM solution confined between glass
surfaces. φ ∼ 0.075, thickness ∼25µm and quenching depth ∼ 5 ○C. Time
for each images are t0, t0+3.2, t0+26.4 s. The scale bar is 100µm. b)
Dewetting radius is plotted against time on semi logarithmic scales for
three holes marked in the third image of a).
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Figure 8.9: Viscoelastic dewetting in samples with lateral concentration
gradients. The sample is polystyrene/DEM solution confined between glass
surfaces. Average φ ∼ 0.07, thickness ∼75µm and quenching depth ∼ 5 ○C.
From right to left, φ decreases. Time for each images are 18, 25, 33, 83,
273, 873 s. The scale bar is 200 µm.
Figure 8.10: Control experiments when polymer wets the surface. a) Time
sequences of phase separated patterns in polystyrene/cyclohexane solutions
confined between glass surfaces. φ ∼ 0.050, thickness ∼35µm and
quenching depth is ∼ 10 ○C; time for each images are 2, 5, 8, 11, 17, 23 s.
The scale bar is 100 µm. b) Schematic representation of polymer pattern
evolution along the thickness direction. Yellow arrows in the first picture
indicate hydrodynamic flow of polymer-rich phase towards the surfaces. c)
3D confocal image at the late stage. The bottom surface is more wetted
because of density mismatch between polystyrene and cyclohexane.
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Figure 8.11: Viscoelastic dewetting in polystyrene/cyclohexane solutions
confined by OTS coated glass surfaces. φ ∼ 0.04, thickness ∼50µm,
quenching depth ∼ 3 ○C time sequences are 10, 20, 30, 50, 110, 190 s. The
scale bar is 100µm.
Figure 8.12: Neck breakup due to local curvature created by solvent droplet
evaporation. This is observed in polystyrene/cyclohexane solution confined
in OTS coated glasses: φ ∼ 0.075, thickness ∼60µm, quenching depth∼ 10 ○C. Time for each images are t0, t0+100, t0+200, t0+400, t0+600,
t0+1000 s. The yellow arrows highlight local curvature formation by the
evaporation of the solvent droplet. The scale bar is 200 µm.
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CHAPTER 9
SELECTIVE JANUS PARTICLE
ASSEMBLY AT TIPPING POINTS OF
THERMALLY-SWITCHED WETTING
9.1 Background
The burgeoning interest in reconfigurable materials is a scientific challenge
not achieved using conventional schemes of self-assembly [244–251]. Here
we explore the approach of placing the system at a tipping point such that
large changes in assembled structure are triggered by small, reversible envi-
ronmental changes. If this could be achieved, it could be useful for potential
applications that have been envisioned for reconfigurable colloids, for exam-
ple adaptive optics and coatings [252–254]. Here, we describe our progress
with a scheme that is easily generalized: the exquisitely sensitive temperature
dependence of wetting in a suitable mixture of two fluids.
9.2 Results and discussion
The scheme is summarized in Figure 9.1. Janus spheres (silica particles
coated on one hemisphere with gold) are immersed in the mixture of water/2,6–
lutidine, a binary fluid that has been widely studied to understand the phys-
Adapted with permission from Yu, C; Zhang, J; Granick, S. Selective Janus Particle
Assembly at Tipping Points of Thermally-Switched Wetting. Angew. Chem. Int. Ed
2014, 53, 4364-4367.
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ical chemistry of liquids [255, 256] and recently to cause attraction between
colloids whose surface chemistry is homogeneous [257, 258]. We work with
silica particles, for which the preferential wetting region (hatched region) lies
below the phase transition temperatures of the binary liquid (gray region,
Figure 9.1) and at lutidine compositions above its critical composition. The
methods of Janus particle synthesis and in situ microscopic observation of
them are described in the Methods.
The opportunity to use this for reconfigurability comes because for Janus
particles there are two pair interactions whose relative dominance one can
Figure 9.1: Scheme of switchable bonding between Janus particles in the
context of the phase diagram of water/2,6-lutidine mixtures. In the left
panel, A and B denote gold and silica hemispheres and arrows represent
increasing and decreasing temperature. The top solid line shows the
coexistence temperature of water/2,6-lutidine mixtures [259]. The bottom
solid line is the preferential wetting temperature, estimated from when
spheres first join in experiments, above which wetting causes silica surfaces
to attract while the solvent mixture remains in one phase (hatched region
between two lines). When the solvent mixture separates into two phases
(gray region), particles segregate at interfaces of two-phase liquid mixture.
The rectangle enveloped by dashed lines highlights the families of
temperature and fluid composition studied here. The associated scheme of
reversible particle assembly is described in the right panel.
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switch. Below the preferential wetting temperature, the charged silica sur-
faces repel one another while hydrophobicity of the gold–coated hemispheres
(ζ potential of the gold surface ∼ 0 mV) causes them to attract one another.
But it is different at higher temperature: now, wetting forces from the pref-
erential adsorption of water onto silica cause those hemispheres to attract
(hatched region in Figure 9.1) [260, 261]. Such preferential water adsorption
from the binary mixture also causes a right-shift [262, 263] from the reported
bulk critical point, which is mass fraction of 2,6-lutidine xL = 0.29 and criti-
cal temperature Tc = 34.0 ○C [258]; In experiments reported below, the mass
Figure 9.2: Reconfigurable assembly of 2D Janus particle clusters through
switchable bonding. a) Gold-gold bonded clusters. b) Silica-silica clusters
bonded by preferential wetting. c) Gold-gold bonded zigzag chain. d)
Chain unzipped by silica-silica bonding. e) Angled chains joined by
side-by-side bonding. f) The dependence of chain curvature on gold etching
time of 40 s (top) and 60 s (bottom). To actuate this reconfiguration by
switching on and off the silica-silica attraction, we employ temperature
changes between 1.0 ○C and 0.2 ○C below the demixing temperature, which
is 34.2 ○C at xL = 0.35. Scale bars are 5 µm.
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fraction was chosen slightly off-critical, xL = 0.35, to encourage wetting, un-
less noted otherwise. At this composition, bulk demixing occurs at ≈ 34.2 ○C
and the preferential wetting temperature is 0.8 to 1.0 ○C lower than this.
As preferential wetting shifts the coexistence curve to higher lutidine frac-
tion, this temperature window is larger than that at the critical composition
quantified previously by total internal reflection microscopy [257]. At even
higher temperatures, one enters a zone of macroscopic phase separation in
which Janus particles assemble as Pickering emulsions at the interfaces [264]
between the two phases, as shown in Supplementary Figure 9.5, except that
this association is reversible unlike conventional Pickering emulsions. This
unusual property opens the door to assemble conveniently both 3D clusters
and 2D crystals.
After particles sediment onto planar silica substrates, assembly is confined
to be planar as for the 3 µm spheres that we consider, the single-particle
gravitational height of ≈ 25 nm [265] is much less than the particle diam-
eter. There are two extremes to consider. Below the wetting temperature
and when local particle concentration is low (φ = 0.3 to 0.5), we observe
small clusters (dimers and trimers mostly; Figure 9.2a) joined by hydropho-
bicity of the gold coating but with attraction so weak that the particles
rotate even when gold patches are located close together. But above the
preferential wetting temperature, the water-rich phase accumulates at silica,
leading to silica-bonded clusters (Figure 9.2b). Closely dense-packed 2D col-
loids (local φ = 0.7 ∼ 0.8) produce extended planar structures, gold-bonded
zigzag chains below the wetting temperature, highlighted in Figure 9.2c, with
persistent shape that vibrates thermally. Upon further increase of temper-
ature, silica-silica attraction ‘unzips’ these chains, resulting in silica-silica
bonded long chain aggregates (Figure 9.2d) in which the strong wetting force
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quenches particle vibrations. Bond switching occurs generally, regardless of
the local particle concentration. For example, in Supplementary Figure 9.6
one can notice that trimers are the most abundant state, yet the fraction
of zigzag chains increases as the concentration approaches the close-packed
regime, mainly due to higher effective pressure contributed by neighboring
particles [266]. Note that this spectrum of self-assembled structures is con-
trolled by small changes of temperature, 1–2 ○C, and requires no chemical
modification. During multiple temperature cycles, joining and disjoining of
silica-silica bonds occurs within <1 s around 1.0 ○C below the demixing tem-
perature, provided the composition is at the relatively low value xL = 0.35.
When the lutidine fraction is higher, xL ≥ 0.40, hysteresis is prominent.
For example, silica- joined clusters are seen to persist even >1.0 ○C below the
preferential wetting temperature.
It may at first seem odd that Janus particles line up parallel to their
equators but this is what we observed and it confirms a prediction from com-
puter simulations for a slightly different physical system [267, 268]. Joined
at their silica-gold boundaries rather than face-to-face (Figure 9.2e) above
the preferential wetting temperature, in the present system it seems that
this configuration minimizes electrostatic repulsion while retaining wetting
attraction. Physically, the probable reason is that wetting-induced attraction
extends over more than a hemisphere area, because directional vacuum-phase
gold deposition in the synthesis step (see Methods) meets the spheres from
above, producing negligibly small thickness near the equator. To test this
interpretation, we lessened the size of the attractive patch by etching away
the edge of the gold coating. This caused the chains to bend towards the
gold sides. It is analogous to what happens with small-molecule surfactants,
where changing the head-to-tail ratio (the HLB balance) likewise causes cur-
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vature change in surfactant assemblies [269]. Examples of HLB balance in
the present system are shown in Figure 9.2e, and Figure 9.2f. Relatively
large gold patches cause chains to bend with their silica patch inward; rela-
Figure 9.3: Formation of 3D clusters. a) Scheme of using temperature
cycles to reversibly assemble 3D clusters. The dashed line is the bulk
demixing temperature. Water-rich droplets are denoted in gray color. b)
Data accompanied by schematic diagram showing that tetrahedra arise
from droplet shrinkage. Temperature decreases from 0.5 ○C above the
demixing temperature (37.0 ○C at xL = 0.50) to 1.0 ○C below that. From
left to right, droplet size shrinks (gray). c) Representative images of 3D
clusters with larger numbers of particles at 1.0 ○C below the demixing
temperature. The scale bar is 5 µm.
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tively small gold patches cause chains to bend with their silica patch facing
outward.
This assembly method is not restricted to forming planar structures. To
form clusters, we adapt the pioneering droplet shrinkage method of Pine and
coworkers [270], but exploiting the unique reversibility of the present sys-
tem. Demonstrating the idea, we worked at mass fraction xL ≈ 0.50, which
is above the critical concentration. The scheme with temperature cycles is
shown in Figure 9.3a. Raising temperature to 0.5–1.0 ○C above the phase
separation temperature produces a water-in-oil emulsion within which multi-
ple Janus particles accumulate. Upon cooling to the miscible state, particles
within shrinking water droplets organize into well-ordered clusters, the source
of attraction being capillary forces from water-rich menisci between silica
hemispheres. These clusters are stable for hours up to 5 ○C below the phase
separation temperature at this lutidine composition, because water menisci
persist due to wetting hysteresis [271]. Figure 9.3b illustrates a tetrahedron
formed this way. Note that the cluster size is determined by the number of
particles trapped, and that the larger clusters usually form from coalescence
of small droplets. Figure 9.3c shows additional larger clusters whose high
symmetry is notable. It shows the disassembly of a pyramid-shape pentamer
upon deep cooling to 6 ○C below the phase separation temperature.
Another avenue to form droplets that subsequently shrink to form particle
clusters exploits surface dewetting. To implement the idea, we designed the
experiment such that water-rich droplets would dewet from a hydrophobic
substrate. It was convenient to modify silica planar substrates with OTS
monolayers (octadecyltrichlorosilane). The repulsive forces [257] between
OTS and silica hemispheres drives particles to develop structures with sil-
ica sides facing away from the substrate. When the particle concentration is
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Figure 9.4: Assembly from particle-surface attraction. a) Particle
orientation changes as temperature rises: state 1 (freely rotating particle at
33.2 ○C), state 2 (gold-silica equator stands perpendicular to the substrate
at 34.0 ○C), state 3 (gold-silica boundary lies parallel to the substrate at
34.3 ○C), state 4 (crystalline clusters of state 3 particles at 34.3 ○C). States
4’ and 4” are large crystals. The demixing temperature is 34.2 ○C for
xL = 0.35. The scheme shows two steps of orientation flip upon
temperature change. b) Coalescence-induced sudden collision of two
particles and also multiple particles. The water-rich wetting layer droplets
surrounding them are shown in gray circles imaged by defocusing the
microscope slightly. Scale bars are 5 µm.
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small, usually φ < 0.3, we observe small clusters similar to those in Figure 9.3.
High particle concentration, usually φ > 0.5, produces larger clusters, includ-
ing micelles, tubes and even bilayers (Supplementary Figure 9.7). Note that
while a computer simulation [272] has predicted bilayers and tube shapes
to be unstable, the simulation prediction was for patches of equal area but
as argued above, wetting-induced attraction can extend over an area larger
than a hemisphere.
What if particles interact preferentially with the flat silica substrate? Be-
yond previously discussed switchable particle-particle bonding, particle-substrate
interaction dominates as the particle density is kept low (φ < 0.10). We
observed orientational flips with increasing temperature (Figure 9.4a). Be-
low the wetting temperature (stage 1), particles rotate freely out-of-plane
with the gold hemisphere showing a preference for the substrate because
of gravitational bias from the metal coating and electrostatic repulsion be-
tween silica and substrate. Within the preferential wetting regime (stage
2), particles align with their equators roughly perpendicular to the sub-
strate, reflecting the compromise between gaining wetting force and mini-
mizing silica-substrate repulsion and gravitational energy. Above the phase
separation temperature, even just 0.1–0.3 ○C above it (stage 3), water-rich
droplets on the substrate trigger the particles to maximize contact of their
silica hemispheres with the substrate [273]. This is so when the thickness
of wetting droplets is less than the particle radius such that the capillary
attraction causes the particles to flip; the case of thicker wetting droplet is
shown in Figure 9.4b. Of course, droplets tend to coalesce. Droplet coales-
cence causes particles to crystallize into perfect hexagonal packing (stage 4).
Large crystals form rapidly from merger of droplet-coated regions of the sub-
strate (stage 4’) and even without droplet merger provided that the surface
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contains a high density of particles (stage 4”). To demonstrate thermal re-
versibility in this situation, crystals in stages 4’ and 4” were gradually cooled
to 1.5 ○C below the demixing temperature (Supplementary Figure 9.8). In-
terestingly, crystals of flipped particles, except those at edges, are found to
survive even 0.6 ○C below the demixing temperature due to the residual wa-
ter layers. Further decreasing temperature promotes complete dissolution of
these water layers, leading the crystal to fall apart into individual particles
and gold bonded zigzag chains, respectively, at these two concentrations.
This long-range attractive force causes swift particle-particle assembly at
separations as large as tens of µm. To confirm that the mechanism is co-
alescence between water-rich solvent droplets, we defocused the microscope
to make the wetted regions visible, as drawn in the insets of Figure 9.4b.
To quantify kinetics of the process, we computed the radii of gyration of
these assemblies. Inspecting how this changes with time (Figure 9.4b), one
identifies rapid (<0.1 s) decrease of Rg and also rearrangements within the
assemblies, illustrated by the arrow in Figure 9.4b.
9.3 Conclusions
We conclude by commenting on the generality and limitations of our ap-
proach. To make it work, it is necessary to have reversible switching of
A-A and B-B bonding. Our system satisfies this criterion. But we found
this approach fails when the hydrophobic attraction is too strong, specif-
ically when C18-thiol was used to make gold hydrophobic, in which case
particles became bound irreversibly (Supplementary Figure 9.9). However,
provided that reversibility is maintained, the approach appears to generalize
nicely. We found that triblock particles coated with gold at the poles [274]
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similarly switch between gold-gold bonded dimers, trimers and chains (Sup-
plementary Figure 9.10). To exploit more complex patch arrangements and
shape anisotropy [275] can be considered as a next step that follows logically.
There exist other potentially effective approaches to achieve reconfigurable
assemblies, especially use of DNA linkers [276, 277], but an advantage of this
method is that there is no need to modify the surface chemically, provided
that it is convenient to work under the solvent conditions of this experiment.
9.4 Methods
Particle synthesis. The application of gold patches onto spherical colloidal
particles to produce Janus and triblock silica spheres was described in earlier
work from this laboratory [275]. Briefly, a monolayer of 3 m silica spheres
(Tokuyama) was prepared by depositing 2 wt% aqueous solution on a Piranha
solution treated glass slide and carefully dried by nitrogen. The monolayer
was subsequently coated with 2 nm of titanium and followed by 15 nm of gold,
using an e-beam evaporation system. The preparation of triblock particles
involved another deposition step by peeling the Janus particles using a PDMS
(Dow Corning) stamp. The patch size was varied by chemically etching the
gold layer. The etching solution was prepared with 4.93 g Na2S2O3, 0.087
g K4FeII(CN)6, 0.667g K3FeIII(CN)6, 11.2 g KOH, and 200 ml of deionized
water. In this experiment, the etching time was chosen as 40 s and 60 s (data
are show in Figure 9.2f in the main text) to vary the curvature of these side-
by-side bonded chains. Extensive repeated rinsing was performed to ensure
that no etching solution remained on the slide. C18-thiol modification was
achieved by depositing n-octadecanethiol (Sigma-Aldrich) in its 2mM ethanol
solution for 2 hours, and then the particles on the substrate were rinsed
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with 2% HCl ethanol solution and pure ethanol, and finally harvested by
ultrasonication in deionized water. In deionized water, these Janus particles
have a ζ potential -25 ± 5 mV, roughly half of the original silica particle
-50 ± 5 mV (Malvern Zetasizer Nano). This indicates that gold surface has
nearly zero charge relative to that of the silica surface.
Particle suspension preparation. The binary fluid mixture of water and 2,6-
lutidine (Sigma-Aldrich ≥99%, purified by redistillation), has a lower critical
solution temperature at ∼ 34.0 ○C at the critical composition with lutidine
mass fraction xL ∼ 0.286 [259]. In this experiment, we chose xL ∼ 0.35
unless noted otherwise, in order to produce full wetting of silica. Particle
suspensions were prepared by washing the original suspensions by ultrasoni-
cation (Fisher Scientific, FS30H, Puissance: 100 W at 40 kHz ± 6%) in wa-
ter/lutidine solution at the desired composition three times (2 minutes × 3)
in succession at room temperature. The suspension was then sucked into
a fused silica rectangular capillary tube (Vitrotubes, 100 µm thick) treated
by oxygen plasma (Harrick PDC-32G). The sample was sealed by 5 minute
epoxy (Devcon) and attached on a glass slide for optical observation. Each
sample was prepared for one-time use and discarded afterwards.
Setup and data acquisition. The temperature-control chamber stage, with
0.1 K precision, was purchased (TSA02i Inverted Microscope Thermal Stage,
Instec) and home-machined to fit securely onto the top of the optical micro-
scope (Observer A1, Zeiss). Observations were made using bright-field imag-
ing with a 63× air objective. Videos were recorded by an EMCCD camera
(Princeton EM) at 10 frames per second. Videos and images were digitized
and processed by home-written MATLAB code.
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9.5 Supplementary figures
Figure 9.5: Self-assembly of Janus particles at the interface between
phase-separated structures of water and 2,6-lutidine. The mass fractions of
lutidine are xL = 0.18, 0.29 and 0.50 in panels, respectively. The circular
schematic diagrams in the top panel show phase separated patterns where
the dark color indicates the lutidine-rich phase. The scale bar is 10 µm.
Figure 9.6: Size distribution of gold joined clusters below the preferential
wetting temperature at dilute (local φ ∼ 0.35) and concentrated (local
φ ∼ 0.75) particle density. Representative experimental images are shown
in the inset. The scale bar is 10 µm.
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Figure 9.7: 3D silica bonded clusters on hydrophobic OTS-coated silica
substrate. (a) gold-bonded clusters as described in the text; (b) 3D
micelles, tubes and bilayers bonded by silica-silica attraction at the phase
transition temperature. xL = 0.350.35. Scale bar is 20 µm.
Figure 9.8: Disassembly of 2D hexagonal crystal upon cooling. The
temperature is lowered from the demixing temperature to 1.5 ○C cooler. A
relatively small crystal (horizontal panels denoted a) and a larger crystal
(horizontal panels denoted b) are shown, respectively. From left to right,
images denote elapsed time sequences after cooling. xL = 0.350.35. Scale
bars are 10 µm.
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Figure 9.9: The assembly of C18-thiol modified gold-coated Janus particles.
The hydrophobic interaction between thiol modified surfaces is so strong
that full wetting (bulk phase demixing at 34.2 ○C) cannot overcome it.
From a to d, the density of particles increases. xL = 0.350.35. The scale
bar is 20 µm.
Figure 9.10: Switchable bonding between triblock particles. Panels (a - c)
show gold-gold bonded clusters and (a’ - c’) show their reconfiguration into
silica-silica bonded ones at the phase separation temperature at 34.2 ○C for
xL = 0.35. Scale bars are 5 µm.
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CHAPTER 10
CRITICAL CASIMIR FORCE AND
CAPILLARY BRIDGING REVEALED BY
SINGLE JANUS PARTICLE TRACKING
10.1 Background
The molecular arrangement of liquid medium is essential to regulate the
pair interaction in colloidal assembly [269]. Recent experimental advances
have achieved interesting long-range surface forces mediated by rather un-
conventional fluids, such as liquid crystals [278, 279] and magnetic fluids
[280, 281], to construct complex colloidal structures more effectively. Here
we present another sophisticated situation where one can realize temperature-
sensitive pair interaction using binary liquids in the proximity of bulk demix-
ing [12, 263, 282–287].
With the temperature approaching the demixing point while the binary
components remain mixed in the bulk, preferential adsorption of one com-
ponent tends to change the interaction between two confining surfaces [263,
282, 283]. There are two scenarios to consider. Provided the surface favored
component can be stabilized against the metastable bulk, capillary conden-
sation could appear to bridge two surfaces together; this is a notable first-
order wetting transition found in both near-critical and off-critical regimes
[219, 271, 282]. On the other hand, owing to long-range concentration fluctu-
ations, the so-called critical Casimir force could arise near the critical point.
Many efforts, both experimental and theoretical, have been devoted to clarify
these two intriguing processes. The pioneer work by Bechinger et al [12] even
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resolved the corresponding pair potentials for these two types of interactions.
However, little is known about the dynamic processes of particles associated
with the achievement of surface forces in such binary liquids, especially re-
garding the distinction between capillary bridging and critical Casimir force
[285].
The experimental challenges concern the near-critical regime where capil-
lary bridging could coexist and interplay with critical Casimir force. Using
local functional theory, Onuki et al [271, 288] have recently detailed the
bridging transition in a near-critical binary mixture with the coexistence of
the critical Casimir potential. However, the experimental evidence is rather
suggestive. When the bulk shifted marginally from the critical composition,
either enhanced particle aggregation [260, 263] or Casimir potentials [12] have
been detected. Capillary bridging, however, were only observed in the highly
off-critical regime [12].
Here, we design a scheme in which the influence of capillary bridging and
critical Casimir force attribute distinct particle dynamics. Through a large
dataset of individual trajectory of moving particles, we map out the ap-
pearance of these two interactions involving no complicated force measure-
ment. The system consists of gold half-coated silica spheres sedimented on
a flat silica surface, which are immersed in both near-critical and off-critical
water/2,6-lutidine mixture. The out of plane orientation of a Janus sphere
serves as an indicator of the balanced interactions between the two hemi-
spheres and the substrate. Beyond proving the binary liquid induced surface
forces for the use of colloidal assembly, these findings shed light on the design
of single particle micro devices in which the dynamic signature resolves small
changes in the local environment [289, 290].
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10.2 Results and discussion
Figure 10.1 shows the experimental system in which we can identify criti-
cal binary liquid induced interactions. Gold (15 nm thick) half coated silica
spheres (diameter = 3 µm), dispersed in water/2,6-lutidine (WL) mixture,
were sedimented on a flat silica surface. The bulk critical point of WL bi-
nary system is at mass fraction of lutidine xL = 0.29 and critical temperature
Tc = 34.0 ○C [259]. Near this critical point, silica and gold are selectively
wet by water and lutidine, resulting in attractive Casimir force and/or cap-
illary bridging between silica hemisphere and silica substrate, but repulsive
Casimir force between gold hemisphere and silica substrate (Figure 10.1a).
This favored rotation of silica hemisphere towards the substrate contrasts
that at low temperature (e.g. 25 ○C): the silica hemisphere is steered away
from the substrate owing to the gravity basis from gold layer and electrostatic
silica-silica repulsion [12]. Therefore, we expect to identify Casimir force and
capillary bridging by simply following the out-of-plane orientation of Janus
sphere.
The optical contrast of Janus spheres allows the rotation to be visualized.
The 2D projection length (L), defined as the distance from the center the
sphere and the centroid of the shade of gold hemisphere [291], was used to
quantify the out-of-plane orientation θ: the angle between the vertical vector
and the Janus director (the vector pointing from a particle’s uncoated side to
the coated side) (Figure 10.1a). This approximation holds since L ∼ Rsinθ,
where R = 1.5 µm is the particle radius. The example images in Figure 10.1b
an ascending trend of θ(0 ○ → 90 ○) and L. Notice that at low temperature
θ rarely exceeds 90 ○ due to the gravitational basis and silica-silica charge
repulsion [11].
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While the critical Casimir force governs at the critical concentration due
to the existing long-range critical concentration fluctuations, the fluctuations
diminish in the regime far from the critical composition such that only does
the capillary bridging appear [12]. For the silica-water/2,6-lutidine system
that was extensively studied in literature, the regime to observe bridging
Figure 10.1: Experimental system consisting gold/silica Janus sphere and
silica substrate immersed in water/2,6-lutidine. a) Scheme of Casimir force
and capillary bridging acting on gold half coated silica sphere sedimented
on silica substrate. At low temperatures, θ < 90 ○ owing to the gravitational
basis and silica-silica electrostatic repulsion. b) Example images showing an
ascending trend of θ(0 ○ → 90 ○) and the projection length L.
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transition is xL > 0.4 [12]. The influence of critical Casimir force and capil-
lary bridging therefore can be discriminated, by comparing the dynamics of
orientational flip at the critical composition xL = 0.29 and at the off-critical
xL = 0.42.
Figure 10.2a represents time-elapsed trajectories of projection length (L)
for these two regimes, when temperature is ramped slowly towards their
bulk demixing points of WL mixtures (34.0 and 35.0 ○C for xL = 0.29 and
0.42, respectively). While fluctuating at low temperatures (left panel), for
Figure 10.2: Dynamic contrast of single Janus particle induced by critical
Casimir force and capillary bridging. (a) Time elapsed projection length
(L) at xL = 0.29 (black) and xL = 0.42 (blue) upon temperature increase:
33.4, 33.4→33.6, 33.8 ○C and 33.4, 33.6→33.8, 34.0→34.2 ○C; the bulk
coexisting temperature is 34.0 and 35.0 ○C, respectively. (b) Three
representative overlaid trajectories draw by time-elapsed L for particles of
type I, II, III. (c) Translational diffusion (solid lines) and in-plane rotation
(dashed lines) of three types of particles.
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both cases L reaches a plateau when it is slightly below the demixing points
(middle panel). The temperature of flip transition is 33.6 and 33.8 ○C for
xL = 0.29 and 0.42, respectively. The value of the plateau differs however,
apparent to our eyes as well (insets of the middle panel). While at xL = 0.29,
L reaches 1.3–1.4 µm and the Janus director n⃗ points horizontally (θ ∼ 90 ○),
at xL = 0.42 particle flips less, L ∼0.9–1.0 µm and n⃗ is partially horizontal.
Upon further temperature increase to 34.2 ○C (still below demixing points),
these partially horizontal particles at xL = 0.42 takes an abrupt transition to
the fully horizontal state (right panel). These horizontal states, at both xL
= 0.42 and 0.29, remain unless the bulk demixing temperature is reached.
Going beyond the difference in orientational flip affected by critical Casimir
force and capillary bridging, the translational mobility of these flipped par-
ticles largely contrast. While the fully horizontal state at xL = 0.29 (state I)
and the partially horizontal state at xL = 0.42 (state II) are freely diffusive,
the translational mobility of the fully horizontal state at xL = 0.42 (state
III) is fully quenched Figure 10.2b, Figure 10.2c). That is, the Janus sphere
becomes fully stuck right away when it takes the transition from state II
to III. This abrupt behavior implies the occurrence of bridging transition, in
which the particle is trapped by the enormous capillary force. Notice that the
in-plane rotation remains unaffected (Figure 10.2c): the laterally immobile
particle show continuous pendulum-like motion. Ultimately, the dynamic
distinction of out-of-plane rotation and lateral diffusion allows us to separate
capillary bridging and Casimir force without precise force measurement.
Now we extend to the entire WL composition regime, from xL = 0.10 to
0.50, to map out critical Casimir force and capillary bridging. Figure 10.3a
summarizes the spectrum of particle dynamics related to the coexisting curve
of the binary mixture. The dash line is the threshold above which the pref-
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erential adsorption induced interactions begin to flip the particles (in the
blue regime). The distribution of solvent induced interactions is remarkably
Figure 10.3: Distribution of bridging transition and Casimir force. a)
Overlaid with over water/2,6-lutidine phase diagram (solid line), the dash
line highlights the transition temperature at which particles turn into
preferential orientation. The solid dots are experimental data of transition
temperature at different xL. b) Fraction of three types of particles at
various xL when it is 0.2 ○C below each demixing temperature. c)
Translational diffusion coefficient (squares) and in-plane rotation diffusion
coefficient (circles) at different xL. Colors in black, gray and red denote
three types of particles.
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wide, from xL = 0.20 to xL = 0.50, the highest fraction investigated. The
curve minimum is right shifted from the critical point to xL = 0.37 owing to
preferential adsorption, and the transition temperature is ∼ 1.6 ○C below the
coexisting temperature. The bridging transition takes place above the dash
line, but the transition temperature is not fixed: the fraction of bridging
transition increases with the increase of temperature as we will discuss later.
To compare the distribution of these three flipped states with respect to
xL, we chose the temperature that is 0.2 ○C below the bulk coexisting curve.
Hundreds of individual trajectories were collected and the fraction of each
state is summarized in Figure 10.3b. Reflected by type I particles, the critical
Casmir force mainly appears near the critical composition 0.20 < xL < 0.40;
this range is consistent with the previous force measurement [12]. Whats new
here is that, apart from far off-critical regime (xL>0.40), particles undergoing
bridging transition (type III) are observed even in the near critical regime
(from 0.29 to 0.37), starting from the critical composition. Note that even
when it is only 0.2 ○C below the coexisting temperature, in the off-critical
regime (>0.40) there still exist a small portion of these partial horizontal
particles (type II).
The coexistence of bridging transition and Casimir force in the near crit-
ical regime suggests an intriguing scenario. The critical Casimir force could
first facilitate bridging transition as no type II particles are observed in the
near-critical regime. Reversely, bridging transition could increase the am-
plitude of Casimir potentials. This argument was proved by the prior force
measurement, and here we can track the diffusion coefficient of type I par-
ticles at various xL. The consistent drop of diffusivity as xL increases from
0.25 to 0.37, shown by the black curve in Figure 10.3c, while the in-plane
rotation does not change much. Note that the in-plane rotational diffusion
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Figure 10.4: Energy barrier of first-order wetting transition and associated
hysteresis. (a) Fractions of immobile species upon temperature increase
towards the demixing temperature at xL = 0.42. Three different thickness
of gold coating are shown: 2 µm unmodified silica spheres (open squares);
15 nm gold half coated 3 µm silica spheres (half-filled black squares); 30 nm
gold half coated 3 µm silica spheres (half-filled gray squares). (b) Fractions
of horizontal particles (I and III) upon temperature cycles at three different
lutidine compositions. As the lutidine fraction increases, hysteresis of
bridging transition becomes more significant. The red and green arrows
denote increasing and decreasing temperature respectively.
of three types of particles show little dependence on lutidine concentration,
and the lateral diffusion of state III particles are almost 0.
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That bridging transition appears at distinct temperature is controlled
by kinetics. For this particular system, wetting transition must overcome
the gravitational energy and electrostatic repulsion. When temperature in-
creases, the fraction of particles undergoing bridging transition increases due
to the thickening of wetting layers. Supplementary Figure 10.5 shows that
particles not flipped at ∆T = 0.8 ○C would flip at ∆T = 0.2 ○C, where
∆T is the difference from the bulk coexisting temperature. With statistical
amount of data, the detailed temperature dependence of bridging transition
is plotted in Figure 10.4a. To test the influence of gravitational energy bar-
rier for wetting transition, we double the thickness of gold coating, which
largely reduces the fraction of transition. To estimate how it matters, the
gravitational energy difference between θ ∼ 0 ○ and ∼ 90 ○ is ∼5 kBT for 15
nm and ∼10 kBT for 30 nm gold hemisphere. In contrast, bare silica spheres
show less difficult to undergo bridging transition. The trajectories of those
bare silica spheres are shown in Supplementary Figure 10.6. Moreover, the
bridging transition temperature decrease significantly when salt is added to
screen the charge repulsion. For bare silica particles, we observed a shift of
∆T ∼ 5 ○C with 2 mM NaCl.
Experiments with heating-cooling cycles further validate the notable hys-
teresis [271] associated with this first-order wetting transition (Figure 10.4b).
For lutidine fraction xL = 0.42, horizontal particles through bridging (type
III) do not immediately flip back even if the temperature become lower than
the transition temperature. Particles become freely rotate after further cool-
ing and the hysteresis is about 1.5 ○C at this lutidine fraction. This hysteric
behavior also shows interesting dependence on xL. When it is increased to
0.50, the stronger hysteresis lead the horizontal state to survive even 5 ○C
below the transition temperature. Particles undergoing bridging transition
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near the critical regime also display hysteresis. It easily stands out from the
horizontal particles induced by Casimir force. For example, at xL = 0.35,
only ∼15% particles experienced bridging show 0.6 ○C hysteresis, while the
rest due to the critical Casimir force can coordinately flip back just at the
transition temperature.
10.3 Conclusions
To conclude, we provide a facile method to pinpoint the respective spec-
trum of capillary bridging and critical Casimir forces using statistical particle
tracking of Janus sphere dynamics on a flat surface. Without complex force
measurements, that the gold half coated Janus spheres appear differentiated
dynamics under the influence of these two effects effectively discriminate the
their contribution with respect to various liquid compositions and temper-
atures. Beyond confirming the earlier discoveries that the critical Casimir
force dominates at near critical regime and the bridging transition exhibit
at highly off-critical regime, our large dataset of trajectories further resolved
that the bridging transition can coexist with the Casimir force from xL =
0.29 to 0.37. Further investigation of capillary bridging effect confirms the
energy barrier of first-order transition and associated hysteresis. Ramifica-
tions of this study will suggest new experiment to statically resolve surface
potentials when bridging transition and Casimir force coexist.
10.4 Methods
3 µm silica spheres with 15nm gold patch are prepared by electron beam
deposition method. The single Janus particle experiment is based on the
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sample after etching in commonly used gold etching solution for 40 seconds
for higher angular tracking resolution of in-plane and out-of-plane rotation.
Dilute particle solutions are prepared in a water/2, 6-lutidine (WL) mixture
with critical composition (ludidine mass fraction xL = 0.28) and a lower crit-
ical solution temperature at 34.0 ○C. Since silica particles we use here are
highly charged, the surface is preferably wetted by water enriched phase in
the WL mixture. It has been reported that additional adsorbing of salts
(Mg2+ etc.) may change the surface wettability to lutidine side [11]. We ex-
tensively rinse particles with deionized water, to avoid this complexity, before
dispersing them into the mixture. Sample solution is kept in a 100 µm thick
rectangular borosilicate glass tube, the surface of which has the same wetta-
bility to water. After particles sedimentation on the substrate, we visualize
their motion by a bright-field optical microscope using a 63× air objective
and record the time series by a CCD camera (Princeton EM). The tempera-
ture control is accomplished by a commercial microscope adaptable thermal
chamber with a resolution of 0.1 K. Particle tracking and other analysis are
mainly completed by home-written MATLAB program. In addition, 2 µm
bare silica particles are parallel examined for the supplementary support for
many arguments in this paper.
Calculation of Energy between Janus Particle and the Flat Substrate.
Now we discuss how the critical Casimir force can flip the particles hori-
zontally? According to the silica substrate, the Janus particle has attrac-
tive and repulsive Casimir force from the silica and gold hemispheres re-
spectively. These two forces actually can apply a strong torque to switch
the particle to such horizontal state. Janus particle cannot further flip as
it will lose the torque from the gold repulsive force. More quantitatively,
we could calculate the overall energy of particle-surface system in four rep-
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resentative states (Supplementary Figure 10.7). By Derjaguin approxima-
tion, the expression of the Casimir potential between a homogeneous sphere
and a substrate is ∆ΦCasimir/kBT = − 4pir/ξexp(−z/ξ) , where r = 1.5
µm is the radius of particle, z is the particle-substrate distance and ξ is
the correlation length of critical fluctuation. The correlation length follows
Ising universality class ξ = ξ0(1 − T /Tc)−ν where the critical exponent ν
is 0.63. Therefore, we consider∆T = 0.4 ○C, such that the bulk correla-
tion length ξ is ∼16.4 nm. For Janus particle, the sign of critical Casimir
force is positive when gold faces the substrate, and negative when silica
faces the substrate. And also, the electrostatic and gravitational poten-
tial (silica and an angle dependent 15 nm gold coating) can be written as(∆Φelectro + ∆Φgravity)/kBT = Aexp(−κz) + [42z + 4.5(1.5 − cosθ)]/µm,
where A is the proportional to particle surface charge density and κ ≈ 12 nm
is Debye length for this system [12]. A can also be estimated from previ-
ous measurement ≈5000 for silica hemisphere, and a small value for gold
hemisphere ≈5000/50 = 100.
Here are four example orientation to consider θ: (I) 0 ○ (II) 90 ○-10 ○ (III)
90 ○+10 ○ and (IV) 180 ○ shown in Supplementary Figure 10.7. Inspired by
Derjaguin approximation which gives that the major contribution for the
sphere substrate interaction arises from small area close to the surface, we
simply consider (II) and (III) represent gold/silica and silica/silica contact.
We also take in account the surface charge density inhomogeneity. The sil-
ica hemisphere is highly charged while the gold one nearly has no charge,
then we assume that A for four different θ are 5000/50, 5000/25, 5000/2 and
5000 due to the equatorial boundary effect. Based on these assumptions, we
calculate two situations with and without the critical Casimir potential. At
low temperature, as shown in Supplementary Figure 10.7a, the overall poten-
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tial is summed by electrostatic and gravitational terms are plotted for four
different θ. Both terms result gold patch facing the substrate, particles are
more likely to jigging between state (I) and (II). When we consider the repul-
sive and attractive for different boundary conditions, the potential profile for
these four states shift dramatically (see Supplementary Figure 10.7b)). The
state (III) has a lowest energy indicating it is the most stable state, which is
consistent with the horizontal configuration from the experimental observa-
tion. The charge density inhomogeneity between the equator and the pole is
essential leading this ‘trapping state’. More importantly, this also explains
the same horizontal particles are observed for the wetting effect, because the
short range attraction tends to be easier to form when the particle substrate
electrostatic repulsion is lower.
10.5 Supplementary figures
Figure 10.5: Fractions of bridging transition of Janus particle at different
temperatures: 0.8 ○C and 0.2 ○C below the demixing temperature. xL =
0.42. The scale bar is 10 µm.
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Figure 10.6: Bridging transition of homo-2 µm silica particle in
water/2,6-lutidine. a) Fractions of bridging transition of 2 µm unmodified
silica particles at different temperatures: 1.5 ○C, 0.5 ○C and 0.2 ○C below the
demixing temperature. xL = 0.42. red lines are particle trajectories. The
scale bar is 10 µm. b) Mean square displacement of mobile and immobile
particles shown in a).
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Figure 10.7: Energy calculation with respect to the orientation of Janus
particle. a) consideration of only electrostatic repulsion and gravitational;
b) consideration of (a) and the critical Casimir potential. Four curves
represent values of q at 0 ○, 80 ○, 100 ○, 180 ○. The arrow in (a) indicates the
increase of q.
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