Abstract-Pulse-code modulation (PCM) with embedded quantization allows the rate of the PCM bitstream to be reduced by simply removing a fixed number of least significant bits from each codeword. Although this source coding technique is extremely simple, it has poor coding efficiency. In this paper, we present a generalized PCM (GPCM) algorithm for images that simply removes bits from each codeword. In contrast to PCM, however, the number and the specific bits that a GPCM encoder removes in each codeword depends on its position in the bitstream and the statistics of the image. Since GPCM allows the encoding to be performed with different degrees of computational complexity, it can adapt to the computational resources that are available in each application. Experimental results show that GPCM outperforms PCM with a gain that depends on the rate, the computational complexity of the encoding, and the degree of inter-pixel correlation of the image.
video at very high frame rates [3] [4] [5] [6] . In some ultrahigh-speed applications, the frame rate is so high that not even PCM can be used and only a few analog frames are captured and stored [6] . High-speed video applications require source coding algorithms that are extremely simple and, consequently, many times the PCM signal (raw video) is directly transferred and stored. However, the high bit rate of raw video can make its transmission or storage difficult. Thus, the bus may not be fast enough to transfer the video out of the sensor, or the writing speed of the storage device may not be high enough to save the raw video [5] .
In all these applications, a lossy coding algorithm that has properties similar to those of PCM but with a better coding efficiency would be of interest. These constraints discard most of the image coding algorithms because their computational complexity is too high for very high-speed video applications. Indeed, the high coding efficiency of transform-based algorithms such as JPEG and JPEG2000 comes at the expense of using 2-D transforms, quantization, and lossless coding techniques (e.g., Huffman or arithmetic coding). Hence, although today's hardware allows the use of transform coders in many applications, they are not appropriate when an extremely low complexity coding is required [7] , [8] . JPEG-LS is less complex than other image coding algorithms (e.g., JPEG, JPEG-2000, CALIC) and allows a controlled maximum coding error [9] , but it is still too complex for ultrahigh-speed video applications. Recently, very simple DPCMbased image coders have been proposed for applications with high constraints in energy and/or computational resources [7] , [8] . These algorithms have small memory requirements and coding latency, and perform much better than PCM thanks to the use of linear prediction and entropy coding. These features, however, make the compressed bitstream highly sensitive to transmission or storage errors and complicate random access. Moreover, part of the simplicity of these algorithms is due to the specific properties of the video of the targeted applications [7] , [8] .
In this paper, we present a generalized-PCM (GPCM) image coding algorithm for applications that require an extremely low computational complexity. The GPCM encoding is divided into two stages: the analysis and the encoding itself. The encoding is done by simply discarding bits of each pixel value (as PCM with embedded quantization does). 1 The type [least significant bits (LSBs) or most significant bits (MSBs)] and number of bits discarded in each pixel are determined by using the information provided by the analysis stage. Although the analysis stage involves some numerical processing, its complexity can be reduced by using statistical sampling [11] , [12] . Moreover, GPCM can operate at different degrees of computational complexity, which allows it to adapt to the computational resources that are available in each application. Although GPCM has worse coding performance than most image coding algorithms, it is extremely simple, it facilitates random access to the data, it is robust to transmission errors, it is scalable in complexity, and it outperforms PCM in coding efficiency. These features make the algorithm useful for the recording of video at extremely high frame rates.
The rest of this paper is organized as follows. In Section II, we describe the GPCM coding of images. In Section III, we experimentally test the coding efficiency of GPCM and compare it to other image coding algorithms. Finally, in Section IV, we summarize our results. 
II. GPCM CODING OF IMAGES
Let us consider a monochromatic digital image encoded with PCM at R 0 b/pixel. Let 0 be the quantization step size of the digital image. Let us also assume that uniform embedded quantization is used, i.e., the removal of the l LSBs of each codeword of the image provides the same bitstream as the PCM encoding of the analog image with R 0 − l b/pixel. Our GPCM algorithm divides the input image into blocks of b×b pixels and encodes each block at the target rate R using appropriate parameter values. In Section II-A, we describe the GPCM encoding and decoding of each image block. In Section II-B, we describe the different coding techniques used in GPCM. In Section II-C, we show how the GPCM encoder assigns values to the coding parameters of each block. Section II-D is devoted to evaluating the computational complexity of GPCM. Finally, in Section II-E, we show how GPCM can achieve different degrees of coding complexity and efficiency.
A. GPCM Coding
Let x[n 1 , n 2 ] be a block of b × b pixels of the input image. For the sake of brevity, we will drop variables n 1 and n 2 when this does not jeopardize clarity. The GPCM encoder first divides x into four decimated subblocks (Fig. 1 )
We refer to x 0 as the PCM subblock, and x 1 , x 2 , and x 3 as the GPCM subblocks. In each subblock x k , the encoder simply removes the l k LSBs and the m k MSBs from each pixel value. Parameter m 0 is always set to zero. To simplify the assignment of values to the coding parameters, we set l 1 = l 2 = l 3 and m 1 = m 2 = m 3 . In this way, the encoder only has to assign values to three parameters: l 0 , l 1 , and m 1 . The resulting codewordsx k are transmitted to the decoder (Fig. 1) . Each codeword ofx 0 represents a quantization interval of length 2 l 0 0 . Similarly, each codeword ofx k (k ∈ {1, 2, 3}) represents an interval of size 2 l k 0 . If m k > 0, the encoder performs binning over the codewords ofx k [13] , i.e., each codeword ofx k represents a bin of 2 m k codewordsx k .
At the decoder, x 0 is first decoded using midpoint reconstruction (i.e., using the midpoint of each quantization interval). Then, the decoder obtains an approximation of x 1 , x 2 , and x 3 by performing interpolation over the reconstructed PCM subblockx 0 . Bilinear interpolation is used since it represents a good tradeoff between complexity and interpolation accuracy [14] . Note that to interpolate the pixels of the GPCM subblocks that are placed in the last column and row of a block x, the first column of PCM subblock that is placed to the right of x and the first row of the PCM subblock that is placed below x must be previously decoded. The interpolated subblocks y 1 , y 2 , and y 3 act as side information (SI) for the decoding of x 1 , x 2 , and x 3 , respectively (Fig. 1) .
The decoding of each codeword ofx k (k ∈ {1, 2, 3}) is divided into two steps: decision and reconstruction. In the decision step, the decoder selects one of the 2 m 1 quantization intervals represented by the codeword (no decision is performed when m 1 = 0). Among all the potential intervals of the codeword, the decoder selects the one that is closest to its SI. If the decision is correct, the m 1 MSBs that were removed by the encoder are correctly recovered. Otherwise, the decoder incurs a decision error which may generate a large-amplitude decoding error. After the decision, each codeword represents a single interval.
In the reconstruction step, the aim is to recover the l 1 LSBs that were removed from each pixel codeword by the encoder. The decoder first estimates the value of each pixel using its SI and its quantization interval. If we assume that the interpolation error e between a pixel value x and its SI y (e y − x) follows a unimodal and symmetric probability distribution, then the maximum a posteriori (MAP) estimation of x when x belongs to a quantization interval [a, b] is given by the clipping functioň
(1)
A better but more complex reconstruction can be performed if the minimum mean squared error (MMSE) estimation is used [10] .
When m 1 = 0 and l 0 = l 1 , midpoint reconstruction instead of MAP reconstruction is used since, in this case, the SI does not offer any significant help for the decoding of the GPCM subblocks. Each estimated valuex is then quantized with R 0 bits. Finally, the four decoded subblocks are multiplexed ( Fig. 1) . Since all the blocks are encoded at the same rate and bilinear interpolation only operates over a small number of pixel values (2 or 4), random access is facilitated (i.e., locating the codeword of any pixel and decoding it is simple).
B. Coding Techniques
GPCM combines three simple techniques: PCM, interpolative coding, and binning. GPCM behaves like PCM when m 1 = 0 and l 0 = l 1 . PCM is optimum at high rates or for blocks with very poor spatial correlation (i.e., when no benefit is obtained from exploiting the similarity among pixels). When m 1 = 0 and l 0 < l 1 , a GPCM encoder behaves like a PCM encoder that uses two quantization step sizes. At the decoder, the pixels ofx 0 are interpolated to generate SI, which helps in the reconstruction of the three GPCM blocks. This technique can outperform conventional PCM at low rates.
When l 1 + m 1 = R 0 , interpolative coding is used [15] : the GPCM encoder only encodes and transmits x 0 , which is reconstructed and interpolated at the decoder. This technique provides good results at low rates since, at these rates, only transmitting x 0 and interpolatinĝ x 0 provides better results than spending the available bits in the encoding of the four subblocks.
When m 1 > 0 and l 1 + m 1 < R 0 , binning is performed over the codewords of the GPCM subblocks. The use of binning is useful in blocks with a high spatial correlation since most of the removed MSBs bits can be correctly recovered by the decoder by exploiting the similarity among the pixels.
C. Assignment of Values to the Coding Parameters
The encoder has to assign values to the parameters l 0 , l 1 , and m 1 of each block. For a target rate R, the optimum (l 0 , l 1 , m 1 ) is the one that minimizes the distortion D and fulfills the rate constraints
In [16] , we developed a model for D when the interpolation error follows a Laplacian distribution. Hence, by solving (2) using the distortion model in [16] , a GPCM encoder could obtain the optimum assignment for each block. Nevertheless, since solving (2) is a complex task and encoding complexity is our main concern, the encoder uses a series of assignment rules (ARs) to perform the assignment. Thus, for each possible R and b, there is an AR that provides an appropriate triplet (l 0 , l 1 , m 1 ) for each block as a function of the peak signal-to-noise ratio of its SI (PSNR SI ) defined as PSNR SI = 10 log
where MSE SI is the mean squared interpolation error of the block when l 0 = 0 (i.e., MSE SI can be computed from pixels of the original image 
D. Computational Complexity
The GPCM encoding of a block essentially involves two processes: the computation of its MSE SI (the PSNR SI can be obtained from the MSE SI through a lookup table) and the encoding itself. Computing the MSE SI of a block of b×b pixels involves the bilinear interpolation of x 0 (5b 2 /4 additions and 3b 2 /4 shifts), the computation of the interpolation errors (3b 2 /4 subtractions), the squaring of the errors (3b 2 /4 multiplications), and the summation of all the errors (3b 2 /4 additions). The multiplications and divisions by integer powers of 2 and the removal of m 1 MSBs and l 1 LSBs can be implemented through shift operations. Therefore, on average, 4.25 integer operations per pixel (iopp) are necessary to compute the MSE SI . The complexity of this computation can be reduced by computing the MSE SI using only one out of f pixels that must be interpolated. In this way, MSE SI is computed with 4.25/ f iopp. The higher the sampling factor f , the lower the number of operations to be computed but the less accurate the assignment will be (since MSE SI is less accurate). Since the MSE SI is the sample variance of a finite population, the error in estimating MSE SI depends on both the sampling factor and the size of the population (i.e., the size of the block). To achieve a target error variance in estimating the MSE SI , the larger the size of the population, the larger the sampling factor to use [17] . Hence, for a given block size, there is a maximum factor f max such that assignments that are different to the optimum one rarely occur if f ≤ f max . Therefore, if f = f max , the complexity is reduced without incurring any appreciable loss in coding efficiency.
The encoding of each pixel of a PCM subblock requires zero shifts when l 0 = 0 and one shift when l 0 > 0. The encoding of each pixel 
Algorithm 2 GPCM coding
1: Select f depending on the attainable complexity 2: Select b depending on f using the block-size table 3 : Select an AR depending on R and b 4: for "each block of b × b pixels" do 5: Compute the PSNR SI using a sampling factor f 6: Obtain l 0 , l 1 , and m 1 from the AR 7: Encode the block 8: end for in a GPCM subblock requires zero shifts when l 1 +m 1 = 8, one shift when l 1 > 0 and m 1 = 0, and two shifts in the rest of the cases.
Let us assume that the pixel values are accessed line by line in raster order and that w is the width of the image in pixels. Then, the encoding has a maximum latency of b(w + 1) pixels and requires at most b(w + 1) + 1 memory cells. When b is large, the memory usage and the encoding latency can be drastically reduced by encoding each block of a frame using the coding parameters that were computed for its colocated block in the previous frame. This is because, if b is large, most of the texture content of two colocated blocks will not vary significantly from frame to frame.
The decoding of a block has three stages: the reconstruction of the PCM subblock, its bilinear interpolation, and the decoding of the three GPCM subblocks. The decoding ofx 0 involves multiplying each codeword by 0 and adding 2 l 0 −1 0 to the result (i.e., b 2 /4 shifts and b 2 /4 additions). The bilinear interpolation ofx 0 requires 5b 2 /4 additions and 3b 2 /4 shifts. The decoding of each pixel of the GPCM subblocks has two steps: the decision (only if m 1 > 0) and the reconstruction. The decision is equivalent to a uniform quantization which involves two shifts, one addition, and two comparisons (to clip the result of the division) per pixel of the GPCM subblocks. Finally, the MAP reconstruction of each pixel involves two comparisons. Table I shows the maximum average number of operations per pixel that is necessary to encode and decode an image. The maximum decoding latency is 2w pixels, and 2w + 1 memory cells are required at most.
E. Complexity Scalability
The smaller the block size b, the higher the adaptation of GPCM to the local statistics of the image, and, consequently, the higher its coding efficiency. However, the smaller the block size b, the smaller the maximum value of the sampling factor ( f max ) that can be used in the computation of MSE SI , and, hence, the higher the computational complexity of the encoding. As a consequence, the block size b trades off coding efficiency and computational complexity. This scalability in complexity allows our algorithm to adapt to the computational resources that are available in each application. In the following, we describe how this adaptation can be made (Algorithm 2).
First, the value of the sampling factor f is determined by the computational complexity that is attainable by the application. For each value of f , there is a minimum block size b min such that the assignments that are different to the optimum ones rarely occur if b ≥ b min , and, hence, using this b min provides both the highest spatial adaptation and accurate assignments in most cases. Appropriate values b for each value of f are stored in a block-size table, which is used by the GPCM encoder to determine the value of b. To build a block-size table for our GPCM encoder, we experimentally encoded 50 images at different rates (R ∈ {1, 2, 3, 4, 5}) with different values of b and f . Then, for each value of f , we selected the minimum value of b that provides good encoding results (i.e., the minimum value of b such that the loss in quality with this f value is negligible with respect to f = 1 in most of the encodings). These values are shown in Table II .
Once the values of f and b are known, the algorithm selects an AR according to the value of R and b. Finally, for each block in the image, the algorithm first computes its PSNR SI , obtains the optimum (l 0 , l 1 , m 1 ) from the AR, and encodes the block using the selected parameter values. 
III. EXPERIMENTAL RESULTS
In this section, we experimentally analyze the performance of GPCM and compare it with other image coding algorithms. We encoded six gray-scale images of 512 × 512 pixels and 8 b/pixel. Each image was encoded with GPCM using six different values of f (1, 2, 4, 8, 16 , and 256) and their corresponding block sizes (4, 8, 16, 32, 64 , and 512, respectively). Fig. 2 shows the PSNR of the six images as a function of the rate R and b. In the figure, the images are ordered according to their degree of spatial correlation (Zelda is the most correlated image and Baboon is the least correlated one). The results of encoding each image using PCM, JPEG, and JPEG-LS (near-lossless mode) [9] are also shown for comparison.
Note in Fig. 2 that the higher the computational complexity (or equivalently, the smaller f or b), the higher the coding efficiency of GPCM. Thus, the best coding efficiency is obtained when b = 4 and f = 1, while the worst coding efficiency is obtained when b = 512 and f = 256 (i.e., each image is encoded using a single block). At 1 and 2 b/pixel, the use of small values of b does not generally provide significant improvements. The reason is that most blocks are encoded using the same assignment at these rates. Thus, at 1 b/pixel, most of the blocks are encoded using the assignment (4, 8, 0) [only those blocks that have a very small PSNR SI are encoded using the assignment (7, 7, 0)]. In the rest of the rates, decreasing b improves the coding efficiency significantly (the greater the degree of spatial correlation, the greater the improvement).
Decision errors may occur in those pixels that belong to edges or textured regions (i.e., when the interpolation error may be large). Optimal parameter assignments provide decodings with a very small number of decision errors. Thus, the maximum percentage of decision errors among all the encodings of Fig. 2 was 0.42% (Peppers at 3 b/pixel with b = 4). Sometimes, an inaccurate assignment provides a value of m 1 that is too large. As a consequence, a large number of decision errors occur in the decoding, which can significantly increase the distortion (see Zelda encoded at 6 b/pixel with b = 4 in Fig. 2) . Nevertheless, the visibility of the distortion in those pixels that are affected by decision errors is reduced thanks to the limited sensitivity of the human visual system to amplitude errors in edges and highactivity regions.
The gain in coding efficiency of GPCM with respect to PCM is large at 1 and 2 b/pixel and generally decreases with R. When b = 512, this gain is zero above a certain rate (GPCM behaves like PCM) except for highly correlated images such as Zelda. Fig. 3 shows a portion of the Barbara image encoded at 2 and 3 b/pixel using PCM, and at 2.003 and 3.003 b/pixel using GPCM with b = 32. In the images encoded with PCM, luminance is poorly represented and there is false contouring [18] , which is even more visible at 1 b/pixel. In the images encoded using GPCM, the degradation comes mostly from the undersampling and interpolation performed, which reduces the edge sharpness and introduces a staircase effect in slanted edges [see, for instance, the back of the chair and the right part of the scarf in image (b)]. False contouring is also visible in the GPCM decoded images in those blocks that are encoded using PCM [see, for instance, the left part of the chin in images (b) and (d)].
Note in Fig. 2 that JPEG and JPEG-LS in near-lossless mode perform much better than GPCM at all rates. However, this better performance comes at the expense of a much higher computational complexity. In particular, only the DCT stage of JPEG requires more operations than the whole GPCM encoding for any value of b (the Feig-Winograd fast-DCT algorithm requires computing 462 additions, 54 products, and 6 divisions in each 8×8 block, which involves 8.15 iopp on average [19] ). With respect to JPEG-LS, in order to decide the encoding mode (regular or run) for each pixel, the JPEG-LS encoder must compute three gradients g i (i = 1, 2, 3) and check that |g i | ≤ δ (i.e., in each pixel, three subtractions, three absolute values, and three comparisons must be computed) [9] . Therefore, just the decision of the coding mode in JPEG-LS requires more operations than the entire GPCM encoding even for b = 4.
Recently, very simple DPCM-based image coders have been proposed for applications with high constraints in energy and/or computational resources [7] , [8] . These algorithms perform better than PCM and GPCM thanks to the use of prediction and entropy coding. These features, however, make the compressed bitstream highly sensitive to transmission/storage errors and complicate random access. Moreover, even the simplest DPCM encoders (i.e., those that use low-order prediction with fixed coefficients, scalar uniform quantization, and simple entropy coding) require more computing operations than the GPCM encoder even when b = 4. Additionally, these DPCM coders are not scalable in complexity and, in some cases, part of their simplicity is due to the specific properties of the video of the targeted applications [7] , [8] . One of the advantages of DPCM image coders (and JPEG-LS) is their small memory requirements and coding latency. When b is large, GPCM encoders can obtain these features by using in each block the coding parameters of the colocated block in the previous frame (see Section II-D).
IV. CONCLUSION
We have presented a GPCM coding algorithm for images which, after properly assigning values to the coding parameters, simply discards bits from each codeword of the PCM bitstream. Our algorithm is very simple computationally, is robust to transmission or storage errors, facilitates random access, and is scalable in complexity. These features make GPCM coding useful in those applications that need to reduce the bitrate of raw video in an extremely simple way. Experimental results show that GPCM provides improvements with respect to PCM. The magnitude of these improvements depends on the rate (the smaller the rate, the larger the gain), the encoding complexity (the greater the complexity, the greater the gain), and the degree of inter-pixel correlation (the greater the correlation, the greater the gain). Standard coding algorithms such as JPEG and JPEG-LS perform much better than GPCM at the expense of a significantly larger computational complexity.
Weighted Similarity-Invariant Linear Algorithm for Camera Calibration With Rotating 1-D Objects
Kunfeng Shi, Qiulei Dong, and Fuchao Wu Abstract-In this paper, a weighted similarity-invariant linear algorithm for camera calibration with rotating 1-D objects is proposed. First, we propose a new estimation method for computing the relative depth of the free endpoint on the 1-D object and prove its robustness against noise compared with those used in previous literature. The introduced estimator is invariant to image similarity transforms, resulting in a similarityinvariant linear calibration algorithm which is slightly more accurate than the well-known normalized linear algorithm. Then, we use the reciprocals of the standard deviations of the estimated relative depths from different images as the weights on the constraint equations of the similarity-invariant linear calibration algorithm, and propose a weighted similarity-invariant linear calibration algorithm with higher accuracy. Experimental results on synthetic data as well as on real image data show the effectiveness of our proposed algorithm.
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I. INTRODUCTION
One-dimensional calibration techniques are an important type of techniques that generally use a stick consisting of at least three points to calibrate camera parameters [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Since the 1-D object can be observed without occlusion by all the referred cameras simultaneously, 1-D calibration techniques are more applicable in multicamera systems [12] , [13] than 2-D and 3-D calibration techniques [14] [15] [16] .
In recent years, 1-D calibration techniques have been studied extensively. Zhang [1] for the first time proposed a linear calibration algorithm using a 1-D object that rotated around a fixed point. Hammarstedt et al. [3] investigated in detail the degenerate configurations of [1] . Wu et al. [2] reformulated the calibration equation of [1] in a geometric method and obtained a linear algorithm with similar accuracy. Francca et al. [6] proposed a linear algorithm with the normalized image points, which significantly improved the calibration accuracy of [1] . To avoid possible nonpositive-definite estimations of the image of absolute conic (IAC) in the linear calibration algorithms, Wang et al. [7] minimized the norm of algebraic residuals subject to the constraint that the solution was positive definite. Miyagawa et al. [8] calibrated the camera's focal length from a single image of two orthogonal 1-D objects that shared one point. In addition, when multiple cameras need to be globally calibrated, single-camera calibration algorithms can be extended by combining the intrinsic and extrinsic parameters of all the cameras. Moreover, Wang et al. [9] showed that multiple cameras can be simultaneously calibrated with a 1-D object that underwent general rigid motions.
