Application Of Data Mining by Singh, Prempratap et al.
  
 
 Binary Journal of Data Mining & Networking 4 (2014) 41-44 
http://www.arjournals.org/index.php/bjdmn/index 
 
Research Article 
             
Application Of Data Mining 
Prempratap Singh1, Gouri Gosawi1, Sulakshana Dubey1 
 
*Corresponding author: 
 
Prempratap Singh 
 
1CSE department  , 
Unique College Bhopal 
 
 
 
 
A b s t r a c t  
Knowledge and understanding of a problem is always the first step in identifying effective solutions. 
The application of data mining techniques on official data has great potential in supporting good 
public policy. It is not straight forward and requires a challenging methodological research, which is 
still at an initial stage. It is a technique can be used to detect errors in data collection, cluster, 
classify, make prediction, and generate interesting association patterns out of census and survey 
databases. 
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Introduction 
Data mining is increasingly popular because of the substantial 
contribution it can make. Data mining offers value across a broad 
spectrum of industries. In Business, Insurance, Medical, Marketing, 
Telecommunication, Retailers & Other fields. 
Business: main data mining application areas includes marketing, 
manufacturing, finance, fraud detection, and telecommunications. 
Business organizations are adopting different strategies to facilitate 
their customers in verity of  different ways, so that these customers 
keep on buying from them 
Insurance companies and stock exchanges are also interested in 
applying this technology to reduce fraud. 
Medical applications are another fruitful area. Data mining can be 
used to predict the effectiveness of surgical procedures, medical 
tests or medications. 
In marketing, the primary application is database marketing 
system, which analyzes customer databases to identify different 
customer groups and forecast their behavior. 
Telecommunications and credit card companies are two of the 
leaders in applying data mining to detect fraudulent use of their 
services 
Companies active in the financial markets use data mining to 
determine market and industry characteristics as well as to predict 
individual company and stock performance.[3] 
Retailers ,Now-a-days, retaining old customers is preferred more 
than attracting new customers in verity of different ways, so that 
these customers keep on buying from them. Retailers are making 
more use of data mining to decide which products to stock in 
particular stores as well as to assess the effectiveness of 
promotions Data mining 
Data mining involves six common classes of tasks 
Anomaly detection (Outlier/change/deviation detection) - The 
identification of       unusual data records, that might be interesting 
or data errors and require further invetigation.  
Association rule learning (Dependency modeling) ? Searches for 
relationships between variables. For example a supermarket might 
gather data on customer purchasing habits. Using association rule 
learning, the supermarket can determine which products are 
frequently bought together and use this information for marketing 
purposes. This is sometimes referred to as market basket analysis.  
Clustering  is the task of discovering groups and structures in the 
data that are in some way or another "similar", without using known 
structures in the data.  
Classification  is the task of generalizing known structure to apply 
to new data. For example, an email program might attempt to 
classify an email as legitimate or spam.  
Regression  Attempts to find a function which models the data with 
the least error.  
Summarization - providing a more compact representation of the 
data set, including visualization and report generation.[5]   
The Data Mining Process 
According to the Two Crows data mining process model, the basic 
steps of data mining for knowledge discovery are: 
1. Define business problem 
2. Build data mining database 
3. Explore data 
4. Prepare data for modeling 
5. Build model 
6. Evaluate model 
7. Deploy model and results 
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Sources of Data for Mining 
Databases (most obvious) 
Text Documents 
Computer Simulations 
Social Networks 
Services In Used 
In recent years, data mining has been used widely in the areas of 
science and engineering, such as bioinformatics, genetics, 
medicine, education and electrical power engineering. 
Definition  
Technology to enable data exploration, data analysis, and data 
visualization of very large databases at a high level of abstraction, 
without a specific hypothesis in mind. 
The non-trivial extraction of novel, implicit, and Action able 
knowledge from large data sets. 
? Extremely large datasets 
? Discovery of the non-obvious 
?Useful knowledge that can improve processes 
?Can not be done manually [1] 
 
 
Definition  
Trybula  states that knowledge discovery (KD) is the process of 
transforming data into previously unknown or unsuspected 
relationships that can be employed as predictors of future action. 
Trybula also notes that KDD is a term that has been employed to 
encompass both data mining and KD. Essentially, the basic tasks 
of data mining and KD are to extract particular information from 
existing databases and convert it into understandable or sensible 
conclusions or knowledge. As indicated above, data mining can be 
viewed as a step in the KDD process that consists of applying data 
analysis and discovery algorithms that, under acceptable 
computational efficiency limitations, produce a particular 
enumeration of patterns (or models) over the data.[2] 
Conclusion 
In this paper, an innovative, knowledge-based methodology  on the 
data mining steps or process defining the data mining goal, data 
collection, data quality verification, data selection, data cleaning 
and preparation for model building, model building and evaluation. 
However, since a data mining task is an iterative process, these 
steps were not followed strictly in linear order. 
As TCC (1999) discusses there are two keys to success in data 
mining. First is coming up with a precise formulation of the problem 
to be solved by the data mining technology. As the authors say, „A 
focused statement usually results in the best payoff‰. The second 
key is using the right data. Data collection, selection and cleaning 
were major tasks which took most of the experimental time of the 
research. This is due to higher volume or size of the data residing 
in CSA database in general and also of the target dataset. EM 
clustering algorithm was used to segment the selected dataset into 
groups of similar records. The total number of attributes in the 
original target dataset is 361, and it is hardly possible to analyze all 
of these attributes especially with such short period of time given 
for the research. The researcher attempted to select relevant 
attributes for the data mining task. Statistical and child labor 
expertsÊ advice was used to identify such relevant 
attributes. In addition, the characteristic of the algorithm and the 
software was also considered in selecting attributes. 
A dataset totaling 2398 records was used in generating association 
rules. Initially, all of the records were given with 86 attributes to 
apriori, and the first 10 best rules were generated. These rules 
have a minimum coverage or support of 90% and minimum 
accuracy of confidence of 95%. In the second round the number of 
selected attributes was reduced to 63 to generate the first 10best 
rules. At this time the minimum support level was 80% and 
minimum confidence level was90%.After evaluating the rules 
together with domain experts, the researcher applied clustering 
algorithm on the dataset in order to further refine the result. The 
clustering algorithm, expectation maximization, was run using the 
63 attributes used in experiment 2. A total of four clustering models 
were built by varying the number of clusters from 2 up to 5. The 
cluster model, which according to the domain experts made good 
sense about child labor, segmented the records into 
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five clusters. Among these five clusters, the third cluster which 
contains 42.5% of the selected dataset was chosen and given to 
the apriori algorithm of Weka. Cluster number 3 was selected 
because it was recommended by domain expert and it has higher 
number of instances than the remaining clusters. The association 
rule algorithm, apriori, generated its 10 best association rules with 
minimum coverage of 95% and minimum accuracy of 90%. Based 
on the evaluation given by domain experts on these rules, it was 
found out that the application of clustering algorithm for data 
preparation can significantly improve the relevance of the rules to 
be generated for the defined problem area. 
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