Categorization is a pattern classification task for text mining and necessary for efficient management of textual information systems. The documents can be classified by three ways unsupervised, supervised and semi supervised methods. Text categorization refers to the process of assign a category or some categories among predefined ones to each document, automatically. This paper presents a comparative study on different types of approaches to text categorization.
I. INTRODUCTION
Today huge amount of information are being associated with the web technology and the internet. To gather useful information from it these text has to be categorized. The task to classify a given data instance into a pre-specified set of categories is known as "text categorization" (TC). Given a set of categories (subjects, topics) and a collection of text documents, it is the process of finding the correct topic (or topics) for each document.
The expert's knowledge about the categories is directly used to categorize the documents. Most of the recent work on categorization is concentrated on approaches which require only a set of manually classified training instances that are much less costly to produce. A classifier is built by learning from a set of pre-classified examples. One of the drawbacks of supervised approaches is that they need to be trained on predefined positive and negative test samples or predefined categories. Efficiency of these models depends on the quality of the sample sets. With the enormous amount of data and different type of applications, it is not always possible to create these training sets or contextual categories manually.
TC may be formalized as the task of approximating the unknown target function Φ: D × C → {T, F} (that describes how documents ought to be classified, according to a supposedly authoritative expert) by means of a function called the classifier, where C = {c 1 rules or equations are defined automatically using sample labeled documents. This class of approaches has much higher recall but a slightly lower precision than rule based approaches. Therefore, machine learning based approaches are replacing rule based one for text categorization.
In this paper section II describes different types of text categorization, Comparative study and newly proposed approaches are explained in section III and IV. The Section V and Section VI state details of hybrid approaches and concluding remark respectively.
II. DIFFERENT TYPES OF APPROACHES

A. K. Nearest Neighbor
KNN is a classification algorithm as given in [1] where objects are classified by voting several labeled training examples with their smallest distance from each object. The k-nearest neighbor classification method is outstanding with its simplicity and is widely used techniques for text classification. This method performs well even in handling the classification tasks with multi-categorized documents.
Its disadvantage is that KNN requires more time for classifying objects when a large number of training examples are given. KNN should select some of them by computing the distance of each test objects with all of the training examples.
B. Rocchio's Algorithm
The algorithm in [2] is easy to implement, efficient in computation, fast learner and have relevance feedback mechanism but low classification accuracy.
C. Decision Trees
A Decision Tree text classifier in [3] is a tree in which internal nodes are labeled by terms, branches departing from them are labeled by the weight that the term has in the text document and leafs are labeled by categories. Decision Tree constructs using 'divide and conquer' strategy. Each node in a tree is associated with set of cases. This strategy checks whether all the training examples have the same label and if not then select a term partitioning from the pooled classes of documents that have same values for term and place each such class in a separate subtree.
D. Naïve Bayes Algorithm
Naïve Bayes classifier is a simple probabilistic classifier based on applying Baye's Theorem with strong independence assumptions. This algorithm computes the posterior probability of the document belongs to different classes and it assigns document to the class with the highest posterior probability. This probability model would be independent feature model so that the present of one feature does not affect other features in classification tasks [4] .
E. Back propagation Network
In this method text is categorized by non-linear feed-forward neural network trained by Back propagation learning rule. That is we apply text for classifying the text under supervised learning.
There is strong reason for using ANS in text categorization. For the problems which cannot be solved sequentially or by sequential algorithms ANS provides the better solution. It is useful in recognizing complex patterns and performing nontrivial mapping functions.
F. Support Vector Machines (SVM)
A Support Vector Machine is a supervised classification algorithm that has been extensively and successfully used for text classification task.
High dimensional input space: When learning text classifiers, one has to deal with large number of features. Since SVM use over fitting protection, which does not necessarily depend on the number of features, they have the potential to handle these large feature spaces.
Most text categorization problems are linearly separable: All categories are linearly separable and so are many of the Reuters Tasks. The idea of SVMs is to find such linear separators.
III. COMPARATIVE OBSERVATIONS
If we compare decision trees and neural networks we can see that their advantages and drawbacks are almost complementary. For instance humans easily understand knowledge representation of decision trees, which is not the case for neural networks. Decision trees have trouble dealing with noise in training data, which is again not the case for neural networks, decision trees learn very fast and neural networks learn relatively slow, etc. decision tree learning is used to do qualitative analysis and neural learning is used to do subsequent quantitative analysis.
Naïve Bayes classifier is a very simple classifier which works very well on numerical and textual data. It is very easy to implement and computationally cheap when compared to any other classification algorithm. One of the major limitations of this classifier is that it performs very poorly when features are highly correlated. Also with respect to a text classification, it fails to consider the frequency of word occurrences in the feature vector. The main disadvantage of the Naive Bayes classification approach is its relatively low classification performance compare to other discriminative algorithms, such as the SVM with its outperformed classification effectiveness.
Nearest Neighbor classifier is very effective and it is non-parametric in nature. As compare to Rocchio algorithm more local characteristics of documents are considered. But the classification time is very long and finding the optimum value of k is difficult.
One advantage that SVM offer for TC is that dimensionality reduction is usually not needed, as SVMs tend to be fairly robust to over fitting and can scale up to considerable dimensionalities. SVM was initially applied to text categorization by Joachim's [10] . Joachim validated the classification performance of SVM in text categorization by comparing it with NB and KNN. Drucker adopted SVM for implementing a spam mail filtering system and compared it with NB in implementing the system. They showed that SVM was the better approach to spam mail filtering than NB. In spite of the advantage of SVM it has some limitations. i]
It is applicable to only binary classification. If a multiple classification problem is given, it should be decomposed into several binary classification problems using SVM. ii] Problem in representing documents into numerical vectors, sparse distribution, since inner products of its input vector and training examples generates zero values very frequently. If a suitable pre-processing is used with k-NN, this algorithm continues to achieve very good results and scales up well with the number of documents, which is not the case for SVM. As for Naive Bayes, it also achieved good performance.
As per the analysis support vector machine has more parameters than logistic regression and decision tree classifier, SVM has the highest classification precision most of the time, however SVM is very time consuming because of more parameters and requires more computation time. Compared to SVM, logistic regression is computationally efficient.
IV. SOME NEWLY PROPOSED APPROACHES
In this section new approaches for text categorization are explained in details.
A. Neural Text Categorizer Acronyms
The approach in [14] proposes an alternative representation of documents to numerical vectors and a new supervised neural network as an approach to text categorization using the alternative representation in order to avoid the two problems: huge dimensionality and sparse distribution.
The advantage of the proposed neural network is that NTC can classify documents with its sufficient robustness with its smaller input size and iteration of learning than traditional approaches using numerical vectors. Therefore, NTC solves the first problem, huge dimensionality, completely. Since sparse distribution cannot exist in string vectors, the second problem is also addressed. Another advantage of NTC is that it provides transparency about its classification
B. Improving the Efficiency by Self-Organizing Map s
The proposed method of Hierarchical Self-Organizing Map [SOM] reduces the dimensionality of document vectors without essentially losing information contained in the full vocabulary. The advantages of this approach are scalability, topology representation, decreased computational time, improved categorization performance and meaningful information retrieval.
C. Soft-Supervised Learning
This approach proposes a new algorithm for graph-based SSL and use the task of text classification to demonstrate its International Journal of Machine Learning and Computing, Vol. 2, No. 4, August 2012 benefits over the current state-of-the-art.
Text classification is multi-class problem. Training fully-supervised text classifiers requires large amounts of labeled data whose annotation can be expensive. As a result there has been interest in using SSL technique for text categorization.
V. HYBRID APPROACHES
A. Neural Networks Initialized with Decision Trees
This is a hybrid approach can be applied to the problem of text categorization and to test its performance relative to a number of other text categorization algorithms. This approach introduce the use of a hybrid decision tree and neural network technique to the problem of text categorization, because hybrid approaches decision tree learning is used to do qualitative analysis and neural learning is used to do subsequent quantitative analysis.
The proposed hybrid approach for text categorization task constructs the networks by directly mapping decision nodes or rules to the neural units and compresses the network by removing unimportant and redundant units and connections.
This method showed that hybrid decision tree and neural network approach improved accuracy in text classification task and are comparatively better than single decision tree or neural network initialized randomly text classifiers performance comparable to previous results.
B. Probabilistic Neural Network (PNN)
Recently, slightly modified versions of support vector machines, kNN and decision trees have been proposed to deal better with multi-label classification problems.
PNN [16] is a hybrid approach proposes a new version of a Probabilistic Neural Network (PNN) to tackle these kinds of problems. The proposed method compared against other classifiers. This approach is better than the other algorithms in many metrics typically well known in the literature for the multi-label categorization problems.
C. Bahes Formula for Classification
A New hybrid text document classification approach is proposed in [12] , used naive Bayes method at the front end for raw text data vectorization, in conjunction with a SVM classifier at the back end to classify the documents to the right category. They shows that the proposed hybrid approach of the Naive Bayes vectorizer and SVM classifier has improved classification accuracy compared to the pure naive Bayes classification approach. The [13] presents another hybrid method of naïve Bayes with self organizing map (SOM). Proposed Bayes classifier used at the front end, while SOM performs the indexing steps to retrieve the best match cases.
A hybrid algorithm is proposed in [14] , based on variable precision rough set to combine the strength of both k-NN and Rocchio techniques to improve the text classification accuracy and overcome the weaknesses of Rocchio algorithm.
So In the context of combining multiple classifiers for text categorization, a number of researchers have shown that combining different classifiers can improve classification accuracy. It is observed from the Comparison between the best individual classifier and the combined method, that the performance of the combined method is superior. Several algorithms or combination of algorithms as hybrid approaches were proposed for the automatic classification of documents. Among these algorithms SVM, NB, kNN and their hybrid system with the combination of different other algorithms and feature selection techniques are shown most appropriate in the existing literature.
Future work is required for the performance improvement and accuracy of the text classification process.
After performing a review on different types of approaches and comparing existing methods based on various parameters it can be concluded that SVM classifier has been recognized as one of the most effective text classification method in the comparisons of supervised machine learning algorithms.
