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Abstract
Cochlear implant listeners are presented with a time and frequency-quantized ver-
sion of speech signals. In the frequency domain, resolution is limited by the number
of electrodes in each listener’s array. Current cochlear implant speech processing
strategies implicitly assume that the information presented to each one of these elec-
trodes is perceived as unique and independent. However, previous research suggests
that stimuli presented on different electrodes can be indiscriminable (e.g. [1], [2],
[3]). Additional studies suggest that stimuli presented on one electrode can influence
the perception of stimuli on neighboring electrodes (e.g. [4], [5], [6]). Removing
this redundant or occluded information could cause more distinct or perceivable in-
formation to be presented to the listener and possibly result in improved speech
recognition.
Previous studies have used psychophysical data to identify the electrodes with the
highest potential to confound speech recognition [1], [6], [7]. In order to minimize
electrode interactions and maximize the amount of perceivable information, each
of these studies used a single psychophysical metric to deactivate the electrodes
across all time windows of the speech processing strategy. For some listeners, these
reduced electrode sets resulted in improved speech recognition over using the of the
electrodes in their array. These studies did not compare the results of using different
psychophysical metrics to exclude electrodes for a group of listeners nor did they
investigate speech recognition performance as a function of the number of electrodes
iv
excluded from the array.
In this work, three different psychophysical metrics were used to obtain a multi-
dimensional estimate of the potential “usefulness” of each electrode. These results
were then used to inform two different methods of psychophysics-motivated elec-
trode selection. The first method incorporated individual data into each listener’s
energy-driven speech processing strategy. For each time window, the electrodes with
the highest energy that were also most likely to be perceived, according to the psy-
chophysical data, were selected for stimulation. The second method sequentially
excluded the electrodes with the highest potential to confound from the array across
all time windows, resulting in a group of psychophysics-motivated electrode sets for
each metric. Evaluating each of these electrode sets exhaustively would require a
prohibitive amount of experimental time. To mitigate this problem, an adaptive
procedure was developed to estimate performance as a function of cochlear implant
parameters in a time-efficient manner. For each metric, the procedure estimated the
set with the highest estimated probability of correct phoneme identification. Lis-
teners’ speech recognition performance using this electrode set was then compared
to their performance using their full electrode array. For both electrode selection
methods, listeners’ speech recognition scores were generally comparable to those ob-
tained in the clinical condition. This finding supports the hypothesis that listeners
were not perceiving all the information presented to them using their clinical speech
processing strategy and their complete set of electrodes. Additionally, these results
suggest that improvements to the proposed electrode selection strategies should be
in investigated in order to increase the amount of perceivable information presented
to cochlear implant listeners.
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1Introduction
Most cochlear implant (CI) listeners can achieve high speech recognition scores in
benign listening conditions. As listening conditions become more challenging, speech
recognition is adversely affected, in part due to device limitations. In the time
domain, the sampling rate of the implant is limited by the rate at which the device
can process and transmit incoming speech as well as the physiological impact of
sampling rate (e.g. [8], [9], [10]). In the frequency domain, CI users are only presented
with information at discrete locations along the cochlea. Due to limits in size and
selectivity of physical electrodes, this means that, at best, listeners can resolve as
many distinct pitches as there are electrodes along the array. Methods of increasing
the amount of temporal and frequency information provided to CI listeners, such as
increasing the pulse rate to more finely sample the envelope or steering the current to
increase the number of pitch percepts, have had limited success in improving speech
recognition (e.g. [11], [12]).
An alternate approach to increase the amount of information CI listeners perceive
is to minimize the amount of confounding or redundant stimuli. Speech processing
algorithms assume stimuli presented on different electrodes are perceived as unique
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and independent. However, previous work suggests that stimuli presented on different
electrodes can be indiscriminable (e.g. [1], [2], [3]). Additional studies indicate
that stimuli presented on one electrode can influence the perception of stimuli on
neighboring electrodes (e.g. [4], [5], [6]). The physiological conditions that can
cause these electrode interactions can be estimated using psychophysical data. These
predictions of the conditions around each stimulation site can be used to assess the
potentially positive or negative impact of each electrode on speech understanding.
Previous studies gathered a single type of psychophysical data – such as a measure
of electrode discrimination, modulation detection or forward masking– and used it
to identify electrodes to be excluded from listeners’ signal processing algorithms [1],
[6], [7]. When compared to performance using listeners’ full electrode set, speech
recognition scores for some subjects improved significantly when using the reduced
set of electrodes. This outcome suggests that presenting less information that can
be better perceived, by using psychophysical data to guide electrode selection, can
result in better speech understanding for CI listeners.
Previous studies excluded electrodes based on a single psychophysical measure [1]
[6] [7]. Assuming that each measure can estimate different underlying physiological
conditions, gathering a variety of these measures may allow for a more complete char-
acterization of each electrode’s potential to confound. In this work, three different
psychophysical measures were collected for every electrode in the array: electrode dis-
crimination, forward masking and modulation detection. Electrode discrimination
measures indicated if different information was presented on the same perceptual
channel (e.g. [8]). Forward masking measurements indicated when presenting a
stimulus on one electrode impeded the perception of stimuli subsequently presented
to adjacent electrodes (e.g. [5],[2]) . Lastly, measuring sensitivity to modulation pro-
vided a predictor of the temporal acuity of the nerve fibers closest to each electrode
(e.g. [13], [14]). The combination of these three measures provided a multidimen-
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sional estimate of each electrode’s potential to confound speech recognition across a
group of listeners.
Previous psychophysics-based electrode selection methods were limited in scope.
Boe¨x et al. [6] only studied the forward masking effect of apical electrodes. Gara-
dat et al. [7] compared listeners’ performance using the electrodes with the highest
and lowest sensitivity to modulation, however, performance was not compared to
that of the full electrode array. Additionally, none of these studies considered se-
lecting electrodes for each time window or the impact of varying the number of
electrodes excluded from the array for each listener [1] [6] [7]. This work investigates
these unanswered questions, proposing two different psychophysics-based electrode
selection methods. The first method is a modification to the energy-driven speech
processing strategy most CI listener’s current use. The proposed strategy uses each
individual’s psychophysical data to maximize the amount of perceivable informa-
tion presented for each time window. The second method first forms a group of
psychophysics-motivated electrode sets by sequentially excluding electrodes with the
highest potential to negatively impact speech recognition. These electrodes were ex-
cluded from the array across all time windows. An adaptive procedure was then used
to select the psychophysics-based electrode set that results in the highest estimated
speech recognition scores.
In order to maximize the amount of information listeners perceived, electrodes
were selected dynamically using a psychophysics-based speech processing strategy.
For each time window, the electrodes with the highest energy that were also most
likely to be perceivable, as determined previously collected electrode discrimination
and forward masking data, were selected for stimulation. Previous speech processing
strategies have attempted to maximize the amount of information being perceived
within a given time window by selecting electrodes based on across-channel interac-
tions estimated from normal hearing listeners or by limiting the number of adjacent
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electrodes stimulated ([15], [16]). In these studies, the same processing strategy
was implemented across all listeners, regardless of potential underlying differences
in electrode placement, spread of excitation or other physiological factors. In this
work, electrode selection was based on subject-specific psychophysical data. It was
hypothesized that this individual approach would increase speech recognition by
preserving the energy-driven selection of listeners’ everyday processors while maxi-
mizing the amount of information each listener perceived. Because no electrodes were
permanently deactivated, the frequencies corresponding to each electrode remained
unchanged thereby avoiding any potential negative impact of frequency reallocation
(e.g. [17], [18], [19]).
In addition to using psychophysical data to select electrodes for each time window,
electrodes were also selected across all time windows using a static selection method.
It was hypothesized that excluding the electrodes would the highest potential to con-
found speech recognition would allow electrodes that present more distinct or per-
ceivable information to be selected more frequently, thereby increasing the amount of
information available to the listener. For this task, the previously collected electrode
discrimination, forward masking and modulation detection data were used to deter-
mine three groups or perceptually relevant electrode sets. For each metric the unique
electrode sets were determined by sequentially excluding the electrode with the high-
est potential to negatively impact speech recognition thereby progressively increasing
the aggressiveness of the psychophysics-based selection method. This resulted in a
large number of electrode sets to consider. Because evaluating each electrode set
individually would require a prohibitive amount of time, a time-efficient adaptive
procedure was used to determine the set with the highest estimated performance for
each metric.
Previous research indicates that the speech processor parameters that maximize
speech recognition are subject dependent [20], [21], [22]. Exhaustively evaluating
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listeners performance as a function of these parameters to find those that maximize
speech recognition can be very time consuming. To allow for more efficient parame-
ter selection, several strategies have been implemented for CIs [23] and hearing aids
(e.g. [24], [25]). These strategies attempted to maximize performance over a range
of parameters using a genetic algorithm that used listener’s subjective evaluation of
speech as a measure of fitness. In contrast, this work proposes an adaptive procedure
driven by listener’s objective speech recognition. For each iteration a speech token is
presented to the listener using one of the parameter sets considered and the response
is then graded by the experimenter. Given the previously collected responses for
all parameter sets, the procedure decides which set to use to present the next word
based on one of two different operation modes. The first method, termed curve fit
mode, samples the parameter space to obtain equal confidence estimates across con-
ditions. This mode allows for a performance comparison across parameters that is
difficult to obtain with a genetic algorithm. The second mode of operation, termed
find maximum performance mode, samples the parameter space to determine the
parameter that results in the highest speech recognition. It presents the next word
using the parameter that is most likely to change the maximum performance esti-
mate. The proposed adaptive procedure a time-efficient method of optimizing any
of the cochlear implant speech processing parameters. In this work, the adaptive
process was used to estimate the performance of each psychophysics-motivated elec-
trode set in order to find the set with the highest probability of outperforming the
clinical set.
The remainder of the document is organized as follows. Chapter 2 includes back-
ground information experiments. Chapter 3 presents the the results of collecting
three three different psychophysical metrics across the electrode array. Chapter 4
presents the results of using two of the psychophysical metrics to dynamically se-
lect the electrodes with the highest energy that also have the highest likelihood
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of being perceived. Chapter 5 describes the adaptive parameter selection proce-
dure and includes two verification tasks, one using simulated data and another con-
ducted with CI listeners. Chapter 6 describes the method for selecting electrodes
across all time windows using the previously collected psychophysical data. Addi-
tionally, it includes the results of using the adaptive procedure was used to select the
psychophysics-motivated electrode set with the highest estimated speech recognition.
Lastly, Chapter 7 summarizes the contributions of the aforementioned studies.
6
2Background
2.1 Cochlear Implants
Cochlear implants are auditory prostheses for individuals whose hearing loss is due to
an impairment in the mechanical to electrical transduction of stimuli, but for whom
the neural population is still intact (Figure 2.1). Inner hair cell demise is the most
common condition leading to implantation. Hair cells are responsible for translating
the mechanical vibrations of the basilar membrane, located inside the cochlea, into
neural information. When bent by the movement of the basilar membrane, they
release neurotransmitters that cause neurons to fire. These neural firings are relayed
to the brain via the auditory nerve, resulting in the perception of sound. The apex
vibrates maximally at low frequencies and the base does so at high frequencies (see
Figure 2.2). The basilar membrane can thus be thought of as a frequency analyzer.
This tonotopic arrangement is maintained at higher levels of the auditory system.
The death of hair cells causes the loss of this mechanical to chemical transduc-
tion and is one of the most common causes of deafness. Sensorineural hearing loss
can have a variety of causes, including but not limited to aging, toxicity caused by
7
Figure 2.1: Diagram of the human ear, not to scale. The trajectory of sound, from
the external ear to the central nervous system, is shown. Image reprinted from [26]
with permission of the IEEE. c©1988 IEEE.
Figure 2.2: The position of maximum vibration on the basilar membrane in re-
sponse to sinusoids at indicated frequencies is indicated from low, at the apex, to
high, at the base. Image reprinted from [27] with permission of the IEEE. c©1999
IEEE.
certain medications, autoimmune illness, genetics or physical trauma. The purpose
of a cochlear implant is to replace the function of damaged hair cells and stimulate
the nerve fibers directly. A diagram of an implanted ear is provided in Figure 2.3.
The speech processor is typically located in a small, hook-shaped package that sits
behind the ear, shown in Figure 2.3. The speech processor specifies which electrodes
to stimulate depending on the spectral and temporal characteristics of the sound
8
Figure 2.3: Diagram of a typical cochlear implant system. The sound impinges
on the microphone located on the speech processor behind the ear. The processed
signal is transmitted transcutaneously via radio frequency to the internal part of the
device. This internal receiver/transmitter device sends the signal to the implanted
electrode array which directly stimulates the auditory nerve fibers. Image source:
Medical illustrations by NIH, Medical Arts and Photography Branch.
arriving at the microphone and on the speech processing strategy of the particular
device. This information travels from the external processor to the external antenna
which in turn transmits the information to the internal part of the device via radio
frequency communication. The internal receiver/transmitter of the implant trans-
mits this information to the electrode array which stimulates the auditory nerve
fibers directly.
As previously stated, it is the speech processing strategy that determines how the
electrodes are stimulated given a specific incoming sound. A variety of strategies have
been developed and their use depends on the device manufacturers. The subjects
in this study used the Advanced Combinational Encoder (ACE) strategy [28] [29].
ACE is a variation on both the Continuous Interleaved Sampling (CIS) strategy [30]
and the Spectral Maxima Sound Processor (SMSP) strategy [31]. Figure 2.4 is a
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Figure 2.4: Block diagram the Advanced Combinational Encoder (ACE) strategy.
Each processing stage is indicated.
diagram indicating each of the algorithm’s processing stages. For the purposes of
this document only the ACE algorithm will be discussed.
In ACE, the audio signal arrives at the microphone and is then pre-amplified
to simulate a high-pass filtering process that the human auditory system performs
naturally [32]. This signal is then sent through a bank of bandpass filters which
approximates the tonotopic arrangement of the cochlea. Each filter corresponds
to an electrode: lower frequency brands correspond to high numbered electrodes
located towards the apex and higher frequency bands correspond to lower numbered
electrodes located towards the base. The frequency range of the bank of filters
approximately spans 200 Hz to 8000 Hz. The lower limit was chosen to capture the
lower frequency components of speech, such as the information encoded in vowels
[33], while the upper limit is bound by the sampling frequency of the codec. The
envelope of the signal in each channel is calculated by rectifying and low pass filtering
the signal. Once the envelope has been extracted, the energy content of each channel
is calculated for a given analysis window. The N highest energy channels out of the
M available channels are selected for stimulation, in what is referred to as an N-of-M
strategy. Before the electrodes are stimulated, amplitude compression is necessary
to account for the reduced dynamic range in electric hearing compared to normal
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Figure 2.5: Example pulse train. Duration, pulse width, inter-pulse gap and cur-
rent level are indicated.
hearing [34]. The compressed envelope corresponding to each channel is then used
to amplitude modulate a biphasic pulse train. A schematic of a typical pulse train
and the parameters that characterize it is included in Figure 2.5. These modulated
pulse trains are sent to the electrodes in an interleaved fashion such that only one
electrode is stimulated at a given time in order to minimize interactions between
electrodes [30].
The collection of all the stimulation parameters for a particular CI user is re-
ferred to as a map. The representation of speech signals presented to CI listeners
is defined by the map parameters, e.g. electrodes used for stimulation, first hearing
and maximum comfortable stimulation levels for each of the electrodes, number of
maxima selected for each time window, pulse rate, pulse width, and inter-pulse gap.
2.2 Dropping Electrodes According to their Psychophysical Measures
The stimuli presented to CI users are much lower in temporal and frequency reso-
lution than the stimuli NH listeners receive acoustically. Even though they are pre-
sented with a reduced amount of information, CI users are not always able to perceive
all temporal and frequency cues present in the electrically-coded stimuli. Depend-
ing on the physiological characteristics that define each electrode site, the presented
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information could be perceived as redundant or confounding. Several studies have
attempted to mitigate these effects by selecting electrodes for stimulation according
to electrode-specific psychophysical metrics such as electrode discrimination (ED),
forward masking (FM) and modulation detection thresholds (MDTs).
2.2.1 Electrode Discrimination
The first study of this kind examined the relationship between ED and speech
recognition [1]. To measure how discriminable an electrode was from its neighbors,
loudness-balanced pulse trains were presented on a reference and a target electrode.
The distance between the reference and the target was varied adaptively until listen-
ers could discriminate between stimuli presented on the two electrodes. Zwolan et
al. [1] used this data to select only discriminable electrodes to include in listeners’
maps. They hypothesized each of these electrodes would generate a unique percept,
primarily in the pitch dimension. The underlying hypothesis is that discriminable
electrodes stimulate unique populations of nerve fibers. The construction of the
experimental maps started by including the most basal electrode in the map, for
example electrode 1. Then the closest discriminable electrode to electrode 1 in the
apical direction would also be included in the map. This sequential selection process
continued across the array until the reference electrode was not discriminable from
any of the electrodes in the apical direction. Consequently, the number of electrodes
included in each subject’s map depended on each individual’s ED pattern. For both
words and sentences presented in quiet, performance using subject-specific experi-
mental maps was compared to performance using each subject’s clinical map. Of the
subjects who could not perfectly discriminate all electrodes across the array, more
than half performed significantly better for at least one type of speech material when
listening with their experimental map. This result suggests the potential benefits of
maps tuned to a subject’s perception.
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2.2.2 Forward Masking
While electrode discriminability is primarily a frequency domain interaction, an over-
lap in nerve fiber populations can also be a confounding factor in the time domain.
FM occurs when stimulation on one electrode, referred to as the masker, causes an
elevation of the thresholds of subsequently stimulated electrodes, or probes. Ele-
vated thresholds can result in the stimuli presented on the probe electrode not being
perceived. FM effects occur when a stimulus presented on the masker electrode stim-
ulates a subset of the nerve fiber population corresponding to the probe electrode [8].
The nerve fibers corresponding to the probe enter an absolute or relative refractory
period, during which an action potential cannot be produced or a higher intensity
stimulus is needed to produce an action potential (e.g. [35]). The greater the FM
effect an electrode has on its neighboring electrodes, the more likely stimuli pre-
sented on the masker are to obscure the perception of subsequent stimuli presented
on adjacent electrodes which may adversely affect speech recognition [2]. One way
to measure the effect of the masker on a particular probe electrode is to compare the
threshold (T), the level of first hearing, for the probe alone to the T measured after
presenting a stimulus on the masker electrode. The difference between the probe
alone T and the T measured after presenting the masker is called the Tshift. Larger
values of Tshift indicate greater FM. The effect of a given masker on all electrodes
across the array can be visualized with a masking pattern. Figure 2.6 includes an
example masking pattern using synthetic data for a masker presented on electrode
10. The larger Tshift values for electrodes closer to electrode 10 indicate a greater
effect of the masker on those sites. The Gaussian fit to the threshold shifts approx-
imates the extent of the masking pattern, assuming that threshold shifts declines
monotonically as the distance between masker and probe increases. The extent of
effect of a given electrode on neighboring probes can be quantified by calculating
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Figure 2.6: Synthetic forward masking pattern for a masker presented on electrode
10. Threshold shift is shown as a function of probe electrode. The Gaussian fit to
the threshold shift values and the area under the masking curve are also indicated.
area under the estimated masking masking pattern.
Throckmorton and Collins [2] investigated the relationship between ED, FM,
and speech recognition. In their experiment, FM patterns were measured for an
electrode located in the center of the array. For the same subjects, the number of
discriminable electrode pairs was determined. Subjects then participated in a speech
recognition task using different types of speech material: consonants, vowels, words
and sentences. For some types of speech material, performance was significantly
correlated with both the number of discriminable electrode pairs and the average
amount of FM. However, for other types of speech material performance was only
correlated with one of these psychophysical metrics. These results suggest that the
correlation between FM and speech recognition may be due to a combination of
frequency and temporal interactions.
Boe¨x et al. [6] investigated the effect of excluding electrodes based on FM data.
Electrode 1, located at the basal end of the array, was selected as a masker and probe
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thresholds were measured for several other electrodes across the array. Four subjects
presenting two different FM trends participated in a speech recognition task. For
two of the subjects, Tshift values measured on electrodes 1 and 2 were large and
close in magnitude, suggesting that the two electrodes were stimulating overlapping
populations of nerve fibers. For the other two subjects, Tshift values measured on
electrodes 1 and 2 were small, suggesting the 2 electrodes stimulate distinct groups
of nerve fibers. For each subject, two experimental maps were constructed: one
excluded electrode 1 (7-electrode map) and the other excluded both electrodes 1 and 2
(6-electrode map). It was hypothesized that for the subjects with higher levels of FM
caused by electrode 1, eliminating these electrodes would allow the stimuli presented
on neighboring electrodes to be more easily perceived. Subjects’ speech recognition
was evaluated after using the experimental maps on a daily basis for two weeks. The
performance using these experimental maps was compared to each subjects clinical
map using all 8 electrodes. As expected, for the subjects with smaller levels of FM,
performance worsened when using the experimental maps. The subjects with higher
FM levels performed better with the experimental maps. One of these listeners
performed better using the 7-electrode strategy, although the improvement was not
statistically significant. The other subject performed significantly better using the 6-
electrode map. Both subjects decided to permanently adopt the experimental maps.
2.2.3 Modulation Detection
In a more recent study, Garadat et al. [7] investigated the effects of both masking
and sensitivity to changes in modulation depth. Since speech is coded as a set of
modulated biphasic pulse trains, sensitivity to changes in modulation of pulse trains
is considered a potential predictor of speech recognition in CI listeners. Lower MDTs
indicate higher sensitivity to these changes and are therefore more desirable. Garadat
et al. [7] measured both MDTs and masked MDTs. Masked MDTs were collected
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while an interleaved pulse train was presented on an adjacent apical electrode. The
authors hypothesized that masked MDTs measure both the temporal and spatial
sensitivity for a particular site, using stimuli which are more representative of speech
signals. As expected, the masked MDTs were, on average, higher than the unmasked
MDTs. However, the masked and unmasked MDTs were strongly correlated. To
create the experimental maps, the electrode array was first divided into five sections,
each with approximately the same number of electrodes. Each subject was assigned
two experimental maps, each with 10 electrodes; one included the 2 electrodes with
the highest masked MDTs from each section and the other included the 2 electrodes
with the lowest masked MDTs for each section. Sentence recognition for the two
experimental maps was then compared. On average, subjects performed better using
the map including the electrodes with the lower masked MDTs in both quiet and in
noise. Results from this experiment suggest that selecting sites with better temporal
acuity may result in better perception of the amplitude modulations that encode
speech. However, this experiment does not compare performance using the map
with lower masked MDTs to performance using subjects’ clinical map.
Garadat et al. [7] used the same frequency table for both experimental maps and
assigned each of the frequency bands to the included electrodes in tonotopic order.
The studies that dropped electrodes using ED and FM data did not explicitly state
which method was used to used to reassign the frequencies corresponding to the
dropped electrodes [1] [6]. The relationship between the frequency tables assigned
to the the electrodes in the experimental map and the frequency allocations subjects
are used to listening to though their clinical map could affect speech recognition
results using the experimental map. For this reason, it is important to reallocate
the frequency band corresponding to the dropped electrodes using a method that
minimizes the potentially detrimental effect said reallocation may have on speech
recognition.
16
2.3 Motivation
The aforementioned studies have shown that selecting electrodes according to the
potential to confound speech recognition predicted by psychophysical measures can
improve speech recognition for some CI listeners [1] [6] [7]. However, each of these
studies selected electrodes using a single psychophysical metric. Assuming that each
psychophysical metric can predict different underlying physiological conditions, it is
possible that the metric that is best suited for electrode selection may vary across
listeners. This hypothesis was investigated in this work by collecting three different
psychophysical metrics for each electrode: ED, FM and MDT. Together, these three
metrics provided multidimensional estimate of each electrode’s “usefulness”.
Further, each of these psychophysics-based electrode selections strategies only
used a single method for selecting electrodes across all time windows of the speech
processing strategy [1] [6] [7]. These studies did not investigate the effect of selecting
electrodes for each time window or the impact of varying numbers of selected elec-
trodes. In contrast, this work explores two different methods for selecting electrodes
using psychophysical data. The first method is a modification of listener’s clinical
speech processing strategy. For each time window, the electrodes with the highest
energy that also are most likely to present perceivable or distinct information are
selected for stimulation. The second method selects electrodes across all time win-
dows. For each psychophysical metric, a group of electrode sets is determined by
sequentially excluding the electrode with the highest potential to confound speech
recognition. This resulted in a large number of electrode sets. Ideally, each electrode
set would be evaluated exhaustively to find the set resulting in the highest speech
recognition score. However, this would require a prohibitive amount of experimental
time. To make selection more tractable, an adaptive procedure was developed to
estimate listeners’ speech recognition as function of each psychophysics-motivated
17
electrode set.
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3Psychophysical Measures of An Electrode’s
Potential to Confound Speech Recognition
Previous studies have investigated the use of different psychophysical metrics to
determine electrodes that could potentially present confounding information: ED,
FM, and MDT [1] [6] [7]. In this experiment, all three measures were collected
from the same subjects. The ED task measured the similarities in perception as-
sociated with stimulation on neighboring electrodes. The MDT task measured the
sensitivity of each electrode to changes in loudness modulation, similar to the mod-
ulations of pulse trains used to encode speech. Lastly, the FM task measured the
impact that stimulating one electrode had on the perception of stimuli presented on
neighboring electrodes. Measuring these three psychophysical outcomes provides a
multi-dimensional characterization of each electrode and its potential to confound.
3.1 Subjects
Psychophysical data was collected for four postlingually deaf subjects. Table 3.1 con-
tains demographic information for the four subjects who participated in the study.
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All subjects were users of Cochlear Corporation’s CI24 family of devices and used
monopolar 1+2 (MP1+2) stimulation mode, where both extra-cochlear electrodes
(numbered 1 and 2) were used as ground for stimulation. The experiment was com-
pleted in six to eight sessions lasting three to four hours each. All subjects were
compensated for their participation. The use of human subjects in the experiments
described in the following sections was approved by the Institutional Review Board
of Duke University.
3.2 Stimuli and Equipment
All stimuli consisted of biphasic pulse trains with 8µs inter-phase gaps. The pulse
width was set to 25µs, as specified by subjects’ clinical maps, in the FM and ED
experiments. For the MDT task, the pulse width was sinusoidally modulated at 10
Hz around a mean pulse width (PW) of 50µs. The minimum and maximum pulse
widths were 25 and 75µs, respectively, determined by the device’s limitations. For all
testing, stimulus pulse trains were created using each subjects’ clinical stimulation
rate (see Table 3.1). The Nucleus Implant Communicator (NIC v2) was used to
stream all stimuli from a PC. Custom designed graphical user interfaces (GUIs)
designed in MATLAB were used for all of the psychophysical tasks.
3.3 Threshold and Maximum Comfortable Loudness Measurements
Prior to testing, each subjects’ levels of first hearing or thresholds (Ts) and maximum
comfortable loudness levels (Cs) were measured under three different conditions.
First, Ts and Cs were measured using pulse trains presented at subjects’ clinical
pulse width with a 300ms duration. This duration was selected because, for most
CI users, increasing stimulus duration beyond 300ms does not result in an increase
in loudness [8]. The inter-stimulus duration was 500ms. These T and C levels were
referred to as the clinical levels. Secondly, T levels were measured using pulse trains
20
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with a duration of 30ms. These levels were used as a reference point for measuring
threshold shifts in the FM task. Lastly, Ts and Cs were measured using 1s-long
pulse trains with pulse widths equal to 50µs. These stimuli swept across all active
electrodes, from the lowest frequency to the highest frequency electrodes. Each
active electrode was stimulated for the same length of time. Starting at the clinical
T level, listeners were asked to decrease the level of the sweep stimuli until they
reached the level of first hearing, thereby moving the T curve as a whole, instead
of adjusting the level for each electrode independently. The difference between the
initial and final T measurements was denoted as the current level offset. A second
repeat of this measurement was obtained starting below the first 50µs T curve. The
average of the two current level offsets was added to the clinical T level to obtain
the final 50µs T curve. The same process was repeated to obtain the 50µs C curve.
Two level offsets measurements were obtained by adding a negative offset to the
clinical C curve and allowing the listeners to increase the level until they reached
their maximum comfortable loudness level. Once both estimated T and C curves
were obtained for the 50µs stimuli, the dynamic range (DR), defined as C-T, was
calculated for each electrode. Although the sweep approach may be less accurate
than adjusting each electrode independently, it produced an estimate of the 50 %
point of the DR for each electrode which was used to set the level of the stimuli in
the MDT task.
3.4 Experimental Tasks
While the three experiments estimated different psychophysical percepts, FM, ED
and MDT, the methods used to obtain them were similar. All estimates were ob-
tained using an adaptive procedure that varied the psychophysical parameter of
interest until 12 reversals were obtained [36]. For the first 4 reversals, following one
correct response the perceptual distance between the target and the reference stim-
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ulus was decreased by a predetermined step size. If the subject gave one incorrect
response, the perceptual distance increased by the same step size. This is referred to
as a 1-down/1-up rule. For the last 8 reversals, a 2-down/1-up rule was used. Two
correct responses were required to decrease the perceptual distance between the tar-
get and the reference stimuli by a given step size; one incorrect response was required
to increase the perceptual distance by that same step size. For each psychophysical
measure, the estimate of the perceptual metric was taken to be the mean of the last 8
reversals, corresponding to the 70.7% probability of correct detection [36]. Subjects
selected the target interval by clicking on the corresponding box using a computer
mouse. Button flashes provided a visual cue during the stimulus presentation. A
screen capture of the graphical user interface presented to subjects for the FM task
is included in Figure 3.1. Feedback was provided by changing the color of the box
corresponding to the correct interval. The number of intervals varied from one task
to another but the inter-stimulus interval was always 500ms. The remaining details
of each experiment are included in the following sections.
3.4.1 Forward Masking Task
Subjects were presented with a two-alternative forced-choice task. One stimulus
interval contained only the masker stimulus and the other contained both the masker
and a probe stimulus. Subjects were asked to select the interval that contained two
pulse trains. The masker had a duration of 300ms. The probe was 30ms long and
was presented 10ms after the masker. A schematic of the stimuli used in this task
is provided in Figure 3.2.
The level of the masker was the same across all electrodes in the array, and set
to a level corresponding to 70 − 90% of the clinical DR for each electrode. The
exact level was selected by ensuring that the stimulus was comfortable and within
the DR of all electrodes. The probe level was initially set to a level that was easily
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Figure 3.1: Screen capture of graphical user interface used for the FM task. Sub-
jects clicked on the Ready button to start a trial. Subjects indicated which interval
contained two stimuli by clicking on button 1 or 2. Button color changes provided a
visual cue during the stimulus presentation.
Figure 3.2: Stimuli presented during forward masking task. Masker duration,
probe duration and masker-probe delay are indicated.
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detectable but was varied adaptively thereafter. For the first 4 reversals, the step
size was equal to 2 current steps. For the last 8 reversals the step size was 1 current
step. A current step is a unit logarithmically related to current defined by Cochlear
Corporation. The exact conversion between current in µA and current level (CL or
number of current steps) for the CI24M/R and the CI24RE implants are provided
in Equations 3.1 and 3.2. CL ranges from 0 to 255.
I(µA) = 10e
CL·ln(175)
255 (3.1)
I(µA) = 17.5 · 100CL255 (3.2)
Masked probe thresholds were measured for all electrodes in the array, such that
each electrode acted as a masker. For each masker electrode in the array, a single
FM threshold measurement was obtained for each of 2 probes in the apical direction,
2 probes in the basal direction and for collocated masker and probe. In total 5
FM threshold measurements were obtained for each electrode as the masker. For
electrodes at the edge of the array (i.e. 1, 2, 21 and 22) the measurements were
taken for the available neighboring electrodes within the spatial limits defined above.
For each probe, the estimate of masked probe threshold was subtracted from the
average probe only threshold measurements (see Section 3.3) in order to estimate
the threshold shift (Tshift). A larger Tshift value for a particular probe suggests the
masker has a greater FM effect.
3.4.2 Electrode Discrimination Task
The goal of this task was to determine the closest discriminable target electrode
for a given reference electrode. The experimental procedure was based on the task
described in [1]. Subjects were presented with a four-interval two-alternative forced
choice task and were asked to identify which interval contained the stimulus that was
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different from the rest. The first and fourth interval always contained the reference
stimulus, a pulse train presented at the reference electrode. The target stimulus
consisted of a pulse train presented on a different electrode from the reference elec-
trode and was presented randomly in either the second or third interval. All stimuli
had a duration of 300ms. The loudness for each stimulus was selected at random
within the upper 60% of the DR. When stimuli loudness is roved in this way, ED
results have been shown to correlate more closely to speech recognition results than
ED results obtained using loudness balanced stimuli [3]. Subjects were instructed to
ignore loudness cues.
For a given reference electrode, the target electrode was varied adaptively. Two
estimates of the closest discriminable electrode were obtained for each direction along
the array, corresponding to higher numbered and lower numbered electrodes, for a
total of 4 estimates per reference electrode. When measuring in the apical direction
the target stimulus was initially presented on electrode 22 and in the basal direction
the target stimulus was initially presented on electrode 1. For electrodes 1 and 22
estimates were only obtained in the apical and basal directions respectively. For the
first 4 reversals a step size of 2 electrodes was used. For the last 8 reversals a step
size of 1 electrode was used.
3.4.3 Modulation Detection Task
The MDT task aimed to determine the minimum detectable modulation depth (m)
both in the absence and presence of an interleaved masker. These measures are
referred to as unmasked and masked MDT, respectively. The task was based on the
experiments described in [37] and [7]. For both the unmasked and masked MDT
tasks, subjects were presented with a four-interval two-alternative forced choice task
and were asked to identify the stimulus that was different from the rest, ignoring
loudness cues. The first and fourth interval contained the reference stimulus, a
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Figure 3.3: Synthetic example of the PW-modulated stimuli used for the modula-
tion detection task. The PW is sinusoidally modulated at 40 Hz around a mean PW
of 50µs.
300ms pulse train with 50µs PW and an inter-pulse gap of 8µs. The target stimulus
was presented randomly in either the second or third interval. It consisted of a 300ms
pulse train with pulse width sinusoidally modulated at 40 Hz around a mean PW of
50µs. An illustrative example of a PW-modulated stimulus can be seen in Figure 3.3.
PW was chosen over pulse amplitude as the parameter to modulate because, due to
the hardware properties, it offers finer control over loudness. The modulation depth
(m) was determined by the following formula [38]:
m =
PWmax − PWmin
PWmax + PWmin
, 0 < m < 1 (3.3)
The effect of modulation depth, m, on the maximum and minimum pulse width
(PWmax and PWmin, respectively) is illustrated in Figure 3.4. As modulation depth
increases, the absolute value of the difference between the mean PW and PWmax
and PWmin increases and the modulation becomes more detectable by the listener.
In the masked MDT case, all stimulus intervals contained an interleaved masker
presented on the closest electrode in the apical, or lower frequency, direction. These
stimuli containing both a target probe and an interleaved masker more closely resem-
bles the interleaved stimuli listeners encounter in day-to-day CI use. Additionally,
MDTs measured in this way provide a joint measure of the FM effects of the masker
electrode and the temporal acuity of the probe electrode [7]. As in the study pre-
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Figure 3.4: Effect of modulation depth on the value pulse width as a function
of time. As the modulation depth increases, the absolute difference between the
maximum and minimum pulse width and the mean pulse width increase.
sented in [7], the interleaved masker had a duration of 300ms and was presented at
50 % of the DR of the masker.
Due to the hardware considerations, the minimum m value was 0.008, which
corresponded to a minimum PW of 0.2µs. This value was also the smallest amount
by which m could be increased or decreased. At the start of each run, m was set
to 0.504, a multiple of the minimum value of the PW, or 50.4% modulation. For
subsequent trials m was varied adaptively. The step sizes for the adaptive procedure
are expressed in dB with respect to m = 1:
mdB = 20log(m) (3.4)
The step size was 6 dB for the first four reversals and 1 dB for the last 8 reversals.
All values of m were rounded to the nearest multiple of 0.008. The modulation
detection threshold (MDT) was defined as the mean of the last 8 reversals. Two
MDT measurements were obtained per electrode. If the difference between the 2
measurements was greater than 7 dB a third measurement was taken and the outlier
was discarded [38]. The task was conducted for stimulus levels equal to 50% of the
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DR.
3.5 Results
In order to estimate each electrode’s potential to confound speech recognition, FM,
ED and MDT measurements were collected. For ED and FM, the results were
a series of values that defined the perceptual effect of each reference electrode or
masker. Because the goal of this task was to determine a single numerical measure
of each electrode’s ”badness” according to each psychophysical metric, the FM and
ED measures were each consolidated in to a single value for each electrode.
For the FM task, two estimates of the Tshift values were calculated for each of
the two adjacent probes. If these values were less than 0, they were set to 0. This
occurred rarely, and was likely a result of variability in the probe only or masked
probe estimates. Figure 3.5 shows the Tshift values in CL for all subjects. Higher
Tshift values indicate a higher effect of the masker on the neighboring probes. Gen-
erally the highest Tshift values were measured when the masker and the probe were
co-located. As the distance between the masker and the probe increased, the Tshift
values decreased, indicating a decreasing effect of the masker electrode.
In order to quantitatively estimate the effect of the masker on all electrodes,
a least-squares Gaussian fit to the 5 Tshift estimates was calculated. This method
assumes that the masking pattern is symmetrical and that the masking level decreases
as the distance from the probe with the highest Tshift increases. Figure 3.6 includes
and example of Tshift values and the Gaussian curve fit to those values for S4’s
masker electrode 13. While these Gaussian fits cannot account for the variability
previous studies have observed across masking patterns (e.g. [2], [39]), they can
provide an estimate for the overall level of masking caused by a given electrode. In
order to obtain a single quantifier of the masker’s effectiveness, the area under the
masking curve (AUC) was calculated. Figure 3.6 shows the AUC corresponding to
29
Figure 3.5: Threshold shift (Tshift) values for the forward masking tasks for four
subjects. Each square represents a masker-probe pair. Tshift values in current steps
for each probe as a result of the presence of the masker are shown in gray scale. Blue
cells indicate masker-probe pairs that were not measured.
S4’s masker electrode 13. The results of the curve fits are included in Figure 3.7.
The AUC curves corresponding to all listener’s electrodes are presented in Figure 3.8.
Masker electrodes with higher AUC values are assumed to have a larger FM effect
on the adjacent probes. For each subject there is a set of electrodes that, according
to the AUC estimates, has a greater masking effect on neighboring electrodes. On
average the data suggest S1 experiences the least amount of FM while S4 experiences
the highest levels of FM.
For the ED experiment, a total of four estimates of the closest discriminable
electrode, two in the apical and two in the basal direction, were obtained for each
reference electrode. For each direction, these two values were averaged to obtain
a single estimate of the closest discriminable electrode. For electrodes 1 and 21,
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Figure 3.6: FM results for S4’s masker electrode 13. Threshold shift values are
shown as a function of the probe electrode. The red line indicates the Gaussian
curve fits to the threshold shift values and shaded region indicates the area under
the estimated masking curve.
located at the edge of the array, ED was only measured in the apical or basal di-
rection, respectively. All electrodes between the closest indiscriminable electrode
and the closest electrode to the reference were considered indiscriminable from the
reference. Figure 3.9 shows a plot of the ED patterns for each reference electrode.
For visualization purposes, the non-integer values for the closest discriminable elec-
trode resulting from averaging across estimates were rounded to the closest active
electrode. Black cells indicate electrodes that were indiscriminable from the refer-
ence electrode, white cells indicate discriminable electrodes and blue cells indicate
an electrode that was inactive in the subject’s clinical map.
For each direction, the average of these two estimates was subtracted from the
closest electrode to the reference electrode in that direction to obtain a discrimi-
nation distance. These distances between the closest discriminable electrode and
closest electrode to the reference were averaged to obtain a single measure of indis-
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Figure 3.7: Gaussian fits to threshold values for four subjects who participated
in the FM task. For each subject, the masking patterns for each electrode were
approximated by a Gaussian fits to the Tshift measurements. Each image shows the
values of these Gaussian fits, in current steps, for each masker-probe pair. Blue cells
indicate an inactive electrode in the subject’s clinical map.
criminability for each reference electrode. Larger values of this distance indicate a
higher number of electrodes that present indiscriminable precepts (e.g. [1]). The
average distance to the closest discriminable electrode are plotted in Figure 3.10.
The average distance to the closest discriminable electrode across the array varies
from one subject to another. There is also a considerable amount of variability
within subjects: while some groups of electrodes are relatively indiscriminable from
their neighbors, other electrodes appear to generate unique percepts. As in the
literature, indiscriminable electrodes are not uncommon, violating the assumption
that all electrodes provide independent percepts.
The unmasked and masked MDT results are shown in Figure 3.11. Higher MDT
32
Figure 3.8: Area under the Gaussian fit masking curve results for four the subjects.
The area under the Gaussian fit curve to the Tshift values is plotted for each masker.
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Figure 3.9: Results for the electrode discrimination task for four subjects. The
reference electrodes are plotted on the x-axis versus the variable electrodes on they
y-axis. Black cells indicate electrodes that were indiscriminable from the reference
electrode, white cells indicate discriminable electrodes and blue cells indicate an
electrode that was inactive in the subject’s clinical map. The closest discriminable
electrode to each reference electrode in each direction was estimated using two mea-
surements. For electrodes 1 and 22 discriminability was measured in the only avail-
able direction.
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Figure 3.10: Average distance to the closest discriminable electrode for four sub-
jects. The reference electrodes are plotted on the x-axis versus the corresponding
average distance between the closest electrode to the reference and the closest dis-
criminable electrode on the y-axis. Each point represents the average of two esti-
mates, one corresponding to the apical and the other corresponding to the basal
direction.
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values suggest a lower sensitivity to changes in PW modulation depth m. The data
also show considerable variation across subjects: for S3 all MDT estimates are close
to the minimum of 0.008 while S2’s results vary greatly across the array. These
results suggest that, for all subjects except S3, temporal acuity can be a function of
electrode for a given subject. The relationship between masked an unmasked MDT
values also varied across subjects. For most listeners the masked and unmasked
MDT values were approximately the same. This is likely due to a negligible effect
of the interleaved masker on the modulated pulse train. For S4, the masked MDT
values are higher than the unmasked values. This suggests that this listener was
more sensitive to masking, a conclusion which is supported by his high FM levels
presented in Figure 3.8.
The results of the three psychophysical metrics that were collected indicate vari-
ability within and across subjects. This variability could partly be attributed to
differences in physiology, such as nerve survival or tissue growth, as well as central
processing variability across individuals. In order to mitigate the effects of these
individual characteristics, the normalized experimental data were compared for each
subject. The masked MDT data were excluded from this comparison because they
include a measure of FM that is also quantified in a separate task. The normaliza-
tion was performed for each subject by dividing the derived metrics corresponding to
each task by a normalizing constant equal to the maximum value of the parameter
of interest. The resulting normalized data is unit-less, with larger values indicating
electrodes with a higher potential to confound speech recognition results.
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Figure 3.11: Results for the electrode modulation detection task for four subjects.
The electrodes are plotted versus their corresponding average modulation detection
threshold (MDT). Each point represents the average of two modulation detection
threshold (MDT) estimates. The blue circles and green squares indicate MDT mea-
surements taken in the absence and presence of a masker respectively.
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Figure 3.12: Normalized psychophysical data for four subjects plotted as a function
of electrode. ED data is displayed with red squares, FM data with cyan circles and
MDT data with yellow diamonds. The normalization was performed by dividing the
data corresponding to each task by a normalizing constant equal to the maximum
value of the parameter of interest for each subject. The resulting normalized data is
unit-less.
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Table 3.2: Spearman correlation coefficients between between normalized psy-
chophysical data for four subjects. The corresponding significance values for each
comparison are also included. p values less than 0.05, indicating a statistically sig-
nificant correlation between the corresponding metrics are shown in bold font.
Subject ED-FM MDT-ED FM-MDT
S1 r = −0.2866 r = 0.1604 r = −0.1014
p = 0.2079 p = 0.4875 p = 0.6620
S2 r = −0.1793 r = −0.2131 r = 0.2156
p = 0.4367 p = 0.3536 p = 0.3463
S3 r = −0.4547 r = −0.1875 r = 0.1769
p = 0.0335 p = 0.4035 p = 0.4310
S4 r = 0.0861 r = 0.0861 r = −0.1959
p = 0.7032 p = 0.0014 p = 0.3805
The subject-specific normalized results for the FM, ED and unmasked MDT data
are shown in Figure 3.12. In order to quantify the pairwise relationship between
each of the psychophysical metrics, the Spearman correlation coefficients, r, and the
corresponding significance levels, p, were calculated and are presented in Table 3.2.
p values less than 0.05, indicating a statistically significant correlation between the
corresponding metrics, are shown in bold. Most of the pairwise correlation values
are moderate and not statistically significant, suggesting that each metric may be
indicative of a different measure an electrode’s potential to confound information.
3.6 Discussion
This study investigated three different psychophysical measures: FM, ED and MDT.
The results from the ED indicate electrodes that may be presenting different infor-
mation on the same perceptual channel. The FM data highlights electrodes that
may be causing across-site interference by impeding the perception of information
presented on neighboring electrodes. The unmasked MDT data could identify site-
specific weakness in temporal acuity while the masked MDT data could reflect a
combination of FM effects and temporal acuity. Measuring these psychophysical pa-
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rameters on the same subjects provided a multidimensional estimate of the potential
“usefulness” of each electrode, that is, how much it potentially contributes to speech
recognition.
Of the three psychophysical measures obtained, estimating the FM patterns re-
quired the most approximation. The method used to estimate the FM patterns is
simple and was adopted due to experimental time constraints and in consideration
of subject availability. Ideally, full masking patterns for each electrode would be es-
timated by obtaining Tshift values for every electrode in the array acting as a probe
but this would require a substantial amount of testing time. Given the time con-
straints, instead of obtaining several measurements for co-located masker and probe
and two adjacent electrodes as probes, single-point estimates were obtained for co-
located masker and probe and four adjacent probes. The goal of the task was to
quantify the FM effect of each masker on its neighboring electrodes; the single-point
estimates increase the breadth of the measured masking pattern, perhaps at the
expense of accuracy when measuring the threshold shift for a given probe.
In [6], FM measurements were used to determine reduced electrode sets. The two
most apical electrodes, which also had the greatest masking effect on their neighbors,
were excluded from the clinical map. Two out of the four subjects tested obtained
higher consonant recognition scores with the experimental maps. However, this study
was limited to considering only the apical region of the electrode array. The large
AUC values obtained for some of the subjects tested in other regions of the array
suggest that they may benefit from having medial and basal electrodes with high
masking levels excluded from their maps. In this work, electrodes with the highest
area under the masking curve across the whole array were excluded from listeners’
maps using two different approaches described in Chapters 4 and 6.
The ED results indicate that some subjects are capable of almost perfect discrim-
ination for some reference electrodes, while others are indiscriminable from several
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neighboring electrodes. Excluding electrodes whose corresponding nerve fiber pop-
ulation most greatly overlaps with neighboring electrodes – that is, those with a
larger discrimination distance – could allow for different information to be presented
on distinct perceptual channels. In [1], experimental maps were constructed based on
ED results by only including discriminable electrodes. While the experimental maps
did improve speech recognition for a variety of different speech materials in quiet for
most listeners, the method for constructing the maps did not allow researchers to
control the number of electrodes for each listener. This resulted in one subject having
only 3 electrodes in her experimental map which provided poor speech recognition
results. Because different subjects may benefit from having different numbers of in-
discriminable electrodes removed from their experimental map, an exclusion method
that provides control over the number of electrodes excluded could be beneficial. In
this work, a more conservative approach to excluding electrodes was explored. In the
study described in Chapter 6, experimental maps were constructed by sequentially
dropping the electrodes with the highest discrimination distance. In contrast to the
methods described in [1], which selects one representative from each group of indis-
criminable electrodes, this approach was analogous to excluding the electrode that
was most perceptually similar to its neighbors. The aggressiveness of the exclusion
criterion can be tuned by increasing or decreasing the number of electrodes with the
highest discrimination distance dropped from the map.
The MDT results are consistent with those reported by Garadat et al. [7], who
observed considerable variation in MDT across and within subjects. An increase in
MDT values when the interleaved masker was present was observed for some but not
all listeners in both these results and in the study presented by Garadat et al. [7].
As in their study, the correlated masked and unmasked MDT data indicates that
these metrics can likely be used interchangeably to predict modulation sensitivity
for a given electrode.
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The subject-specific normalized results show that ED, MDT and FM data are
generally uncorrelated for most subjects, suggesting that one psychophysical mea-
sure cannot be used to predict another. These results also suggest that for a given
subject, each metric indicates a different potential to confound for each electrode.
This variability suggests that there may be multiple methods to select electrodes.
Exploring electrode selection as a function of each metric may determine the method
that results in the largest improvement in speech recognition for each listener. In
order to further investigate the relationship between the metric used to select elec-
trodes and speech recognition, the psychophysical data that were collected were used
as inputs to two different electrode selection methods described in Chapters 4 and 6.
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4Dynamic Electrode Selection Using Psychophysical
Measures
In most clinically available N-of-M strategies, the N highest energy electrodes out
of the M channels available are selected for stimulation. These strategies assume
that information presented on all electrodes is perceived as unique and independent.
However, previous work suggests that stimuli presented on different electrodes can
be indiscriminable (e.g. [1], [2], [3]). Additional studies suggest that stimuli pre-
sented on one electrode can impede the perception of subsequent stimuli presented
on neighboring electrodes(e.g. [4], [5], [6]). In order to minimize these electrode inter-
actions, extensions to clinically available processing strategies have been investigated.
Nogueira et al. [15] used psychoacoustic-masking models derived from normal hear-
ing listeners to estimate electrode interactions in CI listeners. For each time window,
the electrodes with the highest energy that were also above the estimated masking
threshold were selected for stimulation. In a similar study, Kals et al. [16] divided
adjacent electrodes into groups of 1-4 electrodes. For each time window, only the
highest energy electrode of each group was selected for stimulation, thereby limiting
the number of adjacent electrodes that could be activated. Both of these algorithms
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implicitly assumed that electrode interactions are the same across listeners, as nei-
ther of them incorporated listener-specific measures of electrode interaction. In this
work, the individual ED and FM data presented in Chapter 3 were used to estimate
each electrode’s potential to confound or impede the perception of stimuli presented
on adjacent electrodes. For each time window, the electrodes with the highest en-
ergy that were also most likely to be perceived were selected for stimulation. The
performance of the ED and FM based N-of-M strategies was evaluated using both
an objective speech recognition task and a subjective preference task.
4.1 Dynamic Electrode Selection Algorithms
Previous psychophysics-motivated electrode selection methods eliminated the elec-
trodes with the highest potential to confound speech recognition from listeners’ maps
across all time windows (e.g. [1], [6], [7]). In contrast, the electrode selection algo-
rithms presented in this chapter dynamically selected electrodes for each time win-
dow. For each time window, the electrodes with the highest energy that also had
the highest likelihood of being perceived were selected for stimulation. These dy-
namic selections strategies preserve the energy-driven, stimulus-dependent electrode
selection listeners are accustomed to while attempting to maximize the amount of
perceivable information. Because no electrodes are permanently deactivated, these
strategies preserve each electrode’s frequency bands, thereby avoiding any potential
negative impact of frequency reallocation (e.g. [17], [18], [19]).
This work presents two different methods of selecting electrodes for each time
window. The first used ED data to select the highest energy electrodes that are also
discriminable from each other, and is referred to as ED N-of-M. The second used the
area under the estimated FM curves to select the highest energy electrodes that are
not masked by adjacent electrodes, and is termed FM N-of-M.
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4.1.1 Electrode Discrimination Based Selection
Prior to the application of the electrode selection strategy, the closest discriminable
electrode in each direction along the array was determined for each electrode. These
data are included in Chapter 3. This resulted in a perceptually defined set, Si
containing all electrodes indiscriminable from reference electrode ni. The set cor-
responding to each reference electrode was comprised of the electrodes between the
closest discriminable electrodes in each direction along the array. Each listener’s dis-
crimination pattern was therefore defined as a collection of these sets, S, containing
as many sets as there were reference electrodes:
S = {S1, S2, ...S22}. (4.1)
For each time window, the highest energy electrode was selected for stimulation.
Any other electrodes in its perceptual set were excluded from the subsequent se-
lection process, under the assumption that they would not provide a discriminable
percept. The next highest energy electrode was then selected for stimulation, and
the remaining electrodes in its perceptual set were excluded. This selection process
continued until each listener’s number of clinical maxima was reached or until no
electrodes were left to consider. If the number of electrodes selected for a given time
window was less than the clinical number of maxima, null pulses with sub-threshold
amplitude were presented to the excluded electrodes. This ensured that the effective
number of maxima stayed constant across all time windows, preserving each listener’s
effective pulse rate.
For the purposes of illustration, consider a simplified array with 10 electrodes.
The perceptual sets for each reference electrode are defined as follows:
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S = {S1, S2, S3, S4, S5, S6, S7, S8, S9, S10}
= {{1, 2}, {1,2, 3}, {2,3}, {4, 5, 6}, {4,5, 6},
{5,6}, {6,7}, {8, 9}, {8,9, 10}, {9,10}} (4.2)
where each element in a set corresponds to an electrode and the bold elements in-
dicate the reference electrode used to determine each perceptual set. For a par-
ticular time window, the electrodes are arranged from highest to lowest energy:
9, 10, 8, 2, 1, 3, 4, 7, 5, 6, as illustrated in Figure 4.1. For this example, 4 electrodes,
N , are selected out of the 10 available, M . If using a standard N-of-M strategy, the 4
electrodes with the highest energy – 9, 10, 8 and 2– would be selected for stimulation.
If using the ED N-of-M strategy, the highest energy electrode, 9, would be selected
for stimulation. Then the electrodes in its perceptual set, 8 and 10, would be ex-
cluded from the selection process. The next highest energy electrode, 2, would also
be selected for stimulation, and electrodes 1 and 3 would be excluded. This process
would be repeated until only 4 electrodes were selected. The different electrode sets
selected for stimulation and their corresponding energies are shown in Figure 4.1. As
illustrated in this example, the N-of-M strategy often selects clusters of adjacent elec-
trodes for stimulation. In contrast, the proposed ED N-of-M strategy, stimulates a
single electrode from each perceptually defined set, potentially minimizing electrode
interactions.
4.1.2 Forward Masking Discrimination Based Selection
Prior to implementing the FM-based N-of-M electrode selection strategy estimates
of each listener’s masking patterns for each electrode were obtained. For each masker
electrode n, these curves are defined by the Gaussian estimate T nshift(e), a function of
the probe electrode e. These data are presented in Chapter 3. The T nshift(e) functions
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Figure 4.1: Comparison of electrodes selected with clinical N-of-M and ED-based
N-of-M selection strategies. The electrodes are plotted versus their corresponding
normalized energy. Left : Example electrode energies for a given time window. Cen-
ter : Electrodes selected for stimulation using clinical N-of-M. Right : Electrodes
selected using ED N-of-M.
corresponding to each masker are used to determine which stimuli could be occluded
by a masker at each stage of the electrode selection process.
The FM N-of-M selection strategy proposed in this work is an iterative process
applied to each time window. First, the electrode with the highest energy is selected
for stimulation. The overall masking level M(n) resulting from the stimulation pre-
sented by electrode the highest energy electrode is calculated by superimposing T (n)
and a scaled version of the highest energy electrode’s estimated T ishift(n) curve, as
described by Equation 4.3:
M(n) = T (n) +
N∑
i
[
L(i)
Lmasker(i)
T istim(n)
]
. (4.3)
where L(n) corresponds to the current level of electrode n for the time window
considered and Lmasker(n) corresponds to current level of the masker used to obtain
T ishift(n). This expression assumes that forward masking patterns scale linearly with
the amplitude of the masker, which is consistent with the findings of [39].
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Figure 4.2: Sequential FM N-of-M electrode selection. a): Example current levels
(L) and clinical thresholds (T ). b-e) For each iteration, the highest energy electrode,
in red, is selected for stimulation from the set of available electrodes, in blue. The
electrodes corresponding estimated masking threshold M(n), in black, is added to
the current estimate of the masking pattern. Any electrodes below the masking
threshold are not selected for stimulation and are indicated in gray. This iterative
process continues until the desired number of maxima is reached or until no electrodes
with L(n) ≥ M(n) remain in the set. The final sets for both the FM and clinical
N-of-M strategies are included in panels e and f respectively.
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For the purposes of illustration, consider an example array with 10 electrodes. For
a given time window, simulated current levels L(n) and clinical threshold levels T (n)
are shown in panel a of Figure 4.2. In this example, the highest energy electrode,
7, would be selected for stimulation. The overall masking level M(n) resulting from
stimulating electrode 7 is calculated using the following expression:
M(n) = T (n) +
L(7)
Lmasker(7)
T 7shift(n). (4.4)
Any electrodes that have not already been selected with L(e) values less than
M(e) –4, 5, 6, 8, and 9, in this example– are excluded from the stimulation set. The
resulting value of M(n) as well as the electrodes with stimulation levels that fall
beneath it are shown in panel b of Figure 4.2. In the second iteration of the process,
the next highest energy electrode that has not already been selected or dropped,
electrode 9, is selected for stimulation. Its corresponding M(n) is calculated using
Equation 4.5:
M(n) = T (n) +
L(7)
Lmasker(7)
T 7stim(n) +
L(9)
Lmasker(9)
T 9stim(n). (4.5)
The electrodes that haven’t already been selected with L(n) less than M(n), 10,
are also dropped, as indicated in panel c of Figure 4.2. This process is repeated
until N electrodes have been selected, where N is the number of maxima in the
listener’s clinical speech processing algorithm or until no electrodes remain available
for selection. If the number of selected maxima is less than N , null pulses are
presented to preserve the listener’s clinical pulse rate.
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4.2 Experimental Task
4.2.1 Subjects
Three of the four subjects who participated in the psychophysical experiments de-
scribed in Chapther 3, S1, S2 and S3, also completed psychophysics-based dynamic
electrode selection task. Their demographic information is included in Table 3.1.
Each listener completed the tasks in two to three sessions lasting two and a half to
four hours.
4.2.2 Stimuli and Equipment
The speech material used in this experiment consisted of monosyllabic consonant-
nucleus-consonant (CNC) words. A total of 792 unique words were obtained from
three different sources: the TIMIT database, the Minimum Speech Test Battery and
The Sage English Dictionary [40], [41], [42]. The words were recorded by 4 male
speakers, all native speakers of American English. The recordings took place in a
sound attenuating booth using a Shure SM58-LC Cardiod microphone connected to
a personal computer (PC) via a Tascam US-100 Audio Interface. The number of
words presented across the speech recognition and preference tasks exceeded the 792
unique words available. To minimize training effects, all 792 words were presented
before allowing words selected during previous conditions to be presented a second
time.
Prior to testing, subjects’ clinical maps were read from their processors using
Custom Sound, Cochlear’s clinical software. All the subjects’ clinical parameters,
including their Ts and Cs, were then transferred to a map file in the Nucleus MAT-
LAB toolbox. The C levels were verified to be comfortable by streaming 300 ms-long
biphasic pulse trains at the corresponding level using the NIC v2. This same research
interface was used to stream all other experimental stimuli from a PC. All stimuli
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were presented as biphasic pulse trains with parameters corresponding to those read
from each subjects’ map. Subjects’ clinical parameters are included in Table 3.1.
Custom designed graphical user interfaces (GUIs) designed in MATLAB were used
to conduct the speech recognition tasks.
4.2.3 Procedure
The effectiveness of the proposed psychophysics-based dynamic electrode selection
strategies was evaluated by comparing listeners speech recognition performance and
preference across three speech processing algorithms: ED N-of-M, FM N-of-M and
clinical N-of-M. Each of the algorithms was tested under three different listening
conditions: speech in quiet, in speech-shaped noise (SSN) and in reverberation. The
SSN noise was generating using a 78th order finite-impulse response filter [43] with
filter coefficients extracted from a 5 second sample of SSN provided by the House
Ear Institute. This filter was applied to white Gaussian noise, ensuring that each
noise instance was unique. Prior to adding noise to the speech tokens to be presented
during a particular run, the duration of all words was computed. The unique noise
segments were 200ms longer than the duration of the longest word. Each word
was randomly embedded in its corresponding noise segment such that the resulting
signal-to-noise ratio (SNR) was 10 dB. To simulate reverberant speech, room impulse
responses (RIRs) were generated using a MATLAB implementation of the modified
image-source method (ISM) supplied by [44]. The amount of reverberation added
to a signal can be quantified by the reverberation time (RT60), where RT60 is the
amount of time required for sound level to drop 60 dB from the onset level. For this
task, reverberation with an RT60 = 0.45s was added to the signals by convolving the
RIRs with the anechoic speech tokens via multiplication in the frequency domain.
At the start of each testing session, subjects were presented with a set of 50 train-
ing words in quiet processed with their clinical strategy. This training set was not
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Figure 4.3: Screen capture of graphical user interface used for psychophysics-based
N-of-M speech recognition task. Subjects clicked on the Ready button to start a trial.
After the word was presented they typed in what they heard into the text box. The
next word was presented 500 ms after they either pressed enter or clicked submit to
record their response.
scored; its purpose was to familiarize subjects with listening to the speech material
using the research interface.The words included in the set were the same for all sub-
jects but the order was randomized for each individual. These words were reserved
for training purposes and were not used during testing.
4.2.4 Speech Recognition Task
Listeners’ speech recognition was evaluated using a word recognition task. The quiet
listening condition was presented first, and the noise and reverberant conditions were
presented subsequently in random order. Within each condition the order of the ED
and FM N-of-M strategies was randomized and the clinical condition was presented
last. 150 words were presented for each of the nine algorithm-listening condition
combinations.
Listeners started a run of the task by pressing the space bar or clicking on the
Ready button of the MATLAB GUI, shown shown in Figure 4.3. They were presented
with a word and asked to use a computer keyboard to type what they heard into the
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text box. They confirmed their submission by pressing the enter key or clicking the
submit button. After a 500 ms pause the next word was presented. After 50 words
the task was paused in order to provide the subject with an optional rest period.
The task was resumed by pressing the space bar or clicking the Ready button. When
all words had been presented the GUI window closed.
4.2.5 Preference Task
While a speech recognition task was conducted to evaluate listeners’ objective per-
formance with each of the experimental algorithms, their preferences were evaluated
using a separate task. For one run of the task, the experimental strategy evaluted
was ED N-of-M while for another it was FM N-of-M. A screen capture of the GUI
used for this task is included in Figure 4.4. Listeners initiated the task by clicking on
the Ready button. For each trial run listeners were presented with the transcription
of a word and then were presented with it processed in two different ways. One
interval included a word processed with clinical N-of-M and the other included the
same word processed with the experimental electrode selection strategy. The interval
corresponding to each processing condition was randomized for each trial. During
stimulus presentation, the top buttons changed color to provide a visual cue. Lis-
teners were instructed to select which version of the word they preferred by clicking
on the corresponding button. Listeners could replay the pair of stimuli up to four
additional times by clicking on the Replay button. Once the maximum number of
replays had been reached, the listener was forced to make a selection. The next word
was presented after a 500 ms pause.
4.3 Results
The results of the speech recognition task for each of the three algorithms, ED,
FM and clinical N-of-M are shown in Figure 4.5. Speech recognition results are
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Figure 4.4: Screen capture of graphical user interface used for psychophysics-based
N-of-M preference task. Subjects clicked on the Ready button to start a trial. The
word transcribed was presented processed with clinical N-of-M and either ED or FM
N-of-M. Button color changes provided a visual cue during the stimulus presentation.
Subjects indicated which processing strategy they preferred by clicking on button 1
or 2.
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presented for three different listening conditions: quiet/anechoic, additive SSN and
reverberant speech. To analyze the results, a Beta distribution on the probability of
correct phoneme identification p was calculated over the 150 CNC words presented
per condition. The Beta fits were calculated using the number of correctly identified
phonemes and the number of total phonemes presented [45]. The height of each
bar in Figure 4.5 represents the mean of the Beta distributions. The error bars
represent the 95% confidence intervals for each distribution. The lines with the
triangles over them indicate conditions that are significantly different from each
other (P (pcond1 ≥ pcond2) ≥ 0.95).
As expected, listener’s speech recognition scores are higher in the quiet condi-
tion than when the speech was corrupted by SSN or reverberation. For all listeners
presented with speech in quiet, one psychophysics-based strategy performed compa-
rably to the clinical algorithm and the other performed worse: FM N-of-M resulted
in lower speech recognition scores for S1 while ED N-of-M resulted in lower speech
recognition scores for S2 and S3. This could partially be explained by the values of
each psychophysical metric for each listener. For instance, S1 had the lowest FM
AUCs across all listeners, which could indicate that the spatial-temporal interactions
between his electrodes is relatively low. Dropping electrodes using FM may therefore
not have increased the amount of information he perceived. Furthermore, if the low
FM values used to drop electrodes were the result of measurement noise and not an
underlying physiological issue, the strategy could have discarded perceivable infor-
mation. This difference in performance across algorithms was generally not observed
when the speech was degraded by noise or reverberation.
The results of the preference task are included in Figure 4.6. To describe the
results, maximum likelihood Binomial distributions were fit to data. These estimates
provided a mean percentage of times the experimental algorithm was selected over the
clinical algorithm as well as 95% confidence intervals. An algorithm was considered
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Figure 4.5: Speech recognition results using three different speech processing al-
gorithms: ED N-of-M, FM N-of-M and clinical. 150 CNC, each consisting of three
phonemes, were presented using each algorithm under three different listening con-
ditions quiet, 10 dB SNR of SSN and reverberation with RT60 = 0.45s. The speech
processing condition is indicated on the x-axis and the bar color indicates the speech
processing algorithm. The height of each bar represents the mean of the Beta dis-
tribution on the probability of correct phoneme identification, p. The error bars
represent the 95% confidence intervals for each distribution. The triangles indicate
two conditions that are significantly different from each other (Pr(pn1 ≥ pn2) ≥ 0.95).
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better than its clinical counterpart if the lower bound of its confidence interval and
its mean were higher than 50%. In contrast, an algorithm was considered worse than
clinical if the upper bound of the confidence interval and the mean was below the 50%
level. Lastly, if the confidence interval corresponding to an algorithm’s preference
score included the 50% level it was considered comparable to clinical. In seven out
of the nine subject and listening condition combinations, FM N-of-M was selected
as many or more times than clinical N-of-M. In contrast, ED N-of-M was considered
worse than clinical across all conditions and all listeners. This disparity in preference
between the dynamic electrode selection algorithms coupled with their comparable
objective performance under most conditions suggests that preference scores are
not a predictor of speech recognition. Instead, these preference results may be an
indicator of the amount of cognitive load required for the listener to extract relevant
information from the speech signal. Listeners may be able extract the amount of
information needed to correctly identify a word in spite of small deviations from
the expected activation pattern caused by the experimental algorithm, but doing so
may require more listening effort. In order to compare the pulsatile representation
of words presented to the listeners across all three selection algorithms, the number
of pulses and the distribution of those pulses across the array were recorded.
The number of pulses presented to each electrode across all 792 words used in
testing were counted after processing every word using each individual’s ED, FM
and clinical N-of-M strategies. These results are included in Figure 4.7. In noise, the
number of pulses increased and their distribution across the array changed, especially
for the low frequency electrodes. This is consistent with the nature of the additive
SSN and its low frequency content. In reverberation, the number of pulses increases
slightly as a result of the addition of delayed and attenuated versions of the original
speech signal. Because the frequency content of these reflections is approximately
the same as that of the original signal, the distribution of the number of pulses across
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Figure 4.6: Preference results for dynamic electrode selection algorithms when
compared to clinical. The ED and FM N-of-M strategies are indicated by the red
and cyan bars, respectively. The height of each bar represents the mean of the
maximum likelihood Binomial distributions fit to the percentage of wins over the
clinical strategy and the error bars represent the 95% confidence intervals. The
dashed line represents 50% wins over the clinical algorithm, indicating a comparable
level of preference across both algorithm.
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the array remained approximately the same as in quiet.
Both ED and FM N-of-M strategies presented fewer pulses on each electrode
on average than the clinical strategy. ED N-of-M generally presented the lowest
number of pulses across all three algorithms. The decrease in the number of pulses
with respect to the clinical strategy was the result of the size of the perceptual
sets defined by each reference electrodes. For each time window, only one electrode
was activated for each perceptual set. Therefore, the more electrodes there were in
each set the more likely it was that ED N-of-M would select fewer electrodes than
the listener’s clinical number of maxima. This decrease in the number of pulses
presented by ED N-of-M was especially pronounced for low frequency electrodes.
Dropping pulses that encoded low frequency information could have resulted in a
degraded representation of voiced phonemes. Moreover, this drop in the number of
pulses could have also caused sound levels to be perceived as softer. A combination of
these two factors could explain the lower speech recognition scores S2 and S3 obtained
when using the ED N-of-M strategy in quiet. While FM N-of-M also presented fewer
pulses than the clinical strategy, the decrease was not as severe as for ED. This can
be explained by the different methods used to select electrodes employed by each
algorithm. The measurements used to inform ED-based selection are binary: the
percept generated by an electrode is either discriminable or indiscriminable from the
percepts generated by neighboring electrodes. For this reason, if an electrode in a
given perceptual set is activated for a given time window, neighboring indiscriminable
electrodes are dropped. In contrast, the Tshift values measured to quantify FM, which
can take on any number of values, provide finer measurement resolution. This results
in a less aggressive pulse-dropping strategy.
While the electrode activation histograms show how many pulses were presented
on each electrode across all words used in testing, they do not not provide any insight
into how these pulses were distributed across the array for each time window. The
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Figure 4.7: Number of pulses presented on each electrode when using each listener’s
ED, FM and clinical N-of-M algorithms. The results plotted include the number of
pulses across all 792 words used for testing. Each column corresponds to a single
subject and each row corresponds to a particular listening condition – quiet, 10 dB
of SSN or reverberation with RT60= 0.45 s. The red, cyan and green bars correspond
to the ED, FM and clinical N-of-M algorithms, respectively.
spread of the pulses across the array was quantified using electrode cluster. An
electrode cluster is a group of adjacent electrodes activated during a given window.
The length of a cluster corresponds to the number of electrodes that form it. For
example, the center panel in in Figure 4.1 shows a time window with two clusters
of length 1 and 3 while the right panel displays a stimulus with four clusters all of
length 1. For a time window with a given number of pulses, more shorter clusters
are assumed to cause fewer electrode interactions than fewer longer clusters. The
cluster lengths for all 792 CNC words processed using each listener’s experimental
and clinical algorithms are included in Figure 4.8. The maximum length for any
given cluster is equal to the maximum number of pulses selected for a given time
60
Figure 4.8: Cluster length histograms for each time window of all 792 words used
for testing. The length of a cluster is defined as the number of adjacent electrodes
activated within a given time window. Each word was processed with a listener’s
ED, FM and clinical N-of-M algorithms, indicated by the red, cyan and green bars,
respectively. Each column corresponds to a single subject and each row corresponds
to a particular listening condition – quiet, 10 dB of SSN or reverberation with RT60=
0.45 s.
window, or the clinical number of maxima. As expected, the cluster lengths for the
psychophysics-motivated selection algorithms are generally shorter. The electrode
activation histograms indicate that this is, at least in part, due to the experimental
algorithms presenting fewer pulses overall.
4.4 Discussion
The speech recognition results indicate that listener’s speech recognition performance
did not improve as a result of using the psychophysics-motivated algorithms. One
reason could be the psychophysical data used to inform these algorithms. These data
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were collected using pulse trains ranging from 10 to 300 ms in duration. However, in
the implementation of the ED and FM based strategies, this data is used to predict
interactions assumed to happen on a pulse by pulse level. There is, therefore, a
mismatch between the larger scale on which the psychophysical testing was conducted
and the smaller scale at which the pulsation interactions are assumed to occur in
the dynamic electrode selection algorithm. This mismatch may not have been as
severe for previous studies that used psychophysical metrics obtained using similar
stimuli to exclude the electrodes across all time windows (e.g. [1] [6] [7]). These
strategies implicitly assumed that electrode interactions occurred across multiple
time windows. The psychophysical measures used for electrode selection in these
studies may have provided more accurate estimates of these larger scale electrode
interactions. For electrode selection strategies that operate on a time window scale,
incorporating psychophysical data measured using stimuli that are more indicative
of the interactions that occur within a given time window may improve performance.
Another potential reason the experimental strategies did not result in improved
speech recognition could have been loudness. When using the experimental strate-
gies, listeners were generally presented with fewer pulses per time window than when
using their clinical strategies. As a result, the experimental algorithms could have
presented stimuli with lower perceived loudness. This decrease in loudness could
have had a negative effect on speech recognition (e.g. [46]). A listener-controlled
increase in C levels could increase the perceived loudness of the stimuli presented
via the experimental strategy while ensuring that they remain within a comfortable
range.
In this work, it was assumed that speech recognition could be improved by dynam-
ically dropping electrodes using two different psychophysical measures, regardless of
their overall level across the array. In quiet, the dynamic electrode selection speech
recognition results show that for all listeners one experimental algorithm performed
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comparably to the clinical algorithm while the other performs worse. The algorithm
that they achieved higher scores with generally corresponded to the metric that pre-
dicts a higher potential to confound, on average, for all electrodes across the array.
This is consistent with the assumption that higher values of the psychophysical data
may be more indicative of underlying physiological conditions. When these metrics
with higher overall values are used to inform electrode selection, listeners can be
presented with fewer pulses distributed differently across the array and still achieve
similar speech recognition scores to those obtained using their clinical algorithm.
When electrode selection was informed by a metric with lower overall potential to
confound across the array, listeners generally performed worse than with their clinical
strategy. Assuming that lower values of psychophysical metrics may be less indicative
of an underlying physiological condition, dropping electrodes using these metrics is
unlikely to result in more perceived information. Furthermore, if measurement noise
raises the level of these psychophysical metrics, dropping information according to
it could result in a loss of perceivable information.
In contrast to the results in quiet, when listeners were presented with corrupted
speech the performance across all algorithms was comparable. One possible expla-
nation for this outcome is that listeners may comprehend words in a process akin to
template matching. After years of listening to speech with their clinical algorithm,
listeners may have developed a perceptual template for each speech token. The more
corrupted the stimulus presented to a listener, the lower the correlation would be
with the corresponding template. In the speech recognition task presented in this
work, listeners encountered two potential sources of corruption: the experimental
electrode selection algorithm and the noisy or reverberant listening condition. In
quiet, the only source of potential corruption is the experimental stimulation strat-
egy. In this case, listeners may find it relatively easy to match a stimulus presented
using ED or FM N-of-M with its corresponding template. However, if a second
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source of corruption is introduced in the form of noise and reverberation, the stimu-
lus presented would likely be less correlated with its corresponding template. In the
speech recognition task presented in this work, it is difficult to evaluate whether the
corruption caused by the stimulation strategy or the listening condition had a larger
influence on performance. One possible way to estimate these effects would be to
perform a multidimensional scaling task, where the effects of each type of corrup-
tion on speech recognition could be assessed individually. The experimental speech
processing strategy could then be modified to minimize the corruption it causes.
The cluster length results show that the psychophysics-based electrode selection
algorithms decrease the number of adjacent electrodes that are activated within a
given time window. The activation results indicate that this is, at least in part,
accomplished by presenting fewer than the clinical number of maxima, N , per time
window. This decrease in the number of pulses is a result of the psychophysics-based
electrode strategies prioritizing the presentation of perceivable information over pre-
senting as many pulses per time window as the clinical strategy. Subthreshold null
pulses are inserted in these cases to maintain a constant pulse rate but these pulses
are not perceivable. One could argue that if the psychophysical data were an ideal in-
dicator of an electrode’s underlying potential to confound, presenting fewer pulses per
time window than a listener is accustomed to should not cause a decrease in speech
recognition. However, it is possible that listeners derive some additional information
from the redundancy provided by additional indiscriminable stimuli. The results of
this study suggest there may be a trade off between enforcing psychophysics-based
selection and presenting enough stimuli per time window. To address this issue, fu-
ture versions of these psychophysics-motivated strategies could explore an alternative
method for selecting electrodes. The proposed algorithm would select the N highest
energy electrodes such that the intersection between their corresponding perceptual
sets is minimized. This strategy would preserve the clinical number of maxima while
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still incorporating listener-specific measures of an electrode’s potential to confound
speech recognition.
In this work, two psychophysics-motivated electrode selections were investigated.
Each method attempts to maximize the perceivable information presented per time
window by using listener-specific psychophysical data. Because no electrodes were
permanently deactivated, the frequencies corresponding to each electrode remained
unchanged thereby avoiding any potential negative impact of frequency reallocation
(e.g. [18], [19], [17]). One alternative to this dynamic electrode selection strategy
is to use listener-specific psychophysical data to drop electrodes statically, that is,
across all time windows. Previous studies have found that for some listeners this
strategy can improve speech recognition [1] [6] [7]. One disadvantage of this method
is that the number of electrodes to exclude from the map must be determined a priori.
Performance as a function all possible psychophysics-motivated electrode sets could
be evaluated exhaustively but this would be difficult to accomplish in a clinically-
relevant amount of time. To mitigate this problem, Chapter 5 presents an adaptive
procedure for estimating performance as function of electrode set in a time-efficient
manner.
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5Adaptive Parameter Selection Procedure
CI processing strategies have a number of parameters that can be adjusted, such
as pulse rate, pulse width, frequency allocation, and number of active electrodes.
Previous work suggests that the combination of these parameters that results in the
highest speech recognition is listener dependent [20], [21], [22]. Ideally, speech recog-
nition as a function of each of these parameter sets would be evaluated exhaustively
but this would require a prohibitive amount of experimental time. In order to find a
parameter set that results in high speech recognition without exhaustively evaluating
all parameter combinations, previous studies involving CI and hearing aid users have
used a genetic algorithm [23] [24] [25]. For each iteration, the listener was presented
with speech tokens processed using different parameter sets and was instructed to
choose the one they preferred. The next generation of tokens is selected by combin-
ing the parameter sets that resulted in the highest fitness evaluation using a series
of biologically-motivated operations. One disadvantage of using a genetic algorithm
is that, while it allows for navigation of a complex parameter space, it outputs a
single parameter set. This point estimate makes it difficult to evaluate the fitness of
the final parameter set compared to the other available alternatives. This concern is
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addressed by the adaptive parameter selection procedure proposed in this work. The
procedure uses Bayesian inference to navigate a parameter space of interest based
on listener’s speech recognition scores and provides a final estimate of performance
for every parameter set considered.
As with other adaptive procedures used with CI listeners [36], the procedure pro-
posed in this work consists of two phases: parameter estimation and sample place-
ment. The parameter estimation stage estimates performance for each parameter
set given the listener’s past responses while the sample placement stage determines
which parameter set to sample next. In this context, sampling is defined as present-
ing a speech token using a particular set of parameters. Which parameter set is used
to present the next token depends on the final goal of the procedure. In this work,
two different operation modes are defined depending on the desired outcome of the
procedure. The goal of the first mode of operation is to estimate performance with
equal certainty as a function of all the parameter sets considered. The objective of
the second mode of operation is to find the parameter set or sets that results in the
highest speech recognition scores.
5.1 Parameter Estimation
The goal of the adaptive procedure is to estimate the probability of correct token
identification, pn, for each CI parameter set, denoted by by the subscript n. The
certainty about the estimate is modeled as a beta distribution. This distribution was
chosen because it is conjugate to the binomial likelihood used to the probability of
obtaining a certain number of correct responses over a given number of iterations.
The prior distribution on the probability of correct identification can therefore be
described by the following probability density function:
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qpn(pn) =
pα−1n (1− p(β−1)n )
B(α, β)
, (5.1)
where α and β are the parameters of the Beta distribution and B(α, β) is the beta
function. The procedure does not assume any prior knowledge about the values of
pn. This is incorporated into the prior distribution by setting α and β to 1. This
results in a uniform probability density across all values of pn.
In order to estimate the posterior values of pn, the procedure uses the number of
speech tokens presented to the listener as well as the number of correct responses.
At iteration of the procedure, i, the listener is presented with kn,i speech tokens,
where n indicates the parameter set used to present the tokens. In this context, a
speech token can be defined as a phoneme, a word, or a sentence. For instance, if
the speech material consisted of CNC words graded by phoneme, kn,i would equal
3. The number of correctly identified tokens presented using parameter set n and
during iteration i is denoted by rn,i, a variable that can take on any value from 0
to kn,i. These variables can also be calculated over all iterations up to iteration i as
defined in Equations 5.2 and 5.3.
Kn,i =
i∑
j=1
kn,j (5.2)
Rn,i =
i∑
j=1
rn,j (5.3)
The probability of obtaining a certain number of correct responses over 1 to i
iterations using parameter set n can be described by a binomial distribution:
fRn,i(Rn,i|Kn,i, pn) =
(
Kn,i
Rn,i
)
pn
Rn,i(1− pn)Kn,i−Rn,i (5.4)
68
Using Bayes rule, the updated estimate of the distribution on pn, denoted as the
posterior distribution fpn(pn|Kn,i, Rn,i), can be expressed as a function of the prior
distribution qpn(pn) and the likelihood fRn,i(Rn,i|Kn,i, pn):
fpn(pn|Kn,i, Rn,i) =
fRn,i(Rn,i|Kn,i, pn)qpn(pn)
lRn,i(Rn,i|Kn,i)
. (5.5)
lRn,i(Rn,i|Kn,i) is referred to as the evidence and is defined by the following expression:
lRn,i(Rn,i|Kn,i) =
∫
pn
fRn,i(Rn,i|Kn,i, pn)qpn(pn)dpn (5.6)
For each iteration, the procedure uses the prior distribution and the likelihood to
update the posterior distribution on pn. The evidence, which is effectively a normal-
izing constant, can sometimes be difficult to compute. One common technique for
bypassing this potential issue is to make use of conjugate priors.
A conjugate prior is defined as a distribution that, when combined with a par-
ticular likelihood, yields a posterior of the same functional form. If the likelihood is
binomial distributed, as is the case in the assumed model, the corresponding conju-
gate prior is beta distributed. The advantage of using a conjugate prior is that the
parameters of the posterior can be easily calculated from the parameters of the prior
and the likelihood. Using this construct, the posterior distribution on pn is updated
for each iteration using the parameters of the prior distribution, the number of tokens
presented and the number of correct responses:
fpn(pn|Kn,i, Rn,i) ∼ Beta(α + rn,i, β +Kn,i −Rn,i). (5.7)
After a token is presented to the listener, Equation 5.7 is used to update the
estimate of the probability of correct identification given the previously collected
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data. The adaptive procedure must then determine the parameter set to sample
next.
5.2 Sample Placement
For each iteration, a speech token is presented to the listener. Once the number
of correct responses is recorded, the posterior estimate on the probability of correct
information is updated. The procedure must then determine which parameter set to
use to present the next token. This step is referred to as sample placement. In this
work, two different methods of sample placement are defined. The goal of the curve
fit mode is to obtain approximately equal confidence estimates for all parameter
sets considered [47]. To do so, at each iteration it samples the parameter set with
the highest expected information gain. The objective of the maximum performance
find mode is to identify the parameter set that results in the highest probability of
correct token identification. To accomplish this, it samples the parameter set with
the highest probability of changing the parameter set believed to have the highest
probability of correct identification.
5.2.1 Curve Fit Mode
The objective of the curve fit mode sample placement is to estimate performance as
a function of CI parameters with approximately equal confidence across all possible
parameter sets [47]. In order to accomplish this, the selection of the next parameter
set is driven by information gain, where information is defined as the difference
between the posterior and the prior distributions. At each iteration, the procedure
uses the previously collected data to estimate which parameter set, if sampled, has the
potential to provide the largest information gain. This approach was adapted from
a sensor management application [47], where it was used to estimate the probability
of each discrete cell containing a target. In this work, the search space is the set of
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CI parameters and the estimated parameter of interest is the probability of correct
speech token identification.
After a speech token is presented during iteration i with a given parameter set
n, the posterior distribution fpn,i(pn|Kn,i, Rn,i) corresponding to that parameter is
updated using the number of correctly identified tokens rn,i as described in Sec-
tion 5.1. In order to obtain a measure of difference between the updated posterior
and the prior, the Kullback-Leibler divergence (KLD) between the two distributions
is calculated using the following expression:
DKL(fpn,i||qpn)|rn,i =
∑
pn
fpn,i(pn|Kn,i, Rn,i) ln
(
fpn,i(pn|Kn,i, Rn,i)
qpn(pn)
)
. (5.8)
The KLD provides a measure of how much the posterior updates, driven by number
of tokens presented and the number of tokens correctly identified, have changed
the original prior. This difference can be defined as the amount of information
provided by the observed data. Small KLD values would therefore be indicative of
low information with respect to the prior while large values would be indicative of
high information with respect to the prior. Using the procedure’s Bayesian framework
and assuming a discrete set of possible outcomes, these values can be estimated for
future iterations without actually presenting additional tokens.
The process of estimating future performance outcomes from the previously col-
lected data is referred to as hypothetical sampling. The first step in this process is
to obtain the value of the next iteration’s posteriors, fpn,i+1(pn|Kn,i+1, Rn,i1) by up-
dating the current iteration posteriors for each possible value of rn,i+1. The posterior
corresponding to the current iteration would become the prior in the hypothetical
posterior update described by
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fpn,i+1(pn|Kn,i+1, Rn,i+1) ∼ Beta(α +Rn,i + rn,i+1, β +Kn,i −Rn,i − rn,i+1). (5.9)
The probability of obtaining each of these hypothetical posteriors is dependent on the
likelihood of each possible value of rn,i+1. The probability of each possible outcome
during the next iteration can be calculated using the posterior distributions for the
current iteration and and the number of correctly identified tokens for each parameter
set using the following expression:
Pr(rn,i+1|Rn,i) =
∫
pn
(
k
rn,i+1
)
pn
rn,i+1(1− pn)k−rn,i+1fpn,i(pn|Kn,i, Rn,i)dpn. (5.10)
Using both the hypothetical posterior distributions and the probability of obtaining
each value of rn,i+1, the expected KLD between the the hypothetical posterior and
the prior can be calculated using the following expression, where the hypothetical
posterior corresponding to a given value of rn,i+1 is weighted by the probability of
obtaining said value of rn,i+1:
E[DKL(fpn,i+1||qpn)] =
k∑
j=0
(DKL(fpn,i+1||qpn)|n, rn,i+1 = j) Pr(rn,i+1 = j|Rn,i).
(5.11)
E[DKL(fpn,i+1||qpn)] is therefore a weighted sum of the KLDs between the hypothet-
ical posteriors and the priors over all possible values of rn,i+1. It can be thought of
as a measure of the expected amount of information that would be provided by sam-
pling at parameter set n during the next iteration. This measure can be compared to
the information provided by the current posterior in order to determine the amount
of information that would be gained by collecting an additional sample at parame-
ter set n. Since both E[DKL(fpn,i+1||qpn)] and DKL(fpn,i||qpn)|rn,i are calculated by
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comparing the posterior distributions to the original prior, the difference between
these two quantities can provide an estimate of the potential information gain by
sampling parameter set n. As in [47], this expected information gain is denoted by
∆DKL(n) and is calculated as follows:
∆DKL(n) = E[(DKL(fpn,i+1 ||qpn))]−DKL(fpn,i||qpn) (5.12)
High values of ∆DKL(n) indicate that sampling at parameter set n during the next
iteration has a high probability of changing the estimate of the probability of correct
identification for set n. In contrast, low values of ∆DKL(n) indicate that the current
and future estimates of the probability of correct identification are more likely to be
similar. In order to maximize the procedure’s certainty about all estimates, at each
iteration the parameter set with the highest ∆DKL is selected to present the next
speech token.
5.2.2 Maximum Performance Find Mode
For some applications, obtaining equal confidence estimates for all parameter sets
may not be desirable. This would be true if the objective was to find the parameter
set that resulted in the highest probability of correct identification, pn. In this case,
one may want to obtain higher confidence estimates for parameter sets with a high
pn, even at the expense of lower confidence estimates for parameter sets with lower
pn.
The first step in this process is to calculate, for all pairwise comparisons of param-
eter sets n and j, the probability that pn is greater than pj. Given the distributions
for both variables, this can be calculated using the following expression:
Pr(pn > pj) =
∫
pj
(1− Fpn(pj))fpj(pj)dpj, (5.13)
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where Fpn(pj) is the cumulative distribution of pn evaluated at pj. Because the dis-
tributions are assumed to be independent and identically distributed, the probability
that the probability of correct identification for parameter set n is greater than all
other sets s can be computed as follows:
Λin =
n∏
j=1
Pr(pn > pj),∀n = 1..s. (5.14)
For each iteration i, the values of Λin for all n parameter sets are collected in a vector
Λi:
Λi =
1
C
[
Λi1 Λi2 · · · Λis,
]
(5.15)
where C is a normalizing constant that ensures that the 1
C
s∑
n=1
Λin = 1. Λi indicates
the probability that each parameter set will yield the highest probability of correct
identification.
These probabilities can be estimated for the next iteration of the procedure by
hypothetically sampling all electrode sets as described in Section 5.2.1. This process
involves two stages: estimating the posteriors for the next iteration for all possible
performance outcomes across all parameter sets and estimating the probability that
each of those performance outcomes will occur. Equation 5.9 can be used to estimate
the posteriors for the next iteration,fpn,i+1(pn|Kn,i+1, Rn,i1), given all possible values
of rn,i+1. Those posteriors are then used to estimate, for all pairwise comparisons
of parameter sets n and j, the probability that pn is greater than pj as described in
Equation 5.13. For each parameter set n, the probability that parameter set n has
a higher pn than all other parameter sets after sampling one additional time can be
computed as follows:
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Λi+1,n =
n∏
j=1
Pr(pn > pj),∀n = 1..s
Λi+1 =
1
C
[
Λi+1,1 Λi+1,2 · · · Λi+1,s.
]
(5.16)
where Pr(pn > pj) is calculated using the hypothetical posterior distributions on pn
and pj. For each parameter set n, Λi+1 is calculated for each possible value of ri+1,n.
The expected probability that each parameter set n will yield the highest pn can
be computed by weighting each Λi+1 vector by the probability of the outcome ri+1,n
used to obtain it:
E[Λi+1|n] =
k∑
j=0
(Λi+1|ri+1,n, n) Pr(ri+1,n = j|Ri) (5.17)
where E[Λi+1|n] is a vector with as many elements as parameter sets are considered,
s. Because Λi and E[Λi+1|n] both sum to 1 and their elements are non-zero, the
KLD can be used to find a measure of the difference between them:
DKL(n) = DKL (Λi, E[Λi+1|n]) ,∀n = 1..s. (5.18)
Higher values of DKL(n) are indicative of parameter sets that, if sampled during the
next iteration, have a high probability of changing the parameter set with the highest
estimated probability of correct identification. This estimate is used by the maximum
performance find mode of the adaptive procedure to decide which electrode set to
sample next. Because the goal is to identify the set with the highest probability of
correct identification, at each iteration it selects parameter the set with the highest
corresponding DKL(n) to sample during the next iteration.
75
5.3 Adaptive Procedure Operation
The operation of the adaptive procedure is described in Figure 5.1. First, the prior
distributions are initialized for each parameter set. Then, a token is presented with a
given parameter set. For the first iteration of the process this set is randomly selected.
For subsequent iterations, this set is determined by the sample method. Once the
token is graded, the results are used to update the posterior distribution on the
probability of correct identification for the parameter set used to present the token.
All parameter sets are then hypothetically sampled by estimating the value of the
posteriors for an additional sample placed at each of the available parameter sets.
Using these hypothetical posteriors, the procedure selects the parameter set with
which to present the next token using either the curve fit or maximum performance
find sampling modes. This process is repeated until a maximum number of speech
tokens are presented. This number of tokens can be determined by monitoring the
posterior distributions and terminating the adaptive procedure when the desired level
of certainty about the performance estimates has been achieved.
5.4 Verification Using Simulated Data
Before using the adaptive procedure to estimate listeners’ speech recognition scores
as a function of CI parameters, the effectiveness of the procedure was verified using
simulated data. For the purposes of this example, 20 parameter sets were considered,
each with an assumed true value of ptn. These values were computed using a scaled
Gaussian curve with standard deviation σ equal to 10. The mean of the distribution µ
was varied for each simulated run of the task. The simulated task was run 100 times.
For each run, the mean of the Gaussian distribution changed such that a different
parameter set had the highest value of ptn. Across all 100 runs of the procedure, each
parameter set n had the highest ptn for five runs. The amplitude of the curve was
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Figure 5.1: Graphical representation of the adaptive procedure’s operation. First
the prior distributions on the probability of correct identification, pn, are initialized
for each parameter set. A speech token is then presented using a given parameter
set. After the listener responds, the speech token is graded and the posterior distri-
bution of the parameter used to present it is updated. All parameter sets are then
hypothetically sampled by estimating the posteriors for each possible performance
outcome. Using the hypothetical and current posteriors as well as the prior distribu-
tions, the next parameter set is selected using the curve fit or maximum performance
find mode. This process is repeated until the desired number of tokens is presented.
scaled such that the maximum equaled 0.8, the approximate value of the listeners’
percent correct phoneme identification scores in quiet is shown in Figure 4.5.
For each iteration i, 3 tokens corresponding to the 3 phonemes in a CNC were
presented to a given parameter set. The value of ri,n, ranging from 0 to 3, was drawn
from a binomial distribution with ptn equal to the value specified by the aforemen-
tioned Gaussian curve. For the first 60 iterations for the process, each of the 20
parameter sets were randomly sampled to initialize the prior distributions. For the
following 240 iterations, the process selected the next sample as described by Fig-
ure 5.1. In total, each run of the process was comprised of a total of 300 iterations.
An example of the true ptn curve and the two adaptive procedure estimates are
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shown in Figure 5.2. An examination of the means and 95% confidence intervals
for the estimates indicate that both sample placement modes produced the expected
results. For the curve fit mode, the means of the distributions corresponding to
each parameter set approximately aligned with the true values of ptn. Additionally,
the size of the 95% confidence intervals was comparable across all parameter sets,
indicating approximately equal certainty across all estimates. For the maximum
performance find mode, the means of the estimated distributions were less accurate
for parameter sets with low ptn values and more accurate for the sets with high p
t
n
values. The confidence on these estimates also varied depending on the underlying
ptn. Parameter sets with low p
t
n values were sampled less frequently resulting in lower
confidence estimates or larger 95% confidence intervals. In contrast, for parameter
sets with higher ptn the confidence in the estimates was higher, as indicated by the
smaller confidence intervals. For both placement methods, the confidence intervals
encompassed the true ptn values.
While the example included in Figure 5.2 provides estimates for a single run, the
conclusions drawn from it extend to the results across 100 runs. Figure 5.3 includes
statistical measures of the accuracy of the estimates as well as the confidence on
said estimates. Each point represents the average of the metric considered while
the error bars denote 3 standard deviations. To evaluate the accuracy of the pn
estimates, the absolute difference between the true values of the probability of correct
identification and the mean of the estimated values were calculated for all parameter
sets. This difference was also computed between the set with the highest ptn and
the set with the highest µ(pn). When all parameter sets were considered, the curve
fit mode provided more accurate estimates across all parameter sets. When only
the parameter sets with the highest ptn and µ(pn) were compared, the estimates
provided by both sampling methods are approximately equal. The confidence on
these estimates, both across all parameter sets and for the sets with the highest
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Figure 5.2: Simulated curve fit and maximum performance find approximations
to the true pn values. Each parameter index n is plotted versus the true values p
t
n
and the estimated distributions on pn. The true values of p
t
n for each parameter set
follow an amplitude-scaled Gaussian curve with µ = 18 and σ = 10 and are indicated
by the dashed gray line. The blue and magenta curves indicate the curve fit and
maximum performance find estimates. Each point on the curve indicates the mean
of the final Beta distributions after 300 iterations and the error bars denote the 95%
confidence intervals.
true and estimated probability of correct identification, also follow the expected
trends. On average, the curve fit mode provides higher confidence estimates across all
parameter sets while the maximum performance find mode provides higher confidence
estimates for the parameter set with the highest estimated µ(pn).
5.5 Listener Verification Task
After verifying the performance of the adaptive procedure using simulated data, a
second verification task was conducted with CI listeners. Because of its documented
effect on speech recognition, the parameter selected for the experiment was the num-
ber of active electrodes evenly distributed across the array (e.g. [20], [48]). For
different numbers of active electrodes, listener’s performance was estimated using
three different methods. First, their performance was evaluated exhaustively for all
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electrode sets. Their performance was then estimated using the adaptive procedure’s
curve fit and maximum performance find modes. These estimates were compared to
the exhaustive performance estimates to evaluate the effectiveness of each of the
procedure’s modes of operation.
5.5.1 Subjects
The four subjects who participated in the psychophysical data collection experiment
also participated in the adaptive procedure verification tasks. Their demographic
information is included in Table 3.1. Testing was completed in two sessions, each
lasting one to four hours.
5.5.2 Stimuli and Equipment
The speech material used in this experiment consisted of the same set of 792 CNC
words used in the dynamic electrode selection task. Further details about the meth-
ods for selecting and recording the words in the word corpus are included in Chap-
ter 4. The number of words presented across all conditions exceeded the 792 unique
words available. To minimize training effects, all 792 words were presented before
allowing words selected during previous conditions to be presented a second time.
Prior to testing, subjects’ clinical maps were read from their processors using
Custom Sound, Cochlear’s clinical software. All of their clinical parameters, includ-
ing their Ts and Cs, were then transferred to a map file in the Nucleus MATLAB
toolbox. The comfort of the C levels was verified by streaming 300 ms-long biphasic
pulse trains at the corresponding level using the Nucleus Implant Communicator
(NIC v2). This same research interface was used to stream all other experimental
stimuli from a PC. All stimuli were presented as biphasic pulse trains with parameters
corresponding to those read from each subjects’ map. Subjects’ clinical parameters
are included in Table 3.1.
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The number of electrodes used to present the stimuli was varied and included the
following values: 4, 6, 8, 10, 12, and 21 or 22. S1 and S2 had one electrode deacti-
vated in their clinical map, while S3 and S4 had all electrodes activated, therefore
the maximum number of electrodes included in each of their maps was 21 and 22, re-
spectively. For all conditions, the active electrodes were approximately evenly spaced
across the array. The electrode distribution for each of the listener’s experimental
maps is included in Figure 5.4. When the number of active electrodes in a given set
was less than the clinical number of maxima, N , the number of maxima was set to
the number of active electrodes in the set. If the number of active electrodes in a set
was equal to or larger than N the number of maxima was set to N .
Because some electrodes were excluded from the map altogether, their frequen-
cies had to be reassigned. The clinical method of frequency allocation assigns each
of the 62 125-Hz wide frequency bins spanning 187.5 to 7937.5 Hz according to the
total number of active electrodes in the map. In this task, a different approach was
taken to minimize the disruption to the frequency allocation table. The frequencies
corresponding to dropped electrodes were evenly distributed between the two adja-
cent electrodes. If the number of bins was odd, the additional frequency bin was
assigned to the adjacent electrode in the basal direction, since the frequency bands
corresponding to more basal channels are wider.
5.5.3 Procedure
At the start of each testing session, subjects were presented with a set of 50 training
words in quiet processed with their clinical strategy. This training set was not scored;
its purpose was to familiarize subjects with listening to the speech material using
the research interface. The words included in the set were the same for all subjects
but the order was randomized for each individual. These words were reserved for
training purposes and were not used during testing.
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Listeners’ performance across the different electrode sets was evaluated exhaus-
tively by presenting 150 CNC words per electrode set. The conditions corresponding
to different numbers of dropped electrodes were presented in random order. Listener’s
performance as a function of electrode set was then evaluated using the curve fit and
maximum performance find modes of the adaptive procedure. For each mode, 150
CNC words were presented across all conditions. The number of times each electrode
set was sampled was determined by the adaptive procedure.
Listeners started a run of the task by either pressing the keyboard’s space bar or
clicking on the Ready button in the speech recognition task GUI shown in Figure 4.3.
After a word was presented, listeners typed in what they heard into the text box
shown in Figure 4.3. They submitted their response by pressing the enter key or
clicking on the Submit button. During the runs corresponding to the adaptive pro-
cedure, the experimenter used a second keyboard to type in the number of phonemes
the listener had correctly identified. The adaptive procedure used this score as well
as previously collected data to select the electrode set that was used to present the
next word. During the experimental runs corresponding to the exhaustive evaluation
task, each word was presented 500 ms after the submission of the listener’s previous
response. In this case, words were graded by phoneme after the testing session had
concluded.
5.6 Results
Listeners’ speech recognition as a function of the number of active electrodes evenly
distributed across the array was evaluated using four different methods: exhaustive
evaluation, the adaptive procedure’s curve fit and performance find modes and even
sampling. This data for this last condition was obtained by randomly selecting 25
words from each of the exhaustive conditions. This even sampling condition simu-
lated evenly distributing 150 words across all conditions instead of using the adaptive
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procedure to present the same number of tokens. The results for the exhaustive and
adaptive estimation methods are shown in Figure 5.5 and the results for the ex-
haustive and even sampling are shown in Fugure 5.6. For the exhaustive and even
sampling conditions, the results show the Beta distributions on the probability of
correct identification that were fit to the data. For the adaptive conditions, the re-
sults show the final Beta distributions after the adaptive procedure had concluded.
Each point represents the mean of the corresponding Beta distribution on the prob-
ability of correct phoneme identification and the error bars indicate 95% confidence
intervals.
Because each electrode set was sampled most in the exhaustive condition, the
corresponding results are considered the closest estimate of those obtained to the true
underlying probability of correct identification. This certainty about the estimate is
reflected in the small size of the confidence intervals. The shape of the performance
curve, rising from 4 to 8 electrodes and then approximately flat for higher numbers of
active electrodes, is consistent with previously reported results (e.g. [20], [48]). This
plateau in performance as the number of active electrodes increases is likely due to
interactions across the stimulation sites. This hypothesis is supported by the ED and
FM data included in Chapter 3 that indicates these listeners have indiscriminable
electrodes and measurable masking effects.
The exhaustive performance estimates are, in all but one case, encompassed by
the confidence intervals of the curve fit estimates. The size of the confidence inter-
vals across the curve fit estimates is approximately the same. This suggests that the
adaptive procedure is performing as expected, obtaining accurate and equal confi-
dence estimates for all electrode sets considered. Furthermore, when compared to
the exhaustive condition, curve fit estimates were obtained using 1
6
of the material
and approximately 1
6
of the experimental time.
The maximum performance find estimates were using the same amount of speech
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material and in the same amount of time as the curve fit estimates. As expected,
the confidence on these estimates is not equal across all electrode sets. Estimates for
electrode sets with low speech recognition scores have lower confidence, as indicated
by larger confidence intervals, and estimates for electrode sets with higher scores have
higher confidence, indicated by smaller confidence intervals. This is consistent with
the procedure’s goal to find the set with the highest estimated speech recognition
score. In some cases the probability of correct identification for electrode sets that
have high speech recognitions scores in the exhaustive case is underestimated by the
procedure. This can occur when during the first few iterations of the procedure the
listener incorrectly identifies most of the phonemes presented to a given electrode
set. The procedure then determines that further sampling at that electrode set does
not have a high probability of changing the set with the highest probability of correct
identification so it samples at other sets for the remainder of the testing run.
The curve fit and maximum performance find provide different estimates of the
probability of correct phoneme identification. The exhaustive condition provides
an upper bound on these estimates while the even sampling condition provides a
lower bound. Despite being calculated using the same number of total words as the
adaptive procedure estimates, do not generally indicate the electrode sets that have
the highest probability of correct identification. These results suggest that, given
the same number of speech tokens, a directed sampling approach can provide more
accurate estimates than evenly sampling the parameter space.
5.7 Discussion
In computer simulations and in an experiment involving CI listeners, the adaptive
procedure performed as expected in both sampling modes. When in curve fit mode,
the procedure was able to approximate the listeners’ performance as a function of
number of electrodes. Likewise, when in maximum performance find mode, it was
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able to identify either the set corresponding to the highest overall performance in
the exhaustive condition or a set with comparable performance. In the experiment
involving CI listeners, estimates were obtained using 1
6
of the words and about 1
6
of
the experimental time as compared to the exhaustive condition.
In maximum performance find mode, each sample was placed at the electrode set
that was most likely to change which set had the highest estimated probability of cor-
rect identification. This method generally caused the sets with lower probability of
correct identification being sampled less frequently in favor of sampling the electrode
sets with higher probability of correct identification more frequently. This resulted in
less accurate and lower confidence estimates for lower performing electrode sets and
more accurate, higher confidence estimates for the high performing electrode sets of
interest, consistent with the goal of finding the highest performing set. However, the
procedure occasionally underestimated the performance for a set with a correspond-
ing high speech recognition score. This is likely due to the existence of multiple sets
with comparably high underlying probability of correct identification. Occasionally,
a large number of phonemes presented to one of these high performing sets were not
correctly identified during the first few iterations, potentially due to word difficulty
or a lapse in attention on the part of the listener. Because there were other high
performing electrode sets in the search space, the adaptive procedure stopped sam-
pling at these sets with artificially low probability estimates. Instead, the process
sampled the other high performing electrode sets with a higher likelihood of chang-
ing the set with the maximum probability of correct identification. To mitigate this
effect, future versions of the procedure could incorporate a probability of incorrectly
identifying a whole speech token. This would account for the probability of a word
being particularly hard to identify or the probability that the listener was distracted
and missed the presentation of the word entirely.
While this adaptive procedure was developed to evaluate sets of electrodes, it is
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not restricted to estimating performance as a function of electrode set. The same pro-
cedure can be used to estimate performance as a function of any combination of CI
parameters – e.g. pulse rate, pulse width, amplitude compression– in a time-efficient
manner. Additionally, the procedure is not restricted to using CNC words. The
speech material used to estimate performance can be changed to vowels, consonants,
non-CNC words or sentences. In its current implementation, the adaptive procedure
assumes equal prior probability of correct identification for all parameter sets. It also
assumes that the distributions corresponding to each set are independent. These as-
sumptions were made for ease of implementation. However, the procedure’s Bayesian
framework would allow the incorporation of different assumptions depending on the
experiment in question. This versatile and time efficient procedure could provide an
objective method for setting their clinical parameters.
Once the effectiveness of the adaptive procedure was verified using a small set
of parameters, it was used to navigate a larger parameter space. In the experiment
described in Chapter 6, psychophysics-motivated electrode sets were obtained by
sequentially deactivating electrodes with the highest potential to confound speech
recognition. The adaptive procedure was used estimate the electrode set resulting in
the highest speech recognition score. The performance of the electrode set selected
for each psychophysical metric was the compared to the performance of the full
electrode array in order to assess whether these reduced electrode sets could improve
listeners’ speech recognition.
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Figure 5.3: Statistics for 100 repetitions of the adaptive procedure. The two modes
of the adaptive procedure are plotted versus the corresponding value of four different
measures of the procedure’s accuracy. For each repetition of the procedure, the true
ptn values were estimated using both the curve fit and maximum performance find
mode. Each point marks the mean of different error rates across all repetitions and
the error bars represent 3 standard deviations. The top panel includes the absolute
difference between ptn and the mean of the estimates µ(pn) across all n. The second
panel shows the absolute difference between highest ptn and the highest estimated
µ(pn). The third panel shows the difference in the set n
t with the highest true value
of ptn and the set n with the highest estimated pn. The fourth panels includes the
size of the 95% confidence intervals across all values of n. The bottom panel includes
the size of the 95% confidence intervals for set n with the highest estimated µ(pn).
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Figure 5.4: Electrode sets used for adaptive procedure verification task. Each set
contained a varying number of active electrodes approximately evenly distributed
across the array: 4, 6, 8, 10, 12 and 21 or 22. For each number of active electrodes,
the electrodes in the experimental map are indicated with a circle. The frequency
bins corresponding to the excluded electrodes were evenly distributed between the
two adjacent electrodes. If the number of bins was odd, the additional frequency bin
was assigned to the adjacent electrode in the basal direction.
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Figure 5.5: Exhaustive and adaptive procedure estimates as a function of number
of active electrodes for four CI listeners. For the exhaustive performance estimate
150 CNC words were presented per condition. For the curve fit and maximum
performance find modes of the adaptive procedure, 150 CNC words were presented
across all conditions. Each point represents the mean of the Beta distribution on
the probability of correct phoneme identification. The error bars indicate the 95%
confidence intervals.
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Figure 5.6: Exhaustive and even sampling estimates as a function of number of
active electrodes for four CI listeners. For the exhaustive performance estimate 150
CNC words were presented per condition. Of those 150 words, 25 were randomly
selected per electrode set. That data was used to simulate evenly sampling each
electrode set using 25 words. Each point represents the mean of the Beta distribution
on the probability of correct phoneme identification. The error bars indicate the 95%
confidence intervals.
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6Static Electrode Selection Using Psychophysical
Measures
Previous studies suggest that psychophysics-based electrode selection can result in
improved performance for some CI listeners [1], [6], [7]. Each of these studies collected
data corresponding to a single psychophysical metric and used it to determine the
electrodes with the highest potential to negatively impact speech recognition. How-
ever, the psychophysical data included in Chapter 3 suggests that each electrode’s
potential negative impact speech recognition can vary considerably depending on
the psychophysical metric used. Collecting multiple measures for each electrode may
provide a multidimensional assessment of each electrode’s potential to confound.
Additionally, these studies did not consider the effect of varying the number of de-
activated electrodes, presumably because evaluating a large number psychophysics-
motivated electrode sets would be extremely time consuming. This limitation could
be overcome by using a time-efficient method to estimate performance across a large
number of electrode sets, such as the adaptive procedure presented in Chapter 5.
In this work, the ED, FM and MDT data included in Chapter 3 were used to
obtain three different estimates of each electrode’s potential to impact speech recog-
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nition. For each metric, a group of electrode sets was determined by sequentially
excluding the electrodes with the highest potential to confound. The adaptive pro-
cedure presented in Chapter 5 was used to estimate the electrode set that resulted
in the highest performance. The set selected for each metric was then exhaustively
evaluated and its performance was compared to the performance using each listeners
clinical set.
6.1 Subjects
The four subjects who participated in the psychophysical data collection experiment
also participated in the adaptive procedure verification tasks. Their demographic
information is included in Table 3.1. Testing was completed in three sessions, each
lasting two to four hours.
6.2 Stimuli and Equipment
The speech material used in this experiment consisted of the same set of 792 CNC
words used in the dynamic electrode and the adaptive procedure verification tasks.
Further details about the methods for selecting and recording the words in the word
corpus are included in Chapter 4. As in the previous experiments, the number of
words presented across static electrode selection tasks exceeded the 792 unique words
available. To minimize training effects, all 792 words were presented before allowing
words selected during previous conditions to be presented a second time.
Prior to testing, subjects’ clinical maps were read from their processors using
Custom Sound, Cochlear’s clinical software. All of their clinical parameters, includ-
ing their Ts and Cs, were then transferred to a map file in the Nucleus MATLAB
toolbox. The comfort of the C levels was verified by streaming 300 ms-long biphasic
pulse trains at the corresponding level using the Nucleus Implant Communicator
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(NIC v2). This same research interface was used to stream all other experimental
stimuli from a PC.
The number of electrodes used to present the stimuli consisted of either the
listeners clinical set or a psychophysics-motivated set. ED, FM and MDT-based sets
were determined via a sequential process. For the first set, the electrode with the
highest potential to confound was excluded from the array. For the next set, the
two electrodes with the highest potential to confound were deactivated. If a group
of e electrodes had identical psychophysical metric values, e+ 1 sets were formed by
excluding each of the electrodes in the group sequentially and then excluding all of
them. This process was repeated, with an additional electrode being excluded from
the array until 4 electrodes remained. The ED-based electrode sets also included a set
determined using the same method as Zwolan et al. used in their electrode selection
study [1]. The set was determined by first selecting the most basal electrode, e.g.
electrode 1. The closest discriminable electrode in the basal direction, e.g. electrode
3, was also included. Then the closest discriminable electrode to 3 in the basal
direction was also included. This process was repeated until the most basal end
of the array was reached. The sets determined in this way contained an electrode
from each discriminable group of electrodes. For all metrics, each listener’s clinical
electrode set was also included. Figure 6.1 includes the psychophysics-based sets for
each of the four listeners who participated in the experiment.
All tokens were processed with each listener’s clinical speech processing strategy.
All stimuli were presented as biphasic pulse trains with parameters corresponding to
those read from each subjects’ map (included in Table 3.1) except for the number
of active electrodes and the number of maxima. When the number of electrodes in
a given set was less than the clinical number of maxima, N , the number of maxima
was set to the number of electrodes in the set. If the number of electrodes in a set
was equal to or larger than N the number of maxima was set to N .
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As in the adaptive verification task, the frequencies corresponding to the dropped
electrodes were reassigned. The clinical method of frequency allocation assigns each
of the 62 125-Hz wide frequency bins spanning 187.5 to 7937.5 Hz according to the
total number of active electrodes in the map. In this task, the frequencies corre-
sponding to dropped electrodes were evenly distributed between the two adjacent
electrodes. If the number of bins was odd, the additional frequency bin was as-
signed to the adjacent electrode in the basal direction, since the frequency bands
corresponding to more basal channels are wider.
6.3 Procedure
At the start of each testing session, listeners were presented with 50 CNC words in
quiet processed with their clinical map. This training set was not graded; its purpose
was to familiarize subjects with listening to the speech material through the research
interface.
Once the training concluded, the adaptive procedure’s maximum performance
find mode was used to estimate the electrode set with the highest pn across all sets
determined by a given psychophysical parameter. For each metric, ED, FM and
MDT, the total number of electrode sets s varied from 18 to 26. For each group
of electrode sets, the adaptive procedure used 300 CNC words, one word presented
per iteration, to estimate the electrode set with the highest probability of having a
higher pn than all other electrode sets. For the first 3s iterations, each electrode set
was sampled 3 times in random order to initialize the prior distributions. During the
remaining 300−3s iterations the next electrode set to sample was selected according
to the maximum performance find criterion. The performance of the selected set for
each metric was validated using a large set of 150 words. The order of the validation
for the psychophysics-based sets was also selected randomly. The performance of
the clinical electrode set was also evaluated using 150 words and the results were
94
compared to those of obtained with the psychophysics-based sets.
6.4 Results
Figure 6.1 includes the psychophysics-motivated electrode sets for each subject. The
boxes indicated the electrode set that had the highest estimated probability of out-
performing all other sets. While the adaptive procedure generally selected reduced
sets, when evaluating the performance of S2’s MDT sets and S3’s FM sets it deter-
mined that the clinical set would provide the best performance . It was hypothesized
that this would occur when the metric considered had, on average, low values across
the array. This hypothesis was not supported by S2’s MDT and S3’s FM data. This
suggests that, for some listeners, sequentially excluding electrodes using a particular
psychophysical metric may not provide a benefit over using their clinical electrode
set.
This finding is also supported by the validation results included in Figure 6.2.
For most of the selected psychophysics-motivated sets, performance was comparable
to the clinical condition. Since listeners are able to achieve high recognition scores
using reduced electrode sets, it is likely they are not perceiving all the information
presented to them when using their clinical electrode set. For some psychophysics-
motivated sets, performance was slightly worse than clinical. This suggests that
the adaptive procedure’s maximum performance find mode may have either over
estimated the performance of the selected set or underestimated the performance of
the clinical set, preventing it from being selected.
In order to compare the estimates obtained across all electrode sets, the final
values for several of the adaptive procedure’s parameters were examined. Figures 6.3
through 6.6 include the final posterior distributions, the final probability that each
electrode set had a higher pn than all other sets, the number of words presented using
each electrode set and the number of phonemes correctly identified for S1 through S4,
95
Figure 6.1: ED, FM and MDT defined electrode sets defined static electrode se-
lection. Each column corresponds to the psychophysical metric used to obtain the
electrode sets. For each plot, the electrode set index is plotted versus the active elec-
trodes included in the corresponding set. The electrode set labeled as C correspond
to the listeners clinical set. The set labeled as Z corresponds to the set determined
using the same method as Zwolan et al. [1]. For each subject and each metric, the
electrode sets marked by a box correspond to those the adaptive procedure estimated
had the highest corresponding probability of correct phoneme identification.
respectively. These results indicate that for certain runs of the adaptive procedure
(i.e. those corresponding to S2’s ED sets, S4’s FM and MDT sets) the performance
of the clinical set was underestimated. This occurred as a result of the low number
of correctly identified phonemes during the adaptive procedure’s first few iterations,
potentially due to especially challenging words or to a lapse in attention on the part
of the listener. The adaptive procedure occasionally overestimated the performance
of some electrode sets (i.e. S4’s MDT set 14). This could have been due to the
words presented using that set being especially easy to identify resulting in a higher
estimated performance than the exhaustive evaluation later revealed.
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Figure 6.2: Speech recognition for the ED, FM and MDT-defined electrode sets
selected by the adaptive maximum performance find procedure and for the clini-
cal electrode set was exhaustively evaluated using 150 CNC words. The height of
each bar represents the mean of the Beta distribution on the probability of correct
phoneme identification, µ(pn). The error bars represent the 95% confidence intervals
for each distribution. The triangles indicate two conditions that are significantly
different from each other (Pr(pn1 ≥ pn2) ≥ 0.95). For S2 and S3, the electrode sets
selected when using the MDT and FM defined sets, respectively, were the same as
the clinical set.
6.5 Discussion
In this chapter, three psychophysical metrics, ED, FM and MDT, were used to
select electrodes across all time windows. For each metric, the adaptive procedure
presented in Chapter 5 was used to estimate the performance across all electrode
sets and select the one with the highest probability of correct identification from the
18 to 26 sets considered. In a few cases, the sets selected performed slightly better
than the clinical set. This suggests that eliminating a certain number of electrodes
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Figure 6.3: ED, FM and MDT adaptive electrode selection procedure outcomes for
S1. For each metric, 300 CNC words were used to estimate the electrode set with the
highest probability of correct phoneme identification, pn. All words presented were
graded by phoneme. To characterize the data, Beta distributions on pn were fit to the
data. The first row shows the probability distribution functions after 100 iterations,
in red, an the means of said distributions, in blue. The second row includes the final
estimated probability that each electrode set resulted in a higher pn than all other
sets. The third and fourth row include the number of word presented using each set
and the number of phonemes correctly identified, respectively.
from listeners’ maps according to their individual psychophysical data could have
increased the amount of distinct information perceived by the listeners. In most
cases, the selected electrode sets performed comparably to the clinical electrode set.
This suggests that the information presented to the electrodes that were excluded
may have been redundant or occluded. Occasionally, the selected electrode sets
resulted in lower speech recognition scores than the clinical set. In these cases, the
adaptive procedure’s maximum performance find mode either underestimated the
performance of the clinical set, overestimated the performance of the selected set, or
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Figure 6.4: ED, FM and MDT adaptive electrode selection procedure outcomes for
S2. For each metric, 300 CNC words were used to estimate the electrode set with the
highest probability of correct phoneme identification, pn. All words presented were
graded by phoneme. To characterize the data, Beta distributions on pn were fit to the
data. The first row shows the probability distribution functions after 100 iterations,
in red, an the means of said distributions, in blue. The second row includes the final
estimated probability that each electrode set resulted in a higher pn than all other
sets. The third and fourth row include the number of word presented using each set
and the number of phonemes correctly identified, respectively.
did both. To mitigate the underestimation errors, the procedure could incorporate
a probability of incorrectly identifying a whole word, or all tokens presented during
a given iteration. This could account for a word being particularly difficult, or for
a listener’s momentary lapse in attention. Overestimation errors could be due to
varying levels of difficulty across the words in the corpus or learning effects. Both
of these issues could be addressed by modifying the speech material used during
testing. The effects of token difficulty could be mitigated by using lists of words
or sentences such that difficulty was balanced across all elements of list. Previous
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Figure 6.5: ED, FM and MDT adaptive electrode selection procedure outcomes for
S3. For each metric, 300 CNC words were used to estimate the electrode set with the
highest probability of correct phoneme identification, pn. All words presented were
graded by phoneme. To characterize the data, Beta distributions on pn were fit to the
data. The first row shows the probability distribution functions after 100 iterations,
in red, an the means of said distributions, in blue. The second row includes the final
estimated probability that each electrode set resulted in a higher pn than all other
sets. The third and fourth row include the number of word presented using each set
and the number of phonemes correctly identified, respectively.
studies have developed several lists of sentences with these characteristics (e.g. [49],
[43]). One disadvantage of using these sentence lists to evaluate speech recognition
is that listeners may use context to learn them, especially when lists with a reduced
number of elements are used to test a large number of listening conditions. These
learning effects could be mitigated by creating balanced-difficulty lists of nonsense
words or sentences, thus removing meaning from the speech material.
The method of electrode selection used in this work prioritized excluding the
electrodes with the highest potential to confound over ensuring that the remaining
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Figure 6.6: ED, FM and MDT adaptive electrode selection procedure outcomes for
S4. For each metric, 300 CNC words were used to estimate the electrode set with the
highest probability of correct phoneme identification, pn. All words presented were
graded by phoneme. To characterize the data, Beta distributions on pn were fit to the
data. The first row shows the probability distribution functions after 100 iterations,
in red, an the means of said distributions, in blue. The second row includes the final
estimated probability that each electrode set resulted in a higher pn than all other
sets. The third and fourth row include the number of word presented using each set
and the number of phonemes correctly identified, respectively.
active electrodes were approximately evenly distributed across the array. As a result,
some electrode sets excluded groups of neighboring electrodes, creating “holes” in
the electrode array. The frequency bins corresponding to these excluded electrodes
were split and assigned to the closest electrode to the “hole” in the apical and basal
directions. The larger the “hole” in the array, the greater the mismatch introduced
between the frequencies allocations corresponding to the experimental and clinical
maps. Higher mismatches in frequency allocation are likely to negatively impact
speech recognition (e.g. [17], [18], [19]). The negative impact of frequency realloca-
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tion could be mitigated by restricting the number of electrodes that can be dropped
from each region of the electrode array. This was the approach used by Garadat et
al. [7] to select electrodes using MDT data. They divided the electrode array into
five sections and excluded the electrode with the highest MDT from each section.
One potential drawback for this strategy is that it could result in the exclusion of
electrodes with low potential to confound speech recognition.
While this work investigated electrode selection as function of ED, FM and MDT,
the selection process was conducted independently for each metric. However, the
psychophysical data presented in Chapter 3 suggest that ED, FM and MDT may
each be measuring an electrode’s potential to confound speech recognition along a
different dimension. A weighted combination of these metrics may therefore provide
a more complete assessment of each electrode’s potential negatively impact speech
recognition.
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7Conclusions
The overall goal of this work was to maximize speech recognition through psychophysics-
based electrode selection. As a first step, a multidimensional estimate of each elec-
trode’s “badness” or potential to confound speech recognition was obtained by col-
lecting three different types of psychophysical metrics, ED, FM and MDT. These
metrics showed high variability across and within subjects, suggesting that a single
metric may not be sufficient to properly estimate the potential of each electrode
across the array. Further, these metrics were generally uncorrelated for each subject,
indicating that each measure may be predicting “badness” along a different dimen-
sion. Once these measures had been collected for all electrodes in each listeners array,
they were used to inform two different electrode selection strategies.
The first method was a psychophysics-motivated extension to current energy-
driven speech processing strategies that incorporated listener-specific ED or FM
data. For each time window, the highest energy electrodes that also had the highest
likelihood of presenting distinct or perceivable percepts, as determined by the pre-
viously collected ED or FM data, were selected for stimulation. The performance of
these strategies was evaluated in quiet, noise and reverberant conditions. In quiet,
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the strategy corresponding to the psychophysical metric with highest overall values
performed comparably to the clinical speech processing algorithm. In contrast, the
strategy corresponding to the psychophysical metric the lowest overall values for each
listener performed worse than the clinical strategy. In this work, it was assumed that
speech recognition could be improved by dynamically dropping electrodes using two
different psychophysical measures, regardless of their overall level across the array.
However, the results of this study suggest that when the value of psychophysical
metric is generally low across the array using it to select electrodes may result in a
loss of perceived information. It is therefore unclear what level these psychophysical
metrics must reach in order to be indicative of an electrode that could potentially
have a negative impact on speech recognition. Determining this level through further
investigation could provide useful guidance for future psychophysics-based electrode
selection strategies.
Instead of selecting electrodes for each time window, the second strategy excluded
the electrodes with the highest potential to confound speech recognition across all
time windows. For each psychophysical metric, the electrodes with the highest po-
tential to present confounding or occluded information were sequentially excluded
from the array. This resulted in a large number of psychophysics-motivated electrode
sets for each of the three metrics. Evaluating each of these sets exhaustive would
have required a prohibitive amount of experimental time. To mitigate this prob-
lem, an adaptive procedure was developed to estimate performance as a function of
electrode set in a time-efficient manner.
The adaptive procedure provides a method for estimating listener’s speech recog-
nition performance as a function of any number CI parameters such as pulse rate,
pulse width, amplitude compression, or number of active electrodes. The Bayesian
framework of the procedure can easily be adapted to accommodate different speech
material including vowels, consonants, words or sentences. Depending on the objec-
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tive of the estimation task, the procedure can operate in two different modes. The
goal of the curve fit mode is to obtain equal confidence estimates across all parameter
sets considered. The goal of the maximum performance find mode was to determine
the parameter set, or sets, that resulted in the highest estimated speech recognition.
The effectiveness of each of the adaptive procedure’s modes of operation was verified
using computer simulations and a task involving CI listeners.
The adaptive procedure’s maximum performance find mode was then used to
estimate the electrode set with the highest probability of resulting in higher speech
recognition scores than all other electrode sets. For each psychophysical metric,
the set selected by the adaptive procedure was then evaluated exhaustively and its
performance was compared to that of the clinical set. In some cases, the electrode
set selected by the adaptive procedure resulted in higher speech recognition scores
than the clinical set. This suggests that eliminating a certain number of electrodes
from listeners’ maps according to their individual psychophysical data could have in-
creased the amount of distinct information perceived by the listeners. Occasionally
the electrode set selected performed worse than the clinical set. In these cases, either
the performance of the selected electrode set was overestimated, the performance of
the clinical set was underestimated or both over and underestimation errors occurred.
The underestimation errors could be corrected by incorporating a probability of in-
correctly identifying a whole word, or a set of tokens, into the adaptive procedure.
This variable would account for speech material difficulty as well as the likelihood of
a listeners lapse in attention. Overestimation errors could be due to varying levels
of difficulty across the words in the corpus or learning effects. These effects could
be minimized by using speech materials that were balanced for difficulty and con-
tained nonsense words or sentences devoid of meaning. Generally, the electrode set
selected by the adaptive procedure performed comparably to the clinical electrode
set. This result suggests that the information presented on the excluded electrodes
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may not have been perceived by the listeners. In order to increase the performance
of these reduced electrode sets, future implementations of the static electrode selec-
tion strategies could be driven by a weighted combination of several psychophysical
metrics.
Previous studies suggested that psychophysics-based electrode selection could
improve speech recognition [1] [6] [7]. However, some of these studies were limited
in scope and their proposed electrode selection strategies did not result in increased
speech recognition scores across a group listeners. Boe¨x et al. [6] only studied the
impact of excluding the apical electrodes with the highest level of masking. Of the
two subjects who participated in the study, only one performed significantly better
with the experimental map. Garadat et al. [7] compared listeners’ performance
using the electrodes with the highest and lowest sensitivity to modulation. The
experimental map including the electrodes with the highest sensitivity to modulation
resulted in higher speech recognition scores than the experimental map including the
electrodes with the lowest sensitivity to modulation. However, the performance of
the map including the electrodes with the highest sensitivity to modulation was not
compared to that of the full electrode array. Zwolan et al. [1] created experimental
maps including only discriminable electrodes. The results of this study were they
most promising: of the nine listeners tested, seven experienced an increase in speech
recognition scores when using the experimental maps. In this work, out of the four
listeners who participated in the task, one performed significantly better with the
psychophysics motivated maps. The lack of improvement in speech recognitions for
the other three listeners may have been due to various experimental factors.
In this work, the functionality of the adaptive process determined the psychophysics-
based set selected for further evaluation and therefore the reported effectiveness of
the static electrode selection strategy. Another possible factor that could have in-
fluenced the results of this study is the psychophysical data used to determine the
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electrode sets. In order to decrease the amount of time required to collect three
different psychophysical metrics per electrode, estimates were made using a reduced
number of measurements. For example, the FM patters corresponding to each elec-
trode were estimated using five measurements: one measurement for each of two
probes adjacent two the masker in either direction and one for a co-located masker
and probe. This allowed the patterns for all electrodes to be measured in a few test-
ing sessions spread out over several weeks. In contrast, measuring the full masking
patterns for each masker and probe pair could have required testing sessions spanning
a approximately one year [2]. These approximations could have introduced noise into
the psychophysical data and may have made it a less reliable indicator of a potential
underlying physiological condition. The tradeoff between accuracy and time as well
as the inherent ambiguity present in psychophysical data could be mitigated by using
objective measures of an electrode’s “usefulness”. A recent preliminary study used
electroencephalography (EEG) recordings of evoked auditory steady-state responses
to amplitude-modulated pulse trains to assess differences in neuronal activations be-
tween NH and CI listeners [50]. These differences may identify electrodes that are
less effective transmitters of modulation information. An additional study used com-
puter tomography (CT) scans to identify electrodes with poor neural interface and
exclude them from listeners’ maps [51]. Future studies could compare the effective-
ness of electrode selection using these objective measures to the the effectiveness of
psychophysics-based strategies across the same group of listeners.
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