Abstract. The restrictions of the analysis of natural processes which are observed at any point in space or time to a purely spatial or purely temporal domain may cause loss of information and larger prediction errors. Moreover, the arbitrary combinations of purely spatial and purely temporal models may not yield valid models for the space-time domain. For such processes the variation can be characterized by sophisticated spatio-temporal modeling. In the present study the composite spatio-temporal Bayesian maximum entropy (BME) method and transformed hierarchical Bayesian space-time interpolation are used in order to predict precipitation in Pakistan during the monsoon period. Monthly average precipitation data whose time domain is the monsoon period for the years 1974-2000 and whose spatial domain are various regions in Pakistan are considered. The prediction of space-time precipitation is applicable in many sectors of industry and economy in Pakistan especially; the agricultural sector. Mean field maps and prediction error maps for both methods are estimated and compared. In this paper it is shown that the transformed hierarchical Bayesian model is providing more accuracy and lower prediction error compared to the spatio-temporal Bayesian maximum entropy method; additionally, the transformed hierarchical Bayesian model also provides predictive distributions.
Introduction
Pakistan is located between 23 • and 37 • north latitude and 61 • and 76 • east longitude. The economy of Pakistan is highly supported from the agricultural sector; the occurrence of monsoon (June-September) rainfall being of vital importance for the said sector. The accurate prediction of precipitation in Pakistan provides useful information for decision Correspondence to: I. Hussain (ijaz.hussain.kherani@gmail.com) making. Monthly average precipitation data over a period of twenty-seven years were collected from the meteorological department of Pakistan, providing monthly average rainfall data for fifty-one gauged sites.
Space time data are frequently analyzed through models initially developed for only spatial or temporal distributions. Kyriakidis and Journel (1999) note that the joint space-time dependence is often not fully modeled nor exploited in the estimation or forecasting at unmonitored locations. Christakos (1992) developed the idea of spatio-temporal random fields (STRF) which can take into account the composite spacetime dependence and also utilize the physical knowledge of the natural processes which in turn leads to an improved estimation. This method is based on the Bayesian maximum entropy (BME) approach; BME utilizes the physical knowledge about natural processes in the form of a highly informative prior distribution whereas in absence of physical knowledge about natural process this method is similar to space-time ordinary kriging. Le et al. (1997) proposed a Bayesian hierarchical interpolation method for environmental applications which is very sensitive to non-stationarity. This approach assumes finite dimensional Gaussian distributions with the mean functions depending on an unknown parameter matrix and a vague structure for covariance. The hierarchical framework can take account of the uncertainty of the mean and covariance models and generates space-time predictions that are completely characterized by probability density functions. In the present paper a comparison between BME and hierarchical Bayesian space-time interpolation is made. For BME prediction spatial and temporal mean trends are estimated and then separable spatial and temporal co-variograms are determined. The fitted co-variograms are used for BME kriging. For the transformed hierarchical Bayesian model the generalized inverted Wishart distribution is used as prior for the covariance matrix and its hyperparameters are empirically Bayesian estimated by means of an EM-algorithm.
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Study area
Monthly average precipitation data of fifty-one gauged sites in Pakistan were collected from the meteorology department of Pakistan. Some gauged sites have been recording data since 1947, the year of the foundation of Pakistan, while many other gauged sites were installed later. Data from a period of twenty-seven years were used. The monsoon period in Pakistan lasts from June to September. The monthly average precipitation data during the monsoon period of twenty-seven years are used in the present study.
Bayesian maximum entropy method
Most of the statistical techniques for the estimation of characteristics of space-time processes are based on hard data and do not take into account any physical knowledge (soft data) for estimation purposes. Christakos et al. (2002) proposed the Bayesian maximum entropy spatio-temporal estimation method which can take into account physical knowledge in terms of prior information which, in turn, results in improvements for the estimation of space-time processes. The spacetime random field is described as Z(s,t) where (s,t) ∈ D ·T : D ⊂ R 2 represents spatial coordinates and T ⊂ R + are positive real numbers describing temporal coordinates. The BME method can be described briefly as consisting of five different phases: In the first phase the estimation of space-time mean trend is performed, a smooth spatial trend is computed using an exponential spatial filter which is then applied to the average measurements of each spatial location. A smooth temporal trend for each time replication is computed using an exponential temporal filter applied to the averaged measurements at each time instant. In the second phase the space-time mean trend m(s,t) is interpolated on a grid. In the third phase the residuals are computed by subtracting the space-time mean trend from the original data i.e. R(s,t) = Z(s,t) − m(s,t). The residual data matrix is then used to estimate the separate spatial covariances, temporal covariances and spatiotemporal experimental co-variograms. In the fourth phase theoretical covariance models are fitted to the experimental co-variograms. In the last phase prediction is performed at unobserved locations for any time instant using the fitted covariogram model and space-time kriging, Christakos (1992) , Chiles and Delfiner (1999) . Since the co-variograms are estimated based on residuals the resulting predicted data will correspond to residual values. The space-time mean trend surfaces and predicted residual surfaces are to be added to get predicted values at the original scaling.
Transformed hierarchical Bayesian model
Let Z [g] and Z [u] be the response variables of gauged and ungauged locations and correspondingly Y [g] and Y [u] be the Box-Cox transformed response variables, respectively, i.e. = log(Z [.] ) : λ = 0 (1)
The transformed response variables follow a Gaussian model conditional on the hyper-trend parameter β and the covariance matrix . The hyper-parameter β itself follows a Gaussian model conditional on the hyper-parameter β 0 and the covariance matrix . Finally, the covariance matrix follows a generalized inverted Wishart distribution. Thus, the suggested model of Le et al. (1997) 
Here N (.,.) denotes the multivariate normal distribution and V represents the matrix of l covariates describing the time replications i.e. V t = (V t1 ,...V tl ) remaining constant for all sites at each time point t. Since four months(JuneSeptember) are taken into consideration for a twenty seven years period, we have l = 4 and t = 27. The β 0 is an l × (g + u)l matrix of regression hyper-parameters and F −1 is an l · l positive definite matrix specifying covariance between the rows of β. In Le et al. (1997) an empirically Bayesian EM-algorithm is suggested to estimate these hyperparameters. With regard to the prior specification in the last line of Eq. 2, we follow Brown et al. (1994) , where a generalized inverted Wishart (GIW) distribution for the covariance matrix is proposed and detail this prior as follows:
/ [u] ∼ N τ 00 ,H 0 ⊗ [u] [u]
∼ I W ( 0 ⊗ ,δ 0 ) τ j / j ∼ N τ 0j ,H j ⊗ j ,j = 1,2...n g − 1 j ∼ I W j ⊗ ,δ j ,j = 1...n g
The abbreviation IW stands for the Inverted Wishart distribution. Here τ u is the slope of optimal linear predictors of Y [u] based on Y [g] and the residual covariance of the optimal linear predictor [u] ; also τ j and j for j = 1,2,....n g − 1 have similar interpretations. Suppose H is the set of hyper-parameters in Eq. 3, i.e. H = ( ,δ,F,β) , where structures of random functions Z it = Z(x i ,t); here x i = (1,2,...N) are locations and t = 1,2...T are time replications. The estimation method is based on the assumption of temporal stationarity but spatial non-stationarity. Sampson and Guttorp (1992) use the spatial dispersions d 2 ij = var Z it − Z j t = s ii + s jj − 2 · s ij as natural metric for the spatial covariance structure model. Their method constructs a smooth mapping of the geographic space of gauged locations onto the dispersion space (D-space) and does not need any assumption of stationarity. An isotropic variogram model is fitted on the basis of observed correlations and distances in D-space. The spatial correlations of ungauged locations can be estimated in conjunction with an estimated isotropic variogram model by using a thin plate smoothing spline as a nonlinear 1-1 mapping function. The estimated nonstationary covariance model is of the form D 2 (x a ,x b ) = g f (x a ) − f (x b ) = g y i − y j , here for covariance estimation y i are referred as D-plane coordinates and for the details about function f and g, see Sampson and Guttorp (1992) .
Predictive distributions
The predictive distribution can be specified as matrix t-distribution. The transformed random variable Y n·m is said to have a matrix t-distribution,Y n·m ∼ t n·m (Y n·m 
The normalizing constant of this density is given by K = 
,H ∼ t n u · n u l µ [u/g] ,(δ 0 − n u l + 1)
where µ [u/g] = V β [u] 0 +ˆ [g] τ 0n u , [u/g] 
0 . The software provided by Le and Zidek (2006) offers the possibility to simulate realizations Y [u] i ,i = 1,2,...5000 from the predictive distribution Eq. 5. These simulated values have just to be backtransformed to the original scale by means of the inverse Box-Cox transformation. Multivariate histograms based on these back-transformed simulated values are then used to approximate the predictive distributions at the original scale.
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Results and Discussions
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A nested spatial covariance model is fitted as a combination of a Gaussian and an exponential covariance function i.e. C (r,τ = 0) = 5000exp 
Estimation of hyper-parameters
A time series trend analysis is made and temporal correlations are removed by fitting an autoregressive model of order 2. To meet the assumption of normality for hierarchical Bayesian space time interpolation the Box-Cox transformation is used and it is observed that the data fulfill the assumption of normality for Box-Cox transformation parameter λ = 0.1575. The posterior distributions of β 0 and Σ are estimated on the basis of the EM algorithm in Le and applied in three phases. In the first phase, the method lizes the empirical correlations and fits an empirical Gau variogram model; γ (h) = a 0 + (2 − a 0 )(1 − exp(−t 0 × , where a 0 = 0.0260 and t 0 = 1.032. For the fitted ogram based on empirical correlations see Fig.6 . In the ond phase, a thin plate smoothing spline parameterλ 0 is used to estimate the coefficients of the thin plate s smoothing splines. In the third phase, the correlation tween the gauged sites and 196 ungauged sites are estim The correlations for ungauged locations are obtained by converting ungauged geographic coordinates to D-plan ordinates and then calculating correlations based on variogram parameters and the inter-distances in D-spac comparison of the empirical correlations of gauged sites ungauged sites is shown in Fig.7 .
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Predictive distributions
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Conclusions
The BME and the Hierarchical Bayesian space-time model indicate heavy rain for the same regions, however, the Bayesian hierarchical model is also showing variations in the amount of rainfall for regions which received lower rainfall. The BME maps are showing spatial consistency in the amount of rainfall for the remaining regions except the heavy rainfall regions i.e 73 o − 75 o longitude and 32 o − 34 o latitude. Fig.1 shows spatial variation in the amount of rain-
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Predictive distributions
To predict unobserved transformed responses, 5000 realizations are simulated at a 14 by 14 grid ungauged locations by using the predictive distributions. The predicted transformed responses are back transformed to the original scale by using the inverse Box-Cox transformation. The predicted maps of mean values for July and September of the year 2000 are shown in Fig.8 . The South-eastern part of Pakistan had very little rainfall for the selected months of this year. During the investigated period the native regions of Islamabad (capital of Pakistan) received much rainfall. The maximum rainfalls occurred in July.
Conclusions
The BME and the Hierarchical Bayesian space-time model indicate heavy rain for the same regions, however, the Bayesian hierarchical model is also showing variations in the amount of rainfall for regions which received lower rainfall. The BME maps are showing spatial consistency in the amount of rainfall for the remaining regions except the heavy rainfall regions i.e 73 o − 75 o longitude and 32 o − 34 o latitude. Fig.1 shows spatial variation in the amount of rainfall, excluding heavy rainfall regions i.e( 73 o −75 o longitude and 32 o − 34 o latitude), the BME spatio-temporal prediction method does not take this variation into account. The hierarchical Bayesian model is accounting for more variation compared to the BME spatio-temporal method. The Bayesian non-stationary multivariate space-time interpolation method also provides more accuracy compared to the BME spatiotemporal method. Moreover, from the transformed hierarchical Bayesian method it is possible to identify regions of Pakistan with low or high precipitation during the 27 years of investigation. From the maps produced it can be seen that heavy rainfall occurs during the months of July and low rainfall occurs in June. The neighboring regions of Islamabad, the capital of Pakistan, are getting more rainfall for the whole time period. Most of the regions with low rainfall are having low elevation and are agricultural areas and some regions are characterized as deserts. A prediction for ungauged locations can be made for any time point in the given range. Moreover, from the simulated realizations the uncertainties about droughts and heavy rainfall for any threshold values can be obtained from the predictive distribution. The cross validation for the Hierarchical Bayesian model led to 95.1% of the values of gauged locations falling within the 95% credible intervals, which suggests that this prediction method is appropriate for predicting precipitation in Pakistan during the monsoon periods of the years 1974-2000. 
The BME and the Hierarchical Bayesian space-time model indicate heavy rain for the same regions, however, the Bayesian hierarchical model is also showing variations in the amount of rainfall for regions which received lower rainfall. The BME maps are showing spatial consistency in the amount of rainfall for the remaining regions except the heavy rainfall regions i.e. 73 • -75 • longitude and 32 • -34 • latitude. Fig. 1 shows spatial variation in the amount of rainfall, excluding heavy rainfall regions i.e. (73 • -75 • longitude and 32 • -34 • latitude), the BME spatio-temporal prediction method does not take this variation into account. The hierarchical Bayesian model is accounting for more variation compared to the BME spatio-temporal method. The Bayesian non-stationary multivariate space-time interpolation method also provides more accuracy compared to the BME spatio-temporal method. Moreover, from the transformed hierarchical Bayesian method it is possible to identify regions of Pakistan with low or high precipitation during the 27 years of investigation. From the maps produced it can be seen that heavy rainfall occurs during the months of July and low rainfall occurs in June. The neighboring regions of Islamabad, the capital of Pakistan, are getting more rainfall for the whole time period. Most of the regions with low rainfall are having low elevation and are agricultural areas and some regions are characterized as deserts. A prediction for ungauged locations can be made for any time point in the given range. Moreover, from the simulated realizations the uncertainties about droughts and heavy rainfall for any threshold values can be obtained from the predictive distribution. The cross validation for the Hierarchical Bayesian model led to 95.1% of the values of gauged locations falling within the 95% credible intervals, which suggests that this prediction method is appropriate for predicting precipitation in Pakistan during the monsoon periods of the years 1974-2000.
