Abstract. The domain of attraction of a 1-stable law on R d is characterised by the expansions of the characteristic functions of its elements. 
x0 introduction
Let X 1 ; X 2 ; : : : be R d -valued, independent, identically distributed random variables.
The distributional limits of S n ?A n B n where A n 2 R d ; B n > 0 are constants, and S n = P n k=1 X k , are given by the well known stable laws. ( Le] 
, G-K], I-L]).
A probability distribution function F on R d In this case ( Le] ) necessarily a p + b p = c p for some 0 < p 2, and p is called the order of the stable law F.
A distribution G on R d belongs to the domain of attraction of the stable law F if there are constants A n 2 R d and B n > 0 such that the distributions S n ?A n B n converge weakly to F where S n = X 1 + ::: + X n and X 1 ; X 2 ; ::: are i.i.d. with distribution G.
For p 2 (0; 2] and d 2 N we let DA(p; d) be the collection of distribution functions in the domain of attraction of some stable law on R d of order p.
In this paper, we obtain expansions of the characteristic functions of distributions on R d which are in the domain of attraction of a stable law.
In x1 we deal with the case d = 1. The rst partial results are in G-Kor]. The expansions are given fully in I-L] in case p 6 = 1 (see theorem 1 below).
Our main result is theorem 2 (below) giving the expansions in case p = 1.
In x2 we obtain as corollaries expansions in case d 2. Other results in this case are to A stable law of order p on R has a characteristic function of form log (t) = it ? cjtj p 1 ? i sgn(t) tan( p 2 )] (p 6 = 1);
and Re log (t) = ?cjtj; Im log (t) = t + 2 c log(1=jtj) (p = 1) where c > 0; ; 2 R are constants ( Le] (ds) for p = 1. Evidently a stable law on R d has a density if and only if the support of its spectral measure is not contained in a proper subspace of R d , and in this case we say that both the stable law, and the spectral measure are nondegenerate.
Clearly, the stability of a R d -valued random variable Z implies that of its inner products hZ; ui; (u 2 R d ).
An example of Marcus ( Ma] ) shows that the converse of this is false without additional assumptions.
According to theorems 2.1.2 and 2.1.5 in S-T], the R d -valued random variable Z is strictly stable (stable with index 1) if its inner products hZ; ui; (u 2 R d ) are strictly stable on R (stable on R with index 1).
The rst characterisations of domains of attraction were in terms of the tails of the distributions concerned.
In the unidimensional case ( G-K]), for p < 2, the distribution function G 2DA(p; 1) i there is a function L : R + ! R + , slowly varying at 1 (see F]), and constants c 1 ; c 2 0; c 1 + c 2 > 0 such that 
The expansion of the characteristic function when p = 1 is also treated in I-L] for a limited class of slowly varying functions L, namely those where
as ! 1 (c.f. theorem 2 here, theorem 2.6.5 there, and formula (2.6.34) there). As can be easily checked, the functions L(x) (log x) a (a 2 R), and L(x) e (log x) a (0 < a < 1) are slowly varying functions not in this class.
Theorem 2.
Suppose that G satis es (2) 0 0 < p < 1; n 1 < p 2;
To see this in case p = 1 write log E(e it( S n ?A n B n ) ) = ? itA n B n + n log ( t B n ) := n (t) + i n (t); 
Now for j = 1; 2 and k > 1 (see (5) in lemma 3 below),
Thus with k = 1=jtj n (t) ! t(c 1 ? c 2 ) log 1 jtj + 2 cCt = 2 ct log 1 jtj + C as n ! 1:
Thus, the above representation is a characterization of DA(p; 1). Remark 3.
We note that the expansion of (t) around 0 up to o(jtj p L(1=jtj)) is determined entirely by the asymptotic equivalence class of the slowly varying function L and the constants c 1 ; c 2 0 for G satisfying (2) with p 6 = 1. This is not the case when p = 1 as shown by the following examples. There is a distribution G so that L 1 (x) := x(1 ? G(x)) = (log x) 2 + (log x) On the other hand, there is a symmetric distribution satisfying
for which also L( ) = (log ) 2 , and p = c 1 = c 2 = 1; but here (owing to symmetry) Im log (t) 0:
Proof of theorem 2. Assume that G is represented in the form (2). For x > 0 de ne distribution functions G j (j = 1; 2) on IR + by
We have that 
Changing variables, we obtain that
By lemma 1 (below) we see that and hence theorem 2.
We conclude this section by collecting the lemmas on slowly varying functions needed for theorem 2. Proof. We rst split the region of integration into four parts: I 1 = 1 ; 1), I 2 = ; 1 ), I 3 = t 2 ; ) and I 4 = 0; t 2 ) where < 1 < 1 = (N ? 1 2 ) (N 2 N). Proof.
We rst show (5):
Next, we see that (3) follows from (5) To nish the proof of (4), we note that xh(x) (1 + x 2 )(1 + 
