This paper represents a Particle Swarm Optimization (PSO) algorithm, for grid job scheduling. PSO is a population-based search algorithm based on the simulation of the social behavior of bird flocking and fish schooling. Particles fly in problem search space to find optimal or near-optimal solutions. In this paper we used a PSO approach for grid job scheduling. The scheduler aims at minimizing makespan and flowtime simultaneously. Experimental studies show that the proposed novel approach is more efficient than the PSO approach reported in the literature.
Introduction
Computational Grid [1] is composed of a set of virtual organizations (VOs). Any VO has its various resources and services and on the basis of its policies provides access to them and hence grid resources and services are much different and heterogeneous and are distributed in different geographically areas. At any moment, different resources and services are added to or removed from grid and as a result, grid environment is highly dynamic.
Service is an important concept in many distributed computations and communications. Service is used to depict the details of a resource within the grid [2] . Grid services and resources are registered within one or more Grid Information Servers (GISs). The end users submit their requests to the Grid Resource Broker (GRB). Different requests demand different requirements and available resources have different capabilities. GRB discovers proper resources for executing these requests by querying in GIS and then schedules them on the discovered resources. Until now a lot of works has been done in order to schedule jobs in a computational grid. Yet according to the new nature of the subject further research is required. Cao [3] used agents to schedule grid. In this method different resources and services are regarded as different agents and grid resource discovery and advertisement are performed by these agents. Buyya [4] used economic based concepts including commodity market, posted price modeling, contract net models, bargaining modeling etc for grid scheduling.
As mentioned in [8] scheduling is NP-complete. Meta-heuristic methods have been used to solve well known NP-complete problems. In [10] Yarkhanan and Dongarra used simulated annealing for grid job scheduling. GAs for grid job scheduling is addressed in several works [12] , [13] , [14] and [16] . Abraham et al. [15] used fuzzy PSO for grid job scheduling. Different criteria can be used for evaluating the efficacy of scheduling algorithms and the most important of which are makespan and flowtime. Makespan is the time when grid finishes the latest job and flowtime is the sum of finalization times of all the jobs. An optimal schedule will be the one that optimizes the flowtime and makespan [15] . The method proposed in [15] aims at simultaneously minimizing make span and flowtime. In this paper, a version of discrete particle swarm optimization (DPSO) is proposed for grid job scheduling and the goal of scheduler is to minimize the two parameters mentioned above simultaneously. This method is compared to the method presented in [15] in order to evaluate its efficacy. The experimental results show the presented method is more efficient and this method can be effectively used for grid scheduling. The remainder of this paper is organized in the following manner. In Section 2, we formulate the problem, in Section 3 the PSO paradigm is briefly discussed and Section 4 describes the proposed method for grid job scheduling, and Section 5 reports the experimental results. Finally Section 6 concludes this work.
Problem Formulation
GRB is responsible for scheduling by receiving the jobs from the users and querying their required services in GIS and then allocating these jobs to the discovered services. Suppose in a specific time interval, n jobs } ,..., , { 
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are within the grid. Each node has one or more services and each job requires one service. If a job requires more than one independent service, then we can consider it as a set of sub-jobs each requiring a service.
In this paper, scheduling is done at node level and it is assumed that each node uses First-Come, First-Served (FCFS) method for performing the received jobs. We assume that each node in the grid can estimate how much time is needed to perform each service it includes. In addition each node includes a time as previous workload which is the time required for performing the jobs given to it in the previous steps. We used the ETC model to estimate the required time for executing a job in a node. In ETC model we take the usual assumption that we know the computing capacity of each resource, an estimation or prediction of the computational needs of each job, and the load of prior work of each resource. Table 1 shows a simple example of a set of received jobs by GRB in a specific time interval and status of available nodes and services in the grid. In this Table GRB received 5 jobs in a time interval and the status of available nodes and resources in the grid is as follows: 3 S , and 5 J requires 4 S . Scheduling algorithm should be designed in a way that each job is allocated to a node which includes the services required by that job.
Assume that
is the completion time for performing jth job in ith
is the previous workload of i N , then Eq. (1) shows the time required for i N to complete the jobs included in it. According to the aforementioned definition, makespan and flowtime can be estimated using Equations. (2) and (3) respectively.
As mentioned in the previous section the goal of the scheduler is to minimize makespan and flowtime simultaneously.
Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a population based search algorithm inspired by bird flocking and fish schooling originally designed and introduced by Kennedy and Eberhart [9] in 1995. In contrast to evolutionary computation paradigms such as genetic algorithm, a swarm is similar to a population, while a particle is similar to an individual. The particles fly through a multidimensional search space in which the position of each particle is adjusted according to its own experience and the experience of its neighbors. PSO system combines local search methods (through self experience) with global search methods (through neighboring experience), attempting to balance exploration and exploitation [5] . In 1997 the binary version of this algorithm was presented by Kennedy and Eberhart [6] for discrete optimization problems. In this method, each particle is composed of D elements, which indicate a potential solution. In order to evaluate the appropriateness of solutions a fitness function is always used. Each particle is considered as a position in a D-dimensional space and each element of a particle position can take the binary value of 0 or 1 in which 1 means "included" and 0 means "not included". Each element can change from 0 to 1 and vise versa. Also each particle has a D-dimensional velocity vector the elements of which are in range ] , [
. Velocities are defined in terms of probabilities that a bit will be in one state or the other. At the beginning of the algorithm, a number of particles and their velocity vectors are generated randomly. Then in some iteration the algorithm aims at obtaining the optimal or near-optimal solutions based on its predefined fitness function. The velocity vector is updated in each time step using two best positions, pbest and nbest , and then the position of the particles is updated using velocity vectors.
Pbest and nbest are D-dimensional, the elements of which are composed of 0 and 1 the same as particles position and operate as the memory of the algorithm. The personal best position, pbest , is the best position the particle has visited and nbest is the best position the particle and its neighbors have visited since the first time step. When all of the population size of the swarm is considered as the neighbor of a particle, nbest is called global best (star neighborhood topology) and if the smaller neighborhoods are defined for each particle (e.g. ring neighborhood topology), then nbest is called local. Equations 4 and 5 are used to update the velocity and position vectors of the particles respectively.
where,
In (4) 
is jth element of ith particle in tth step of the algorithm and
is the jth element of the velocity vector of the ith particle in tth step. 1 c and 2 c are positive acceleration constants which control the influence of pbest and nbest on the search process. sampled from a uniform distribution. w which is called inertia weight was introduced by Shi and Eberhart [7] as a mechanism to control the exploration and exploitation abilities of the swarm. Usually w starts with large values (e.g. 0.9) which decreases over time to smaller values so that in the last iteration it ends to a small value (e.g. 0.1). ij r in Eq. 
Proposed PSO Algorithm for Grid Job Scheduling
In this section we propose a version of discrete particle swarm optimization for grid job scheduling. Particle needs to be designed to present a sequence of jobs in available grid nodes. Also the velocity has to be redefined. Details are given what follows.
Position of particles
One of the key issues in designing a successful PSO algorithm is the representation step which aims at finding an appropriate mapping between problem solution and PSO particle. In our method solutions are encoded in a n m × matrix, called position matrix, in which m is the number of available nodes at the time of scheduling and n is the number of jobs. The position matrix of each particle has the two following properties: 1) All the elements of the matrices have either the value of 0 or 1. In other words, if k X is the position matrix of kth particles, then:
2) In each column of these matrices only one element is 1 and others are 0.
In position matrix each column represents a job allocation and each row represents allocated jobs in a node. In each column it is determined that a job should be performed by which node. Assume that k X shows the position matrix of kth particle. If 1 ) , ( = j i X k then the jth job will be performed by ith node. Figure 1 shows a position matrix in the example mentioned in Table 1 . This position matrix shows that 2 J and 4 J will be performed in 1 N ; 3 J and 5 J will be performed in 2 N and 1 J will be performed in 3 N .
Particles velocity, pbest and nbest
Velocity of each particle is considered as a n m × matrix whose elements are in range ] , [ max max V V − . In other words if k V is the velocity matrix of kth particle, then:
Also Pbest and nbest are n m × matrices and their elements are 0 or 1 as position matrices. k pbest represents the best position that kth particle has visited since the first time step and k nbest represents the best position that kth particle and its neighbors have visited from the beginning of the algorithm. In this paper we used star neighborhood topology for nbest . In each time step pbest and nbest should be updated; first fitness value of each particle (for example k X ) is estimated and in case its value is greater than the fitness value of k pbest ( pbest associated with k X ), k pbest is replaced with k X . For updating nbest in each neighborhood, pbests are used so that if in neighborhood fitness value of pbest is greater than nbest , then nbest is replaced with pbest .
Particle updating
Equation (9) is used for updating the velocity matrix and then (10) for position matrix of each particle. (10) In (9) ) ,
is the element in ith row and jth column of the kth velocity matrix in tth time step of the algorithm and ) , ( j i X t k denotes the element in ith row and jth column of the kth position matrix in tth time step. Eq. (10) means that in each column of position matrix value 1 is assigned to the element whose corresponding element in velocity matrix has the max value in its corresponding column. If in a column of velocity matrix there is more than one element with max value, then one of these elements is selected randomly and 1 assigned to its corresponding element in the position matrix.
Fitness evaluation
In this paper, makespan and flowtime are used to evaluate the performance of scheduler simultaneously. Because makespan and flowtime values are in incomparable ranges and the flowtime has a higher magnitude order over the makespan, the value of mean flowtime, flowtime / m, is used to evaluate flowtime where m is the number of available nodes. The Fitness value of each solution can be estimated using (11) . (11) is used to regulate the effectiveness of parameters used in this equation. The greater λ , more attention is paid by the scheduler in minimizing makespan and vise versa. The smaller makespan and flowtime in (11), the grater fitness value, and hence a better solution it is regarded.
Proposed PSO algorithm
The pseudo code of the proposed PSO algorithm is stated as follows:
Create and initialize a n m × -dimensional swarm with P particles
; end end for each particle i=1,…,P do update the velocity matrix using Eq. (9) update the position matrix using Eq. (10) end until stopping condition is true; 
Implementation and Experimental Results
In this Section, the proposed algorithm is compared to the methods presented in [15] . Both approaches were implemented using VC++ and run on a Pentium IV 3. .
Comparison of results with the method proposed in [15]
Abraham et al. [15] used Fuzzy discrete particle swarm optimization [11] for grid job scheduling. In their method, the position of each particle is presented as n m × matrices in which m is the number of available nodes and n is the number of received jobs. Each matrix represents a potential solution whose elements are in [0, 1] intervals in which the total sum of the elements of each column is equal to 1. The value of ij s , the element in ith row and jth column of the position matrix, means the degree of membership that the grid node j N would process the job i J in the feasible schedule solution [15] . In the first time step of the algorithm one position matrix is generated using LJFR-SJFR heuristic [16] that minimizes the makespan and the flowtime simultaneously and others are generated randomly and then in each time step these matrices are updated using velocity matrix whose elements are real numbers in range ] , [ if the node has these services; otherwise it is selected as ∞ . For each job one service among k services is selected randomly as the required service of that job. To improve the efficiency of our proposed method and the method presented in [15] we generate only feasible solutions in initial step as well as each iteration/generation. In other words each job is allocated to the node which has the service required by that job. If in grid there is a job that its corresponding service does not exist in any of the nodes, then its allocated node is considered as -1 and this means that this job is not performable in the grid at that specific time. In this case ∞ , the required time for performing the job, is not taken into account in fitness estimation so that the efficiency of the method does not fade. Nine grid status of different sizes with number of jobs, n=50, 100, 300 number of nodes, m=10, 20, 30 and number of services, k=40, 80, 160 are generated. The statistical results of over 50 independent runs are illustrated in Table 2 . Table 2 Comparison of statistical results between our proposed method and FDPSO proposed in [15] As evident, the proposed method performs better than the Fuzzy PSO proposed in [15] . Figures 3 and 4 show a comparison of CPU time required to achieve results and the fitness values of each method for different case studies as shown in Table 2 . 
Conclusions
This paper presented a version of Discrete Particle Swarm Optimization (DPSO) algorithm for grid job scheduling. Scheduler aims at generating feasible solutions while minimizing makespan and flowtime simultaneously. The performance of the proposed method was compared with the fuzzy PSO through carrying out exhaustive simulation tests and different settings. Experimental results show that the proposed method outperforms fuzzy PSO. In the future, we plan to use the proposed method for grid job scheduling with more quality of service constraints. 
