Whole Word Morphologizer
catch, V
catches, V3s (Verb, (pres.) 3rd pers. sing.)
decided, Vp (Verb, past) etc.
The word lists used in the development of WWM usually come from texts in electronic format and are labeled manually (The English data used to test WWM consists of the first 2000 forms from Moby Dick). For lack of adequate semantic representations, no meaning is assigned to any of the words. In theory, WWM could compare every word with every other word, but to save processing time, only pairs of words that share the first three letters are compared. The necessary number of matching letters is adjustable in the current version of the program.
It should be clear that there is no such thing as the "right" comparison algorithm. Searching for prefixes, suffixes and infixes requires different approaches. For example, if one were to compare the non-existing word batu with the equally non-existing bamatu, one might tentatively conclude that the latter can be formed from the former by adding the sequence -am-after the first consonant, or, just as easily, that the sequence -ma-is inserted after the first syllable. The three comparisons in (5) share the same formal and grammatical differences and can be merged into one morphological strategy. Each new morphological strategy is also restricted to apply in as narrow an environment as possible. Neuvel and Singh (in press) suggest that any morphological strategy must be maximally restricted at all times; this is accomplished by specifying as constant all the similarities found, not between words, but between the similarities found between words. In (5), all three sets of similarities end with the sequence of letters "ce". (if one were to consider phonemes instead of letters, the corresponding sets of similarities would end with an /s/ preceded by exactly one syllable.) These similarities between similarities are specified as constant in each strategy and the length of each word is also factored in. The restricted morphological strategy relating the words in (5) is as follows:
For the sake of clarity, we can represent the information contained in (6) in a more familiar fashion using the formalism described in (1). The symbol | is used instead of slashes so as not to confuse orthographic form with phonemic representations.
(7) |*##ceive| V ↔ |*##ception| Ns
The # signs in the above representation stand for letters that must be instantiated but are not specified; the * symbol stands for a letter that is not specified and that may or may not be instantiated. Strategy (7) can therefore be interpreted as follows 1 :
(7') If there is a verb that ends with the sequence "ceive" preceded by no less than two and no more than three characters, there should also be a singular noun that ends with the sequence "ception" preceded by the same two or three characters.
In addition to completely specified or completely unspecified segments, WWM currently generalizes to consonants and vowels and can, for example, restrict a strategy to vowel ending words, or to words that end with two consonants. The results are, as one can imagine, less than perfect since orthography often hides the domain of application of strategies and it is unclear if the benefits outweigh the disadvantages. This type of generalization requires the program to be given specific information about which segments are to be called vowels and it seems ideologically preferable, at least to me, to let WWM acquire its knowledge in a completely unsupervised fashion. While the amount of education necessary for WWM to generalize to consonants and vowels is minimal, I believe that WWM can achieve superior results without the benefit of any "innate" linguistic knowledge. Rather than specifying the environment of application of a morphological strategy in terms of phonological features or segment classes, the program can just as easily specify the sets of segments that can and do appear in a given position. A given strategy could thus be restricted to words that end or begin with any of the segments {f, (c)h, s, v, z,} without the program knowing anything about the segments in question. This change should be implemented in the next version of the program. Even such a simple modification, however, raises some issues about locality. Since morphological conditioning is usually very local, only one or two segments preceding or following what is usually described as an affix might need to be specified in that fashion but it seems worthwhile to empirically explore the pros and cons of specifying more or even all variable segments as sets of possible characters (or phonemes).
From the list of all performed comparisons, WWM extracts and restricts a series of morphological strategies. Below are a few strategies based on the first few chapters of Moby Dick. dataset; each new word can also simply be put through another cycle or word creation using the same strategies. WWM will typically be able to create words during five or six cycles by mapping new words onto the strategies created in the first cycle.
Results and improvements
While some combinatorial restrictions are specified in each strategy, Whole Word Morphology, like most models of word formation, is burdened by overgeneration. The relation between words of two categories is often expressed by two or more competing strategies. For example, when using the text of Le petit prince as its base lexicon, WWM produces two strategies relating 2 nd person verb forms to their infinitives. Given the verb conjugues 'conjugate, pres. 2 nd sing.', one strategy produces the correct infinitive conjuguer while the other creates the word *conjuguere (based on the relation between words like fais/faire 'do' and vends/vendre 'sell'). WWM then creates two, three, or even four formally different "versions" of the same word, and since the "correct" form is often already found in the original lexicon, only the "bad" forms are added to the list, resulting in an error rate of anywhere from 18% to 30% in the first version of the program 2 .
Different solutions to the problem of competing strategies were experimented with and are still part of the current version of WWM. The first and probably most obvious solution to the problem is to implement some version of the so-called Panini's principle, (aka Elsewhere condition. c.f. Kiparsky 1973) and to only apply the most restrictive strategy whenever to or more options present themselves.
Unfortunately, this solution brings with it a theoretical question which remains to be answered. If a given strategy applies in an environment that is included in the environment of another, it is evidently the more restrictive of the two. But if two strategies apply in mutually exclusive environments or environments that overlap, the question as to which is the most restrictive one is not always so easy to answer. Many theories of word formation make use of some version of Panini's principle but, to my knowledge, no method for evaluating the restrictiveness of a rule or strategy has ever been devised. For example, in (10) below, it is clear that the environment in a1 is more restrictive than the environment in a2, but it is much harder to rank the environments in (10b) or (10c).
Ironically enough, the most effective solution to the problem of competing strategies comes from turning the problem on its head. Rather than stopping certain strategies from applying, it is possible to let WWM create every possible word, including different versions of the "same" one and to let lexical lookup take precedence over productive morphology; in other words, to implement some form of blocking. At first glance, the idea may seem dubious: since the words in WWM's lexicon have no meaning assigned to them, there is no way for the program to know if it created a word with the same meaning as one it already knew. This is true, but the knowledge WWM possesses about its lexicon increases considerably during the creation of morphological strategies. As mentioned in the previous section, WWM creates word formation strategies based on morphological relations it recognizes in its lexicon. As a result, the program learns not only which strategies are licensed by a given lexicon, but also which words of its lexicon are related to one another. It is then possible to reinterpret the notion of morphological relatedness to mean something like 'semantically related' or more adequately, as 'belonging to the same paradigm' if one subscribes to a paradigmatic organization of the lexicon. After identifying morphologically related pairs of words, WWM assigns a number to every lexical entry and gives the same number to every related word. Below is a sample from the lexicon created using Moby Dick after WWM has assigned paradigm numbers to every word. Once a paradigm number has been assigned to every word, WWM creates as many words as it can using the strategies it created. Before a new word is added to the lexicon, the program first looks for a word with the same category and paradigm number in its original lexicon. For example, if WWM maps the word decoction from (10) onto a strategy creating plural nouns, it will look for a plural noun belonging to paradigm 489 in its lexicon before it adds decoctions to the list of new words. The results are less than perfect but this simple modification cut WWM's error rate in half and brings its accuracy to anywhere from 85% to 92% during testing 3 .
Moreover, some of the errors left over after this modification are quite interesting and somewhat parallel to common speech or, in this case, orthographic mistakes. For example, when using the text of
Le petit prince as input, WWM will sometimes use the wrong accent, omit a cedilla, double "l"s or "p"s when they should not be, etc. Below are a few examples: 
