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Symplectic field theory of a disk, quantum
integrable systems, and Schur polynomials
Boris Dubrovin
Abstract. We consider commuting operators obtained by quantization
of Hamiltonians of the Hopf (aka dispersionless KdV) hierarchy. Such op-
erators naturally arise in the setting of Symplectic Field Theory (SFT).
A complete set of common eigenvectors of these operators is given by
Schur polynomials. We use this result for computing the SFT potential
of a disk.
Keywords. Quantum integrable systems, Symplectic field theory, Schur
polynomials.
1. Introduction
1.1. Hopf integrable hierarchy and its quantization
Hopf equation
ut + u ux = 0 (1.1)
can be considered as the spatially one-dimensional analogue of the Euler
equations of motion of ideal incompressible fluid. It is perhaps the simplest
example of an integrable nonlinear PDE. In the community of experts in
integrable systems it is often called dispersionless Korteweg–de Vries (KdV)
equation; sometimes it is also called (inviscid) Burgers equation. Eq. (1.1) is
an infinite-dimensional analogue of a Hamiltonian dynamical system
ut + ∂x
δH
δu(x)
= 0, H =
1
2π
∫ 2π
0
u3(x)
6
dx
(to be more specific let us consider (1.1) as a dynamical system on the space
of smooth 2π-periodic functions). It possesses a complete family of pairwise
commuting conservation laws
Hn =
1
2π
∫ 2π
0
un+2(x)
(n+ 2)!
dx, n ≥ −1 (1.2)
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{Hn, Hm} :=
1
2π
∫ 2π
0
δHn
δu(x)
∂x
(
δHm
δu(x)
)
dx
=
1
2π
∫ 2π
0
∂x
(
um+n+2(x)
(n+ 1)!m! (m+ n+ 2)
)
dx = 0.
The Hopf Hamiltonian coincides with the functional H1; the Hamiltonian H0
generates spatial translations; the very first Hamiltonian H−1 is a Casimir
of the degenerate Poisson bracket defined by the operator ∂x. A convenient
generating function of the commuting Hamiltonians can be chosen in the
form
H(z) =
1
2π
∫ 2π
0
ez u(x)dx = 1 +
∑
n≥−1
Hnz
n+2. (1.3)
In general the procedure of quantization of a Hamiltonian system on a
symplecic manifold converts functions on the manifold into operators acting
on a suitable space of states. It depends on the choice of canonical coordinates
on the phase space.
In our case one can use the Fourier coefficients of the 2π-periodic func-
tion
u(x) =
∑
n∈Z
une
i n x
as coordinates on the phase space. Their Poisson brackets read
{un, um} = i n δm,−n.
Thus one can choose positive Fourier coefficients as canonical coordinates on
the symplectic leaves u0 = const
qn = un, n ≥ 1.
Negative Fourier coefficients will be denoted
pn = u−n, n ≥ 1.
Their Poisson brackets have the canonical form up to a constant factor
{pn, qm} = −i n δmn, {u0, qn} = {u0, pn} = 0. (1.4)
After the quantization one has to replace the variables qn, pm by oper-
ators qˆn, pˆm satisfying the commutation relations
[pˆn, qˆm] = ~n δmn. (1.5)
Here ~ is an independent parameter of the quantization procedure called
Planck constant.
The operators qˆk, pˆk admit the following realization on the space of
polynomials in the variables q1, q2, . . .
qˆkf(q) = qkf(q), pˆkf(q) = ~ k
∂
∂qk
f(q), k = 1, 2, . . . . (1.6)
We can associate certain operators acting on the same space of poly-
nomials also with the Hamiltonians Hn applying the procedure of normal
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ordering. That means that, in any monomial in the p- and q-variables all pn-
s must be written on the right and, then, replaced by operators pˆn = ~n
∂
∂qn
.
Denote
Hˆ0n =
1
2π
:
∫ 2π
0
un+2(x)
(n+ 2)!
dx : (1.7)
the resulting normally ordered quantum operators. For example,
Hˆ0−1 = u0
Hˆ00 =
1
2π
:
∫ 2π
0
u2
2
dx :=
u20
2
+
∑
n≥1
qˆnpˆn
Hˆ01 =
1
2π
:
∫ 2π
0
u3
6
dx :=
u30
6
+ u0
∑
qˆkpˆk +
1
2
∑
i, j
(qˆiqˆj pˆi+j + qˆi+j pˆipˆj)
etc. In the semiclassical limit ~ → 0 the operators are replaced by their
symbols clearly coinciding with the original Hamiltonians Hn.
However, these quantum operators do not commute any more; this can
be seen already in the commutator[
Hˆ01 , Hˆ
0
2
]
=
~2
8
∑
i j(i+ j) (qˆi+j pˆipˆj − qˆiqˆj pˆi+j) 6= 0.
We arrive at the following quantization problem.
Definition 1.1. Quantization of the integrable system (1.1) is a family of
pairwise commuting operators Hˆn, n ≥ −1, acting on the Fock space of
polynomials C[q1, q2, . . . ] and, in the semiclassical limit ~ → 0, coinciding
with Hn given by (1.2) .
Such quantization problem1 was addressed in [19] where a recursion
procedure for constructing commuting quantum Hamiltonians has been de-
veloped. Independently a closed formula for the commuting quantum Hamil-
tonians was found by Y. Eliashberg [7], [8], see also [20], in the setting of
Symplectic Field Theory (see below). This formula plays the central role in
the present paper.
Proposition 1.2. The operators Hˆn, n ≥ −1 defined by their generating func-
tion
Hˆ(z, u0, ~) =
1
2π s
(
~1/2z
) :
∫ 2π
0
ez s(i~
1/2z∂x)u(x)dx := 1 +
∑
n≥−1
Hˆnz
n+2
(1.8)
where
u(x) = u0 +
∑
k≥1
(
qˆke
ikx + pˆke
−ikx
)
1Quantization of the KdV equation equipped with the second Poisson bracket was first
considered in a series of papers by V. Bazhanov, S. Lukyanov and A. Zamolodchikov [4].
More recently the problem of quantization of the intermediate long wave equation was
addressed in [5].
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and
s(t) =
sinh t2
t
2
commute pairwise [
Hˆn, Hˆm
]
= 0, n, m ≥ −1.
Remark 1.3. The commuting operators Hˆn were recently rediscovered in es-
sentially equivalent form in [1], [11].
1.2. Schur polynomials and eigenvectors of the quantum Hamiltonians
Using the Taylor expansion of the function s(t)
s(t) = 1 +
∑
n≥1
t2n
22n(2n+ 1)!
one can spell out the formula (1.8) as follows
Hˆ(z, u0, ~) =
1
2π s
(
~1/2z
) :
∫ 2π
0
ez u−
~ z3
24 u
′′+ ~
2z5
1920 u
(4)−...dx :
so, in the semiclassical limit ~ → 0, one returns to the Hamiltonians (1.2)
but, starting from Hˆ2 there are nontrivial corrections
Hˆ−1 = u0
Hˆ0 =
1
2π
:
∫ 2π
0
u2
2
dx : −
~
24
Hˆ1 =
1
2π
:
∫ 2π
0
u3
6
dx : −
~
24
u0
Hˆ2 =
1
2π
:
∫ 2π
0
[
u4
24
+
~
24
(
u u′′ −
1
2
u2
)]
dx : +
7~2
5760
.
Observe that, in the representation (1.6) the nontrivial part of Hˆ0 coincides
with the degree operator, up to an additive constant,
Hˆ0|u0=0 = ~
∑
n
n qn
∂
∂qn
−
~
24
and Hˆ1 with the cut-and-join operator
Hˆ1|u0=0 =
1
2
∑
i, j
(
~ (i+ j)qiqj
∂
∂qi+j
+ ~2i j qi+j
∂2
∂qi∂qj
)
.
It was observed in [13] that Schur polynomials are eigenvectors2 of the
cut-and-join operator. It turns out that the same is true for all commuting
2It can also be deduced from the description [3] in terms of Jack polynomials of eigenstates
of the Calogero–Sutherland operator at the limit β → 1. I thank P. Wiegman for this
reference.
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Hamiltonians (1.8). In order to formulate the precise statement3 let us remind
basic definitions of the theory of Schur polynomials.
Introduce polynomials hk(q) by∑
k≥0
hk(q)z
k = e
∑
k≥1 qk
zk
k , hk = 0 for k < 0. (1.9)
For any Young tableau λ = (λ1 ≥ λ2 ≥ · · · ≥ λn > 0) (the number n for the
tableau λ will be denoted l(λ)) define a polynomial
sλ(q) = det (hλi−i+j(q))1≤i, j≤l(λ) .
They coincide with the standard Schur polynomials sλ(x), up to a normal-
ization of the independent variables xk =
qk
k .
Theorem 1.4. For any partition λ the polynomial sλ
(
q
~1/2
)
is an eigenvector
of the operator (1.8)
Hˆ(z, u0, ~)sλ
( q
~1/2
)
= E(z, λ, u0, ~)sλ
( q
~1/2
)
(1.10)
E(z, λ, u0, ~) = ~
1/2z ez u0
∞∑
i=1
ez ~
1/2(λi−i+ 12 ), Re z > 0.
The sum in the right-hand side makes sense for any infinite sequence
of nonnegative integers λ1 ≥ λ2 ≥ . . . such that λi = 0 for i ≫ 0. Observe
that the eigenvalue (1.10) essentially coincides with the Chern character of
the partition λ introduced in [15]
E(z, λ, u0, ~ = 1) = z chλ(u0, z).
All Schur polynomials sλ(q) of degree n = |λ| form a basis in the space
Vn ⊂ C[q] of all graded homogeneous polynomials of degree n in the variables
q1, . . . , qn, where the degree is assigned according to the following rule
deg qi = i, i = 1, 2, . . . .
Thus, the theorem 1.4 provides us with a complete family of eigenstates of
the commuting quantum Hamiltonians.
1.3. Applications to Symplectic Field Theory
Symplectic Field Theory (SFT) is an approach to constructing topological
invariants of contact manifolds and symplectic cobordisms between them by
enumeration of pseudoholomorphic maps of open Riemann surfaces with cer-
tain boundary conditions. It also provides one with a surgery tool in com-
puting Gromov–Witten (GW) invariants of closed symplectic manifolds by
gluing them from simple blocks.
With a compact contact4 manifold V the SFT associates a bosonic Fock
space F(V ) generated by closed Reeb orbits on V , assuming them to be all
3A closely related result was recently announced in [1].
4This assumption can be slightly relaxed, see [8] for details.
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nodegenerate. Choosing a closed odd-dimensional differential form θ on V one
obtains an infinite sequence of pairwise commuting quantum Hamiltonians
HˆVk acting on the Fock space. For the particular case V = S
1 this gives [7, 8]
the quantum Hamiltonians (1.8), see more details in Section 3 below.
A symplectic cobordism W between two contact manifolds V+ and V−,
∂W = V+ ∪ (−V−)
defines an operator
ZWSFT : F(V+)→ F(V−) (1.11)
called the total SFT potential of W . For a closed symplectic manifold W ,
∂W = ∅, the SFT potential coincides with the total Gromov–Witten (GW)
descendent potential of W .
In particular, to a symplectic manifold W with the boundary V the
total SFT potential of W defines a state ΨWSFT in the Fock space F(V ) (or
in its dual, depending on the orientation of V = ±∂W ). A suitable choice
of an even-dimensional closed differential form φ = θ ∧ dρ on W makes the
SFT potential ΨWSFT depend on an infinite number of coupling parameters t
φ
k .
The dependence on these parameters is determined from a system of pairwise
commuting Schro¨dinger5 equations
~
∂
∂tφk
ΨWSFT = Hˆ
V
k Ψ
W
SFT, k = 0, 1, . . . .
Our goal is to compute this SFT potential for the simplest example V = S1,
W=disk.
Denote
E(z, λ, u0, ~) = 1 +
∑
n≥−1
En(λ, u0, ~)z
n+2 (1.12)
the Taylor expansion of the eigenvalues (1.10), see the explicit formula (2.13)
below.
Theorem 1.5. The total SFT potential of a disk ⊂ C is given by the following
formula
ΨdiskSFT (u0, t,p; ~) =
∑
λ
~
−
|λ|
2
dim λ
|λ|!
e
1
~
∑
k≥0 tkEk(u0,~,λ)sλ
( p
~1/2
)
. (1.13)
Collecting in (1.13) partitions of a given number n = |λ| one obtains a
part of the SFT potential corresponding to maps of Riemann surfaces with
cylindrical ends of a given degree n. For low degrees |λ| ≤ 3 keeping the
variables tk for k ≤ 3 one obtains (for simplicity we set u0 = 0; recall that
5Due to our normalization of canonical coordinates and Hamiltonians the
√
−1 does not
appear in the equations.
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this parameter is responsible for adding punctures on the Riemann surface
with no cohomology classes inserted)
ΨdiskSFT = e
−
t0
24+
7~ t2
5760
[
1 +
1
~
et0+
~ t2
24 p1
+
1
2~2
(
e2t0+~
1
2 t1+
7~ t2
12 +
5
24~
3
2 t3(p21 + ~
1
2 p2) + e
2t0−~
1
2 t1+
7~ t2
12 −
5
24~
3
2 t3(p21 − ~
1
2 p2)
)
+
1
36~3
(
e3t0+3~
1
2 t1+
21
8 ~ t2+
13
8 ~
3
2 t3(p31 + 3~
1
2 p1p2 + 2~ p3) + 4e
3t0+
9
8~ t2(p31 − ~ p3)
+e3t0−3~
1
2 t1+
21
8 ~ t2−
13
8 ~
3
2 t3(p31 − 3~
1
2 p1p2 + 2~ p3)
)]
+ . . .
It is not difficult to see that the resulting expansion contains only integer
powers of Planck constant due to the following well known properties (see,
e.g., [14])
sλ′(p) = (−1)
|λ|sλ(−p)
dimλ′ = dimλ.
Here λ′ is the transposed Young tableau.
Remark 1.6. Setting in (1.13) u0 = 0, t1 = β, tk = 0 for k 6= 1 one obtains
the I.P. Goulden and D.M. Jackson generating function for Hurwitz numbers
[10] (see also [21]) in the representation of M. Kazarian and S. Lando [13].
Corollary 1.7. The tau-function τ(p, ǫ) = ΨdiskSFT(t,p, u0, ǫ
2) for arbitrary val-
ues of the parameters u0 and t = (t0, t1, . . . ) satisfies equations of the KP
hierarchy∑
j≥0
hj(−2y)hj+1(ǫ D˜)e
ǫ
∑
k≥1 ykDkτ · τ = 0 for all y = (y1, y2, . . . ). (1.14)
Here
D = (D1, D2, . . . )
are the Hirota bilinear operators,
Dk τ · τ =
[
∂
∂q
τ(pk + q)(τ(pk − q)
]
q=0
,
D˜ = (D1, 2D2, 3D3, . . . ).
Recall that, expanding eqs. (1.14) with respect to the indeterminates y1,
y2, etc. one obtains an infinite family of bilinear equations for tau-function
of the KP hierarchy. E.g., the first two equations read
(12D22 − 12D1D3 + ~D
4
1) τ · τ = 0
(6D2D3 − 6D1D4 + ~D
3
1D2) τ · τ = 0
(recall: here and below ǫ2 = ~). The second logarithmic derivative
u = ǫ2∂2x log τ
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as function of x = p1, y = p2, t = p3 satisfies the Kadomtsev–Petviashvili
equation
uxt = uyy +
(
u ux +
~
12
uxxx
)
x
. (1.15)
Following the general scheme of [9] one can use the SFT potential of the
disk for computation of the stationary sector (in the terminology of [18]) of
Gromov–Witten theory of projective line P1. Namely,
Corollary 1.8. Denote M
•
g,n(P
1, d) the space6 of degree d stable maps to P1
of not necessarily connected algebraic curves of the total genus g with n punc-
tures. Let
χ :M
•
g,n(P
1, d)→ Z
be a locally constant function taking value χ = 2g− 2k on the subset of stable
maps of k-component curves. Then
Z•P1(t, z, ~) :=∑
g≥0
∑
d≥0
zd
∑
m,n
um0
m!
∑
k1,...,kn
tk1 . . . tkn
n!
∫
[M•g,n+m(P1,d)]
virt
~
χ
2 ev∗1(ω) . . . ev
∗
n(ω)ψ
k1
1 . . . ψ
kn
n
=
∑
λ
(z
~
)|λ|(dimλ
|λ|!
)2
e
1
~
∑
k≥0 tkEk(λ,u0,~). (1.16)
In this formula ω ∈ H2(P1) is the area form normalized by
∫
P1
ω = 1.
Specializing (1.16) at u0 = 0, ~ = 1 and collecting the terms of degree d
one arrives at eq. (0.25) of the A. Okounkov and R. Pandharipande paper [18]
playing an important role in their analysis of GW/Hurwitz correspondence.
The paper is organised as follows. In Section 2 we recall basics about the
so-called boson-fermion correspondence. We apply this technique for proving
Theorem 1.4. In Section 3 we very briefly remind main definitions of Sym-
plectic Field Theory and prove Theorem 1.5 as well as Corollaries 1.7 and
1.8.
2. Boson-fermion correspondence and proof of Theorem 1.4
For simplicity let us do the calculations setting ~ = 1. The original normal-
ization will be restored at the end of the proof.
We will use the so-called boson-fermion correspondence. Let us briefly
remind the main step of this construction; the reader can find more details
in [16], [2]. By definition the algebra of free bosons has generators7 qn, pn,
n ≥ 1, satisfying commutation relations
[pn, qm] = n δn,m, [pn, pm] = [qn, qm] = 0. (2.1)
6Here we follow notations of [18].
7Hats over the bosonic operators will be omitted in this section.
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It admits a natural representation on the bosonic Fock space
C[q1, q2, . . . ]ˆ =
∞⊕
n=0
Vn
Vn = {f ∈ C[q1, . . . , qn] | deg f = n}, assuming deg qi = i.
where the generator qn acts by multiplication by qn and pn by derivation
pn = n
∂
∂qn
.
The algebra of free fermions has two infinite sequences of generators ψk and
ψ∗k labeled by half-integers. The defining relations are given in terms of anti-
commutators
{a, b} = ab+ ba.
They read
{ψi, ψ
∗
j } = δij , {ψi, ψj} = {ψ
∗
i , ψ
∗
j } = 0. (2.2)
Fermionic Fock space F is spanned by vectors obtained by action of finite
products of the generators on the vacuum vector | 0 >. It is assumed that
ψ−k| 0 >= 0, ψ
∗
k| 0 >= 0 for k > 0.
The generators ψ−k and ψ
∗
k for k > 0 are called annihilation operators;
the generators ψk and ψ
∗
−k are creation operators. For any product of the
fermionic generators the normal order is defined by moving all annihilation
operators on the right. For example, the normal ordering of the product ψiψ
∗
i
is
: ψiψ
∗
i :=
{
ψiψ
∗
i , i > 0
−ψ∗i ψi, i < 0
.
Vectors of charge zero in the fermionic Fock space can be written as
linear combinations of vectors of the form
ψi1 . . . ψinψ
∗
j1 . . . ψ
∗
jn | 0 >
for an arbitrary integer n ≥ 0. The subspace in the Fock space spanned by
these vectors will be denoted F0. The dual space F∗ is obtained by a similar
action on the bra-vector < 0 | assuming that
0 =< 0 |ψk, 0 =< 0 |ψ
∗
−k for k > 0.
The pairing F∗ × F → C is completely defined by the anticommutation
relations (2.2) along with the normalization
< 0 | 0 >= 1.
Boson-fermion correspondence is an isomorphism of linear spaces
Φ : F0 → C[q1, q2, . . . ]ˆ
given by the formula
Φ(ξ | 0 >) =< 0 |eK(q)ξ | 0 > (2.3)
K(q) =
∞∑
n=1
qn
n
∑
j
: ψjψ
∗
j+n :
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for any state ξ | 0 >∈ F0.
The following formulae hold true
eK(q)ψie
−K(q) = ψi + h1(q)ψi−1 + h2(q)ψi−2 + . . .
(2.4)
eK(q)ψ∗i e
−K(q) = ψ∗i + h1(−q)ψ
∗
i+1 + h2(−q)ψ
∗
i+2 + . . .
Here hk(q) are elementary Schur polynomials defined in (1.9).
Due to the isomorphism (2.3) any operator on F0 becomes an operator
on the bosonic Fock space C[q1, q2, . . . ]ˆ and vice versa. For example, the pull-
back of the operators qn and pn acting on the bosonic Fock space is given by
the following infinite sums
Φ−1qn Φ =
∑
j∈Z+ 12
: ψjψ
∗
j−n :
Φ−1pnΦ =
∑
j∈Z+ 12
: ψjψ
∗
j+n :
The following statement was proved by P. Rossi in [20].
Proposition 2.1. The fermionic representation of the Hamiltonian (1.8) reads
Φ−1Hˆ(z, u0, ~ = 1)Φ = e
z u0

z ∑
k∈Z+ 12
ek z : ψkψ
∗
k : +
1
s(z)

 . (2.5)
Following [2] construct a basis of the fermionic Fock space F0 labeled
by partitions λ = (λ1 ≥ λ2 ≥ · · · ≥ λn > 0) of arbitrary length n ≥ 0. It is
convenient to use Frobenius notations for partitions
λ = (α1, . . . , αd |β1, . . . , βd) (2.6)
where d = d(λ) is the length of the diagonal of the Young tableau λ, the
numbers αi, βi are defined as follows
αi = λi − i, βi = λ
′
i − i, i = 1, . . . , d(λ).
Here λ′ is the transposed Young tableau. Define the state |λ >∈ F0 by
|λ >= ψα1+ 12ψα2+ 12 . . . ψαd(λ)+ 12ψ
∗
−βd(λ)−
1
2
. . . ψ∗−β2− 12
ψ∗−β1− 12
| 0 > . (2.7)
For empty partition put | ∅ >= | 0 >.
The following statement readily follows from Proposition 2.10 of [2].
Proposition 2.2. For any partition λ one has
Φ(|λ >) = (−1)b(λ)sλ(q) (2.8)
where
b(λ) =
d(λ)∑
i=1
(βi + 1).
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Denote
O(z) =
∑
k∈Z+ 12
ek z : ψkψ
∗
k : (2.9)
the nontrivial part of the operator (2.5).
Lemma 2.3. The states |λ > are eigenvectors of the Hamiltonian (2.9)
O(z)|λ >=
d(λ)∑
i=1
[
ez(αi+
1
2 ) − e−z(βi+
1
2 )
]
|λ > . (2.10)
Here the partition λ is represented in the Frobenius form (2.6).
Proof. One has
O(z)|λ >=
∑
k>0
ek zψkψ
∗
kψα1+ 12ψα2+
1
2
. . . ψαd(λ)+ 12ψ
∗
−βd(λ)−
1
2
. . . ψ∗−β2− 12
ψ∗−β1− 12
| 0 >
−
∑
k>0
e−k zψ∗−kψ−kψα1+ 12ψα2+
1
2
. . . ψαd(λ)+ 12ψ
∗
−βd(λ)−
1
2
. . . ψ∗−β2− 12
ψ∗−β1− 12
| 0 > .
Since ψ∗k annihilates the vacuum for k > 0, in the first sum the only nonzero
terms are those for which k = αi +
1
2 for some 1 ≤ i ≤ d(λ). So∑
k>0
ek zψkψ
∗
kψα1+ 12ψα2+
1
2
. . . ψαd(λ)+ 12ψ
∗
−βd(λ)−
1
2
. . . ψ∗−β2− 12
ψ∗−β1− 12
| 0 >
=
d(λ)∑
i=1
ez (αi+
1
2 )|λ > .
In a similar way in the second sum the nonzero terms come from k = βi+
1
2 ,
1 ≤ i ≤ d(λ). This gives the second half of eq. (2.10). 
It is easy to see that
d(λ)∑
i=1
[
ez(αi+
1
2 ) − e−z(βi+
1
2 )
]
=
l(λ)∑
i=1
[
ez(λi−i+
1
2 ) − ez(−i+
1
2 )
]
. (2.11)
So, to complete the proof of the theorem it remains to reinsert the Planck
constant. This can be done by rescaling
qk 7→ ~
k−1
2 qk, z 7→ ~
1
2 z.
The theorem is proved.
Corollary 2.4. For any partition λ = (λ1 ≥ λ2 ≥ · · · ≥ λl(λ) > 0) =
(α1, . . . , αd(λ) |β1, . . . , βd(λ)) the polynomials sλ
(
q
~1/2
)
are common eigenvec-
tors of the commuting operators Hˆk
Hˆksλ
( q
~1/2
)
= Ek(λ, u0, ~)sλ
( q
~1/2
)
, k ≥ −1 (2.12)
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with the eigenvalues given by one of the two equivalent expressions
Ek(λ, u0, ~) = ck(u0, ~) (2.13)
+~
1
2
l(λ)∑
i=1
[
u0 + ~
1
2
(
λi − i+
1
2
)]k+1
−
[
u0 + ~
1
2
(
−i+ 12
)]k+1
(k + 1)!
= ck(u0, ~) + ~
1
2
d(λ)∑
i=1
[
u0 + ~
1
2
(
αi +
1
2
)]k+1
−
[
u0 − ~
1
2
(
βi +
1
2
)]k+1
(k + 1)!
where
ck(u0, ~) = −
1
(k + 2)!
k+2∑
j=0
(
k + 2
j
)(
1− 21−j
)
Bj~
j
2uk−j+20 ,
Bj are Bernoulli numbers.
Proof. With the help of an obvious formula
∑
i≥1
ez (−i+
1
2 ) =
1
z s(z)
, Re z > 0
the expressions (1.10) can be rewritten in the form
E(z, λ, u0, ~) = e
z u0

 1
s
(
~
1
2 z
) + ~ 12 z
l(λ)∑
i=1
(
ez ~
1
2 (λi−i+ 12 ) − ez ~
1
2 (−i+ 12 )
)
= ez u0

 1
s
(
~
1
2 z
) + ~ 12 z
d(λ)∑
i=1
(
ez ~
1
2 (αi+ 12 ) − e−z ~
1
2 (βi+ 12 )
)
 .
Expanding the right-hand side in z and using the Taylor expansion
1
s(t)
=
∞∑
n=0
(
21−n − 1
) Bn
n!
tn
one arrives at the needed formula for the eigenvalues. 
Remark 2.5. An alternative derivation [18] of the spectrum of the operator
(2.9) uses a realization of the fermionic algebra by operators acting on the
Sato infinite-dimensional Grassmannian. Let us briefly outline this construc-
tion that will be useful below. Introduce an infinite-dimensional space with
a basis ek,
V =
⊕
k∈Z+ 12
Cek.
Denote
Λ
∞
2 V = span (ei1 ∧ ei2 ∧ . . . | i1 > i2 > . . . , ik = −k for large k) ,
ej ∧ ei = −ei ∧ ej . (2.14)
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Action of the fermionic algebra is defined by adding or erasing a factor on
the left of a semi-infinite wedge product
ψk = ek∧ , ψ
∗
k =
∂
∂ek
, k ∈ Z+
1
2
. (2.15)
The vacuum vector reads
| 0 >= e−1/2 ∧ e−3/2 ∧ . . . .
For any partition λ = (λ1 ≥ λ2 ≥ · · · ≥ λl > 0) consider
vλ = eλ1− 12 ∧ eλ2− 32 ∧ · · · ∧ eλl−l+ 12 ∧ e−l− 12 ∧ · · · ∈ Λ
∞
2 V . (2.16)
The vectors of the form (2.16) span the fermionic phase space F0. According
to [18] it is an eigenvector of the operator (2.9) with the eigenvalue
l∑
i=1
[
ez(λi−i+
1
2 ) − ez(−i+
1
2 )
]
.
3. SFT potential of a disk
Let us very briefly outline the main constructions of SFT; more details can
be found in [9], [6], [8]; see also [20].
Let (V, α) be a contact manifold with a contact form α. Denote R the
Reeb vector field on V . Let P(V ) be the set of periodic orbits of R. For sim-
plicity assume that all periodic orbits are non-degenerate; in this case P(V )
is a discrete set. The first playing character is the SFT Hamiltonian HV .
The construction uses intersection theory on the moduli spaces of pseudo-
holomorphic maps
f : (Cg , x1, . . . , xn; y
−
1 , . . . , y
−
r− ; y
+
1 , . . . , y
+
r+)→ V × R
of Riemann surfaces of genus g with n marked points x1, . . . , xn, r− negative
punctures y−1 , . . . , y
−
r− ∈ Cg and r+ positive punctures y
+
1 , . . . , y
+
r+ ∈ Cg.
One has to choose an almost complex structure J on the cylinder V × R
compatible with the symplectic form d (etα) where t ∈ R. It must be invari-
ant with respect to t-translations and satisfy certain additional restrictions.
The boundary conditions for the pseudoholomorphic maps near the posi-
tive/negative punctures depend on a choice of suitably oriented Reeb orbits
γ+1 , . . . , γ
+
r+ and γ
−
1 , . . . , γ
−
r− in P(V ). Namely, the map f must be asymp-
totically cylindrical near the negative punctures y−1 , . . . , y
−
r− to the orbits
γ−1 , . . . , γ
−
r− at t→ −∞ and to γ
+
1 , . . . , γ
+
r+ near the positive punctures y
+
1 ,
. . . , y+r+ at t→ +∞. Denote
Mg,n(V ;γ
−,γ+), γ+ = (γ−1 , . . . , γ
−
r−), γ
− = (γ+1 , . . . , γ
+
r+) (3.1)
the moduli space of such maps. The group R acts on the moduli space by
translations. The quotient can be compactified by adding stable holomorphic
buildings [6]. Denote Mg,n(V ;γ−,γ+)/R the compactified space. Choosing a
system of closed differential forms θ1, . . . , θN on V define the so-called SFT
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Hamiltonian HV = HV (t,q,p, ~) as a generating function of the intersection
numbers on the moduli spaces as follows8
HV =
∑
g≥0
~
g
∑
n,r−,r+
∑
0≤i1,...,in≤N
0≤k1,...,kn
∑
γ−b1
,...,γ−br−
γ+c1 ,...,γ
+
cr+
ti1k1 . . . t
in
kn
n!
qb1 . . . qbr−
r−!
pc1 . . . pcr+
r+!
×
∫
Mg,n(V ;γ−,γ+)/R
ev∗1(θi1)ψ
k1
1 ∧ · · · ∧ ev
∗
n(θin)ψ
kn
n (3.2)
Here evi are the evaluation maps
evi :Mg,n(V ;γ−,γ+)/R→ V, f 7→ f(xi), i = 1, . . . , n,
ψi = c1 (Li) are the Chern classes of the tautological line bundles over the
moduli spaces. All the independent variables in the formula are Z/2-graded.
In particular, the parity of the variables tik, i = 1, . . . , N , k = 0, 1, . . . is
determined by parity of the chosen differential forms θ1, . . . , θN . The q- and
p-variables labeled by Reeb orbits belong to a Weyl (super)-algebra with the
commutation relations
[pγ , qγ′ ]± = ~mult(γ)δγ γ′ .
As the moduli spacesMg,n(V ;γ−,γ+)/R are odd-dimensional, the generating
function is an odd element of the algebra. Expanding HV with respect to odd
variables tik and taking the cohomology class one obtains therefore infinite
families of commuting Hamiltonians
HˆVi,k(q,p, ~) :=
∂
∂tik
[
HV
]
t=0
in the Weyl algebra.
In the simplest case V = S1 the above construction yields the commut-
ing quantum Hamiltonians (1.8). In this case the set of Reeb orbits is just the
set of integers. The moduli spaces (3.1) are nontrivial only for positive mul-
tiplicities. Thus one has independent variables qn, pn, n = 1, 2, . . . satisfying
the commutation relation (1.5). Choose θ0 = 1, θ1 = dϕ as two differential
forms on S1 (here ϕ is the angular coordinate on the circle). The SFT Hamil-
tonian HS
1
is an odd element of the Weyl algebra with generators pn, qn,
n ≥ 1 depending on even variables t0k and odd variables t
1
k, k ≥ 0. Taking
derivatives with respect to odd variables produces the commuting quantum
Hamiltonians according to the following procedure [8].
Proposition 3.1. Restriction of the derivatives of HS
1
= HS
1
(t, q, p, ~) onto
the locus t00 = u0, t
0
k = 0 for k > 0, t
1
k = 0 for all k yields the commuting
8Our definition differs by a factor ~ from the one of [9], [8]. This factor will be restored
below, see the Schro¨dinger equation (3.9).
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Hamiltonians (1.8)
∂
∂t1n
HS
1
|t00=u0, t0k=0 for k>0, t1k=0 = Hˆn(u0, ~), n ≥ 0. (3.3)
More generally, with a symplectic cobordism W between two contact
manifolds V+ and V−,
∂W = V+ ∪ (−V−)
one can associate a family of moduli spaces Mg,n(W,γ
−,γ+) labeled by col-
lections of Reeb orbits γ− = (γ−1 , . . . , γ
−
r−) on V− and γ
+ = (γ+1 , . . . , γ
+
r+) on
V+. To this end one has to consider pseudoholomorphic maps with cylindrical
ends of Riemann surfaces of genus g with r− negative and r+ positive punc-
tures and also with n marked points x1, . . . , xn to the symplectic manifold
W ∪ (V− × (−∞, 0]) ∪ (V+ × [0,+∞)) equipped with an appropriate almost
complex structure. Evaluation maps are defined
evi :Mg,n(W,γ
−,γ+)→W, i = 1, . . . , n
by taking images of the marked points. In this way one arrives at the SFT
potential
ZWSFT(t,q,p, ~) = e
1
~
∑
g≥0 ~
gFSFTg (t,q,p). (3.4)
Here the genus g part FSFTg (t,q,p) is the generating function of numbers
obtained by integrating over the compactified moduli spacesMg,n(W,γ−,γ+)
the pull-backs ev∗i (φ) of differential forms φ on W along with ψ-classes. The
independent variables q = (qγ−) and p = (pγ+) are labeled by Reeb orbits
on V− and V+ respectively.
If W is obtained by glueing together two symplectic cobordisms
W = W1 ∪W2, ∂W1 = V ∪ (−V−), ∂W2 = V+ ∪ (−V )
between contact manifold V− and V and V and V+ respectively then the SFT
potential of W can be obtained by applying the following glueing rules
ZW (q−,p+) = Z
W1
(
q−,
−→p
)
ZW2 (q,p+) |q=0 (3.5)
= ZW1 (q−,p)Z
W2
(←−
q ,p+
)
|p=0.
The variables q = (qγ) and p = (pγ) are labeled by Reeb orbits on V . The
left-acting operator −→p γ and right-acting operator
←−q γ are defined by
−→p γ = ~mult(γ)
∂
∂qγ
, ←−q γ = ~mult(γ)
∂
∂pγ
.
In the particular case of a symplectic manifold W with a boundary
V = V− the total SFT potential depends only on the canonical coordinates
qγ labeled by Reeb orbits on V . It can be considered as a state in the bosonic
Fock space generated by Reeb orbits on V . This state will be denoted by
ΨWSFT(t,q, ~) := Z
W
SFT(t,q, ~).
In a similar way, for a symplectic manifold W with a boundary V = V+ one
obtains a state in the dual Fock space
ΨWSFT(t,p, ~) := Z
W
SFT(t,p, ~).
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Finally, for a closed symplectic manifoldW the total SFT potential coincides
with the GW total descendent potential
ZWSFT(t, ~) = Z
W
GW(t, ~).
To insert pullbacks of cohomology classes of the form φ = θ ∧ dρ, θ ∈
Ωodd(V+), dρ ∈ Ω1comp(R) along with their descendents one can use the SFT
Hamiltonians (3.2):
ZWSFT(t,q−,p+, ~) =
(
ZWSFT(q−,p, ~) e
1
~
∑
k≥0 t
φ
kHˆ
V+
k (
←−
q ,p+,~)
)
p=0
(3.6)
where the quantum Hamiltonians H
V+
k are defined in a way similar to (3.3),
Hˆ
V+
k (q,p, ~) =
∂
∂tθk
HV+(t,q,p, ~)|t=0, k ≥ 0.
In the calculations of this section the following two formulae from the
theory of Schur polynomials will be useful (see, e.g., the Macdonald book
[14]).
Proposition 3.2. The following formulae hold true
qn1 =
∑
|λ|=n
dimλ · sλ(q1, . . . , qn) (3.7)
sλ(q1, . . . , qn) =
dimλ
n!
qn1 + . . . , n = |λ| (3.8)
where periods stand for monomials of lower degree in q1.
In these formulae dimλ is the dimension of the irreducible representa-
tion of the symmetric group Sn associated with the Young tableau λ. Recall
that this dimension can be computed using the hook length formula
dim λ =
|λ|!∏
(i,j)∈λ h(i, j)
(ibid.)
We are now ready to prove Theorem 1.5.
Proof. According to the prescription (3.6) one has to solve a system of pair-
wise commuting non-stationary Schro¨dinger equations for the wave function
Ψ = ΨdiskSFT
~
∂
∂tk
Ψ = Ψ
←−
Hk, k = 0, 1, 2, . . . (3.9)
with the plane wave initial data
Ψ|t=0 = e
p1
~ .
Using eq. (3.7) one decomposes the initial condition in a linear combination
of common eigenvectors of the commuting Hamiltonians
e
p1
~ =
∑
λ
~
− |λ|2
dimλ
|λ|!
sλ
( p
~1/2
)
.
With the help of such a decomposition, using (2.13), one arrives at (1.13). 
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We will now prove Corollary 1.7 .
Proof. According to [16] tau-functions of the KP hierarchy correspond to
simple multivectors
τ(q1, q2, . . . ) = Φ
(
ϕ− 12 ∧ ϕ−
3
2
∧ . . .
)
, ϕν ∈ V , ν ∈ Z+
1
2
, ν < 0
(for notations see Remark 2.5 above). Choosing
ϕν =
∑
i≥0
Aν,ieν+i
Aν,i =
1
i!
exp

~
1
2
∑
k≥0
tk
[u0 + ~
1
2 (ν + i)]k+1 − [u0 + ~
1
2 ν]k+1
(k + 1)!


(cf. [12]) one obtains the expression (1.13). 
Proof of Corollary 1.8. According to the above procedures to compute
the Gromov–Witten potential of P1 within the stationary sector one has
to apply the SFT potential of the disk to the potential of the cap without
insertions, i.e.,
Z•P1(t, z, ~) = Ψ
disk
SFT
(
u0, t,
−→p ; ~
)
e
z q1
~ |q=0.
Here the independent parameter z is added for convenience in order to sep-
arate terms of various degrees. Due to (3.8) one has
sλ(
−→
p )qn1 |q=0 =
{
~
n dimλ, |λ| = n
0, otherwise.
This completes the proof.
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