We demonstrate the existence of noise-induced periodicity (coherence [16, 17] , spatio-temporal arrays [18, 19] and a few experimental systems [13, 15, [20] [21] [22] [23] [24] .
In this Letter, we focus on coherence resonance in models of an excitable neuron.
Real neurons often display (at least) two time scales: fast dynamics corresponding to action potentials and slow dynamics corresponding to chemical concentration variations.
We show that coherence resonance is dramatically different depending upon whether the noise is added to the fast dynamics or to the slow dynamics. This is a new feature of coherence resonance and enriches the spectrum of noise-induced phenomena. The effect should also be important in the interpretation of experimental observations of coherence resonance in any system with multiple time scales.
We first consider a discrete-time (iterated map) model [25] whose behavior mimics that of physiological neurons [26, 27] . The model has two dynamical variables: one corresponding to the membrane voltage in a neuron and the other to a gating-ion concentration (usually Ca 2+ in actual neurons). We demonstrate that adding noise to the voltage variable produces a coherence resonance effect quite different from that obtained when noise is added to the gating-ion concentration.
The iterated map model, augmented with additive noise terms, is given by a set of coupled, discrete-time functions for the dynamical variables n x and n y :
The subscript n indicates the iteration number. Dξ is the external noise term, which we take to be a white-noise, Gaussian-distributed source with zero mean and variance D 2 .
Noise in x represents, for example, synaptic input noise in the neuron membrane voltage;
noise in y models ion-concentration fluctuations, which may be either external to the cell or internal [28] . The difference in behavior as a function of D x as compared to D y is the main subject of this Letter. The parameters α , β , and σ set the operating conditions for the model. We use 0.001 β σ = = as in Ref. [25] . Since these parameters are small compared to 1, the y time dependence is slow compared to that of x.
Rulkov [25, 26] and de Vries [27] studied the behavior of Eqs. (1)- (2) with α in the range 4.0-4.9. Here we focus on the parameter range near 2 α = . For α just greater than 2, the system exhibits periodic pulses. For 2 α < , the behavior, after transients die out, approaches a stable fixed point at 1
. For 2 α < , noise added to either x or y (or both) will induce pulses if the noise fluctuation is sufficiently large to move the system outside the basin of attraction of the (no-noise) fixed point. Figure 1 illustrates the behavior of the iterates of Eqs. (1)- (2) We now turn to the main point of this Letter: the effect of noise on the periodicity of the system. As a measure of the periodicity of the system's behavior, we calculate the "regularity" R defined as [29, 30] var( )
where T is the mean time between pulses and var( ) T is its variance. For the case of noise added to the y (slow) variable, Fig. 2 shows that the maximum R occurs at a smaller noise amplitude than for the case of noise added to the x (fast) variable. Furthermore, the maximum value for the regularity is considerably smaller [10, 13] . The physical explanation of these features has two parts: (a) The size of the fixed point's basin of attaction in the y direction is about 0.016 the size in the x direction. (When noise kicks the system outside this basin of attraction, a pulse occurs.) Thus, the relevant noise amplitude regime for noise added to y is approximately 0.016 of that for noise added to x as seen in Fig. 2. (b) The maximum in R occurs when the noise has reduced the activation time to a value smaller than the excursion time. The effects of noise on the excursion time then determine the maximum value of R. As we discuss below, the behavior of y during an excursion is more easily disrupted by noise than is the corresponding x behavior. Thus, the maximum regularity for noise added to the slow variable is less than that observed for noise added to the fast variable.
The activation phase can be described as a first-passage (or first-exit) time problem, where the mean first-passage time and its variance can be calculated from the Fokker-Planck equation describing the time-evolution of the probability distribution for the system [33] [34] [35] . For a one-dimensional system in the interval [b,a], the first and second moments of the first-passage time are given by
where U is the function whose gradient gives the deterministic part of the dynamics, and 
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The excursion phase itself can be divided into two parts: a pulse time T p while 0 x ª , and a recovery time T r during which x increases from -1.5 to -1.0. To account quantitatively for the noise-enhanced regularity, we need models for the pulse and recovery phases. For noise added only to x, the system behavior during the pulse and recovery segments essentially tracks the location of the fixed point of Eq. (1) (without the noise term) with y viewed as a slowly changing parameter. In this approximation, the mean pulse and recovery times are independent of the noise, while the variance of these times is given by the behavior in a quadratic potential function with a time-dependent fixed-point location:
Here k is the potential parameter near the (moving) fixed point and υ is the speed of the moving fixed point. The details of the analysis will be presented elsewhere [36] .
When the noise is added to y only, we treat the pulse and recovery phases as segments during which y varies (approximately) linearly with iteration number as seen in Fig. 1 . Since there is no "restoring force" in this case, the y behavior is more easily disturbed by noise than is the corresponding fixed point motion for x. In both cases, the regularity of the behavior is then evaluated from the generalization of Eq. (3) var( ) var( ) var( ) Figure 2 shows the results of this analysis for 1.99
The agreement with the results of the numerical simulations is quite good given the simplicity of the approximations. Our approximations are expected to break down, however, for the larger noise amplitudes [36] .
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Neuron behavior has traditionally been described by differential equation models.
To illustrate the fast/slow noise effect in continuous-time models, we use a version of the Morris-Lecar model [37] that has both fast and slow dynamics [38] . 
I ion is the total ion current through the membrane, determined by voltage-dependent conductances and ion concentrations. I ext is the externally controlled membrane current, here used as a control parameter. C is the membrane capacitance per unit area. φ is a temperature-dependent factor, and ( ) τ υ is a voltage-dependent time constant for the gating variable. ε is a small parameter that sets the [ ] Ca time scale relative to the voltage time scale. µ is a factor that converts the calcium current I Ca to a rate of change of concentration. The details of the model can be found in [38] . Dξ is a Gaussiandistributed random process with zero mean and variance D.
We use the parameter values given by Rinzel and Ermentrout [38] (8)- (10) are integrated using the modified Euler method as described in [39] . Figure 4 shows the regularity as a 
