Abstract-The problem of image registration, or the alignment of two or more images representing the same scene or object, has to be addressed in various disciplines that employ digital imaging. In the area of remote sensing, just like in medical imaging or computer vision, it is necessary to design robust, fast, and widely applicable algorithms that would allow automatic registration of images generated by various imaging platforms at the same or different times and that would provide subpixel accuracy. One of the main issues that needs to be addressed when developing a registration algorithm is what type of information should be extracted from the images being registered, to be used in the search for the geometric transformation that best aligns them. The main objective of this paper is to evaluate several wavelet pyramids that may be used both for invariant feature extraction and for representing images at multiple spatial resolutions to accelerate registration. We find that the bandpass wavelets obtained from the steerable pyramid due to Simoncelli performs best in terms of accuracy and consistency, while the low-pass wavelets obtained from the same pyramid give the best results in terms of the radius of convergence. Based on these findings, we propose a modification of a gradient-based registration algorithm that has recently been developed for medical data. We test the modified algorithm on several sets of real and synthetic satellite imagery.
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I. INTRODUCTION
T HE problem of image registration, when two or more images of approximately the same scene or objects have to be geometrically aligned, arises in virtually all disciplines where digital images are used for analysis of the underlying objects or processes, including biomedical imaging, computer vision, remote sensing and microlithography [1] . In all cases, the fundamental goal is the same: it is necessary to design fast and robust algorithms that would perform automatic image registration and, in most cases, subpixel registration is required. However, because of the differences in how the images are acquired, what they contain, and why they need to be aligned, one cannot expect to design a perfect registration algorithm that would perform well in all cases. Nevertheless algorithms must not be too data-or application-specific to be practical. This problem has been addressed to a large extent in medical imaging [2] while the area of remote sensing only now is starting to catch up.
As the amount of imaging data generated by various Earth Observing satellites grows rapidly, it becomes essential to develop reliable automatic algorithms for both on-the-ground and on-board processing of these data. However, before images generated by different sensors and/or at different times could be used for such high-level tasks as change detection or data fusion, these images have to be accurately registered. Despite the large numbers of automatic image registration methods proposed in the literature over the last 10 to 20 years, manual registration, which is often time consuming and inaccurate, remains by far the most common way that remote-sensing specialists utilize to accurately align their imaging data. Such powerful and widely used commercial packages such as ENVI, Imagine, and Matlab do not offer automatic registration. This contrasts sharply with the area of biomedical imaging where several registration packages have been successfully used in everyday operations. At the same time, automatic methods proposed by various authors are often tailored for a specific collection or type of satellite data and, thus, may not be widely applicable. Therefore, the ultimate goal of the image registration effort at the NASA Goddard Space Flight Center is to create a toolbox-type collection of automatic and semi-automatic image registration methods that would allow an Earth Science user to quickly and reliably process as many different types of remotely sensed data as possible [3] , [4] . We assume that the data have been radiometrically and systematically corrected, which usually yields registration within a few pixels, and so our goal is to develop methods that provide subpixel accuracy.
In our paper, we build upon some of the ideas developed in biomedical imaging research. For instance, the algorithm discussed in this paper was originally designed for and tested on medical data. However, the problem of remote-sensing registration is different in several respects. First, multisensor satellite and aerial images often have significantly different spatial resolutions. For example, the Landsat Enchanced Thematic Mapper Plus (ETM+) sensor produces 30-m images while the IKONOS sensor has the resolution of 4 m. Such differences are rare in medical data. Second, remote-sensing datasets are often huge. It is customary to have regions of interest in the order of several thousands of pixels in both spatial dimensions, while the third, spectral, dimension may contain anywhere from eight (Landsat-7/ETM+) to 220 (EO-1/Hyperion) bands. Third, due to relative stability of imaging platforms and systematic data correction, global rigid transformations usually represent misalignment between satellite images quite well, while med-ical images often require local "rubber sheet" type warping to account for such phenomena as heartbeat, breathing or random movement of subjects.
A registration algorithm searches for a geometric transformation of a certain type that best aligns a given pair of images. The algorithm consists of several components that determine what information from the images (also called images features) is used to find the best match, how it is searched for and what metrics measures similarity of two images. These components are discussed in Section II of this paper. When assessing performance of a given registration method, it is essential to use appropriate test data and develop a systematic testing methodology. Both of these issues are addressed in Section III.
The contribution of this paper is two-fold. First, we evaluate and compare overall performance of several wavelet pyramids in the context of multiresolution image registration, by assessing their accuracy as function of both geometric transformation parameters and noise. Based on the results of this evaluation, we propose a modification of an algorithm recently proposed for registration of medical imagery [5] . The modified method is designed to handle single-and multisensor satellite data with relatively small amounts of nonlinear radiometric variation. Second, we develop a testing methodology for evaluation of registration methods. We compute a precise error measure and generate several synthetic and real image datasets. Both the measure and the data can potentially be used for benchmark testing and comparison of various automatic registration techniques.
The rest of the paper is organized as follows. In Section II, we describe various components of the image registration approach under evaluation, including different wavelet pyramids and the search strategy. Then, in Section III, we describe how synthetic test imagery is created and how performance of registration is assessed in terms of accuracy and/or consistency. In Section IV, we present results of extensive numerical experiments, and we summarize our findings and conclude the paper in Section V.
II. VARIOUS COMPONENTS OF IMAGE REGISTRATION

A. Definition of Multiresolution Image Registration
Let and , , where is a region of interest, be two grey-level images that we call reference and input, respectively. If they are both of size pixels, then
. Let belong to a certain class of geometric transformations, where is a vector of transformation parameters. For instance, in the case of the "rotation-scale-translation" (RST) transformation, and has the form
where are translations in and directions, is the rotation angle and is the isometric scaling. Thus, we can write , where is the RST transformation matrix given above. There is a one-to-one correspondence between and . To register and is to find the value of such that , the reference transformed by , best matches the input. One way to look at the registration process is to compare manual and automatic registration. Manual registration usually consists of two steps. First, a set of matching pairs of control points, or landmarks, is selected in the reference and input. Then, these pairs are used to compute a transformation between the images. Resulting accuracy is determined by the quality of the control points. From this point of view, automatic registration algorithms can be divided into two groups: the first group contains methods that "mimic" manual registration in the sense that they also collect pairs of matching control points. To improve accuracy, they usually start with a large collection of candidate pairs and then discard all but a few pairs that are considered the most reliable according to a certain measure [6] - [12] . An alternative approach is to use cross correlation or optimization and take into account the entire image [5] , [13] - [16] , and this is the path we take.
There is another way of classifying registration algorithms, according to the four criteria proposed by Brown [1] . The search space is the class of potential transformations that establish the correspondence between the reference and the input. The feature space determines the type of information extracted from the images that is used to find the best transformation. The similarity metric gives the meaning to the term "best match." The search strategy describes how the features and the metric are used to find the best . Early in our work [17] , [18] , we have adopted a multiresolution framework often used in registration [5] , [19] - [21] . It amounts to, first, representing the two images at several spatial resolutions using some sort of filtering and decimation framework, followed by progressive alignment of the image representations by going from the coarsest one to the finest. The pyramids are usually dyadic, i.e., at each level of decomposition the new subimage is at half the spatial resolution of the subimage at the previous level. There are three main advantages of using this approach compared to working solely with the original images. First, it reduces computational costs by performing most of the work at coarse resolutions. Second, since this type of image decomposition usually involves low-frequency smoothing, this regularizes the registration problem, thus yielding better convergence properties of various iterative search techniques such as variations of gradient descent. This may lead to improved accuracy especially when the initial transformation is far from the solution. The third advantage, that is particularly relevant to satellite imagery, is that we can register images with very different spatial resolutions. Most registration methods that can optimize scale (that represents differences in resolutions) can only do it when the scale is not too far from unity. Given a high-resolution reference and a low-resolution input, we can downsample the reference to bring the scale difference down to an acceptable range. In other words, if and have spatial resolutions and , respectively, with , where is a positive integer and , we can downsample the reference by a factor of and then apply a registration algorithm to the new image pair trying to recover . If the transformation between the downsampled reference and the original input is found to be then the transformation between the original pair is simply . For instance, a typical IKONOS image has a 4-m resolution while a typical Landsat-7/ETM+ image is 30-m, so, in this case, yielding and
. For the multiresolution data tested in this paper, ranged between 0.96 and 1.0667.
In the remainder of Section II, we describe the choices we made regarding the Brown's criteria.
B. Search Space
There are numerous types of spatial transformations including both global (e.g., rigid, affine, and perspective), where all pixels are displaced according to a single rule, and local where displacement of a pixel depends on its location in the image [22] . When accurate registration is required, the process is often split into two steps. First, a global transformation is determined that takes into account most of the warping between the images being aligned. Then, the result is refined by computing local displacements. These two stages require very different types of registration algorithms [1] , and so in this paper, we only focus on the first stage and consider only the RST transform (1).
C. Feature Space
There are many different types of information in the images that can be used for registration, including original intensities, edges, contours, wavelet coefficients, moment invariants and higher level features [1, Section 4.1]. Some of them have been tested as part of a group effort on image registration at NASA Goddard Space Flight Center [3] , [4] , [18] , [21] , [23] , [24] . When choosing a feature space, one attempts to satisfy several, sometimes contradictory, requirements. The features must preserve important information in the images while suppressing artifacts such as noise. They should also be spatially invariant to radiometric and atmospheric variations. Finally, their extraction and application to registration should be computationally optimal and should be adapted to the multiresolution approach described in Section II-A.
In our paper, we have focused on wavelet features. Their appeal is two-fold. First, wavelet pyramids provide a natural multiresolution framework. Second, bandpass or high-pass frequency filtering involved in the wavelet decomposition of an image tends to emphasize high-contrast features in satellite images, such as roads, buildings, and coastlines.
The literature on wavelets and their applications to signal and image processing is enormous, and many different decomposition algorithms have been proposed. While selecting a few of them for comparison, we impose the following requirements to narrow down our search. First, our goal is to register a reference image to an input image that is geometrically transformed with respect to the reference. The multiresolution search strategies selected in this paper assume that an image that represents the reference at a given pyramid level must be geometrically warped and compared to the corresponding representation of the input. Therefore, it is essential that the order of decomposition and warping could be interchanged. More specifically, since the search space is restricted to RST transformations, it implies that the chosen wavelet pyramids be shift and rotation invariant. Second, a pyramid must be implemented efficiently, i.e., an image representation must be computationally inexpensive to generate. Third, the resulting representation should also be efficient when used in the registration phase. Some pyramids consist of several image representations at each resolution. The search strategy employed in this paper, and which will be explained later, implies computation of pixel-by-pixel difference of two images at each iterations. Therefore, doubling the number of subimages per level doubles the computational cost of a single iteration, and so we generally prefer single subimage pyramids over multiple subimage ones.
Previously [17] , [18] , [23] , we have extensively experimented with separable orthogonal wavelets developed by Daubechies [25] . Given an approximation of the original image at a given pyramid level, it is first processed and subsampled by columns and then by rows by a low-pass filter and a high-pass filter. We obtain four subimages with half the spatial resolution of the original approximation, one of which is used as input at the next pyramid level. In our registration experiments we mostly used the two subimages that tend to emphasize vertical and horizontal features in the images. Since they are orthogonal, Daubechies wavelets are computationally efficient, but for the same reason, they also have poor invariance properties. As an image is shifted, energy shifts both within and across subbands [26] . Although it was shown [23] that, when combined with correlation as similarity measure, orthogonal wavelets can still provide fairly accurate registration results, that study involved only translation. Further studies comparing Daubechies with Simoncelli steerable pyramids [27] , [28] demonstrated that rotation-invariance, as well as wavelet shiftability [26] are essential for producing accurate registration results, especially in the presence of noise in the original data.
Several approaches have been proposed that attempt to overcome the deficiencies of orthogonal wavelets. In [26] , the steerable pyramid is proposed, that enables one to build translationand rotation-invariant filters by relaxing the critical sampling condition of the wavelet transforms. As the result, an overcomplete invertible wavelet representation is obtained. The steerable pyramid is shown in Fig. 1(b) . First, the original image is preprocessed by a high-pass pre-filter and a low-pass pre-filter . The resulting two images are of the same resolution as . Then, the low-pass image is further processed by a bandpass filter and a low-pass filter . Note that although in Fig. 1(b) , only a single bandpass filter is shown, it is possible to have an arbitrary number of them, each emphasizing image features oriented in a specific direction. If there are bandpass filters, then the pyramid is overcomplete. Although in certain cases, it may be beneficial to use more than one oriented filter [29] , our study is limited to to reduce computational and memory requirements. In order to ensure shift invariance, the output of the high-pass pre-filter and of the bandpass filter(s) are not subsampled. As the result, the steerable pyramid produces a representation of an image composed of two multiresolution series of components, the low-pass and the bandpass series where both and are the original size. Downsampling of the steerable pyramid was slightly modified to remove "shift bias" caused by filter nonsymmetries [30] .
An efficient shift-invariant pyramid image representation based on polynomial splines was designed by Unser and his colleagues [14] , [31] . It has several attractive properties. First, it minimizes least-square difference between successive image representations in the pyramid. In terms of image registration, such optimality ensures that accurate approximations to the final geometric transformation can be recovered at coarse pyramid levels. Second, the pyramid is implemented efficiently using simple linear filters derived from the recursive B-splines. Starting with the original image, a pyramid is produced by recursive anti-aliasing prefiltering followed by decimation by a factor of two. Third, it can be tied neatly to the cubic spline interpolation used at a given pyramid level during registration, for geometric warping and exact computation of derivatives of the objective function [5] . Fourth, it is based on the spline theory whose theoretical and practical aspects have been thoroughly developed since the original work of Schoenberg [32] .
Throughout the rest of the paper, we use the symbols SimB, SimL and SplC to denote the Simoncelli bandpass, Simoncelli low-pass and centered-spline pyramids, respectively. The Spline and Simoncelli decompositions differ by several aspects. First, as already mentioned, is the type of information provided by these decompositions and illustrated in Figs. 2 and 3 , where we show the pyramids for an urban and agricultural area, respectively, represented by the red bands of the Landsat-7/ETM+ sensor. The Spline decomposition only includes low-pass information and the highest level resolution is one half the resolution of the original image. The Simoncelli Steerable decomposition, on the other hand, provides both low-pass and bandpass information and the highest level of decomposition is still at the same level of resolution as the original image. While this may be a handicap for compression, it represents an advantage for registration purposes. The addition of bandpass information is also important since it represents edge-like features, which are very useful for recognizing man-made objects. Qualitatively, looking at the two different scenes, we also notice variations in how information is preserved at the different levels of decomposition. Fig. 4 shows the low-pass level 2 bands of both decompositions for the urban area of Fig. 2 , and illustrates a better sharpness of the contrast in the SplC decomposition, while edges in the SimL decompositions appear smoother. This smoothing characteristic might affect the registration process, by enabling a better convergence of the optimization algorithm while degrading the accuracy of this registration. Fig. 5 shows the low-pass level 2 bands for the agricultural area of Fig. 3 and reinforces the previous observations but, since in this case texture is the feature of interest, the smoothing effect of the SimL decomposition could degrade the performance of the registration.
Other approaches that propose translation-and rotation-invariant wavelets are described in [33] , [34] . In [33] , the method involves "averaging out the translation dependence" for the denoising application; this consists of shifting the data for a range of shifts, denoising the shifted data, and then unshifting the data. A similar method could be devised for image registration, but it would considerably increase the computational complexity of the process and might affect the accuracy of the registration. In [34] , Magarey and Kingsbury combined the efficient discrete wavelet transform with complex-valued Gabor-like filters, that have nearly optimal localization, to produce a pyramid with approximate shift invariance. At each level of their pyramid, called CDWT, six complex-valued subimages are produced from the original image using equally-spaced oriented filters. Although this scheme might be more reliable than most other wavelets from a translation-invariant point of view, it might also significantly increase the computation time.
For the reasons stated above we have chosen to test both Simoncelli low-pass pyramid and bandpass pyramids because they appear to provide the best balance of the three requirements that are stated at the beginning of this section. They both have good invariance properties, are relatively inexpensive to compute, and both contain a single image per pyramid level. We also include the centered spline pyramid because of similar properties of invariance and computational speed. In addition, since it was included in the original gradient-search implementation [5] , the spline pyramid may be used as a benchmark in the second part of our study.
D. Search Strategy and Similarity Metric
The choice of a search strategy is influenced mostly by the search space, as well as by other factors such as the purpose of the registration algorithm under development. The focus of this paper is to compare different feature spaces and to evaluate the results first from an accuracy and second from a speed points of view. At the same time, we want to develop a practical registration algorithm that may in the future become a part of an operational system for real-time processing of remotely sensed data. Therefore, we select a search scheme that is based on a gradient descent approach. This scheme, that we will denote by the acronym TRU, was developed by Thévenaz et al. [5] , and it has several appealing properties. First, the algorithm is based on a modified version of the Marquardt-Levenberg (ML) algorithm which represents a hybrid optimization approach between a pure gradient-descent method and a more powerful but less robust Gauss-Newton method. Second, it is implemented in a multiresolution fashion. Third, it was successfully applied to both two-dimensional (2-D) and three-dimensional medical imagery, and so one of the goals of our research is to evaluate its performance when applied to remotely sensed imagery. Below, we describe TRU in greater detail.
1) Modified ML Optimization:
Its main component is a modified version of the ML method [35] for nonlinear unconstrained least-squares optimization, that the authors call ML*. It minimizes the intensity difference similarity metric where is the number of relevant pixels and is the (integer) coordinate of each pixel. Since the search space contains affine transformations and its simpler variations the standard normal equations can be rewritten in such a way as to avoid computation of the first and second derivatives at each iteration. This is the basic difference between the standard ML method and ML*. Assuming the cubic spline model of the image, that represents an image as smooth when is off the standard pixel lattice, all derivatives involved in ML* are computed exactly. This is essential because while being significantly faster than standard ML, ML* requires higher accuracy of the objective function and its derivatives to achieve convergence. Its radius of convergence may be smaller than that of ML.
2) Multiresolution Pyramids: The original TRU algorithm is implemented in a coarse-to-fine fashion provided by the spline pyramid that we described in Section II-A. Throughout the rest of the paper, we denote this version by TRU-SplC. We also combine ML* with the two Simoncelli pyramids and denote these versions of TRU by TRU-SimL and TRU-SimB, respectively. The goal of our study is to compare their performance on different types of satellite data.
There are certain advantages and disadvantages of using a Simoncelli pyramid as opposed to the spline pyramid. On one hand, the bandpass pyramid may provide more accurate results because it combines noise-removing properties of a low-pass filter with high-frequency extraction of important edge-and contour-like features. In addition, both Simoncelli pyramids provide an option of using something other than the original image at the finest resolution level for the final adjustment of the answer. On the other hand, they are rather expensive to compute, especially in the case of the bandpass pyramid, for which the low-pass filtering must also be done.
3) Implementation Details: We use a C implementation of TRU [36] that allows one to process large images which would be impossible if the algorithm were implemented in a higherlevel language such as Matlab. At the same time, it is easily customizable. In particular, individual transformation parameters can be easily excluded from the optimization process; therefore, transformations as general as affine or as simple as translation can be tested.
III. PERFORMANCE ASSESSMENT
Two issues arise when evaluating any image registration algorithm. First, the type of images chosen to test the algorithm; second, the method selected to assess the registration accuracy. In this section, we address both of these issues.
A. Creating Test Images With Exact Ground Truth
Since our goal is to create an algorithm applicable to many types of satellite data, test data sets should reflect this by including imagery from different platforms, with different spatial and spectral resolutions, taken at various dates. The disadvantage of such data is that in the majority of cases, ground truth, if available at all, is approximate at best. Therefore, in our experiments, we also use synthetic images created by a controlled process, that is designed to emulate real data. There are three types of modifications that we applied in various combinations to a given "source" image to produce synthetic test data, namely, 1) geometric warping, 2) radiometric variations, and 3) addition of noise.
Geometric warping is introduced by simply applying an RST transformation with predetermined amounts of shift, rotation and/or scale to the source image. The resulting warped image is radiometrically identical to the source. In real life this is rarely the case. Radiometric differences occur because different instruments "see" a scene differently. Radiometric variations are introduced to mimic how an instrument would process a scene. To do this an image representing the "real" scene is convolved with a point-spread function (PSF) [37] . The PSF may or may not correspond to a specific sensor, but it is very important that it does not introduce any geometric warping to the image. In this paper we focus on the case when there is a relatively small amount of radiometric variation between reference and input images. For this reason, we use a simple PSF that was constructed by convolving with itself a 512 512 image that was "black" except for the 5 5 "white" center. A similar approach for synthetic image generation was used in [38] , [39] where Gaussian point-spread functions were applied. This general approach can potentially be used to synthesize multisensor satellite data with strong differences in radiometry, provided there exists an appropriate geometry-preserving PSF that models these differences. Finally, to emulate imperfections of optical systems and of models used in preprocessing of satellite data, a controlled amount of (Gaussian) noise can be added to an image. This amount is usually specified in terms of signal-to-noise ratio (SNR). The SNR of dB is defined as (Var(Image)/Var(Noise)). When all three modifications are applied, we get the type of synthetic data that is the most difficult for a given registration algorithm to handle. The chain of processing is shown in Fig. 6 . First, starting with a large source, a smaller subimage is extracted from its center, which becomes the reference image. Second, the same source is geometrically warped. Third, the warped image is convolved with a PSF. Fourth, noise is added. Finally, a small subimage is extracted, and it becomes the input Clearly, some of these steps can be omitted to produce simpler test data. For instance, we can skip step 4 to produce radiometrically different noiseless data, or we can omit step 3 and, thus, produce images that are radiometrically identical, up to noise. Fig. 7 shows examples of synthetically generated images. Fig. 7(a) shows the 256 256 image extracted from Band 4 of a Landsat Thematic Mapper (TM) scene of a Pacific NorthWest region. The other subplots show images that were all geometrically warped by . Noise (SNR of 10 dB) was added to the image in Fig. 7(b) while the one in Fig. 7(c) was convolved with the PSF. Finally, both radiometric variations and noise were added to the image in Fig. 7(d) .
B. Measuring Accuracy
When accurate ground truth is available, such as when test images are created synthetically, a standard way of assessing registration accuracy is by using the RMS error. Suppose we are given a ground truth (GT) transformation and a computed transformation with the corresponding RST matrices and defined by (1) . To compute the error, we first need to determine the "error" transformation that represents the discrepancy between and . The corresponding RST transform matrix is that yields (2) Now, let and let . This can be equivalently rewritten as (3) Then, the RMS error may be defined as (4) Substituting (3) and (2) into (4), we obtain the exact expression for corresponding to the RST transform (5) where . We use (5) throughout the paper to measure registration accuracy for the cases when ground truth is known precisely.
In [5, Eq. (32)], the authors define the notion of the average geometric error. It is more general than (5) in the sense that it can be applied to data of any dimension, not just to 2-D images, and to any type of geometric transformation. At the same time, this formula is approximate and its computation depends on the coarseness of the discrete mesh that represent , while (5) is exact.
When ground truth is only known approximately, instead of measuring accuracy, consistency is used to assess the response of a given algorithm with respect to different execution parameters such as the number of pyramid levels or the initial guess. For instance, a given registration algorithm is consistent with respect to the initial guess if the final transformation that it computes is insensitive to variations of the initial guess. Alternatively, we may compute an approximate RMS error using (5) and call an algorithm consistent if this approximate error does not vary considerably with changes in an execution parameter.
IV. EXPERIMENTAL COMPARISON OF WAVELETS COMBINED WITH ML OPTIMIZATION
In this section, we present results of numerical experiments designed to compare TRU-SplC, TRU-SimB, and TRU-SimL. We run the comparison on three synthetic (Section IV-A) and two real (Section IV-B) image test datasets. For each dataset, we first give its description and then present test results.
A. Experiments With Three Synthetic Datasets
To generate all three datasets, we used as the source the 1024 1024 Landsat-TM scene mentioned in Section III-A, while all reference and input images were made 256 256. The main idea was to look at the (exact) RMS registration error (5) as a function of geometric and/or noise parameters used to create synthetic ref-input pairs. To make the tests more statistically sound, we wanted to vary as many of these parameters as possible while keeping the number of experiments reasonable as well as being able to present results pictorially. The pictorial results will be in the form of contour plots of so we can vary only two parameters at a time. Therefore, we decided to "bundle together" the shifts and rotation by varying an "auxiliary" parameter and assigning its value to , and simultaneously. The other parameter will be either scale (for noiseless data) or SNR (for noisy data). All three variations of TRU were tested on a given ref-input pair using the trivial initial guess and three pyramid levels, including the finest resolution.
1) Warping + Noise: The first dataset, denoted by SYNTH1, was created by combining geometric warping with noise [see Fig. 7(b) ]. The auxiliary parameter was varied between 0 and 20 while the noise parameter was varied between dB and 20 dB. We fixed the value of , and for each IN FIG. 10 value , we warped the source according to the "ground truth" vector , where rotation was measured in degrees. Various input images were then created by adding to the warped image different amounts of noise determined by values of the SNR parameter. A total of 7236 ref-input pairs were generated. A final transformation computed by a TRU run was used together with to compute the corresponding error transformation using (2), and the error was computed by (5) to assess performance. The test results are presented in Fig. 8 and in Table I . The shaded regions in each subplot correspond to those pairs for which the resulting error exceeded a threshold value of 1.0. We observe that the shaded region is much smaller for SimL than for the other pyramids indicating that you can generally start farther from the solution and still expect convergence of TRU-SimL compared to TRU-SimB or TRU-SplC. At the same time, as indicated in Table I , when the algorithms did converge to a subpixel level, they all produced comparable final values of .
2) Warping + PSF:
The second dataset, denoted by SYNTH2, combined geometric warping with radiometric variations using the simple PSF described in Section III-A [see Fig. 7(c)] . We, again, varied between 0 and 20 while also varying the scale between 0.8 and 1.25. For each pair , we created a ground truth vector . The source was first warped using and then convolved with the PSF. The three TRU variations were applied to each ref-input pair and was computed. The test results are presented in Fig. 9 and in Table II . Again, the threshold value of 1.0 was used for . We observe that convergence regions of TRU-SplC and TRU-SimL are considerably larger than that of TRU-SimB (and similar to each other), so they may be more appropriate to find a reasonably accurate results when misregistration between two images is large. However, when we inspected the average final errors produced by the three algorithms when they converged (see Table II ), we found that TRU-SimB generated significantly more accurate results. It appears from these tests, as well as others presented in [40] , that TRU-SimB is less sensitive to the type of radiometric variations introduced by a simple PSF, than TRU-SplC or TRU-SimL.
3) Warping + PSF + Noise: The third dataset, denoted by SYNTH3, combined geometric warping with radiometric variations followed by adding noise. The setup was similar to SYNTH1 in that was varied between 0 and 20 while was varied between dB and 20 dB and was fixed at 0.95. The results are presented in Fig. 10 and Table III . In terms of convergence regions, the results are similar to those of SYNTH1 in that TRU-SimL is better than TRU-SimB or TRU-SplC. When convergence occurs, the results of the three algorithms are actually more comparable to each other than those of SYNTH1. Of course, as expected, overall performance of all algorithms deteriorates when radiometric variations are introduced.
B. Experiments With Two Real Datasets
The following tests were designed to evaluate the algorithms on "real-life" data. For both datasets, only approximate ground truth was known. Therefore, our primary goal was to investigate sensitivity of convergence to the initial guess.
1) EOS Land Validation Core Site Data, Multiple Platforms:
The first dataset, denoted by CORE1, and whose properties are summarized in Table IV , contains images generated by four different satellites over the same location, the Konza Prairie in Kansas. The IKONOS and ETM+ images were resampled to respective resolutions of 3.91 and 31.25 m. After some preprocessing, we assembled a set of eight images that are shown in Fig. 11 .
From the Earth Science standpoint, it would not make much sense to register images with extremely large differences in spatial resolutions, e.g., IKONOS to SeaWiFS. Therefore, we adopted a "cascaded" approach to testing by registering IKONOS to ETM+, ETM+ to MODIS, and MODIS to SeaWiFS. In addition, Red/NIR bands from one imaging platform were registered to the corresponding Red/NIR bands from another platform. We, thus, obtained six test image pairs. In [41] we used these images to evaluate several registration algorithms, and results obtained during this evaluation were used as approximate ground truth in our study (see Table V ). We applied the three variations of TRU to the same six image pairs as follows. First, using one of the pyramids, a reference image, which is always of higher resolution than the corresponding input, was downsampled by a factor to approximately equalize resolutions. For instance, in IKONOS-ETM tests while in ETM-MODIS tests . Then TRU combined with the same pyramid was applied to the new reference-input pair, using three levels of decomposition. The search space consisted of rotation, shift and scale. The resulting scale was then multiplied by to obtain the final value. In all cases, we varied the shift values in the initial guess from zero to the values given in Table V .
In addition to optimizing for shift, rotation and scaling, the TRU algorithm can adjust a grey-level intensity factor which can account for certain types of radiometric differences between images. Ironically, however, including this parameter in optimization often leads to failures even on simple data. The reason for this is that a reduction in the value of the objective function, which measures energy between misaligned images, can be achieved by pushing intensities of one of the images to zero [42] . Since the intensity parameter appears in the optimizer in exponential form, this can cause TRU to endlessly iterate decreasing this parameter while not adjusting the geometry at all. Another reason for switching this parameter off during optimization was that we wanted to see if the three pyramids could actually be used to handle radiometric differences.
Figs. 12 and 13 show the results of IKONOS-ETM and ETM-MODIS tests using Red bands. We computed approximate RMS errors using (5) and the ground truth values from Table V and plotted it as a function of the distance from the initial guess to the approximate ground truth. The important information in these plots is not the errors themselves, but how these errors fluctuate as we move the starting point farther away from the solution. We see that the three variants of TRU can behave quite differently depending on the given test data. In the case of IKONOS-ETM registration (Fig. 12) , all three algorithms gave consistent, although slightly different, results regardless of the initial guess. In all three cases, the results were quite close to the approximate GT. In the case of ETM-MODIS registrations (Fig. 13) , TRU-SimB also gave consistent results essentially invariant to the starting point. Results of TRU-SplC and TRU-SimL, on the other hand, varied noticeably more and appeared to deteriorate as the initial guess moved farther away from the ground truth. Since presenting all registration results for the CORE1 dataset in this format would take too much space and may be difficult to follow, we summarize our findings in a more compact form, shown in Table VI . For each image pair and each initial guess , we determined approximate RMS registration error by using transformations given in Table V as exact ground truth and applying (5). We then calculated the mean, median and standard deviation of the approximate error over all initial guesses. The mean/median values are used to detect failure of an algorithm. Both closeness of mean to median and small deviation indicate consistency of an algorithm and its sensitivity to . We observe that TRU-SimB gives the best overall performance while TRU-SimL is the worst completely breaking down in several cases. TRU-SimB converged well even from the trivial starting point. This is important since when registering real data, the trivial guess is used most often, especially when little ground truth information is available. The TRU-SplC algorithm also performed well in many cases. However, its results were less consistent than those of TRU-SimB and tended to break down closer to the solution than TRU-SimB.
We also observed that, when converged, TRU-SplC tend to outperform the other two algorithms in terms of the number of iterations, especially at the finer resolutions. This may be caused by the fact that B-spline interpolation used to transform the images is matched by the spline pyramid filters, but not matched by the Simoncelli filters.
Out of the six image pairs only the two IKONOS-ETM pairs did not require masking of the images and their representations at different pyramid levels. While eliminating "border effects" caused by filtering of edges of the original mask, at each decomposition level, progressive masking also removed regions which may have contained strong features. Since filter size is independent of decomposition level, at coarse levels rather significant portions of images are masked out. We believe this to be the primary reason for large variations in results of ETM-MODIS and MODIS-SeaWiFS tests, as well as for the breakdown of TRU-SimL while registering ETM-MODIS NIR bands. Again, overall TRU-SimB seems to be the most resistant to this phenomenon.
Finally, for all reference-input pairs, the final transformations are different among the three algorithms, with the differences of less than a half of a pixel, and it remains an open problem to determine which of the three results is the closest to the actual ground truth. 
2) EOS Land Validation Core Site Data, Multiple Terrain
Types: The second real dataset, which we denote by CORE2, represents images acquired by IKONOS and Landsat-7/ETM+ sensors over four different Core Sites, which contain different types of terrain: Fig. 14 . Note a considerable amount of clouds in the USDA ETM+ image, which had to be masked out. Approximate ground truth was obtained manually and is summarized in Table VII . We performed the same type of test as in Section IV-B.I and studied sensitivity of the three algorithms to the initial guess. The results are summarized in Table VIII where we again present average approximate RMS errors and their standard deviations. We observe that the Cascades scene was processed equally well by all three algorithms. In the case of Konza and USDA data, TRU-SimB and TRU-SimL outperformed TRU-SplC, although TRU-SimL failed on the USDA NIR images, possibly due to the significant cloud masking. Interestingly, in this case both median and mean were quite large ( ) while the deviation was small (1.250). The cause of this phenomenon was that for all initial guesses, TRU-SimL consistently converged to a transformation . This consistency suggests that the computed , while clearly being very far from the correct solution, is nevertheless a local minimum point with a large region of attraction. The VA Coast scene was also processed well by the three algorithms with TRU-SimB being somewhat inferior to the other two. Note that while the mean and deviation were large for TRU-SimB, the median was small. The reason for this was that TRU-SimB failed in a few cases while giving good results for other initial guesses (see Fig. 15 ).
V. SUMMARY AND CONCLUSIONS
In this paper, we compared performance of several wavelet pyramids in the framework of multiresolution subpixel image registration. These pyramids were combined with -based gradient least-squares optimization. We found that, for the types of data shown in this paper, a gradient based algorithm combined with the Simoncelli steerable low-pass pyramid (TRU-SimL) was the best in terms of radius of convergence, while in terms of accuracy and consistency, the winner was (TRU-SimB), based on the Simoncelli bandpass pyramid (see Table IX ). This suggests that in order to obtain best results, a hybrid method may be used, when TRU-SimL is applied at early stages of optimization (e.g., at coarse pyramid levels) followed by TRU-SimB applied for fine tuning.
While the -based approach to registration is well-suited for the types of data presented in this study, even if combined with the SimB wavelets, it may not work well on multisensor data that has large radiometric variations that cannot be easily modeled. Therefore, at present, we are evaluating an alternative approach that is based on the concept of Mutual Information [43] .
