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Abstract 
Fluctuating hydrodynamics based techniques have been developed in recent years for the 
simulation of Brownian motion of particles. These “mesoscale” simulation tools are viable 
approaches for problems where molecular dynamics simulations may be deemed expensive. We 
have developed a rigid constraint–based formulation where the key idea is to assume that the 
entire domain is a fluctuating fluid. Rigid motion constraints are then imposed in regions that are 
occupied by rigid particles. The resulting solution gives the Brownian motion of the particles. 
This approach is shown to be viable for the simulation of long time scale diffusive behavior as 
well as for short time scale dynamics by using two separate solution techniques. Test cases are 
reported to validate the approach and to establish its efficacy. 
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1. Motivation and background 
The mechanics of intracellular processes is known to play an important role in many 
biological functions. Biological macromolecules inside the cells are typically sub–micron scale 
and they are in an aqueous environment. Thermal fluctuations are known to play a crucial role in 
many functional features of biological processes. The scales of these problems are such that 
molecular dynamic simulations are typically very expensive. Thus, there has been much interest 
to develop the so–called “mesoscale” methods that, while coarse–grained, retain the key aspects 
that are important to simulate Brownian (thermally fluctuating) systems. 
Brownian Dynamics (BD) approach, which is based on Langevin equation for particle 
motion, is one of the most widely used methods to simulate Brownian systems.1 It uses 
simplified models for the drag on the particles. Stokesian Dynamics (SD) approach is also based 
on Langevin equations for Brownian particles, but the hydrodynamic interactions are computed 
without approximations.2 However, using these techniques to objects of irregular shapes and to 
cases where the fluid exhibits varying properties is not straightforward.  
Mesoscale methods that fully resolve the hydrodynamic drag and interactions between 
Brownian particles may be categorized into three types of approaches. First family of 
approaches, called the Dissipative Particle Dynamics (DPD) methods are primarily based on 
coarse graining molecular dynamic equations.3,4 The second approach is based on Lattice 
Boltzmann (LB) equations.5,6 The third family of approaches use continuum equations based on 
Navier-Stokes based fluctuating hydrodynamic (NS-FHD) equations.7  
NS-FHD equations are the usual Navier–Stokes equations with additional random stress 
terms that satisfy the Fluctuation–Dissipation Theorem (FDT). The random stress terms model 
the thermal fluctuations in the fluid. NS-FHD based methods have been applied to solve fluid 
equations.8,9 It was shown theoretically that the motion of an isolated Brownian particle 
computed using fluctuating hydrodynamic equations is consistent with the traditional Langevin 
description in the long time (dissipative) limit.10,11 We developed a numerical approach wherein 
we solved the motion of Brownian particles coupled with NS-FHD equations.12-14 Other NS-
FHD based simulation methods of Brownian particles have also been reported.15-17 
     
 3 
In our approach the entire fluid–particle domain is considered to be a fluid governed by NS-
FHD equations. It is ensured that the ‘fluid’ occupying the particle domain moves rigidly by 
adding a rigidity constraint.14,18-20 A finite volume approach is used. Solution of the coupled 
system of equations results in the Brownian motion of the particles.12,14 The key advantages of 
such an approach is that it can be easily incorporated in existing computational fluid dynamics 
(CFD) solvers. Problems with irregular particles can be set up without any fundamental 
difficulty. The translational and rotational Brownian motions are obtained simultaneously. Both 
long time scale diffusive behavior and short time scale motion can be solved – a result that will 
be shown in this work. In fact, fluctuating hydrodynamics approach captures the t-3/2 algebraic 
tail in the translational velocity autocorrelation and the t-5/2 algebraic tail in the rotational velocity 
autocorrelation of a sphere. This is consistent with molecular dynamic results.10 The Langevin 
equation for particles, used in Brownian dynamics, gives an exponential tail in the velocity 
autocorrelation function. Thus, fluctuating hydrodynamics based methods are 
phenomenologically better in comparison for Brownian systems. Our past work focused on 
dilute systems, spherical particles, and long time diffusive behavior.14  
Dunweg and Ladd21 have raised the following relevant issues regarding the use of finite-
difference methods to simulate systems with thermal fluctuations:  
1) It is difficult to include thermal fluctuations in the fluid equations in its discretized form.  
2) Detailed benchmark comparisons with LB approach5,6 are not available.  
3) The discretized equations must make sure that mass and momentum are conserved in the 
domain to machine accuracy, similar to LB methods.  
4) It is proposed that fluctuating hydrodynamics based methods may not use the 
incompressible limit because it may not be computationally efficient to work in that limit 
when there are fluctuations. Incompressibility constraint introduces non–local constraints and 
requires a Poisson solver which is computationally expensive. Unlike this approach, LB 
methods use explicit schemes with compressible fluid that are easy to parallelize and are 
computationally efficient. 
The goal of this work is to extend the capability of our approach, to present extensive 
benchmark results, and to consequently address issues, such as those raised above. Below we 
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summarize the key contributions of this paper vis–a–vis the four issues listed above. The 
discussion below also serves to provide an overview of work to be presented here, to 
differentiate this work from our prior work, and to put this work in the wider context of the 
discussion in the field.  
1) Unlike previous work,14 we consider particles at high concentrations. More importantly, 
results for the rotational diffusion of the particles will be presented. It is noted here that two 
aspects are important for these results. First, is the assumption of the symmetric random 
stress imposed on staggered CV faces, and second, is presence of random stresses in the 
entire domain, i.e., including the particle region. This ensures that there is no net torque due 
to the random stress on the main CV and consequently no net torque on the entire 
computational domain (see sections 2.2 and 3.2). 
This approach is general and easy to implement. Thus, it is not difficult to include 
thermal fluctuations in the fluids equations in its discretized form. This scheme has good 
spectral behavior (see section 3.1). 
2) We present new results for benchmark cases compared to our prior work.14 These include 
long time scale diffusion results for spherical and ellipsoidal particles (see section 3.2). Non–
dilute suspensions with concentrations up to close–packing are reported. Additionally, a time 
dependent solution scheme is used (see section 4; this temporal scheme was not reported in 
our prior work) to report short time scale behavior including algebraic tails for translational 
and rotational autocorrelations. The repertoire of test cases represents extensive validation of 
our scheme. A simultaneous comparison between NS-FHD and LB based techniques in terms 
of computational resources is not within the scope of this work. However, we do agree that 
this task should be undertaken in the future by practitioners in both communities (also see pt. 
4 below for additional remarks related to computational efficiency). 
3) NS-FHD based techniques that use the control volume method, like the one we have 
developed, are conservative schemes. As such they conserve mass and momentum to 
machine accuracy. 
4) Two types of problems are of interest in Brownian systems. First, is to simulate diffusive 
behavior of the particles on long time scales. Most Brownian or Stokesian dynamic 
simulations fall in this category. Second, is to simulate short time scale (for example viscous 
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time scale; time scales are explained in section 2.3) behavior where temporal acceleration 
(inertia) is not negligible.  
It is discussed in section 2.3 that the first problem pertaining to long time scale diffusion 
can be represented by Stokes equations. Solution to Stokes equations (with fluctuating 
stresses) leads to one instance of Brownian displacement (i.e., diffusive displacement on long 
time scales). This is an advantage since long time scale behavior can be directly extracted 
without having to resolve the small time scale behavior. This temporal decoupling is crucial 
to enhance the efficiency of mesoscale simulation tools compared to say molecular dynamic 
approach where simulations proceed with time steps on order of short time scales. This 
approach will be validated by considering variety of test cases in section 3. In this long time 
limit, the short time scale dynamics pertaining to compressibility effects such as wave motion 
are not resolved but the incompressibility assumption is reasonable. This is no different from 
the incompressibility assumption that is inherent in prior techniques such as Stokesian 
dynamics. Since, this approach requires solution to Stokes equations, temporal schemes such 
as implicit or explicit approaches are not relevant – there is no time derivative term in the 
governing equations. As such, there is no additional advantage in using a compressible fluid 
based approach instead of an incompressible solver – both require Poisson solvers (Note: A 
Poisson solver for pressure can be avoided by using compressible fluid only if an explicit 
scheme is used in the presence of time derivative terms in the governing equations). The cost 
of having to solve Poisson equation is compensated by the ability to directly obtain long time 
scale solution compared to methods where short time scale dynamics are resolved.  
The second type of problem pertains to simulating short time scale (on the order of 
viscous or wave time scales) dynamics. Here it is essential to keep the time derivative inertia 
term in the governing equations (see section 2.3). In this case the velocity autocorrelation is 
affected at small times by using the incompressibility constraint. This has been shown 
theoretically.10 However, it is noted in section 4 that algebraic tails in autocorrelation are still 
recovered, as predicted theoretically, for both translational and rotational motions. Thus, to 
show algebraic tails in autocorrelation and to establish the efficacy of our constraint–based 
formulation, using an incompressibility solver is sufficient (which we have used also because 
we have such a solver in our repertoire). Development of an entirely new compressible solver 
is not within the scope of this work. However, that is not to be considered a limitation of NS-
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FHD based schemes. Explicit solvers for compressible fluids with particles and NS-FHD–
based equations are being developed by using the MacCormack scheme.16,22 Such schemes 
are conceptually equivalent to explicit LB based methods and therefore are expected to be 
equally efficient for short time scale computations. Our constraint based approach for rigid 
particle motion can potentially be implemented in the MacCormack schemes for 
compressible fluids as well. We have not focused on that case here because mesoscale 
simulations are typically desirable to simulate long time scale diffusive motion of objects that 
are order ten nanometers to sub–micron scale. It can be verified (see section 2.3) that, on the 
short viscous or wave motion time scales, nanometer scale or larger objects have negligible 
motion on the scale of its own size. Thus, short time scale simulations may not be preferable, 
based on computational cost, in comparison to the long time scale approach based on Stokes 
equations (section 3). 
In this paper the long time dissipative limit is considered first (section 3), which is equivalent 
to neglecting the inertia terms in the governing equations. Appropriate test cases are presented 
for the validation. Unsteady simulations are considered in section 4 to test the short time 
behavior of the velocity autocorrelation function. Conclusions are presented in section 5. 
2. Navier-Stokes based fluctuating hydrodynamic equations 
The governing equations for a fluctuating fluid and their discretization are discussed first; 
after which the fluid–particle problem is considered.  
2.1 Differential equations  
Let Ω be the computational domain. Assume that the computational domain is periodic in all 
directions. The formulation can be extended to non–periodic domains. A Newtonian fluid with 
constant density and viscosity will be considered for simplicity. The temperature is assumed to 
be uniform. The fluctuating hydrodynamic equations are 
( ) ( ) Ω⋅∇+∇+−∇=⋅∇+
∂
∂ in   ~2 Suuuu µρρ p
t
, (1) 
 Ω=⋅∇ in   0u , (2) 
where ρ  is the fluid density, µ is the fluid viscosity, u is the fluid velocity, p is the dynamic 
pressure, and S  is the random stress tensor.7 S  is included in the Navier–Stokes equations to 
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model the fluctuations in the fluid at mesoscopic scales (typically from tens of nanometers to 
microns). S  has following properties7 
 
Sij = 0,
Sik x1,t1( ) Slm x2 ,t2( ) = 2kBTµ δilδkm +δimδkl( )δ x1 − x2( )δ t1 − t2( ).
"
#
$
%$
 (3) 
where  denotes averaging over an ensemble, Bk is the Boltzmann constant, T  is the 
temperature of the fluid, and indicial notation has been used. The above equations are in 
accordance with the fluctuation dissipation theorem for an incompressible fluid.7,23 The 
incompressibility assumption is inherent in the earlier work based on BD or SD type simulations. 
As discussed in section 1 the same assumptions are made here. For a discussion of the 
fluctuation equations in the presence of constraints, the reader is referred to prior literature.24,25 
The energy equation is not considered because the temperature is assumed to be uniform. 
Öttinger & Grmela23 have shown that the above equations, in the differential form, are 
thermodynamically consistent. They show this by formulating the governing equations in the 
GENERIC (General Equation for Non–Equilibrium Reversible/Irreversible Coupling) form. The 
extension of the equations to varying viscosity and temperature, compressible or non–Newtonian 
fluids, is also possible.23 Governing equations (1)–(3) for fluctuating hydrodynamics assume that 
there is no body torque acting at a point in the fluid. As such, the viscous stress tensor is 
symmetric. Consequently, the FDT implies that the random stress tensor S  is symmetric.23  
If S  has, both, a symmetric and an asymmetric part, then it would result in a fluctuating body 
torque acting at a point in the fluid. In this case the viscous stress tensor will not be symmetric. 
This problem is not considered in this work. 
2.2 Spatial discretization 
Governing equations (1)–(3) are stochastic. Spatial and temporal discretization of the 
governing equations should be done such that the discretized equations satisfy the corresponding 
FDT. It must be noted that even if the differential equations satisfy the FDT it does not imply 
that the corresponding discretized equations based on central differencing will necessarily satisfy 
the FDT for the discrete equations.   
     
 8 
Thermodynamic consistency of the discrete equations can be ensured if the equations are 
discretized such that they are in the GENERIC form.23,26 A systematic derivation of two–
dimensional discrete equations that are in the GENERIC form has been presented for the case of 
a fluid.9,27 A finite volume Lagrangian discretization based on Voronoi tessellation was used. 
Prior work9,27 implies that simple central differencing does not ensure thermodynamically 
consistent discretized equations. This can be corrected by adding certain terms to the discrete 
equations. It was also argued that these additional terms may be neglected under certain 
condition. This will be discussed further when the discretization of equations (1)–(3) is presented 
below. 
A control (finite) volume discretization based on cubic cells is used. A staggered control 
volume scheme is preferred; the reason for which will be discussed later. A uniform grid, with 
discretizations Δx = Δy = Δz = Δh in the x, y and z directions, respectively, is used. The scheme 
can be extended to non–uniform grids. 
 
Figure 1. The main control volumes are enclosed by bold lines. A staggered control volume for 
x–velocity is shown by a marked box. 
The control volumes are depicted in figure (1). A node P at the center of the main control 
volume (CV) is surrounded by six neighbors E, W, N, S, T and B. T and B, not shown in figure 
(1), are the nodes in the z–direction above and below the node P, respectively. The six faces of 
the main CV are named e, w, n, s, t and b. The faces t and b are in the z–direction.  
The pressure is defined at the center of the main CV’s. The x–velocities are defined on the e 
and w faces, y–velocities on the n and s faces and z–velocities on the t and b faces of the main 
CV. They are indicated by corresponding arrows in figure (1). The discrete form of the 
continuity equation is derived by integrating equation (2) over the main control volume. 
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The x–momentum equation is derived by integrating the x–component of equation (1) over 
the staggered CV for x–velocity (marked in figure 1). The staggered CV for x–velocity has six 
faces – E, P, ne, se, te and se. The nomenclature is the following – ne indicates the face to the 
north (n) of location e and so on. The x–velocity ue at the center of the staggered CV is 
surrounded by six neighboring x–velocities. Similarly, the y– and z–velocity CVs are used to 
obtain the discrete form of the corresponding momentum equations. 
The spatially discretized forms of the stochastic governing equations are obtained by 
following the derivation of Serrano et al.27 The continuity equation (2), for a typical main CV, 
becomes 
 ( ) ( ) ( ) 0=−+−+− btsnwe wwvvuu , (4) 
where u, v and w denote the x, y, and z components of velocity u, respectively. Superscripts 
denote the main CV faces on which the velocities are defined. The x, y and z momentum 
equations, at typical staggered CV’s, are 
 
( ) ( )( )
( ) ( ) ( ) ( ){ }⎪⎪⎭
⎪⎪
⎬
⎫
−+−+−Δ+Δ−+
⎭
⎬
⎫
⎩
⎨
⎧
Δ−Δ+Δ⋅−=Δ ∑∑
,~~~~~~2
6  
2
 23
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eff
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facesCVe
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µ
µµρρ nu
(5a) 
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(5c) 
where superscript nb denotes the six neighboring velocities for the respective staggered CV’s. 
Similarly, superscripts on pressure and ijWd
~  denote the faces of the respective staggered CV’s. 
d( ) denotes differential changes in time dt. In equations (5a)–(5c), the first terms on the right 
hand side are due to convection and the terms after that in brace brackets are due to viscous 
diffusion.  
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Equations (5a)–(5c) represent spatially discretized stochastic differential equations (with 
respect to time) according to the Ito interpretation (see Kloeden & Platen,28 Chapter 3). ijWd
~  (= 
dtSd ij
~ ; Ito interpretation implied) are the increments of Wiener processes (see Kloeden & 
Platen,28 Chapters 1 & 2) at the respective CV faces. Subscripts on Wd ~  denote the stress 
components. The properties of ijWd
~  follow from those of the random stress S~  and are given by 
 ( )dtWdWdWd klimkmillmikij δδδδ +==
~~    ,0~ , (6) 
and µeff  in equation (5) is27 
 ⎟
⎠
⎞
⎜
⎝
⎛
+=
C
kB
eff 2
1µµ , (7) 
where C is the heat capacity of the fluid inside a CV. 
In equations (5a)–(5c), the source terms are due to the random stresses (or the Wiener 
processes). Since we consider a periodic computational domain, it can be easily verified that if 
we add these source terms over all the control volumes for x–velocity then the sum is zero. This 
implies that there is no net force on the computational domain in the x–direction. Similarly, 
summations in the y and z directions are also zero. This ensures that the mean force on the 
computational domain due to the random stresses is zero. 
It can be verified that the net torque, due to the random stresses, on each main CV is zero. 
This is because the random stress is symmetric. It also follows that net torque on the entire 
computational domain is zero.    
Equations (4)–(7) are in the GENERIC form and obey the FDT.27 A straightforward central 
difference discretization of equation (1) will not give the extra term kB/2C in equation (7). This is 
the additional term required to satisfy the FDT for the discrete equations. However, this term is 
typically a small quantity and is proportional to the inverse of the number of molecules of the 
fluid in the CV.27 Hence, if it is neglected we get µeff = µ. The resulting discrete momentum 
equations are the same as those obtained by a simple central difference discretization of equation 
(1). In this case the FDT is not strictly satisfied but the error is small if kB/2C is small. In this 
work we will put µeff = µ. 
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A control volume is interpreted as a fluid mesoparticle whose motion is, in general, tracked 
by an equation of the type uX =⎟
⎠
⎞
⎜
⎝
⎛
dt
d CV , where XCV is the node associated with the CV and u 
is its velocity.9,27 Similarly, the deformation can be tracked by considering the motion of each 
point on the surface of the CV. This is the Lagrangian tracking of the CV’s. When Lagrangian 
tracking is necessary, the uniform grid as shown in figure (1) can be used only at the initial 
instant. At all subsequent times the grids should be updated to the new location and shape; for 
example, Serrano & Español9 and Serrano et al.27 constructed CV’s based on Voronoi 
tessellation at each time step. This makes the problem computationally intensive. However, it 
will be noted below that the Lagrangian tracking of CV’s can be ignored for the problems of 
interest in this work. 
2.3 Time discrete approximation 
In this work two types of problems will be considered. In section 3, the long time dissipative 
limit is considered, which is equivalent to neglecting the time derivative terms (left hand side of 
equation 5) and the convection terms (first term on the right hand side of equation 5). This results 
in Stokes’ problem. Unsteady simulations will be considered in section 4. The time discrete 
approximation and the scaling of the governing equations will be considered next. 
Problems driven only by the random stresses will be considered. A single fluid will be 
considered at this stage. The numerical solution of fluctuating hydrodynamic equations for fluids 
will be referred to as Computational Fluctuating Hydrodynamics (CFHD). The simulations in 
this work will be performed in a fully periodic domain. As an example and for the purposes of 
presenting the scaling, an implicit time discrete approximation of the governing equations (4)–
(6) is given below. The variables are non–dimensionalized by using the following scales 
 
⎪
⎪
⎪
⎭
⎪
⎪
⎪
⎬
⎫
→
ΔΔ
=→
ΔΔ
→Δ→
, 
, 2
   , 2    ,
3
3
s
Bs
B
s
L
VP
t
T
h
TkSLV
th
TkShL
µ
ρµ
µ
µ  (8) 
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where Δt is the time step and  Tµ is the viscous time scale given by µ
ρ
µ
2hT Δ= . sL  is the 
length scale based on the grid size which determines the size of the fluid mesoparticle, S is the 
scale for the random stress, V is the velocity scale, and P is the pressure scale. The scale for the 
random stress follows from its variance. The velocity scale follows by equating the scales of the 
viscous and random stresses. The pressure is scaled by the viscous stress. It is noted that since 
the velocity and pressure are random variables, the square of their scales give the scale of their 
variance. Thus, the scales are relevant in the context of the variance of the variables. The 
variance can be computed based on simulations of many ensembles.  
The non–dimensionalized governing equations are 
 
( ) ( ) ( )
( )
⎪
⎪
⎪
⎭
⎪
⎪
⎪
⎬
⎫
+=ΔΔ=Δ
=⋅∇
Δ⋅∇+∇+−∇=⋅∇⎟⎟
⎠
⎞
⎜⎜
⎝
⎛
+−⎟⎟
⎠
⎞
⎜⎜
⎝
⎛
Δ
+
+++++
,~~    ,0~
,0
,~
1
121111
klimkmillmikij
n
nnnnsn
WWW
pVL
t
T
δδδδ
µ
ρµ
u
Wuuuuu n
 (9) 
where same symbols have been retained for the non–dimensional variables. Equation (9) 
represents a non–dimensionalized time discrete approximation of equations (4)–(6), with µeff = 
µ. As such, the differential symbols for spatial derivatives have been used simply for the 
convenience of presentation. They should be considered to imply the corresponding central 
difference discrete operators. W~Δ  follows from W~d  in equation (5) and is the increment of the 
Wiener process over time step Δt. In accordance with the scale of random stresses, W~Δ  is non–
dimensionalized by tΔ . The same symbol is retained in equation (9) for W~Δ .  
Superscripts in equation (9) denote the time at which the variable is computed. It represents 
an implicit time discrete approximation of equations (4)–(6). Based on the Ito–Taylor expansion, 
this is called the implicit strong Taylor scheme of order ½.28 The convergence of time discretized 
stochastic differential equations is different from that of the deterministic differential equations. 
Two types of convergence, namely strong convergence and weak convergence, are relevant in 
case of stochastic equations. The implicit scheme above has a strong convergence of order ½  
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and a weak convergence of order 1 with respect to the time step Δt.28 This is briefly explained 
below in the interest of clarity and completeness of the presentation. 
Consider an exact solution, with respect to time, of the spatially discretized equations (4)–(6). 
Let the mesh size Δh be fixed. Let u(XA, tT) be the exact solution at location XA at time tT. Let 
t
N
Δu (XA, tT) be the solution of the time discretized equation, corresponding to a time step Δt, at 
the same location XA and time tT. In the current discussion u and tN
Δu  are considered to be 
dimensional variables. Let the initial conditions as well as the Wiener processes ijW
~ , in 
computing the exact and numerical solutions, be the same. Calculate the exact and the numerical 
solutions (for a given Δt) for many trajectories (or ensembles) by using different sets of the 
Weiner processes but the same initial condition. Compute the error, ( ) ( )TAtNTA tt ,, XuXu Δ− , 
based on the ensemble average. Compute similar errors for different values of Δt. A strong 
convergence of order ½ implies that28 
 ( ) ( ) 2/1~,, tKtt TAtNTA Δ− Δ XuXu , (10) 
where K is some constant and  implies absolute value. A weak convergence of order 1 implies 
that28 
 ( ) ( ) tKtt TAtNTA Δ− Δ ~,, XuXu . (11) 
In section (4), where unsteady simulations with particles are considered, an implicit 
fractional time stepping scheme is used. 
The scaling in the Stokes and unsteady simulations will be discussed below based on 
equation (9).  
Unsteady simulations: In case of unsteady simulations, the time step Δt is at least of the order of 
the viscous times scale Tµ , i.e., Δt ~ Tµ. Thus, the time derivative term is at least of the same 
order as the viscous and random stress terms. Equation (8) implies that the velocity scale 
3
2~
h
TkV B
Δρ
. Since velocity is a random variable, as noted above, it follows that 
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TkVh B~2
23Δρ , i.e., the mean kinetic energy of the fluid mesoparticle (or the CV) is of the 
order of kBT. This is in agreement with the equipartition theorem for a system at equilibrium.  
The Reynolds number, µ
ρ sVL , gives the scale of the convection term. Using the expression 
for the velocity scale we get  h
TkVL Bs
Δ2
2~
µ
ρ
µ
ρ . The convection term is negligible 
compared to the remaining terms if 
 
22
2  if  i.e.  12
µ
ρ
µ
ρ Tkh
h
Tk BB >>Δ<<
Δ
. (12) 
For water at 300K, equation (12) implies hΔ >> 8.28×10-12 m. The intermolecular distance for 
water is of 3–4Ao. The fluctuating hydrodynamic equations are relevant for scales where the 
continuum equations are reasonable, i.e., hΔ  should be greater than 5nm. Thus, equation (12) is 
easily satisfied for cases of relevance. The convection term is therefore negligible in equation 
(9). Similar conclusion is valid for typical problems in the context of Brownian motion. In this 
work the convection term will be ignored. This conclusion is also in agreement with the remarks 
of Hauge & Martin–Löf10 (see page 263 of their paper).  
 For Δt ~ Tµ, the scale of the displacement of the fluid mesoparticles is 
t
h
TktV BCV ΔΔ
=ΔΔ 3
2~
ρ
X , where CVXΔ  is dimensional. Thus, the mean square 
displacement scales as 23
2 2~ t
h
TkB
CV Δ⎟
⎠
⎞
⎜
⎝
⎛
Δ
Δ
ρ
X . This is the scaling for the short time 
Brownian displacement29 of the fluid mesoparticles. The Brownian displacement relative to the 
length scale Δh is µ
ρ sCV VL
h ~Δ
ΔX  << 1 (ref. discussion following equation 12). Physically, 
this implies that the displacement of the fluid mesoparticle in time Δt (which is of the order of 
the viscous time scale Tµ) is negligible compared to its size Δh. Therefore, in this work the 
Lagrangian tracking of the fluid mesoparticles is not done. 
The unsteady simulations are considered in section 4. 
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Stokes simulations: These simulations are relevant when Δt >> Tµ. In this case, the viscous 
effects dominate and the inertia terms (the entire left hand side of the momentum equation in 
equation 9) are neglected. The resulting Stokes’ problem can be solved for variable u. However, 
u is not the actual velocity of the fluid at any instant. It should be interpreted as the apparent 
velocity of the fluid mesoparticle based on its Brownian displacement, XCV(Δt) – XCV(0), in time 
Δt, i.e., u =  (XCV(Δt) – XCV(0))/ Δt.14 This equation is identical to the discretization of 
uX =⎟
⎠
⎞
⎜
⎝
⎛
dt
d CV  for the Lagrangian tracking of the CV’s. However, in Stokes’ problem the time 
interval Δt is sufficiently large so that u is not an approximation of the actual velocity of the fluid 
mesoparticles at intermediate time instants. Equation (8) implies that, in Stokes’ problem, the 
velocity scale 33
22~
h
Tk
t
T
h
TkV BB
Δ
<<ΔΔ ρρ
µ , where 3
2
h
TkB
Δρ
 is the 
instantaneous velocity scale according to the equipartition of energy. Thus, the scale of the 
apparent velocity is less than the scale of the actual velocity. 
The scale of the displacement of the fluid mesoparticles is 
tt
T
h
TktV BCV ΔΔΔ
=ΔΔ µ
ρ 3
2~X , where CVXΔ  is dimensional. Thus, the mean square 
displacement, in this case, scales as th
TkB
CV Δ⎟⎠
⎞⎜
⎝
⎛
ΔΔ µ
2~2X . Once again, this is the expected 
long time Brownian displacement of the fluid mesoparticles.29 The Brownian displacement 
relative to the length scale Δh is 3
2~
h
tTk
h
BCV
Δ
Δ
Δ
Δ
µ
X . If the Brownian displacement is to 
be of the order of Δh, then this implies that Tk
ht
B2
~
3ΔΔ µ , is required. For the Stokes 
simulations considered in this work, the Lagrangian tracking of the fluid mesoparticles is not 
relevant. This will become clear when Stokes’ problems are considered in the next section. 
So far the discussion has focused on the governing equations of the fluid. The equations for 
the fluid–particle problem are discussed in sections 3.2 and 4. 
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3. Stokes’ problem with fluctuations 
In section 3.1, the approach is tested for a single fluid first and then the fluid–particle 
problem is considered in section 3.2. 
3.1 Computational fluctuating hydrodynamics (CFHD): The Stokes limit 
A single fluid is considered in a periodic domain of size L×L×L. Governing equations for 
Stokes’ problem are given by equations (1)–(3), except that the inertia terms in equation (1) are 
neglected and ( )21 tt −δ  is replaced by 1/Δt in equation (3) to represent the time discrete 
approximation as discussed in section 2.3. The fluid is driven by the random stresses and u 
should be interpreted as the apparent velocity as discussed in section 2.3. An analytical solution 
to the problem, based on Fourier transforms, will be briefly presented; then the numerical 
solution will be compared to it.  
Consider a vector f that is a function of x. The Fourier transform and the inverse Fourier 
transform are defined as 
 ( ) ( ) ∑∫∫ ∫ ⋅⋅− ==
k
xkkxkk fxfxxff Li
L L L
Li ede
L
/  2
0 0 0
/  2
3     and    ,
1 ππ , (13) 
respectively, where k is the vector of wavenumbers. Each component of k takes positive and 
negative values. The magnitudes range from 0 to ∞. The governing equations (1)–(3), written in 
terms of the Fourier modes are 
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 .   ,
2
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~~   ,0~
,0
,~2
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'
2
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kk
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0Skukk
kkk
k
kkk
klimkmil
Blmikij
tL
TkSSS
i
L
pi
δδδδ
µ
π
µ
 (14) 
The solution for uk is obtained by solving equation (14): 
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 (15) 
Equation (15) can be used to verify the numerical results. 
The same problem, with a periodic computational domain of size L×L×L, was considered for 
numerical simulations. The governing equations are given by equation (9), except that the inertia 
terms are neglected in the momentum equation. The superscripts n+1 are not relevant in this 
problem and u is the apparent velocity. The scales for non–dimensionalization are as given in 
equation (8). A staggered grid was generated with N = L/Δh = 40 control volumes in each 
direction. The components of the random stresses at different locations were generated from a 
Gaussian random number generator with the desired mean and variance. The resulting Stokes’ 
problem was solved by the SIMPLER algorithm.30 A Fast Fourier Transform (FFT) solver 
(FISHPAK) was used to solve the apparent velocity and pressure equations. It was ensured that 
the net ‘momentum’ based on the apparent velocity in the periodic domain was zero. This is 
because there is no net random ‘force’ on the computational domain. One simulation was 
considered as one realization. Several realizations, constituting an ensemble, were solved. For 
each realization a different initial seed was assigned to the Gaussian random number generator 
for random stresses. This ensured that each realization was different. A discrete Fourier 
transform of the apparent velocity field of a given realization was done, after the solution was 
obtained. This gave uk at each realization. 
To compare the numerical and analytical results, we considered k ≡ (0, k, 0) and kk −=ʹ′  in 
equation (15) for i = m = 1 (i.e., the x component of u). Equation (15) implies 
( ) ( )
tLk
Tkuu Bkk
Δ
=−
µπ 22
0,,00,,0
2
  , where u is the x component of u. Since the numerical results are 
non–dimensional, we non–dimensionalized this analytical result with the same velocity scale as 
in equation (8). The analytical result in non–dimensional form is: 
 ( ) ( )
Nk
uu kk 22
0,,00,,0
4
1  
π
=− , (16) 
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where u is non–dimensional and N = L/Δh are the number of control volumes in each direction. 
Equations similar to (16) can also be obtained for the other apparent velocity components. 
Two remarks are to be noted. First, in the numerical simulations, the wavenumbers are finite. 
Thus, the magnitude of each component of k goes from 0 to N/2, where the largest value is 
determined by the grid resolution. When k = 0 we have uk = 0 because the net ‘momentum’ 
based on the apparent velocity is zero. Therefore, it is useful to compare equation (16) with the 
numerical results only for 1 ≤ k ≤ N/2.   
Second, the waves corresponding to different wavenumbers are not resolved exactly due the 
discretization process. The error is primarily introduced at larger wavenumbers, i.e., on the scale 
of the grid size. In this work the derivatives are evaluated at locations that are staggered by a 
half–cell from the nodes at which the variables are defined. This is useful in reducing the error at 
larger wavenumbers.31 Thus, the staggered grid approach was preferred in this work compared to 
the co–located grid approach. To account for this error the following equation should be used 
instead of equation (16) 
      ( ) ( )
( )( )
( ) ⎟
⎠
⎞
⎜
⎝
⎛==−
N
kNkk
Nkk
uu kk π
ππ
sin      where,
4
1  mod2
mod
2
0,,00,,0  . (17) 
kmod is the modified wavenumber corresponding to the wavenumber k.31 The numerical results 
should be compared to equation (17). 
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Figure 2. Plot of ( ) ( )0,,00,,0  kk uu −  vs. k for a single fluid case. u is non–dimensional. 
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Figure (2) shows a plot of ( ) ( )0,,00,,0  kk uu −  vs. k, based on equations (16) and (17). The 
numerical data are also shown. It is seen that the numerical data are in excellent agreement with 
the plot due to equation (17). The numerical plot (and equation 17) deviates from the plot based 
on equation (16) at larger wavenumbers. This deviation would be much more pronounced for a 
collocated grid based solution of the fluid equations.31 Ideally, a numerical scheme should be 
such that the data are as close to the plot due to equation (16) as possible. The results based on 
spectral methods would be identical to those due to equation (16). However, for fluid–particle 
problems, to be considered next, it is not straightforward to incorporate the effect of particles 
within a spectral scheme.    
3.2 Brownian motion of particles: FIMAT Stokes simulations 
Consider a periodic computational domain Ω in which a particle occupies domain P. One 
particle is considered here only for the simplicity of presentation. In fact, in section 3.2.3, many 
particle results are reported. The particle can be of any general shape; in this work we will 
consider either spherical or ellipsoidal particles. The fluid and the particle densities are assumed 
to be same for simplicity. To solve this problem the entire fluid–particle domain is assumed to be 
a fluid. The momentum equation for the fluid–particle Stokes’ problem is 
 0SFu =⋅∇++∇+∇− ~2µp . (18) 
Equation (18) is applicable in the entire domain. It is the same as the equation in Stokes’ problem 
for the single fluid case, except for the extra term F. The properties of S~  are as given in equation 
(3) except that ( )21 tt −δ  is replaced by 1/Δt to represent the time discrete approximation as 
discussed in section 2.3. S~  is symmetric and is generated in the entire domain including the 
particle region. u is divergence free in the entire domain (equation 2). 
F is non–zero only in the particle domain and is a direct consequence of the rigidity 
constraint in the particle domain:18,20 
 [ ] [ ] Pon        and P,in     ∂=⋅=⋅∇ 0nuD0uD , (19) 
where n is a unit outward normal on the particle surface. Equation (19) ensures that the 
deformation–rate tensor [ ] ( )T1= =   in P2 ∇ +∇D u u u 0 . Thus, the ‘fluid’ in the particle domain is 
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constrained to move rigidly as required. Equation (19) represents three scalar constraint 
equations at a point in the particle domain. They give rise to a force F in the particle domain 
similar to the presence of pressure due to the incompressibility constraint.18 This is the 
Distributed Lagrange Multiplier (DLM) approach for particulate flows.18,32  
Solution of equations (18), (19), (2), and (3) gives the apparent velocity field u in the entire 
domain. These simulations will be called the Fluctuating Immersed MATerial (FIMAT) 
dynamics Stokes simulations. Central differencing is used to spatially discretize the equations 
(section 2.2). The solution procedure is given by Sharma & Patankar.14,19 The particle 
translational and angular apparent velocities, U and ω , respectively, can then be computed by  
 
P
M dρ= ∫U u x   and  p
p
dρ= ×∫I ω r u x , (20) 
where r is the position vector of a point with respect to the centroid of the particle, pI is the 
moment of inertia of the particle and M is the mass. As discussed in section 2.3, U and ω  should 
be interpreted as the apparent velocities based on the translational and angular Brownian 
diffusion of the particles.14 Results based on FIMAT Stokes simulations for fluid–particle flows 
will be presented sections 3.2.1–3.2.3. 
3.2.1 Single sphere in a periodic domain 
A single spherical particle of diameter d was placed at the centre of a cubic periodic domain 
of size L×L×L. Given d and L, the volume fraction φ of the sphere in the domain is given by 
3
3
6
 
L
dπφ = . N = L/Δh = 40 control volumes were chosen in each direction (this choice was 
based on grid refinement studies in the earlier work14). Random stresses were generated in the 
entire domain after which the fluid–particle FIMAT Stokes’ problem was solved. It was ensured 
that the net ‘momentum’ based on the apparent velocity in the entire domain is zero. One 
simulation was considered as one realization. Ensemble averaging was done based on several 
realizations. The simulations were performed by solving non–dimensional equations with scales 
as given in equation (8).  
It is also noted here that quasi–steady Stokes simulations (where the particle positions are 
updated after the solution of the Stokes problem), similar to the BD or SD simulations, can be 
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done using our current method without any fundamental difficulty. However, in this work an 
ensemble average based approach is preferred for the purpose of validation. 
In a given realization, the apparent velocities U and ω  were computed according to equation 
(20). Since the apparent velocity should be interpreted in terms of the long time Brownian 
displacement, the variance of U is related to the Brownian diffusion DT, which in turn is related 
to the translational drag coefficient KT as follows 
 
2
2
3
6
36 U
U
td
TkK
dK
TktD BT
T
B
T
Δ
=⇒=
Δ
=
πµπµ
. (21) 
In terms of the non–dimensional variables we get 
 
2** 
1
Ud
KT
π
= , (22)  
where superscript * implies non–dimensional variables. The scales are chosen as in equation (8). 
Similarly, the rotational drag coefficient KR is given by33  
 
2*3*23
36
ωω dtd
TkK BR
ππµ
=
Δ
= . (23) 
The apparent angular velocity is interpreted in terms of the angular diffusion Δθ , i.e., ω  = Δθ /Δt. 
Equations (22) and (23) were used to compute the drag coefficients from the numerical 
simulation at a given volume fraction φ. 
Figures (3a) and (3b) show histograms of the apparent velocities of the sphere based on 900 
realizations at φ = 0.008. It is compared to the analytical Gaussian distribution. The analytical 
frequency distribution has zero mean in both cases. For the translational case, the variance is 
ATKd ,
* 
1
π
  (equation 22), where KT,A is the analytical value of the drag coefficient from 
Hasimoto34 and Zick & Homsy.35 For the rotational case the variance is 
ARKd ,
3* 
3
π
 (equation 
23), where KR,A is the analytical value by Ladd.36 
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Figure (4) shows the translation drag coefficient KT, calculated according to equation (22), as 
a function of the volume fraction. The results are compared with the analytical values of Zick & 
Homsy.35 The error bars are drawn based on a chi–square distribution for the variance.14 
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Figure 3. Comparison of the frequency distribution of the apparent velocity (non–dimensional) 
of the sphere with the analytical Gaussian distribution (φ =0.008): (a) Translational velocity (b) 
Rotational velocity. 
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Figure 4. Plot of the translational drag coefficient of a single sphere in a periodic domain as a 
function of the volume fraction. 
Figure (5) shows the results for the rotational drag coefficient KR, calculated using equation 
(23). These results are compared to the analytical values by Ladd.37 In all the cases we see that 
the agreement is good. 
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Figure 5. Plot of the rotational drag coefficient of a single sphere in a periodic domain as a 
function of the volume fraction. 
As the close packing limit is approached the lubrication layer between the spheres is not 
accurately resolved. Due to the presence of the periodic boundary condition, the velocities of the 
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sphere surfaces on either side of the lubrication layer are in the opposite direction. Thus, there 
can be a sharp gradient of the fluid velocity that is not accurately resolved due to the smearing of 
the discretized particle boundaries. This problem is common to most of the current fully resolved 
simulation (FRS) methods for particulate flows. 
3.2.2 Single ellipsoid in a periodic domain 
The problem of ellipsoidal particles is considered next. The translational and rotational drag 
on an ellipsoidal particle is often quantified in terms of effective radii. Let Fp be the force on an 
ellipsoid along one of its principle axes and U be its resultant velocity in that direction (assume 
that there are no fluctuations). Then the effective radius Rte for translational motion with respect 
to the chosen principle direction is defined by38 
 
U
F
R pte πµ6
= . (24) 
Similarly, the effective radius for the rotational drag is defined by 
  
3/1
8 ⎟
⎟
⎠
⎞
⎜⎜
⎝
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=
πµω
p
re
T
R  (25) 
where Tp is the torque applied on the ellipsoid with respect to the chosen principle direction and 
ω is the corresponding angular velocity (again assume that there are no fluctuations). In general, 
for an ellipsoid, Rte and Rre are different in the three principle directions. 
The effective radii can also be computed based on the FIMAT Stokes simulations of 
ellipsoids. For the translational case the effective radius Rte is given by 
 
tu
TkR
R
TktuD Bte
te
B
te
Δ
=⇒=
Δ
=
2
2
362 πµπµ
, (26) 
where Dte is the translational diffusion with respect to one of the principle directions and u is the 
apparent translational velocity based on the long time Brownian displacement (section 2.3) in 
that direction. For example, the effective radius with respect to the x direction is obtained if 2u  
is based on the x component of the random apparent velocity of the ellipsoid. Similarly, Rre is 
given by 
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where Dre is the rotational diffusion respect to one of the principle directions and ω is the 
corresponding apparent rotational velocity.33 As discussed in section 3.2.1, the apparent angular 
velocity is interpreted in terms of the angular diffusion Δθ, i.e., ω = Δθ/Δt.  
2u  and 2ω  can be computed based on the FIMAT Stokes simulations as discussed in 
earlier sections. However, to our knowledge, the analytical values of Rte and Rre, for an ellipsoid 
in a periodic domain, are not available to compare them with the fluctuation results. Lamb38 has 
given expressions for Rte, for an ellipsoidal particle in an infinite domain. These results are not 
applicable for the periodic domain. Hence, in this work Rte and Rre were first computed according 
to equations (24) and (25), where there were no fluctuations in the fluid. These values were then 
compared with the fluctuation–based calculations. 
A single ellipsoidal particle, with semiaxes a, b and c in the x, y and z directions, 
respectively, was placed at the center of a cubic periodic domain of size L×L×L. An oblate 
ellipsoid was considered, where a = b = 2c. L = 5a, which implies φ = 0.01676. N = L/Δh = 40 
control volumes were chosen in each direction. The following simulations were performed: 
1. To calculate Rte according to equation (24), Stokes’ problem was considered with no 
fluctuations in the fluid. The flow was driven by a force Fp applied at the centroid of the ellipsoid 
along one of the principle directions. To ensure that the net force is zero on the periodic 
computational domain, a constant body force fB = Fp/L3 per unit volume was applied everywhere 
in the computational domain in the opposite direction. The resulting Stokes’ problem was solved 
as described by Sharma & Patankar.19 The ellipsoidal particle velocity was non–zero and equal 
to U in the direction of Fp. Equation (24) gave the value of Rte with respect to the chosen 
principle direction. 
2. To calculate Rre, once again Stokes’ problem was considered with no fluctuations in the fluid. 
The flow was driven by a torque T, applied on the ellipsoid, with respect to one of the principle 
directions. This was achieved by imposing equal and opposite forces at two points (also see 
Sharma & Patankar19), on the ellipsoid, located symmetrically with respect to its centroid. The 
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resulting Stokes’ problem was solved and the angular velocity ω with respect to the chosen axis 
of rotation was calculated. Equation (25) gave the value of Rte with respect to the chosen 
principle direction.  
3. Lastly, a FIMAT Stokes’ problem was solved similar to the sphere problem in section 3.2.1. 
The apparent translational and angular velocities at each realization were calculated. Ensemble 
averaging was done based on several realizations and the values of Rte and Rre were calculated 
with respect to all the principle directions. 
All simulations were done with non–dimensional variables. Table (1) shows the comparison 
between the effective radii obtained from the FIMAT Stokes and non–Brownian Stokes 
simulations for the same geometry and volume fraction (0.01676). The agreement is good. The 
values with respect to the x and y directions should be same due to the symmetry of the ellipsoid. 
The results are consistent with this requirement. For an ellipsoid in an infinite domain, Rte/a = 
0.7925 in the x and y directions and Rte/a = 0.9055 in the z direction.38 As expected the values 
from the simulations are greater in the periodic domain. 
 Rte/a 
Non–Brownian 
Rte/a 
FIMAT 
Rre/a 
Non–Brownian 
Rre/a 
FIMAT 
x–direction 1.2650 1.3410 0.8110 0.8275 
y–direction 1.2650 1.3460 0.8110 0.8020 
z–direction 1.6445 1.7935 0.8790 0.9005 
Table 1. Effective radii representing the drag on an ellipsoid from non–Brownian and FIMAT 
Stokes simulations (φ = 0.01676). 
3.2.3 Many spheres in a periodic domain 
In this section, many spherical particles are considered in a periodic domain. The diffusivity 
of these spheres is more than that of a single sphere in a periodic domain (section 3.2.1) at the 
same volume fraction. This is because the individual spheres have the freedom to move relative 
to each other. Ladd36 presented results, based on non–Brownian calculations, for self–diffusion 
Ds and collective mobility µc of spheres in a periodic domain. In this section, FIMAT Stokes 
simulations will be done to compare these quantities to those by Ladd.36 
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The self diffusion Ds, calculated from FIMAT Stokes simulations, is given by36 
 ∑
=
Δ
=
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i
i
P
s N
tD
1
2
6
U , (28) 
where NP are the number of spheres in the domain. Ui is the apparent translational velocity of 
sphere i obtained from FIMAT Stokes simulations. The collective mobility is given by36 
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where tr denotes a trace of the 3×3 tensor due to UiUj. 
First, we considered NP = 16 spheres in a cubic periodic box of side L. N = 40 was used. All 
the spheres had the same diameter d. Three values of d/L were considered corresponding to 
volume fractions of φ = 0.05, 0.15 and 0.25. For a given value of φ, the 16 spheres were arranged 
in a random configuration. Random stresses were generated and the FIMAT Stokes’ problem 
was solved. 450 realizations were simulated, by keeping the random configuration the same, for 
each volume fraction, respectively. Ds and µc were calculated based on ensemble averaging 
according to equations (28) and (29).  
The computed values are shown in table (2). Do = kBT /3πµd is the diffusion, and µo = 
1/3πµd is the mobility, of a single sphere in an infinite domain. Values based on two different 
random configurations were computed at φ = 0.15 and 0.25. In table (2), the computed values are 
compared with those by Ladd.36 The values by Ladd are based on 16 spheres and are at the same 
volume fractions as in the simulations. However, his results are based on averaging the values of 
Ds and µc for 100 different random configurations. In our simulations, we have listed values of 
Ds and µc for a specific random configuration, to save the computational time. Yet, the agreement 
is found to be reasonable. 
Table (2) also shows the diffusivity of a single sphere in a periodic domain (section 3.2.1) at 
the same volume fraction as many spheres case. It is seen that in the many spheres case the 
diffusivity is greater because the spheres can move relative to one another. This is in agreement 
with the conclusions of Ladd.36 
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φ Ds /Do 
Ladd (1990) 
Ds /Do 
FIMAT 
DT /Do 
One sphere 
µc /µo 
Ladd (1990) 
µc /µo 
FIMAT 
0.05 0.688 0.713 0.380 0.570 0.582 
0.15 0.489 0.525 0.203 0.302 0.363 
0.538 0.304 
0.25 0.348 0.400 0.121 0.162 0.233 
0.401 0.223 
Table 2. A comparison between the self–diffusivity and collective mobilities of 16 spheres, in 
random configurations, in a periodic domain. The diffusivity DT /Do of one sphere in a periodic 
domain is based on the analytical results of Zick & Homsy.35 
To emphasize the influence of the number of spheres, another set of simulations, with NP = 
27 spheres of equal diameters in a cubic periodic box, was done. N = 40 was used. Volume 
fractions of φ = 0.05, 0.15 and 0.25 were considered. The spheres were arranged in a simple 
cubic configuration. Thus, the configuration was identical to that for a single sphere in a periodic 
box. The difference in the diffusivities for the two cases at a given volume fraction can then be 
attributed to the effect of the number of spheres. The FIMAT Stokes’ problem was solved for 
450 realizations at each volume fraction.  
Table (3) lists the values of Ds obtained from FIMAT Stokes simulations. It is seen that, as 
expected, the diffusivity is much larger for 27 spheres compared to a single sphere. The 
computed values are also compared with those by Ladd.36 The overall trends are in reasonable 
agreement. The values attributed to Ladd36 and listed in table (3), were obtained from a curve fit 
to his data. He did not solve for 27 spheres and none of his numbers of spheres could be arranged 
in a cubic configuration. As expected, the diffusivity for 27 spheres (table 3) is also larger than 
that for 16 spheres (table 2) at same volume fractions. 
It should also be noted that the values by Ladd36 are based on random configurations. Table 
(3) also lists one case for 27 random spheres at φ = 0.05.   
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φ DT /Do 
One sphere  
Ds /Do 
FIMAT 
Ds /Do 
Ladd (1990) 
0.05 0.380 0.758 0.718 
0.05 (Random) 0.380 0.744 0.718 
0.15 0.203 0.612 0.521 
0.25 0.121 0.484 0.376 
Table 3. Self–diffusivity of 27 spheres in a periodic domain. FIMAT results are based on a 
simple cubic arrangement of spheres. The data due to Ladd36 are for random configurations. The 
diffusivity of one sphere in a periodic domain is based on the analytical results of Zick & 
Homsy.35 
4. Unsteady FIMAT simulations 
In this section unsteady simulations of the fluctuating fluid–particle problem are reported. 
These computations will be referred to as the unsteady FIMAT dynamics simulations. In section 
2.3, the time discrete approximation of the fluctuating hydrodynamic equations was presented. In 
this section an implicit fractional time step type scheme for the unsteady FIMAT simulations is 
presented. 
A periodic computational domain Ω is considered in which a particle occupies domain P. 
One spherical particle is considered in this work. The fluid and the sphere densities are the same. 
The DLM approach for particulate flows is used with a fractional time stepping scheme.20,39,40 
The algorithm is given below: 
1. Solve the momentum equation: Given un in Ω, solve the following equation to get uˆ  in Ω: 
 ( ) ( )Wuuu ~ˆˆ 2* Δ⋅∇+∇=Δ
−
t
n
, (30) 
where uˆ  is an intermediate velocity and the entire domain is assumed to be a fluid such that the 
particle domain moves rigidly due to a rigidity constraint (step 3 below). All the variables are 
scaled according to equation (8). 
µT
tt Δ=Δ *  (see equations 8 & 9) is the dimensionless time 
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step scaled by the viscous time scale Tµ. The properties of W~Δ  are as given in equation (9). As 
discussed after equation (9), the differential symbols for spatial derivatives have been used 
simply for the convenience of presentation. They should be considered to imply the 
corresponding central difference discrete operators in equation (30) and in the remaining steps of 
the algorithm presented below. A staggered grid is considered (see section 2.2). The equation for 
each velocity component is solved by using an FFT solver (FISHPAK). 
2. Projection on to divergence free velocity: Given uˆ  in Ω, solve for pn+1 and u~  in Ω: 
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 (31) 
The equation for pressure is solved first by using an FFT solver (FISHPAK). Using the solution 
for pn+1, the first of equation (31) is used to solve for u~ . 
3. Projection on to rigid motion in P: Given u~  in Ω, set u~  = un+1 in Ω/P(t)  and project u~  in P 
onto rigid velocity to get un+1 in P. un+1 in P is calculated as follows:20,39,40 
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 (32) 
where I is the identity matrix. The rigid motion constraint gives a force 1+nF  in the particle 
domain.  1+nF  in P is given by 
 ( )
*
1
1
~
t
n
n
Δ
−
=
+
+ uuF , (33) 
where the scale for 1+nF  is 2L
Vµ . 
All the variables are non–dimensional in equations (30)–(33). With the new values of un+1, 
go back to step 1 to calculate the next time step. The sphere or the fluid mesoparticle (control 
volumes) locations are not updated because their motion is negligible (see the discussion in 
section 2.3). Equation (30)–(33) can be added to give the following set of equations 
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Ensemble averaging of equation (34), which is linear, leads to a deterministic fractional time 
stepping scheme, which is first order with respect to time.20 Thus, the discrete stochastic 
equations have a weak convergence of order 1 (equation 11). 
To verify the approach, unsteady calculations were done for a sphere in a periodic box at 
volume fraction φ = 0.008 (i.e., d/Δh = 10). There were 40 (= L/Δh) control volumes in each 
direction. The flow was driven only by random stresses. New sets of independent random 
stresses were computed at each time step as given in equation (34). Each sample trajectory was 
solved for up to 10000 time steps (each time step took around 8s real time). Several trajectories 
were solved.  
The initial velocity field was set as follows. Random velocities were chosen in the control 
volumes such that their variance was as per the Maxwell–Boltzmann distribution. This random 
velocity field was then projected on to a divergence free velocity field in the entire domain and a 
rigid motion in the sphere domain. The resultant velocity field was used as the initial condition.  
The velocity autocorrelation, based on sphere velocities, was computed by ensemble 
averaging. Its normalized value was compared with the analytical results of Hauge & Martin–
Löf.10 This is discussed below. A similar comparison was done by Ladd5,6 to verify the Lattice–
Boltzmann method for Brownian particles. 
The translational velocity autocorrelation is given by ( ) ( ) ( ) 30 ttCU UU ⋅= , where the 
variables are dimensional. Hauge & Martin–Löf10 gave an analytical expression for ( )tCU   
 ( )
( )[ ]∫
∞
−
++−
=
0
2222 9M xBAxABA
xdxeTABktC txBU π
, (35) 
where dA  3πµ= , µ2dB = , M is the mass of the sphere and the variables are dimensional. 
Their governing equations were the same as those used in this work where they solve the 
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linearized (i.e., neglecting the convection term) fluctuating hydrodynamic equations coupled 
with the equation of motion of a single sphere in an infinite domain. Equation (35) is valid even 
when the fluid and sphere densities are not the same. Hauge & Martin–Löf10 assumed that the 
sphere positions are fixed, similar to the assumption in this work (section 2.3). It is seen from 
equation (35) that ( ) ( )( ) 2/3432~ −ρπµρ tTktC BU  at long times. This is the algebraic tail (t-3/2) 
in the velocity autocorrelation function consistent with the molecular time autocorrelation 
functions. The classical Langevin equation gives an exponential decay for a single sphere in an 
infinite domain: 
 ( ) M
3
M
td
B
U e
TktC
πµ−
= . (36) 
Hauge & Martin–Löf10 showed, based on equations (35) and (36), that classical Langevin 
autocorrelation is valid only when the sphere density is much larger than the fluid density. 
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Hauge & Martin-Lof (1973)
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( )0U
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C
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Figure 6. Plot of the normalized velocity autocorrelation vs. non–dimensional time. The fluid and 
sphere densities are the same. 
In this work, we considered the sphere density equal to that of the fluid. The numerical 
results should be compared with equation (35). Figure (6) shows a plot of the normalized 
translational velocity autocorrelation as a function of 
( )2
4
hdT
t
Δµ
. The numerical values 
compare well with the analytical results of Hauge & Martin–Löf.10 The comparison, between the 
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analytical results of Hauge & Martin–Löf10 for an infinite domain and the numerical results for a 
periodic domain, is found to be reasonable because the velocity autocorrelations are computed 
for relatively short times for a low volume fraction. The periodic boundary condition has 
negligible effect. This is also discussed by Ladd.5,6 
The analytical value of ( ) ( )M0 TkC BU  is 2/3 due to the incompressibility constraint (see 
discussion by Hauge & Martin–Löf10). The numerical values were 0.71 with *tΔ  =  0.025 and 
0.88 with *tΔ  =  0.25. 
The angular velocity autocorrelation is defined by ( ) ( ) ( ) 30 ttC ωω ⋅=ω . Figure (7) shows a 
plot of the normalized angular velocity autocorrelation as a function of 
( )2
4
hdT
t
Δµ
. The 
numerical values are compared with the analytical results of Hauge & Martin–Löf.10 The 
agreement is reasonable. The numerical value of ( ) ( )pB ITkC 0ω  was, equal to 1.07 with *tΔ  =  
0.025 and 1.23 with *tΔ  =  0.25. The analytical value is 1. Note that the numerical data in 
figures (6) and (7) show some fluctuations at later times due to lack of sufficient ensemble in the 
averaging. 
Improving of the accuracy of fractional time stepping schemes is feasible,8 and will be 
considered in the future. 
 
Figure 7. Plot of the normalized velocity autocorrelation vs. non–dimensional time. The fluid and 
sphere densities are the same. 
( )
( )0ω
ω
C
tC
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5. Conclusion 
A FRS scheme, named FIMAT dynamics, for the Brownian motion of particles was 
presented. Thermal fluctuations were included in the fluid equations via random stress terms. 
Solving the fluctuating hydrodynamic equations coupled with the particle equations of motion 
resulted in the Brownian motion of the particles. The particles acquired random motion through 
the hydrodynamic force acting on its surface from the surrounding fluctuating fluid. The random 
stresses in the fluid equations were easy to compute. 
Two types of problems were considered – Stokes’ problem in the long time dissipative limit 
and the unsteady problem for the short time behavior. Stokes’ problem for a single fluid was 
solved first and the results were compared to the analytical solution. The agreement was found to 
be good.  
Next, the fluid–particle problem in the long time dissipative limit was considered. We 
considered particles at high concentrations, particles of non–spherical shapes and many particles. 
The rotational diffusion of the particles is also considered here. The method was found to give 
good results for the Brownian motion of the particles. 
Unsteady simulations, for the short time behavior of the Brownian particles, were performed 
by using a fractional time stepping scheme. The translational and rotational velocity 
autocorrelation functions, of a single sphere, were computed. The numerical simulations gave an 
algebraic velocity autocorrelation function, in agreement with the analytical results of Hauge & 
Martin–Löf.10 This is consistent with the molecular time autocorrelation functions. 
This approach can be easily incorporated into existing fluid flow solvers based on the 
Navier–Stokes equations. The method can be potentially extended to fluids with varying 
properties and temperatures. Extension of the method to droplets and elastic bodies immersed in 
fluids should be considered in the future.  
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