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Mohamed Rachid Laydi & Christian Lexcellent
Abstract
The present study is an extension of a recent paper of Freed et al. (J Mech
Phys Solids 56:3003–3020, 2008). The final aim is to describe the transformation
toughening behavior of a static crack along an interface between a shape memory
alloy (SMA) and a linear elastic isotropic material. With an SMA as an equivalent
Huber–Von Mises stress model (hypothesis of symmetric behavior between tension
and compression), Freed et al. determine the initiation (ending) phase transforma-
tion yield surfaces in terms of the local phase angle introduced by Rice et al. (Metal
ceramic interfaces, Pergamon Press, New York, pp 269–294, 1990). In this paper
we give the general framework to determine this angle for a model integrating the
asymmetry between tension and compression (experimentally measured: Vacher
and Lexcellent in Proc ICM 6:231–236, 1991; Orgéas and Favier in Acta Mater
46(15):5579–5591, 2000), the Huber–Von Mises model being only a particular case.
We demonstrate the local phase angle existence in an appropriate framing domain
and give a sufficient hypothesis for its uniqueness and an algorithm to obtain it.
Estimates are obtained in terms of physical quantities such as the Young modulus
ratio, the bimaterial Poisson modulus values and also the choice of the yield loading
functions. Finally, we illustrate this theoretical study by an application linking the
asymmetry intensity on the width and the shape on predicted phase transformation
surfaces and by a comparison with the symmetric case.
1. Introduction
Following the work of Rice et al. [1], we investigate the elastic-brittle fracture
theory for cracks between dissimilar solids: a lower and an upper (see an illustra-
tion on Fig. 1). In our case, the upper layer is constituted by a shape memory alloy
(SMA) and the lower by an isotropic elastic solid.
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Fig. 1. Region near crack tip along bimaterial interface
Depending on the mechanical loading intensity, the SMA, initially in its au-
stenitic state (with stress free state), can be subjected to a phase transformation
(austenite-martensite). In this case its behavior is considered as pseudoelastic.
If the material is in its martensitic state (and stress free), a reorientation of
martensite platelets called pseudoplasticity can be observed under loading. Spe-
cifically, the stresses at the neighborhood of a crack tip are square-root singular,
as described by Yi and Gao [2] and Freed and Banks-Sills [3], implying that
they are unbounded. As a consequence, a stress induced phase transformation (or
a detwinning of martensite platelets) appears in the neighborhood of a crack tip at
the early beginning of the load increment (Freed et al. [4]). Hence a disturbance
is observed in this region.
The first aim of the present investigation is to compute the phase transformation
surfaces corresponding to the phase transformation beginning (ending) around the
crack tip.
Under the assumption of symmetry between tension and compression for
pseudoelastic SMA behavior, Freed et al. [4] constructed these surfaces using
a Huber–Von Mises equivalent stress SMA model as performed by Panoskaltis
et al. [5].
In the present paper, we want to take into account the obvious asymmetry
between tension and compression as it was measured by Vacher and Lexcellent
[6], Orgéas and Favier [7]. We want to examine its impact on the shape and the
width of the predicted phase transformation surfaces.
Moreover, particular attention must be paid to the “local phase angle” of the
field as introduced by Rice et al. [1]. This local phase angle ̂ψ depends on the
applied phase angle ψ and also on the respective material elastic characteris-
tics of the SMA material (1) and material (2) through an oscillatory parameter
ε to be defined. A particular investigation will be devoted to determine ̂ψ as
a solution of a nonlinear equation, its existence and uniqueness and, finally, its
bounds.
Particular local phase angles ̂ψ = ψs and ̂ψ = ψ f (s for start and f for finish
phase transformation) will be obtained for the determination of the two surfaces.
We will examine their changes as a function of the asymmetry intensity between
tension and compression.
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2. Stress Tensor and Local Phase Angle
In this section, we give the form of the stress fields from linear elastic fracture
mechanics (LEFM) theory for cracks along an interface between dissimilar mate-
rials (see Fig. 1). The case of joined isotropic materials was treated by Rice et al.
[1], and Suo [8].
In fact, it is easy to use the LEFM theory becauseRice et al. [1] provide the stress
state for a bimaterial. Evidently, the stress field around the crack tip is unbounded.
But loading mode I experiments performed on thin sheets of nitinol by Daly et al.
[9] reveal a small-scale zone of phase transformation around the crack tip. Our study
is restricted to loading. In this case, the pseudoelastic shape memory alloy behavior
can be considered to be similar to the elasto-plastic behavior as investigated by
Rice et al. [10]. In this spirit, the austenitic behavior, at least in its polycrystalline
state, can be considered as an elastic isotropic behavior. The paper [10] reviews
the fundamentals of elasto-plastic finite element analysis and its applications to
the mechanics of crack opening and growth in ductile solids. One must note that
SMAs are more brittle than ductile (10% of maximum pseudoelastic strain before
fracture).
2.1. Notations
We will use cartesian coordinates x1, x2, x3 and cylindrical coordinates r, θ, z
with the usual rules x3 = z, x1 + i x2 ≡ r exp (iθ) ∈ C.
Let us investigate a horizontal crack in a bimaterial made of a pseudoelastic
SMA material (1) and an elastic material (2). As shown on Fig. 1, the crack is
located at the interface between the two materials in the plane (x1, x3) in the side
x1 < 0.
In every case, the linear elastic fracture mechanics (LEFM) theory is used. Our
purpose is restricted to plane conditions; that is, a plane stress denoted by CP and
plane strains denoted by DP.
Let R1 ≡
{
(x1, x2) ∈ R2| x2 > 0
}
and R2 ≡
{
(x1, x2) ∈ R2| x2 < 0
}
the
respective domains of material (1) and material (2) in R2, − ≡ ]−∞, 0[ × {0} a
part of the interface associated to the crack, + ≡ ]0,+∞[ × {0} the remaining
part of the interface without the origin and R ≡ R1 ∪ R2 ∪ +. It is clear that R
is also a domain (that is an open connected subset) of R2. We will often identify R
with the subset of complex numbers
{z ∈ C |z ≡ x1 + i x2, ∀ (x1, x2) ∈ R} .
In this study, the intensity of loading is such that material (2) behaves as an elastic
isotropic body with Young modulus E2 and Poisson ratio ν2. For material (1) the
Poisson ratio ν1 is the same whatever the phase state. With low stress, material
(1) is austenitic with Young modulus E1 = E A and with higher stress, martensitic
with Young modulus E1 = EM . For an intermediate state, that is, biphased with ξ
volume fraction of martensite (1 − ξ volume fraction of austenite), the mixing rule
delivers the equivalent Young modulus
E1 (ξ) ≡ (1 − ξ) E A + ξ EM , 0  ξ  1. (1)
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In a classical way, the phase state (austenitic, martensitic or biphased) is charac-
terized by a convex function G in the stress space σ , called loading function, such
that
0  G (σ ) < σA in R1 ∪ + (2)
corresponds to elastic domain of austenite, where σA is the yield stress of martensite
initiation (ξ = 0). If σM is the yield stress of martensite ending (ξ = 1), the two
phas domain is defined by
σA  G (σ )  σM in R1 ∪ +. (3)
A yield surface of equifraction of martensite can be described by
G (σ ) = σc, in R1 ∪ +, (4)
where
σc (ξ) ≡ (1 − ξ) σA + ξσM , 0 < σA  σM , 0  ξ  1. (5)
Note that the loading function G is related to material (1) only. Moreover, σ |R1 and
σ |R2 (the respective restrictions of the stress tensor σ on the open sets R1 and R2)
are continuous on R1 and R2, but σ may have a discontinuity of the first kind on
+. In all cases, the trace of σ on + appearing in (2)–(4) refers to the trace of
σ |R1 on +.
Remark 1. Practically,
{
σA ≡ CM (T − Ms)
σM ≡ CM (T − Mf) ,
where T is the test temperature, Ms(Mf ) is the martensite start (finish) temperature
at stress free state and CM is the slope of the one-dimensional stress-temperature
linear relation in the Clausius Clapeyron diagram under the following conditions:
T > Ms > Mf and CM > 0.
An another crucial parameter, called in our study ε, represents the difference
between elastic properties of materials (1) and (2). This parameter, named “oscil-
latory parameter” by Dundurs [11], is given by
ε ≡ 1
2π
ln
(
1 − β
1 + β
)
, (6)
where β is the second Dundurs parameter [11]. For an interface between two iso-
tropic linear elastic materials, β takes the following shape
β ≡ μ1(κ2 − 1) − μ2(κ1 − 1)
μ1(κ2 + 1) + μ2(κ1 + 1) , (7)
where
μα ≡ Eα2(1 + να) > 0, (8)
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is the shear and κα is the volume expansion coefficient
κα ≡
{ 3−να
1+να CP
3 − 4να DP . (9)
Note that the parameter ε is equal to zero when the two materials are the same.
Note also that the parameter ε changes of sign if one exchanges the two materials.
Its value moves from (see (11))
|ε| < ln 3
2π
< 0.175 (10)
Remark 2. One can check (see Lemma 2 in Appendix B) that
|β| < 12 (11)
so that the parameter ε (see (6)) is well defined.
In the particular case ν1 = ν2 = ν, the expression of β is simpler and reads
β = 12 e˜
{
1 − ν CP
1−2ν
1−ν DP
with e˜ ≡ 1 − e
1 + e , e ≡
E2
E1
. (12)
Remark 3. In Freed et al. [4] (this has been confirmed by a private communica-
tion), instead of (1), one uses the rule
ε (ξ) ≡ (1 − ξ) εA + ξεM , 0  ξ  1, (13)
where εA and εM denote the values of ε obtained by (6), respectively, with E1 = E A
and with E1 = EM . In general the two rules are different except, obviously, for
ξ = 0 or ξ = 1. If 0 < ξ < 1, one deduces β by inverting (6), that is,
β ≡ tanh (−επ) .
Inequality (11) remains true because (10) remains true for (13). This is not the case
for Equality (12), which is no longer true.
Although the difference between the two rules has a physical relevance, our
mathematical results are the same except (possibly) for Proposition 3, which should
be treated without referring to (12).
2.2. Setting of the Problem
For simplicity of notation, the index α refers to the two cases α = 1, 2. The
mathematical problem can be stated as:
Let G be a suitable convex function (its properties will be made precise later,
see (35)) and let ξ be a fixed internal parameter in [0, 1]. Given
να ∈
]
0,
1
2
[
, Eα > 0, σc > 0 and K ∈ C∗, (14)
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find an angle
̂ψ ≡ arctan
(
σ12
σ22
)
on + (15)
such that
G (σ |R1
) = σc on +, (16)
where the stress tensor is a function of (x1, x2) ∈ R such that
σ ≡
⎛
⎝
σ11 σ12 0
σ21 σ22 0
0 0 σ33
⎞
⎠ (17)
with
σ33|Rα ≡
{
0 CP
να (σ11 + σ22) DP . (18)
The stress σ jk , the strain ε jk and the displacements u1, u2 are linked by the
classical Hooke equations
⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩
ε jk ≡ 1 + ναEα σ jk −
να
Eα
(σ11 + σ22 + σ33) δ jk in Rα
ε jk ≡ 12
(
∂u j
∂xk
+ ∂uk
∂x j
)
in R
, (19)
where j, k = 1, 2 and δ jk is the Kronecker symbol.
Besides the compatibility relations induced by (19), the functions σ jk satisfy,
in addition,
⎧
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎩
∂σ11
∂x1
+ ∂σ12
∂x2
= 0 in R
∂σ12
∂x1
+ ∂σ22
∂x2
= 0 in R
σ12 = σ22 = 0 on −
, (20)
σ22 + iσ12 = Kr
iε
√
2πr
on +, (21)
and
lim
r→+∞σ11 = 0. (22)
The angle ̂ψ represents the local modal mixity on the interface +. The system
(20) expresses (in absence of volumic forces) the balance equations in R with the
boundary condition of zero normal stresses. The interest of Equations (21)–(22) is
to select the purely singular solutions only, the ones which provide the asymptotic
behavior of stress in the vicinity of the origin (see Theorem 1).
Condition (21) characterizes the stress intensity factor K and Condition (22)
fixes the additive constant in the determination of σ11.
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Remark 4. In our model the problems concerning ̂ψ and σ are not coupled. The
tensor σ will be uniquely determined from Equations (17)–(22); the explicit expres-
sion of σ will be given in Theorem 1. We will formulate later Equations (15)–(16)
as a fixed point problem for ̂ψ (see Corollary 1).
As we will show later, this decoupling between the transformation surface
equation and the balance equation is particularly due to the use of Hooke’s
law.
Of course, the nonlinearity of the pseudoelastic SMA does not allow, in general,
the explicit computation of σ . Roughly, the strain tensor can be split as
ε ≡ εe + εtr ,
with εe given in (19), and
εtr ≡ γ ξ ∂G
∂σ
, ξ ≡ ξ (σ , T ) ∈ [0, 1] ,
where γ is the phase transformation strain for pure shearing. Its detailed formulation
can be found in Lexcellent et al. [12].
For a review of more general SMA models, we refer the reader to Bernardini
and Pence [13] and the references therein.
Remark 5. The boundaries of the transformation zones depend upon the near tip
and far field stress intensity factors called, respectively, K tip and K app. In the spirit
of Evans [14], the boundaries may be described by stress intensity factors which
are an average of the far field and near tip ones, namely
K ≡ K1 + i K2 = 12
((
K app1 + K tip1
)
+ i
(
K app2 + K tip2
))
.
The complex K , given by Rice et al. [1], has the generic form
K ≡ Y S
√
̂L̂L−iε exp(iψ), (23)
where S is a representative magnitude of the stress applied to load the specimen,
̂L > 0 a characteristic length (for example crack length, layer thickness), Y a
dimensionless real positive quantity and ψ by definition is the phase angle of
K̂Liε. Therefore, ψ is a measure of the relation between the shear and the normal
stress component along the interface at a distance ̂L .
From (23) and (21), we then have
̂ψ (r, ε) = ψ + ε ln
(
r
̂L
)
on +, (ψ and ̂L being fixed). (24)
Note that, due to the introduction of ̂L , the value of ̂ψ is independent of the choice
of the units. However, it depends on r , so the tensile and in-plane modes (mode I
and II) are fundamentally inseparable.
The variable quantity ̂ψ is called by Rice et al. [1] the “local phase angle” of
the field.
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2.3. Elastic Fields for Interface Crack
In this section, we establish the explicit expression of tensor σ , the one which
determines the local phase angle ̂ψ according to (15). We will check that σ is noth-
ing but the tensor already given by Rice [1] in a cylindrical coordinate system (see
Appendix A).
Theorem 1. We assume (14). Then, Problem (17)–(22) admits a unique solution σ
such that
σ = 1√
2πr
(
Re
(
Kriε
)
 I + Im
(
Kriε
)
 I I
)
, (25)
where  I (θ, ε, ν) and  I I (θ, ε, ν) are given by
⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩
 I22 = ϒα2 cosh(πε)
(
cos θ2 + sin 3θ2 sin θ + ϒ−2α cos θ2 − 2ε cos 3θ2 sin θ
)
 I11 = 2ϒαcosh(πε) cos θ2 −  I22
 I12 = ϒα2 cosh(πε)
(
sin 3θ2 cos θ − ϒ−2α sin θ2 + 2ε sin 3θ2 sin θ
)
 I I22 = ϒα2 cosh(πε)
(
cos 3θ2 sin θ − sin θ2 + ϒ−2α sin θ2 + 2ε sin 3θ2 sin θ
)
 I I11 = − 2ϒαcosh(πε) sin θ2 −  I I22
 I I12 = ϒα2 cosh(πε)
(
cos 3θ2 cos θ + ϒ−2α cos θ2 + 2ε cos 3θ2 sin θ
)
 I33 = ν
(
 I11 +  I22
)
,  I I33 = ν
(
 I I11 +  I I22
)
(26)
where
ϒα = exp (ε (πα + θ)) , πα ≡ (−1)α π (27)
and “equivalent Poisson coefficient” ν is defined by
ν|Rα ≡
{
0 CP
να DP
, να ∈
]
0, 12
[
. (28)
Proof. According to the complex potentials method of Kolossov–Muskhelishvili,
σ̂ , the general solution to (17)–(20), is given by (see Rice [15])
⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩
σ̂11 + σ̂22 = 2
(
dΦα
dz
+ dΦα
dz
)
σ̂22 − σ̂11 + 2i σ̂12 = 2
(
(z − z) d
2Φα
dz2
− dΦα
dz
+ dα
dz
)
in Rα, (29)
Φα and α being complex functions defined on Rα by
⎧
⎪
⎪
⎨
⎪
⎪
⎩
dΦα
dz
≡ exp (παε) z− 12 −iε f + aαg
dα
dz
≡ exp (−παε) z− 12 +iε f − aαg
, (30)
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where z ≡ x1 + i x2, a1 ≡ 2c2c1+c2 , a2 ≡ 2c1c1+c2 , cα ≡ κα+1μα , f and g are analytic
throughout R and the overbar denotes complex conjugate. By summation in (29)
we get from (30)
σ̂22 + i σ̂12 = 2r− 12 +iε cosh (πε) f on +. (31)
It follows that σ̂ is also a solution to (21) if and only if
f (z) = K
2
√
2π cosh(πε)
in R. (32)
Indeed, the equality on + follows by comparison and extends to the Connex set
R by analyticity of f .
By choosing g ≡ 0 in (30), function f being fixed by (32), we obtain the tensor
σ (25) which trivially satisfies Condition (22). Thus, σ is a particular solution to
(17)–(22).
Uniqueness: The tensor “difference” σ˜ ≡ σ̂ − σ is solution to (17)–(21) such
that
⎧
⎨
⎩
σ˜11 + σ˜22 = 2aα (g + g) in Rα
σ˜22 + i σ˜12 = aα (z − z) dgdz in Rα
. (33)
In terms of the real part P ≡ Re (g), we have
⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎩
σ˜11 = aα
(
4P + 2x2 ∂ P
∂x2
)
σ˜12 = −2aαx2 ∂ P
∂x1
σ˜22 = −2aαx2 ∂ P
∂x2
. (34)
Since P est harmonic on R, we also have
⎧
⎪
⎪
⎨
⎪
⎪
⎩
∂σ˜11
∂x1
+ ∂σ˜12
∂x2
= 2aα ∂ P
∂x1
= 0
∂σ˜12
∂x1
+ ∂σ˜22
∂x2
= −2aα ∂ P
∂x2
= 0
in Rα.
According to the condition at infinity (22), it follows that P ≡ 0 and consequently
σ˜11 = σ˜12 = σ˜22 = 0, which ends the proof. 
unionsq
Remark 6. Here the angular tensors  of superscripts I and II correspond to trac-
tions across the interface at θ = 0 of tensile (mode I) and in-plane shear (mode
II).
Remark 7. The displacements u1 and u2 associated to σ through (25) are deter-
mined by (see Rice [15])
2μα (u1 + iu2) = καΦα + (z − z) dΦαdz − α ,
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with
⎧
⎪
⎨
⎪
⎩
dΦα
dz
≡ exp (παε) z− 12 −iε f
dα
dz
≡ exp (−παε) z− 12 +iε f
, f = K
2
√
2π cosh(πε)
.
Thus the discontinuity on − is such that
(u2 + iu1)|θ=π − (u2 + iu1)|θ=−π = c1+c22√2π(1+2iε) cosh(πε) Kr
iεr
1
2 , cα ≡ κα+1μα .
3. Yield Phase Transformation Surface Equations
For the sequel, we make precise the properties we need of the loading function
G. We also give an equivalent formulation of Problem (4) and deduce an equivalent
formulation of Problem (15)–(16) in order to characterize the local phase angle ̂ψ .
Consider the yield phase transformation surface equation (4) where G is a con-
vex function defined by
G(σ) ≡
{
σ × g(yσ ) ∀σ = 0
0 σ = 0 , g ∈ C+ ([−1, 1]) . (35)
In (35), C+ ([−1, 1]) denotes, the set of continuous and strictly positive func-
tions on [−1, 1]. The Huber–Von Mises equivalent stress σ is given by the classical
definition
σ ≡
√
3
2 |dev (σ )|
and some reduced third deviatoric stress invariant
yσ ≡ 272
det(dev (σ ) )
σ 3
.
We note that yσ ∈ [−1, 1] (see Remark 9).
Here |a| is the Frobenius norm of tensor a defined by
|a| ≡
√
tr
(
aT a
)
,
tr(.) denotes the trace operator and the stress deviatoric tensor is
dev (σ ) ≡ σ − 13 tr (σ ) 1,
1 being the identity tensor.
Remark 8. Function g is introduced in order to take into account the asymme-
try between tension and compression in SMAs and other alloys whose behavior is
independent of pressure, as is the case in plasticity (see Raniecki and Lexcellent
[16], Bouvet et al. [17] and their references).
If one takes g ≡ 1, the loading function G is a Huber–Von Mises function
which does not take into account the asymmetry between tension and compression
as presented by Panoskaltsis et al. [5] or Raniecki and Lexcellent [16].
We note that g ≡ 1 in Freed et al. [4], while here we take a more general g
(see (35)).
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Remark 9. We note that
yσ ∈ [−1, 1] ∀σ = 0.
Indeed, for all traceless symmetric matrix s ≡ dev(σ ) = 0 with eigenvalues
(η1, η2, η3), we have
|yσ |2 = 274
η21η
2
2 (η1 + η2)2
(
η1η2 + η21 + η22
)3  1
because
(
η1η2+η21+η22
)3− 274 η21η22 (η1+η2)2 = 14 (η2−η1)2 (η1+2η2)2 (2η1 + η2)2  0.
We note also that the map σ → yσ ∈ [−1, 1] is onto because for any y ∈ [−1, 1] ,
the matrix
σ =
⎛
⎝
η1 (y) 0 0
0 η2 (y) 0
0 0 η3 (y)
⎞
⎠
with
ηk (y) = cos
(
arccos (y) + 2kπ
3
)
, k = 1, 2, 3 (36)
is such that yσ = y (a consequence of η1 + η2 + η3 = 0, det(s) = 14 y and σ = 32 ).
Remark 10. Let M3 be the vector space of real square matrices of order 3 and let
S3 the subspace of symmetric matrices. Clearly, the function
G : S3 → R,
defined by (35), has the following properties:
G (σ ) = G (dev (σ )) ∀σ ∈ S3, (37)
is positively homogeneous of degree 1, that is,
G (tσ ) = tG (σ ) ∀σ ∈ S3, ∀t  0, (38)
and is invariant under orthogonal transformation, that is,
M ∈ M3 : M MT = 1 ⇒ G (σ ) = G
(
MT σ M
)
∀σ ∈ S3. (39)
Let us point out that Properties (37)–(39) are verified by classical loading func-
tions such as those of Huber–Von Mises and Tresca (see [18]). Note that the recipro-
cal implication holds true for convex functions as we show in the next Proposition.
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Proposition 1. Any not identically zero convex function G : S3 → R, satisfying
Properties (37)–(39) can (necessarily) be written in the form (35).
Proof. Indeed, the case σ = 0 is trivial. Let us check (35) for σ ∈ S3, such that
σ = 0. Let nσ ≡ 32 1σ dev(σ ). It is easy to see that
G (σ ) = G (dev (σ )) = 23σG (nσ ) = 23σG
⎛
⎝
η1 (yσ ) 0 0
0 η2 (yσ ) 0
0 0 η3 (yσ )
⎞
⎠
where the functions ηk are given by (36) (see (73) for the eigenvalues of nσ ). Thus
(see Remark 9))
g : y ∈ [−1, 1] → g (y) = 23G
⎛
⎝
η1 (y) 0 0
0 η2 (y) 0
0 0 η3 (y)
⎞
⎠ .
The continuity of g follows immediately from that of G and of ηk . The strict positiv-
ity of g is a direct consequence of the double inequality (68) in Lemma 1 (note that
the proof of (68) does not use the positivity of g). It suffices to see that g (0) > 0 (the
case g (0) = 0 being excluded because G not identically zero by assumption). 
unionsq
Remark 11. Note that a positively homogeneous (of degree 1) map
G : S3 → [0,+∞[
is convex if and only if the domain
E ≡ {σ ∈ S3 | G (σ )  σc
}
, (σc > 0 being fixed), (40)
is convex. In practice, E represents the elasticity domain of the material and σc is
its yield value. Experiments show that the domain E is, in general, convex. This
motivates the convexity assumption on the function G.
3.1. Surface Radius Expression
Proposition 2. We assume (14) with constants σc and K given, respectively, by (5)
and (23). Then, for σ and G defined, respectively, by (25) and (35), Problem (4)
amounts to finding r > 0 such that
r = L × ρ2 × ∣∣G ( (˜ψ (r, ε) , θ, ε, ν))∣∣2 ∀θ ∈ [0, π [ , (41)
where
L ≡ 1
2π
( |K |
σM
)2
, (42)
ρ (ξ) ≡
∣
∣
∣
∣
(1 − ξ) σA
σM
+ ξ
∣
∣
∣
∣
−1
 1 ∀ξ ∈ [0, 1] , (43)
˜ψ (r, ε) = ψ + ε ln
(
r
̂L
)
∀r > 0, (44)
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and, for all arguments ϕ, (ϕ, θ, ε, ν) is defined by
 (ϕ, θ, ε, ν) = cos (ϕ) ×  I (θ, ε, ν) + sin (ϕ) ×  I I (θ, ε, ν) , (45)
where  I and  I I are given either by (26) or by (86).
Proof. This result is a direct consequence of the invariance of G (39) and its homo-
geneity (38). The stress tensor σ can be written as (see (25))
σ (r, θ, ε, ν) = |K |√
2πr

(
˜ψ (r, ε) , θ, ε, ν
) ∀θ ∈ ]−π, π[ . (46)
One can write the yield surface equation (4) as (θ ∈ [0, π [)
|K |√
2πr
G ( (˜ψ (r, ε) , θ, ε, ν)) = σc = σMρ−1.
The remainder is clear.
3.2. Final Expression of the Local Phase Angle
Equation (16) is a particular case of (4), where θ = 0.
Thus, the ̂ψ-problem (15)–(16) amounts finally to looking for ̂ψ = ˜ψ|+ or
equivalently to solving (41) with θ = 0. The ̂ψ value is obtained by
⎧
⎨
⎩
̂ψ = ψ + ε ln
(
r
̂L
)
r = L × ρ2 × ∣∣G (̂ (̂ψ))∣∣2
, (47)
where, for all arguments ϕ, ̂ (ϕ) is defined by (see (45))
̂ (ϕ) ≡  (ϕ, θ = 0, ε, ν) . (48)
Using the fact that ε depends on β (see (6)), the tensor ̂ (.) can be written in
terms of fixed β and ν as
̂ (ϕ) = cos (ϕ) × C (β, ν) + sin (ϕ) × S, (49)
where C ≡  I (0, ε, ν) and S ≡  I I (0, ε, ν)(see (26)). More explicitly
C (β, ν) =
⎛
⎝
2β + 1 0 0
0 1 0
0 0 2ν
⎞
⎠ and S =
⎛
⎝
0 1 0
1 0 0
0 0 0
⎞
⎠ . (50)
With the notations above we have:
Corollary 1. Under the same assumptions as in Proposition 2, let ̂ψ be a solution
to (15)–(16). Then, besides the trivial case of ε = 0 where ̂ψ = ψ , the value of ̂ψ
is a solution of the nonlinear equation
̂ψ = O (̂ψ) , (51)
where
O : ϕ ∈ R → O (ϕ) ≡ ψ + ε ln
(
L
̂L × ρ2
∣
∣G (̂ (ϕ))∣∣2
)
. (52)
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4. Main Results
Our main goal is to study the fixed point problem (51) where the parameters
ψ, ε, L ,̂L, ρ, β and ν are fixed. We start with :
Theorem 2. Let G, given by (35), be convex and let ̂ be given by (49). The set of
solutions to Problem (51) is not empty and any solution ̂ψ satisfies the estimate
u  ψ − ̂ψ  v, (53)
where
u ≡
{−ω(g) if ε  0
(
ω(g) +  ) if ε  0 , v ≡
{− (ω(g) +  ) if ε  0
ω(g) if ε  0 (54)
and
ω(g) ≡ |ε| ln
(
4 L
̂L × ρ2 × |g (0)|2
)
,  ≡ 2 |ε| ln ( 12δ
)
, (55)
δ ≡
√
β2 + 13 (β + (1 − 2ν))2. (56)
Moreover, if
kε ≡ 4 |ε|
δ
< 1 (57)
is satisfied, then the solution ̂ψ is unique and can be computed by the iterative
method
̂ψ(0) = ψ, ̂ψ(n+1) = O
(
̂ψ(n)
) ∀n ∈ N, (58)
and the following estimate holds
∣
∣̂ψ − ̂ψ(n+1)
∣
∣  2 |ε| knε ln
2
δ
. (59)
We complement Theorem 2 by
Proposition 3. Under
e ≡ E2
E1
 1 and ν1 = ν2 = ν, (60)
we have
kε <
8
3π
(61)
and then (57) is satisfied.
The proof of (61) is given in Appendix C.
We now give a comparison result which follows easily from Theorem 2.
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Corollary 2. Let ̂ψ(g1) and ̂ψ(g2) be respective solutions of (51) corresponding to
g = g1 and to g = g2. Then
2ε ln
(
1
2δ
g1 (0)
g2 (0)
)
 ̂ψ(g1) − ̂ψ(g2)  2ε ln
(
2
δ
g1 (0)
g2 (0)
)
∀ε  0 (62)
and
2ε ln
(
2
δ
g1 (0)
g2 (0)
)
 ̂ψ(g1) − ̂ψ(g2)  2ε ln
(
1
2δ
g1 (0)
g2 (0)
)
∀ε  0. (63)
Proof. The above result is a corollary of (53). In fact, one has:
ugi  ψ − ̂ψ(gi )  vgi for i = 1, 2.
By substraction, one gets
ug2 − vg1  ̂ψ(g1) − ̂ψ(g2)  vg2 − ug1 ,
with
ug2 − vg1 =
{
 + ω(g1) − ω(g2) if ε  0
 − (ω(g1) − ω(g2)) if ε  0 =
⎧
⎨
⎩
2ε ln
(
1
2δ
g1(0)
g2(0)
)
if ε  0
2ε ln
(
2
δ
g1(0)
g2(0)
)
if ε  0
and
vg2 − ug1 =
{(
ω(g1) − ω(g2)) −  if ε  0
− (ω(g1) − ω(g2)) −  if ε  0 =
⎧
⎨
⎩
2ε ln
(
2
δ
g1(0)
g2(0)
)
if ε  0
2ε ln
(
1
2δ
g1(0)
g2(0)
)
if ε  0
.
We finally have (62) and (63) 
unionsq
5. Proof of Theorem 2
The proof of Theorem 2 uses the following proposition.
Proposition 4. Let G, given by (35), be convex and let ̂ be given by (49). Then
0 < g (0) δ  G(̂ (ϕ)  2g (0) ∀ϕ ∈ R, (64)
and
2 |ε|
∣
∣
∣
∣
ln
(G(̂ (ϕ2) )
G(̂ (ϕ1) )
)∣
∣
∣
∣
 kε |ϕ2 − ϕ1| ∀ϕ1, ϕ2 ∈ R (65)
(see (56) and (57)).
This proposition follows from the following general estimates of independent
interest; in particular, we show how the convexity of G implies suitable bounds
on g.
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Lemma 1. We assume that G given by (35) is convex. Then
2
3
√
3g (0) gmin(y)  g(y)  23
√
3g (0) gmax(y) ∀y ∈ [−1, 1] (66)
with
gmin (y) ≡ sin
( 1
6π + 13 arccos |y|
)
, gmax (y) ≡ cos
( 1
3 arccos |y|
)
.
In particular
1
3
√
3g (0) σ  G(σ )  23
√
3g (0) σ . (67)
5.1. Proof of Lemma 1
Proof (66). Let us show first that for all traceless symmetric matrices s ≡ dev(σ ) =
0 with eigenvalues
λ1 (s)  λ2 (s)  λ3 (s) ,
we have
√
3g (0)Gmin (s)  G(σ ) 
√
3g (0)Gmax (s) , (68)
where
Gmin (s) ≡ min {|λ1 (s)| , λ3 (s)} ; Gmax (s) ≡ max {|λ1 (s)| , λ3 (s)} . (69)
We use repeatedly the convexity of G and the homogeneity property. We have
G (σ ) = G (s) = G () , where  ≡
⎛
⎝
λ1 0 0
0 λ2 0
0 0 λ3
⎞
⎠ , with λ1 + λ2 + λ3 = 0.
Thus by rewriting  as
 = |λ1|1 + |λ2|2
with
1 ≡ sign (λ1)
⎛
⎝
1 0 0
0 0 0
0 0 −1
⎞
⎠ , 2 ≡ sign (λ2)
⎛
⎝
0 0 0
0 1 0
0 0 −1
⎞
⎠ ;
sign (λ) ≡
⎧
⎨
⎩
−1 λ < 0
0 λ = 0
1 λ > 0
,
we obtain (by convexity and homogeneity of G), on the one hand
G ()  G (|λ1|1) + G (|λ2|2) = |λ1|G (1) + |λ2|G (2) , (70)
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and on the other hand
|λ1|G (1) = G (|λ1|1) = G ( − |λ2|2)  G () + G (− |λ2|2)
= G () + |λ2|G (−2) ;
that is,
|λ1|G (1) − |λ2|G (−2)  G () ;
or by changing the suffix
|λ2|G (2) − |λ1|G (−1)  G () . (71)
Now as
±i =
√
3
det ±i = 0 ⇒ y±i = 0
}
⇒ G (±i ) =
√
3g (0)
of (70)–(71), we end up with
√
3g (0) ||λ1| − |λ2||  G () 
√
3g (0) (|λ1| + |λ2|) .
In fact, for all decompositions of type  = |λi |i +
∣
∣λ j
∣
∣ j∀1  i = j  3, one
similarly obtains
√
3g (0)
∣
∣|λi | −
∣
∣λ j
∣
∣
∣
∣  G () 
√
3g (0)
(|λi | +
∣
∣λ j
∣
∣
) ∀1  i = j  3,
hence
√
3g (0)Gmin (s)  G () 
√
3g (0)Gmax (s) ,
for
⎧
⎪
⎨
⎪
⎩
Gmax (s) ≡ inf
1i = j3
(|λi | +
∣
∣λ j
∣
∣
)
Gmin (s) ≡ max
1i = j3
(∣
∣|λi | −
∣
∣λ j
∣
∣
∣
∣
) .
Finally, it suffices to note that for λ2  0, one has
|λ1| = −λ1 = λ2 + λ3 = |λ2| + |λ3|
0  λ2  λ3
}
⇒ |λ2|  |λ3|  |λ1| ,
therefore
{Gmax (s) = |λ2| + |λ3| = λ2 + λ3 = −λ1 = |λ1| = max {|λ1| , |λ3|}
Gmin (s) = |λ1| − |λ2| = −λ1 − λ2 = λ3 = |λ3| = min {|λ1| , |λ3|} ,
and for λ2  0, one has
|λ1| = −λ1 = λ2 + λ3 = − |λ2| + |λ3|
λ1  λ2  0
}
⇒ |λ2|  |λ1|  |λ3| ,
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which implies
{Gmax (s) = |λ1| + |λ2| = −λ1 − λ2 = |λ3| = max {|λ1| , |λ3|}
Gmin (s) = |λ3| − |λ2| = λ3 + λ2 = −λ1 = |λ1| = min {|λ1| , |λ3|} .
This ends the proof of (68).
Thus
√
3g (0)Gmin (nσ )  G(nσ ) ≡ nσ
︸︷︷︸
= 32
g( ynσ
︸︷︷︸
=yσ
) 
√
3g (0)Gmax (nσ )
with
nσ = 32
1
σ
sσ .
That is,
2
3
√
3g (0)Gmin (nσ )  g(yσ )  23
√
3g (0)Gmax (nσ ) . (72)
To prove (66) it suffices to compute the eigenvalues of nσ . The characteristic poly-
nomial is given by
det (nσ − η1) = −η3 + I1
︸︷︷︸
≡tr(nσ )=0
η2 − I2
︸︷︷︸
≡ 12
(
tr(nσ )2−tr(n2σ )
)=− 34
η + I3
︸︷︷︸
≡det(nσ )= 14 yσ
= −η3 + 34η + 14 yσ ,
and a simple calculus gives the eigenvalues of nσ in the nondecreasing order
λk (nσ ) = ηk (yσ ) ≡ cos
(
arccos (yσ ) + 2kπ
3
)
, k = 1, 2, 3. (73)
Indeed, using the identity
− cos3 (x) + 34 cos (x) + 14 cos 3x = 0 ∀x ∈ R
with x ≡ arccos(yσ )+2kπ3 , one sees that the η′ks are the roots of the characteristic poly-
nomial. One the other hand, with ≡ cos (θσ ) ∈
[ 1
2 , 1
]
, where θσ ≡ 13 arccos (yσ ) ,
we have
η1 (yσ ) = − 12 −
√
3
2
√
1 − 2  η2 (yσ ) = − 12 +
√
3
2
√
1 − 2  η3 (yσ ) = .
Besides, one has
−η1 (yσ ) = − cos
(
θσ + 2π3
) = sin ( 16π + θσ
)
.
But as
arccos (−yσ ) = π − arccos (yσ ) ⇒ 13 arccos |yσ | =
{
π
3 − θσ if yσ  0
θσ if yσ  0
,
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this implies
gmin (yσ ) ≡ sin
(
π
6 + 13 arccos |yσ |
) =
{
cos θσ if yσ  0
sin
(
π
6 + θσ
)
if yσ  0
=
{
η3 (yσ ) if yσ  0
−η1 (yσ ) if yσ  0 =
{
η3 (yσ ) if η2 (yσ )  0
−η1 (yσ ) if η2 (yσ )  0
and
gmax (yσ ) ≡ cos
( 1
3 arccos |yσ |
) =
{
sin
( 1
6π + θσ
)
if yσ  0
cos (θσ ) if yσ  0
=
{−η1 (yσ ) if yσ  0
η3 (yσ ) if yσ  0
=
{−η1 (yσ ) if η2 (yσ )  0
η3 (yσ ) if η2 (yσ )  0
.
This leads to the announced result by a substitution in (72), that is
Gmin (nσ ) ≡
{
η3 (yσ ) for η2 (yσ )  0
−η1 (yσ ) for η2 (yσ )  0 = gmin (yσ ) ,
and
Gmax (nσ ) ≡
{−η1 (yσ ) for η2 (yσ )  0
η3 (yσ ) for η2 (yσ )  0
= gmax (yσ ) .
This ends the proof of (66) (see Remark 9). 
unionsq
Proof (67). This is a direct consequence of (66) (because gmin  12 and gmax  1)
and of the definition of G. 
unionsq
Remark 12. The choice y = 0 in (66) shows that the constants are optimal.
5.2. Proof of Proposition 4
Proof (64). The eigenvalues of
s (ϕ) ≡ dev (̂ (ϕ))
are given by
⎧
⎨
⎩
η1 = −2β0 cos ϕ
η2 = β0 cos ϕ −
√
sin2 ϕ + β2 cos2 ϕ
η3 = β0 cos ϕ +
√
sin2 ϕ + β2 cos2 ϕ
,
where
β0 ≡ β + (1 − 2ν)3 .
The expression
∣
∣
∣
̂ (ϕ)
∣
∣
∣
2 = 32 |s (ϕ)|2 = 32
(
|η1|2 + |η2|2 + |η3|2
)
(74)
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leads to
1
3
∣
∣
∣
̂ (ϕ)
∣
∣
∣
2 = δ2 +
(
1 − δ2
)
sin2 ϕ,
where
δ2 ≡ β2 + 3β20 = β2 + 13 (β + (1 − 2ν))2 .
Now as |β| < 12 (see (11)) and 0 < 1 − 2ν  1, one has
0 < δ2 < 1. (75)
We can then deduce
0 < δ2  13
∣
∣
∣
̂ (ϕ)
∣
∣
∣
2
 1 ∀ϕ ∈ R. (76)
Due to (67), one has
1
4δ
2  14
(
1
3
∣
∣
∣
̂ (ϕ)
∣
∣
∣
2
)

∣
∣
∣
∣
G(̂ (ϕ)
2g (0)
∣
∣
∣
∣
2
 13
∣
∣
∣
̂ (ϕ)
∣
∣
∣
2
 1 ∀ϕ ∈ R, (77)
that is (64).
Proof (65). From (49),
̂ (ϕ2) − ̂ (ϕ1) = (cos (ϕ2) − cos (ϕ1)) × C + (sin (ϕ2) − sin (ϕ1)) × S
= 2 sin (ϕ2−ϕ12
) (
cos
(
ϕ2+ϕ1
2 + π2
) C + sin (ϕ2+ϕ12 + π2
)S) ,
that is,
̂ (ϕ2) = ̂ (ϕ1) + 2 sin
(
ϕ2−ϕ1
2
)
̂
(
ϕ2+ϕ1
2 + π2
)
.
By using (64) and the convexity of G and its homogeneity, one also has
G (̂ (ϕ2)
)
 G (̂ (ϕ1)
)+2 ∣∣sin (ϕ2−ϕ12
)∣
∣
︸ ︷︷ ︸

∣
∣
∣
ϕ2−ϕ1
2
∣
∣
∣
G (̂ (ϕ2+ϕ12 + π2
))
︸ ︷︷ ︸
2g(0)
 G (̂ (ϕ1)
)+2g (0) |ϕ2 − ϕ1| ,
that is,
G (̂ (ϕ2)
)
G (̂ (ϕ1)
)  1 + 2
(
g (0)
G (̂ (ϕ1)
)
)
︸ ︷︷ ︸
1
δ
|ϕ2 − ϕ1| .
Therefore
ln
G (̂ (ϕ2)
)
G (̂ (ϕ1)
)  ln
(
1 + 2
δ
|ϕ2 − ϕ1|
)
 2
δ
|ϕ2 − ϕ1| ,
and a permutation of indices leads to the result (65). 
unionsq
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5.3. Proof of Theorem 2
Proof. Equation (51) reads
̂ψ − ψ =
⎧
⎪
⎪
⎨
⎪
⎪
⎩
ω(g) + |ε| ln
(
∣
∣
∣
G(̂(̂ψ))
2g(0)
∣
∣
∣
2) ∀ε  0
−ω(g) − |ε| ln
(
∣
∣
∣
G(̂(̂ψ))
2g(0)
∣
∣
∣
2) ∀ε  0
.
Therefore, by the change of variable
ϕ̂ ≡ f (̂ψ) ≡
{
̂ψ − ψ − ω(g) if ε  0
ψ − ̂ψ − ω(g) if ε  0 ⇔ ̂ψ ≡ f
−1 (ϕ̂)
≡
{
ϕ̂ + ψ + ω(g) if ε  0
ψ − ϕ̂ − ω(g) if ε  0 ,
the equation (51) becomes
ϕ̂ = L (ϕ̂) ,
where
L (ϕ) = |ε| ln
⎛
⎝
∣
∣
∣
∣
∣
G (̂ ( f −1 (ϕ)))
2g (0)
∣
∣
∣
∣
∣
2
⎞
⎠ ∀ϕ ∈ R.
Thanks to the estimate (64), that is,
1
4δ
2 
∣
∣
∣
∣
∣
G (̂ (ϕ))
2g (0)
∣
∣
∣
∣
∣
2
 1 ∀ϕ ∈ R,
one gets
  L (ϕ)  0 ∀ϕ ∈ R.
Hence the function
ϕ ∈ [, 0] → z (ϕ) ≡ ϕ − L (ϕ) ,
which is continuous with respect to ϕ, changes sign on [, 0], that is
z () =  − L ()  0 and z (0) = 0 − L (0)  0.
Therefore its graph necessarily passes through the origin. There exists, then, at least
ϕ̂ ∈ [, 0], such that
ϕ̂ = L (ϕ̂) .
The solution is finally deduced by
̂ψ ≡ f −1 (ϕ̂) with ϕ̂ ∈ [, 0] ,
which implies (53).
The uniqueness of ϕ̂ easily results from (65) and hypothesis (57). In fact, for
ϕ̂i = L (ϕ̂i ) , i = 1, 2, one has
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|ϕ̂2 − ϕ̂1| = 2 |ε|
∣
∣
∣ln
(
G(̂
(
f −1 (ϕ̂2)
))
− ln
(
G(̂
(
f −1 (ϕ̂1)
))∣
∣
∣
 kε
∣
∣
∣ f −1 (ϕ̂2) − f −1 (ϕ̂1)
∣
∣
∣ = kε |ϕ̂2 − ϕ̂1| .
Thus ϕ̂2 = ϕ̂1.
Finally, the estimate (59) is a direct consequence of (65) and of (53). Indeed,
for all n ∈ N, one has
∣
∣̂ψ − ̂ψ(n+1)
∣
∣ = ∣∣Og
(
̂ψ
) − Og
(
̂ψ(n)
)∣
∣ = 2 |ε|
∣
∣
∣
∣
∣
ln
(
G (̂ (̂ψ))
G (̂ (̂ψ(n)
))
)∣
∣
∣
∣
∣
 kε
∣
∣̂ψ − ̂ψ(n)
∣
∣ .
Hence
∣
∣̂ψ − ̂ψ(n+1)
∣
∣  knε
∣
∣̂ψ − ̂ψ(0)
∣
∣ = knε
∣
∣̂ψ − ψ∣∣  knε | | .
This concludes the proof of Theorem 2. 
unionsq
6. Application
We illustrate, first, the theoretical results obtained for the local phase angle ̂ψ
and then give some numerical comparisons with Freed et al. [4] concerning phase
transformation yield curves.
The latter is based on an “approximation” of Equation (41)
r (θ) = L × ρ2 × ∣∣G ( (̂ψ, θ, ε, ν))∣∣2 ∀θ ∈ [0, π [ , (78)
where the value of ˜ψ in (41) (depending indirectly on θ ) has been fixed at ̂ψ ≡
˜ψ|θ=0. The nearer to r (0) the smaller the error. In particular, the error is zero when
θ = 0 or ε = 0.
In the sequel, we restrict ourselves to the cases ξ = 0 and ξ = 1 (see Remark 3)
and use the following practical notations:
{
for ξ = 0, E1 = E A : ρs ≡ ρ, εA ≡ ε, ψs ≡ ̂ψ , rs ≡ r
for ξ = 1, E1 = EM : ρ f ≡ ρ, εM ≡ ε, ψ f ≡ ̂ψ , r f ≡ r ,
where ρ, ε, ̂ψ and r are determined respectively by (43), (6), (51) and (78).
6.1. Physical Data
Let us take the physical set (60) with ν = 0.3 and the Young’s modulus values
of the two materials
{
Austenite Material (1) : E1 = E A = 70 (GPa) Material (2) : E2 = 30 (GPa)
Martensite Material (1) : E1 = EM = 30 (GPa) Material (2) : E2 = 30 (GPa) .
Let us choose as a shape function
g (y) = cos ( 13 arccos (1 − a (1 − y))
)
, ∀a ∈ [0, 1] . (79)
The convexity proof of G can be found in Laydi and Lexcellent [19].
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Finally, we take the same values of ν, ρs,̂L , and L as in Freed et al. [4]
ρs = 2, ̂L = 5 × 10−3(m), L = 4 × 10−2(m).
The L value has not been given explicitly by Freed et al. [4]. This value is con-
venient for reproducing their numerical results in the particular case of symmetry
between tension and compression, that is, a = 0.
6.2. Theoretical Bounds
The a value has no influence on ψ f because
εM = 0 ⇒ ψ f (a) = ψ ∀a ∈ [0, 1] .
The situation is different for ψs , which depends on a, and by (53), we have the
following bounds
u = |ε| ln
(
32 × δ2 × |g (0)|2
)
 ψ − ψs (a)  v = |ε| ln
(
128 × |g (0)|2
)
,
with
εA 
{−0.045 CP
−0.037 DP , δ
2 
{
0.45 CP
0.1 DP (80)
and
g(0) = cos ( 13 arccos (1 − a)
)
.
As g (0) ∈
[√
3
2 , 1
]
, one can deduce the following framing independent of a:
{
6.13◦ CP
1.85◦ DP  ψ − ψs (a) 
{
12.47◦ CP
10.16◦ DP ∀ψ , ∀a ∈ [0, 1] . (81)
6.3. Numerical Calculations
According to the condition (57) kε takes the numerical values
kε 
{
0.27 CP
0.46 DP .
These values are clearly less than the boundary 83π coming from the theoretical
estimation (61).
Hence, the numerical value ̂ψ ≡ ψs is unique. We obtain it by the algorithm
(58) with the chosen stop criterion
∣
∣̂ψ − ̂ψ(n+1)
∣
∣ < 0.01◦.
With this aim, it is sufficient to pose (see (59))
2 |ε| knε ln 2δ < 0.01 ×
π
180
,
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Fig. 2. Plane stress (CP). Effect of asymmetric parameter a = i10 , i = 0, 1, 2, . . . , 10, on
the difference between applied phase angle and local phase angle
then
n 
{
5 CP
9 DP .
The obtained numerical values ψs are illustrated in Fig. 2 for plane stress and in
Fig. 3 for plane strain conditions. The framing of (ψ −ψs(a)) are also in agreement
with the theoretical investigation (81).
Figure 2 for CP conditions and Fig. 3 for DP conditions show the evolution of
the difference between the phase angle of the applied load and the local phase angle
(ψ −ψs(a)) as a function of the asymmetry parameter a(a ∈ [0, 1]) with different
phase angles of the applied load ψ : 15◦, 30◦, 45◦, 60◦, 90◦. The influence of a
on the value of (ψ − ψs(a) is more significant for the CP case than for the DP
one, notably for small ψ . For example, the difference (ψs(a = 1) − ψs(a = 0))
obtained for ψ = 15◦ is equal to 1.7◦ for CP and 0.2◦ for DP.
6.4. Phase Transformation Yield Curves
The axes of the yield curves are, respectively,
x = r
6L
cos θ and y = r
6L
sin θ, θ ∈ [0, π ] ,
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Fig. 3. Plane strain (DP). Effect of asymmetric parameter a = i10 , i = 0, 1, 2, . . . , 10, on
the difference between applied phase angle and local phase angle
with the ratio rL according to expression (78), that is,
{
rs = L × ρ2s × |G ( (ψs, θ, εA, ν))|2
r f = L × ρ2f ×
∣
∣G ( (ψ f , θ, εM , ν
))∣
∣
2 .
Division by the number 6 has no particular meaning, but is useful to recreate
the numerical results obtained by Freed et al. [4].
We choose to present the curves with a = 1 because, in this case, the asymmetry
effect is the most significant with regard to the symmetric case a = 0.
Figure 4 (resp. 5) represents the transformation zones for plane strain conditions
(resp. plane stress conditions) with ψ = 60◦, 45◦ and 30◦.
Observations of the different curves show that the width and the shape of the
yield curves are nearly the same for symmetry a = 0 and maximal asymmetry
a = 1. Moreover, we have performed a lot of simulations by taking different ratios
of E A and EM , without significant changes. A determination for pure mode I of
the phase transformation zone at a crack tip of a single SMA plate shows that the
a value has an important influence on the width and shape of the yield curves (see
Lexcellent and Thiebaud [20]). Such is not the case here.
25
Fig. 4. Transformation zones for plane strain conditions with ψ = 60◦, 45◦ and 30◦
7. Remarks and Conclusion
Note that we have chosen the same material data as Freed et al. [4] in order
to extend the SMA modeling by integrating the asymmetry between tension and
compression in the yield curve predictions. Naturally the Rice phase angle ̂ψ will
change if one modifies certain parameters of the materials following (52).
One can choose a shape function g other than the one of (79). The difference
can be estimated according to (62), that is,
2ε ln
(
2
δ
g1 (0)
g2 (0)
)
 ̂ψ(g1) − ̂ψ(g2)  2ε ln
(
1
2δ
g1 (0)
g2 (0)
)
∀ε  0. (82)
For example (see (79)), by choosing g1 ≡ g(with a = 0.5) and g2 ≡ g(with
a = 0), that is,
g1 (y) = cos
( 1
3 arccos
(
1 − 12 (1 − y)
))
and g2 (y) = 1,
one finds
{−5.31◦ CP
−8.1◦ DP  ̂ψ
(g1) − ̂ψ(g2) 
{
5.96◦ CP
8.6◦ DP ∀ψ. (83)
These bounds are in perfect agreement with Fig. 2 for CP and Fig. 3 for DP.
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Fig. 5. Transformation zones for plane stress conditions with ψ = 60◦, 45◦ and 30◦
A second example can be
g1 (y) = 1 + by
(
∀b ∈
[
0,
1
8
])
and g2 (y) = 1,
where one finds
{−5.64◦ CP
−7.83◦ DP  ̂ψ
(g1) − ̂ψ(g2) 
{
5.64◦ CP
7.83◦ DP ∀ψ. (84)
Actually, delamination experiments are in progress. Particular attention is paid
to the measurement of the displacement field around the crack tip. Moreover, an
infrared camera allows us to estimate the temperature field in order to detect the
transformation zones because the phase transformation is exothermal.
A sequel paper will be devoted to the comparison between theoretical predic-
tions and experimental results.
Acknowledgments We would like to thank Namah G. for the interest devoted to this
paper.
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8. Appendices
8.1. Appendix A
Recall that a stress tensor  in a cartesian coordinate system is given by (rθ z) in
the cylindrical coordinate system by
(rθ z) = RT R, (85)
where
R ≡
⎛
⎝
cos (θ) − sin (θ) 0
sin (θ) cos (θ) 0
0 0 1
⎞
⎠ .
Thus, one checks that tensors associated to (26) are given the cylindrical coordinate
system by
 I ≡
⎛
⎝
 Irr 
I
rθ 0
 Irθ 
I
θθ 0
0 0 ν( Irr +  Iθθ )
⎞
⎠ ;  I I ≡
⎛
⎝
 I Irr 
I I
rθ 0
 I Irθ 
I I
θθ 0
0 0 ν( I Irr +  I Iθθ )
⎞
⎠ (86)
such that (πα ≡ (−1)α π )
⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩
 Irr = sinh(ε(πα+θ))cosh(πε) cos( 3θ2 ) + exp(ε(πα+θ))cosh(πε) cos( θ2 )
(
1 + sin2( θ2 ) + ε sin(θ)
)
 Iθθ = − sinh(ε(πα+θ))cosh(πε) cos( 3θ2 ) + exp(ε(πα+θ))cosh(πε) cos( θ2 )
(
cos2( θ2 ) − ε sin(θ)
)
 Irθ = − sinh(ε(πα+θ))cosh(πε) sin( 3θ2 ) + exp(ε(πα+θ))cosh(πε) sin( θ2 )
(
cos2( θ2 ) − ε sin(θ)
)
 I Irr = cosh(ε(πα+θ))cosh(πε) sin( 3θ2 ) − exp(ε(πα+θ))cosh(πε) sin( θ2 )
(
(1 + cos2( θ2 ) − ε sin(θ)
)
 I Iθθ = − cosh(ε(πα+θ))cosh(πε) sin( 3θ2 ) − exp(ε(πα+θ))cosh(πε) sin( θ2 )
(
sin2( θ2 ) + ε sin(θ)
)
 I Irθ = cosh(ε(πα+θ))cosh(πε) cos( 3θ2 ) + exp(ε(πα+θ))cosh(πε) cos( θ2 )
(
sin2( θ2 ) + ε sin(θ)
)
.
We find, again, the explicit expression of the stress tensor already given by Rice [1].
8.2. Appendix B
Lemma 2. Let β be given by (7), (8) and (9). Then (11) is satisfied and (12) holds
for ν1 = ν2 = ν.
Proof. The following expression of β in terms of e ≡ E2E1 and of νi results from
the formulae (7)–(9). One gets
2β =
⎧
⎨
⎩
(1−ν2)−(1−ν1)e
1+e for CP
p(ν2)
(
1−ν22
)−p(ν1)
(
1−ν21
)
e
(
1−ν22
)+(1−ν21
)
e
for DP
, (87)
with e > 0 and where
p : ν ∈ ]0, 12
[ → p (ν) ≡ 1 − 2ν
1 − ν .
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Thus for the CP case, we have
2 |β|  max {1 − ν2, 1 − ν1}  1 − ν < 1,
with
ν = min {ν1, ν2} ,
and for DP, as p is decreasing with positive values, one also gets
2 |β|  max {p (ν2) , p (ν1)}  p (ν) < 1 − ν < 1.
Finally, we always have
|β|  ˜β ≡ 1
2
{
1 − ν for CP
p (ν) for DP <
1
2
where ν = min {ν1, ν2} .
This ends the proof of (11).
The expression of β (see (12)) is a direct consequence of (87). 
unionsq
8.3. Appendix C
Proof (61). The case e ≡ E2E1 = 1 is trivial because ε = 0 (see (12)). Let then
e < 1. Due to assumption (60), we find ourselves in the case where (see (12))
0 < β  ˜β ≡ 12
{
1 − ν for CP
p (ν) for DP , p (ν) ≡
1 − 2ν
1 − ν , ν ∈
]
0, 12
[
.
We are going to show that
˜kε ≡ 3π8 kε
︸︷︷︸
4
δ
|ε|
= 3π8 4δ
arctanh (β)
π
= 32
arctanh (β)
δ
< 1.
By Taylor’s formulae, we also have
˜kε  32
β
δ
1
1 − β2 
3
2
β
δ
1
1 − ˜β2 .
Recall that
β
δ
= 1√
1 + 13
(
1 + 1−2ν
β
)2
.
The CP case is immediate; on the one hand
1 − 2ν
β
= 1
β
> 2 ⇒ β
δ
<
1
√
1 + 13 (1 + 2)2
= 1
2
,
29
and on the other hand
1
1 − ˜β2 <
1
1 − ( 12
)2 =
4
3
.
For the DP case, we have
1 − 2ν
β
>
1 − 2ν
˜β
= 2 (1 − ν) = 2
2 − p ⇒
β
δ
< 1√
1+ 13
(
1+ 22−p
)2
=
√
3
2
2 − p
√
p2 − 5p + 7
and
1
1 − ˜β2 =
4
4 − p2 .
Therefore
˜kε < 32
√
3
2
2 − p
√
p2 − 5p + 7
4
4 − p2 =
√
27
f (p) ,
where
f (p) = (2 + p)2
(
p2 − 5p + 7
)
.
But as
f (p) = (p (1 − p) + 1)
(
7 +
(
1 − p2
))
+ 20  27 ∀p ∈ [0, 1] ,
the result (61) follows. 
unionsq
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