Given an undirected graph G, the Minimum Sum Coloring problem (MSCP) is to find a legal assignment of colors (represented by natural numbers) to each vertex of G such that the total sum of the colors assigned to the vertices is minimized. This paper presents a memetic algorithm for MSCP based on a tabu search procedure with two neighborhoods and a multi-parent crossover operator. Experiments on a set of 77 well-known DIMACS and COLOR 2002-2004 benchmark instances show that the proposed algorithm achieves highly competitive results in comparison with five state-of-the-art algorithms. In particular, the proposed algorithm can improve the best known results for 17 instances. We also provide upper bounds for 18 additional instances for the first time.
Introduction
Let G = (V, E) be a simple undirected graph (without loops) with vertex set V = {v 1 , . . . , v n } and edge set E ⊂ V × V . A proper k-coloring c of G is a mapping c : V → {1, . . . , k} such that c(v i ) = c(v j ) ∀{v i , v j } ∈ E. A legal or proper k-coloring can also be defined as a partition of V into k independent sets or stables V 1 , . . . , V k such that ∀u, v ∈ V i (i = 1, . . . , k), {u, v} / ∈ E. The classical graph coloring problem (GCP) aims at finding a proper k-coloring with k minimum. This paper is dedicated to the NP-hard Minimum Sum Coloring Problem (MSCP) [11, 12] , which is closely related to GCP. The objective of MSCP is to find a proper k-coloring which minimizes the sum of the colors assigned to the vertices. This minimum is the chromatic sum Σ(G) of G: Σ(G) = min c∈C f (c), with C the set of all proper k-colorings of G (for all possible k values) and f (c) = n i=1 c(v i ), or f (c) = k l=1 l|V l | equivalently (where |V l | is the cardinality of V l ), the "coloring sum" of the proper k-coloring c. MSCP applications include VLSI design, scheduling, and resource allocation [16] .
Considering the theoretical intractability of MSCP, a number of heuristic algorithms have been proposed to find suboptimal solutions, such as a parallel genetic algorithm [10] , two greedy heuristics [13] , a tabu search metaheuristic [2] , a hybrid algorithm (HA) [4] , an effective heuristic algorithm (EXSCOL) [21] , a local search heuristic (MDS5) [8] , and a breakout local search (BLS) [1] . To our knowledge, EXSCOL, HA, MDS5, and BLS are the state-of-theart algorithms in the literature. EXSCOL is based on extracting large disjoint independent sets and is particular effective for handling large graphs (with at least 500 vertices). HA is a hybrid algorithm which combines a genetic algorithm with a surrogate constraint heuristic. MDS5 is based on variable neighborhood search and iterated local search. BLS combines local search with adaptive perturbation mechanisms to ensure the quality of solutions. This paper introduces a Memetic Algorithm for the minimum Sum Coloring problem (MASC), which relies on three key components. First, a doubleneighborhood tabu search procedure is especially designed for MSCP (DNTS). DNTS is based on a token-ring application of two complementary neighborhoods to explore the search space and a perturbation strategy to escape from local optima. Second, a multi-parent crossover operator is used for solution recombination. Basically, it tries to transmit large color classes from the parents to the offspring. Finally, a population updating mechanism is devised to determine how the offspring solution is inserted into the population.
We evaluate the performance of MASC on 77 well-known graphs from DI-MACS and COLOR 2002-2004 graph coloring competitions (59 of them have been used previously for evaluating sum coloring algorithms). The computational results show that MASC can frequently match the best known results in the literature for most of the 59 cases. In particular, it improves the previous best solution for 17 graphs for which an upper bound is known. For the additional 18 new graphs, we report computational results for the first time.
The paper is organized as follows. Next section describes the general framework and the components of our MASC memetic algorithm, including the population initialization, the crossover operator and the double-neighborhood tabu search procedure. Detailed computational results and comparisons with five state-of-the-art algorithms are presented in Section 3. Before concluding, Section 4 investigates and analyzes two key issues of the proposed memetic algorithm.
MASC: A Memetic Algorithm for Minimum Sum Coloring
A memetic algorithm is a population-based approach where the traditional mutation operator is replaced by a local search procedure [18, 19] . Memetic algorithms are among the most powerful paradigms for solving NP-hard combinatorial optimization problems. In particular, they have been successfully applied to the tightly related GCP [5, 14, 17, 20] .
Our MASC algorithm is summarized in Algorithm 1. After population initialization, MASC repeats a series of generations (limited to MaxGeneration) to explore the search space which is defined by the set of all proper k-colorings (k is not a fixed value, Section 2.1). At each generation, two or more parents are selected at random (line 6) and used by the dedicated crossover operator to generate an offspring solution (line 7, Section 2.3). The offspring solution is then improved by a double neighborhood tabu search (line 8, Section 2.4). If the improved offspring has a better sum of colors, it is then used to update the current best solution found so far (lines 9-10). Finally, the population updating criterion decides whether the improved offspring will replace one existing individual of the population or not (line 12, Section 2.5).
Algorithm 1 An overview of the MASC memetic algorithm for MSCP 1: input: A graph G 2: output: The minimum sum coloring c * found and its objectif f (c * ) 3: Population Initialization(P, p) /* Population P has p solutions, Sect. 2.2 */ 4: f * ← min c∈P f (c) /* f * records the best objective value found so far */ 5: for i ← 1 to M axGeneration do 6: P ′ ← Selection(P ) /* Select 2 or more parents at random for crossover */ 7:
o ← Crossover(P ′ ) /* Crossover to get an offspring solution, Sect. 2.3 */ 8:
o ← DNTS(o) /* Improve o with the DNTS procedure, Sect. 2.4*/ 9:
if f (o) < f * then 10:
end if 12:
Population Updating(P, o) /* Sect. 2.5 */ 13: end for 14: return f * , c *
Search Space and Evaluation Function
The search space explored by MASC is the set C of all proper k-colorings of G (k is not fixed). For a given proper k-coloring c, its quality is directly assessed by the sum of colors f (c) = v∈V c(v) = k l=1 l|V l |.
3

Initial Population
Our algorithm begins with a population P of p feasible colorings. This population can be obtained by any graph coloring algorithm that is able to generate different proper colorings for a graph. In our case, we employ the well-known TABUCOL [9] , more precisely its improved version introduced in [5] . For a given graph G, TABUCOL tries to find a proper k-coloring with k as small as possible. Given the stochastic nature of TABUCOL, we run it multiple times to obtain different k-colorings (k may take different values). Each resulting k-coloring is inserted into P if it is not already present (discarded otherwise). This process is repeated until P is filled with p different k-colorings.
Crossover Operator
The crossover operator is an important component in a population-based algorithm. It is used to generate one or more new offspring individuals to discover new promising search areas.
MASC uses a multi-parent crossover operator, called MGPX, which is similar to the one introduced in [7] as a variant of the well-known GPX crossover first proposed in [5] for GCP (restricted to two parents). MGPX generates only one offspring solution o from α parents randomly chosen from P , where α varies from 2 to 4 according to |V | and the best k-coloring found for GCP (see Eq. 1). Motivations for these α values can be found in [20] .
MGPX is summarized in Algorithm 2. It builds the color classes of the o offspring one by one, transmitting as many vertices as possible from the parents at each step (for quality purpose) (lines [7] [8] [9] [10] [11] [12] [13] [14] . Once a parent has been used for transmitting an entire color class to o, the parent is not considered for a few steps with the purpose of varying the origins of the color classes of o (line 15). This strategy avoids transmitting always from the same parent and introduces some diversity in o [14] . Note that the offspring solution is always a proper k coloring while the number of colors used by the offspring can be higher than those of the considered parents.
Algorithm 2 Pseudo-code of the MGPX combination operator 1: input: A set P ′ of α parents randomly chosen from P 2: output: An offspring o 3: ν ← 0 /* Counts the number of colored vertices in o */ 4: κ ← 0 /* Counts the number of colors used in o */ 5: ϕ j ← 0 ∀c j ∈ P ′ /* To identify which parents are forbidden for color κ */ 6: while ν < |V | do 7:
κ ← κ + 1 8:
P κ ← {c j ∈ P ′ : ϕ j < κ} /* Set of parents allowed for color κ */ 9:
Let V j * be a color class of maximum cardinality ∀c j ∈ P κ 10:
Remove v from c i ∀c i ∈ P ′ 14:
end for 15:
ϕ j ← κ + ⌊α/2⌋ /* Forbid using c j ∈ P ′ for a few steps */ 16: end while 17: return o
A Double-Neighborhood Tabu Search for Sum Coloring
Local optimization is another important element within a memetic algorithm. In our case, its role is to improve as far as possible the quality (i.e., the sum of colors) of a given solution returned by the MGPX crossover operator. This is achieved by a Double-Neighborhood Tabu Search (DNTS) procedure specifically designed for MSCP (see Algorithm 3). DNTS uses two different and complementary neighborhoods N 1 and N 2 which are applied in a token-ring way [3, 15] to find good local optima (intensification) (lines [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . More precisely, we start our search with one neighborhood (lines 6-9) and when the search ends with its best local optimum, we switch to the other neighborhood to continue the search while using the last local optimum as the starting point (lines 10-13). When this second search terminates, we switch again to the first neighborhood and so on. DNTS continues the exploration of each neighborhood N i (i = 1, 2) until p i (i = 1, 2) consecutive iterations fail to update the best solution found.
This neighborhood-based intensification phase terminates if the best local optimum is not updated for p 3 consecutive iterations (line 14). At this point, we enter into a diversification phase by triggering a perturbation to escape from the local optimum (line 15, Section 2.4.4). The DNTS procedure stops when a maximum number of iterations p 4 is met. We explain below the two neighborhoods, the tabu list management and the perturbation mechanism.
Algorithm 3 Pseudo-code of double-neighborhood tabu search for MSCP 1: Input: Graph G, a k-coloring c 2: Output: the best improved k-coloring 3: c * ← c 4: while a stop condition is not met do 5:
c * ← c 9:
end if 10:
c * ← c 13:
end if 14:
until c * not improved for p 3 consecutive iterations 15:
c ← Perturbation(c * ) /* Search is stagnating, generate a new starting solution by perturbing the best k-coloring found so far, Sect. 2.4.4 */ 16: end while
N 1 : A Neighborhood Based on Connected Components
The first neighborhood N 1 can be described by the operator Exchange(i, j).
swaps some vertices of a color class V i against some connected vertices of another color class V j . Formally, let G i,j (c) be the set of all connected components of more than one vertex in the subgraph of G induced by color classes V i and V j in a proper k-coloring c. In Figure 1 (left) for instance, G i,j (c) is composed of two graphs (say g 1 and g 2 ): g 1 is the subgraph induced by {v 2 , v 3 , v 6 , v 7 , v 8 } and g 2 is induced by {v 4 , v 5 , v 9 }. Figure 1 shows an example where by exchanging the two sets of vertices {v 2 , v 3 } and {v 6 , v 7 , v 8 } of connected component g 1 of the current k-coloring c (left drawing), we obtain a neighboring k-coloring c ′ (right drawing).
N 2 : A Neighborhood Based on One-Vertex-Move
The second neighborhood N 2 is conventional and is simpler than N 1 . N 2 can be described by the operator OneMove(v, i, j). Given a proper k-coloring c = Moreover, the number of colors of the neighboring solutions remains the same as that of the current coloring.
Neighborhood Examination and Tabu List
DNTS applies these two neighborhoods N 1 and N 2 in a token-ring way [3, 15] . The alternation between N 1 and N 2 is triggered when the current neighborhood is exhausted, i.e., when the current best solution cannot be further improved for a fixed number of consecutive iterations.
During the exploration of a neighborhood, DNTS uses a tabu list [6] to avoid short-term cycles. Precisely, for the neighborhood N 1 defined by the operator Exchange(i, j), when a set of vertices of a color class V i are exchanged with a set of vertices of another color class V j , exchanges between V i and V j are forbidden for the next T T iterations (called tabu tenure). For the neighborhood N 2 defined by the operator OneMove(v, i, j), when a vertex v of a color class V i is displaced to another color class V j , the vertex v is forbidden to go back to V i for the next T T iterations.
In both cases, the tabu tenure T T is determined simply by taking a random number from {0, . . . k − 1}. Moreover, a forbidden Exchange or OneMove operation is always accepted if it leads to a neighboring solution better than the best solution found so far (this is called aspiration according to the tabu search terminology).
As shown in Algorithm 3, at each iteration of our DNTS, a best neighboring solution is selected among all the allowed solutions (from N 1 or N 2 ) to replace the current solution. The tabu list is updated accordingly after each iteration.
The Perturbation Mechanism
In addition to the basic diversification mechanism of the tabu list, our DNTS algorithm applies a stronger diversification strategy based on perturbations to escape deep local optima. The perturbation is triggered when the current intensification phase cannot update the recorded best solution c * for p 3 consecutive iterations (see line 15, Algorithm 3). In this case, the search is considered to be trapped in a deep local optimum and a strong diversification is needed to bring the search to a new search region. To achieve this, we apply the following perturbation technique to modify the recorded best solution c * and then use this perturbed solution to initialize DNTS. Suppose c * is composed of k different color classes and let V l be the largest color class. We introduce an additional color class V k+1 and then move randomly one third of the vertices of V l into V k+1 . In order to prevent the subsequent search from coming back to c * , V l and V k+1 are classified tabu and cannot take part of an Exchange or a OneMove operation for the next T T iterations (see Section 2.4.3).
Population Updating
The management of the population usually controls and balances two important factors in population-based heuristics: Quality and diversity.
Quality can naturally be measured here using the coloring sum function (f ). The proper k-coloring c i is better than
We use the following distance H to estimate the diversity. Given two coloring c i and c j , H i,j is the number of vertices in c i and c j which have different colors:
A small H i,j value indicates a high similarity between c i and c j . H is also employed to measure how much diversity H i,P a particular k-coloring c i contributes to the entire population P : H i,P = min j =i H i,j . Again, a small (large) H i,P value indicates that c i adds a low (high) diversity to P . In MASC, f and H are combined in a s "score" function which is used to decide whether an offspring solution o replaces an individual in the population P or not: s(c i ) = f (c i ) + e 0.08|V |/H i,P ∀c i ∈ P . Precisely we first add o into P and compute all s(c i ). We then identify the worse configuration c w (i.e., s(c w ) is maximum). The replacement strategy applies the following rules:
Case 1 (c w is not o): Remove c w from P ; Case 2 (c w is o): Remove the second worse individual from P with probability 0.2, and discard o otherwise.
Experimental Results
Our Table 2 and DIMACS instances at the bottom): Name of the graph, order (|V |), size (|E|), and chromatic sum Σ (or the best known upper bound when Σ is unknown).
MASC is programmed in C++ and compiled using GNU gcc on a PC with 2.7 GHz CPU and 4 Gb RAM. Like many memetic algorithms, we use a small population of 10 individuals. The values of the other parameters were determined empirically, see Table 1 . Notice that MaxGenerations = 50 is the stop condition that determines the running time of the algorithm. The best results of our MASC algorithm will be made available at http://www.info.univ-angers.fr/pub/hao/masumcol.html. 
Computational Results
Columns 6-10 in Table 2 present detailed computational results of our MASC algorithm: Best result obtained (Σ * ) with the number of required colors (k * ), success rate (SR, percentage of runs such that Σ * ≤ Σ), average coloring sum (Avg.), standard deviation (σ), and average running time to reach Σ * (t, in minutes). Column k shows the chromatic number or its best upper bound (i.e., the smallest number of colors for which a k-coloring is ever reported). Furthermore, a sign "-" in column 4 (Σ) indicates that the instance was never tested in literature for the sum coloring problem (there are 18 such cases). The reported values are based on 30 independent runs (i.e., with different random seeds).
From Table 2 here since SR = 1.0 and σ = 0.0 for these graphs except two instances (homer and queen9.9). The average running time of MASC ranges from less than one second to about 13 minutes except for the homer instance.
For the set of 24 DIMACS instances (bottom part), the MASC algorithm improves the best known upper bound for 4 graphs (DSJC250.9, flat300 28 0, le450 15c, and le450 15d) and equals the best known results for 6 instances. Unfortunately, MASC was unable to reach the best known results for the other 10 graphs (see lines where SR = 0.0). For the four graphs which were not tested previously, we report upper bounds achieved for the first time. The average running time is less than 76 minutes except for the DSJC500.5 and flat300 28 0 instances. Finally, we notice that the number of colors needed to ensure the best sum coloring (k * ) can be larger than the chromatic number or its best upper bound (k). Table 3 compares MASC with 5 recent effective algorithms that cover the best known results for the considered benchmark: EXSCOL [21] , BLS [1] , MDS5 [8] , MRLF [13] , and HA [4] . No averaged value appears in the table for HA, MDS5, and MRLF since this information is not given in [4, 8, 13] . Furthermore, "-" marks signal that some instances were not tested by some approaches.
Comparisons With State-of-the-art Algorithms
Since the reference algorithms give only results for a (small) subset of the considered benchmark, it is difficult to analyze the performance of these algorithms by statistical tests. Hence, we compare the performance between MASC and these reference algorithms one by one and summarize the comparisons in Table 4 . The first column of Table 4 indicates the name of the reference heuristics, followed by the number #G of graphs tested by each algorithm and shown in Table 3 . The last three columns give the number of times MASC reports a better, equal, or worse result compared to each reference algorithm.
From Table 4 , it can be observed that MASC obtains absolutely no worse results than MDS5, MRLF, and HA (see the last three lines). Furthermore, MASC gets better results than these algorithms for 9, 16, and 10 instances respectively. Our algorithm is also quite competitive with EXSCOL and BLS which are the most recent and effective methods since it obtains better or equivalent results for 28 and 22 graphs respectively. MASC reaches worse results than EXSCOL and BLS only for 8 and 3 graphs respectively.
Experiment on Large Graphs
We turn now our attention to the performance of our MASC algorithm to color large graphs with at least 500 vertices. These large graphs are known to be quite difficult for almost all the existing sum coloring approaches except EXSCOL which dominates the other heuristics particularly on large graphs. We show a new experiment with MACS applied to color 17 large graphs. In this experiment, we run MASC 10 times on each graph under exactly the same condition as in Section 3.1. The only difference is that we use the solution of EXSCOL 1 as one of MASC's 10 initial solutions while the 9 other initial solutions are generated according to the procedure described in Section 2.2. With this experiment, we aimed to investigate two interesting questions. Is it possible for MASC to improve the results of the powerful EXSCOL algorithm? Does the initial population influence the performance of MASC? The computational outcomes of this experiment are provided in Table 5 .
In Table 5 , column 4 presents the best known result (Σ) in the literature, columns 5-6 present the best result (Σ * ) and the average coloring sum (Avg.) of EXSCOL and columns 7-11 present detailed computational results of our MASC algorithm: Best result obtained (Σ * ) with the number of required colors (k * ), average coloring sum (Avg.), standard deviation (σ), and average running time to reach Σ * (t, in minutes). One notices that the values of columns 4 and 5 are identical. This is because EXSCOL is the single approach in the literature able to attain these results. Table 5 shows that with the help of its search mechanism, our MASC algorithm is able to further improve the best known results of 12 instances (entries in bold). This is remarkable given that no previous approach can even equal these results. Moreover, if we contrast the results of the three DSJC500.x graphs (x = 1, 5, 9) reported in Tables 2 and 5 , it is clear that the initial population impacts directly MASC's outcomes. This indicates that the performance of MASC could be further improved by using a more powerful coloring algorithm to generate the initial solutions of its population.
Analysis of MASC
In this section, we investigate the influence of two important ingredients of the proposed memetic algorithm, i.e., the multi-parent crossover operator and the combined neighborhood. Experiments were based on 16 selected graphs of different types, for which some reference algorithms cannot achieve the best known results. Hence, these selected instances can be considered to be difficult and representative.
Influence of the Multi-parent Crossover Operator
For our memetic algorithm, it is relevant to evaluate the effectiveness of its crossover operator. To verify this, we carry out experiments on the 16 selected graphs and run both MASC (using the MGPX crossover) and DNTS (without We run 30 times these TS procedures to solve each of the 16 selected graphs and report the computational outcomes (the best and average results) in Table  7 . One easily observes that DNTS obtains better or equal results compared to TS N 1 and TS N 2 for all the instances in terms of the best known result (Σ * ) and the average result (Avg.). The t-test tt i (i = 1, 2) in the last two columns confirms that with a 95% confidence level DNTS is slightly or significantly better than TS N 1 and TS N 2 . This experiment demonstrates thus the advantage of the token-ring combination of the two neighborhoods compared to each individual neighborhood. a multi-parent crossover operator and a population updating mechanism to balance intensification and diversification.
We assessed the performance of MASC on 77 well-known graphs from the DIMACS and COLOR 2002-2004competitions. MASC can improve 17 best known upper bounds including 11 large and very hard graphs with at least 500 vertices while equaling 30 previous best results. We also report upper bounds for the 18 remaining graphs for the first time. Compared with five recent and effective algorithms which cover the best known results for the tested instances, our MASC algorithm remains quite competitive.
Furthermore, we investigated two important components of the proposed algorithm. The experiments demonstrate the relevance of the multi-parent crossover operator and the combined neighborhood for the overall performance of MASC.
