ABSTRACT Linear feature extraction methods have become indispensable tools in pattern recognition. The linear dimensionality reduction optimizes some objective to produce a linear transformation and derives the discriminative low-dimensional transformed data wherein the similarly labeled samples cluster tightly and the differently labeled samples keep away from one another. In the past, most of the methods achieve between-class distance by maximizing between-class-center-mean to make the differently labeled samples separated from each other. However, the samples in this study located in the class margin or within the other classes called hard samples often move slowly, which results in a small between-class distance and deteriorates the classification performance. Hence, we utilize the large margin nearest neighbor (LMNN) to quickly push only the hard samples toward the center of the class to get the large class margin instead of between-class, further improving the performance of classification. Combined with the linear discriminant analysis (LDA), a novel linear feature extraction method called LDA-LMNN is proposed. The method can address the limitations of LDA. Furthermore, the dropout is employed to the learning of linear transform matrix to improve the generalization ability and overcome the overfitting. The comparative experiments on various real-world datasets by using the state-of-the-art feature extraction methods demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
Dimensionality reduction (DR) is one of the predominant techniques used in high-dimensional data analysis, visualization, and modeling, thereby improving the robustness of the classifier and reducing computational complexity. Linear dimensionality reduction (LDR) methods are always the foundation of DR due to their simple geometric interpretations and typically attractive computational properties. The linear feature extraction is the dominant technology utilized for LDR, which has attracted interest of scholars in the last decade. It optimizes some objective to produce a low-dimensional linear mapping from the original highdimensional data (informative features) that preserve some feature of interest where the similarly labeled samples cluster tightly and the differently labeled samples keep away from one another. Generally, training a model with
The associate editor coordinating the review of this manuscript and approving it for publication was Quan Zou. low generalization error without the informative features is not possible; however, if relevant features can be extracted, then even a simple method can show remarkable results [1] - [3] .
The goal of feature extraction (or selection) is to locate the discriminative features to retain the similarly labeled samples close and the differently labeled samples separated. That is, the samples with the same labels are maintained to move rapidly toward the center of the class and achieve a large between-class distance. However, the samples in this study often located in the class margin or within the other classes called hard samples move slowly. Hence, a large between-class distance is difficult to gain (FIGURE 1), which deteriorates the classification performance of the methods. However, previous studies that specifically deal with such samples are limited. In the study, a novel method is proposed to quickly push these hard samples to the center of the class and realize large between-class distance. 
II. RELATED WORK
Linear feature extraction is a common technique typically used for statistical pattern recognition to reduce the size of statistical models and improve the classifier accuracy in low-dimensional space. The principal component analysis (PCA) [4] , linear discriminant analysis (LDA) [5] , [6] , canonical correlations analysis (CCA) [7] , partial least square (PLS) [36] , and independent component analysis (ICA) [37] , are the most popular approaches. A transformation matrix is determined in LDA such that the Fisher criterion of the between-class scatter is maximized compared with the within-class scatter. The advantage of LDA is its efficiency and easy to perform, that is, only requiring simple matrix arithmetic. However, the analysis merely attempts to separate the class means as good as possible, and it does not consider the discriminatory information present in the difference of the covariance matrices, resulting in its incapability to handle explicitly heteroscedastic data [11] . LDA only assumes that the covariance matrices of all classes are supposed to be equal, and the distribution for each class is unimodal Gaussian [8] - [10] . Thus, a number of methods, such as double adjacency graphs based discriminant neighborhood embedding (DAG-DNE) [11] , Local Feature Discriminant Projection (LFDP) [12] , and collaborative representation based local discriminant projection (CRLDP) [13] , have been proposed to address the limitations of LDA. Recently, additional LDA extensions, such as the fuzzy maximum margin criterion [24] , locality sensitive batch feature extraction [28] , maximum nonparametric margin projection [29] , weighted multi-label LDA [30] , fast incremental LDA [31] , have been developed to deal with the problem. However, these LDA-based methods have a common disadvantage, that is, the between-class distance is identified by calculating the between-class-center-mean distance (BCCMD). Consequently, accurately measuring the between-class distance in several cases is difficult. The center mean of a class is easily interfered by noise samples; thus, large BCCMD in feature space does not correspond to large between-class distance. That is, the features with large BCCMD do not have high discriminative ability (FIGURE 2). As shown in the figure, the BCCMD is large, but the between-class distance is small because of the several noticeable hard samples. For example, the features f1 and f2 have low discriminative power because they cannot separate the two classes well. This phenomenon is opposite in LDA-based methods. Additionally, the LDA-based methods have been criticized for its singular matrix decomposition.
The distance-based metric learning feature extraction methods have been studied extensively to address the problem that relies on the notion of a distance metric. A close link is present between the distance learning and feature extraction according to the argument in [14] . Sometimes, metric learning is formulated as a projection of the data into a new feature space. Supervised DR related to metric learning aims at locating a low-dimensional representation that maximizes the separation of labeled data, such as neighborhood component analysis (NCA) [15] , maximally collapsing metric learning (MCML) [14] , LMNN [16] , global and local metric learning [17] , and information-theoretic metric learning [18] . Specifically, LMNN is designed to learn a Mahalanobis distance metric for the nearest neighbor graph (KNN) classification. The metric is optimized with the goal of always clustering the k-nearest neighbors to the same class, whereas the samples in different classes are separated by a large margin [16] . However, LMNN needs to calculate every sample's margin, which is not efficient for large datasets.
In this study, the between-class distance is measured by using the hard samples' margin instead of the BCCMD in LDA-based methods to further prevent the drawback of LDA and LMNN, thereby improving the performance of classification. Furthermore, only the hard samples'margin is calculated rather than every sample's compared with the LMNN. Then, a novel linear DR method, called LDA-LMNN, is proposed, rendering these samples with the same labels to gather toward the center of the class completely and quickly. The experimental results for the several datasets show that LDA-LMNN performs better than the LDA and LMNN discussed previously.
III. PRELIMINARIES A. BASIC PRINCIPLES
Given the n training samples {(x i , y i )}, in which x i ∈ d and y i ∈ {C 1 , C 2 , ..., C l }, where C j is the class label. kNN (x i ) denotes k nearest neighbors of sample x i .
Definition 1 (Weighted kNN Graph): An weighted edge between samplesx i and x j is linked if x i ∈ kNN (x j ) or x j ∈ kNN (x i ). FIGURE 3 shows an example of a kNN graph.
The detailed information can be seen in [32] . Definition 2 (Hard Samples): x i is regarded as a hard sample if ∃x j ∈ kNN (x i ) and y i = y j .
Nodes {5, 6, 7, 8}) in FIGURE 3 are the hard samples. The set of hard samples are denoted by HS.
In the proposed method, the large class margin is achieved by pushing the hard samples quickly toward the class center, which will improve the classification performance. Thus, searching and dealing with these hard samples are of importance in the proposed method.
B. LDA
The LDA maximizes the so-called Fisher criterion to searches for a linear transformation M to maximize the separation between classes [5] , [6] .
where
which stand for the between-class and within-class scatter matrices, respectively. In addition, C is the number of classes, µ i is the mean vector of class iconcerned sample x i , and µ is the global data mean (where µ = 0 by definition). The M is determined by the eigenvalue decomposition of S −1 W S B and the rows of M are the d eigenvectors corresponding to the largest d eigenvalues [5] , [6] .
Moreover, the limitation of the LDA in Equation (1) is derived from tr(M T S B M ), which only attempts to separate the class means as good as possible but does not take the discriminatory information into consideration when the covariance matrices are not equal. Therefore, LDA cannot explicitly deal with the heteroscedastic data. tr(M T S W M ) is responsible for rendering the similarly labeled samples to compress tightly into the center of the class and achieve small withinclass distance, which is a good job for classification task.
C. LMNN
The LMNN [16] is one of the most extensively used Mahalanobis distance learning methods. It assumes that the target neighbors of any training instance x i should possibly be in the same class while keeping the samples in other classes separated, as shown in Fig. 4 . Specifically, the cost function is expressed as:
where η ij = 1 indicates that input x j is a target neighbor of input x i , and vice versa. The binary matrix y ij = 1 indicates that the labels y i and y j match, and vice versa. In the second term, [z] + = max(z, 0) is the standard hinge loss and σ > 0 is some positive constant (typically set via cross validation). As shown in FIGURE 4, the distance metric is optimized to render the three target neighbors to be clustered within a small radius after training while keeping away the differently labeled samples from such radius at least one-unit distance margin [16] .
IV. METHOD
According to the previous discussion on the LMNN and LDA, minimizing tr(M T S W M ) can render a small withinclass distance, that is, the samples with similar labels cluster into the center of the class. Motivated by the LMNN, its second term is utilized in a manner that not every hard sample is quickly pushed toward the center of the class to achieve a large between-class distance; hence, the problems of LDA are resolved. In this study, a novel linear discriminant feature extraction method, called LDA-LMNN, is proposed. Its principle is illustrated in FIGURE 5 .
In this study, LDA-LMNN to is used to find a linear dimension-reducing transform to minimize the within-class distance and maximize the between-class margin, which can be summarized as follows:
where M is the transformation with r × d(r ≤ d) dimensions and Z are the new samples with r dimensions. The squared distance between new samples z i = Mx i and z j = Mx j can be computed as
During the process, the noise samples are also wrongly identified into the normal hard samples, which somehow may result in the ''overfitting'' of training data. To relieve the problem above, the Frobenius norm regularization in equation (5) is adopted to avoid overfitting in the LDA-LMNN, which is a wide used method to avoid overfitting. Specifically, the cost function is expressed as:
where α, c ∈ [0, 1] are the control parameters, λ > 0 is the regularization parameter, and
In this work, a gradient ascent is utilized to find a point that minimizes the objective function ξ (M ), which can be derived as:
The gradient ascent on the function ξ (M ) is defined as follows:
where η is the learning constant. During the learning process, the LDA-LMNN is terminated if the numbers of hard samples nearly do not change or equal to zero. 
To avoid overfitting of training data and improve the generalization ability in deep learning, the dropout technique by randomly dropping the units from the neural network during training has been used to prevent the units from co-adapting too much [19] , [20] . Then, a generalization of dropout (i.e., DropConnect) sets a randomly selected subset of weights within the network to zero with probability p [21] .
To the best of our knowledge, the idea of DropConnect is initially utilized into the feature extraction LDA-LMNN to further prevent the overfitting of the hard samples called LDA-LMNN-drop. Hence, Equation (8) can be expressed as
where * denotes the element-wise product, MS is a binary matrix encoding the location of elements in M and MS ij ∼ Bernoulli(p). Each element of the mask MS is drawn independently for each example during training. In this study, p = 0.1. The pseudocode of the LDA-LMNN can be described in Algorithm 1. As shown in Algorithm 1, the LDA-LMNN involves two steps. The most time-consuming step in the construction of the kNN graph is to search for the neighbors in the LDA-LMNN and LMNN. The time consumed is approximately o(krdn 2 ). Then, in dealing with hard samples, margin distances of the Hk(n − k) times need to be calculated, where H is the number of hard samples, n is the number of training samples, and H << n, H = n is the worst case (i.e., nk(n−k) times). However, the LMNN needs to calculate the margin distances of nk(n − k) times. Therefore, the LDA-LMNN is more efficient than the LMNN because H gradually decreases during the iteration process. In this VOLUME 7, 2019 FIGURE 6. KNN and SVM Classification accuracy vs. projection dimension on different datasets. study, the fast k-nearest neighbor graph construction method [19] , [20] is applied to construct the weighted kNN graph for the LDA-LMNN and LMNN. It is also utilized to further reduce the time complexity from o(krdn 2 ) to o(krdn 1.14 ) . Table 3 shows the detailed time complexity results.
V. EXPERIMENTS AND RESULTS

A. IMPLEMENTATION DETAILS
To verify the effectiveness of the proposed method, we conduct a series of experiments on several UCI datasets (http://archive.ics.uci.edu/ml). These experiments are compared with other related algorithms, such as PCA [1] , LDA [3] , LMNN [13] , MCML [9] , and NCA [8] . The detailed description of the UCI datasets is shown in TABLE 1. These datasets include large and small samples, and high and low dimensions. The mean and standard deviation are set to 0 and 1 before conducting the experiments,, respectively.
From the experimental results in Section Influence of Parameters, in constructing the kNN graph, neighboring number is set to 23 and the target number is also set to 15 while the better results can be achieved. The parameter is set via cross validation in [0.2, 0.5] [33]- [35] . Moreover, η and λ are set 0.01 and 0.0001 by experiments in this study, respectively. All of the experimental results are averaged over 20 runs of randomly generated training/testing (i.e., 70%/30%) splits of the data similar to [8] , [9] .
The K-Nearest Neighbor (KNN) Classifier is a very simple classifier that works well on basic recognition problems and the Support Vector Machine (SVM) classifier is a powerful classifier that works well on a wide range of classification problems, even problems in high dimensions and that are not linearly separable. The KNN (where K = 3) and SVM classifiers are employed to evaluate the algorithm by using a radial basis function with default parameters.
B. RESULTS
The best classification accuracy and the curves of KNN and SVM for different algorithms under various projection dimensions on the datasets are illustrated and plotted in TABLE 2 and FIGURE 6, respectively. As shown in the table, the best results are denoted by black bold font and that of the second best are denoted by black oblique. The numbers in the brackets are the projected dimensions where the best results have been achieved.
As shown in FIGURE 6 and TABLE 2, the LDA-LMNN performs better than the other methods in most of the datasets. However, LDA-LMNN-drop is superior to LDA-LMNN in most of the cases. Furthermore, the LDA-LMNN-drop can achieve the best results at low projected dimensions than the other methods. For example, in dataset SPECTF, LDA-LMNN-drop can achieve 81.67% accuracy in the KNN classifier at only two dimensions. In addition, the MCML generally performs better than the other methods, such as LMNN, NCA, and PCA. In most of the cases, the PCA is the worst because it is an unsupervised method, whereas the others are the supervised ones. Evidently, the maximum value of the reduced dimension in the LDA is C-1 (where C is the number of classes).
Based on these observations, we conclude that LDA-LMNN and LDA-LMNN-drop can achieve better performance on all the datasets. Therefore, our proposed methods are effective and can promote the classification. Noticeably, the time complexity of LDA-LMNN is related to the number of hard samples. Hence, the number of hard samples gradually decreases experimentally during the iteration process, rendering the LDA-LMNN method gradually to speed up, as shown in FIGURE 7. The figure illustrates the number of hard samples during the iterative process on datasets Wine, Dermatology, and Sonar. Nearly no changes are observed on the number of hard samples by 50 iterations, which can verify the efficiency of LDA-LMNN.
To further illustrate the change of hard samples before/after LDA-LMNN, for simplicity, TABLE 3 shows the hard samples on datasets Wine, Dermatology and Sonar while k = 3. From the TABLE 3, it can be seen clearly that the number of hard samples is gradually decreased.
C. INFLUENCE OF PARAMETERS
In this subsection, two additional crucial parameters, i.e., aand k, in LDA-LMNN, are investigated to evaluate the impact of several training sets to the performance of LDA-LMNN. For simplicity, we repeat the experiment in two projected dimensions for 20 times to obtain the average 3-NN classification accuracy. To investigate the influence of the parameters, we predefine the other remanding parameters. Fig. 8 shows the average 3-NN classification accuracy vs the variations of aand k.
As shown in the FIGURE 8, LDA-LMNN is completely stable to the variant of parameters a and k on most of the databases. Specifically, the recognition accuracy of LDA-LMNN will increase in a small range either with the increase of the parameter k or with the decrease of the parameter a. Evidently, when the parameter k lies in [20] , [25] and parameter a is set to [0.2,0.5], LDA-LMNN has a better performance possibly because small a and large k indicate that handling the hard samples is increasingly dominant in LDA-LMNN, which is helpful for the classification due to the large between-class margins. Thus, from the discussion on the influence of parameters section, k is empirically set to 23 and a is set via cross validation only in [0.2,0.5], which remarkably improve the efficiency of LDA-LMNN.
D. CPU TIME CONSUMPTION
In this subsection, we provide the computational cost of compared methods, including LDA-LMNN, LMNN, MCML, NCA, LDA, and PCA. LDA and PCA are the matrix decomposition-based methods, which are the most efficient among the other methods. Meanwhile, LMNN, MCML, NCA, and LDA-LMNN are the gradient iteration-based methods. Therefore, for the fairness and simplicity, in two projected dimensions, only the averaged time cost of each iteration of methods on different datasets are provided to compare the efficiency when each method converges, whereas the other related parameters have been specified in advance. The experiments are performed 20 times to get the average training time cost. TABLE 4 shows the average consumed time on different databases. As shown, LDA-LMNN performs efficiently than the other methods. The key reason is that the number of hard samples as shown in FIGURE 7 decreases exponentially during the iterations process.
VI. CONCLUSION
In this study, a novel feature extraction method called LDA-LMNN is proposed. In LDA-LMNN, LDA is used to make the samples with the same labels clustered and LMNN makes the hard samples separated by a large margin, leading to small within-class distance and large between-class distance. When the percentage of hard samples is small, the large class margin can be achieved by getting larger K during the construction of weighted kNN graph. The experiments on the UCI datasets verify the effectiveness of the proposed method. Reasons that can contribute to this improvement are as follows:
(1) In LDA-LMNN, LMNN is utilized to handle these hard samples and pushes them toward to the center of the class quickly, hence speeding up the convergence of the proposed method.
(2) During the learning process, the dropout is introduced to further prevent the overfitting. The application of dropout can provide the different starting values to achieve the optimal value during the iterative process. Furthermore, the dropout equivalently injects the new samples into the training dataset and conducts data augmentation to strengthen the robustness of LDA-LMNN and its generalization ability.
However, the proposed method is not efficient for large datasets because it needs to search the k neighbors of each sample during the construction of the weighted kNN graph although the fast k-nearest neighbor graph construction method has been applied . Additionally, the number of hard samples does not always monotonously decline during the iteration as shown in FIGURE 7, probably influencing the convergence of the methods. Therefore, improving the efficiency of LDA-LMNN and keeping the hard samples consistent remain to be considered in the future work.
