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Abstract
We introduce the notion of functional extension of a setX, by means of
two natural algebraic properties of the operator “∗” on unary functions.
We study the connections with ultrapowers of structures with universe
X, and we give a simple characterization of those functional extensions
that correspond to limit ultrapower extensions. In particular we obtain
a purely algebraic proof of Keisler’s characterization of nonstandard (=
complete elementary) extensions.
Introduction
Besides the “superstructure approach” proposed in [13] (see Section 4.4 of [5]),
various presentations of the “nonstandard methods” that use nonstandard set-
theories have been started in [10] and [8], and are continuously developing.
However it seems that, in some sense, the nonstandard methods do not really
need such set-theoretic generality. In fact, several different “elementary” ap-
proches are also available, starting from the very interesting one of [9] (see also
[1]). A general “algebraic” characterization of nonstandard extensions is given
by W. S. Hatcher in [7]. Another purely algebraic construction producing ev-
ery nonstandard model is proposed in [2]. A survey [4] of such “elementary
introductions” to nonstandard methods has been jointly presented by V. Benci,
M. Di Nasso, and the author.
This paper originates from a reflexion about the topological approach to
nonstandard models exploited in [3, 6]. There a nonstandard extension of a set
X is considered as a sort of “topological completion” ∗X , where X is a discrete
dense subspace and each function f : X → X has a continuous extension ∗f :
∗X → ∗X . In the Hausdorff case of [3], these extensions are uniquely determined
by the topology. Since these nonstandard models turned out to be a very narrow
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class of spaces, more general T1-spaces are considered in [6]. Uniqueness of
continuous extensions of functions being so lost, the “∗” operator was charged to
provide a distinguished continuous extension to ∗X of each function f : X → X .
As a consequence, in this general case the topology does not force the choice of
the continuous extensions, but it is rather this choice that induces a topology
on ∗X . These considerations suggest that one might find purely “algebraic”
conditions on the ∗-extensions of functions, so as to characterize all nonstandard
extensions, without any mention of topologies.
In this paper we consider simple supersets ∗X ofX together with an operator
∗ : XX → ∗X
∗X , which provides a distinguished extension of each function
f : X → X . We show that three algebraic conditions on the “∗” operator are
all what is needed to make such a functional extension a true nonstandard model
of X , and this in a very simple and natural way. Our main result is the following
Main Theorem Let ∗X be a superset of the set X, and assume that to every
function f : X → X is associated a distinguished extension ∗f : ∗X → ∗X
satisfying the following conditions:
(comp) ∗g ◦ ∗f = ∗(g ◦ f), for all f, g : X → X;
(diag) ∗(χ ◦ (f, g))(ξ) =
{
1 if ∗f(ξ) = ∗g(ξ)
0 otherwise
for all f, g : X → X and
all ξ ∈ ∗X, where χ : X ×X → {0, 1} is the characteristic function of the
diagonal, i.e. χ(x, y) = 1 ⇐⇒ x = y.
(dir) for all ξ, η ∈ ∗X there exist f, g : X → X and ζ ∈ ∗X such that ∗f(ζ) = ξ
and ∗g(ζ) = η;
Then there exist an ultrafilter D over I = ∗X ×X, and a filter E of equiva-
lences on I such that ∗X is isomorphic to the limit ultrapower XID|E. So
∗X is
a nonstandard extension of X.
For precise definitions of the involved notions we refer to the next section.
Here we simply anticipate that, like it is apparent for (comp) and (diag), also the
third condition (dir) admits a (stronger) first order formulation. So, on the one
hand our criterion generalizes and greatly simplifies that of [7]. On the other
hand, by directly defining the ultrafilter D and the equivalences E , it provides
a new, “purely algebraic” proof of the celebrated Keisler’s characterization of
complete elementary extensions (see Theorem 6.4.10 of [5]). We hope that this
axiomatic approach to nonstandard methods may be of independent interest.
The paper is organized as follows. In Section 1, we give the formal definition
of functional extensions and we study the first “preservation properties” of these
extensions. In Section 2, we prove the main theorem and obtain our “functional”
characterization of nonstandard (= complete elementary) extensions. Conclud-
ing remarks can be found in the final Section 3, where in particular we briefly
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outline the connections between functional extensions and the topological ex-
tensions of [6].
In general, we refer to [5] for definitions and facts concerning ultrapowers,
ultrafilters, and nonstandard models that are used in this paper.
The author is grateful to Mauro Di Nasso and Vieri Benci for useful discus-
sions and suggestions.
1 Functional extensions
A main feature of all nonstandard models of Analysis is the existence of a
canonical extension ∗f : ∗R → ∗R of any (standard) function f : R → R (and
also of any subset A ⊆ R). Here we use this property as the definition of
functional extensions of an arbitrary set X . We shall assume in the sequel that
0, 1 ∈ X , in order to have at disposal the extensions of characteristic functions.
Since the extension of the characteristic function of A ⊆ X will turn out to be
a characteristic function in ∗X , we shall use it to define the extension ∗A of A
in ∗X .
The so called nonstandard methods are intended to study extensions which
preserve those properties of the standard structure which are currently being
considered. The Transfer (Leibniz’s) Principle states that all properties that are
expressible in a(n in)sufficiently expressive language are preserved by passing
to the nonstandard models. In particular, an important property of nonstan-
dard models of Analysis is that “disjoint functions have disjoint extensions”.
This property has a clear “analytic” flavour, and in fact it can be considered as
the most characteristic feature of nonstandard extensions when compared with
continuous extensions of functions in compactifications or topological comple-
tions, where equality may be reached at limit points only (see [6]). So we should
reasonably postulate this property, together with preservation of characteristic
functions.
With this in mind, in the following definition we assume that “composition
and diagonal are preserved”:
Definition 1.1 A superset ∗X of the set X is a functional extension of X if to
every function f : X → X is associated a distinguished extension ∗f : ∗X → ∗X
in such a way that the following conditions are fulfilled, for all f, g : X → X
and all ξ ∈ ∗X :
(comp) ∗g(∗f(ξ)) = ∗(g ◦ f)(ξ),
and
(diag) ∗(χ ◦ (f, g))(ξ) =
{
1 if ∗f(ξ) = ∗g(ξ)
0 otherwise
where χ : X ×X → {0, 1}
is the characteristic function of the diagonal, i.e. χ(x, y) = 1 ⇐⇒ x = y.
The functional extension ∗X of X is directed if
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(dir) for all ξ, η ∈ ∗X there exist f, g : X → X and ζ ∈ ∗X such that ∗f(ζ) = ξ
and ∗g(ζ) = η.
Following the common usage, we call standard the points of X and nonstan-
dard those of ∗X \ X . The adjective “directed” refers to the so called Puritz
order, a preordering of nonstandard models corresponding to the Rudin-Keisler
(pre)ordering of ultrafilters (see [12, 11]):
for ξ, η ∈ ∗X put η ≤P ξ if there exists f : X → X such that η =
∗f(ξ).
Then clearly the property (dir) expresses that the Puritz order ≤P on
∗X is
directed.
We are interested only in directed extensions, but all functional extensions
satisfy various natural “preservation properties”. We begin by considering char-
acteristic functions, so as to define the extensions of subsets and derive their
properties.
Theorem 1.2 Let ∗X be a functional extension of X. Then
(i) if cx : X → X is the constant function with value x ∈ X, then the
extension ∗cx is the constant with value x on
∗X;
(ii) if χA : X → X is the characteristic function of A ⊆ X, then the extension
∗χA is the characteristic function of a superset
∗A of A in ∗X.
(iii) The map ∗ : A 7→ ∗A commutes with binary union, intersection and
complement. Moreover ∗A ∩X = A, hence ∗ is a boolean isomorphism of
P(X) onto a subfield St(∗X) of P(∗X).
Proof. Since c1 = χ ◦ (f, f), the property (diag) implies that
∗c1 is the
constant 1 on ∗X . Any other constant is obtained from c1 by composing with
a suitable transposition, and so (i) follows from (comp).
Moreover χA = χ ◦ (χA, c1), hence
∗χA takes only the values 0 and 1. Since
obviously it maps A to 1, we have (ii).
Let τ be a transposition mapping 0 to some x 6= 0, 1. Then ∗(τ ◦ χB) is 1
exactly on ∗B, and so ∗(χA∩B) =
∗(χ ◦ (χA, τ ◦ χB)) = χ∗A∩∗B. So the map
∗
commutes with binary intersection. Moreover χ ◦ (χA, χX\A) = c0, hence
∗A
and ∗(X \A) give a partition of ∗X . So we have at once that ∗A ∩X = A and
that ∗X \ ∗A = ∗(X \ A). It follows that the map ∗ is a boolean isomorphism,
and (iii) is proved.
✷
Having defined ∗-extensions of sets, the property (diag) gives immediately a
sort of “preservation of equalizers”, which corresponds to another basic idea of
nonstandard analysis, namely that “standard functions behave like germs”:
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Corollary 1.3 Let ∗X be a functional extension of X. Then
{ξ ∈ ∗X | ∗f(ξ) = ∗g(ξ)} = ∗{x ∈ X | f(x) = g(x)}
for all f, g : X → X; or equivalently, for all ξ ∈ ∗X,
∗f(ξ) = ∗g(ξ) ⇐⇒ ∃A ⊆ X. (ξ ∈ ∗A & ∀x ∈ A .f(x) = g(x) ).
✷
It follows from Theorem 1.2 and Corollary 1.3 that ∗X induces a uniquely
determined functional extension ∗A of any subset A ⊆ X . Namely, for f : A→
A, let ∗f : ∗A → ∗A be the restriction to ∗A of ∗g, where g : X → X is any
function whose restriction to A is f .
Notice that the identity map may not be preserved by functional extensions.
If ı : X → X is the identity of X , in the general case one only obtains
∗f(ξ) = ∗f(∗ı(ξ)) = ∗ı(∗f(ξ)) for all f : X → X and all ξ ∈ ∗X .
Thus ∗ı is the identity exactly on those points of ∗X which are reached by some
function ∗f , and all functions ∗f map each nonstandard point ξ to the same point
as ∗ı(ξ). So, when ∗ı is not the identity, the extension ∗X can be considered
“redundant”, in the sense that the extensions of all functions are completely
determined by their restrictions to ∗ı(∗X), and the remaining elements of ∗X are
not attained by any function ∗f . Moreover ∗ı(∗X), equipped with the restrictions
of all ∗fs, becomes a functional extension where the identity is preserved.
Call irredundant a functional extension ∗X of X if the following weakening
of (dir) holds:
for all ξ ∈ ∗X there exist f : X → X and η ∈ ∗X such that ∗f(η) = ξ.
Important and natural preservation properties, concerning ranges, injectivity,
and finite subsets can be derived for irredundant extensions, hence a fortiori for
directed extensions:
Proposition 1.4 Let ∗X be an irredundant functional extension of X. Then,
for all f : X → X and all A ⊆ X
(i) ∗f(∗A) = ∗(f(A)) (in particular ∗f is onto if f is onto);
(ii) if f : X → X is one-one on A, then ∗f is one-one on ∗A.
(iii) Extensions of finite sets are trivial, i.e. A = ∗A whenever A is finite.
Proof. In irredundant extensions ∗ı is the identity. Hence (i) and (ii)
follow from (comp), because (the restriction of) a function is injective (resp.
surjective) if and only if it has a left (resp. right) inverse.
In order to obtain (iii) observe first that ∗χ{1} =
∗(χ ◦ (ı, c1)) is 1 exactly on
1. Hence ∗{1} = {1}, and the same property holds for all singletons, by point
(i). Since ∗ is a boolean isomorphism, all of (iii) follows.
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✷In order to make an effective use of nonstandard models, it is always assumed
by nonstandard analysts that all and only infinite sets are indeed extended, i.e.
A = ∗A if and only if A is finite. We shall not need this assumption, but
all properties of Proposition 1.4 are valid in any nonstandard model. So we
have in mind essentially only irredundant extensions. We have not postulated
irredundancy in Definition 1.1 because this condition is still too weak to obtain
fully nonstandard extensions. To this aim we have isolated in the Introduction
the stronger property (dir) that “every pair of points is dominated by some
point”.
Remark that all the properties stated in Theorem 1.2 and its corollaries, as
well as the defining properties (comp) and (diag), are particular (and perspic-
uous) cases of the Transfer Principle. On the other hand, this seems prima
facie not to apply to the condition (dir), whose straightforward formalization
is second-order. On the contrary, a strong uniform version of directedness can
be obtained as an instance of transfer. Namely one can compose any bijective
function δ : X → X ×X with the ordinary projections πi : X ×X → X , so as
to obtain “unary projections” p1, p2 : X → X such that
for all x, y ∈ X there is a unique z ∈ X such that p1(z) = x, p2(z) = y.
Then by Transfer one obtains the following strengthening of (dir):
for all ξ, η ∈ ∗X there is a unique ζ ∈ ∗X such that ∗p1(ζ) = ξ,
∗p2(ζ) = η.
So, if we want a full Transfer Principle in our functional extensions, then not
only irredundancy, but also directedness has to hold at the end. On the other
hand, the very point of this paper is the remarkable fact that we shall prove in
the next section:
• by combining the sole property (dir) with the simple, natural conditions (comp)
and (diag), one forces the strongest Transfer Principle for all first order proper-
ties, thus providing complete elementary extensions.
2 Algebraic characterization of directed func-
tional extensions
We devote this section to a “purely algebraic” proof of the Main Theorem.
Recall that two functions f, g : I → X are equivalent modulo U , where U is
an arbitrary ultrafilter over I, if they agree on some set U ∈ U . The ultrapower
XIU is the set of the equivalence classes modulo U of all functions f : I → X .
We refer to [5] for basic facts about ultrapowers. In the sequel, in dealing with
ultrapowers, we shall adhere to the following notation:
• [f ] ∈ XIU is the equivalence class of the function f : I → X ;
• g : XIU → X
I
U is the interpretation of the function g : X → X in the
ultrapower, i.e. g([f ]) = [g ◦ f ] for all f : I → X ;
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• AI/U ⊆ XIU is the interpretation of A ⊆ X in the ultrapower.
The limit ultrapower XIU |E , where U is an ultrafilter over I and E is a
filter of equivalences on I, is the subset of the ultrapower XIU containing the
U-equivalence classes of all functions f : I → X that induce on I an equivalence
Eq(f) = {(x, y) | f(x) = f(y)}
that belongs to E . (Notice that one can assume w.l.o.g. that each E ∈ E gives
a partition of size not exceeding |X |.)
A celebrated theorem of Keisler’s states that every complete elementary ex-
tension1 of a structure X with universe X is isomorphic to a limit ultrapower
of X (see e.g. Section 6.4 of [5]). We shall obtain the same conclusion from the
much weaker assumption of the three properties (dir), (comp), and (diag).
Starting from a given directed functional extension ∗X of X , we now define
a limit ultrapower XID|E that will result isomorphic to
∗X .
• For α ∈ ∗X put αˇ = {ξ ∈ ∗X | ∃f : X → X s.t. α = ∗f(ξ)}, and
for all ξ ∈ αˇ fix a function fξα : X → X such that
∗fξα(ξ) = α.
• The family {αˇ | α ∈ ∗X} has the finite intersection property, because ∗X
is directed, and so we can extend it to an ultrafilter over ∗X , say V .
• Put I = ∗X ×X . For α ∈ ∗X , define the function
α̂ : I → X by α̂(ξ, x) =
{
fξα(x) if ξ ∈ αˇ
x otherwise
and the corresponding equivalence Eα induced on I by
Eα = Eq(α̂) = {(i, j) ∈ I × I | α̂(i) = α̂(j)}.
• Then Eα ⊆ Eβ ∩Eγ whenever α ∈ βˇ ∩ γˇ, and so the family {Eα | α ∈
∗X}
generates a filter of equivalences on I, say E .
• Let Uξ = {A ⊆ X | ξ ∈
∗A} be the ultrafilter on X generated by ξ,
and let D =
∑
V Uξ be the ultrafilter on I such that
D ∈ D ⇐⇒ {ξ ∈ ∗X | {x ∈ X | (ξ, x) ∈ D} ∈ Uξ} ∈ V .
Then we have
1 I.e. an extension that satisfies the Transfer Principle w.r.t. a language containing all
n-ary relations over X.
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Theorem 2.1 Let ∗X be a directed functional extension of X. Then the map
̂ : ∗X → XI
induces an isomorphism of ∗X onto the limit ultrapower XID|E (as structures
for the language L = {f | f : X → X}).
Proof. First of all we claim that, for all α, β ∈ ∗X and all g : X → X ,
β = ∗g(α) ⇐⇒ [β̂ ] = [g ◦ α̂] (mod D).
Assume β = ∗g(α). Then, for all ξ ∈ αˇ, ∗fξβ(ξ) = (
∗g ◦ ∗fξα)(ξ). Applying
Corollary 1.3 we obtain
{x ∈ X | (g ◦ fξα)(x) = fξβ(x)} = {x ∈ X | g(α̂(ξ, x)) = β̂(ξ, x)} ∈ Uξ
for all ξ ∈ αˇ. Hence {i ∈ I | g ◦ α̂ = β̂} ∈ D, i.e. [β̂ ] = [g ◦ α̂].
Conversely, assume {i ∈ I | g ◦ α̂ = β̂} ∈ D. Then
{ξ ∈ αˇ | {x | g(α̂(ξ, x)) = β̂(ξ, x)} ∈ Uξ} =
{ξ ∈ αˇ | [fξβ ] = [g◦fξα] mod Uξ} = {ξ ∈ αˇ |
∗fξβ(ξ) =
∗g(∗fξα(ξ)} ∈ V .
Therefore β = ∗g(α).
It follows at once that the map ̂ is injective modulo D, and that it preserves
extensions of functions. We prove now that the range of ̂ contains all functions
ϕ : I → X such that Eq(ϕ) ∈ E .
Let ϕ : I → X be such a function. Then there exists α ∈ ∗X such that
Eα ⊆ Eq(ϕ), i.e. ϕ is constant on each equivalence class modulo Eα. Therefore
ϕ is completely determined by its behaviour on a set of representatives, which
may be conveniently chosen as {(α, x) | x ∈ X}.
Put g(x) = ϕ(α, x) and β = ∗g(α). By the above claim we have
β̂(α, x) = ∗̂g(α)(α, x) = (g ◦ α̂)(α, x) = g(x).
Hence ϕ = β̂.
✷
According to the above theorem, any directed functional extension is a limit
ultrapower, that in turn is a complete elementary extension. So we have the
following corollary, which incorporates Keisler’s Theorem:
Corollary 2.2 The following conditions are equivalent for any functional ex-
tension ∗X of X:
1. ∗X is directed;
2. ∗X is a limit ultrapower of X;
3. ∗X can be uniquely expanded to a nonstandard (complete elementary) ex-
tension of X.
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✷In the next section we shall sketch two different proofs, a “topological” and
a “purely logical” one, of the implication (1)⇒ (3) in the above corollary, i.e.
the “logical part” of our Main Theorem. To be sure, in order to completely
prove Corollary 2.2, either of these proofs has to be combined with Keisler’s
Theorem.
3 Concluding remarks
We conclude this paper by outlining two different approaches, a “topological”
and a “purely logical” approach. Each of them can provide a proof that directed
functional extensions are complete elementary extensions.
3.1 The Star topology of directed functional extensions
We pointed out in the Introduction that this paper has been inspired by the
topological approach to nonstandard models presented in [6], where the ex-
tended functions ∗f are taken continuous (and ∗A is the closure in ∗X of A ⊆ X).
However, while in the case of the Hausdorff extensions of [3], the topology
uniquely determines the extension, on the contrary, in the general case it seems
that the “algebraic” properties of the map ∗ are responsible for the topology,
rather than vice versa. Let us report the following definition from [6]:
Definition 3.1 A T1 topological space
∗X is a topological extension of X if
• X is a dense subspace of ∗X, and
• to every function f : X → X is associated a distinguished continuous
extension
∗f : ∗X → ∗X in such a way that
(c) ∗g ◦ ∗f = ∗(g ◦ f) for all f, g : X → X, and
(i) if f(x) = x for all x ∈ A ⊆ X, then ∗f(ξ) = ξ for all ξ ∈ A.
• The topological extension ∗X is analytic if, for all f, g : X → X,
(d) f(x) 6= g(x) for all x ∈ X =⇒ ∗f(ξ) 6= ∗g(ξ) for all ξ ∈ ∗X.
• The topological extension ∗X is coherent if
(f) for all ξ, η ∈ ∗X there exist functions p, q : X → X and a point ζ ∈ ∗X
such that ∗p(ζ) = ξ and ∗q(ζ) = η.
It is easily seen that (i) and (d) follow from (diag). So all properties (cidf) of
the above definition hold in any directed functional extension. As a matter of
fact, it is this definition that suggested the defining properties (comp, diag, dir)
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assumed in this paper. So it seems natural to look for a topology that turns
any directed functional extension into a coherent analytic extension.
In fact this task has been accomplished already in [6], where it is shown how
to put on every nonstandard model ∗X a natural topology, named Star-topology,
that makes all functions ∗f continuous. The closed sets of this topology are the
arbitrary intersections of sets of the form
E(~f ; ~η) = E(f1, . . . , fn; η1, . . . , ηn) = {ξ ∈
∗X | ∃i ∈ {1, . . . , n} . ∗fi(ξ) = ηi, }
for all n-tuples of functions fi : X → X , and of points ηi ∈
∗X .
It is easily seen that the Star-topology is the coarsest T1 topology on
∗X
that makes all functions ∗f continuous, and in fact we have
Theorem 3.2 Every directed functional extension ∗X of X, when endowed
with the Star-topology, becomes a coherent analytic topological extension of X.
Proof. We have already remarked that the properties (cidf) are deriv-
able from (comp, diag, dir). So we have only to prove that X is dense in ∗X
w.r.t. the Star-topology. Assume that X ⊆ E(~f, ~η). Since only nonstandard el-
ements can be mapped to nonstandard elements by functions ∗f , we may assume
w.l.o.g. that ηi = yi ∈ X for i = 1, . . . , n.
Then
E(~f, ~y) =
⋃
i
∗f−1i (yi) =
⋃
i
∗(f−1i (yi)) =
∗(
⋃
i
f−1i (yi)).
It follows that X = E(~f, ~y) ∩X =
⋃
i f
−1
i (yi), and so
∗X = E(~f, ~y) = X .
✷
Now Theorem 5.5 of [6] states that all coherent analytic extensions are com-
plete elementary extensions. Thus, if we had been ready to accept the full
topological machinery of [6], we could have obtained Theorem 2.1 by combining
the above theorem with Keisler’s Theorem. But the aim of this paper is rather
that of showing that few clear, natural, purely algebraic conditions are all what
is needed to obtain limit ultrapowers, hence full nonstandard models.
3.2 An inductive logical proof
The very reason for considering only unary functions in the definition of func-
tional extensions is the fact that the properties (comp, diag, acc) together allow
for a unique unambiguous definition of the extension ∗ϕ of any n-ary function
ϕ : Xn → X , in a simple “parametric” way.
Theorem 3.3 Let ∗X be an directed functional extension of X. Then there is
a unique way of assigning an extension ∗ϕ to every n-ary function ϕ : Xn → X
so as to preserve all compositions,2 namely
∗ϕ(ξ1, . . . , ξn) =
∗(ϕ ◦ (f1, . . . , fn))(ζ),
2 i.e. for all all m,n ≥ 1, all ϕ : Xn → X, and all ψ1, . . . , ψn : Xm → X,
∗ϕ ◦ (∗ψ1, . . . ,
∗ψn) =
∗(ϕ ◦ (ψ1, . . . , ψn)).
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where fi : X → X and ζ ∈
∗X are such that ∗fi(ζ) = ξi for i = 1, . . . , n.
Proof. We can easily generalize the property (dir) and prove by induction
on n that, for all ξ1, . . . , ξn ∈
∗X there exist f1, . . . , fn : X → X and ζ ∈
∗X
such that ∗fi(ζ) = ξi for i = 1, . . . , n.
When the extensions of n-ary functions preserve compositions, the equality
∗ϕ(ξ1, . . . , ξn) =
∗(ϕ ◦ (p1, . . . , pn))(ζ)
has to hold whenever ξ1, . . . , ξn, f1, . . . , fn, and ζ satisfy the above conditions.
Therefore the extensions of unary functions completely determine those of all
n-ary functions.
We are left with the task of showing that this definition is independent of
the choice of the functions fi and of the point ζ. Thus one has to prove
∗(ϕ ◦ (f1, . . . , fn))(ξ) =
∗(ϕ ◦ (g1, . . . , gn))(η)
for all ϕ : Xn → X , provided f1, . . . , fn, g1, . . . , gn : X → X and ξ, η ∈
∗X
satisfy ∗fi(ξ) =
∗gi(η) for i = 1, . . . , n.
Taking a point ζ such that ∗p1(ζ) = ξ and
∗p2(ζ) = η, we can assume
w.l.o.g. that ξ = η = ζ. Then, applying Corollary 1.3, we get
{ξ ∈ ∗X | ∗(ϕ ◦ (f1, . . . , fn))(ξ) =
∗(ϕ ◦ (g1, . . . , gn))(ξ)} =
∗{x ∈ X | (ϕ ◦ (f1, . . . , fn))(x) = (ϕ ◦ (g1, . . . , gn))(x)} ⊇⋂
1≤i≤n
∗{x ∈ X | fi(x) = gi(x)} =
⋂
1≤i≤n{ξ ∈
∗X | ∗fi(ξ) =
∗gi(ξ)},
and the proof is complete.
✷
By using the characteristic functions in n variables one can assign an ex-
tension ∗R also to each n-ary relation R on X . In this way, given a complete
first order structure X = 〈X ;Ri , i ∈ I;Fj , j ∈ J〉 and a directed functional
extension ∗X of its universe, one produces a similar structure ∗X = 〈∗X ; ∗Ri , i ∈
I; ∗Fj , j ∈ J〉 with universe
∗X .
Now, in order to obtain a “logical” proof that X is an elementary substructure
of ∗X, one should prove, for every formula Φ, that
∀x1, . . . , xn ∈ X.
∗
X |= Φ[x1, . . . , xn] ⇐⇒ X |= Φ[x1, . . . , xn].
The atomic case being dealt with in Theorem 3.3, one could proceed, as
usual, by induction on the complexity of the formula Φ. But developing the
details of such an inductive proof lies outside the scope of this paper.
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