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Abstract
In recent years, content recommendation systems in large
websites (or content providers) capture an increased focus.
While the type of content varies, e.g. movies, articles, mu-
sic, advertisements, etc., the high level problem remains the
same. Based on knowledge obtained so far on the user, rec-
ommend the most desired content. In this paper we present
a method to handle the well known user-cold-start problem
in recommendation systems. In this scenario, a recommen-
dation system encounters a new user and the objective is to
present items as relevant as possible with the hope of keep-
ing the user’s session as long as possible. We formulate an
optimization problem aimed to maximize the length of this
initial session, as this is believed to be the key to have the
user come back and perhaps register to the system. In partic-
ular, our model captures the fact that a single round with low
quality recommendation is likely to terminate the session. In
such a case, we do not proceed to the next round as the user
leaves the system, possibly never to seen again. We denote
this phenomenon a One-Shot Session. Our optimization prob-
lem is formulated as an MDP where the action space is of a
combinatorial nature as we recommend in each round, mul-
tiple items. This huge action space presents a computational
challenge making the straightforward solution intractable. We
analyze the structure of the MDP to prove monotone and sub-
modular like properties that allow a computationally efficient
solution via a method denoted by Greedy Value Iteration (G-
VI).
1 Introduction
In the user cold-start problem a new user is introduced to a
recommendation system. Here, the system often has little to
no information about this new user and must provide rea-
sonable recommendation nonetheless. A good recommen-
dation system must on one hand provide quality (initially
based on item popularity) recommendations to such users
in order to keep them engaged, and on the other hand learn
the new users’ personal preferences as quickly as possible.
The initial session of a user with a recommendation system
is critical as in it, the user decides whether to terminate the
session, and possibly never return, as opposed to registering
to the site or becoming a regular visitor of the system. We
refer to this phenomenon as that of a one-shot session. This
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brings emphasis on the need to obtain guarantees not only
for a long horizon but also for a very short one.
The one-shot session framework leads to a highly natural
objective: Maximize the session length, i.e. the number of
items consumed by the user until terminating the session.
Indeed, the longer the user engages with the system the more
likely she is to register and become a regular user. Our focus
is on recommendation systems in which we present multiple
items in each round. The user will either choose a single
item and proceed to the next round, or choose to terminate
the session. The property of having multiple items allows
us to learn about the user’s preferences based on the items
chosen, versus those that were skipped.
A typical session length is quite short as it consists of a
handful of rounds. This translates to us having very few data
to learn from in order to personalize our recommendations.
Due to the limited amount of information we are forced to
restrict ourselves to a very simple model. For this reason
we take a similar approach to that in (Agrawal, Teneket-
zis, and Anantharam 1989; Salomon and Audibert 2011;
Maillard and Mannor 2014) and assume that each user be-
longs to one of a fixed number of M user types (in the
mentioned works these were called user clusters), such as
man/woman, low/high income, or latent types based on
previously observed sessions. The simplicity of the model
translates into M being a small integer. We assume that the
model associated with each of the M user types is known1.
That is, for any k-tuple of items, the probability of each of
the items to be chosen, and the probability of the session ter-
minating given the user type is known. We emphasize the
fact that a complete recommendation system will start with
the simple model with M being a small constant, and for
users that are ‘hooked’, i.e. remain for a long period / regis-
ter, we may move to a more complex model where for exam-
ple a user is represented by a high dimensional vector. We do
not discuss the latter more complex system, aimed for users
with a long history, as it is outside the scope of our paper.
The problem we face can be formulated as a Markov
Decision Problem (MPD; (Bertsekas and Tsitsiklis 1995;
Sutton and Barto 1998)). In each round the state is a dis-
1Learning the correct model for a user type can be done for
example from data collected from different users whose identity is
known. In either case this can be handled independently hence we
do not deal with this issue
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tribution over [M ] reflecting our knowledge about the user.
We choose an action consisting of k different items from the
item set L. The user either terminates the session, leading to
the end of the game or chooses an item, moving us to a dif-
ferent state as we gained some knowledge as to her identity.
Notice that any available context, e.g. time of day, gender,
or basic information available to us can be used in order to
set the initial state. The formulated MDP can be solved in
order to obtain the optimal strategy; the computational cost
scales as the size of the action space and the state space.
Since M is restricted to be small, the size of the state space
does not present a real challenge. However, the action space
has a size of |L|k which is typically huge. The number of
available items can be in the hundreds if not thousands and
a system presenting even a handful of items will have for
the very least billions of possible actions. For this reason we
seek a solution that scales relatively to k|L| rather than |L|k.
To this end we require an additional mild assumption, that
can be viewed as a quantitive extension of the irrelevant al-
ternatives axiom (see Section 4). With this assumption we
are able to provide a solution (Section 5) based on a greedy
approach that scales as k|L| and has a constant competitive
ratio with the computationally unbounded counterpart. The
main component of the proof is an analysis showing that the
sub-modularity and monotonicity of the immediate reward
in a round translates into monotone and sub-modular-like
properties of the so called Q-function in a modified value it-
eration procedure we denote by Greedy Value Iterations (G-
VI). Given these properties we are able to show, via an easy
adaptation of the tools provided in (Nemhauser, Wolsey, and
Fisher 1978) for dealing with submodular monotone func-
tions, that the greedy approach emits a constant approxima-
tion guarantee. We emphasize that in general, a monotone
submodular reward function does not in any way translate
into a monotone submodularQ function, and we exploit spe-
cific properties of our model in order to prove our results; to
demonstrate this we show in Appendix G an example for
a monotone submodular immediate reward function with a
corresponding Q function that is neither monotone nor sub-
modular. We complement the theoretical guarantees of our
solution in Section 6 with experimental results on synthetic
data showing that in practice, our algorithm has performance
almost identical to that of the computationally unbounded
algorithm.
2 Related Work
Many previous papers provide adaptive algorithms for man-
aging a recommendation system, yet to the best of our
knowledge, non of them deal with one-shot sessions. The
tools used include Multi-armed Bandits (Radlinski, Klein-
berg, and Joachims 2008), Multi-armed bandits with sub-
modularity, (Yue and Guestrin 2011), MDPs (Shani, Heck-
erman, and Brafman 2005), and more. A common property
shared by these results is the assumption of an infinite hori-
zon. Specifically, a poor recommendation given in one round
cannot cause the termination of the session, as in one-shot
sessions, but only result in a small reward in the same single
round. This crucial difference in the ‘cost’ of a single bad
round in the setups of these papers versus ours is very likely
to cause these methods to fail in our setup. A paper that par-
tially avoids this drawback is by (Deshpande and Montanari
2012), where other than a guarantee for an infinite horizon
the authors provide a multiplicative approximation to the op-
timal strategy at all times. A notable difference between our
setup is the fact that the recommendations there consist of a
single item rather than multiple items as required here. This,
along with the somewhat vague connection to our one-shot
session setup exclude their methods from being a possible
solution to our problem.
Our work can be casted as a Partially Observable
MDP (POMDP; (Kaelbling, Littman, and Cassandra 1998)),
where the agent only has partial (sometimes stochastic)
knowledge over the current state. Our problem stated as a
POMDP instance admitsM+1 states, one for each user type
and an additional state reflecting the session end. The bene-
fit of such an approach is the ability to significantly reduce
the size of the state space, from exp(M) potentially down
to M + 1. Nevertheless, we did not chose this approach as
the gain is rather insignificant due to M being a small con-
stant, while the inherent complication to the analysis and al-
gorithm make it difficult to deal with the large action space,
forming the main challenge in our setting. Recently, (Sat-
sangi, Whiteson, and Oliehoek 2015) presented a result deal-
ing with a combinatorial action space in a POMDP frame-
work, when designing a dynamic sensor selection algorithm.
They analyze a specific reward function that is affected only
by the level of uncertainty of the current state, thereby push-
ing towards a variant of pure exploration. The specific prop-
erties of their reward function and MDP translate into a
monotone and submodular Q-function. These properties are
not present in our setup, in particular due to the fact that
a session may terminate, hence the methods cannot be ap-
plied. Furthermore, our greedy VI variant is slightly more
complex than the counterpart in (Satsangi, Whiteson, and
Oliehoek 2015) as it is tailored to ensure the (approximate)
monotonicity of Q; this is an issue that was not encountered
in the problem setup of (Satsangi, Whiteson, and Oliehoek
2015).
Another area which is related to our work is that of “Com-
binatorial Multi Armed Bandits” setup (C-MAB; see (Chen,
Wang, and Yuan 2013) and references within). Here, sim-
ilarly to our setup, in each round the set of actions avail-
able to us can be described as subsets of a set of options
(denoted by arms in the C-MAB literature). These methods
cannot directly be applied to our setting due to the infinite
horizon property mentioned above. Furthermore, the meth-
ods given there that help deal with the combinatorial nature
of the problem cannot be applied in our setting since the
majority of our efforts lie in characterizing properties of the
Q-function; an object that has no meaning in MAB settings
but only in MDPs.
3 Problem Formulation
In this section we provide the formal definition of our prob-
lem. We first provide the definition of a Markov Decision
Process (MDP). We continue to describe our setup and its
different notations, and then formulate it as an MDP.
Markov Decision Processes
An MDP is defined by a tuple 〈X,U, P,R〉where X is a state
space, U is a set of actions, P is a mapping from state-action
pairs to a probability distribution over the next-states, and R
is a mapping from the state-action-next-state to the reward.
The MDP defines a process of rounds. In each round t we
are at a state c ∈ X and must choose an action from U. Ac-
cording to our action, the following state and the reward rt
are determined according to P,R. The objective of an MDP
is to maximize the cumulative sum of rewards with a future
discount of γ < 1, i.e.
∑∞
t=0 γ
tR(ct, wt), where wt is the
action taken at time t, ct is the state at time t, and R(ct, wt)
is the expected reward given the action-state pair. For this
objective we seek a policy pi mapping each state to an ac-
tion. The objective of planing in an MDP is to find a policy
pi maximizing the value function
V pi(c) , E
[ ∞∑
t=0
γtR
(
ct, pi
(
ct
))∣∣∣∣∣ c0 = c, pi
]
,
where the value of V pi(c) is the long-term accumulated re-
ward obtained by following the policy pi, starting in state
c. We denote the optimal value function by V ∗(c) =
suppi V
pi(c). A policy pi∗ is optimal if its corresponding
value function is V ∗ (see (Bertsekas and Tsitsiklis 1995) for
details).
The Bellman’s operator (or DP operator) maps a function
V : X → R+ (where R+ is the set of non-negative reals) to
another function (TV ) : X→ R+ and is defined as follows.
(TV )(c) = max
w∈U
∑
c′
(R(c, w, c′) + γV (c′))P (c′|c, w),
(1)
where c and c′ denote the current and next state, respec-
tively.
Under mild conditions, the equation V (c) = (TV )(c) is
known to have a unique solution which is the fixed point of
the equation and equals to V ∗. A known method for finding
V ∗ is the Value Iteration (VI; (Bertsekas and Tsitsiklis 1995;
Sutton and Barto 1998)) algorithm which is defined by ap-
plying The DP operator (1) repeatedly on an initial function
V 0 (e.g. the constant function mapping all states to zero).
More precisely, applying (1) t times on V 0 yields V t ,
TtV 0 and the VI method consists of estimating limt→∞ V t.
The VI algorithm is known to converge to V ∗(c). How-
ever, computational difficulties arise for large state and ac-
tion spaces.
Notations
Let us first formally define the rounds of the user-system
interaction and our objective. When a new user arrives to
the system (e.g., content provider) we begin a session. At
each round, we present the user a subset of up to k items
from the set of available items L. The user either terminates
the session, in which case the session ends, or chooses a
single item from the set, in which case we continue to the
next round. The reward is either r = 1 if the user chose an
item2 or r = 0 otherwise. Following a common framework
for MDPs, our objective is to maximize the sum of rewards
with future rewards discounted by a factor of γ. That is, by
denoting rt the reward of round t and T the random variable
(or random time) describing the total number of rounds, we
aim to maximize
E
[
T−1∑
t=0
γtrt
]
. (2)
The reason for considering γ < 1 is the fact that the dif-
ference between a session of say length 10 and length 5 is
not the same as that of length 6 and 1. Indeed in the user
cold-start problem one can think of a model where every ad-
ditional item observed by the user increases the probability
of her registering, yet this function is not linear but rather
monotone increasing and concave.
We continue to describe the modeling of users. Recall that
users are assumed to characterized by one of the members
of the set [M ]. Our input contains for every set w ⊆ L of
items, every user type m ∈ [M ], and any item ` ∈ w the
probability p(`|m,w) of the user of type m choosing item `
when presented the set w. In the session dynamics described
above we maintain at all times a belief regarding the user
type, denoted by3 c ∈ ∆M , with ∆M being the set of dis-
tributions over [M ]. Notice that given the distribution c we
may compute for every set w and item ` ∈ w the probability
of the user choosing item `. We denote this probability by
p(`|c, w) =
∑
m∈[M ]
c(m) · p(`|m,w)
Assume now that at round t, our belief state is ct = c, we
presented the user a set of itemsw, and the user chose item `.
The following observation provides the posterior probability
ct+1 also denoted by c′`,w,c. The proof is based on the Bayes
rule; as it is quite simple we defer it to Appendix A in the
supplementary material.
Observation 1 The vector c′`,w,c is the posterior type-
probability for a prior c, action w and a chosen item `. This
probability is obtained by
c′`,w,c(m
′) =
p(`|m′, w)c(m′)
p(`|c, w) . (3)
Formulating the Problem as an MDP
We formulate our problem as an MDP as follows. The state
space X is defined as ∆M ∪ {c∅} where c∅ denotes the ter-
mination state. The action space U consists of all subsets
w ⊆ L of cardinality |w| ≤ k. The reward function R de-
pends only on the target state and is defined as 1 for any
c ∈ ∆M and zero for c∅. As a result of Observation 1, we
are able to define the transition function P :
P (c′|c, w) =

∑
`∈L(c′,c,w)
p(`|c, w) L(c′, c, w) 6= ∅
0 L(c′, c, w) = ∅
,
2It is an easy task to extend our results to a setting where differ-
ent items incur different rewards. For simplicity however we keep
it simple and assume equality between items, in terms of rewards.
3Eventually we consider a discretization of the simplex, but for
clarity we discuss this issue only at a later stage.
where the set L(c′, c, w) is defined as{
`
∣∣∣∣ ∀m′, c′(m′) = p(`|m′, w)c(m′)∑
m∈M p(`|m,w)c(m))
}
that is the set containing ` ∈ L such that (3) is satis-
fied. The final missing definition to the transition function
is the probability to move to the termination state, denoted
by c∅, defining the session end. For it, P (c∅|c, w) = 1 −∑
`∈w p(`|c, w).
4 User Modeling Assumptions
In order to obtain our theoretical guarantees we use assump-
tions regarding the user behavior. Specifically, we assume a
certain structure in the function mapping a item set w and a
item ` ∈ w to the probability that a user of type m (any m)
will choose the item ` when presented with the item set w.
To assess the validity of the below assumption consider an
example standard model4 where each item ` in w (and the
empty item) has a positive value µ` for the user and the cho-
sen item is drawn with probability proportional to µ`. We
note that the below assumptions hold for this model.
The first assumption essentially states that at all states
there is a constant, bounded away from zero, probability to
reach the termination state. In our setup this translates into
an assumption that even given knowledge of the user type,
the probability of the user ending the session remains non-
zero. Needless to say this is a highly practical assumption.
Assumption 1 For a constant B > 1, any set of content
items w ∈ Li where i ≤ k, any types vector c ∈ ∆M and a
content item ` ∈ L, it holds that∑
`∈L
p(`|c, w) ≤ 1
B
.
In what follows, our approximation guarantee will depend
onB, that is on how much the best-case-scenario probability
of ending a session is bounded away from zero. The second
assumption assert independence between the probabilities of
choosing different content items.
Assumption 2 For every m ∈ M , a set of content items w
and a content item `′ 6∈ w it holds that
p(`|m,w) = p(`|m,w∪`′)+p(`′|m,w∪`′)p(`|m,w). (4)
The above assumption is related to the independence of
irrelevant alternatives axiom (IIA) (Saari 2001) of decision
theory, stating that “If A is preferred to B out of the choice
set {A,B}, introducing a third option X , expanding the
choice set to {A,B,X}, must not make B preferable to A”.
Our assumption is simply a quantitive version of the above.
5 Approximation Of the Value Function
In this section we develop a computationally efficient ap-
proximation of the value function for the setup described
above. We begin with dealing with the action space, and
later we also take into consideration the continuity of the
state space.
4An example for where this modeling is implicitly made is in
the setting of a Multinomial Logistic Regression.
Addressing the Largeness of the Action Space by
Sub-modularity
In this section we provide a greedy approach dealing with
the large action space, leading to a running time scaling as
O(k|L| + |X|). For clarity we ignore the fact that X is infi-
nite and defer its discretization to the Section 5. The outline
of the section is as follows: We first mention that the im-
mediate reward function, when viewed as a function of the
action, is monotone and submodular. Next, we define a mod-
ified value-iteration procedure we denote by greedy value it-
eration (G-VI), resulting in a sequence of approximate value
function V t andQ-functionsQt, obtained in the iterations of
the procedure. We show that these Qt functions are approx-
imately monotone and approximately submodular and that
for functions with these approximate monotone-submodular
properties, the greedy approach provides a constant approx-
imation for maximization; we are not aware of papers us-
ing the exact same definitions for approximate monotonicity
and submodularity yet we do not consider this contribution
as major since the proofs regarding the greedy approach are
straightforward given existing literature. Finally, we tie the
results together and obtain an approximation of the true Q
function, as required.
Since it is mainly technical and due to space limitations,
we defer the proof that the reward function is monotone and
submodular to Appendix B. We now turn to describe the pro-
cess G-VI. We start by defining our approximate maximum
operator
Definition 2 LetL be a set, f : L→ R, and let 0 ≤ k ≤ |L|
be an integer. We denote by Lk the set of subsets of L of
size k. The operators
g
max, arg
g
max (the superscript “g” for
greedy) are defined as follows
g
maxw∈L0f(w) = f(∅), arg gmaxw∈L0f(w) = ∅,
g
maxw∈Lk+1f(w) = max
`∈L
f(arg
g
maxw′∈Lkf(w
′) ∪ {`}),
arg
g
maxw∈Lk+1f(w) = arg
g
maxw∈Lkf(w)∪
arg max
`∈L
f
(
arg
g
maxw∈Lkf(w) ∪ {`}
)
.
Informally, the
g
max operator maximizes the value of a func-
tion f over subsets of restricted size by greedily adding el-
ements to a subset in a way that maximizes f . For a value
function V we define the Q function as
QV (w
′, c) =
∑
`∈L
p(`|c, w′)(1 + γV (c′`,w′,c)) (5)
When it is clear from context which V is referred to, we
omit the subscript of it. Recall that the standard DP opera-
tor is defined as (TV ) (c) = maxw∈Lk Q(w, c). Using our
greedy-based approximate max we define two greedy-based
approximate DP operator. The first is denoted as the simple-
greedy approach where
(TsimplegreedyV )(c) =
g
maxwQ(w, c) (6)
As it turns out, the simple-greedy approach does not nec-
essarily converge to a quality value function. In particu-
lar, the Q function obtained by it does not emit necessary
monotone-submodular-like qualities that we require for our
analysis. We hence define the second DP operator we call
the greedy operator.
Definition 3 For a function V : X → R+ we define
(TgreedyV ) (c) = max
w∈G
QV (w, c) (7)
where the setG is defined in the following statement,
G = {w|∃c ∈ X s.t w = arg gmaxw′∈LkQ(w′, c)},
In words, we take advantage of the fact that the number of
states is small (as opposed to the number of actions) and
use the
g
max operator not to associate actions with states
but rather to reduce the number of actions to be at most
the same as the number of states. We then choose the actual
arg max for each state, from the small subset of actions. No-
tice that the compositional complexity of the Tgreedy opera-
tor is O(k|L| + |X|), as opposed to O(k|L|) as the Tsimplegreedy
operator. In Appendix 6 , we explore whether there is a
need for the further complication involved with using Tgreedy
rather than Tsimplegreedy, or whether its use is needed only for the
analysis. We show that in simulations, the system using the
Tgreedy operator significantly outperforms that using the sim-
pler Tsimplegreedy operator.
Recall that the value iteration (VI) procedure consists of
starting with an initial value function, commonly the zero
function, then performing the T operator on V multiple
times until convergence. Our G-VI process is essentially the
same, but with the Tgreedy operator. Specifically, we initial-
ize V to be the zero function and analyze the properties of
TtgreedyV for t > 0. In our analysis we manage to tie the value
of TtgreedyV computed w.r.t. a decay value γ (Equation (5)),
to the value of TtV , the true VI procedure, computed w.r.t. a
decay value of γ′ with γ′ ≈ 0.63γ. To dispaly our result we
denote by Ttγ′V the iterated DP operator done on V w.r.t.
decay value γ′. The proof is given in Appendix C .
Theorem 4 Let γ > 0. Under Assumptions 1 and 2, for
B ≥ 2, zero initiation of the value function (namely, V = 0)
and for any t ≥ 1, it is obtained that(
TtgreedyV
)
(c) ≤ (TtV )(c) (8)
β
(
(TtβγV )(c)− Ωt,c
) ≤ (TtgreedyV )(c) (9)
with β = 1− 1/e ≈ 0.63,
Ωt,c ,
t−1∑
i=0
(βγρ(c))
i
(k − 1)θ(c),
ρ(c) , max
w∈Lk
∑
m∈M
c(m)
∑
`∈L
P (`|m,w),
and
θ(c) , max
`′∈L,w∈Lk∑
m∈M
c(m)P (`′|m,w ∪ `′)
∑
`∈L
P (`|m,w) γ
B − γ
(10)
To better understand the meaning of the above expression
we estimate the value of Ωt,c for the initial state c in reason-
able settings. Specifically, we would like estimate
λ , Ωt,c
(TtβγV )(c)
.
In cases where λ is a small constant we get a constant mul-
tiplicative approximation of the value function obtained via
the optimal, computationally inefficient maximization.
In the supplementary material (Lemma 19) we provide the
bound
λ =
Ωt,c
(TtβγV )(c)
≤ (k − 1)θ¯(c)
ρ(c)
The proof is purely technical. Notice that ρ(c) is in fact the
probability of the user, given the state c and us choosing the
best possible action, choosing a link rather than terminat-
ing the session. Assuming a large number of content items
(compared to k) it is most likely that for every type m ∈M
there are much more than k favorable items. This informally
means that either the probability of choosing any item `
among a set w is roughly ρ(c)/k or w is a poor choice of
links and the probability of ending the session when present-
ing w is significantly lower than ρ(c). It is thus reasonable
to assume that
(k − 1)θ(c) . ρ(c)2 γ
(B − γ) .
Hence
λ . ρ(c)γ
(B − γ) ≤
γ
B(B − γ)
For example, for B = 2 and γ = 0.75. Then we have
λ ≤ 0.3, hence 0.44(TtβγV )(c) ≤ (TtgreedyV )(c), meaning
we get a multiplicative 0.44 approximation compared to the
optimal operator with γ′ ≈ 0.47.
Addressing Both The Continuity of State Space
and The Largeness of the Action Space
Recall that the state space of our model is continuous. As our
approach requires scanning the state space we present here
an analysis of our approach taken over a discretized state
space. That is, rather than working over ∆M (the entire M
dimensional simplex) our finite state space X is taken to be
an -net, w.r.t. the L1-norm, over ∆M .
As before, the value iteration we suggest takes the greedy
approach where the only difference is in the definition of the
Q-function.
Definition 5 The Qgd-function, based on a function
V t−1gd (c) mapping a state to a value is defined as follows:
Qtgd(w, c) =
∑
`∈L
p(`|c, w)(1 + γV t−1gd (ĉ′`,w,c)). (11)
where ĉ′`,w,c is defined as the closest point in X to c
′
`,w,c.
Analogically to before, we define the Tgd operator over a
value function Vgd as
V tgd(c) = (TgdV
t−1
gd )(c) = maxw∈G
Qgd(w, c) (12)
with G being defined w.r.t. the finite state set X. In Ap-
pendix E we prove the following theorem, giving the analy-
sis of the above value iteration procedure.
Theorem 6 Under Assumptions 1 and 2, for B ≥ 2, zero
initiation of the value function (namely, V = 0), a state
space formed via an L1 -net, and for any t ≥ 1 we have(
TtgdV
)
(c) ≤ (TtV )(c) +O()
β
(
(TtβγV )(c)− Ωt,c(1 +O())
) ≤ (TtgdV )(c)
where β,Ωt,c are the same as in Theorem 4.
For sufficiently small  = Ω(1), the result is essentially
the same as that in Section 5.
6 Experiments 5
In this section we investigate numerically the algorithms
suggested in Section 5. We examine four types of CP poli-
cies:
1. Random policy, where the CP provides a (uniformly)
random set of content items at each round.
2. Regular DP operator policy, namely T as in (1), in
which the maximum is computed exactly. The computa-
tional complexity of each iteration of the VI with the original
DP operator is of order of O(|X||L|K).
3. Greedy Operator policy, namely following theTgd oper-
ator as in (12). In this case the computational complexity of
each iteration of the G-VI is of order of O(|X||L|K+ |X|2).
4. Simple Greedy CP, namely following the Tsimplegreedy opera-
tor as in (6). No theoretical guarantees are provided for this
CP, but since its computational complexity of each iteration
of the VI is of order of O(|X||L|K) and its similarity to the
greedy CP, we are interested in its performances.
We conducted our experiments on synthetic data. The
users’ policy implemented the following model relating the
scores to the users’ choice,
P (`|m,w) = `m∑
`′∈w `′m + pm
,
where `m is a score expressing the subjective value of item
` for users of type m and where pm expresses the tendency
of user of a type m to terminate the session. It is easy to
verify that for pm large enough compared to the scores, As-
sumption 1 holds, and that Assumption 2 holds for any value
assigned to `m and pm.
For the experiments, we considered the case of M = 4,
|L| = 13, k = 3 and γ = 1. The scores were chosen as
follows: For all types, the termination score was pm = 0.5.
Four items were chosen i.i.d. uniformly at random from the
interval [0, 0.6]. The remaining 8 items where chosen such
that for each user type, 2 items are uniformly distributed in
[0.5, 1] (strongly related to this type), while the other 6 are
drawn uniformly from [0, 0.5]. We repeated the experiment
500 times, where for each repetition a different set of scores
was generated and 100, 000 sessions were generated (a total
of 50M sessions).
In Figure 1 we present the average session length un-
der the optimal, greedy and simple greedy CPs for differ-
ent numbers of iterations executed for computing the Value
5Additional experiments are provided in Section F of the sup-
plementary material.
function. The average length that was achieved by the ran-
dom CP is 1.3741, much lower than that of the other meth-
ods. The standard deviation is smaller that 10−3 in all of our
measures. As shown in Figure 1, the extra comparison step
in the greedy CP compared to the simple greedy CP substan-
tially improves the performance.
1 2 3 4 5 6 7 8 9 10
2.3
2.35
2.4
2.45
2.5
2.55
2.6
Optimal
Greedy
Simple Greedy
Figure 1: Average session length under the optimal, greedy
and simple greedy (y-axis) CPs vs. number of iterations of
the related VI computation (x-axis). The average length of
the random CP is 1.3741 (not shown).
7 Discussion and Conclusions
In this work we developed a new framework for analyzing
recommendation systems using the MDP framework. The
main contribution is two-fold. First, we provide a model for
the user-cold start problem with one-shot sessions, where a
single round with low quality recommendations may end the
session entirely. We formulate a problem where the objec-
tive is to maximize the session length 6. Second, we suggest
a greedy algorithm overcoming the computational hardship
involved with the combinatorial action space present in rec-
ommendation system that recommend several item at a time.
The effectiveness of our theoretical results is demonstrated
with experiments on synthetic data, where we see that our
method performs practically as well as the computationally
unbounded one.
As future work we plan to generalize our techniques for
dealing with the combinatorial action space to setups other
than the user-cold start problem, and aim to characterize
the conditions in which the Q function is (approximately)
monotone and submodular. In particular we will consider an
6 Another problem, which is somehow related to the cold-start
problem, is the problem of devices that are shared between several
users (White et al. 2014; File 2013). In this scenario, several people
share the same device while the content provider is aware only of
the identity of the device and not of the identity of the user. This
phenomenon typically occurs with devices in the same household,
shared by the members of the family. The methods developed in
this work can be easily adapted to solve this problem as well.
extension to POMDPs as well that may deal with similar
settings in which M can take larger values.
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A Missing Proofs
Proof of Lemma 1
Here we use c′ as a short for c′`,w,C . By Bayes’ theorem, for any c, w ∈ Lk and ` ∈ L, it follows that
c′(m′) = P (c(m′) = 1|`, w, c)
=
P (c(m′) = 1, `|w, c)
P (`|w, c)
=
P (`|c(m′) = 1, w, c)P (c(m′) = 1|w, c)
P (`|w, c)
=
p(`|m′, w)c(m′)∑
m∈M p(`|m,w)c(m)
, (13)
where P (c(m′) = 1) stands for the probability that the user type is m′. So, the result is obtained.

B Additional Propositions and Lemmas
In the following propositions and lemmas we derive some results related to greedy maximization of submodular functions. These
results are used for the proofs of Theorems 4 and 6.
Model Properties
In the following proposition we show the monotonicity and submodularity properties of the chosen model.
Proposition 7 Under Assumption 2, for any two sets of content itemswb ⊃ wa and a content item `′ 6∈ wb, it holds that (monotonicity)(∑
`∈L
p(`|m, {wb ∪ `′})−
∑
`∈L
p(`|m,wb)
)
≥ 0, (14)
and (submodularity)(∑
`∈L
p(`|m, {wa ∪ `′})−
∑
`∈L
p(`|m,wa)
)
≥
(∑
`∈L
p(`|m, {wb ∪ `′})−
∑
`∈L
p(`|m,wb)
)
, (15)
for any type m ∈M .
Proof: By Equation (4) it follows that (∑
`∈L
p(`|m, {wb ∪ `′})−
∑
`∈L
p(`|m,wb)
)
=
p(`′|m, {wb ∪ `′})
(
1−
∑
`∈L
p(`|m,wb)
)
≥ 0
. (16)
So, Equation (14) is obtained.
For proving Equation (15), we note that (∑
`∈L
p(`|m, {wa ∪ `′})−
∑
`∈L
p(`|m,wa)
)
=
p(`′|m, {wa ∪ `′})
(
1−
∑
`∈L
p(`|m,wa)
)
≥ 0
. (17)
Then, since by Equation (4) we have that
p(`′|m, {wa ∪ `′}) ≥ p(`′|m, {wb ∪ `′}),
and that ∑
`∈L
p(`|m,wb) ≥
∑
`∈L
p(`|m,wa).
Equation (15) is obtained by Equations (16) and (17).

Almost Submodular Maximization
In this Section we provide three Lemmas: Lemma 8 is the main result which generalizes the classical result proposed in (Nemhauser,
Wolsey, and Fisher 1978) to ”almost”-monotone and ”almost”-submodular functions.
Lemma 8 Let g : 2L → R+ be a function mapping subsets of L to non-negative reals with the following properties:
1. g(∅) = 0
2. for all w ⊂ L, ` ∈ L, g(w ∪ `) ≥ g(w)− 
3. for all wa ⊆ wb ⊆ L and ` ∈ L,
g(wa ∪ `)− g(wa) ≥ g(wa ∪ `)− g(wa)− θ
for some scalar θ.
Then, it is obtained that
g(wk) ≥ β
(
max
w∈Lk
g(w)− (k − 1)θ − k
)
,
where wk ∈ Lk is obtained by the Greedy Algorithm and
β = 1−
(
1− 1
k
)k+1
≥ 1− 1
e
(18)
Proof: (Based on Nemhauser et al. 1978) By Lemma 10, for i+ 1 = k we have
g(wk) ≥
(
1−
(
1− 1
k
)k)
(g(OPT )− θ(k − 1)− k) ,
where wk is the set that obtained by the greedy Algorithm after k iterations and the set OPT attains the optimal value, namely,
{OPT} = arg maxw∈Lk g(w).

In the following Lemma we bound the loss of adding greedily one item to a given set. This lemma is used for the proof of Lemma
10 (which is used for the proof of Lemma 8).
Lemma 9 Under the conditions of Lemma 8, after applying the Greedy Algorithm, it holds that
g(wi+1)− g(wi) ≥ 1
k
(g(OPT )− g(wi))− θ(k − 1)
k
−  ,
where the set OPT attains the optimal value, namely, {OPT} = arg maxw∈Lk g(w), and the set wi is the set that obtained by the
greedy Algorithm after i iterations.
Proof: For every set of content items T = {`1, ..., `|T |} and j ≤ |T |, we denote Tj = {`1, ..., `j} and T0 = ∅. So, we have,
g(wi ∪ T )− g(wi) =
|T |∑
j=1
g(wi ∪ Tj)− g(wi ∪ Tj−1) .
Then, since for every j ≥ 2 and ` ∈ L
g(wi+1)− g(wi) ≥ g(wi ∪ `)− g(wi) ,
and
g(wi+1)− g(wi) ≥ g(wi ∪ Tj−1 ∪ `)− g(wi ∪ Tj−1)− θ ,
it is obtained that
|T | (g(wi+1)− g(wi)) ≥ g(wi ∪ T )− g(wi)− (|T | − 1)θ .
Therefore,
g(wi+1)− g(wi) ≥ g(wi ∪ T )− g(wi)− (|T | − 1)θ|T | , Φ∆ .
Then, for the choice of T = OPT \ wi, since |T | ≤ k, we have
Φ∆ ≥ g(wi ∪ T )− g(wi)k −
θ(k − 1)
k
−  = g(OPT )− g(wi)
k
− θ(k − 1)
k
−  .

In the following Lemma we bound the loss that is incurred by adding greedily a certain number of items to a set. This lemma is
used for the proof of Lemma 8.
Lemma 10 Under the Greedy Algorithm, it holds that
g(wi+1) ≥
(
1−
(
1− 1
k
)i+1)
(g(OPT )− θ(k − 1)− k) ,
where the set OPT attains the optimal value, namely, {OPT} = arg maxw∈Lk g(w), and the set wi is the set that obtained by the
greedy Algorithm after i iterations.
Proof: We prove this claim by induction over i. Since we assume that g(∅) = 0, the base case, for i = 0 can be derived from Lemma
9. For i > 0, it is obtained by Lemma 9 that
g(wi+1) ≥ 1
k
g(OPT )− θ(k − 1)
k
− + k − 1
k
g(wi) , Υ .
Then, by the induction assumption,
Υ ≥ 1
k
g(OPT )− θ(k − 1)
k
− + k − 1
k
(
1−
(
1− 1
k
)i)
(g(OPT )− θ(k − 1)− k)
=
(
1−
(
1− 1
k
)i+1)
(g(OPT )− θ(k − 1)− k)
.

C Proof of Theorem 4
In this Section we provide the proof of Theorem 4. Here, we use V t(c) andQt(w, c) for shorthand of
(
Tgreedy
)t
V (c) andQV t−1(w, c),
respectively. We begin with a Lemma that upper bounds the value function obtained by the Tgreedy operator. Then, in Lemmas 12 and
13 we show a monotonic increasing property of the value function. In Lemmas 14 and 15 we show the convexity of the value function.
In Lemma 16 we show the “almost”- submodularity of the Q-function, while in Lemma 17 we show the monotonicity of the Q-
function. Lemma 18 shows the direct relation between a larger set of items larger long term cumulative reward. We conclude this
section with the proof of Theorem 4 which is based on Lemmas 11-18.
Lemma 11 For every c ∈ X, t ≥ 0 and zero initiation of the value function (namely, V 0greedy = 0), it holds that
V tgreedy(c) ≤ 1B − γ .
Proof: It is obtained easily by Assumption 1, that for every c ∈ X it holds that
V tgreedy(c) ≤ 1B
(
1 + γV
t−1
greedy
)
,
where V greedy is an upper bound on Vgreedy(c) for every c ∈ X. So, since V 0greedy = 0, we have that
V tgreedy(c) ≤ 1B − γ .

In the next two lemmas we show a monotonic increasing property of the value function that is obtained by the operator Tgreedy.
Lemma 12 Let c1, c2 ∈ X and let A1 and B2 be a pair of positive constants. Assume that
A1c
1(m) ≥ B2c2(m) , (19)
for all m ∈M . Then it holds that
A1V
0
greedy(c
1) ≥ B2V 0greedy(c2) .
Proof: The result is immediate since V 0greedy(c) = 0 for every c ∈ X.

Lemma 13 Let c1, c2 ∈ X and let A1 and B2 be a pair of positive constants. Assume that
A1c
1(m) ≥ B2c2(m) , (20)
for all m ∈M . Then, we have for any positive integer t
A1V
t
greedy(c
1) ≥ B2V tgreedy(c2) .
Proof: We prove the claim by induction over t. The base case for t = 0 holds due to Lemma 12. Assume that the lemma is satisfied
for t− 1. Recall Equation (3) characterizing c′`,w,c(m′)
c′`,w,c(m
′) = c(m
′)p(`|m′, w)∑
m∈M c(m)p(`|m,w)
.
By plugging in with Equation (20) we get that
A1
( ∑
m∈M
c1(m)p(`|m,w)
)
c′`,w,c1(m
′) ≥ B2
( ∑
m∈M
c2(m)p(`|m,w)
)
c′`,w,c2(m
′) ,
for any w ∈ Lk, ` ∈ L and m′ ∈M , as p(`|m′, w) ≥ 0. Therefore, by the induction assumption applied for
A′1 = A1
( ∑
m∈M
c1(m)p(`|m,w)
)
, B′2 = B2
( ∑
m∈M
c2(m)p(`|m,w)
)
,
A1
∑
m∈M
c1(m)p(`|m,w)V t−1greedy
(
c′`,w,c1
) ≥ B2 ∑
m∈M
c2(m)p(`|m,w)V t−1greedy
(
c′`,w,c2
)
, (21)
for every ` ∈ L and w ∈ Lk. Furthermore, by Equation (20)
A1
∑
m∈M
c1(m)p(`|m,w) ≥ B2
∑
m∈M
c2(m)p(`|m,w) , (22)
for every ` ∈ L and w ∈ Lk. So, by the fact that
A1Q
t
greedy(w, c
1) = A1
∑
m∈M
∑
`∈L
c1(m)p(`|m,w)
(
1 + γV t−1greedy
(
c′`,w,c1
))
,
and also respectively for B2 and c2, it is obtained by Equations (21) and (22) that
A1Q
t
greedy(w, c
1) ≥ B2Qtgreedy(w, c2) , (23)
for any w ∈ Lk. So, by Definition 3 the result is obtained.

In the following two lemmas we show a convexity property of the value function that is obtained by the Tgreedy operator.
Lemma 14 Let c, c1, c2 ∈ X and let A, B1 and B2 be a tuple of positive constants. Assume that
Ac(m) = B1c
1(m) +B2c
2(m) , (24)
for all m ∈M . Then it holds that
AV 0greedy(c) ≤ B1V 0greedy(c1) +B2V 0greedy(c2) .
Proof: True for initiate value function V 0greedy(c) = 0 for every c ∈ X.

Lemma 15 (Convexity) Let c, c1, c2 ∈ X and let A, B1 and B2 be a tuple of positive constants. Assume that
Ac(m) = B1c
1(m) +B2c
2(m) , (25)
for all m ∈M . We have that for any positive integer t it holds that
AV tgreedy(c) ≤ B1V tgreedy(c1) +B2V tgreedy(c2) .
Proof: We prove the claim by induction over t. The base case for t = 0 holds due to Lemma 14. Assume that the lemma is satisfied
for t− 1. Recall Equation (3) characterizing c′`,w,c(m′)
c′`,w,c(m
′) = c(m
′)p(`|m′, w)∑
m∈M c(m)p(`|m,w)
.
By plugging in with Equation (25) we get that
A
( ∑
m∈M
c(m)p(`|m,w)
)
c′`,w,c(m
′) =
B1
( ∑
m∈M
c1(m)p(`|m,w)
)
c′`,w,c1(m
′) +B2
( ∑
m∈M
c2(m)p(`|m,w)
)
c′`,w,c2(m
′)
,
for any w ∈ Lk, ` ∈ L and m′ ∈M , as p(`|m′, w) ≥ 0. Therefore, by the induction assumption applied for
A′ = A
( ∑
m∈M
c(m)p(`|m,w)
)
, B′1 = B1
( ∑
m∈M
c1(m)p(`|m,w)
)
,
B′2 = B2
( ∑
m∈M
c2(m)p(`|m,w)
)
,
A
∑
m∈M
c(m)p(`|m,w)V t−1greedy
(
c′`,w,c
) ≤B1 ∑
m∈M
c1(m)p(`|m,w)V t−1greedy
(
c′`,w,c1
)
+B2
∑
m∈M
c2(m)p(`|m,w)V t−1greedy
(
c′`,w,c2
) , (26)
for every ` ∈ L and w ∈ Lk. Furthermore, by Equation (25)
A
∑
m∈M
c(m)p(`|m,w) = B1
∑
m∈M
c1(m)p(`|m,w) +B2
∑
m∈M
c2(m)p(`|m,w) , (27)
for every ` ∈ L and w ∈ Lk. So, by the fact that
AQtgreedy(w, c) = A
∑
m∈M
∑
`∈L
c(m)p(`|m,w)
(
1 + γV t−1greedy
(
c′`,w,c
))
,
and also respectively for B1, c1, B2 and c2, it is obtained by Equations (26) and (27) that
AQtgreedy(w, c) ≤ B1Qtgreedy(w, c1) +B2Qtgreedy(w, c2) , (28)
for any w ∈ Lk. So, by Definition 3 the result is obtained.

In the following lemma we show that the Q-function obtained by the Tgreedy operator is ”almost”-submodular.
Lemma 16 (Submodularity) For any positive integer t, where wb ⊃ wa and `′ 6∈ wb it holds that
Qtgreedy({wa ∪ `′}, c)−Qtgreedy(wa, c) ≥ Qtgreedy({wb ∪ `′}, c)−Qtgreedy(wb, c)− θ(`′, wa, c) ,
where
θ(`′, wa, c) =
∑
m∈M
c(m)P (`′|m,wa ∪ `′)
∑
`∈L
P (`|m,wa) γ
B − γ .
Proof: Let
Qtgreedy({wa ∪ `′}, c)−Qtgreedy(wa, c)−
(
Qtgreedy({wb ∪ `′}, c)−Qtgreedy(wb, c)
)
= Φ1 + Φ
1
2 + Φ
2
2 , (29)
where
Φ1 ,
∑
m∈M
c(m)
∑
`∈L
P (`|m,wa ∪ `′)−
∑
m∈M
c(m)
∑
`∈L
P (`|m,wa)
+
∑
m∈M
c(m)
∑
`∈L
P (`|m,wb)−
∑
m∈M
c(m)
∑
`∈L
P (`|m,wb ∪ `′)
,
Φ12 ,
∑
m∈M
c(m)P (`′|m,wa ∪ `′)γVgreedy(c′`′,{wa∪`′},c)
+
∑
m∈M
c(m)
∑
`∈L
P (`|m,wb)γVgreedy(c′`,wb,c)
−
∑
m∈M
c(m)
∑
`∈L
P (`|m,wb ∪ `′)γVgreedy(c′`,{wb∪`′},c)
,
and
Φ22 ,
∑
m∈M
c(m)
∑
`∈L\`′
P (`|m,wa ∪ `′)γVgreedy(c′`,{wa∪`′},c)
−
∑
m∈M
c(m)
∑
`∈L
P (`|m,wa)γVgreedy(c′`,wa,c)
.
Then by Proposition 7 it is obtained that
Φ1 ≥ 0 . (30)
For bounding Φ12 we note that according to the definition of c
′
`,w,c and Assumption 2, it is obtained for every ` ∈ wb that∑
m∈M
c(m)P (`|m,wb)γc′`,wb,c(m′) ≥
∑
m∈M
c(m)P (`|m,wb ∪ `′)γc′`,{wb∪`′},c(m
′) ,
and for `′ that ∑
m∈M
c(m)P (`′|m,wa ∪ `′)γc′`′,{wa∪`′},c(m′) ≥
∑
m∈M
c(m)P (`′|m,wb ∪ `′)γc′`′,{wb∪`′},c(m
′) ,
for every m′ ∈M . Therefore, by Lemma 13, for every ` ∈ wb it is obtained that∑
m∈M
c(m)P (`|m,wb)γV t−1greedy(c′`,wb,c) ≥
∑
m∈M
c(m)P (`|m,wb ∪ `′)γV t−1greedy(c′`,{wb∪`′},c) ,
and for `′ it is obtained that∑
m∈M
c(m)P (`′|m,wa ∪ `′)γVgreedy(c′`′,{wa∪`′},c) ≥
∑
m∈M
c(m)P (`′|m,wb ∪ `′)γV t−1greedy(c′`′,{wb∪`′},c) .
So,
Φ12 ≥ 0 . (31)
In addition, we note that for every ` ∈ wa it is obtained by Assumption 2 that∑
m∈M
c(m)P (`|m,wa)γc′`,wa,c =
∑
m∈M
c(m)P (`|m,wa ∪ `′)γc′`,{wa∪`′},c
+
∑
m∈M
c(m)P (`′|m,wa ∪ `′)P (`|m,wa)γc˜ ,
where
c˜(m′) = c(m
′)P (`′|m′, wa ∪ `′)P (`|m′, wa)∑
m∈M c(m)P (`′|m,wa ∪ `′)P (`|m,wa)
.
So, by Lemmas 15 and 11,
Φ22 ≥ −
∑
m∈M
c(m)P (`′|m,wa ∪ `′)
∑
`∈L
P (`|m,wa)γ 1
B − γ . (32)
Therefore, by Equations (30), (31) and (32) it is obtained that
Qtgreedy({wa ∪ `′}, c)−Qtgreedy(wa, c) ≥ Qtgreedy({wb ∪ `′}, c)−Qtgreedy(wb, c)− θ(`′, wa, c) ,
where
θ(`′, wa, c) =
∑
m∈M
c(m)P (`′|m,wa ∪ `′)
∑
`∈L
P (`|m,wa) γ
B − γ .

In the following lemma we show that the Q-function obtained by the Tgreedy operator is monotone.
Lemma 17 (Monotonicity) If B ≥ 1 + γ, then for any c ∈ X, a set of content items w such that `′ 6∈ w and t ≥ 0 it holds that
Qgreedy({w ∪ `′}, c) ≥ Qgreedy(w, c). Where B is the constant in Assumption 1.
Proof:
Qgreedy({w ∪ `′}, c)−Qgreedy(w, c) = Ψ1 + Ψ2 ,
where
Ψ1 ,
∑
m∈M
c(m)
∑
`∈L
P (`|m,w ∪ `′)−
∑
m∈M
c(m)
∑
`∈L
P (`|m,w) ,
and
Ψ2 ,
∑
m∈M
c(m)
∑
`∈L
P (`|m,w ∪ `′)γVgreedy(c′`,{w∪`′},c)−
∑
m∈M
c(m)
∑
`∈L
P (`|m,w)γVgreedy(c′`,w,c) .
Then, by Assumption 2 it is obtained that
Ψ1 =
∑
m∈M
c(m)P (`′|m,w ∪ `′)
(
1−
∑
`∈L
P (`|m,w)
)
. (33)
For bounding Ψ2, recall Equation (3) characterizing c′`,w,c(m
′)
c′`,w,c(m
′) = c(m
′)p(`|m′, w)∑
m∈M c(m)p(`|m,w)
.
Then, for every ` ∈ w it is obtained by Assumption 2 that∑
m∈M
c(m)P (`|m,w)γc′`,w,c =
∑
m∈M
c(m)P (`|m,w ∪ `′)γc′`,{w∪`′},c
+
∑
m∈M
c(m)P (`′|m,w ∪ `′)P (`|m,w)γc˜ ,
where
c˜(m′) = c(m
′)P (`′|m′, w ∪ `′)P (`|m′, w)∑
m∈M c(m)P (`′|m,w ∪ `′)P (`|m,w)
.
So, by Lemmas 15 and 11,∑
m∈M
c(m)P (`|m,w)γVgreedy
(
c′`,w,c
) ≤ ∑
m∈M
c(m)P (`|m,w ∪ `′)γVgreedy
(
c′`,{w∪`′},c
)
+
∑
m∈M
c(m)P (`′|m,w ∪ `′)P (`|m,w)γ 1
B − γ
. (34)
Therefore, by Equation 34 it is obtained that
Ψ2 ≥ −
∑
m∈M
c(m)
∑
`∈L
P (`′|m,w ∪ `′)P (`|m,w)γ 1
B − γ . (35)
So, by Equations (33) and (35),
Ψ1 + Ψ2 ≥
∑
m∈M
c(m)P (`′|m,w ∪ `′)
(
1− B
B − γ
∑
`∈L
P (`|m,w)
)
.
Then, by Assumption 1, it is obtained that Ψ1 + Ψ2 ≥ 0 for B ≥ 1 + γ, and therefore the Lemma holds.

The following lemma serves us to show that as the set of items is larger the long term cumulative reward is larger.
Lemma 18 For every content item `′, state c ∈ X, a set wa that contains less than k content items and a set wb ⊇ wa that contains k
content items, if B ≥ 2 then, it holds that∑
m∈M
c(m)P (`′|m,wa ∪ `′)
∑
`∈L
P (`|m,wa) ≤
∑
m∈M
c(m)P (`′|m,wb ∪ `′)
∑
`∈L
P (`|m,wb) . (36)
Proof: First, lets address the case in which wb = {wa ∪ `b} for some `b ∈ L. By assumption 2 and proposition 7 it holds that,
P (`′|m,wa ∪ `′) = P (`′|m,wb ∪ `′)
∞∑
i=0
(
P (`b|m,wb ∪ `′)
)i ≤ P (`′|m,wb ∪ `′) ∞∑
i=0
(P (`b|m,wb))i , (37)
and that ∑
`∈L
P (`|m,wa) =
∑
`∈L\`b
P (`|m,wb)
∞∑
i=0
(P (`b|m,wb))i , (38)
for every m ∈M . In addition, by assumption 1 it is obtained that∑
`∈L\`b
P (`|m,wb) ≤ 1B − P (`b|m,wb) =
1−BP (`b|m,wb)
B
.
So, (
BP (`b|m,wb)
1−BP (`b|m,wb)
+ 1
) ∑
`∈L\`b
P (`|m,wb) ≤
∑
`∈L
P (`|m,wb) .
Then, since P (`b|m,wb) ≤ 1B , for B ≥ 2, after some algebraic calculations, it is obtained that( ∞∑
i=0
(P (`b|m,wb))i
)2
≤ BP (`b|m,wb)
1−BP (`b|m,wb)
+ 1 . (39)
Therefore, by Equations (37), (38) and (39), Equation (36) holds for wb = {wa∪`b} and states in which one user type is in probability
of 1, namely, c = (0, ..., 1, ..., 0).
The case in which wb is larger than wa by more than one content item, can be addressed by induction, with the above as the
induction step. Then, since Equation (36) holds for every state of the type c = (0, ..., 1, ..., 0) it holds for every c ∈ X.

Proof of Theorem 4:
Proof: Since the value obtained by the maximization in Equation (7) is equal or smaller than the accurate maximal value we have that
(TgreedyV )(c) ≤ (TV )(c). (40)
So, Equation (8) holds for t = 1. Now, let’s assume that Equation (8) holds for t − 1. Then, by the monotonicity of the original DP
operator (namely, T) it is obtained that
(TTt−1greedyV )(c) ≤ (TTt−1V )(c),
but for (Tt−1greedyV )(c) = (V )(c), by Equation (40)
(TgreedyTt−1greedyV )(c) ≤ (TTt−1greedyV )(c).
So, Equation (8) holds for t, and therefore by induction Equation (8) holds for every ≥ 1.
Now we prove Equation (9) by induction. We note that by the fact that Qgreedy(∅, c) = 0 and by Lemmas 16, 17 and 18, which are
provided and proved in Section C in the supplementary material, it is obtained that Lemma 8 can be applied on the operator Tgreedy,
with θ(c) as defined in Equation (10). So, by Lemma 8 we have
(TV )(c) ≤ 1
β
(TgreedyV )(c) + (k − 1)θ(c). (41)
In addition, we note that
(TβV )(c) = (TβγV )(c), (42)
and that
βV (c) ≤ V (c). (43)
So, by Equations (41), (42) and (43) we have that
β
(
(TβγV )(c)− (k − 1)θ(c)
) ≤ (TgreedyV )(c). (44)
So, by Equation (44), we can easily see that Equation (9) satisfies for t = 1. Now, Let’s assume that Equation (9) satisfies for t− 1.
By the fact that
(TβγV )(c)− βγρ(c)v(c) ≤
∑
m∈M
∑
`∈L
c(m)P (`|m,w′) (1 + βγ (V (c′l,w,c)− v(c)))
≤ (Tβγ(V − v(c)))(c) ,
where ρ(c) is defined in Theorem 4, v(·) is a function of c ∈ X and w′ is the chosen action by the DP operator in (TβγV )(c) and by
Equation (42) it is obtained that
(TtβγV )(c)−
t−1∑
i=1
(βγρ(c))i (k − 1)θ(c) ≤
(
Tβ
(
Tt−1βγ V −
t−2∑
i=0
(βγρ(c))i (k − 1)θ(c)
))
(c)
, Υ(c) .
(45)
Furthermore, since we assume that Equation (9) satisfies for t− 1 and by the monotonicity of the operator T, we have
Υ(c) ≤ (TTt−1greedyV )(c). (46)
Then, by Equation (41) we have
(TTt−1greedyV )(c) ≤
1
β
(TgreedyTt−1greedyV )(c) + (k − 1)θ(c) . (47)
So, by Equations (45) (46), and (47) it is obtained that
β
(
(TtβγV )(c)−
t−1∑
i=0
(βγρ(c))i (k − 1)θ(c)
)
≤ (TtgreedyV )(c) .
So, it is obtained that Equation (9) satisfies also for t. Therefore, by induction, Equation (9) satisfies for every t ≥ 1

D Bounding λ
In this section we provide Lemmas for boundedness of λ from Section 5.
Lemma 19 For any t ≥ 1, under the zero initiation of the value function, namely, V (c) = 0 for every c ∈ X, it holds that
λ =
Ωt,c
(TtβγV )(c)
≤ (k − 1)θ¯(c)
ρ(c)
Proof: By Lemma 20, for a discount factor γ′ = γβ it follows that
(TtγβV )(c) ≥
t∑
i=1
(γβ)i−1 ρi(c) .
Therefore, by the definition of Ωt,c, it is obtained that
Ωt,c
(TtβγV )(c)
≤
∑t−1
i=0 (βγρ(c))
i (k − 1)θ(c)∑t
i=1 (γβ)
i−1 ρi(c)
=
(k − 1)θ¯(c)
ρ(c)
So, Lemma 19 is obtained.

In the following lemma we lower bound the value function. This lemma is used for the proof of Lemma 19.
Lemma 20 For any t ≥ 1, under the zero initiation of the value function, namely, V (c) = 0 for every c ∈ X, it holds that
(TtV )(c) ≥
t∑
i=1
γi−1ρi(c) , (48)
where
ρ(c) = max
w∈Lk
∑
m∈M
∑
`∈L
c(m)P (`|m,w) .
Proof: Let’s denote T˜ as the DP operator under which the action
w˜ = arg max
w∈Lk
∑
m∈M
∑
`∈L
c(m)P (`|m,w)
is chosen at every state. We divide the proof into three parts.
First part: By the monotonicity of the operator T and induction over t it is obtained that
(TtV )(c) ≥ (T˜tV )(c) . (49)
Second part: Here we prove that for every c ∈ X, it holds that
(T˜tV )(c) =
t∑
i=1
γi−1
∑
m∈M
c(m)
(∑
`∈L
P (`|m, w˜)
)i
. (50)
We prove it by induction over t. Since
(T˜V )(c) =
∑
m∈M
∑
`∈L
c(m)P (`|m, w˜) (1 + γV (c′`,w˜,c)) ,
and the zero initiation, Equation (50) holds for t = 1. Assume that Equation (50) holds for t − 1. Recall Equation (3) characterizing
c′`,w,c(m
′)
c′`,w,c(m
′) = c(m
′)p(`|m′, w)∑
m∈M c(m)p(`|m,w)
.
Then,
(T˜tV )(c) =
∑
m∈M
∑
`∈L
c(m)P (`|m, w˜)
(
1 + γ(T˜t−1V )(c′`,w˜,c)
)
=
∑
m∈M
∑
`∈L
c(m)P (`|m, w˜)
1 + γ t−1∑
i=1
γi−1
∑
m′∈M
c′`,w˜,c(m
′)
(∑
`′∈L
P (`′|m′, w˜)
)i
=
∑
m∈M
∑
`∈L
c(m)P (`|m, w˜) +
t−1∑
i=1
γi
∑
m∈M
c(m)
(∑
`′∈L
P (`′|m′, w˜)
)i+1
=
t∑
i=1
γi−1
∑
m∈M
c(m)
(∑
`′∈L
P (`′|m′, w˜)
)i
.
So, Equation (50) holds for any t ≥ 1.
Third part: By the convexity of xi for every natural i and nonnegative x it is obtained that∑
m∈M
c(m)
(∑
`∈L
P (`|m, w˜)
)i
≥
( ∑
m∈M
c(m)
∑
`∈L
P (`|m, w˜)
)i
= ρi(c) . (51)
So by Equations (49), (50) and (51) Lemma 20 is obtained.

E Proof of Theorem 6
Here we provide the proof of Theorem 6. The following definition generalizes the DP operator that include states which are not on the
-net.
Definition 21 The DP operator Tĝd is an extension of the Tgd operator for c ∈ ∆M which are not on the -net, X.
(TĝdV
t−1
gd )(c) = maxw∈G
∑
m∈M
∑
`∈L
c(m)p(`|m,w)(1 + γV t−1gd (ĉ′`,w,c)) . (52)
with G being defined w.r.t. the finite state set X. Note that Tĝd and Tgd are identical for c ∈ X.
Analogically, Q
ĝd
(·) is an extension of Qgd(·) for c ∈ ∆M which are not on the -net, X.
Qt
ĝd
(w, c) =
∑
m∈M
∑
`∈L
c(m)p(`|m,w)(1 + γV t−1gd (ĉ′`,w,c)).
Note that Q
ĝd
(·) and Qgd(·) are identical for c ∈ X.
In the following lemma we bound the difference between the value function that is obtained by applying the DP-operator which is
defined above to that obtained by the DP-operator Tgd, which is defined in Section 5.
Lemma 22 For zero initiation of the value function, it holds that,
sup
c∈∆M
|TĝdV t−1gd (c)− TgdV t−1gd (ĉ)| ≤ d. (53)
where B−γ +
2γ
(B−γ)2 ≤ d
Proof: We express TĝdV
t−1
gd (c) and TgdV
t−1
gd (ĉ) as follows:
TĝdV
t−1
gd (c) = g(t, c, w
t
c)
and
TgdV t−1gd (ĉ) = g(t, ĉ, w
t
ĉ) ,
where for every c ∈ ∆M
g(t, c, wtc) =
∑
m∈M
∑
`∈L
c(m)p(`|m,w)(1 + γg(t− 1, ĉ′, wt−1
ĉ′
)) ,
g(0, c, w0c) = 0 ,
c′ = c′`,w,c and w
t
c stands for the set of actions which are taken at every states and iteration in the trajectory that begin at the state c
and proceeds for t iterations, under the operator Tĝd for the first iteration and then Tgd, (and only under the operator Tgd for w
t−1
ĉ ).
By Assumption 1 it is easily obtained that
g(t, c, wtc) ≤ 1
B − γ , (54)
for every c ∈ ∆M and t ≥ 0. Recall Equation (3) characterizing c′`,w,c(m′)
c′`,w,c(m
′) = c(m
′)p(`|m′, w)∑
m∈M c(m)p(`|m,w)
.
So, for the modification of g(·), which we denote as g(·), where
g(t, c, wtc) =
∑
m∈M
∑
`∈L
c(m)p(`|m,w)(1 + γg(t− 1, c′, wt−1c′ )) ,
for any set w and c ∈ ∆M , it is obtained that
|g(t, c, w)− g(t, c, w)| ≤ γ
(B − γ)2 . (55)
In addition, by plugging Equation (3) in the recursion of g(·), it is obtained that g(·) is linear in c. So, for every two states c1 ∈ ∆M
and c2 ∈ ∆M , such that |c1 − c2|1 ≤  and a set of actions w, it is obtained by the linearity of g(·) and Equations (54) that
|g(t, c1, w)− g(t, c2, w)| ≤ 
B − γ . (56)
So, by Equations (55) and (56), it is obtained that
|g(t, c1, w)− g(t, c2, w)| ≤ 
B − γ +
2γ
(B − γ)2 . (57)
In addition, by the definitions of the Tgd and the Tĝd operators we have that
g(t, c, wtc) ≥ g(t, c, w) , (58)
for every state c and set w. Therefore, since c and ĉ satisfies that |c− ĉ|1 ≤  and by Equations (57) and (58) it is obtained that
g(t, c, wtc) ≥ g(t, c, wtĉ) ≥ g(t, ĉ, wtĉ)−

B − γ −
2γ
(B − γ)2 ,
and that
g(t, ĉ, wtĉ) ≥ g(t, ĉ, wtc) ≥ g(t, c, wtc)−

B − γ −
2γ
(B − γ)2 .
So,
|g(t, c, wtc)− g(t, ĉ, wtĉ)| ≤

B − γ +
2γ
(B − γ)2 . (59)

In the following lemma we upper bound the value function that is obtained by the Tgd operator.
Lemma 23 For every c ∈ ∆M , t ≥ 0 and zero initiation of the value function (namely, V 0gd = 0), it holds that
V tgd(ĉ) ≤
1
B − γ .
Proof: Similar to the proof of Lemma 11 in section C in the supplementary material.

In the following two lemmas we show a monotonic property of the value function that is obtained by the Tgd operator..
Lemma 24 Let c1, c2 ∈ ∆M and let A1 and B2 be a pair of positive constants. Assume that
A1c
1(m) ≥ B2c2(m) , (60)
for all m ∈M . Then it holds that
A1TĝdV
0
gd(c
1) ≥ B2TĝdV 0gd(c2) .
Proof: True for the initiate value function V 0gd(c) = 0, ∀c ∈ X.

Lemma 25 Let c1, c2 ∈ ∆M and let A1 and B2 be a pair of positive constants. Assume that
A1c
1(m) ≥ B2c2(m) , (61)
for all m ∈M . We have that for any integer t ≥ 0 it holds that
A1TĝdV
t
gd(c
1) ≥ B2TĝdV tgd(c2)− d (A1 +B2)
t+1∑
i=1
(
γ
B
)i
.
Proof: We prove the claim by induction over t. The base case for t = 0 holds due to Lemma 24. Assume that the lemma is satisfied
for t− 1. Recall Equation (3) characterizing c′`,w,c(m′)
c′`,w,c(m
′) = c(m
′)p(`|m′, w)∑
m∈M c(m)p(`|m,w)
.
By plugging in with Equation (61) we get that
A1
( ∑
m∈M
c1(m)p(`|m,w)
)
c′`,w,c1(m
′) ≥ B2
( ∑
m∈M
c2(m)p(`|m,w)
)
c′`,w,c2(m
′),
for any w ∈ Lk, ` ∈ L and m′ ∈M , as p(`|m′, w) ≥ 0. Therefore, by the induction assumption applied for
A′1(`) = A1
( ∑
m∈M
c1(m)p(`|m,w)
)
, B′2(`) = B2
( ∑
m∈M
c2(m)p(`|m,w)
)
,
A1
∑
m∈M
c1(m)p(`|m,w)TĝdV t−1gd
(
c′`,w,c1
) ≥ B2 ∑
m∈M
c2(m)p(`|m,w)TĝdV t−1gd
(
c′`,w,c2
)
− d
(
A′1(`) +B′2(`)
) t∑
i=1
(
γ
B
)i
,
for every ` ∈ L and w ∈ Lk. So, by Equation (53)
A1
∑
m∈M
c1(m)p(`|m,w)
(
V tgd
(
ĉ′
`,w,c1
)
+ d
)
≥B2
∑
m∈M
c2(m)p(`|m,w)
(
V tgd
(
ĉ′
`,w,c2
)
− d
)
− d
(
A′1(`) +B′2(`)
) t∑
i=1
(
γ
B
)i
.
(62)
Furthermore, by Equation (61)
A1
∑
m∈M
c1(m)p(`|m,w) ≥ B2
∑
m∈M
c2(m)p(`|m,w) , (63)
for every ` ∈ L and w ∈ Lk. So, by the fact that
A1Q
t+1
ĝd
(w, c1) = A1
∑
m∈M
∑
`∈L
c1(m)p(`|m,w)
(
1 + γV tgd
(
ĉ′
`,w,c1
))
,
and also respectively for B2 and c2, it is obtained by Equations (62) and (63) and Assumption 1 that
A1Q
t+1
ĝd
(w, c1) ≥ B2Qt+1
ĝd
(w, c2)− d (A1 +B2)
t+1∑
i=1
(
γ
B
)i
, (64)
for any w ∈ Lk. So, by the definition of the Tĝd operator the result is obtained.

In the following two lemmas we show an ”almost”-convexity property of the value function that is obtained by the Tgd operator.
Lemma 26 Let c, c1, c2 ∈ X and let A, B1 and B2 be a tuple of positive constants. Assume that
Ac(m) = B1c
1(m) +B2c
2(m) , (65)
for all m ∈M . Then it holds that
ATĝdV
0
gd(c) ≤ B1TĝdV 0gd(c1) +B2TĝdV 0gd(c2) .
Proof: True for the initiate value function V 0gd(c) = 0, ∀c ∈ X.

Lemma 27 (-Convexity) Let c, c1, c2 ∈ ∆M and let A, B1 and B2 be a tuple of positive constants. Assume that
Ac(m) = B1c
1(m) +B2c
2(m) , (66)
for all m ∈M . We have that for any integer t ≥ 0 it holds that
AV tgd(ĉ) ≤ B1V tgd(ĉ1) +B2V tgd(ĉ2) + d (A1 +B1 +B2)
t∑
i=0
(
γ
B
)i
.
Proof: True for t = 0 by the zero initiation. For t ≥ 1 we first prove that
ATĝdV
t
gd(c) ≤ B1TĝdV tgd(c1) +B2TĝdV tgd(c2) + d (A1 +B1 +B2)
t+1∑
i=1
(
γ
B
)i
. (67)
We prove the claim (Equation 67) by induction over t. The base case for t = 0 holds due to Lemma 26. Assume that Equation 67 is
satisfied for t− 1. Recall Equation (3) characterizing c′`,w,c(m′)
c′`,w,c(m
′) = c(m
′)p(`|m′, w)∑
m∈M c(m)p(`|m,w)
.
By plugging in with Equation (66) we get that
A
( ∑
m∈M
c(m)p(`|m,w)
)
c′`,w,c(m
′) =
B1
( ∑
m∈M
c1(m)p(`|m,w)
)
c′`,w,c1(m
′) +B2
( ∑
m∈M
c2(m)p(`|m,w)
)
c′`,w,c2(m
′)
,
for any w ∈ Lk, ` ∈ L and m′ ∈M , as p(`|m′, w) ≥ 0. Therefore, by the induction assumption applied for
A′(`) = A
( ∑
m∈M
c(m)p(`|m,w)
)
, B′1(`) = B1
( ∑
m∈M
c1(m)p(`|m,w)
)
,
B′2(`) = B2
( ∑
m∈M
c2(m)p(`|m,w)
)
,
A
∑
m∈M
c(m)p(`|m,w)TĝdV t−1gd
(
c′`,w,c
) ≤B1 ∑
m∈M
c1(m)p(`|m,w)TĝdV t−1gd
(
c′`,w,c1
)
+B2
∑
m∈M
c2(m)p(`|m,w)TĝdV t−1gd
(
c′`,w,c2
)
+ d
(
A′1(`) +B′1(`) +B′2(`)
) t∑
i=1
(
γ
B
)i
,
for every ` ∈ L and w ∈ Lk. So, by Equation (53)
A
∑
m∈M
c(m)p(`|m,w)
(
V tgd
(
ĉ′`,w,c
)
− d
)
≤B1
∑
m∈M
c1(m)p(`|m,w)
(
V tgd
(
ĉ′
`,w,c1
)
+ d
)
+B2
∑
m∈M
c2(m)p(`|m,w)
(
V tgd
(
ĉ′
`,w,c2
)
+ d
)
+ d
(
A′1(`) +B′1(`) +B′2(`)
) t∑
i=1
(
γ
B
)i
. (68)
Furthermore, by Equation (66)
A
∑
m∈M
c(m)p(`|m,w) = B1
∑
m∈M
c1(m)p(`|m,w) +B2
∑
m∈M
c2(m)p(`|m,w) , (69)
for every ` ∈ L and w ∈ Lk. So, by the fact that
AQt+1
ĝd
(w, c) = A
∑
m∈M
∑
`∈L
c(m)p(`|m,w)
(
1 + γV tgd
(
ĉ′`,w,c
))
,
and also respectively for B1, c1, B2 and c2, it is obtained by Equations (68) and (69) and Assumption 1 that
AQt+1
ĝd
(w, c) ≤ B1Qt+1
ĝd
(w, c1) +B2Q
t+1
ĝd
(w, c2) + d (A1 +B1 +B2)
t+1∑
i=1
(
γ
B
)i
, (70)
for any w ∈ Lk. So, by the definition of the Tĝd operator it is obtained that
ATĝdV
t
gd(c) ≤ B1TĝdV tgd(c1) +B2TĝdV tgd(c2) + d (A1 +B1 +B2)
t+1∑
i=1
(
γ
B
)i
.
So, Equation (67) holds for any t. Therefore by Equation (53) it is obtained that
AV t+1gd (ĉ) ≤ B1V t+1gd (ĉ1) +B2V t+1gd (ĉ2) + d (A1 +B1 +B2)
t+1∑
i=0
(
γ
B
)i
.

In the following lemma we show that the Q-function, obtained by the Tgd operator is ”almost”-submodular.
Lemma 28 (Almost-Submodularity) For any c ∈ X, integer t ≥ 1, where wb ⊃ wa and `′ 6∈ wb it holds that
Qtgd({wa ∪ `′}, c)−Qtgd(wa, c) ≥ Qtgd({wb ∪ `′}, c)−Qtgd(wb, c)− θd(`′, wa, c) ,
where
θd(`
′, wa, c) =
∑
m∈M
c(m)P (`′|m,wa ∪ `′)
∑
`∈L
P (`|m,wa)γ 1
B − γ +
5dB
B − γ .
Proof: Let
Qtgd({wa ∪ `′}, c)−Qtgd(wa, c)−
(
Qtgd({wb ∪ `′}, c)−Qtgd(wb, c)
)
= Φ1,d + Φ
1
2,d + Φ
2
2,d , (71)
where
Φ1,d ,
∑
m∈M
c(m)
∑
`∈L
P (`|m,wa ∪ `′)−
∑
m∈M
c(m)
∑
`∈L
P (`|m,wa)
+
∑
m∈M
c(m)
∑
`∈L
P (`|m,wb)−
∑
m∈M
c(m)
∑
`∈L
P (`|m,wb ∪ `′)
,
Φ12,d ,
∑
m∈M
c(m)P (`′|m,wa ∪ `′)γV t−1gd ( ̂c′`′,{wa∪`′},c)
+
∑
m∈M
c(m)
∑
`∈L
P (`|m,wb)γV t−1gd (ĉ′`,wb,c)
−
∑
m∈M
c(m)
∑
`∈L
P (`|m,wb ∪ `′)γV t−1gd ( ̂c′`,{wb∪`′},c)
,
and
Φ22,d ,
∑
m∈M
c(m)
∑
`∈L\`′
P (`|m,wa ∪ `′)γV t−1gd ( ̂c′`,{wa∪`′},c)
−
∑
m∈M
c(m)
∑
`∈L
P (`|m,wa)γV t−1gd (ĉ′`,wa,c)
.
Then by Proposition 7 it is obtained that
Φ1,d ≥ 0 . (72)
So, for t = 1, by the zero initiation, Φ12,d = Φ
2
2,d = 0, and therefore the Lemma holds. So, in the remain of this proof we consider the
case of t ≥ 2.
For bounding Φ12,d we note that according to the definition of c
′
`,w,c and Assumption 2, it is obtained for every ` ∈ wb that,∑
m∈M
c(m)P (`|m,wb)γc′`,wb,c(m′) ≥
∑
m∈M
c(m)P (`|m,wb ∪ `′)γc′`,{wb∪`′},c(m
′) .
and for `′ that, ∑
m∈M
c(m)P (`′|m,wa ∪ `′)c′`′,{wa∪`′},c(m′) ≥
∑
m∈M
c(m)P (`′|m,wb ∪ `′)c′`′,{wb∪`′},c(m
′) ,
for every m′ ∈M . Therefore, by Lemma 25, for every ` ∈ wb it is obtained that∑
m∈M
c(m)P (`|m,wb)γTĝdV t−2gd (c′`,wb,c) ≥
∑
m∈M
c(m)P (`|m,wb ∪ `′)γTĝdV t−2gd (c′`,{wb∪`′},c)− δ1(l) ,
and for `′ it is obtained that ∑
m∈M
c(m)P (`′|m,wa ∪ `′)γTĝdV t−2gd (c′`′,{wa∪`′},c)
≥
∑
m∈M
c(m)P (`′|m,wb ∪ `′)γTĝdV t−2gd (c′`′,{wb∪`′},c)− δ1(l
′) .
where
δ1(l) = d
( ∑
m∈M
c(m)P (`|m,wb) +
∑
m∈M
c(m)P (`|m,wb ∪ `′)
)
t−1∑
i=1
(
γ
B
)i
,
and
δ2(l
′) = d
( ∑
m∈M
c(m)P (`′|m,wa ∪ `′) +
∑
m∈M
c(m)P (`′|m,wb ∪ `′)
)
t−1∑
i=1
(
γ
B
)i
,
So, by Equation (53) and Assumption 1,
Φ12,d ≥ 3d
t−1∑
i=0
(
γ
B
)i
. (73)
In addition, we note that for every ` ∈ wa it is obtained by Assumption 2 that∑
m∈M
c(m)P (`|m,wa)γc′`,wa,c =
∑
m∈M
c(m)P (`|m,wa ∪ `′)γc′`,{wa∪`′},c
+
∑
m∈M
c(m)P (`′|m,wa ∪ `′)P (`|m,wa)γc˜ ,
where
c˜(m′) = c(m
′)P (`′|m′, wa ∪ `′)P (`|m′, wa)∑
m∈M c(m)P (`′|m,wa ∪ `′)P (`|m,wa)
.
So, by Lemmas 27 and 23,
Φ22,d ≥ −
∑
m∈M
c(m)P (`′|m,wa ∪ `′)
∑
`∈L
P (`|m,wa)γ 1
B − γ − 2d
t−1∑
i=0
(
γ
B
)i
. (74)
Therefore, by Equations (72), (73) and (74) it is obtained that
Qtgd({wa ∪ `′}, c)−Qtgd(wa, c) ≥ Qtgd({wb ∪ `′}, c)−Qtgd(wb, c)− θd(`′, wa, c) ,
where
θd(`
′, wa, c) =
∑
m∈M
c(m)P (`′|m,wa ∪ `′)
∑
`∈L
P (`|m,wa)γ 1
B − γ + 5d
t−1∑
i=0
(
γ
B
)i
≤
∑
m∈M
c(m)P (`′|m,wa ∪ `′)
∑
`∈L
P (`|m,wa)γ 1
B − γ +
5dB
B − γ
.
c

In the following lemma we show that the Q-function, obtained by the Tgd operator is ”almost”-monotone.
Lemma 29 (Almost-Monotonicity) If B ≥ 1 + γ, then for any c ∈ X, a set of content items w such that `′ 6∈ w and t ≥ 0 it holds
that Qtgd({w ∪ `′}, c) ≥ Qtgd(w, c)− 2γdB−γ . Where B is the constant in Assumption 1.
Proof:
Qtgd({w ∪ `′}, c)−Qtgd(w, c) = Ψ1,d + Ψ2,d ,
where
Ψ1,d ,
∑
m∈M
c(m)
∑
`∈L
P (`|m,w ∪ `′)−
∑
m∈M
c(m)
∑
`∈L
P (`|m,w) ,
and
Ψ2,d ,
∑
m∈M
c(m)
∑
`∈L
P (`|m,w ∪ `′)γV t−1gd ( ̂c′`,{w∪`′},c)−
∑
m∈M
c(m)
∑
`∈L
P (`|m,w)γV t−1gd (ĉ′`,w,c) .
Then, by Assumption 2 it is obtained that
Ψ1,d =
∑
m∈M
c(m)P (`′|m,w ∪ `′)
(
1−
∑
`∈L
P (`|m,w)
)
. (75)
For bounding Ψ2,d, recall Equation (3) characterizing c′`,w,c(m
′)
c′`,w,c(m
′) = c(m
′)p(`|m′, w)∑
m∈M c(m)p(`|m,w)
.
Then, for every ` ∈ w it is obtained by Assumption 2 that∑
m∈M
c(m)P (`|m,w)γc′`,w,c =
∑
m∈M
c(m)P (`|m,w ∪ `′)γc′`,{w∪`′},c
+
∑
m∈M
c(m)P (`′|m,w ∪ `′)P (`|m,w)γc˜ ,
where
c˜(m′) = c(m
′)P (`′|m′, w ∪ `′)P (`|m′, w)∑
m∈M c(m)P (`′|m,w ∪ `′)P (`|m,w)
.
So, by Lemmas 23 and 27,∑
m∈M
c(m)P (`|m,w)γV t−1gd
(
ĉ′`,w,c
)
≤
∑
m∈M
c(m)P (`|m,w ∪ `′)γV t−1gd
(
̂c′
`,{w∪`′},c
)
+
∑
m∈M
c(m)P (`′|m,w ∪ `′)P (`|m,w)γ 1
B − γ
+ dγ
(
P (`|m,w) + P (`|m,w ∪ `′) + P (`′|m,w ∪ `′)P (`|m,w)) t−1∑
i=0
(
γ
B
)i
. (76)
Therefore, by Equation (76) it is obtained that
Ψ2,d ≥−
∑
m∈M
c(m)
∑
`∈L
P (`′|m,w ∪ `′)P (`|m,w)γ 1
B − γ
− dγ
∑
`∈L
(
P (`|m,w) + P (`|m,w ∪ `′) + P (`′|m,w ∪ `′)P (`|m,w)) t−1∑
i=0
(
γ
B
)i . (77)
So, by Equations (75) and (77),
Ψ1,d + Ψ2,d ≥
∑
m∈M
c(m)P (`′|m,w ∪ `′)
(
1− B
B − γ
∑
`∈L
P (`|m,w)
)
− dγ
∑
`∈L
(
P (`|m,w) + P (`|m,w ∪ `′) + P (`′|m,w ∪ `′)P (`|m,w)) t−1∑
i=0
(
γ
B
)i .
Then, by Assumptions 1 and 2, it is obtained that Ψ1 + Ψ2 ≥ − 2γdB−γ for B ≥ 1 + γ, and therefore the Lemma holds.

Proof of Theorem 6:
Proof: For proving Theorem 6 it is sufficient to show that for d for which

B − γ +
2γ
(B − γ)2 ≤ d ,
it is obtained that (
TtgdV
)
(c) ≤ (TtV )(c) + d
t−1∑
i=0
(
γ
B
)i
(78)
and that
β
(
(TtβγV )(c)− Ωdt,c,d
)
≤ (TtgdV )(c) (79)
where β ≥ 0.63 is defined in Equation (18),
Ωdt,c,d =
t−1∑
i=0
(βγρ(c))i
(
d
β
+ (k − 1)θd(c)
)
, ρ(c) , max
w∈Lk
∑
m∈M
c(m)
∑
`∈L
P (`|m,w),
and
θd(c) ,
5Bd
B − γ +
2γkd
(k − 1)(B − γ)+
max
`′∈L,w∈Lk
∑
m∈M
c(m)P (`′|m,w ∪ `′)
∑
`∈L
P (`|m,w)γ 1
B − γ
(80)
We prove Equation (78) by induction over t. Since the value obtained by the maximization in Equation (52) is equal or smaller than
the accurate maximal value, by Lemma 22 and by the zero initiation, we have that
(TgdV )(c) ≤ (TV )(c) + d , (81)
where for V that is defined only on X, if the next state c′ 6∈ X, then we use ĉ′ as the next state. For the case of zero initiation of the
value function, since V 0(ĉ) = 0, ∀c ∈ ∆M , this modification does not change the values of TtV (c).
So, Equation (78) holds for t = 1. Let’s assume that Equation (78) holds for t− 1. Then, since
T(V + )(c) ≤ (TV )(c) + γ
B
, (82)
and by the monotonicity of the original DP operator (namely, T) it is obtained that
(TgdTt−1gd V )(c) ≤ (TTt−1gd V )(c) + d ≤
(
T
(
(Tt−1V ) + d
t−2∑
i=0
(
γ
B
)i))
(c) + d
= (TtV )(c) + d
t−1∑
i=0
(
γ
B
)i
.
So, Equation (78) holds for t, and therefore, by the induction, Equation (78) holds for every t ≥ 1.
Now we prove Equation (79) by induction. We note that by the fact that Qgd(∅, c) = 0 and by Lemmas 28, 29, which are provided
and proved in Section E in supplementary material and Lemma 18, which is provided and proved in Section C in the supplementary
material, it is obtained that Lemma 8 can be applied on the operator Tgd, with θd(c) as defined in Equation (80) (note that both the
term which relates to the almost submodularity and the term which relates to the almost monotonicity are considered in θd(c)). So, by
Lemma 8 and by Lemma 22 we have
(TV )(c) ≤ 1
β
(TĝdV )(c) + (k − 1)θd(c) ≤
1
β
(TgdV )(c) +
d
β
+ (k − 1)θd(c) . (83)
In addition, we note that
(TβV )(c) = (TβγV )(c), (84)
and that
βV (c) ≤ V (c). (85)
So, by Equations (83), (84) and (85) we have that
β
(
(TβγV )(c)− dβ − (k − 1)θd(c)
)
≤ (TgdV )(c). (86)
So, by Equation (86), we can easily see that Equation (79) satisfies for t = 1. Now, Let’s assume that Equation (79) satisfies for t− 1.
By the fact that
(TβγV )(c)− βγρ(c)v(c) ≤
∑
m∈M
∑
`∈L
c(m)P (`|m,w′) (1 + βγ (V (c′l,w,c)− v(c)))
≤ (Tβγ(V − v(c)))(c) ,
where ρ(c) is defined in Theorem 6, v(·) is a function of c ∈ X and w′ is the chosen action by the DP operator in (TβγV )(c) and by
Equation (84) it is obtained that
(TtβγV )(c)−
t−1∑
i=1
(βγρ(c))i
(
d
β
+ (k − 1)θd(c)
)
≤
(
Tβ
(
Tt−1βγ V −
t−2∑
i=0
(βγρ(c))i
(
d
β
+ (k − 1)θd(c)
)))
(c) , Υ(c) .
(87)
Furthermore, since we assume that Equation (79) satisfies for t− 1 and by the monotonicity of the operator T, we have
Υ(c) ≤ (TTt−1gd V )(c). (88)
Then, by Equation (83) we have
(TTt−1gd V )(c) ≤
1
β
(TgdTt−1gd V )(c) +
d
β
+ (k − 1)θd(c) . (89)
So, by Equations (87) (88), and (89) it is obtained that
β
(
(TtβγV )(c)−
t−1∑
i=0
(βγρ(c))i
(
d
β
+ (k − 1)θ(c)
))
≤ (TtgdV )(c) .
So, it is obtained that Equation (9) satisfies also for t. Therefore, by induction, Equation (9) satisfies for every t ≥ 1

F Additional Experiments
For the additional experiments, we considered the case of M = 4, |L| = 21, k = 3. The scores were chosen as follows: For all types,
the termination score was pm = 0.5. Four items were chosen i.i.d. uniformly at random from the interval [0, 0.6]. The remaining 16
items where chosen such that for each user type, 4 items are uniformly distributed in [0.5, 1] (strongly related to this type), while the
other 6 are drawn uniformly from [0, 0.5]. We repeated the experiment 50 times for γ = 0.7 and 130 times for γ = 1, where for each
repetition a different set of scores was generated and 100, 000 sessions were generated (a total of 5M and 13M sessions respectively).
In Figure 2 we present the average session length under the optimal, greedy and simple greedy CPs for different numbers of iterations
executed for computing the Value function for γ = 0.7. The average length that was achieved by the random CP is 1.4374, much lower
than that of the other methods. The standard deviation is smaller that 2× 10−3 in all of our measures. As shown in Figure 2, the extra
comparison step in the greedy CP compared to the simple greedy CP substantially improves the performance.
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Figure 2: γ = 0.7. Average session length under the optimal, greedy and simple greedy (y-axis) CPs vs. number of iterations of
the related VI computation (x-axis). The average length of the random CP is 1.4374 (not shown).
In Figure 3 we present the average session length under the optimal, greedy and simple greedy CPs for different numbers of iterations
executed for computing the Value function for γ = 1. The average length that was achieved by the random CP is 1.4499, much lower
than that of the other methods. The standard deviation is smaller that 1.5 × 10−3 in all of our measures. As shown in Figure 2, the
extra comparison step in the greedy CP compared to the simple greedy CP substantially improves the performance.
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Figure 3: γ = 1. Average session length under the optimal, greedy and simple greedy (y-axis) CPs vs. number of iterations of
the related VI computation (x-axis). The average length of the random CP is 1.4499 (not shown).
G Example for non-Monotone and non-Submodular Q Function
In this section we provide an example for a reward function that is monotone and submodular with a correspondingQ function that does
not share these properties. We define S = {1, 2, 3} as the state space, L = {1, 2, 3} as the basis to the action spaceA = L×L∪L∪{∅}.
The reward function is defined as r(a = {i, j}, s) = s ·(i+j), r(a = {i}, s) = s · i, r(∅, s) = 0. The transition function is deterministic
with p(s | a = {i, j}, s′) = 1 for s 6= i, j, p(s | a = {i}, s′) = 1 for s = i and p(s | ∅, s′) = 1 for s = s′. The reward function r, when
viewed as a function of the action is linear and clearly monotone submodular.
1. One can verify that for γ = 0.5 and the zero initialization of the value function, in the third applying of the G-VI operator the
Q function is not monotone as Q(a = {3}, s = 1) = 11.75 and Q(a = {3, 1}, s = 1) = 10.75. Also, Q is not submodular as
Q(a = {2}, s = 1)−Q(a = ∅, s = 1) = 3.5 and Q(a = {1, 2}, s = 1)−Q(a = {1}, s = 1) = 5.5.
2. Also, for the same γ and the optimal value function, the Q function is not monotone as Q(a = {3}, s = 1) = 14 and Q(a =
{3, 1}, s = 1) = 12. Also, Q is not submodular as Q(a = {2}, s = 1) − Q(a = ∅, s = 1) = 3 and Q(a = {1, 2}, s = 1) − Q(a =
{1}, s = 1) = 6.
