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ABSTRACT 
A P-value based method is proposed for statistical monitoring of various 
types of profiles in phase II. The performance of the proposed method is 
evaluated by the average run length criterion under various shifts in the intercept, 
slope and error standard deviation of the model. In our proposed approach, P-
values are computed at each level within a sample. If at least one of the P-values 
is less than a pre-specified significance level, the chart signals out-of-control.  The 
primary advantage of our approach is that only one control chart is required to 
monitor several parameters simultaneously: the intercept, slope(s), and the error 
standard deviation. A comprehensive comparison of the proposed method and the 
existing KMW-Shewhart method for monitoring linear profiles is conducted. In 
addition, the effect that the number of observations within a sample has on the 
performance of the proposed method is investigated.  The proposed method was 
also compared to the    method discussed in Kang and Albin (2000) for 
multivariate, polynomial, and nonlinear profiles. A simulation study shows that 
overall the proposed P-value method performs satisfactorily for different profile 
types.  
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Chapter 1 
INTRODUCTION 
Quality plays an important role in the success of many organizations. A company that can 
fulfill customers’ needs on time, with competitive cost and superior quality, can dominate 
its competitors. Therefore, it is important for organizations to view quality as business 
strategy. Every process is affected by random fluctuations. These random fluctuations 
can be due to chance causes or assignable causes. Chance causes of variation are inherent 
natural variability of the process. Montgomery (2012) refers to this natural variability as 
background noise. A process that only operates in the presence of background noise is 
said to be in-control. An assignable cause is a result of an external change in the process 
and can be corrected by taking appropriate actions. A process that operates in the 
presence of assignable causes is said to be statistically out-of-control.  
In order to produce a product that meets customer expectations, the process must be 
stable and operates with little variability around the target level. In any production 
process, no matter how well designed it is, natural variability always exists in the system. 
Statistical process control (SPC) is a collection of tools useful to improve process 
performance through variability reduction. Among these tools, the control chart is one of 
the primary SPC techniques useful for process monitoring by quickly detecting the 
occurrence of assignable causes of process shifts. Hence, appropriate corrective actions 
may be taken before many nonconforming products are produced. 
The control chart was introduced by Walter A. Shewhart in 1924 as a graphical 
monitoring scheme which displays points representing a statistic (e.g., a mean) of 
measurements of a quality characteristic in samples taken from the process at different 
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times. The control chart contains a center line representing the average value of the 
quality characteristic from the in-control state as well as two control limits. As long as all 
the plotted points fall within these limits, the process is considered as in control and no 
action is necessary. But, if a point falls outside of these control limits, the chart signals an 
out-of-control sample and an investigation is needed to find the root causes.  Eliminating 
these causes from the process will reduce variability and therefore will improve the 
process.  
1.1. Univariate Control Charts  
In process monitoring the type of quality characteristics of interest can be classified in 
several ways. Two important categories are univariate and multivariate quality 
characteristics. A typical control chart plots a statistic (e.g., mean, range, proportion) 
being tracked based on measurements of a quality characteristic in samples taken from 
the process versus time. The control chart has control limit(s), upper or lower or both. 
When a point falls outside the control limits, control chart signals the presence of a 
special cause of variation.  If the process is in statistical control, a point may fall outside 
the control limits by chance, resulting in a false out-of-control signal (known as false 
alarm). However, when the Shewhart chart correctly signals the presence of a special 
cause, additional action is needed to determine the nature of the problem and eliminate it. 
The most basic univariate control chart is the Shewhart chart.  Other charts commonly 
used for monitoring a univariate response are the cumulative sum (CUSUM) where the 
control chart statistic is the cumulative sum of the deviations of the sample average from 
the in-control process mean. Another control chart which weighs the past observations is 
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the exponentially weighted moving average (EWMA). These charts weigh past 
observations, unlike the Shewhart chart, are shown to be better in detecting shifts of 
smaller magnitude.  
             1.2.       Multivariate Control Charts  
When the overall quality of a product or process is characterized by several correlated 
quality characteristics measured at a particular sample point in the process, it is more 
efficient to monitor the joint distribution of the metrics. The univariate Shewhart-type, 
CUSUM and EWMA charts have been extended to the multivariate case, Hotelling’s    
chart, multivariate EWMA (MEWMA) chart and multivariate Cusum (MCUSUM) charts 
respectively. The Hotelling’s    statistic is based on the multivariate normal distribution 
and the control chart statistic can be viewed as the generalized distance between the 
observed vector from the mean vector weighted by the covariance matrix. A Multivariate 
Exponentially Weighted Moving Average (MEWMA) chart is a multivariate control 
chart which involves a simultaneous monitoring of several correlated quality 
characteristics. The MEWMA chart was firstly introduced by Lowry et al. (1992) as a 
multivariate version of the univariate EWMA chart for detecting a shift in the mean 
vector. Testik and Borror (2004) have recommended MEWMA chart for detecting small 
and moderate shifts in the process mean. 
             1.3. Profiles 
In most SPC applications, it is assumed that the quality of a process can be adequately 
represented by the distribution of a quality characteristic. However, in some situations, 
the quality of a process is better characterized by a functional relationship between a 
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response variable and one or more explanatory variables. Functional data are 
characterized by observations that are functions of some continuous measurement. One 
example of functional data can be height and weight measurements taken at different ages 
for the same subject. Often a product's quality can be determined through measuring 
several characteristics at each sampling interval. A sequence of measurements of one or 
more quality characteristics are taken across time intervals produce a curve or surface 
that represents the quality of the item. This curve or surface is referred to as a profile. In 
particular, the profile is often some function varying over a covariate which is often time, 
but may also be spatial location, etc. The aim of profile monitoring is for checking the 
stability of this functional/ curve relationship over time (Woodall et al. 2004; Zou et al. 
2007).  In statistical monitoring of profiles, a critical step is to identify any outlying 
profiles among a set of complex profiles and to remove them from the reference dataset. 
The presence of outliers has serious adverse effects on the modeling of functional curve 
and accordingly on the properties of control charts (Qiu et al.2010) In many data analysis 
tasks, outlier detection plays an important role in modeling, inference and even data 
processing because outliers could adversely lead to model misspecification, biased 
parameter estimation and poor predictions. 
Profile monitoring has recently attracted interest of many researchers due to the wide 
range of applications. Profile monitoring has extensive applications in calibration of 
measurement instruments. Croarkin and Varner (1982) proposed a monitoring scheme 
initially developed to address calibration issues in optical imaging systems. Kang and 
Albin (2000) discussed the case of aspartame, an artificial sweetener, where the amount 
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of aspartame that can be dissolved per liter of water is a function of temperature. Amiri et 
al. (2010) described an example in automotive industry where engine torque polynomial 
profiles were applicable. Tsong et al. (1997) developed an acceptance-sampling rule 
based on dissolution profiles of pharmaceutical products such as tablets that require long 
dissolution time. This can be used in batch release testing to decide whether to release or 
abandon a new batch. 
Profile data includes a set of measurements with a response variable y and one or more 
explanatory variables    ,           which are used to evaluate the quality of a 
manufactured product. For example, once a batch of a drug is produced, several different 
doses of the drug are administered to patients and the responses measured. The resulting 
dose-response curve summarizes the quality of the particular batch of the drug, indicating 
the maximal effective response, minimal effective response, and the rate in which the 
response changes between the two (Williams et al. (2007)). In this example, a single 
measurement is not sufficient to appropriately assess quality. Instead, a relationship 
between two variables, referred to as profile should be monitored over time. 
1.4.  Problem Statement and the Scope of the Proposed Research  
The objective of profile monitoring is to detect the out of control behavior as quickly as 
possible while maintaining the occurrence of false alarms to a minimum. The out- of- 
control event for a stable process is defined such that a probability of occurrence of less 
than three sigma (standard deviation). Profile Monitoring is the utilization of control 
charts for checking the stability of the quality of a product over time when the product 
quality is characterized by a function at each time point. 
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Profiles can take several different functional forms, depending on the specific 
application. For many calibration problems, the profile can be represented by a simple 
linear regression model. However, in many cases, profiles cannot be well-modeled by a 
linear regression function. Hence, profile should be modeled by more advanced 
approaches including methods for monitoring multivariate profiles, polynomial profiles 
and nonlinear profiles.  
This research is composed of three parts.  
In the first part, a P-value based method is proposed for monitoring Phase II performance 
of simple linear profiles. Then, a comparative analysis is conducted of the proposed 
method with an existing method that uses control chart based on the parameters of a 
linear model. The comparison criterion is average run length performance under different 
shifts in the model parameters.  It is found that the proposed approach performs 
satisfactorily in terms of average run length performance compared to the other method 
with the advantage of easier implementation as well as faster detection of shifts in the 
error variance. In addition, the effect of the number of observations within a sample on 
the performance of the proposed method is investigated.     
In the second part, we look at situations that there is a relationship between a response 
variable and several explanatory variables which is modeled by a multiple linear 
regression model. Performance of the proposed method is evaluated through a numerical 
example using the average run length criterion. A relative performance comparison is 
conducted for the proposed method with the existing    method by Kang and Albin 
(2000).  In these cases, a sequence of measurements of several quality characteristics 
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produces a surface that represents quality of the item. Little work has been done in 
developing statistical process control methodology for monitoring surface profiles. We 
discuss Phase II monitoring schemes for these types of profiles. 
In the third part, the proposed method is extended for monitoring both polynomial and 
nonlinear profiles by detecting sustained shifts in the process parameters. Performance of 
the proposed method is evaluated through a numerical example using average run length 
criterion. A comparative analysis is conducted of the proposed method with the existing  
   method by Kang and Albin (2000) through a numerical example using average run 
length criterion. 
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Chapter 2 
PROFILE MONITORING- LITERATURE REVIEW 
Before reviewing the literature, we discuss Phase I and Phase II of control chart 
application. 
2.1.  Phase I and Phase II   
Monitoring of profiles includes two phases- Phase I and Phase II. In Phase I, a set of data 
is collected and analyzed, constructing trial control limits to determine if the process has 
been in control during the period which the data were collected, and to see if reliable 
control limits can be established for monitoring future production. In Phase I, it is typical 
to collect about 20 points. Using these collected data, control limits are calculated and 
data points are plotted on the control chart. If there is any point outside of the control 
limits, investigation is needed for potential causes. The operators/engineers work on the 
identified assignable causes to eliminate them. Then, points outside of the control limits 
are excluded and a new set of revised control limits are calculated. New data are collected 
again and compared to the revised control limits. 
Phase II starts when a set of data is gathered under stable conditions and representative of 
the in-control process performance. In Phase II analysis, process is monitored to detect 
out-of-control shifts in the process from the control limits constructed in Phase I to 
determine if the process is under statistical control. Different types of statistical methods 
are appropriate for the two phases with each type requiring different measures of 
statistical performance. The performance of a Phase I analysis is usually measured in 
terms of the probability of obtaining at least one plotted statistic outside the control 
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limits. The performance of control chart methods in Phase II is usually measured in terms 
of the run-length distribution, where the run length is the number of samples taken until 
the chart gives an out-of-control signal and is distributed according to a geometric 
distribution with parameter p, where p is the probability of the sample statistic falling 
outside the control limits. Hence the average run length (ARL) for the in-control situation 
for the Shewhart control charts can be defined as      
 
 
  where   is the probability 
that a point plots out of control. For the out- of- control situation, ARL is defined as  
 
   
 
where   is the probability of not detecting a shift on the first subsequent sample. 
For a Shewhart control chart using 3-sigma limits, even when a process is in control, 
there is approximately a 0.27% probability of a point exceeding control limits. So, even 
an in control process will eventually signal the possible presence of a special cause, even 
though it may not actually occurred. This means even if the process remains in control, 
chart generates an out-of-control signal every 
 
      
     samples on average for 
normally distributed processes. 
In designing a control chart , two types of errors can be made -  fail to detect an out- of- 
control behavior or signal an out- of- control situation when it did not actually occur, 
known as false alarm. The objective of any control chart is to minimize the time to detect 
an out- of- control situation while controlling for the false alarm rate. 
2.2. Linear Profile Monitoring 
In simple linear regression case, the    profile is modeled as: 
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Where     is the  
   measurement (         ),    is the  
   random error, and     is 
the     value of the explanatory variable corresponding to the     profile. It is assumed 
that the values of     are fixed for all  . The most common method for estimating the 
model parameters is the least squares which finds the parameter estimates that minimize 
the sum of the squares of the difference between the fitted and observed profiles.  
Most of the literature in linear profile monitoring deals with Phase II applications, 
assuming that the in-control model parameters are known. Stover and Brill (1998) used 
the Hotelling    chart and a univariate chart based on the first principal component of the 
vectors of the estimated regression parameters to determine the response stability of a 
calibration instrument and the optimum calibration frequency. Kang and Albin (2000) 
suggested a Hotelling    chart or a combination of an exponentially weighted moving 
average (EWMA) and R chart based on residuals for monitoring Phase II linear profiles. 
They recommended the use of similar methods for Phase I. Kim et al. (2003) proposed 
transforming the x-values to achieve an average coded value of zero and then monitoring 
the intercept, slope and process standard deviation using three separate EWMA charts. 
They conducted performance studies and showed their method to be superior to the 
multivariate    and EWMA – R charts of Kang and Albin (2000). For Phase I analysis 
Kim et al. (2003) suggested replacing the Phase II EWMA charts with Shewhart charts. 
Mahmoud and Woodall (2004) proposed the use of a global F statistic based on an 
indicator variable technique to compare k regression lines in conjunction with a control 
chart to monitor the error variance term. They compared various Phase I methods with 
their procedure based on the probability of a signal under various shifts in the process 
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parameters, and showed that their method often performed better than the use of the 
control chart of Stover and Brill (1998), the    control chart of Kang and Albin (2000) 
and the three Shewhart control charts of Kim et al. (2003).  Another technique for 
monitoring profiles is the NIST scheme proposed by Croarkin and Varner (1982) based 
on the principle of inverse calibration that involves plotting the deviations of the 
measured values form the standards on a Shewhart control chart for lower, middle, and 
upper values of the standards. They have proposed monitoring the deviations of the three 
observations (one at each of the end points of the measurement range and one near the 
center) from the standard for checking the calibration relationship. Gupta et al. (2006) 
compared the performance of the Kim et al. (2003) method with the Croarkin and 
Varner’s (1982) approach using simulation. They showed that the combined control 
charting scheme of Kim et al. performs better than the Croarkin and Varner’s (1982) 
method. Some approaches based on nonparametric control charting methods have been 
proposed. Wang and Tsung (2005) considered monitoring of linear profiles using some 
parametric method and then monitor the estimated parameters over time to determine if 
the profile change. Several authors have also suggested representing the profile as a 
mixed effect model, where the variation between the profiles is captured by random 
effects coefficient. Jensen et al. (2007) also discuss the    chart to monitor the fixed 
effects and random effects coefficients. Jensen et al. (2007) demonstrate that for a 
balanced case, least square approach is quite sufficient. However under the following 
conditions mixed models are better suited to characterize the profiles that sample size 
between profiles is different, there is missing data, the autocorrelation within the profile 
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is small or if the sampling points per profile are quite small. Noorossana et al. (2004) 
proposed replacing the Kang and Albin’s (2000)    chart by a MCUSUM chart based on 
vectors of the regression estimators. Also to monitor the process standard deviation, they 
suggested using this MCUSUM chart in conjunction with the R-chart. They found that 
the MCUSUM chart outperforms the    chart when small to moderate shifts in the 
process parameters are considered. Otherwise, the    chart performs better. Mahmoud et 
al. (2007) proposed an approach based on the segmented regression model to detect 
parameter changes in a Phase I simple linear profile. Niaki et al. (2007) proposed a 
control chart based on the generalized linear test to monitor the coefficients of the linear 
profiles in conjunction with an R-chart to monitor the error variance. They compared 
performance of the proposed method to the EWMA and R- combination approach of 
Kang and Albin (2000) using simulation. They found that their proposed approach is 
better only when simultaneous shifts in the regression coefficients are considered. 
Williams et al. (2007) extended the use of the     control chart to monitor the 
coefficients resulting from a parametric nonlinear regression model fit to profile data.  
Kazemzadeh et al. (2008) developed three methods for monitoring polynomial profiles in 
Phase I. Their method performance is evaluated by power criterion.  Moreover, they 
developed a method based on likelihood ratio test to identify the location of shifts. Zou et 
al. (2006) proposed a change point method for detecting changes in the parameters of a 
Phase II simple linear regression model when the nominal values of the process 
parameters are not known but some historical samples are available. Zou et al. (2007b) 
proposed a self-starting control chart approach for monitoring the three profile 
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parameters. This control chart based on recursive residuals can be used when the nominal 
values of the process parameters are unknown. This control chart has flexibility in 
updating the parameter estimates with new Phase II samples and simultaneously checks 
for out-of-control conditions are used. Zhang et al. (2009) proposed a control chart based 
on the likelihood ratio for monitoring simple linear profiles. Their proposed chart 
integrates the EWMA procedure to detect shifts in the intercept, slope, or standard 
deviation. In the first step, they obtain the EWMA statistics as estimates of the process 
parameters. In the second step, they calculate the likelihood ratio chart statistic. 
Mahmoud et al. (2010) compared the performance of Phase II simple linear regression 
profile approaches with only two observations to establish each profile. They proposed an 
EWMA control chart based on average squared deviations from the in-control line, to be 
used in conjunction with two EWMA control charts based on the slope and intercept 
estimators, to monitor changes in the three regression model parameters. Saghaei et al. 
(2009b) proposed an alternative approach to the three EWMA charts scheme of Kim et 
al. (2003) to monitor Phase II simple linear profiles. They proposed using three CUSUM 
charts for monitoring the regression parameters. They found that the EWMA charts can 
be less effective in detecting some out-of-control shifts in the process mean. Kazemzadeh 
et al. (2009) proposed a method for monitoring  th order polynomial profiles in Phase II. 
In their method, polynomial profiles are transformed to orthogonal polynomials profiles 
and parameters of the transformed model are monitored by separate exponentially 
weighted moving average control charts. Zhang et al. (2013) focused on Phase II profile 
monitoring when within-profile data are correlated. A Gaussian process model was used 
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to describe the within-profile correlation. They proposed two Shewhart-type multivariate 
control charts to monitor the linear trend term and the correlation separately in Phase II.  
 2.3.  Nonlinear Profile Monitoring 
A nonlinear profile of an item can be modeled by the nonlinear regression model given 
generally by: 
                  
Where     is a      vector of regressors for the  
   observation of the     profile,    s 
are independent, identically distributed (i.i.d) normal random variables with mean zero 
and variance   .    is a     vector of profile   parameters, and   is nonlinear in the 
parameters.  
Jin and Shi (1999) and Ding et al. (2006) promote a data- reduction methodology using 
wavelet transforms on non-linear curves. Ding et al. (2006) applied independent 
component analysis (ICA) and a Phase I control chart based change point approach to 
reduce the dimension of wavelet-transformed data. Chang and Yadama (2010) used B-
spline models as a profile approximation technique to define the shape of a nonlinear 
profile with a minimum set of points called control points. Then, they propose a new 
input statistic based on these control points for any multivariate control chart such as the 
Hotelling    chart.  Sahani et al. (2005) monitor the principal components of the NIR 
spectra data obtained from mayonnaise production. Williams et al. (2003, 2007b) 
suggests using the    chart to monitor parameters of the nonlinear function 
simultaneously. The authors proposed estimating the variance-covariance matrix using 
successive difference vector and demonstrate that the resultant chart is effective in 
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detecting step and ramp shifts in the process.  Colosimo and Pacella (2007) study circular 
profiles modeled using Fourier basis functions and develop a test statistics based on 
functional PCA. Moguerza et al. (2007) propose a phase I approach based on regression 
support vector machines to identify the extreme observations. Vaghefi et al. (2009) study 
two different approaches to monitor a nonlinear profile. One based on the parameters of 
the nonlinear regression and the other is based on a deviation metric from a standard 
profile.  Jin and Shi (2001) model the response of a tonnage stamping process using 
wavelets and monitor wavelet coefficients of the torque signals to detect changes in the 
stamping process. Reis and Saraiva (2006), Zhou, Sun and Shi (2006), Jeong, Lu and 
Wang (2006), and Chicken et al. (2009) also study approaches based on wavelets. Nikoo 
and Noorossana (2012) used nonparametric regression with wavelets for monitoring 
nonlinear profiles. They added    control chart based on approximate wavelet 
coefficients to variance control chart to check stability in the process mean. Chuang et al. 
(2013) proposed a general framework for monitoring nonparametric profiles in both 
Phase I and Phase II. Their framework includes five steps in Phase I: data cleaning, 
fitting B-spline models, resampling for dependent data, constructing the confidence band, 
monitoring profiles online based on curve matching. Then, they use the obtained 
confidence band in Phase I to monitor nonparametric profiles in Phase II.  
2.4.  Multivariate Profile Monitoring 
Jensen, Hui and Ghare (1984) proposed control charts for monitoring an input-output 
model against changes in form, change in model parameters, and changes in process 
variance. When a process is not in control due to changes in some coefficients, they 
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proposed monitoring shifts to a diagnostic mode to identify the altered coefficients and 
thus the needed adjustments to the process. Parker et al. (2001) introduced a case study 
where the relationships between six response variables and six explanatory variables are 
investigated in a calibration process at NASA Langley Research Center. Mahmoud 
(2008) studied the relationship between one response variable and six explanatory 
variables. In this case study, each response variable is a linear function of all six 
explanatory variables where response variables are correlated. Noorossana et al. (2010a) 
proposed a multivariate exponentially weighted moving average (MEWMA) method to 
monitor multivariate linear profile parameters in Phase II. Also, Noorossana et al. 
(2010b) studied a case study at the body shop of an automotive plant where the functional 
relationship between a set of responses and one explanatory variable are linear and 
response variables are correlated. They discussed this case as multivariate simple linear 
profile. Zhang et al. (2009) proposed a control chart based on the likelihood ratio for 
monitoring simple linear profiles. Eyvazian et al. (2010) extended this method to the 
multivariate profiles. Eyvazian et al. (2010) proposed a change point method to estimate 
the location of a shift in Phase II monitoring of multivariate multiple linear profiles. They 
used the maximum likelihood estimator (MLE) of the change point to estimate the 
change point. Krouti and MacGregor (1996) studied a case when the predictor is a 
function and response is a univariate value or a multivariate vector. For example, 
temperature profile in the boiler and response could be the molecular weight of the end 
product.  Bharati and MacGregor (1998) proposed a method for the analysis of image 
data, where the images can be considered to be profiles. The objective of their proposed 
17 
 
approach is to extract information from multivariate spectral images collected over time. 
Gardner et al. (1997) consider two-dimensional wafer surfaces as profiles and proposed 
distance based metrics to monitor the presence of a systematic shift. No performance 
comparison was conducted. Zhou and Lawson (2007) monitor disease maps over time 
using spatial model. 
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Chapter 3 
PHASE II MONITORING OF LINEAR PROFILES USING A P-VALUE APPROACH 
         3.1.  Introduction 
In this chapter, we propose a P-value based method for monitoring Phase II performance 
of simple linear profiles and compare this approach with the KMW-Shewhart method in 
Gupta et al. (2006) on the basis of ARL performance under sustained shifts of different 
magnitudes in the intercept, slope and the error variance. We also examine how the 
number of observations within a sample may affect performance of the proposed method 
and make recommendations for the optimum number of levels. 
 3.2. Description of the method 
The in-control model for the     observation within the     random sample is assumed to 
be of a linear form: 
                ,                     and           
Where the    s are independent, identically distributed (i.i.d.) normal random variables 
with mean zero and known variance    and n is the number of levels of X evaluated at 
each time period. The X-values in each sample are assumed to be known constants. 
Because we are in Phase II, the regression coefficients, the intercept (    and the slope 
(  ), are assumed to be known. In this method, the P-values for all levels of x within a 
sample are calculated. If at least one of the P-values is less than a specified threshold, that 
sample is identified as out-of-control. The threshold is obtained based on the Bonferroni 
adjustment by dividing the significance level by the number of observations within a 
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sample. The Bonferroni adjustment method is used to counteract the problem of multiple 
comparisons. In this study,   is considered as 0.005 to yield an in-control ARL of 200. 
3.3. Comparisons 
In this section we compare the ARL performance of our proposed with the KMW-
Shewhart method used in Gupta et al. (2006).  We consider the same example used in 
their simulation study. First, we explain the method used by Gupta et al. (2006).  
Assume that the in-control model for the  th observation within the  th random sample is 
assumed to be of a simple linear form                              and     
        Where the    s are independent, identically distributed (i.i.d.) normal random 
variables with mean zero and known variance    and n is the number of levels of x 
within a sample. The regression coefficients are known. Kim et al. (2003) proposed 
fitting a straight line to the calibration data in each sample over time and using separate 
EWMA or Shewhart charts for monitoring each regression coefficient and error standard 
deviation. Gupta et al. (2006) replaced the EWMA charts by X-bar charts to monitor the 
intercept and slope and by    chart to monitor the error variance.  
The control limits for monitoring the intercept are: 
           ⁄
√
  
 
 
       
           ⁄
√
  
 
 
The control limits for monitoring the slope are: 
           ⁄ √
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           ⁄ √
  
   
 
Where     is defined as ∑      ̅ 
  
    and    ⁄  is the upper 
 
 ⁄  percentage point of the 
standard normal distribution. 
The control limits for monitoring the error variance are: 
     
  
   
  
 ⁄       
  
       
     
  
   
      ⁄        
  
Where   
 ⁄       
 and       ⁄        
  are the upper and lower   ⁄  percentage points of the 
Chi-square distribution with     degrees of freedom associated with the residuals. 
To illustrate the performance of our proposed method, the underlying simple linear 
profile used in this paper is defined as:              , where the errors,    s are 
independent and identically distributed (i.i.d.) normal random variables with μ = 0 and σ 
= 1.  The X-values for each sample are initially fixed at X = 2, 4, 6, and 8. The number of 
X-values, n, per sample are also investigated (n = 3, 6, 8, 10, 20, 40, and 60). Monte 
Carlo simulation is used to obtain the ARL performance for the proposed approach.  A 
total of 10,000 replications were used in our simulation study to estimate each ARL 
value. The α-value for the control chart is set at 0.005 to achieve an in-control ARL of 
approximately 200. 
21 
 
We consider various shifts in the parameters which are listed in Table 1. The ARL values 
for separate shifts in the intercept, slope and error standard deviation are shown in Table 
2.   
Table 1. Shifts considered in the model parameters 
         Type of shift Notation Values of the shift 
Shift in Intercept                    For                 
         Shift in Slope                     For                      
Shift in Standard 
Deviation 
                For                 
 
Table 2. ARL comparisons under shifts in the intercept, slope, and error standard 
deviation 
 
Shift 
in 
Interce
pt 
 
KMW 
metho
d 
 
P-
value 
metho
d 
  
Shift 
in 
Slop
e 
 
KMW 
metho
d 
 
P-
value 
metho
d 
  
Shift in 
Standar
d 
Deviatio
n 
 
KMW 
metho
d 
 
P-
value 
metho
d 
0.2 151.4 155.4  0.025 178.3 177.6  1.2 40.1 28.2 
0.4 77.9 87.2  0.050 125 131.1  1.4 13.5 9.3 
0.6 33.8 42.7  0.075 79.2 84.5  1.6 6.5 4.5 
0.8 15.5 20.8  0.100 46.7 51.3  1.8 4.0 3.0 
1.0 7.7 10.4  0.125 27.9 31.2  2.0 2.8 2.2 
1.2 4.3 5.8  0.150 17.1 19.1  2.2 2.2 1.8 
1.4 2.7 3.6  0.175 10.9 12.1  2.4 1.8 1.5 
1.6 1.9 2.4  0.200 7.1 8.0  2.6 1.6 1.4 
1.8 1.5 1.8  0.225 5.0 5.4  2.8 1.5 1.3 
2.0 1.2 1.4  0.25 3.6 3.8  3.0 1.4 1.2 
 
Figure 1 depicts relative comparisons of our proposed method with the KMW-Shewhart 
method under shifts in intercept, slope, and standard deviation. Shift values are 
normalized into a scale between 0 and 1 on horizontal axis. The original shift values 
corresponding to the normalized scales are shown underneath the x-axis for the intercept, 
slope, and standard deviation. As can be seen, the P-value method is comparable to the 
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KMW-Shewhart method used in Gupta et al. (2006) in detecting shifts in the intercept 
and the slope. Moreover, our proposed method performs slightly better than the KMW-
Shewhart method in detecting shifts in the standard deviation.   
 
 
Intercept                                  [0              0.4            0.8          1.2           1.6             2     ]              
Slope                                       [0              0.05          0.1          0.15         0.2             0.25]            
Standard Deviation                 [1              1.4            1.8          2.2           2.6             3     ]             
 
Figure 1. ARL comparisons of KMW-Shewhart and P-value methods under shifts in the 
intercept, slope, and standard deviation 
We also varied the number of X levels. The values                          levels 
are considered. The X-levels used in these cases are given in Table 3. ARLs for various 
levels of X under shifts in the slope, intercept, and standard deviation are displayed in 
Figures 2, 3, and 4 respectively. Based on these results, we see that increasing the number 
of X levels does not necessarily lead to better ARL performance.  For n > 30, there is 
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very little improvement in ARL performance. However, the number of levels, n, may 
differ depending on the parameter shift of interest.  
   Table 3.  X-values Considered 
     Number of 
levels 
X Values 
3 2,5,8 
4 2,4,6,8 
8 1,2,3,4,5,6,7,8 
10 1,2,3,4,5,6,7,8,9,10 
20 1,2,3,…,20 
40 1,2,3,…,40 
60 1,2,3,…,60 
 
 
 
 
Figure 2. Performance comparison of various X levels under a shift in the slope 
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Figure 3. Performance comparison for various X levels under a shift in the intercept 
 
 
 
Figure 4. Performance comparison for various X levels under a shift in the error standard 
deviation  
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Simultaneous shifts in the intercept and slope are also considered. The ARL values 
obtained are summarized in Table 4 where the first row in each cell contains the ARL 
values for the proposed P-value approach. The second row in each cell contains the ARL 
values obtained by the KMW-Shewhart method used in Gupta et al. (2006). The KMW-
Shewhart method performs slightly better than the P-value method for some shifts but 
overall the two methods are quite comparable. 
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    Table 4. P-value scheme- ARLs for combined shifts in the intercept and slope  
 
P-value 
method  
KMW-
Shewhart 
method 
Delta (shift in slope) 
 
 
 
0 
 
 
   0.025 
 
 
0.05 
 
 
0.075 
 
 
      0.1 
 
 
0.125 
 
 
0.15 
 
 
0.175 
 
 
0.2 
 
 
0.225 
 
  
0.25 
L
am
b
d
a 
(s
h
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t 
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n
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t)
 
 
 
0 
198.1  
198.7 
 
177.7 
175.4 
 
128.2 
125.0 
 
84.5 
79.2 
 
51.6 
47.4 
 
31.0 
27.7 
 
19.2 
17.2 
12.0 
10.7 
 
7.9 
7.2 
 
5.4 
5.0 
 
3.8 
3.6 
 
 
0.05 
193.8 
195.8 
 159.5 
161.8 
112.5 
105.8 
70.8 
 64.8 
42.8  
38.9 
26.8 
23.7 
16.5 
14.5 
  10.0 
39.1 
6.8 
6.2 
4.7 
4.4 
3.5 
3.2 
 
0.1 
187.8   
186.4 
144.1 
139.5 
96.9 
90.1 
61.8 
55.2 
  36.4 
 32.3 
22.4 
19.5 
14.0 
12.2 
9.0 
7.9 
6.1 
5.4 
4.3 
3.9 
3.2 
2.9 
 
0.15 
172.3 
 170.3 
127.5 
119.4 
82.8 
75.3 
50.5  
45.4 
30.3 
26.5 
18.8 
15.9 
12.0 
10.3 
7.7 
6.8 
5.5 
4.7 
3.8 
3.5 
2.8 
2.6 
 
0.2 
155.7 
 153.1 
109.3 
101.3 
69.2 
61.7 
43.0  
36.9 
25.7  
22.1 
16.1 
13.4 
10.4  
8.6 
6.9 
5.8 
4.8 
4.2 
3.5 
3.1 
2.6 
2.4 
 
0.25 
136.1 
131.3 
93.3 
84.2 
58.9 
50.6 
35.8 
30.4 
21.7  
18.1 
13.8 
11.5 
9.0 
7.4 
5.9 
 5.1 
4.2 
3.7 
3.1 
2.8 
2.4 
2.2 
 
0.3 
118.4 
112.1 
78.4 
69.4 
48.3 
40.6 
29.8 
24.3 
18.6 
14.9 
 11.8 
9.5 
7.7 
6.4 
5.3 
4.5 
3.8 
3.3 
2.8 
2.5 
2.2 
2.0 
 
0.35 
102.0 
93.7 
66.1 
57.4 
40.5 
33.7 
25.1 
20.3 
16.0 
12.6 
10.2 
8.2 
6.7 
5.5 
4.7 
4.0 
3.4 
2.9 
2.5 
2.3 
2.0 
1.9 
 
0.4 
86.6 
  78.3 
55.0 
47.2 
33.6 
27.6 
21.4 
16.8 
13.5 
10.6 
  8.7 
  6.9 
6.0 
4.8 
4.2 
3.5 
3.1 
2.7 
2.3 
2.1 
1.9 
1.7 
 
0.45 
   72.3 
63 
45.5 
37.8 
28.4 
22.5 
  17.9 
14 
  11.4 
8.9 
   7.5 
6.0 
5.2 
4.3 
3.7 
3.2 
2.8 
2.4 
2.2 
1.9 
 1.7 
1.6 
 
 
0.5 
59.9 
52.6 
37.6  
30.9 
24.2 
18.7 
15.2 
11.6 
9.8      
7.6 
 6.6 
 5.2 
4.6 
 3.7 
3.4 
2.8 
2.5 
2.2 
2.0 
1.8 
1.7  
1.5 
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3.4. Conclusions  
In this study, a P-value scheme is proposed for monitoring simple linear profiles. ARL 
comparisons indicate that performance of the proposed method in our study is quite 
comparable to performance of the methods discussed in Gupta et al. (2006) for detecting 
sustained shifts in either the intercept or slope or standard deviation. For shifts in the 
slope and the intercept, P-value method and KMW-Shewhart method in Gupta et al. 
(2006) are comparable. In addition, the two methods yield fairly similar results under 
shifts in both slope and intercept. We found that our proposed method performs slightly 
better than the KMW-Shewhart in detecting shifts in the error variance alone. Overall the 
proposed method is an effective monitoring technique compared to the KMW-Shewhart 
method. The proposed method involves only a single control chart, is easier to implement 
in practice and performs better in terms of detecting shifts in the error variance. In 
addition, simulation results indicate that for moderate-size shifts (i.e., δ > 0.125, λ > 0.6, 
γ > 1.2), there is no significant gain in average run length performance beyond n = 20 X 
levels. In this paper, we considered the simple linear regression model. It should be 
possible to extend this approach to polynomial and nonlinear models.    
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Chapter 4 
A P-VALUE APPROACH FOR PHASE II MONITORING OF MULTIVARIATE        
PROFILES  
4.1.      Introduction 
In this chapter, we propose using a P-value based approach for monitoring multivariate 
profiles in Phase II. The average run length (ARL) is used to evaluate performance of the 
proposed method under different shifts in the model parameters. Performance of the 
proposed method is compared to another commonly used method involving the     
control charts.  
4.2.  Description of the method 
Assume the in-control model for the      observation within the     random sample has a 
multiple linear regression form with   predictor variables             and a response 
variable y. The following in-control model can be fitted: 
              +…+                        
Where    s are independent, identically distributed (i.i.d.) normal random variables with 
mean zero and known variance   .  This model describes a hyper plane in the  -
dimensional space of the predictor variables. The parameter    represents the expected 
change in response   per unit change in    when all other predictor variables are held 
constant.The regression coefficients, which include the intercept (    and the slopes (  ), 
are assumed to be known since we are considering Phase II. 
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In this method, samples are selected at specified points in time, and P-values are 
calculated for all levels of the explanatory variable within a sample. The P-value is 
calculated for the difference between the in-control value of response variable y at the 
sample values of X and the predicted value of y, yˆ , at that same point.  The P-values are 
calculated for each shift size in the model parameters under investigation. If at least one 
of the P-values for a given sample is less than a specified threshold, then the sample is 
identified as out-of-control. The threshold is obtained based on a Bonferroni correction to 
reduce the error rate associated with multiple pairwise comparisons within each profile.  
For example, if four hypotheses are being tested (corresponding to four levels of X), the 
threshold would be  
 
 
  which is equal to the significance level   divided by the number of 
comparisons being made. In this study,   = 0.005 to yield an in-control ARL of 200.  The 
proposed method has been applied to simple linear profiles in another paper by Adibi et 
al.  
4.3.      Example 
To illustrate the proposed method, we consider the multivariate profile            
                     where the    s are independent and identically 
distributed (i.i.d.) normal random variables with          .  The X-values for each 
sample are fixed at four levels and given in Table 5. Figure 5 depicts the graphical 
representation of this profile. The α-value for the control chart is set at 0.005 to achieve 
the in-control ARL of approximately 200. Suppose a shift of size    has occurred in the 
intercept, where in this case       The P-value for a two-tailed test is computed based 
on the standard normal cumulative distribution function. The computed value of the test 
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statistic is obtained by standardizing the difference between the observed value   and the 
corresponding fitted value, yˆ . P-values for some samples are calculated to demonstrate 
the approach with results summarized in Table 6.  
Table 5.  X-values considered 
Number of levels         levels 
4 (2,1), (4,4), (6,3), (8,2) 
 
8 (1,2),(2,4),(3,1),(4,6),(5,7),(6,3),(7,8),(8,5)  
 
10 (1,2),(2,4),(3,9),(4,6),(5,3),(6,7),(7,10),(8,5), (9,1),(10,8)  
 
 
 
 
 
Figure 5. Graphical representation of multivariate profile               
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Table 6. P-value scheme- In-control & out-of-control samples from model       
           
 sample 
number 
X-values P-values    ̂ 
 
1 (2,1) 0.46071 8.73766 8 
 (4,4) 0.04196 17.03388 15 
 (6,3) 0.03950 15.94115 18 
 (8,2) 0.28815 22.06217 21 
     
2 (2,1) 0.60392 8.51876 8 
 (4,4) 0.26799 13.89231 15 
 (6,3) 0.81530 17.76640 18 
 (8,2) 0.58738 21.54262 21 
     
3 (2,1) 0.26041 9.12540 8 
 (4,4) 0.73615 15.33694 15 
 (6,3) 0.26496 19.11474 18 
 (8,2) 0.84536 21.19503 21 
     
4 (2,1) 0.78265 8.27585 8 
 (4,4) 0.05879 16.88969 15 
 (6,3) 0.07044 19.80903 18 
 (8,2) 0.06918 22.81719 21 
     
5 (2,1) 0.00015 11.77839 8 
 (4,4) 0.00298 17.96943 15 
 (6,3) 0.25019 16.85011 18 
 (8,2) 0.00121 24.23492 21 
     
6 (2,1) 0.00093 11.30800 8 
 (4,4) 0.22049 16.22521 15 
 (6,3) 0.07524 19.77897 18 
 (8,2) 0.51042 20.34181 21 
 
For instance, consider a sample including four X-values which are given in pairs since 
our model is multivariate with two regressors, X1 and X2. The four pairs (x1, x2) for a 
specific sample are                              Using the in-control multiple 
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regression model,                the following values for the response   are 
obtained: 
 True values:            
Next, using the true model with random error,                         
         and )1,0(~ Nij , we find simulated observed values, y, for each pair (x1, x2) 
within one sample: 
 Observed values:          15.33694, 19.11474, 21.19503 
The P-values for this sample are computed as follows: 
                     (   (
             
 
))          
                    (   (
               
 
))          
                    (   (
               
 
))          
                    (   (
               
 
))          
As can be seen, all P-values corresponding to four X levels within this sample are larger 
than 
     
 
          Therefore this sample would not signal out of control. 
From Table 2 we can see that samples 5 and 6 are identified as out- of- control samples 
because the P-values corresponding to one or more of the X levels in those samples are 
less than the threshold of 0.00125. In sample 5 there are two P-values less than 0.00125 
and one P-value below the threshold in Sample 6. Therefore Sample 5 and Sample 6 
indicate the process has shifted out of control. 
 4.4.      Comparisons 
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 In this section we compare the ARL performance of the proposed approach in Phase II to  
performance of the Hotelling’s    control chart by Kang and Albin (2000). To show the 
performance of the proposed method, the multivariate profile               
               is again considered. The X-values for each sample are initially fixed at 
four levels as before. The number of X pairs is then increased to 8 and 10. Monte Carlo 
simulation is used to obtain the ARL performance for the proposed approach.  In our 
simulation study, 10000 replications were used to estimate each ARL value. The α-value 
for the control chart is set at 0.005 to achieve the in-control ARL of approximately 200. 
 We consider various shifts in the parameters which are listed in Table 7. We also varied 
the number of observations on the curve. The values           levels are considered. 
The X-levels used in these cases are in Table 5. The ARL values for different shifts in the 
intercept, slope, and standard deviation using the P-value method with 4, 8, and 10 levels 
of x as well as the    method with 4 levels of x are shown in Tables 8, 9, and 10 
respectively. Simultaneous shifts in the intercept and slope are also considered. The 
obtained ARL values for the four -level case using the P-value method are summarized in 
Table 11.  
Table 7. Shifts considered in the model parameters 
         Type of shift Notation Values of the shift 
Shift in intercept            For                     
Shift in slope             For                            
Shift in standard 
deviation 
        For                     
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Table 8. ARL comparisons under shifts in the intercept 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 9. ARL comparisons under shifts in the slope 
 
 
 
 
 
Shift in 
Intercept 
P-value 
method 
4 level 
x 
P-value 
method 
8 level 
x 
P-value 
method 
10 level 
x 
   
method 
4 level 
X 
0 195.06 197.97 199.59 197.93 
0.2 160.22 159.6 155.75 146.40 
0.4 99.25 93.06 91.40 76.76 
0.6 57.62 51.68 50.33 35.88 
0.8 32.79 28.86 27.61 17.26 
1.0 19.89 16.44 15.84 9.05 
1.2 12.05 9.94 9.36 5.01 
1.4 7.89 6.31 5.74 3.09 
1.6 5.13 4.05 3.75 2.14 
1.8 3.65 2.87 2.68 1.62 
2.0 2.68 2.11 1.96 1.34 
Shift 
in 
Slope 
P-value 
method 4 
level x 
P-value 
method 
8 level x 
P-
value 
method 
10 
level x 
   
method 
4 level 
X 
0 195.06 197.97 199.59 197.93 
0.025 182.88 180.21 170.36 171.72 
0.05 137.28 138.84 116.17 119.82 
0.075 95.06 96.49 70.93 73.79 
0.1 63.25 63.78 41.18 44.25 
0.125 40.86 41.42 24.08 25.95 
0.15 27.29 27.02 14.20 15.94 
0.175 18.16 17.97 8.69 9.72 
0.2 12.28 12.22 5.65 6.56 
0.225 8.62 8.33 3.81 4.54 
0.25 6.15 5.95 2.71 3.35 
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Table 10. ARL comparisons under shifts in the  
error standard deviation 
Shift in 
Standard 
Deviation 
P-value 
method 
4 level 
x 
P-value 
method 
8 level 
x 
P-value 
method 
10 level 
x 
   
method 
4 level 
X 
1 195.06 197.97 199.59 197.93 
1.2 35.02 28.91 27.41 32.85 
1.4 12.41 9.06 8.30 11.43 
1.6 6.15 4.36 3.87 5.89 
1.8 3.86 2.63 2.37 3.71 
2 2.78 1.94 1.74 2.74 
2.2 2.18 1.54 1.43 2.25 
2.4 1.80 1.34 1.26 1.88 
2.6 1.63 1.23 1.16 1.69 
2.8 1.46 1.16 1.10 1.53 
3 1.35 1.10 1.05 1.44 
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    Table 11. P-value scheme- ARLs for combined shifts in the intercept and slope  
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0 
 
203.42 
 
182.88 
 
137.28 
 
 
 95.06 
 
63.25 
 
40.86 
 
27.29 
 
18.16 
 
12.28 
 
8.62 
 
6.15 
 
0.05 
 
193.59 
     
169.74 
 
121.40 
 
 82.91 
 
   55.10 
 
35.72 
 
23.77 
 
16.14 
 
11.19 
 
7.74 
 
5.66 
 
0.1 
 
189.47 
  
153.59 
 
108.60 
 
 72.05 
   
48.21 
 
31.21 
 
20.99 
 
14.27 
 
9.81 
 
7.04 
 
5.17 
 
0.15 
  
174.21 
 
139.74 
 
94.61 
 
 63.64 
 
   41.46 
 
27.53 
 
18.94 
 
12.77 
 
9.00 
 
6.38 
 
4.84 
 
0.2 
  
160.22 
 
120.82 
 
84.98 
 
 55.79 
 
   36.56 
 
24.79 
 
16.73 
 
11.47 
 
7.94 
 
 
 
5.88 
 
4.41 
 
0.25 
 
146.68 
 
105.76 
 
73.72 
 
 
 
48.32 
 
32.22 
 
21.55 
 
15.06 
 
10.33 
 
7.33 
 
5.33 
 
4.00 
 
0.3 
 
130.33 
 
92.53 
   
 62.72 
 
 42.26 
 
28.27 
     
18.77 
 
13.17 
 
9.17 
 
6.65 
 
5.00 
 
3.76 
 
 
 
0.35 
 
115.02 
 
80.62 
 
55.09 
 
 37.36 
 
24.85 
  
17.12 
 
11.90 
 
8.34 
 
5.98 
 
4.48 
 
3.46 
 
0.4 
 
99.25 
 
70.07 
 
  47.79 
 
 32.77 
 
21.81 
 
 15.21 
 
10.71 
 
7.50 
 
5.56 
 
4.18 
 
3.22 
 
0.45 
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Figure 6 shows the effect of different number of levels of X under a shift in the intercept. 
As can be seen, there is very little difference between ARL values corresponding to a 
specific shift size in the intercept for different levels of X. This is an indication that 
increasing the number of X pairs (levels), does not provide a significant improvement in 
ARL. Moreover, Figure 6 depicts relative comparisons of our proposed method with the 
  method under different shifts in the intercept for the four-level X-values. According to 
Figure 6, the    method performs slightly better than the P-value method in detecting 
small shifts in the intercept (i.e. shifts less than 1 ). ARLs for various levels of X under 
shifts in the slope and standard deviation are plotted in Figures 7 and 8, respectively.  
Figure 7 illustrates the effect of the different number of levels of X under a shift in the 
slope (the coefficient of    variable). Performance of the P-value method improves as 
number of levels of X increases from 4 to 10. As Figure 7 shows, the P-value method and 
the   method perform quite similar for various shifts in the slope. Figure 8 plots ARL 
values corresponding to the P-value method for different X levels under a shift in the 
standard deviation. As can be seen, the difference between ARL values corresponding to 
a specific shift size in the standard deviation for different levels of X are very similar. 
Again, there is little improvement in ARL as the number X levels increases.  
Additionally, the P-value method performs slightly better than the   method under 
different shift sizes in the standard deviation. 
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Figure 6. Performance comparison of different number of levels of x under shift in the 
intercept 
          
 
 
 
 
Figure 7. Performance comparison of different number of levels of x under shift in the 
slope 
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Figure 8. Performance comparison for different number of levels of x under shift in the 
error standard deviation 
Figures 9 and 10 display surface plots for the multiple linear regression model        
                      under shifts in the intercept and slope respectively. As the 
surface plots show, the maximum error does not exceed 4. This error is obtained based on 
the difference between the in-control value and observed value of the response variable 
corresponding to each shift size. We considered an intercept shift size of 2 and slope shift 
size of 0.25 in Figures 9 and 10 respectively. As surface plots show, even for fairly large 
shifts in the intercept & slope, there is little difference between the in-control and 
observed values of response variable. In other words, for small shifts in the intercept or 
slope we do not expect a large change in ARL values as the process moves from the in-
control case to cases where a shift has been introduced to the model. 
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Figure 9. Surface plot for multiple linear regression model for a shift size of 2 in the 
Intercept 
 
Figure 10. Surface plot for multiple linear regression model for a shift size of 0.25 in the 
slope 
4.5.      Conclusions 
In this chapter, we proposed a P-value scheme for monitoring multivariate profiles. ARL 
comparisons indicate that performance of our proposed approach is quite comparable to 
the performance of the    method discussed in Kang and Albin (2000) in Phase II for 
detecting sustained shifts in the intercept, slope or standard deviation. The main 
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advantage of this method is easy implementation in practice. Only one control chart is 
needed for routine monitoring. If an out-of-control signal is observed, only then would 
individual monitoring of the regression model parameters be needed. For shifts in the 
intercept, the    method performs slightly better than the P-value method for 
detecting small shifts in the intercept (i.e. <1 ). The two methods yield fairly similar 
results under shifts in the slope. Additionally, our proposed approach performs slightly 
better than the    method in detecting shifts in the error variance. Overall the proposed 
approach performs effectively in comparison with the    method considering that its 
implementation is easier in practice. Moreover, in the P-value method, only one control 
chart is used in Phase II for monitoring the intercept, slope, and standard deviation 
whereas in the    method, three control charts are used to monitor model parameters 
separately. We found that choosing more levels of X generally yields better results in 
terms of detecting a shift in the regression parameters more quickly especially when the 
shift occurs in the slope. Moreover, our results show that the   method performs slightly 
better than the P-value approach for small shifts in the intercept but overall the two 
methods are comparable for various shifts in the intercept, slope, and standard deviation. 
In this article, we considered multiple linear regression models. The proposed approach 
could be extended to polynomial and nonlinear models. In general, selecting suitable 
monitoring method depends on the product type. If the tolerance level for a specific 
product is very tight then the    method could be more appropriate to detect the shift in 
the process as early as possible. However, for most practical cases, the P-value approach 
is an effective method with satisfactory performance.  
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Chapter 5 
A P-VALUE APPROACH FOR PHASE II MONITORING OF POLYNOMIAL & 
NONLINEAR PROFILES 
5.1.      Introduction 
In this chapter, it is assumed that a response variable and predictor variable are related 
through a polynomial model. We propose a P-value based approach for monitoring 
polynomial profiles in Phase II. Performance of the proposed method is compared with 
the    method by Kang & Albin (2000) in terms of average run length criterion. Next, we 
extend the proposed method to nonlinear profiles.  
For polynomial profiles, several existing Phase II monitoring methods were considered 
including the   method by Kang and Albin (2000), MCUSUM/  , MEWMA, and 
orthogonal method. It was found that for intercept shifts, MCUSUM/   , MEWMA, and 
orthogonal methods perform better than the    method. For large shifts, all methods 
perform roughly the same. For slope shifts, MEWMA method performs better than the 
  and MCUSUM/   methods. For small slope shifts, the other methods outperform the 
   method. However, as the magnitude of shift increases, its performance improves and 
can be competitive in comparison with the other methods. In this study, we considered 
the   method as a benchmark to compare the performance of our proposed method. This 
method is considered because it is one of the most familiar multivariate process-
monitoring procedures in the literature with the advantage of simpler calculations. 
Considering EWMA or CUSUM control charts for monitoring multivariate profiles 
would involve more computational complexity. Moreover, our proposed approach is a 
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Shewhart based method and the Hotelling’s   chart is a multivariate extension of the 
univariate Shewhart  ̅ chart. Therefore, it will be a fair comparison. 
5.2.      Polynomial Profiles 
Before describing our proposed approach, we discuss several existing control chart 
schemes for Phase II monitoring of polynomial profiles. 
5.2.1.    control chart  
One of the existing methods for Phase II monitoring of polynomial profiles is the    
method proposed by Kang and Albin (2000). In this section, we describe how to 
implement this method to monitor polynomial profiles in Phase II. Assume that under the 
in-control condition, a polynomial profile can be modeled as: 
                
        
      
                        
The    statistic is defined as follows: 
  
  (  ̂   )
 
   (  ̂   )                                            
Where   ̂   (   ̂    ̂      ̂ )
 
is the vector of sample estimators for sample   with 
regression model coefficients                
  and covariance matrix Σ            
(  is observation matrix and    is error variance). The vector of sample estimators 
obtained as: 
  ̂    
                          
where    is the  
   observed response vector. Under in-control condition,   
  follows a 
central chi-square distribution with     degrees of freedom (  is the order of  
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polynomial regression model). The upper control limit for this control chart is      
     
  where      
  is the         percentile of the chi-square distribution with  
    degrees of freedom. 
For example, for case     (second-order polynomial model), the least squares 
estimators of                 for profile   are given by the following formulas: 
   [
    
 
    
]                   [
      
 
   
      
 
]               [
   
   
   
]             [
    
 
    
] 
The estimated coefficients can be obtained as: 
 ̂             
5.2.2.  EWMA method 
Zou et al. (2007) proposed a method using MEWMA control chart for monitoring general 
linear profiles. Assume that for the  th random sample collected over time, the following 
model can be fitted when the process is in statistical control: 
          
Where   is a  -dimensional coefficient vector and   s are independent, identically 
distributed (i.i.d.) normal random vector with mean zero and known covariance 
matrix    . They first defined: 
      
   ̂    
 
 
                                     
    (     
  ̂
 
  
⁄     )    
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Where   ̂    
           ,   ̂
  
 
   
       ̂ 
        ̂ ,   is sample size, and 
       is the inverse of the standard normal cumulative distribution function and        
is the Chi-square cumulative distribution function with   degrees of freedom. Denote    
as               which is a      -variate random vector. When the process is in 
control, the vector is multivariate normally distributed with mean 0 and covariance 
matrix   (  
      
  
). 
 The EWMA chart statistic is defined as: 
                                           
    is a smoothing parameter chosen such that      . The control chart signals if: 
  
        
 
   
 
Where     is chosen to achieve a specified in-control average run length. 
5.2.3. CUSUM/   method 
CUSUM control charts are a set of sequential procedures based on likelihood ratios for 
detecting a shift in a process. Noorossana and Amiri (2007) used MCUSUM proposed by 
Healy (1987) for monitoring the mean vector of the slope and intercept to monitor the 
regression paramerters in simple linear profile. The MCUSUM statistic is: 
             
 (     )           
Where          
     √                 and    √                 
   is the in-control & known parameters vector,   is out-of-control parameters vector 
(after applying shift),   is covariance matrix of the regression parameters estimators, and 
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   is the vector of sample estimators. They proposed a  
 control chart to monitor the 
error variance in combination with the MCUSUM chart. Their proposed statistic is 
defined as   
  
 
  
∑    
  
     where                . 
The upper control limit for the proposed chart is        
  where   is the number of 
observations in each profile, and    
  is the          percentile of the chi-square 
distribution with   degrees of freedom. The upper control limit is chosen to achieve a 
specified in-control ARL. 
5.2.4. Orthogonal polynomial method 
Orthogonal polynomial method is another way for monitoring polynomial profiles in 
Phase II.  In this method, polynomial regression model should be transformed to 
orthogonal polynomial regression model. By this transformation, the regression 
parameter’s estimators will be independent. Hence, univariate EWMA control charts can 
be used to monitor the regression parameters separately. This method is proposed for 
cases that the order of polynomial regression model is not so large. If the order is large, it 
is difficult to use this method because of dealing with a lot of control charts. Moreover, 
since there is no one-to -one relationship between the parameters of the main and 
transformed model, the interpretability of the results could be difficult in some cases. 
5.2.5. Description of the proposed method for polynomial profiles 
Assume the in-control model for the      observation within the     random sample is a 
polynomial regression model of order   with one predictor variable    and a response 
variable y. The following in-control model can be fitted: 
              +    
  +…+    
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Where    s are independent, identically distributed (i.i.d.) random variables with mean 
zero and known variance   .  The regression coefficients, the intercept (    and the 
slopes (   ), are assumed to be known since we are considering Phase II. It is assumed 
that x-values are fixed and constant from one profile to another. 
In the proposed method, the P-values for all levels of x within a sample are computed. 
These P-values are calculated based on the difference between the in-control value of 
response variable and the observed value corresponding to each shift size in the model 
parameters. A critical P-value is identified as threshold using the Bonferroni correction. If 
at least one of the calculated P-values within a sample is less than the specified threshold, 
chart signals for out-of-control sample. The specified threshold is obtained by dividing 
the significance level by the number of observations in each profile.  One of the issues 
with multiple comparisons is that several tests are being performed simultaneously within 
a sample and while a specified significance level may be appropriate for each individual 
comparison, it is not for the set of all comparisons. In order to avoid a lot of false alarms, 
the significance level needs to be lowered to account for the number of comparisons 
being performed. In this study,   is considered as 0.005 to yield an in-control ARL of 
200. 
5.2.6. Example 
We consider polynomial profile          +  
  +                                     
 as an example to illustrate how the proposed method works. Where    s are independent 
and identically distributed (i.i.d.) random variables that follow standard normal 
distribution. The x-values for each sample are fixed at           . Monte Carlo 
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simulation is used to obtain ARL under different shifts in the model parameters. ARL 
value is calculated by averaging the run lengths obtained by 10000 simulation runs. The 
Simulations are conducted to achieve an in-control ARL of 200. We compare 
performance of the proposed P-value method with the    method. Assume that a shift in 
the magnitude of λ  is introduced in the intercept. In this example,     is considered. 
The P-value is calculated using the standard normal cumulative distribution function. The 
test statistic is obtained by standardizing the difference between the observed value of the 
response variable and the corresponding fitted value. In order to explain how the 
proposed method works, the P-values for two samples are calculated and results are 
shown in Table 12. It can be seen that in Table 12, sample 2 is out-of-control because one 
of the P-values in this sample (corresponding to     ) is less than 0.0005. Therefore, 
this sample is identified as out-of-control.  
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Table 12. P-value scheme- In-control & out-of-control samples from model              
sample 
number 
X-values  ̂ 
 
  
 
P-values    
1 1 6 6.5596 
 
0.5757 
 
 2 11 11.3766 
 
0.7064 
 
 3 18 19.7023 
 
0.0886 
 
 4 27 28.3452 
 
0.1785 
 
  
5 
 
38 
 
39.7044 
 
 
0.0883 
 
 6 51 50.7772 
 
1.1762 
 
 7 66 66.5733 
 
0.5664 
 
 8 83 83.6149 
 
0.5386 
 
 9 102 105.3938 
 
0.0006 
 
 10 123 123.5451 
 
0.5856 
 
     
2 1 6 9.1472 
 
 
0.0016 
 
 2 11 12.2881 
 
0.1977 
 
 3 18 20.9696 
 
0.0029 
 
 4 27 26.3144 
 
1.5069 
 
 5 38 40.2168 
 
0.0266 
 
 6 51 52.5704 
 
0.1163 
 
 7 66 68.6076 
 
0.0091 
 
 8 83 86.7154 
 
0.0002 
 
 9 102 103.3242 
 
0.1854 
 
 10 123 126.1653 
 
0.0015 
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For example, consider a sample including 10 observations within a sample. The fixed X-
values of              are used. Using the above-mentioned polynomial model, the 
following results are obtained: 
 Fitted values:                                
 Observed values:         11.3766, 19.7023, 28.3452, 39.7044, 50.7772, 66.5733, 
83.6149, 105.3938, 123.5451 
P-values for this sample are calculated as follows: 
                              (   (
            
 
))           
                                    (   (
              
 
))          
Similarly, the P-values for all levels within this sample are calculated and the results are 
as follows: 
0.5757, 0.7064, 0.0886, 0.1785, 0.0883, 0.8236, 0.5664, 0.5386, 0.0006, 0.5856 
As can be seen, all the P-values corresponding to ten levels within this sample are larger 
than 
     
  
         Therefore this sample is identified as in-control. 
5.2.7.  Comparisons 
In this section, performances of the proposed approach and the Hotelling’s    method by 
Kang and Albin (2000) are compared in terms of ARL criterion. Polynomial profile 
         +  
  +                  is again considered as an example. The x-values 
for each sample are fixed at           . Monte Carlo simulation is used to obtain 
ARL under different shifts in the model parameters. ARL value is calculated by 
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averaging the run lengths obtained by 10000 simulation runs. The Simulations are 
conducted to achieve an in-control ARL of 200. Different shifts in the parameters are 
used and they are listed in Table 13.  
Table 13. ARL comparison under shift in the polynomial model parameters 
 
Figure 11 shows relative comparison of our proposed method with the     method under 
different shifts in the intercept of this polynomial model. According to Figure 11, the    
method performs slightly better than the P-value method in detecting small shifts in the 
intercept (i.e. shifts less than 1 ).  
Shift in 
Intercept 
P-value 
method 
10 level 
x 
   
method 
10 level 
X 
Shift 
in 
Slope 
P-value 
method 
10 
level x 
   
method 
10 level 
X 
Shift in 
Standard 
Deviation 
P-value 
method 
10 
level x 
   
method 
10 level 
X 
0 203.15 202.781 0 203.15 202.781 1 203.15 202.781 
0.2 156.01 103.068 0.025 170.36 132.723 1.1 65.21 70.954 
0.4 94.35 31.424 0.05 116.17 53.544 1.2 27.46 33.097 
0.6 50.61 10.349 0.075 70.93 21.678 1.3 13.82 18.199 
0.8 27.45 4.249 0.1 41.13 9.305 1.4 8.20 11.347 
1.0 15.69 2.217 0.125 24.44 4.609 1.5 5.37 7.770 
1.2 9.29 1.449 0.15 14.34 2.659 1.6 3.82 5.918 
1.4 5.83 1.159 0.175 8.86 1.832 1.7 2.91 4.591 
1.6 3.78 1.047 0.2 5.68 1.367 1.8 2.36 3.817 
1.8 2.66 1.010 0.225 3.84 1.165 1.9 2.01 3.127 
2.0 1.96 1.002 0.25 2.72 1.065 2.0 1.73 2.787 
52 
 
 
Figure 11. Performance comparison of two methods under shift in the intercept of 
polynomial model 
Figure 12 depicts ARL performance of our proposed method as well as the     method 
under slope shifts. According to Figure 12, the    method performs slightly better than 
the P-value method in detecting small shifts in the slope (i.e. <0.15). Figure 13 shows a 
relative comparison of our proposed method with the     method under different shifts in 
the error standard deviation. As Figure 13 indicates, the P-value method performs slightly 
better than the    method in detecting shifts in the error standard deviation.  
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Figure 12. Performance comparison of two methods under shift in the slope of 
polynomial model 
 
 
Figure 13. Performance comparison of two methods under shift in the error standard 
deviation of polynomial profile 
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Figures 14 & 15 depict the relative comparison of the in-control & out-of-control 
polynomial model under shift in the intercept and slope respectively. In Figures 14 & 15, 
shift size of 2 & 0.25 is considered in the intercept & slope respectively. In both figures, 
the in-control model is compared to the case that a shift is introduced in one of the model 
parameters. As can be seen, even for large shifts in the intercept or slope, there is still a 
very small difference between the in-control and observed values of response variable,   
across all levels of x. Therefore, for small shifts in the intercept or slope, we don’t expect 
a big jump in ARL values as the process moves from the in-control case to cases with a 
shift introduced in the model.  
 
 
Figure 14. Graphical comparison of the in-control & out-of-control models under shift 
size of 2 in the intercept of polynomial profile 
 
 
0
20
40
60
80
100
120
140
0 2 4 6 8 10
Y
 
X 
in-control model
shifted model
55 
 
 
Figure 15. Graphical comparison of the in-control & out-of-control models under shift 
size of 0.25 in the slope of polynomial profile 
5.3.  Nonlinear Profiles 
Before describing our proposed approach, we discuss several existing control chart 
schemes for Phase II monitoring of nonlinear profiles. 
5.3.1.     Control Chart  
Profile data consists of a set of measurements with a response variable   and one or more 
explanatory variables   to evaluate quality of products. Assume that   observations in 
the     random sample collected over time. When the process is in control, the 
relationship between observations can be represented as: 
                  
Where     is a     vector of independent variables for the  
   observation in the     
profile,     is the random error,    is a     vector of parameters for profile  , and   is 
nonlinear in the parameters. The error terms    s are identically & independently 
0
20
40
60
80
100
120
140
0 2 4 6 8 10
Y
 
X 
in-control model
shifted model
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distributed (i.i.d) normal random variables with mean zero and variance   . For the 
    random sample, the sample profile can be determined through estimating the 
parameter vector   ̂  An iterative procedure such as Gauss-Newton method can be applied 
to obtain the least square error estimates. This method uses a Taylor series expansion to 
approximate the nonlinear regression model with linear terms and then employs ordinary 
least squares to estimate the parameters. Iteration of these steps generally leads to a 
solution to the nonlinear regression problem. In Gauss-Newton procedure, the     
Jacobian matrix of          with respect to    is as follows: 
   
         
   
 
[
 
 
 
 
 
          
    
 
          
    
   
          
    
 
          
    ]
 
 
 
 
 
 
In Phase II applications, all the parameters are known. Therefore, the covariance matrix 
of estimators is also known and can be obtained as           where   is the Jacobean 
matrix of the model. In this case, when the process is in-control,   
  is a chi-square 
random variable with   degrees of freedom. Therefore, an upper control limit for the 
chart can be set as         
    For nonlinear profiles, the    method can be 
implemented similar to polynomial models. The only difference is that in nonlinear cases, 
observation matrix   will be replaced with   which is Jacobian matrix of the model. 
5.3.2. A combined EWMA / R Control Chart Scheme 
This method is based on monitoring residuals that are the differences between the 
reference profile and the sample profile which can be written as:                  
where   is a known function and   is given by using a set of historical data collected in 
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Phase I. Kang and Albin (2000) used an EWMA control chart to monitor the expected 
value of residuals. The EWMA chart statistics denoted by    are as follows: 
      ̅                                      
Where   ̅ is the ith sample mean of the residuals,       is the smoothing parameter, 
and     . The upper and lower control limits for the chart are defined as follows: 
        √
 
      
  ,         √
 
      
 
Where      is chosen to yield a desired in-control ARL. This control chartscheme can 
be used for monitoring nonlinear profiles. Kang and Albin (2000) added the R chart to 
the EWMA control chart to monitor the variability of a profile. In this control chart, the 
sample range is calculated by       (   )          .  
Montgomery (2012) discussed that when the sample size is moderate or large, the 
statistical performance of R chart is degraded. 
5.3.3.  A combined CUSUM /    Control Chart Scheme 
In this control chart scheme, each profile is modeled by a nonlinear regression function 
and the estimated coefficient vector is monitored by three different control charts. 
Cumulative sum (CUSUM) control charts can be used to monitor the parameter estimate 
and detect a shift in the mean of a normal random variable. In order to detect the variance 
changes, Vaghefi et al. (2009) proposed a control chart scheme based on chi- square 
distribution. The chart statistic for the ith sampled profile is given as: 
  
  
 
  
∑   
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The error terms    s are normal random variables with mean zero and variance 
 . The 
chart signals for an out-of-control sample when the chart statistic is greater than upper 
control limit        
 .  
 CUSUM chart statistics need to be calculated by using estimates of the parameters. 
However, in cases that the parametric estimation of profile is too complex or the sample 
size is not large enough to satisfy the asymptotic assumptions, using this method may not 
be appropriate. 
5.3.4.  Description of the proposed method for nonlinear profiles 
In this section, it is assumed that relationship between response variable and predictor 
variable follows a nonlinear model. Despite linear profile monitoring, situation can differ 
for nonlinear models from one case to another. We used nonlinear profile      
            +    in this study, where    s are independent and identically distributed 
(i.i.d.) random variables that follow standard normal distribution. Parameters    and    
are known from the in-control model. We selected this nonlinear model because this 
model belongs to the famous exponential family of nonlinear models. It should be noted 
that for any application, nonlinear model form is different from others. Therefore, 
conclusions obtained in this study may not necessarily hold for all nonlinear models. 
Hence, performance of the proposed method should be evaluated separately for any other 
nonlinear model.  
The proposed P-value approach is used for monitoring nonlinear profiles in Phase II. 
Performance of the proposed method is compared with the    method by Kang & Albin 
(2000) in terms of average run length criterion. 
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5.3.5.  Example 
We consider nonlinear profile         
        +                                     
as an example to illustrate how the proposed method works. The    s are independent and 
identically distributed (i.i.d.) random variables that follow the standard normal 
distribution. The x-values for each sample are fixed at 
                                    . Monte Carlo simulation is used to obtain ARL 
under different shifts in the model parameters. The ARL value is calculated by averaging 
the run lengths obtained by 10000 simulation runs. The Simulations are conducted to 
achieve an in-control ARL of 200. We compare performance of the proposed P-value 
method with the    method. The P-value is calculated using the standard normal 
cumulative distribution function. The test statistic is obtained by standardizing the 
difference between the observed value of the response variable and the corresponding 
fitted value. 
Various shifts are considered in the parameters which are listed in Table 14. The ARL 
values for different shifts in the intercept, slope, and error standard deviation using the P-
value method as well as the    method are shown in Table 14.  
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 Table 14. ARL comparison under shift in the nonlinear model parameters 
 
Figure 16 shows the relative comparison of our proposed method with the     method 
under different shifts in the intercept. According to Figure 16, the    method performs 
better than the P-value method. The difference is more noticeable for detecting small 
shifts in the intercept (i.e. <     ). Figure 17 depicts ARL performance of our proposed 
method as well as the     method under slope shifts. According to Figure 17, the    
method performs better than the P-value method. The difference is more noticeable in 
detecting small shifts in the slope (i.e. <     ). Figure 18 shows the relative comparison 
of our proposed method with the     method under different shifts in the error standard 
deviation. As Figure 18 indicates, the P-value method performs better than the    method 
in detecting shifts in the error standard deviation.  
Shift in 
Interce
pt 
P-value 
method 
10 
level x 
   
method 
10 level 
X 
Shift in 
Slope 
P-value 
method 
10 level 
x 
   
method 
10 level 
X 
Shift in 
Standar
d 
Deviati
on 
P-value 
method 
10 
level x 
   
method 
10 level 
X 
0 197.57 202.869 0 197.57 202.869 1 197.57 202.869 
0.001 172.39 113.776 0.0002 187.23 160.448 1.05 106.84 120.513 
0.002 110.45 40.822 0.0004 159.90 97.606 1.075 83.66 97.609 
0.003 57.90 15.104 0.0006 123.55 53.358 1.1 64.26 79.952 
0.004 30.11 6.543 0.0008 90.74 29.356 1.125 50.48 65.985 
0.005 15.56 3.398 0.001 61.29 17.096 1.15 41.07 55.060 
0.006 8.31 2.064 0.0012 41.46 10.100 1.175 33.24 47.509 
0.007 4.89 1.481 0.0014 28.28 6.390 1.2 27.47 39.314 
0.008 3.00 1.205 0.0016 18.58 4.269 1.225 22.15 34.192 
0.009 2.10 1.078 0.0018 12.67 3.051 1.25 18.87 29.395 
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Figure 16. Performance comparison of two methods under shift in the intercept of 
nonlinear profile 
 
 
Figure 17. Performance comparison of two methods under shift in the slope of nonlinear 
profile 
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Figure 18. Performance comparison of two methods under shift in the error standard 
deviation of nonlinear profile 
Figures 19 depict the relative comparison of the in-control & out-of-control nonlinear 
model under shifts in the intercept and slope. In Figure 19, shift sizes of 0.01, 0.005 is 
considered in the intercept and slope respectively. In Figure 19, the in-control model is 
compared to the cases that shift is introduced in one of the model parameters. As can be 
seen, even for large shifts in the intercept or slope, there is only a small difference 
between the in-control and observed values of response variable across all levels of x. 
Therefore, for small shifts in the intercept or slope, we don’t expect a big jump in ARL 
values as process moves from the in-control case to cases where a shift is introduced into 
the model.  
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Figure 19. Graphical comparison of the in-control & out-of-control models under shift in 
the intercept & slope of nonlinear model 
5.4.  Other Research Ideas 
Before explaining the proposed P-value approach, we discuss other ideas that we have 
examined in order to find a method with better performance. These ideas are discussed in 
the following. 
5.4.1.  Adding Sensitizing Rules 
We considered the following rules for identifying an out-of-control sample. 
Rule 1: If at least one of the P-values corresponding to each subgroup within a sample is 
less than a specified upper bound   , then chart signals for an out-of-control sample. 
Rule 2: If at least two P-values corresponding to each subgroup within a sample are 
bounded by two specified lower & upper bounds       . 
Rule 1 was considered as primary rule & rule 2 as supplementary rule. The basic criterion 
is one or more points outside of the control limits & the supplementary criterion is used 
to increase the sensitivity of the control chart to a small shift in the process. Hence, we 
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can faster detect & respond to the assignable cause. We assumed that if rule 1 satisfies 
then control chart signals out-of-control without evaluating rule 2. If rule 1 does not 
initiate out-of-control signal, then consider supplementary rule 2. If rule 2 satisfies only 
once, we ignore it. But if it holds more than once, out-of-control signal is initiated. Two 
different scenarios were considered: 
1) For instance if 2 or 3 p-values out of 10 levels satisfy rule 2 then chart signals an 
out-of-control. 
2) If rule 2 holds for two or three samples in a row, out-of-control signal is initiated. 
It’s been found that no set of bounds can be obtained that work well for both the in-
control and out-of-control cases. . If we obtain the bounds for satisfactory ARL for 
different shift sizes in the intercept & then run simulation with the same bounds for the 
in-control case, we found that control chart signals too early. Similarly, if we obtain the 
bounds for reasonable in-control ARL and then run simulation for different shift sizes 
using these bounds, the out-of-control ARL would be too large (compare to ARL 
obtained by using the   method). In summary, finding the appropriate combination of 
bounds that work well across all shift sizes is challenging. 
5.4.2.  Using Fisher’s Method 
Fisher’s method is also used to combine the P-values corresponding to different 
subgroups within a sample. Fisher’s method is a way of combining the P-values from 
different tests into one test statistic to form a single overall test.  The test statistic is 
defined as     ∑         
 
     and it follows Chi-square distribution with    degrees 
of freedom. It’s been found that using Fisher’s method can improve the performance of 
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our proposed method compared to the situation that the Bonferroni correction method is 
used. However, the limitation associated with using Fisher’s method is that it requires 
that the individual test statistics (and therefore their resulting P-values) should be 
independent which may not be the case in all practical applications. In another words, 
Fisher’s method can be used in situations that the occurrence of one event does not affect 
the probability of the other. To overcome this limitation, in the case that the P-values 
within a sample are not independent, Brown (1975) proposed the idea of approximating   
using a scaled   distribution. For more details refer to Brown (1975). 
Polynomial profile          +  
  +    is considered as an example to show how the 
Fisher’s method performs compared to the Bonferroni correction method. The errors,    s 
are independent and identically distributed (i.i.d.) normal random variables with μ = 0 
and σ = 1.  The X-values for each sample are fixed at X = 1, 2… 10. A total of 10,000 
replications were used in our simulation study to estimate each ARL value. The α-value 
for the control chart is set at 0.005 to achieve an in-control ARL of approximately 200. 
The ARL values are calculated using the P-value method under shifts in the intercept, 
slope, and the error standard deviation of this polynomial model. Fisher’s method and 
Bonferroni correction method are used as two different criteria for out-of-control 
detection. The results are summarized in Table 15. As Table 15 indicates, using Fisher’s 
method will improve the performance of the proposed P-value method compared to the 
case that Bonferroni’s correction method is used for detecting shifts in the polynomial 
model parameters.  
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Table 15. ARL comparisons under shifts in the intercept, slope, and error standard 
deviation of polynomial model          +  
  +    
 
Shift in 
Intercep
t 
 
Bonferroni 
method 
 
Fisher 
method 
 
Shift 
in 
Slope 
 
Bonferro
ni method 
 
Fisher 
method 
 
Shift in 
error 
Standard 
Deviatio
n 
 
Bonferr
oni 
method 
 
Fisher 
method 
0.2 156 142 0.025 170 163 1.1 65 45 
0.4 94 62 0.05 116 94 1.2 27 15 
0.6 50 23 0.075 70 46 1.3 13 7 
0.8 27 9 0.1 41 21 1.4 8 4 
1.0 15 4 0.15 14 5 1.5 5 2 
 
Nonlinear profile         
        +    is considered as an example to compare the 
performance of the Fisher’s method and the Bonferroni adjustment method. The errors, 
   s are independent and identically distributed (i.i.d.) normal random variables with μ =0 
and σ=1. The X-values for each sample are fixed at 
X =                                   . A total of 10,000 replications were used in our 
simulation study to estimate each ARL value. The α-value for the control chart is set at 
0.005 to achieve an in-control ARL of approximately 200. 
Table 16 shows the ARL values obtained using the P-value approach under shifts in the 
parameters of the above-mentioned nonlinear model. Fisher’s method and Bonferroni 
correction method are used as two different criteria for out-of-control detection. The 
results are summarized in Table 16. As Table 16 shows, the P-value scheme detects shifts 
in the parameters of this nonlinear model faster if Fisher’s method is used as an out-of-
control criterion compared to the case that the Bonferroni’s adjustment method is used.  
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Table 16. ARL comparisons under shifts in the intercept, slope, and error standard 
deviation of nonlinear model         
        +    
 
Shift in 
intercep
t 
 
Bonferro
ni 
method 
 
Fisher 
method 
 
Shift in 
slope 
 
Bonferro
ni 
method 
 
Fisher 
method 
 
Shift in 
error 
standard 
deviation 
 
Bonferro
ni 
method 
 
Fisher 
metho
d 
0.001 172 159 0.0004 159 151 1.1 64 45 
0.002 110 92 0.0006 123 108 1.125 50 33 
0.003 57 43 0.0008 90 73 1.15 41 25 
0.004 30 20 0.001 61 48 1.175 33 19 
0.005 15 9 0.002 8 5 1.25 18 10 
 
5.5. Conclusions 
In this chapter, we proposed a P-value scheme for Phase II monitoring of polynomial and 
nonlinear profiles. For polynomial profiles, the    method performs slightly better 
than the P-value method for detecting small shifts in the intercept (i.e. <1 ) and slope 
(i.e. <0.15). The proposed P-value method outperforms the    method for detecting shifts 
in the error standard deviation. For the considered nonlinear profile, the    method 
performs slightly better than the P-value method for detecting small shifts in the 
intercept (i.e. <0.005) and slope (i.e. <0.002). The proposed P-value method outperforms 
the    method for detecting shifts in the error standard deviation. Overall the proposed 
approach performs effectively in comparison with the    method, considering that its 
implementation is easier in practice. Moreover, in the P-value method, only one control 
chart is used in Phase II for monitoring the intercept, slope, and error standard deviation 
whereas in the    method, three control charts are used to monitor model parameters 
separately. Moreover, our results show that the   method performs slightly better than 
the P-value approach for small shifts in the intercept and slope but overall the two 
68 
 
methods are comparable for various shifts in the intercept, slope, and error standard 
deviation. In this study, we considered nonlinear models from exponential family. Other 
types of nonlinear models can be considered as a future research. It should be noted that 
selecting monitoring method depends on the product type. If the tolerance level for a 
specific product is very tight then the    method could be more appropriate to detect the 
shift in the process as early as possible. However, for most practical cases, the P-value 
approach is an effective method with satisfactory performance.  
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Chapter 6 
SUMMARY AND CONCLUSIONS 
Profile monitoring is relatively a new research area and there are still a lot of questions 
that should be addressed. In this chapter, we summarize the findings from this research 
and conclude with discussion and some ideas for future research. 
6.1.  Contributions 
In this study, a P-value scheme is proposed for profile monitoring in Phase II. Different 
types of profiles are considered including simple linear, multivariate, polynomial, and 
nonlinear profiles. In the proposed approach, the P-values for all subgroups within a 
sample are calculated based on the standard normal cumulative distribution function. The 
chart statistic is obtained by standardizing the difference between the in-control value of 
response variable and the observed value corresponding to each shift size in the model 
parameters. If at least one of the P-values corresponding to each subgroup is less than a 
specified threshold which is obtained by using Bonferroni correction method, then control 
chart signals for an out-of-control sample.  
For simple linear profiles, performance of the proposed method is compared to the KMW-
Shewhart method in Gupta et al. (2006) based on the average run length criterion. Monte 
Carlo simulation is used to obtain the ARL performance for both methods. ARL 
comparisons indicate that performance of the proposed method in our study is quite 
comparable to performance of the KMW-Shewhart method discussed in Gupta et al. 
(2006) for detecting sustained shifts in either the intercept or slope or error standard 
deviation. For shifts in the slope and intercept, the P-value method and the KMW-
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Shewhart method in Gupta et al. (2006) are comparable. In addition, the two methods 
yield fairly similar results under simultaneous shifts in the slope and intercept. We found 
that our proposed method performs slightly better than the KMW-Shewhart method in 
detecting shifts in the error variance alone. Overall the proposed method is an effective 
monitoring technique compared to the KMW-Shewhart method. We also examined how 
the number of observations within a sample may affect performance of the proposed 
method. According to simulation results, we found that for moderate-size shifts in the 
slope, intercept, and the error standard deviation (i.e., δ > 0.125, λ > 0.6, γ > 1.2), there is 
no significant gain in average run length performance beyond 20  levels of X. 
Next, we extended the proposed P-value scheme for monitoring multivariate profiles.  
Performance of our proposed approach was compared to that of the Hotelling’s    
method discussed in Kang and Albin (2000) on the basis of average run length criterion. 
ARL comparisons indicate that performance of our proposed approach is quite 
comparable to the    method discussed in Kang and Albin (2000) in Phase II for 
detecting sustained shifts in the intercept, slope or error standard deviation.  For shifts in 
the intercept, the    method performs slightly better than the P-value method for 
detecting small shifts in the intercept (i.e. <1 ). The two methods yield fairly similar 
results under shifts in the slope. Additionally, our proposed approach performs slightly 
better than the    method in detecting shifts in the error variance. Overall the two 
methods are comparable for various shifts in the intercept, slope, and standard deviation. 
Moreover, we found that choosing more levels of X generally yields better results in 
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terms of detecting a shift in the regression parameters more quickly especially when shift 
occurs in the slope.  
We also applied the proposed method for Phase II monitoring of polynomial and 
nonlinear profiles. Performance of our proposed approach was compared to the 
Hotelling’s    method discussed in Kang and Albin (2000) based on average run length 
criterion. For polynomial profiles, we found that the    method performs slightly better 
than the P-value method in detecting small shifts in the intercept (i.e. <  ) as well as 
small shifts in the slope (i.e. <0.15). The P-value method outperforms the    method in 
detecting shifts in the error standard deviation.  The proposed P-value method was also 
implemented for monitoring nonlinear profiles in Phase II. According to simulation 
results, the    method performs better than the P-value method in detecting small shifts 
in the intercept (i.e. <     ) as well as small shifts in the slope (i.e. <     ). The P-value 
method outperforms the    method in detecting shifts in the error standard deviation. We 
also examined the relative comparison of the in-control model as well as the out-of-
control model when a shift is introduced in the model for various types of profiles. It’s 
been found that even for large shifts in the intercept or slope, there is still very small 
difference between the in-control and observed values of response variable,   across all 
levels of x. Therefore, for small shifts in the intercept or slope, we don’t expect a big 
jump in ARL values as process moves from the in-control case to cases that shift 
introduced in the model. The P-value method outperforms the    method in detecting 
shifts in the error standard deviation. 
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Fisher’s method was also used as an out-of-control criterion in the P-value scheme to 
combine the P-values corresponding to different subgroups within a sample. It should be 
noted that Fisher’s method requires that the individual test statistics (and therefore their 
resulting P-values) should be independent. A polynomial profile and a nonlinear profile 
were considered as examples. It was found that the P-value scheme detects shifts in the 
parameters of these models faster if Fisher’s method is used as an out-of-control criterion 
compared to the case that the Bonferroni’s adjustment method is used.  
In summary, the main advantage of the proposed method is easy implementation in 
practice. This method can be easily used for monitoring different types of profiles 
without a major modification. Moreover, in the proposed method, only one control chart 
is needed for routine monitoring of the intercept, slope, and error standard deviation. If an 
out-of-control signal is observed, only then individual monitoring of the regression model 
parameters is needed. However, in other existing methods such as the    method, three 
control charts are used to monitor the model parameters separately. Overall the proposed 
approach performs effectively in comparison with the    method considering that it 
involves a single control chart, it’s easier to implement in practice and it performs better 
in terms of detecting shifts in the error variance. It should be noted that in general, 
selecting suitable monitoring method depends on the product type. If the tolerance level 
for a specific product is very tight then the    method could be more appropriate to 
detect the shift in the process faster. However, for most practical cases, the P-value 
approach is an effective method with satisfactory performance. 
6.2.  Discussion and Future Research Ideas 
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In this study, we used Bonferroni correction method to counteract the problem 
of multiple comparisons. It is one of the simplest methods to control the familywise error 
rate. The problem with multiple comparisons arises from the fact that as we increase the 
number of hypotheses in a test, the likelihood of witnessing a rare event increases, and 
therefore, the chance to reject the null hypotheses when it's true (type I error) will 
increase. Bonferroni correction is one way to address this issue. The correction is based 
on the idea that if  n dependent or independent hypotheses are tested on a set of data, then 
one way to control the familywise error rate is to test each individual hypothesis at 
a statistical significance level of 
 
 
 times what it would be if only one hypothesis were 
tested. So, assuming that α is desired significance level for the whole family of tests, then 
the Bonferroni correction would be to test each of the individual tests at a significance 
level of 
 
 
. Although the Bonferroni correction controls the probability of false alarms and 
it can be used in any multiple testing situations with dependent or 
independent hypotheses  , when there are a large number of hypotheses being tested and 
the test statistics are correlated it will be conservative and may miss real differences. This 
can increase the risk of type II errors (when a condition failed according to a test result, 
whereas it was actually successful).  
In future studies, effectiveness of the proposed method on multivariate profiles with more 
than one response variable can be investigated. Also, other types of profiles with more 
complicated models might be needed to further validate the proposed approach.   
In this study, the average run length (ARL) is used as a performance measure of a control 
chart. There has been some controversy in the SPC literature about using ARL to 
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measure control chart performance. Due to the fact that distribution of run length for a 
Shewhart control chart is geometric and this can be a highly skewed distribution, the 
mean of the distribution (ARL) is not necessarily a good representative of the run length 
distribution. Moreover, since run length for a Shewhart control chart follows geometric 
distribution, the standard deviation of the run length is very large and it can be almost 
equal to mean. Therefore, the actual in-control ARL can vary significantly. For future 
research, other performance measures can be used as a potential alternative to the ARL. 
For instance, the median run length (MRL) could be more credible measure of a chart's 
performance because it is less affected by the skewness of the run length distribution.  
Another alternative to the ARL can be the percentage points of the run length 
distribution. In some processes, the investigation cost or shutdown cost due to early false 
alarms can be very high. If early false alarm rate is of concern, then the percentage points 
of a control chart should be examined.  
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