In this paper, we study boundary value problems of nonlinear fractional differential equations in a Banach Space E of the following form:
Introduction
Fractional derivatives provide an excellent tool for physics, mechanics, chemistry, engineering, etc, see [1] - [27] . Recently, some papers have dealt with the existence of the solutions of initial value problems or linear boundary value problems for fractional differential equations, see [4] - [11] .
c 2013 Diogenes Co., Sofia pp. 51-63 , DOI: 10.2478/s13540-013-0004-0 Meanwhile, the study of coupled systems involving fractional differential equations is also important as such systems occur in various problems of applied nature, see [13] - [20] . In [19] , Su established sufficient conditions for the existence of solutions for a two-point boundary value problem for a coupled system of fractional differential equations: [20] , extended the results of [19] , to a threepoint boundary value problem for the following coupled system of fractional differential equations: It should be noted that Riemann-Liouville derivative is mathematically rigorous and elegant. But in application, Caputo derivative is better welcome since the initial values conditions for fractional differential equations with Caputo derivative are the same form as for integer differential equations. So the Caputo fractional-order systems are often used in modeling and analysis.
(t) = f (t, v(t), D q t v(t)), t ∈ J = [0, 1], D u t v(t) = g(t, u(t), D v t u(t)), t ∈ J
And as far as we know, the research on boundary value problems for fractional differential equations involving the Caputo derivative in abstract spaces is recently developing, but still slowly, see e.g. [23] . Therefore, the aim of this paper is to make further contribution to this emerging field. We study boundary value problems of nonlinear fractional differential equations in a Banach Space E of the following form:
The boundary value conditions in (1.1) include periodic boundary value, anti-periodic boundary value and nonlocal boundary value conditions. Therefore, we extend some previous results in many respects, as see for example [4] - [11] , [22] , [23] .
The rest of the article is organized as follow. In Section 2, we prepare some material need to prove our results. Section 3 is devoted to the solutions for Eq. (1.1) by means of the concept of measures of noncompactness and the fixed point theorem of Mönch type.
Background Material and Preliminaries
In this section, we present some definitions and auxiliary results which will be needed in the sequel. 
is called Riemann-Liouville fractional integral of order s.
Denote by C(J, E) the Banach space of continuous functions J −→ E, with the usual supremum norm
Let L 1 (J, E) be the Banach space of measurable functions u : J −→ E which are Bochner integrable, equipped with the norm u L 1= 1 0
Moreover, for a given set V of the functions (u, v) :
Now let us recall some fundamental facts of the notion of Kuratowski measure of noncompactness. Definition 2.3. ( [28] ) Let E be a Banach space and Ω E be the family of bounded subsets of E. The Kuratowski measure of noncompactness is the map α :
Properties: The Kuratowski measure of noncompactness satisfies some properties (for more details see [28] ): 
Lemma 2.2. ([29]) If H ⊂ C(I, E) is bounded and equicontinuous, then α(H(t)) is continuous on I and
α({ I x(t)dt : x ∈ H}) ≤ I α(H(t))dt, where H(t) = {x(t) : x ∈ H}, t ∈ I.V = convN (V ) or V = N (V ) ∪ {0} =⇒ α(V ) = 0 holds for every subset V of D, then N has a fixed point.
Existence Results

The space Λ = {(u(t), v(t)) : (u, v) ∈ C(J, E) × C(J, E)} is a Banach space endowed with the norm (u, v)
can be represented by
where
P r o o f. By Lemma 2.1, we have
By the boundary condition, we can obtain that
Then, we know
Hence, we get (3.1). The proof is complete. 2 Definition 3.1. We say that x(t) is a generalized solution of the fractional differential equation (3.1) if x ∈ C(J, E) and satisfies (3.2) . Similarly, we may give the definition of generalized solutions of (1.1).
Remark 3.1. Obviously, if x(t) ∈ C 1 (J, E) is a solution of (3.1), it is easily to get that x(t) ∈ C(J, E) is a generalized solution of (3.1) in virtue of Theorem 3.1. However, by the following simple example, a generalized solution of (3.1) is not a solutions of (3.2) in general.
According to (3.2) and (3.3), we get
], E). By the definition of Caputo derivative, we could not define Caputo derivative D p
In the sequel, we need the following hypotheses:
We define an operator A : C
(J, E) × C(J, E) −→ C(J, E) × C(J, E):
A(u, v)=:
For the convenience of our work, we denote
Theorem 3.2. Assume that hypotheses (H1), (H2) hold. If
then the boundary value problem (1.1) has at least one generalized solution.
P r o o f. Consider the operator A(u, v) defined by (3.4).
It is easy to see that the fixed points of A are the generalized solutions of the problem (1.1).
Define
Clearly, the subset B R is closed, bounded and convex. We shall show that A satisfies the assumptions of Lemma 2.4. The proof is be given in 3 steps.
Step 1 : In view of the continuity of f i , g i , i = 1, 2, we have that A is continuous.
Step 2 : A :
Step 3 : A(B R ) is bounded and equicontinuous. By
Step 2, it is easy to see that A(B R ) is bounded.Now,we show A(B R ) is equicontinuous.
For 0 ≤ t 1 ≤ t 2 ≤ 1,
which implies that A is equicontinuous.
V i is bounded and equicontinuous, and therefore the function τ i (t) = α(V i (t)) is continuous on J. By the properties of the Kuratowski measure of noncompactness, Lemma 2.2, Lemma 2.3 and (H2), we have
which implies that
By (3.5) it follows that τ 1 ∞ = 0, that is τ 1 (t) = 0 for t ∈ J. In the similar way, we have τ 2 (t) = 0. Hence α(V (t)) ≤ α(V 1 (t)) = 0 and α(V (t)) ≤ α(V 2 (t)) = 0, this means that V (t) is relatively compact in E. In view of the Ascoli-Arzela theorem, V is relatively compact in B R . Hence, we know that A has at least a fixed point by Lemma 2.4. We end the proof. 2
Now, we replace (H1) by the following linear growth condition: Define
Clearly, the subset B R is closed, bounded and convex. Repeating the same process in Step 2 and Step 3 in Theorem 3.2, using (H1 ), for each t ∈ J, we have
Step 2 : A : 
