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Homogeneous Hypercomplex Structures I - the compact Lie groups
GEORGE DIMITROV AND VASIL TSANOV
Abstract. We introduce a remarkable subset "the stem" of
the set of positive roots of a reduced root system. The stem de-
termines several interesting decompositions of the correspond-
ing reductive Lie algebra. It gives also a nice simple three
dimensional subalgebra and a "Cayley transform". In the
present paper we apply the above devices to give a complete
classification of invariant hypercomplex structures on compact
Lie groups.
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2 GEORGE DIMITROV AND VASIL TSANOV
1. Introduction
This paper is the first in a series of two, whose purpose is to
give a description of compact hypercomplex homogeneous mani-
folds with a transitive action of a compact group. The classification
and proofs are entirely based on the structure theory of reductive
Lie groups, it turns out that in the language of roots we get sur-
prisingly clear answers to the natural questions.
So we start with a complex manifold (M, I) with a transitive
compact group of biholomorphic automorphisms and look for an-
other invariant complex structure J on M , such that IJ = −JI
(we say shortly that J matches I). We call the complex structure
I admissible if there exists a matching J .
Our classification problem splits into two:
Problem A: In the class of compact complex homogeneous man-
ifolds (M, I), discern those which are admissible.
Problem B Given an admissible complex structure I on M ,
describe the class of all homogeneous hypercomplex structures on
M (up to equivalence) of which I is one of the complex structures.
In the present first paper (Section 2) we introduce and discuss
a remarkable invariant of reduced root systems, which we call the
"stem" of ∆+. The stem is a certain maximal strongly orthogonal
set of roots, which is determined by ∆ up to the action of the Weyl
group (see Theorem 2.12).
Also in this paper we use the stem combinatorics to solve Prob-
lem A (see Theorem 4.27 and corollaries) and Problem B (see The-
orem 4.32) when our homogeneous space is the underlying manifold
of a compact Lie group.
The idea to use a highest root to construct homogeneous "quater-
nionic" spaces goes back to Wolf [21]. A wide class of examples of
such structures was given by Spindel et al [15] and Joyce [8] where
many ideas of the present paper may be traced in implicit form.
It is well known ([13],[19]) that each compact even dimensional
Lie group carries a homogeneous complex structure. A comprehen-
sive description of the regular homogeneous complex structures on
reductive Lie groups (not necessarily compact) in terms of structure
theory may be found in Snow [14].
For a compact Lie group our problems are easily reduced to
determining the hypercomplex structures on the Lie algebra, which
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are integrable in the sense that the Nijenhuis tensor vanishes. We
show in particular that a compact simple Lie group U admits a
left invariant hypercomplex structure if and only if U = SU(2k +
1), k ≥ 1.
When our compact Lie algebra u is "nearest to semisimple"1,
a homogeneous complex structure may participate in at most one
hypercomplex structure. More precisely: we use the stem to define
a Cayley transform of the Lie algebra, which determines completely
the hypercomplex structure.
1.1. Conventions and notations. Here we fix notations and re-
call well known facts, to be used throughout the paper.
We shall denote by u a compact Lie algebra. Then the com-
plexification uC = g = gs ⊕ c is a reductive complex Lie algebra,
whose semisimple ideal is gs, and the center is c ∼= C
r. We de-
note by τ conjugation of g w.r. to the real form u, so τ is an
antilinear involution of g, such that u = gτ = us ⊕ cu. We denote
by Us and Gs the corresponding simply connected Lie groups, by
U = Us × Cu, G = Gs × C - the corresponding reductive Lie
groups (Cu is a compact torus).
For X, Y ∈ g, we denote by 〈X, Y 〉 an ad-invariant symmetric
bilinear form such that its restriction to the compact real form u is
negative definite. We assume that 〈., .〉 coincides with the Killing
form on the semisimple part gs.
Let h be a τ -stable Cartan subalgebra of g, then h = hs ⊕ c,
where hs is a Cartan subalgebra of gs. Let H be the corresponding
Cartan subgroup of G. We denote by ∆ the root system of gs w.r.
to hs. For α ∈ ∆ we denote by hα the element of h determined by
〈H, hα〉 = α(H) for all H ∈ h, and we denote
Hα =
2
〈α, α〉
hα, g(α) = {X ∈ g| adH(X) = α(H)X, H ∈ h}.
Further for α, β ∈ ∆ we denote
C(β, α) =
2 〈β, α〉
〈α, α〉
, sα(β) = β − C(β, α)α.
The map β 7−→ sα(β) is the reflection along α (see e.g. [6], ch III).
1This notion is well defined in terms of the stem, it means that the rank of
our compact Lie algebra is exactly twice the number of elements in the stem
(see Corollary 4.16 and Theorem 4.27).
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By Aut(∆) we denote the group of all the elements in GL(h∗
R
),
which leave the set ∆ ⊂ h∗s invariant and the center c pointwise
fixed.
The Weyl group W = W(∆) is the (normal) subgroup of
Aut(∆), which is generated by all reflections sα, α ∈ ∆. The Weyl
group acts simply transitively on the set of all bases Π of ∆. For
a fixed basis Π of the root system ∆ we denote AutΠ(∆) = {φ ∈
Aut(∆)| φ(Π) = Π}.
The adjoint action of the Weyl group W on h is defined for
s ∈ W by α(s(H)) = s−1(α)(H), H ∈ h. For any γ ∈ ∆ we
have sγ(H) = H − γ(H)Hγ, H ∈ h. The normalizer N ⊂ G
of the Cartan subalgebra h is N = N(h) = {g ∈ G| Adg(h) =
h}, Nu = N∩U. The following exact sequence is a fundamental
fact of structure theory
(1) 1 −−−→ Hu
ι
−−−→ Nu −−−→ W −−−→ 1.
1.1.1. Weyl - Chevalley basis. We (may) choose elements Eα ∈
g(α), so that the structural constants are integer, i.e., for α, β, α+
β ∈ ∆:
[Eα, E−α] = Hα, [Eα, Eβ] = Nα,βEα+β,
(2)
Nα,β = −N−α,−β , |Nα,β| = 1− p,
where β +nα, p ≤ n ≤ q is the α-series of β (see e.g. [6], ch III).
It is convenient to extend (2) and define the symbol Nα,β for
any couple of functionals α, β ∈ h∗ by
Nα,β = 0, if α 6∈ ∆ or β 6∈ ∆ or α + β 6∈ ∆.(3)
In the above basis for gs, the contragredience involution θ ∈
Aut(g) is the complex linear map determined by
θ(Eα) = −E−α, θ(H) = −H, α ∈ ∆, H ∈ h.(4)
The conjugation τ is the antilinear involution given by
τ(Eα) = −E−α τ(Hα) = −Hα, τ((z1, . . . , zr)) = (−z1, . . . ,−zr).
where (z1, . . . , zr) ∈ c.
We have u = gτ = {X ∈ g| τ(X) = X}. As h is τ -invariant:
α(τ(H)) = −α(H), α ∈ ∆, H ∈ h.(5)
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We now fix a basis Π = {α1, . . . , αl} of∆, which gives us a system
of positive roots ∆+. We denote
n± =
⊕
α∈∆±
g(α), g = h⊕ n+ ⊕ n−, b± = h⊕ n±.
The Borel subalgebra b+ is a maximal solvable subalgebra of g.
For any γ ∈ ∆ we denote
slγ(2) = spanC{Eγ, E−γ, Hγ} ⊂ g, suγ(2) = u ∩ slγ(2).
Definition 1.1. A subalgebra a ⊂ g is called h-regular if its nor-
malizer n(a) contains a Cartan subalgebra h of g. A subalgebra a
is called regular if it is h-regular for some Cartan subalgebra h.
It is well known that if a is an h-regular subalgebra of g, then
we have a decomposition:
a = (h ∩ a)⊕
⊕
α∈Θ
g(α), where Θ = {α ∈ ∆| g(α) ⊂ a}.(6)
1.2. Complex structures on a compact Lie group. Any left
invariant almost complex structure on the manifold U, determines
(and is determined by) a complex structure I : u→ u. The obvious
condition for the existence of a complex structure on u is even
dimension, and this is the same as even rank.
It is clear that an invariant (hyper)comp;ex structure onU deter-
mines and is determined by an invariant (hyper)complex structure
on the universal covering group U˜ ∼= Us×R
r. We have U = U˜/Λ,
where Λ is some central lattice in U˜. It is well known that equiva-
lent complex structures on U˜ may project to unequivalent complex
structures on U. In this paper we concentrate rather on classify-
ing up to equivalence the invariant hypercomplex structures on U˜,
which is done in terms of data on the Lie algebra u. The depen-
dence on Λ is well understood in the literature.
Let I be any complex structure on u. We extend I to g (and go
on to denote the extension by I) setting I(iX) = iIX. Thus on g
we have I ◦ τ = τ ◦ I.
Definition 1.2. Let I be a complex structure on u. We denote
m+I = {X ∈ g|IX = iX} = {X − iIX|X ∈ u};
m−I = {X ∈ g|IX = −iX} = {X + iIX|X ∈ u} = τ(m
+
I ).
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In other words: m+I , m
−
I are respectively the (1, 0) and (0, 1)
components (w.r. to the left invariant almost complex structure I)
of the complexified tangent space to U at the unit element. It is
also well known (and obvious) that
g = m+I ⊕m
−
I .(7)
If I is a complex structure on u we define its Nijenhuis tensor:
NI(X, Y ) = [IX, IY ]− I[IX, Y ]− I[X, IY ]− [X, Y ], X, Y ∈ u.
(8)
It is often convenient to "complexify" the Nijenhuis tensor by al-
lowing X, Y in the above formula to vary in g = uC. We denote
the complexified Nijenhuis tensor by the same letter.
The following proposition is well known (see e.g. Snow [14])
Proposition 1.3. The left invariant almost complex structure in-
duced by I on U is a complex structure if and only if, any one of
the following conditions is satisfied:
a) m+I is a subalgebra of g; b) NI ≡ 0.
In this paper, a complex structure on the compact Lie algebra u
will be called integrable, if it satisfies the conditions from Propo-
sition 1.3.
Definition 1.4. Two complex structures I, I ′ on u will be called
equivalent if there exists an automorphism ξ of u such that ξ◦I =
I ′ ◦ ξ.
Definition 1.5. We shall say that a complex structure I on a Lie
algebra u is regular if m+I is a regular subalgebra w.r. to some
τ -stable Cartan subalgebra h of uC.
Since U is compact, we may assume that I is a regular complex
structure (see Snow, [14]). Throughout the paper h will denote a
τ -stable Cartan subalgebra in the normalizer of m+I .
Let ∆ ⊂ (h)∗ be the root system of g w.r. to h. We have
Proposition 1.6. An integrable complex structure I on u deter-
mines a system of positive roots ∆+, and a subspace h+ = m+I ∩h ⊂
h, such that
m+I = h
+ ⊕ n+, h = h+ ⊕ h−, where h− = τ(h+) = m−I ∩ h.
In particular dim(h+) = 1
2
dim(h).
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Proof. From regularity of I we have the decomposition (6).
The Cartan subalgebra h is τ -invariant, whence g = m+I ⊕τ(m
+
I )
implies h+ ⊕ h− = h, whence the last statement of the lemma.
If α ∈ Θ and −α ∈ Θ, then Hα = [Eα, E−α] ∈ m
+
I , but τ(Hα) =
−Hα, whence m
+
I ∩ τ(m
+
I ) 6= ∅, which contradicts Proposition 1.3.
Because dim(m+I ) =
1
2
dim(g), we conclude that Θ contains exactly
one of the roots in each couple {α,−α} ⊂ ∆. But m+I is also a
subalgebra, so Θ = ∆+ for some basis of ∆ (see e.g. [2], Ch VIII,
Sect 3, Prop. 7). The lemma is proved. 
Remark 1.7. If I is a regular complex structure on a noncom-
pact reductive Lie algebra g0, then the subalgebra m
+
I may have a
nontrivial Levy component (see e.g. Snow [14]) .
Throughout this paper, given an integrable complex structure I
on u = gτ we shall denote the corresponding τ -invariant Cartan
subalgebra h = hI , the subspace h
+ = h+I with dimension m =
dim(h+) = 1
2
dim(h), the Borel subalgebra b+ = b+I = hI ⊕ n
+
I etc.
When (we believe that) no confusion may arise, we shall omit the
subscript I. When we have to refer to this connection between I
and the structural data, we shall say briefly that I is a b+ complex
structure. In other words, a complex structure I on u, will be
called a b+-complex structure iff b+ is the normalizer of m+I .
It is well known that Adu acts transitively on the set of all Borel
subalgebras of g, thus if we fix a Borel subalgebra b+, then any
integrable complex structure on u is equivalent to a b+-complex
structure.
Remark 1.8. It is well known that a compact group U may have
a left invariant complex structure I in such a way, that the sim-
ple factors are not complex submanifolds. Perhaps the best known
semisimple example is a Calabi-Eckman invariant complex struc-
ture on SU(2)×SU(2). For examples with even dimensional factors
s.
1.3. Left invariant almost hypercomplex structures.
Definition 1.9. A left invariant almost hypercomplex struc-
ture on U is a couple of complex structures I, J : u −→ u, which
anti-commute i.e. I ◦ J = −J ◦ I. An almost hypercomplex struc-
ture will be called a hypercomplex structure if both I, J are
integrable.
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Two hypercomplex structures (I, J), (I ′, J ′) on u will be called
equivalent if there exists an automorphism ξ of u such that ξ◦I =
I ′ ◦ ξ, ξ ◦ J = J ′ ◦ ξ.
We use the same letters to denote the complexifications of the
operators I, J , so we have two linear maps I, J : g −→ g, such that
IJ = −JI, I2 = J2 = −1, τ ◦ I = I ◦ τ, τ ◦ J = J ◦ τ.(9)
First we show
Lemma 1.10. Let I, J be complex structures on u. Then I ◦ J =
−J ◦ I if and only if I(m+J ) = m
−
J .
Proof. If I ◦J = −J ◦I, then for X ∈ m+J we have JIX = −IJX =
−iIX.
If I(m+J ) = m
−
J , then for X ∈ m
+
J we have JIX = −iIX and
IJX = iIX, hence (I◦J)|m+
J
= −(J◦I)|m+
J
. Since I and J commute
with τ and m+J ⊕m
−
J = g, we have I ◦ J = −J ◦ I. 
Definition 1.11. Let u be a compact Lie algebra. Let I be a b+
complex structure as described in Subsection 1.2. We shall say
that a complex structure J on u matches I if J is integrable and
IJ = −JI. We call I admissible if there exists some J , which
matches I.
Now we introduce more notation, which will be used throughout
the paper. We are interested in hypercomplex structures, so from
this moment we assume that we have fixed a b+ complex
structure I on u and use freely the notations from subsection
1.2 and Proposition 1.6. Further we assume that J is a complex
structure on u, such that JI = −IJ .
Definition 1.12. We fix a basis U1, . . . , Um of h
+, then we define
Vk = τ(Uk) ∈ h
− so that we have bases
{Eα|α ∈ ∆
+} ∪ {U1, . . . , Um} of m
+
I ;
{E−α|α ∈ ∆
+} ∪ {V1, . . . , Vm} of m
−
I .
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For α ∈ ∆+, q = 1, . . . , m we decompose the elements JEα, JUq as
follows
JEα =
∑
β∈∆+
aβ,αE−β +
m∑
t=1
ξt,αVt;
(10)
JUq =
∑
β∈∆+
ηβ,qE−β +
m∑
t=1
bt,qVt.
We introduce matrices with coefficients aα,β , bt,q, ξt,α, ηα,q respec-
tively:
a ∈M(n×n); b ∈M(m×m); ξ ∈M(m×n); η ∈M(n×m).
Proposition 1.13. Let J be a complex structure on u, such that
J ◦ I = −I ◦ J . In the bases of Definition 1.12 the linear operator
J has the matrix
J =

0 0 a −η
0 0 −ξ b
a η 0 0
ξ b 0 0
 , ηξ − aa = In, bξ − ξa = 0,aη − ηb = 0, ξη − bb = Im.(11)
Conversely, for any choice of a,b, ξ, η as in (11), the operator given
by the matrix J commutes with τ and defines a complex structure
J on u, such that J ◦ I = −I ◦ J .
Proof. Using J ◦ τ = τ ◦ J and (10) we compute
JE−α = −τ(JEα) =
∑
β∈∆+
aβ,αEβ −
m∑
t=1
ξt,αUt,
JVq = τ(JUq) = −
∑
β∈∆+
ηβ,qEβ +
m∑
t=1
bt,qUt.
The equalities in (11) mean the same as J2 = −I. 
Obviously, many invariant almost hypercomplex structures onU
exist iff dim(u) is divisible by 4.
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2. Stems
Throughout this section ∆ is a reduced root system, Π is a basis
of ∆ and ∆+ is the corresponding subset of positive roots.
Definition 2.1. For any γ ∈ ∆+ we denote
Φ+γ
.
= {α ∈ ∆+| γ − α ∈ ∆+}.
A subset Γ ⊂ ∆+ will be called a stem of ∆+ iff
∆+ = Γ ∪
⋃
γ∈Γ
Φ+γ , disjoint union.(12)
If Γ is a stem of ∆+ and γ ∈ Γ, we shall call Φ+γ the branch at γ.
In the present section we shall prove existence and uniqueness of
a stem for a reduced root system ∆ with a fixed basis Π (hence fixed
∆+). We also derive the properties of stems needed for applications
to the existence and properties of hypercomplex structures. Next
we give a list of notations related to a stem.
Definition 2.2. Let Γ be a stem of ∆+. We denote
Φ−γ = −Φ
+
γ , Φγ = Φ
+
γ ∪ Φ
−
γ ,
(13)
Φ+ =
⋃
γ∈Γ
Φ+γ , Φ
− = −Φ+, Φ = Φ+ ∪ Φ−.
So we have a disjoint union ∆+ = Γ ∪ Φ+.
2.1. Existence and uniqueness of the stem.
Definition 2.3. Let ∆ = ∆1 ∪ · · · ∪∆k be the decomposition of ∆
into mutually orthogonal, irreducible root subsystems.
We shall say that γ ∈ ∆ is a long root if ‖γ‖ ≥ ‖α‖ for each
α ∈ ∆j, where γ ∈ ∆j.
We shall say that γ ∈ ∆ is a maximal root if γ is the highest
root in some ∆j.
We shall say that two roots α, β ∈ ∆ are strongly orthogonal
if α± β 6∈ ∆.
Proposition 2.4. Let γ ∈ ∆+ be a long root, α ∈ ∆, α 6= ±γ.
Let the γ-series of α be {α + nγ, p ≤ n ≤ q} (see e.g. [6]). Then
a) |C(α, γ)| ≤ 1.
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b) The number of distinct roots in the γ-series of α is at most 2.
More precisely
q − p+ 1 =
{
1 if and only if C(α, γ) = 0,
2 if and only if |C(α, γ)| = 1.
(14)
c) 〈α, γ〉 = 0 if and only if γ is strongly orthogonal to α.
Proof. a) If γ and α belong to different irreducible components of
∆, then C(α, γ) = 0. If they belong to the same component, the
claim follows from the Schwartz inequality.
b) We have p + q = −C(α, γ) (see e.g. [2]). Thus the length
of the γ- series of α is 1 − C(α + pγ, γ) ≤ 2, the last inequality
obviously follows from a). Thus either p = 0 or q = 0. But then
obviously both vanish iff C(α, γ) = 0.
c) trivially follows from b). 
Proposition 2.5. Let γ be a maximal root. Then
a) γ is a long root;
b) If α ∈ ∆+ and α 6= γ, then 0 ≤ C(α, γ) ≤ 1.
c) Let α ∈ ∆ and α 6= γ. Then α ∈ Φ+γ iff C(α, γ) = 1.
Proof. Claims a), b) are proved e.g. in ([2], Ch.VI, Sect.1.8).
c) If C(α, γ) = 1, then α− γ = sγ(α) ∈ ∆. By maximality of γ
we have α− γ ∈ ∆−. Whence γ − α ∈ ∆+. 
Proposition 2.6. Let γ be a maximal root. Let α ∈ Φ+γ , ν ∈
∆, ν 6= ±γ. Then
a) If ν ∈ Φ+γ and α + ν ∈ ∆, then α+ ν = γ.
b) If ν 6∈ Φγ and α + ν ∈ ∆, then α + ν ∈ Φ
+
γ .
Proof. If α, ν ∈ Φ+γ , then by Proposition 2.5, c), we have
C(α+ ν, γ) = C(α, γ) + C(ν, γ) = 2.
By Proposition 2.4, a) we have α+ ν = ±γ, but α+ ν ∈ ∆+, so a)
is proved.
Now we prove b). By Proposition 2.5 c), ν 6∈ Φγ implies 〈ν, γ〉 =
0 whence
C(α+ ν, γ) = C(α, γ) + C(ν, γ) = 1.
Now, if α+ν ∈ ∆, by Proposition 2.5, c), we have α+ν ∈ Φ+γ . 
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Proposition 2.7. Let γ ∈ ∆+ be a maximal root and let Π be our
fixed basis of ∆. The set Φ+γ ∩ Π has at most two elements. Also
Φ+γ = ∅ ⇐⇒ γ ∈ Π ⇐⇒ Φ
+
γ ∩Π = ∅.
Proof. Without loss of generality we may assume that ∆ is irre-
ducible and γ is the highest root.
The first equivalence claimed is just the definition of a simple
root. Any root γ ∈ ∆+ has a representation γ = β1+ β2 + · · ·+ βk
where all summands are simple roots and each partial sum is a root
(see e.g. [6], Ch.X, Lemma 3.10 ). The last root in the sequence
belongs to Φ+γ ∩ Π. Whence the second equivalence follows.
How we treat the case when Φ+γ 6= ∅. We decompose
γ =
∑
α∈Π
nα(γ)α,(15)
where nα(γ) ∈ N for each α ∈ Π. By Proposition 2.5, c) we have
2 = C(γ, γ) =
∑
α∈Π
nαC(α, γ) =
∑
α∈Φ+γ ∩Π
nα.
So if ξ ∈ Φ+γ ∩Π, then either nξ = 2 and Φ
+
γ ∩Π = {ξ}, or nξ = 1,
and there is exactly one element η ∈ Φ+γ ∩Π with η 6= ξ. 
We shall need some properties of the orthogonal complement of
a maximal root.
Lemma 2.8. Let γ be a maximal root in ∆+. If ∆˜ = ∆ \ (Φγ ∪
{γ,−γ}), then
a) ∆˜ is a reduced root system, Π˜ = Π∩∆˜ is a basis of ∆˜, and the
corresponding subset of positive roots is ∆˜+ = ∆+ \ (Φ+γ ∪ {γ}) =
∆˜ ∩∆+.
b) If α, β ∈ ∆˜ and α + β ∈ ∆, then α + β ∈ ∆˜.
c) For any α ∈ ∆˜+ we have Φ+α = {β ∈ ∆
+| α − β ∈ ∆+} =
{β ∈ ∆˜+| α− β ∈ ∆˜+}.
Proof. a) and b) follow from the fact (see Proposition 2.5) that
∆˜ = {α ∈ ∆; 〈α, γ〉 = 0}.
c) Let α− β ∈ ∆+. Let us assume that α− β 6∈ ∆˜+. Therefore
by a) we have α − β ∈ Φ+γ ∪ {γ}. But, α − β 6= γ, since γ is a
maximal root. So α− β ∈ Φ+γ .
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Recalling that β ∈ ∆+, we see that β ∈ Φ+γ or β ∈ ∆˜
+ (now,
obviously, β = γ is impossible).
If β ∈ Φ+γ then by Proposition 2.6 a) we obtain α = (α−β)+β =
γ, which contradicts α ∈ ∆˜+. If β ∈ ∆˜+ then by Proposition 2.6
b) we obtain α = (α− β) + β ∈ Φ+γ , which contradicts α ∈ ∆˜
+.
Thus, we proved α− β ∈ ∆˜+.
Now, using Proposition 2.6 again, one can easily show that β ∈
∆˜+. The lemma is proved. 
The construction of a stem is contained in the following
Proposition 2.9. There exists a sequence ∆ = ∆1 ⊃ ∆2 ⊃ · · · ⊃
∆d of closed root subsystems
2 with bases Πk = Π ∩ ∆k, corre-
sponding sets of positive roots ∆+k = ∆
+ ∩ ∆k and maximal roots
γk of ∆
+
k , k = 1, . . . , d, such that we have disjoint unions:
∆+1 = Φ
+
γ1
∪ {γ1} ∪∆
+
2 , . . . , ∆
+
d−1 = Φ
+
γd−1
∪ {γd−1} ∪∆
+
d ,
(16)
∆+d = Φ
+
γd
∪ {γd}.
The set Γ = {γ1, . . . , γd} is a stem of ∆
+.
Remark 2.10. The construction goes by induction, taking at each
step a maximal root γk ∈ ∆
+
k and defining ∆k+1 = γ
⊥
k = {α ∈
∆k| 〈α, γk〉 = 0}. The point is to prove that for each k = 1, . . . , d
we have
Φ+γk = {α ∈ ∆
+| γk − α ∈ ∆
+} = {α ∈ ∆+k | γk − α ∈ ∆
+
k }.(17)
The induction step is based on Lemma 2.8, c).
Proof. Let γ1 ∈ ∆
+ be a maximal root. We put ∆1 = ∆, ∆
+
1 = ∆
+
and define:
∆2 = {α ∈ ∆1| 〈α, γ1〉 = 0}, Π2 = Π ∩∆2, ∆
+
2 = ∆
+ ∩∆2.
By Proposition 2.5,c), we have ∆+1 = Φ
+
γ1
∪ {γ1} ∪∆
+
2 . If ∆2 = ∅,
then obviously Γ = {γ1} is a stem, and our lemma is proved.
If∆2 6= ∅, we go on by induction. Assume that k > 1 and we have
defined a sequence of root systems ∆1 ⊃ ∆2 ⊃ · · · ⊃ ∆k 6= ∅ and
2One says that a subsystem Θ ⊂ ∆ is closed iff α, β ∈ Θ and α + β ∈ ∆
imply α+ β ∈ Θ.
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maximal roots γ1 of ∆
+
1 , . . . , γk of ∆
+
k , such that for i = 1, . . . , k−1
we have
∆i+1 = {α ∈ ∆i| 〈γi, α〉 = 0}, Πi+1 = Π ∩∆i+1,
∆+i = ∆
+ ∩∆i = Φ
+
γi
∪ {γi} ∪∆
+
i+1;(18)
α ∈ ∆+i+1 =⇒ {β ∈ ∆
+
i+1| α− β ∈ ∆
+
i+1} = Φ
+
α .
The above conditions are obviously valid for k = 2 (see Proposition
2.6 and Lemma 2.8).
To make the induction step we choose a maximal root γk ∈ ∆
+
k
to get the sequence γ1, . . . , γk−1, γk. By (18) with i = k− 1, we see
that
Φ+γk = {β ∈ ∆
+
k | γk − β ∈ ∆
+
k } ⊂ ∆
+
k .(19)
Now we define
∆k+1 = {α ∈ ∆k| 〈α, γk〉 = 0}, Πk+1 = Π ∩∆k+1.
Obviously we have disjoint union ∆+k = Φ
+
γk
∪ {γk} ∪∆
+
k+1.
If ∆k+1 = ∅, then our sequences are {∆i}
k
i=1, {∆
+
i }
k
i=1 and
{γi}
k
i=1.
If ∆k+1 6= ∅, then from (19) and Lemma 2.8 a) it follows that
∆k+1 is a root system and ∆
+
k+1 = ∆k+1 ∩∆
+.
By (19) and Lemma 2.8 b) applied to ∆k and ∆k+1 it follows
that for any α ∈ ∆+k+1 we have {β ∈ ∆
+
k+1| α− β ∈ ∆
+
k+1} = {β ∈
∆+k | α−β ∈ ∆
+
k }. On the other hand by the induction assumption
(18) with i = k − 1 it follows that for any α ∈ ∆+k+1 we have
Φ+α = {β ∈ ∆
+
k | α− β ∈ ∆
+
k }. Hence for each α ∈ ∆
+
k+1 we have
{β ∈ ∆+k+1;α− β ∈ ∆
+
k+1} = Φ
+
α .
In particular we have proved (17). The induction is complete, so
we constructed a stem Γ = {γ1, . . . , γd}. 
From the proof of the last proposition we get some improvements
of Proposition 2.6 and Lemma 2.8
Corollary 2.11. Let γk,∆k, k = 1, . . . , d be as in Proposition
2.9. Then
a) If α, β ∈ Φ+γk and α + β ∈ ∆, then α + β = γk;
b) If α ∈ Φ+γk , β ∈ ∆k+1 and α + β ∈ ∆, then α+ β ∈ Φ
+
γk
;
c) If α, β ∈ ∆k and α + β ∈ ∆, then α + β ∈ ∆k.
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Proof. c) Easy induction using Lemma 2.8, b).
a) Because of c), we may apply (17) and Proposition 2.6, a) to
∆+k .
b) Now we apply (17) and Proposition 2.6 b) to ∆+k . 
Now we can prove
Theorem 2.12. Existence and uniqueness Let ∆ be a reduced
root system, let Π be a basis and let ∆+ be the corresponding set of
positive roots. There exists exactly one stem of ∆+.
Proof. The existence is already proved in Proposition 2.9. Let Γ =
{γ1, . . . , γd} be the stem of ∆
+ constructed there. Now we prove
uniqueness.
Let Γ′ be any stem of ∆+. We have to prove that Γ = Γ′. It is
obviously sufficient to prove Γ ⊂ Γ′.
By maximality γ1 + α is not a root for any α ∈ ∆
+ , so γ1 6∈ Φ
+
γ
for any γ ∈ Γ′, and because of (12) we have γ1 ∈ Γ
′.
Now assume that for some k < d we have {γ1, . . . , γk} ⊂ Γ
′.
Assume that γk+1 6∈ Γ
′. Since Γ′ is a stem, there is an element
δ ∈ Γ′, such that γk+1 ∈ Φ
+
δ . Now δ 6∈ {γ1, . . . , γk} (since Γ is a
stem and γk+1 6∈ Φ
+
γ1
∪ · · · ∪ Φ+γk). Furthermore δ 6∈ Φ
+
γ1
∪ · · · ∪Φ+γk
because Γ′ is a stem. Therefore δ, γk+1 ∈ ∆
+
k+1 and δ− γk+1 ∈ ∆
+.
By Corollary 2.11, b) it follows that δ− γk+1 6∈ Φ
+
γi
for all i ≤ k,
hence δ−γk+1 ∈ ∆
+
k+1. This is impossible by Corollary 2.11, c) and
since γk+1 is a maximal root in ∆
+
k+1. So γk+1 ∈ Γ
′. The theorem
is proved. 
Example 2.13. The root system ∆ = D4 is irreducible, and fixing
∆+ we determine a highest root γ1, while ∆2 = A1⊕A1⊕A1, so we
have Γ = {γ1, γ2, γ3, γ4}, where the last three roots are all maximal
and may come in any order.
We fix a useful fact
Corollary 2.14. If γ ∈ Γ and α ∈ Φ+γ , then α(Hγ) = C(α, γ) = 1.
Proof. By the construction of the stem, γ = γk is a maximal root
in a root subsystem ∆k, where obviously α belongs to the branch
at γ. Now we apply Proposition 2.5, c). 
From the construction in Proposition 2.9 we obtain a natural
ordering of the stem Γ - there is a sequence ∆1 ⊃ ∆2 ⊃ · · · ⊃
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∆d, which gives the indexation Γ = {γ1, . . . , γd}. The ordering is
substantially partial. As the Example 2.13 shows, each time when
∆k is not irreducible we have to choose γk+1 among the maximal
roots of ∆+k . We shall give now the formal definition. First we have
Proposition 2.15. Let ∆ be a reduced root system, let Π be a basis
and let ∆+ be the corresponding set of positive roots. Let Γ be the
stem of ∆+.
For each γ ∈ Γ, there exists an unique irreducible closed subsys-
tem of roots Θγ ⊂ ∆, such that
a) The set Πγ = Π ∩Θγ is a basis of Θγ;
b) Θ+γ = Θγ ∩ ∆
+ is the set of positive roots determined by the
basis Πγ, γ is the highest root of Θ
+
γ and
Φ+γ = {α ∈ ∆
+| γ − α ∈ ∆+} = {α ∈ Θ+γ | γ − α ∈ Θ
+
γ }.
c) The stem of Θ+γ is the subset Θγ ∩ Γ. If δ ∈ Θγ ∩ Γ, then
Θδ ⊂ Θγ.
Proof. We look at the proof of Proposition 2.9. If γ = γk in the
construction there, then γ is a maximal root in the reduced root
system∆k, which means exactly that γ is the highest root of exactly
one irreducible component of ∆k, which we denote by Θγ. The
check of the properties a), b) and c) is immediate. 
Definition 2.16. Let ∆ be a reduced root system, let Π be a basis
and let ∆+ be the corresponding set of positive roots. Let Γ be the
stem of ∆+ and let γ, δ ∈ Γ.
We shall say that γ precedes δ, and we write γ ≺ δ, if δ ∈ Θγ,
(see Proposition 2.15).
In the following text, each time when we use indexation of Γ
we shall assume that it is compatible with the order ≺, that is,
when we write Γ = {γ1, . . . , γd}, we assume that
γk ≺ γj =⇒ k < j.(20)
We illustrate the importance of the order in Γ by the following
useful
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Corollary 2.17. Let Γ = {γ1, . . . , γd} ⊂ ∆
+ be the stem of ∆+.
Then for i = 1, . . . , d and α ∈ Φ+γi we have
1 ≤ p < i =⇒ α± γp 6∈ ∆,(21)
α + γi 6∈ ∆, α− γi = sγi(α) ∈ Φ
−
γi
(22)
i < p ≤ d and β ∈ ∆p and α+ β ∈ ∆ =⇒ α + β ∈ Φ
+
γi
.(23)
Proof. All statements are direct consequences of the construction
in Proposition 2.9, the properties in Corollary 2.11 and Theorem
2.12. 
The following corollary and remark are easy to verify and will
be used freely in the rest of the paper.
Corollary 2.18. We use the notations of Proposition 2.9.
a) If Γ = {γ1, . . . , γd} is the stem of ∆
+, then for each k =
1. . . . , d the stem of ∆+k is Γk = {γk, . . . , γd} = Γ ∩∆
+
k .
b) If we have a decomposition into orthogonal components ∆ =
∆′∪∆′′ and ∆+ = ∆′+ ∪∆′′+, then Γ = Γ′∪Γ′′, where Γ′ = ∆′∩Γ
and Γ′′ = ∆′′ ∩ Γ. The order ≺ is induced in both directions.
Remark 2.19. Let ∆ be irreducible, let Π be our fixed basis and
let ν ∈ AutΠ(∆) be a diagram automorphism. So ν(∆
+) = ∆+
and if Γ is the stem of ∆+, then obviously ν(Γ) is also a stem. By
uniqueness (see Theorem 2.12) we have ν(Γ) = Γ. Also, because ν
is an automorphism and ν(∆+) = ∆+ we have ν(Φ+γ ) = Φ
+
ν(γ).
Moreover, if γ is the highest root, then ν(γ) = γ.
Also from the construction in Proposition 2.11 and Proposition
2.4, c) we get
Corollary 2.20. The stem Γ is a maximal strongly orthogonal sub-
set of ∆+.
Proof. Let γp, γq ∈ Γ, p < q, then by construction γq ∈ ∆p+1 ⊂
γ⊥p and γp is long in ∆P , whence we may apply Proposition 2.4 c) to
obtain strong orthogonality. From the definition of stem (formula
(12)) it follows that no root may be strongly orthogonal to all
γ ∈ Γ. 
Remark 2.21. A stem Γ is a strongly orthogonal subset of
∆+ with maximal number of elements, that is the number of
elements of any strongly orthogonal subset Θ ⊂ ∆ is less or equal
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to the number of elements of Γ. This fact is easy to prove and also
easy to check comparing the list of stems of irreducible root systems
in Section 3.3 with the list of maximal strongly orthogonal subsets
of irreducible root systems in [1]. We shall not use it in this paper.
It makes sense to notice that the converse is not true in general.
For example, when ∆ = An (see Example 3.21 below), there are
many different maximal strongly orthogonal subsets of ∆+, one of
them is the stem. Each of the others is the stem for some other
choice of Weyl chamber.
On the other hand, if ∆ = Cn (see Example 3.24) then the stem is
the set of all long roots in ∆+. It is the unique strongly orthogonal
subset of ∆+ with maximal number of elements. In this case one
and the same set Γ is the stem of ∆+ for n! different choices of the
positive Weyl chamber. However the stem Γ and the partial order
≺ in it (see Definition 2.16) determine ∆+ completely. The same
holds in general.
Theorem 2.22. Let ∆ be a reduced root system, let ∆+ be a system
of positive roots, let Γ be the stem of ∆+ and let ≺ be the order
in Γ (see Definition 2.16). Then the couple (Γ,≺) determines ∆+.
Hence the Weyl group W acts simply transitively on the set of
couples (Γ,≺).
Proof. Let γ1, . . . , γd be any indexation of Γ compatible with ≺.
Then
∆+ = {α ∈ ∆| C(α, γ1) = · · · = C(α, γk−1) = 0, C(α, γk) > 0
for some k ∈ {1, . . . , d}}.
Indeed, if α ∈ ±Γ the above follows from strong orthogonality. If
α ∈ Φ by (12) there is exactly one k ∈ {1, . . . , d}, such that either
α ∈ Φ+k or −α ∈ Φ
+
k . By (21) and Proposition 2.5 c) (applied to
∆j) we see that for 1 ≤ j < k we have C(α, γj) = 0. Then using
(22) we see that α ∈ Φ+k ⊂ ∆+ iff C(α, γk) > 0. The theorem is
proved. 
The stem decomposition (13) determines an useful involution on
∆+. We define
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Definition 2.23.
µ(α) =
{
α if α ∈ Γ,
−sγ(α) if α ∈ Φ
+
γ , γ ∈ Γ.
(24)
Thus, for α ∈ Φ+γ we have α + µ(α) = γ.
2.2. The stem subalgebra. We introduce notation for the Lie
algebra entities which correspond to the root system combinatorics
of the preceding subsection. So now u is a compact Lie algebra, g =
uC is a reductive Lie algebra, h is a τ -invariant Cartan subalgebra
of g and ∆ is the root system of g w. r. to h. We fix a basis Π of
∆ so we have a fixed ∆+, a corresponding Borel subalgebra b+ etc.
We shall always denote by Γ = {γ1, . . . , γd} the stem of ∆
+.
Definition 2.24. Let Γ be the stem of ∆+. We denote
V
±
γ = spanC{Eα| α ∈ Φ
±
γ }, Vγ = V
+
γ ⊕ V
−
γ , V
u
γ = Vγ ∩ u;
V
± =
⊕
γ∈Γ
V
±
γ , V = V
+ ⊕ V−, Vu = V ∩ u,
f =
⊕
γ∈Γ
slγ(2), f
± = spanC{E±γ|γ ∈ Γ}, fu = f ∩ u;
o =
⋂
γ∈Γ
{H ∈ h| γ(H) = 0}, os = o ∩ hs, ou = o ∩ u.
We shall call the subalgebra f defined above the stem subalgebra.
The corresponding subgroup of Gs will be denoted by F and will be
called the stem subgroup.
If Γ = {γ1, . . . , γd}, in order to simplify notation we shall write
sometimes
Hk = Hγk , Ek = Eγk , suk(2) = suγk(2), Vk = Vγk , etc.
In the language of reductive Lie algebras, the stem decomposition
(12) gives a decomposition of n+ into two step nilpotent subalge-
bras.
Definition 2.25. Let γ ∈ Γ. We denote heisγ = g(γ) ⊕ V
+
γ . We
shall call heisγ the γ-component of n
+.
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Proposition 2.26. Let γ ∈ Γ. Then heisγ is a Heisenberg algebra.
We have a decomposition
n+ = heisγ1 ⊕ · · · ⊕ heisγd .
Proof. By Corollary 2.11, a), all brackets in heisγ vanish except
[Eα, Eµ(α)] = Nα,µ(α)Eγ.
The direct sum decomposition (of vector spaces of course) follows
readily from (12). 
Proposition 2.27. Let γ ∈ Γ, α ∈ Φ+γ , β = γ − α. Then
|Nγ,−α| = 1, Nγ,−αNγ,−β = −1.
Proof. Proposition 2.5, c) implies that under our assumptions one
has p = 0 in formula (2), whence the first equality.
The second equality follows from the fact that ‖α‖ = ‖sγ(α)‖ =
‖β‖ and the formula
Nα,β
〈γ, γ〉
=
Nβ,−γ
〈α, α〉
=
N−γ,α
〈β, β〉
, α, β, γ ∈ ∆, α + β = γ.(25)
proved in ([6], ch III). 
Now we return to the stem subalgebra. Because Γ is strongly
orthogonal, we have a decomposition fu = su1(2) ⊕ · · · ⊕ sud(2)
into commuting subalgebras. Now we shall introduce convenient
bases for fu.
Definition 2.28. For γ ∈ Γ we choose a ργ ∈ C, |ργ| = 1. We
denote ρ = {ργ | γ ∈ Γ} and
Wγ =
i
2
Hγ, Xγ(ρ) =
1
2
(ργEγ − ργE−γ),
Yγ(ρ) = Xγ(iργ) =
i
2
(ργEγ + ργE−γ);
w = spanR{Wγ |γ ∈ Γ}, x(ρ) = spanR{Xγ(ρ)|γ ∈ Γ},
y(ρ) = spanR{Yγ(ρ)|γ ∈ Γ};
WΓ =
∑
γ∈Γ
Wγ , XΓ =
∑
γ∈Γ
Xγ, YΓ =
∑
γ∈Γ
Yγ, E±Γ =
∑
γ∈Γ
E±γ
slΓ(2,C) = spanC{WΓ, XΓ, YΓ}, suΓ(2) = spanR{WΓ, XΓ, YΓ}.
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It is clear that the three dimensional simple subalgebra slΓ(2,C) ⊂
g is generated by the semisimple element HΓ = −2iWΓ ∈ h and the
nilpotent elements EΓ, E−Γ.
Remark 2.29. In the formulas of this section we shall sometimes
suppress the dependence on the torus parameter ρ, i.e. we shall
write Xγ instead of Xγ(ρ) or x instead of x(ρ) etc. We hope that no
confusion for the reader comes from this. In any case we remark
that the subalgebras slγ(2,C) and hence the subalgebras suγ(2) =
slγ(2,C) ∩ u do not depend on ρ.
For the interpretation of the results of Section 4 it will be conve-
nient to have done our computations and theorems in the presence
of ρ (see also Remark 2.37).
Obviously, for any ργ with |ργ | = 1, the elementsWγ , Xγ(ρ), Yγ(ρ)
span suγ(2) ⊂ fu. By strong orthogonality of Γ we have three τ -
invariant Cartan subalgebras of g:
hI = w
C ⊕ o, hK = x
C ⊕ o, hJ = y
C ⊕ o.(26)
We note that the above direct decompositions are orthogonal.
Next we interpret the important Corollary 2.17 in Lie algebra
language.
Proposition 2.30. If γ ∈ Γ, then the subspace Vγ is a repre-
sentation of the stem subalgebra f under ad. We denote it by
rγ : f −→ sl(Vγ). We denote by the same letter the correspond-
ing representation rγ : Fu −→ SU(V
u
γ).
a) If γ, δ ∈ Γ , then the restriction of rγ to slδ(2) may be non-
trivial only if γ  δ. Moreover
b) If γ 6= δ, then V+γ and V
−
γ are invariant under the ad repre-
sentation of slδ(2);
c) The action of slγ(2) on Vγ decomposes into 2-dimensional
irreducible components: spanC{Eα, Esγ(α)}, α ∈ Φ
+
γ .
Proof. See Corollary 2.17. 
We shall need several explicit formulas, describing the action
of one-parameter subgroups of the stem subgroup F in the Ad
representation.
Remark 2.31. Obviously for each γ ∈ Γ we have τ(Xγ(ρ)) =
Xγ(ρ), so for each t ∈ R we have exp(tadXγ) ◦ τ = τ ◦ exp(tadXγ).
Thus exp(tadXγ) preserves u.
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Strong orthogonality of Γ immediately implies that if γ, δ ∈ Γ, s, t ∈
R, then
exp(tadXγ) ◦ exp(sadXδ) = exp(sadXδ) ◦ exp(tadXγ).
Proposition 2.32. Let γ ∈ Γ, t ∈ R and H ∈ h. Then
exp(tadXγ)(Wγ) = cos(t)Wγ − sin(t)Yγ,
exp(tadXγ)(Yγ) = sin(t)Wγ + cos(t)Yγ,
exp(tadXγ)(H) = H + iγ(H)(sin(t)Yγ + (1− cos(t))Wγ).
Proof. The three formulas follow by induction from the following:
adXγ(H) = iγ(H)Yγ, adXγ(Wγ) = −Yγ , adXγ(Yγ) = Wγ . 
Because for γ ∈ Γ, H ∈ o we have γ(H) = 0, there is an obvious
Corollary 2.33. Let γ ∈ Γ, t ∈ R, H ∈ o. Then exp(tadXγ)(H) =
H.
We note also
Corollary 2.34. Let γ ∈ Γ. Then
exp(tadXγ)(Eγ) = Eγ − iργ((cos(t)− 1)Yγ + sin(t)Wγ).
Proof. Follows from the trivial exp(tadXγ)(Xγ) = Xγ and the for-
mula for Yγ in Proposition 2.32. 
Proposition 2.35. Let γ ∈ Γ, α ∈ Φ+γ . Then
exp(tadXγ)(Eα) = cos(
t
2
)Eα +Nγ,−αργ sin(
t
2
)Esγ(α).
Proof. By induction, using Proposition 2.27, for n ≥ 0 we have
(adXγ)
2n+1(Eα) =
(−1)n
22n+1
ργNα,−γEsγ(α), (adXγ)
2n(Eα) =
(−1)n
22n
Eα,
whence the proposition follows by summation of the series. 
2.3. The opposition involution.
Definition 2.36. Let Γ = {γ1, . . . , γd} be the stem of ∆
+. For
γ ∈ Γ we denote
φγ = φγ[ρ] = exp(πadXγ(ρ)) ∈ Ad(g).
To simplify notations, for k = 1, . . . , d we write φk = φγk [ρ] and
define
φ = φ[ρ] = φ1 ◦ · · · ◦ φd = exp(πadXΓ(ρ)).
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Remark 2.37. It is well known (see e.g. Tits [17]), that if γ ∈
∆, ρ ∈ C× = C \ {0} and we define Xγ =
1
2
(ρEγ −
1
ρ
E−γ),
then the inner automorphism exp(πadXγ) is an extension of sγ
(the reflection along Hγ in h) to an automorphism of g. We have
τ(Xγ(ρ)) = Xγ(ρ
−1), whence Xγ(ρ) ∈ u ⇐⇒ |ρ| = 1.
The reflections {sγ |γ ∈ Γ} generate an abelian subgroup WΓ ⊂
W, which is obviously isomorphic to Z2 × · · · × Z2 (d factors).
If we stay in the root system ∆, the point of this subsection is the
fact that for any choice of ∆+, hence of Γ, the product sγ1 ◦ · · ·◦sγd
is the opposition element in the Weyl group of ∆. However for our
purposes we need to make explicit choice of a representative of the
coset sγ1 ◦ · · · ◦ sγd in the exact sequence (1).
We recall that we denote by the same letter an automorphism
ψ ∈ N(h) ⊂ Aut(g), its action on h as an element of the Weyl
group, and the conjugate action on h∗ given by ψ(α)(H) = α(ψ−1(H)).
In particular from the third formula of Proposition 2.32 and the last
remark we see that for each γ we have φγ[ρ] ∈ Nu(h) .
Proposition 2.38. The automorphism φ represents the "opposi-
tion involution" in the Weyl group, that is φ(∆+) = ∆−.
Proof. The properties of Γ from Corollaries 2.17 and 2.20 give even
more precise formulas. For each k, j = 1, . . . , d, k 6= j we have
φk(γk) = −γk, φk(γj) = γj , φk(Φ
+
k ) = Φ
−
k , φk(Φ
+
j ) = Φ
+
j .
(27)
The proposition is proved. 
Proposition 2.39. If H ∈ h, then
φ(H) = H −
∑
γ∈Γ
γ(H)Hγ.
Proof. The proposition follows from the third formula in Proposi-
tion 2.32 and strong orthogonality of Γ (γ(Hδ) = 0 if γ 6= δ). 
Proposition 2.39 has an obvious consequence.
Corollary 2.40. We have
o = {H ∈ h| φ(H) = H}; wC = {H ∈ h| φ(H) = −H}.
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From Proposition 2.35 with t = π we obtain
φγ(Eα) = ργNγ,−αEsγ(α), γ ∈ Γ, α ∈ Φ
+
γ(28)
Definition 2.41. Let θ be the contragredience automorphism of g
w.r. to h(see (4)), and let φ ∈W be the opposition automorphism
of g w.r. to h (see Definition 2.36). We denote
⋆ = θ ◦ φ = φ ◦ θ ∈ Aut(g).
We denote by the same symbol the adjoint involution ⋆ ∈ Aut(h∗).
It is well known that ⋆ ∈ AutΠ(∆) and that when ∆ is a reduced
irreducible root system then the involution ⋆ is nontrivial only when
∆ = An, n > 1, ∆ = D2n+1, n ≥ 1, ∆ = E6.
Corollary 2.42. We have
o = {H ∈ h| ⋆ (H) = −H}; wC = {H ∈ h| ⋆ (H) = H}.
2.4. Back to the roots. We are going to show (improving Propo-
sition 2.7) how ⋆ determines the number of elements of the stem:
Proposition 2.43. Let γ ∈ Γ. Then
a) ⋆γ = γ, ⋆(Φγ)
+ = Φ+γ , ⋆(Φ
+
γ ∩ Π) = Φ
+
γ ∩ Π;
b) If γ ∈ Γ, then we have a trihotomy: i) γ ∈ Π and Φ+γ = ∅;
ii) Φ+γ ∩Π has exactly one element; iii) Φ
+
γ ∩Π has exactly two
elements.
c) If α, β ∈ Φ+γ ∩ Π and α 6= β, then ⋆α = β.
Proof. The properties a) follow directly from Proposition 2.38 and
(27).
The trihotomy b) is Proposition 2.7 in the case when γ is a
maximal root of∆+. To prove it for any γ ∈ Γ we just have to apply
Proposition 2.7 to the closed root subsystem Θγ (see Proposition
2.15), where γ is the highest root.
We proceed to prove c). We are going to use the order from
Definition 2.16 (see also the convention (20)). Let Γ = {γ1, . . . , γd}
and let γ = γk ∈ Γ, Φ
+
k ∩ Π = {α, β} and α 6= β.
Any ζ ∈ ∆ decomposes as follows:
ζ =
∑
λ∈Π
nλ(ζ)λ.(29)
Obviously nα(α) = 1. In order to prove ⋆α = β it is sufficient to
prove that nα(⋆α) = 0, we proceed to do this.
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We have ⋆α = −sγd ◦ · · · ◦ sγ1(α) = −sγd ◦ · · · ◦ sγk(α) because,
by (21), for j = 1, . . . , k − 1 the reflection sγj leaves Φk pointwise
fixed.
Denote ζ = sγk(α) ∈ Φk. Then nα(ζ) = nα(α) − nα(γk) = 0,
since nα(γk) = 1 (see the proof of Proposition 2.7).
The proposition will be proved if we show that for any ζ ∈ Φk
and j > k we have nα(ζ) = nα(sγjζ). The last equation follows
obviously from the fact that for j > k we have nα(γj) = 0. Indeed,
by definition (see Proposition 2.9) of γj as maximal root of ∆j we
know that nλ(γj) 6= 0 only for λ ∈ Π ∩ ∆j (see (29)). By the
definition of stem α 6∈ ∆j . 
From Proposition 2.43 it is trivial to get
Corollary 2.44. Let g be a semisimple Lie algebra, let Π be a basis
of ∆ and let Γ = {γ1, . . . , γd} be the corresponding stem. Then
d = #(Π/{id, ⋆}).
In particular 1
2
rank(g) ≤ d ≤ rank(g).
Example 2.45. If ∆ = An (see Example 3.21), then d =
[
n+1
2
]
, if
∆ = Cn (see Example 3.24) then d = n.
Corollary 2.46. Denote Γ˜ = {γ ∈ Γ | Φ+γ ∩ Π = {αγ, βγ}, αγ 6=
βγ}. Then
(os)
∗
R
= Γ⊥ = span{αγ − βγ |γ ∈ Γ˜}; ⋆(ζ) = −ζ, ζ ∈ Γ
⊥.
Proof. Obviously the set {αγ − βγ ; γ ∈ Γ˜} is linearly independent.
For any γ ∈ Γ˜ and δ ∈ Γ by Proposition 2.43 we have ⋆(δ) =
δ and ⋆(αγ) = βγ, hence, since ⋆ is isometry, 〈αγ , δ〉 = 〈βγ, δ〉.
Therefore 〈αγ − βγ , δ〉 = 0.
By Proposition 2.7 it follows that #(Γ) + #(Γ˜) = #(Π) and
the first formula follows. The rest follows from ⋆(αγ) = βγ , γ ∈
Γ˜. 
2.5. The Cayley transform. We define an automorphism which
is a square root of the opposition involution φ from the previous
subsection, we use freely all notation introduced there.
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Definition 2.47. For p = 1, . . . , d we denote Xp = Xγp(ρ). Let
cp = cp[ρ] = exp
(π
2
adXp(ρ)
)
∈ Ad(g),
c = c[ρ] = c1 ◦ c2 ◦ . . . ◦ cd = exp
(π
2
adXΓ(ρ)
)
.
Remark 2.48. By Remark 2.31 we conclude that for p = 1, . . . , d
we have cp ◦ τ = τ ◦ cp, so all cp and c are automorphisms of u.
Also from Remark 2.31 it follows that for i, j = 1, . . . , d we have
ci ◦ cj = cj ◦ ci, whence the definition of the automorphism c does
not depend on the order of the factors and that is why we may
define it as exponent of one element, namely π
2
adXΓ.
Obviously for each k = 1, . . . , d we have c2k = φk (see Definition
2.36), whence c2 = φ, i.e. c is a square root of the opposition
involution.
We shall need an explicit description of the action of c on f⊕ o.
Proposition 2.49. If γ ∈ Γ, then
c(Xγ) = Xγ, c(Yγ) = Wγ , c(Wγ) = −Yγ.
Proof. The first equality obviously follows from strong orthogo-
nality of Γ. The second and third formulas follow directly from
Proposition 2.32. 
Proposition 2.50. If H ∈ h, then
c(H) = H + i
d∑
j=1
γj(H)(Wj + Yj),
(30)
c−1(H) = H + i
d∑
j=1
γj(H)(Wj − Yj).
Proof. The proposition follows from the third formula in Proposi-
tion 2.32 and strong orthogonality of Γ (γ(Wδ) = 0 if γ 6= δ). 
Obviously (30) and Proposition 2.49 give
o = {H ∈ h| c(H) = H}.(31)
Remark 2.51. We may define
cy = exp
(π
2
adYΓ
)
, cw = exp
(π
2
adWΓ
)
.
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Writing for the sake of symmetry cx for the Cayley transform de-
fined at the beginning of this subsection, we have (see Proposition
2.49):
cw(w) = w, cw(x) = y. cx(x) = x, cx(y) = w.
cy(y) = y, cy(w) = x.
The elements c2x and c
2
y represent the opposition involution w.r. to
the Cartan subalgebra hI, also c
2
w and c
2
y represent the opposition
involution w.r. to the Cartan subalgebra xC ⊕ o, etc..
In order to prove the statement in this remark, there is no need
for new computations, actually we know, that putting iρ in the place
of ρ we change Xγ to Yγ and Yγ goes to −Xγ in all formulas of
this section. The corresponding statements about cw are very easy
to check.
3. Existence of a hypercomplex structure
Now we use the root combinatorics of the stem to find sufficient
conditions for admissibility of a b+ complex structure on u. We
present our candidate for a match to I.
Definition 3.1. Let I be a b+ complex structure on u. We denote
J = Ic = c ◦ I ◦ c
−1.
By definition J is equivalent to I, so J is an integrable c(b+)
complex structure on u. We obviously have m+J = c(m
+
I ). Proposi-
tion 2.49 and formula (31) imply hJ = c(hI) = y
C ⊕ o.
In this section we give a necessary and sufficient condition for
IJ = −JI.
Remark 3.2. By the definition of Φ+γ we see that dim(V
+
γ ) is even,
whence dim(Vγ) is divisible by 4, whence dimC(V) is divisible by 4.
So dimR(V
u) is divisible by 4.
From the decomposition u = Vu ⊕ fu ⊕ ou we see that dim(u) is
divisible by 4 if and only if 3d + dim(ou) is divisible by 4. So in
the following we shall always assume (sometimes implicitly) that
dim(ou) = d+ 2p, where p is some even integer.
From Proposition 2.30 it follows trivially that Vγ is c-stable.
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3.1. The structure J on V. First we are going to prove that
J(V+γ ) = V
−
γ , whence IJ = −JI holds on V without any further
conditions. We begin with
Proposition 3.3. If V ∈ Vγ, then IV = 2adWγ(V ).
Proof. If α ∈ Φ+γ , then by Corollary 2.14 we have
[2Wγ, Eα] = iα(Hγ)Eα = iC(α, γ)Eα = iEα,
[2Wγ, E−α] = −iα(Hγ)E−α = −iE−α.
The proposition is proved. 
We use Proposition 3.3 to make the next step
Proposition 3.4. If V ∈ Vγ, then JV = −2adYγ(V ) = −φγ[iρ](V ).
Proof. If α ∈ Φ+γ , then using Propositions 3.3 we have
JEα = cIc
−1Eα = 2c[Wγ, c
−1Eα] = 2[cWγ, Eα].
By Proposition 2.49 and formula (28) (using Yγ(ρ) = Xγ(iρ)) we
get
JEα = −[2Yγ, Eα] = iργNγ,−αEsγ(α) = −φγ[iρ](Eα).(32)
Further JE−α = τ(JτE−α) = τ([−2Yγ,−Eα]) = [−2Yγ, E−α],
whence the proposition follows. 
From Proposition 3.4 it follows that
Corollary 3.5. For each γ ∈ Γ we have J(V+γ ) = V
−
γ .
At the end, from Corollary 3.5 (as in Lemma 1.10) we obtain
Corollary 3.6. For each V ∈ V we have IJV = −JIV .
Remark 3.7. In particular we have proved that for each V ∈ Vγ
we have adWγadYγ(V ) = −adYγadWγ(V ), whence
adWγadYγ(V ) =
1
2
[adWγ, adYγ](V ) =
1
2
ad[Wγ, Yγ](V ) = −
1
2
adXγ(V ).
Denoting as usual K = IJ , for each V ∈ Vγ we have
KV = IJV = 2adXγ(V ) = φγ(V ).(33)
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3.2. The complex structure J on f⊕o. As explained in Subsec-
tion 1.2 we have some freedom in defining a b+ complex structure
I on the Cartan subalgebra h. While IXγ = Yγ is fixed by the
convention that IX = iX (IX = −iX) on n+ (n−), we have
substantial freedom choosing the elements IWγ ∈ hu. At the end,
it turns out that the necessary and sufficient condition for admis-
sibility of I is a condition on I(w).
Definition 3.8. Let I be a b+ complex structure on u. For each
γ ∈ Γ we denote:
Zγ = IWγ , z = zI = I(w) = spanR{Zγ| γ ∈ Γ} ⊂ hu.
We call the subalgebra e = eI = fu + zI the extended stem sub-
algebra.
First we compute the operator J = Ic on w.
Proposition 3.9. For each γ ∈ Γ we have JWγ = −Xγ.
Proof. By Proposition 2.49 we compute
JXγ = c ◦ I ◦ c
−1Xγ = cYγ = Wγ. 
Proposition 3.10. Let I be a b+ complex structure on u and let
J = Ic. The following three conditions are equivalent
a) z ⊂ o;
b) For each γ ∈ Γ we have JZγ = Yγ.
c) For X ∈ fu + z we have IJX = −JIX.
Proof. a) =⇒ b). By (31) and Proposition 2.49 we have
JZγ = c ◦ I ◦ c
−1Zγ = c ◦ IZγ = −cWγ = Yγ.
b) =⇒ c) We use the definition of I and Proposition 3.9. to com-
pute
IJWγ = −IXγ = −Yγ = −JZγ = −JIWγ ;
IJZγ = IYγ = −Xγ = JWγ = −JIZγ .
c) =⇒ a). From Proposition 3.9 we get JZγ = JIWγ = −IJWγ =
IXγ = Yγ. But then
Zγ = IWγ = IJXγ = −JIXγ = −JYγ = c(IWγ) = c(Zγ).
So by (31) we have Zγ ∈ o. 
We collect the above results in the following
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Corollary 3.11. Let I be a b+ complex structure on u and let
J = Ic. Then z ⊂ o if and only if
IXγ = Yγ, IWγ = Zγ; JXγ = Wγ, JZγ = Yγ, γ ∈ Γ.
Proof. The first three formulas obviously follow from the definition
of I, Zγ and J = Ic (see Propositions 3.9) . The last formula above
was proved in Proposition 3.10 to be equivalent to z ⊂ o. 
We also have obviously
Corollary 3.12. If z ⊂ o, then the extended stem subalgebra e =
fu ⊕ z is invariant under I, J .
We are now ready to prove
Proposition 3.13. If I(w) = ou, then J = Ic matches I.
Proof. In any case J is integrable, because it is equivalent to I.
We have g = V⊕ f⊕o and under our assumption we have f⊕o =
eC. From Corollaries 3.5 and 3.11 respectively we get
J(Vu) = Vu, J(e) = e.
Now from Corollaries 3.6 and 3.11 we have IJ = −JI, on both
direct summands. The theorem is proved. 
Remark 3.14. It is easy to see that the condition I(w) = ou is
equivalent to 2d = rank(u) which implies that dim(u) is divisible
by 4 (see Remark 3.2). When 2d = rank(g), any complex structure
I on hu with I(w) = ou extends in an obvious way to a b
+ com-
plex structure on u. Thus by Proposition 3.13, if U is a compact
Lie group such that 2d = rank(u), then U carries a left invariant
hypercomplex structure.
In order to state the sufficient condition in the general case we
need some more notation.
Definition 3.15. Let Γ be the stem of ∆+ and let z ⊂ o. We
denote
Pγ = Wγ − iZγ, Qγ = Wγ + iZγ = τPγ, γ ∈ Γ;
v = (w⊕ z)C, v+ = v ∩ h+I , v
− = v ∩ h−I vu = w⊕ z;
j+ = o ∩ h+, j− = o ∩ h−, j = j+ ⊕ j−, ju = j ∩ u.
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Proposition 3.16. Let I(w) ⊂ ou. Then
v+ = spanC{Pγ| γ ∈ Γ}, v
− = spanC{Qγ | γ ∈ Γ}.
We have
h = v⊕ j, h+ = v+ ⊕ j+, h− = v− ⊕ j−, ou = z⊕ ju.(34)
Proof. The condition I(w) ⊂ o implies γk(Pj) = iδk,j, so P1, . . . , Pd
is a basis of v+ ⊂ h+. On the other hand j+ = {H ∈ h+| γ1(H) =
· · · = γd(H) = 0}, thus h
+ = v+⊕j+. In the same way h− = v−⊕j−.
Now, in order to prove h = v ⊕ j, we have to show only that
v ∩ j = {0}. Let X ∈ v ∩ j. We may decompose X = X+ + X−,
where X+ ∈ v+, X− ∈ v−. Obviously I(j) = j, hence I(X) =
iX+− iX− ∈ j. The inclusions X+ +X− ∈ j, iX+− iX− ∈ j imply
X+ ∈ j, X− ∈ j, therefore X+ ∈ j+ ∩ v+, X− ∈ j− ∩ v−. Now from
v+ ∩ j+ = v− ∩ j− = {0} we obtain X+ = X− = 0 .

Proposition 3.17. Let I(w) ⊂ o and let rank(g) = 2d+2p, where
p is some even nonnegative integer. We have dimR(ju) = 2p. Also
a) I(j) = j, I(ju) = ju;
b) If H ∈ j, then IcH = IH.
Proof. If H ∈ j , then H = A + B, A ∈ j+, B ∈ j−. Thus
IH = iA − iB ∈ j. For the second equality, note that u is also
invariant under I. So a) is proved.
Because j ⊂ o, for H ∈ j (31) implies c−1H = H , then by a) of
this proposition we have Ic−1H = IH ∈ j and again by (31) we
have cIH = IH . Thus, item b) is proved. 
We have the following important
Remark 3.18. Note that the extended stem subalgebra e (see Def-
inition 3.8) is closed under the action of I, Ic. The correspond-
ing subgroup Eu may not be a closed subgroup of U. If Eu
is a closed subgroup, which is an arithmetic condition on the Zγ
(vacuously fulfiled when u is nearest to semisimple), then Eu is a
hypercomplex submanifold of U.
Obviously also eC = f+ ⊕ f− ⊕ v is always a subalgebra of g
invariant under the action of I, J ( the complexified extended stem
subalgebra ).
32 GEORGE DIMITROV AND VASIL TSANOV
The subspace V⊕v = n+⊕n−⊕v (and Vu⊕vu) is also invariant
under the action of I, J , but is not obliged to be a subalgebra.
An example is g = sl(3,C) ⊕ c where c ∼= C4. Then Γ = {γ}, we
may take IWγ ∈ cu so v = spanC{Pγ, Qγ} does not contain hs
Theorem 3.19. Let u be a compact Lie algebra, whose dimension
is divisible by 4, and let I be a b+ complex structure on u. If
z = I(w) ⊂ ou, then I is admissible.
Proof. We have a decomposition (of real vector spaces) u = Vu ⊕
fu ⊕ z⊕ ju
m+I = n
+ ⊕ v+ ⊕ j+.(35)
Let S1, . . . , Sp be a basis of j
+. Define Tk = τ(Sk), k = 1, . . . , p,
then T1, . . . , Tp is a basis of j
−. Let b be any p× p complex matrix
such that bb = −1. Then we may define a complex structure B
on ju by
BSj =
p∑
k=1
bk,jTk, j = 1, . . . , p.(36)
Obviously (I, B) define a quaternionic structure on the vector space
ju, whence we may decompose the j = j
+
B ⊕ j
−
B into the i and −i
eigenspaces of B respectively.
Now we may define a matching complex structure J on u:
JX =
{
IcX if X ∈ V
u ⊕ fu ⊕ z,
BX if X ∈ ju.
(37)
Obviously we have IJ + JI = 0. To show that J is integrable
we note that J is a regular complex structure w.r. to the Cartan
subalgebra yC ⊕ o (see (31)). More explicitely from (31), (36) and
Corollary 3.11 we have
m+J = j
+
B ⊕ spanC{Yγ + iZγ| γ ∈ Γ} ⊕ c(n
+) = c(j+B ⊕ v
+ ⊕ n+),
which is a subalgebra. Certainly n(m+J ) = b
+
J = c(b
+
I ). 
Remark 3.20. In the classic description of quaternions we have a
third complex structure K = IJ . In order to get it we should have
used another Cayley transform (see Remark 2.51)
cy = exp
(
π
2
adYΓ
)
, K = −cyIc
−1
y on V
u ⊕ e,
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and define K = IB on j. Obviously K is regular w.r.to the Cartan
subalgebra xC ⊕ o.
If we perceive a hypercomplex structure on U as a representation
of SU(2) on u, which splits into real 4 dimensionnal irreducible
components, then the hypercomplex structures constructed in this
section do not depend on ρ.
3.3. Examples - The simple groups. In this subsection we present
the stems of the irreducible reduced root systems with some com-
ments.
Example 3.21. The root system ∆ = As, us = su(n + 1). We
have d =
[
n+1
2
]
.
We take an orthonormal basis {e0, . . . , en} in E
n+1 and put
∆+ = {ei − ej |i, j = 0, . . . , n, i < j}.
The involution ⋆ is given by ⋆(ej) = −en−j , j = 0, 1, . . . , n.
The stem is Γ = {γ ∈ ∆+| ⋆ (γ) = γ} = {γ1, . . . , γd}, where
γ1 = e0 − en, . . . , γk = ek−1 − en−k+1, . . . , γd = ed−1 − en−d+1,
Φ+γk = {ek−1 − ej |k ≤ j ≤ n− k} ∪ {ej − en−k+1|k ≤ j ≤ n− k}.
Case 1 ∆ = A2d, us = su(2d+1). We have (see Corollary 2.46):
o = os = spanC{E
k
k + E
n−k
n−k − 2E
d
d | 0 ≤ k ≤ d− 1},
where Ekj is matrix with 1 on the intersection of the j-th column
and k-th row, 0 elsewhere. Case 2 ∆ = A2d−1, us = su(2d). We
have
os = spanC{E
k
k − E
d−1
d−1 − E
d
d + E
n−k
n−k | 0 ≤ k ≤ d− 2}.
Example 3.22. The root system Dp, us = so(2p).
Let e1, . . . , ep be an orthonormal basis of E
p, we have
∆+ = {ei ± ej ; i, j = 1, . . . , p, i < j}.
The basis is Π = {α1, . . . , αp}, where
α1 = e1 − e2, . . . , αi = ei − ei+1, . . . , αp−1 = ep−1 − ep, αp = ep−1 + ep.
We have an involution ν ∈ AutΠ(∆) given by
ν(ei) = ei, 1 ≤ i ≤ p− 1 ν(ep) = −ep.(38)
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The stem is Γ = {γ1, . . . , γd}, d = 2q = 2
[
p
2
]
, where
γ1 = e1 + e2, . . . , γk = e2k−1 + e2k, . . . , γq = e2q−1 + e2q,
γq+1 = e1 − e2, . . . , γq+k = e2k−1 − e2k, . . . , γ2q = e2q−1 − e2q.
For k = 1, . . . , q we have Φ+γq+k = ∅ and
Φ+γk = {e2k−1 ± ej ; 2k < j ≤ p} ∪ {e2k ± ej ; 2k < j ≤ p}.
Case 1 p = 2q. Now ⋆ is trivial, d = p. The diagram au-
tomorphism ν is not trivial on Γ. We have ν(γi) = γi, i 6∈
{q, 2q}; ν(γq) = γ2q.
The group AutΠ(D4) is the permutation group of {α1, α3, α4}
and leaves α2 fixed. In this case Γ = {γ1, γ2, γ3, γ4}, where
γ1 = α1 + 2α2 + α3 + α4, γ2 = α4, γ3 = α1, γ4 = α3.
So AutΠ(D4) permutes {γ2, γ3, γ4} and leaves γ1 fixed.
Case 2 p = 2q+1. Now ν = ⋆ (see (38)) so d = p− 1 = 2q and
os = Chep.
Example 3.23. The root system ∆ = Bp, us = so(2p+ 1).
We take orthonormal elements e1, . . . , ep in E
p and put
∆+ = {ei ± ej; i, j = 1, . . . , p and i < j} ∪ {ei; 1 = 1, . . . , p}.
If p = 2q, then the stem is Γ = {γ1, . . . , γ2q}, where
γ1 = e1 + e2, . . . , γk = e2k−1 + e2k, . . . , γq = e2q−1 + e2q,
γq+1 = e1 − e2, . . . , γq+k = e2k−1 − e2k, . . . , γ2q = e2q−1 − e2q
and for k = 1, . . . , q we have Φ+q+k = ∅ and
Φ+k = {e2k−1 ± ej ; 2k < j ≤ p} ∪ {e2k ± ej; 2k < j ≤ p} ∪ {e2k−1, e2k}.
If p = 2q + 1 then the stem is Γ = {γ1, . . . , γ2q+1}, where
γ1 = e1 + e2, γ2 = e3 + e4, . . . , γk = e2k−1 + e2k, . . . , γq = e2q−1 + e2q
γq+1 = e1 − e2, . . . , γq+k = e2k−1 − e2k, . . . , γ2q = e2q−1 − e2q, γp = ep.
and for k = 1, . . . , q we have Φ+q+k = Φ
+
d = ∅ and
Φ+k = {e2k−1 ± ej ; 2k < j ≤ p} ∪ {e2k ± ej; 2k < j ≤ p} ∪ {e2k−1, e2k}.
On the root systems Bp the involution ⋆ is trivial, so d = p.
HOMOGENEOUS HYPERCOMPLEX STRUCTURES I 35
Example 3.24. The root system Cd, us = sp(d).
We take an orthonormal basis e1, . . . , ed of E
d and put
∆+ = {ei ± ej | i ≤ i ≤ j ≤ d}.
The stem is Γ = {γ1, . . . , γd}, where for k = 1, . . . , d we have
γk = 2ek, Φ
+
γk
= {ek ± ej| k < j ≤ d}.
Example 3.25. The root systems Ek, k = 6, 7, 8.
We take an orthonormal basis {e1, . . . , e8} of E
8 and denote
α1 =
1
2
(
e8 + e1 −
7∑
i=2
ei
)
,(39)
α2 = e1 + e2, α3 = e2 − e1, α4 = e3 − e2,
α5 = e4 − e3, α6 = e5 − e4, α7 = e6 − e5, α8 = e7 − e6.
❡ ❡ ❡ ❡ ❡ ❡ ❡ ❡
❡α2
α1 α3 α4 α5 α6 α7 α8 γ1
Figure 1. Extended Dynkin diagram of E8.
Case 1 The root system ∆ = E8. We have d = 8.
All indices vary in {1, . . . , 8}. Below ǫ : {1, . . . , 8} −→ {0, 1} is
any function.
∆+ = {(ei ± ej)| i > j} ∪
{
1
2
(
e8 +
7∑
i=1
(−1)ǫ(i)ei
) ∣∣ 7∑
i=1
ǫ(i) even
}
.
The basis is Π = {α1, . . . , α8} (see (39)). The highest root is γ1 =
e7 + e8. Also
Φ+1 = {ej ± ei| i ≤ 6 < j} ∪
{
1
2
(
γ1 +
6∑
i=1
(−1)ǫ(i)ei
)∣∣ 6∑
i=1
ǫ(i) even
}
.
Now we move to
Case 2 The root system ∆2 = E7. We have d = 7.
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All indices further vary in {1, . . . , 6}, we denote f = e8 − e7
and ∆+2 is
{f} ∪ {(ei ± ej)|i > j} ∪
{
1
2
(
f +
6∑
i=1
(−1)ǫ(i)ei
)∣∣ 6∑
i=1
ǫ(i) odd
}
.
The basis Π2 of ∆2 is {α1, α2, . . . , α7} (see (39)).
The highest root is γ2 = f = e8 − e7. Further we have
Φ+f =
{
1
2
(
f +
6∑
i=1
(−1)ǫ(i)ei
) ∣∣ 6∑
i=1
ǫ(i) odd
}
;
∆3 = {ei ± ej | i 6= j} = D6, ∆
+
3 = {ei ± ej| i > j} .
To go on, move to Example 3.22, Case 1.
Case 3 The root system ∆ = E6. Here d = 4.
We use the notation from the two preceding examples. All indices
vary in {1, . . . , 5}. We denote e = e8 − e7 − e6.
∆+ = {ei ± ej | i > j} ∪
{
1
2
(
e+
5∑
i=1
(−1)ǫ(i)ei
) ∣∣ 5∑
i=1
ǫ(i) even
}
.
The basis is Π = {α1, α2, α3, α4, α5, α6} (see (39)). The involu-
tion ⋆ is given by:
⋆(α1) = α6, ⋆(α3) = α5, ⋆(α2) = α2, ⋆(α4) = α4,
os = Chα1−α6 ⊕ Chα3−α5 .
We have γ1 =
1
2
(e1 + e2 + e3 + e4 + e5 − e6 − e7 + e8) and
Φ+γ1 = {ei + ej | i < j} ∪
{
1
2
(
e +
5∑
i=1
(−1)ǫ(i)ei
)
|
5∑
i=1
ǫ(i) = 2
}
;
∆+2 = {(ei − ej)| i > j} ∪
{
1
2
(
e+
5∑
i=1
(−1)ǫ(i)ei
) ∣∣ 5∑
i=1
ǫ(i) = 4
}
.
If we denote
f1 =
1
2
(
7∑
i=1
ei − e8
)
, f2 = e1, f3 = e2, f4 = e3, f5 = e4, f6 = e5,
then we may represent ∆2 = {fi − fj |1 ≤ i, j ≤ 6} = A5, whence
we go to Example 3.21.
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Thus we get Γ = {γ1, . . . , γ4}, where γ2 = f1 − f6, γ3 = f2 −
f5, γ4 = f3 − f4.
Example 3.26. The root system ∆ = F4.
Let {e1, e2, e3, e4} be an orthonormal basis of E
4. We have
∆+ = {ei ± ej | i < j} ∪ {ei; 1 ≤ i ≤ 4} ∪
{
1
2
(e1 ± e2 ± e3 ± e4)
}
.
The basis is Π = {α1, α2, α3, α4}, where
α1 = e2 − e3, α2 = e3 − e4, α3 = e4, α4 =
1
2
(e1 − e2 − e3 − e4).
The highest root is γ1 = e1 + e2 and
Φ+γ1 = {e1 ± ei, e2 ± ei| i = 3, 4} ∪ {e1, e2} ∪
{
1
2
(e1 + e2 ± e3 ± e4)
}
;
∆+2 = {e1 − e2, e3, e4} ∪ {e3 ± e4} ∪
{
1
2
(e1 − e2 ± e3 ± e4)
}
.
If we denote f1 =
1
2
(e1− e2), f2 =
1
2
(e3+ e4), f3 =
1
2
(e3− e4), then
∆2 = {fi ± fj|1 ≤ i, j ≤ 3} \ {0} = C3.
From Example 3.24 we get Γ = {e1+ e2, e1− e2, e3+ e4, e3− e4}.
Example 3.27. The root system ∆ = G2.
Let {e1, e2, e3} be an orthonormal basis of E
3. We have
∆ = {±(ei − ej),±(2ek − ei − ej)| i, j, k = 1, 2, 3; i 6= j, i 6= k, j 6= k};
Π = {α, β}, α = e1 − e2, β = e2 + e3 − 2e1,
∆+ = {α, β, β + α, β + 2α, β + 3α, 2β + 3α}.
The highest root is γ = 3α + 2β = 2e3 − e1 − e2, Φ
+
γ = {β, β +
α, β + 2α, β + 3α}. The stem is Γ = {γ, α}.
4. The hypercomplex structures
In this section we prove that up to equivalence, the hypercomplex
structures described in the preceding section are all the hypercom-
plex structures on u. So we assume that I is any admissible b+
complex structure on u and J is an integrable complex structures
on u matching I.
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In this section we use freely the conventions and notations of
sections 1.2 and 1.3. In particular we use the direct decompositions
g = m+I ⊕m
−
I = n
+ ⊕ h+ ⊕ n− ⊕ h− = h
⊕
α∈∆
g(α).(40)
When a is a direct summand in one of these decompositions and
we write pra : g −→ a we always mean projection along the com-
plementary component in the above formula. Obviously the basis
of Definition 1.12 is well adapted to such practices.
We work with the "complexified" Nijenhuis tensor, i.e. we extend
N(X, Y ) to g by complex linearity.
4.1. The Nijenhuis tensor.
Proposition 4.1. Let α, β ∈ ∆+, q = 1, . . . , m. Then
aβ,α(α+ β)(Uq) = prg(−β)
(∑
ν∈∆+
ην,q[E−ν , Eα]
)
(41)
Proof. We decompose the element JNJ(Uq, Eα) ∈ g in the basis of
Definition 1.12 using formula (11). Our purpose is to compute the
coefficient before E−β . From integrability of J we have
0 = JNJ(Uq, Eα) = J [JUq, JEα]− J [Uq, Eα] + [Uq, JEα] + [JUq, Eα] =
A− α(Uq)
∑
β∈∆+
aβ,αE−β −
∑
β∈∆+
aβ,αβ(Uq)E−β +
∑
ν∈∆+
ην,q[E−ν , Eα],
where A = J [JUq, JEα] − α(Uq)prh(JEα) + α(prh(JUq))Eα ∈ b
+.
For β ∈ ∆+ the coefficient at E−β must vanish, whence the propo-
sition. 
Corollary 4.2. If α, β ∈ ∆+, α+ β 6∈ ∆, then aα,β = aβ,α = 0.
Proof. By the assumption, in formula (41) the RHS is 0. On the
other hand, the functional α+ β is real at hR and nonzero, so it is
obvious that we may choose such a q that (α + β)(Uq) 6= 0. 
Corollary 4.3. If γ is a maximal root, then JEγ ∈ h
−.
Proof. By Corollary 4.2, for all ν ∈ ∆+ we have aν,γ = 0. 
Further, (41) obviously implies
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Corollary 4.4. Let α, β ∈ ∆+ and q = 1, . . . , m. If γ = α+β ∈ ∆
then
aβ,αγ(Uq) = −Nγ,−αηγ,q.
Corollary 4.5. If α, β, γ ∈ ∆+ and γ = α + β, then Nγ,−αaα,β =
Nγ,−βaβ,α.
Proof. Under the condition obviously Nγ,−β 6= 0 6= Nγ,−α. We
choose a q so that γ(Uq) 6= 0 and apply twice the formula in Corol-
lary 4.4. 
Corollary 4.6. For any α, β ∈ ∆+ we have aα,β = 0 ⇐⇒ aβ,α =
0.
Proof. If α+ β 6∈ ∆+ then we use Corollary 4.2, otherwise - Corol-
lary 4.5. 
Before going on with the Nijenhuis tensor we introduce some
convenient notation. Let γ ∈ ∆+, JEγ ∈ h. We denote
Vγ = JEγ ∈ h
−, Uγ = JE−γ = −τ(JEγ) = −τ(Vγ) ∈ h
+,
(42)
From the above definition and α(τ(H)) = −α(H) we get
γ(Vγ) = γ(Uγ).(43)
Now we may compute
Proposition 4.7. Let I be an admissible complex structure and let
J match I. Let γ ∈ ∆+, JEγ ∈ h. Then
|γ(Uγ)| = 1, γ(IHγ) = 0;(44)
JEγ =
1
2
γ(Vγ) (Hγ + iIHγ) , JE−γ =
1
2
γ(Uγ) (Hγ − iIHγ) .
(45)
Proof. Integrability gives
NJ(Eγ , E−γ) = [Vγ, Uγ ]− [Eγ, E−γ]− J [Vγ , E−γ]− J [Eγ , Uγ]
= −Hγ + γ(Vγ)Uγ + γ(Uγ)Vγ = 0.
For the present computation we denote a = γ(Uγ). Now we apply
I on the last expression to get the second equation of the following
system
Hγ = aUγ + aVγ, IHγ = iaUγ − iaVγ .(46)
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First we use (46) to compute
0 = NJ(Hγ, IHγ) = −[aEγ + aE−γ, iaEγ − iaE−γ]
−[Hγ , IHγ]− J [Hγ , iaEγ − iaE−γ] + J [aEγ + aE−γ, IHγ]
= 2i(|a|2 − 1)Hγ − iγ(IHγ)IHγ.
BecauseHγ, IHγ are linearly independent, integrability implies (44).
Now using (44) we solve the system (46) to get (45). 
Remark 4.8. At first glance formula (45) contains something like
a vicious circle - we determine Vγ = JEγ using a circle parameter
γ(Vγ) on the RHS.
As we shall prove further JEγ ∈ h iff γ ∈ Γ (see Theorem 4.13).
Actually, given an admissible b+ complex structure I and a match-
ing J , we have proved that
JEγ = Vγ = −iγ(Vγ)Qγ, JE−γ = Uγ = −iγ(Uγ)Pγ.(47)
(See Definition 3.15 for Pγ, Qγ). The important point here is that
any matching complex structure J sends the stem nilpotent Eγ ∈ f
+
to Qγ ∈ h
+ multiplied by a complex number of norm 1, thus we
recover the parameters ργ from Section 2. We use this further to
identify the Cayley transform which produces J - see Definition
4.20 and further.
Proposition 4.9. Let α, β, γ ∈ ∆+, JEγ ∈ h. Then
aβ,α(β + α)(Uγ) = prg(−β)([Eα, E−γ]).
Proof. By integrability of J we have
0 = N(E−γ , Eα) = [Uγ , JEα]− [E−γ , Eα]− J [Uγ , Eα]− J [E−γ , JEα]
= [Eα, E−γ ]−
∑
β∈∆+
β(Uγ)aβ,αE−β − α(Uγ)
∑
β∈∆+
aβ,αE−β + A,
where A ∈ b+. The statement of the proposition comes from equat-
ing to zero the coefficient at E−β in the last expression. 
Corollary 4.10. Let α, β, γ ∈ ∆+, α + β = γ, JEγ ∈ h. Then
aβ,α = Nγ,−αγ(Vγ) 6= 0.
Proof. Follows trivially from Proposition 4.9, by (44) and the ob-
vious fact that Nγ,−α 6= 0. 
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Lemma 4.11. Let α, β ∈ ∆+, γ ∈ Γ, JEγ ∈ h. If α + β 6= γ,
then ∑
ν∈Φ+γ
aν,βaα,µ(ν)Nγ,−ν = 0.
Proof. In the follwing computation we keep explicit only terms with
component in n− . We have
0 = N(Eγ , Eβ) = [Vγ, JEβ ]− J [Vγ, Eβ]− J [Eγ , JEβ] + A∑
α∈∆+
aα,β(β + α)(Vγ)E−α − J
[
Eγ , prh(JEβ) +
∑
ν∈∆+
aν,βE−ν
]
+ A
= −
∑
α∈∆+
aα,β(β + α)(Vγ)E−α −
∑
ν∈∆+
aν,βJ [Eγ , E−ν ] +B
= −
∑
α∈∆+
aα,β(α + β)(Vγ) + ∑
ν∈Φ+γ
Nγ,−νaν,βaα,µ(ν)
E−α + C.
From integrability we conclude that for each β, α, γ as assumed, we
have
aα,β(α + β)(Vγ) +
∑
ν∈Φ+γ
Nγ,−νaν,βaα,µ(ν) = 0.
When β+α 6= γ, Proposition 4.9 gives3 aα,β(α+β)(Vγ) = 0, whence
the lemma. 
4.2. The coefficients of a. We recall that Γ is the stem of ∆+.
Proposition 4.12. Let γ ∈ Γ, J(Eγ) ∈ h and α ∈ Φ
+
γ , β ∈ ∆
+
Then aβ,α 6= 0 if and only if α + β = γ.
Proof. If β ∈ Φ+γ , then from Corollary 2.11, a), we know that
α+ β ∈ ∆ iff α + β = γ, so Corollaries 4.2 and 4.10 give
aα,β 6= 0 ⇐⇒ α + β = γ, α, β ∈ Φ
+
γ .(48)
Let β 6∈ Φ+γ . If β + α 6∈ ∆
+, then aα,β = 0 by Corollary 4.2. So
we have to treat just the case γ 6= β + α ∈ ∆+ as in Lemma 4.11.
Now if α, ν, µ(ν) ∈ Φ+γ , then by (48) aα,µ(ν) 6= 0 if and only if ν = α.
Thus, the equality from Lemma 4.11 reduces to aβ,αNγ,−α = 0.
3Because (α+ β)(Vγ) = (α+ β)(Uγ).
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We have α ∈ Φ+γ , hence Nγ,−α 6= 0, whence aα,β = 0. The
proposition is proved. 
Now we can prove
Theorem 4.13. Let I be an admissible b+ complex structure on u
and let J match I. Then
a) If γ ∈ Γ, then J(Eγ) ∈ h
−;
b) If α ∈ Φ+, β ∈ ∆+, then aα,β 6= 0 if and only if β = −sγ(α).
Proof. Let Γ = {γ1, . . . , γd} be the stem of ∆
+. We know that γ1
is a maximal root, so by Corollary 4.3 we have JEγ1 ∈ h.
Now by Proposition 4.12 we conclude that for any α ∈ Φ+γ1 , β ∈
∆+ we have
aα,β 6= 0 ⇐⇒ α + β = γ1.
Now we assume that for some k < d we have J(Eγi) ∈ h, i =
1, . . . , k and
aα,β 6= 0 ⇐⇒ β = µ(α), α ∈ Φ
+
γ1
∪ · · · ∪ Φ+γk , β ∈ ∆
+.(49)
If α ∈ Φ+γ1∪· · ·∪Φ
+
γk
then by the definition of the stem γk+1 6= µ(α),
hence by the induction assumption (49) and Corollary 4.6 we have
aγk+1,α = aα,γk+1 = 0.
If α ∈ Φ+γk+1 ∪ · · · ∪ Φ
+
γd
∪ Γ, then by Corollary 2.17 we have
α + γk+1 6∈ ∆, whence by Corollary 4.2 we conclude aγk+1,α =
aα,γk+1 = 0.
Thus for each α ∈ ∆+ we nave aγk+1,α = aα,γk+1 = 0, which
means
JEγk+1 ∈ h.(50)
Now let α ∈ Φ+γk+1
If β = µ(α) then Corollary 4.10 and (50) give aα,β 6= 0.
If β ∈ ∆+ and β 6= µ(α), we apply Proposition 4.12 so
aα,β 6= 0 ⇐⇒ α + β = γk+1, α ∈ Φ
+
γk+1
, β ∈ ∆+,
which combined with the assumption (49) gives
aα,β 6= 0 ⇐⇒ µ(α) = β, α ∈
k+1⋃
i=1
Φ+γi , β ∈ ∆
+.
Our induction is complete, the theorem is proved. 
Corollary 4.14. The matrix a is antisymmetric.
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Proof. From Theorem 4.13 we know that aα,β 6= 0 iff α ∈ Φ
+ and
β = µ(α). The result follows from Proposition 2.27 and Corollary
4.5. 
Corollary 4.15. J(f+) ⊂ h−.
Proof. Follows directly from Theorem 4.13 and J(m+I ) = m
−
I . 
Corollary 4.16. If rank(u) < 2d, then U carries no hypercomplex
structure.
Proof. Follows from Corollary 4.15, the fact that J is bijective and
2dim(h−) = rank(g). 
From here on, we assume (often implicitly) that rank(g) ≥ 2d.
Corollary 4.17. A semisimple compact Lie group U carries a hy-
percomplex structure if and only if
U ∼= SU(2d1 + 1)× · · · × SU(2dn + 1), d1, . . . , dn ∈ N.
Proof. The only simple group with rank(g) = 2d is SL(2n + 1,C)
(see subsection 3.3). On the other hand, existence of a hypercom-
plex structure for our U follows from Remark 3.14. 
Now we are ready to determine the complex structure J on V
(see Definition 2.24).
Proposition 4.18. Let I be an admissible complex structure and
let J match I. If γ ∈ Γ, α ∈ Φ+γ , then
JEα = Nγ,−αγ(Vγ)Esγ(α).(51)
Proof. We denote β = µ(α) = −sγ(α). From Theorem 4.13 we
have
JEα = aβ,αE−β +H, H ∈ h
−.
In the following computation we keep explicit only terms which
nave nontrivial projection to h.
NJ(Eγ , Eα) = [Vγ , aβ,αE−β +H ]− J [Eγ , aβ,αE−β +H ]− J [Vγ , Eα]
= γ(H)Vγ −Nγ,−βaβ,αJEα − α(Vγ)JEα + A
= γ(H)Vγ − (Nγ,−βaβ,α + α(Vγ))H +B,
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where A,B ∈ n−. Now we use aβ,α = Nγ,−αγ(Vγ) (see Corollary
4.10) and Nγ,−αNγ,−β = −1 (Proposition 2.27) to get
γ(H)Vγ + β(Vγ)H = 0(52)
We apply γ to this equation and obtain γ(H)(γ + β)(Vγ) = 0. By
Proposition 4.7 and β ∈ Φ+γ we have
β(Vγ) = γ(Vγ)
(
1
2
+ imaginary number
)
6= 0.
Thus (γ+β)(Vγ) 6= 0, whence γ(H) = 0. Now by (52) and β(Vγ) 6=
0 we get H = 0. The Proposition follows. 
Formula (51) obviously implies
Corollary 4.19. Let I be an admissible b+ complex structure and
let J1, J2 be two complex structures matching I.
If J1Eγ = J2Eγ for each γ ∈ Γ, then J1Eα = J2Eα for each
α ∈ ∆.
Given an admissible b+ complex structure I, Proposition 4.18
determines the action of a matching J on the invariant4 subspace
V. The result is so clean that it gives us more precise description
of the matching Cayley structure Ic than we achieved in subsection
3.
4.3. The action of J on the extended stem subalgebra. Now
we return to the notations of Section 2. We show that if I is
any admissible complex structure on u and if J matches I, then
J = Ic (as in Section 2) for a certain value of the torus parameter
ρ, namely:
Definition 4.20. Let γ ∈ Γ. We denote:
ργ = iγ(JE−γ), ρ = {ργ |γ ∈ Γ}
The first equality in formula (44) gives |ργ| = 1 whence we may
use all the entities from Definitions 2.28, 3.8.
In particular for any γ ∈ Γ from (45) we get:
JEγ = Vγ = ργ(Wγ + iZγ), JE−γ = Uγ = −ργ(Wγ − iZγ).(53)
4Of course one point of Proposition 4.18 is proving the J invariance of V.
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Proposition 4.21. Let I be an admissible complex structure and
let J match I. Then for any γ ∈ Γ we have
IXγ = Yγ, IWγ = Zγ; JXγ = Wγ, JZγ = Yγ.(54)
Proof. The first and second equality in (54) come from the defini-
tion of a b+ complex structure I. The third and fourth equality
come by solving the system (53) for Wγ, Zγ. 
The conclusions of Proposition 4.21 and Corollary 3.11 coincide,
but the assumptions are different. The coincidence means of course,
that if J is an arbitrary complex structure matching I, then J = Ic
on the extended stem subalgebra e (with ρ as in Definition 4.20,
see also Remark 2.37). Combining Corollary 4.19 with Proposition
4.21 we get
Corollary 4.22. Let I be an admissible b+ complex structure and
let J match I. Then each of the subspaces e, V is J-stable. More-
over, for each X ∈ e⊕V we have JX = cIc−1X, where the Cayley
transform c = c[ρ] is as in Definition 2.47 and ργ = iγ(JE−γ) for
each γ ∈ Γ.
Corollary 3.11 was proved under the assumption that z ⊂ ou,
which is also the sufficient condition of our general existence Theo-
rem 3.19. We prove next that the condition z ⊂ ou is also necessary
5
for admissibility of I. We begin with:
Proposition 4.23. Let I be an admissible complex structure and
let J match I. If γ, δ ∈ Γ, γ 6= δ, then γ(JEδ) = 0.
Proof. Using Theorem 4.13 and strong orthogonality of Γ we com-
pute JNJ(Eγ , Eδ) to get:
0 = [JEγ , Eδ] + [Eγ , JEδ] = δ(Vγ)Eδ − γ(Vδ)Eγ,
hence γ(JEδ) = δ(JEγ) = 0. 
Corollary 4.24. Let I be an admissible b+ complex structure on
u. Let Γ be the stem of ∆+. If γ, δ ∈ Γ, then γ(Zδ) = 0.
5Obviously we could now deduce the condition Jw ⊂ ou from Proposition
3.10, and the fact that J = Ic on e. We believe that the following direct proof
from integrability is more beautiful.
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Proof. Let J be any complex structure matching I. From Proposi-
tion 4.7 we know that γ(IHγ) = 0. If γ 6= δ, then by (53), Propo-
sition 4.23 and strong orthogonality of Γ we have 0 = γ(JEδ) =
ρδ(γ(Wδ)− iγ(Zδ)) = iρδγ(Zδ). The corollary is proved. 
We have a useful consequence of Proposition 4.24
Corollary 4.25. If I is admissible and Γ = {γ1, . . . , γd}, then
γj(Pk) = γj(Qk) = iδjk.
Formula (47) and Proposition 3.16 give
Proposition 4.26. Let J match I, then J(f+) = v−, J(f−) = v+.
If we add Theorem 3.19 to Corollary 4.24 we obtain our solution
of Problem A:
Theorem 4.27. Let u be a compact Lie algebra and let I be a
b+ complex structure on u. Let Γ be the stem of ∆+. Then I
is admissible if and only if dim(u) is divisible by 4 and for each
γ, δ ∈ Γ we have γ(IWδ) = 0.
We have chosen to express the necessary and sufficient condition
for admissibility of I in the most classical terms, only using the
notion of stem.
Corollary 4.28. A compact Lie group U carries a hypercomplex
structure if and only if rank(u) = 2d + 4k, where d is the number
of elements in the stem Γ and k is a nonnegative integer.
4.4. The nearest to semisimple. In the previous subsection we
solved Problem A from the introduction of this paper. Now we
proceed to Problem B, that is, we assume that I is an admissible
b+ complex structure on u and describe all complex structures J
matching I.
By Proposition 4.21 we know that on the extended stem subal-
gebra fu ⊕ z, any J matching I coincides with the structure Ic for
some ρ (see Definition 3.1) .
So we go on to determine the remaining coefficients of the matrix
of J (see Definition 1.12). Now that we assume z ⊂ ou, we shall
use the notations of Definition 3.15.
We assume rank(g) = 2d + 2p, where p is a nonnegative even
integer,
m+I = v
+ ⊕ j+ ⊕ f+ ⊕ V+, dim(v+) = dim(f+) = d, dim(j+) = p.
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In the first place we have the vectors Pγ = Wγ − iZγ, Qγ =
Wγ + iZγ , which are a basis for the subspaces v
+, v− respectively.
The following theorem improves the constructive Proposition
3.13 in particular.
Theorem 4.29. Let 2d = rank(g) and let I be an admissible b+
complex structure. Then there is exactly one (up to choice of ρ)
matching complex structure J . For γ ∈ Γ and α ∈ Φ+γ the operator
J (with ργ = 1 for each γ ∈ Γ) is given by:
JWγ = −Xγ , JZγ = Yγ; JXα = −Nγ,−µ(α)Yµ(α),
where Xα =
1
2
(Eα − E−α), Yα =
i
2
(Eα + E−α).
Proof. The first and the second equalities come from Proposition
4.21. The third is the result of Proposition 4.18. 
We give several equivalent forms of the admissibility condition.
Recall that in Subsection 2.3 we introduced and studied a repre-
sentative of the opposition involution φ = exp(πadXΓ).
Corollary 4.30. Let 2d = rank(g), let I be a b+ complex structure
on u. Then I is admissible if and only if any of the following three
equivalent conditions holds
a) φ(m+I ) = m
−
I .
b) φ(h+) = h−.
c) φ ◦ I = −I ◦ φ.
Proof. In any case φ(n+) = n−, so a) is equivalent to b).
It is trivial that c) is equivalent to b) (imitate the proof of Propo-
sition 1.10).
Now assume that I is admissible. Then for any W ∈ w we have
IW ∈ o, whence by Corollary 2.40 φ(W − iIW ) = −W − iIW =
−τ(W − iIW ) whence the condition b) holds.
Conversely let condition c) hold. Then for W ∈ w we have
φ(IW ) = −Iφ(W ) = IW and by Corollary 2.40 we have I(w) ⊂ o,
whence I is admissible. 
4.5. The classification. When 2d < rank(g) and I is an admis-
sible b+ complex structure we have to determine the action of a
matching complex structure J on the subspace j ⊂ o (see Defini-
tion 3.15).
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Proposition 4.31. Let rank(u) = 2d + 2p, p ∈ 2N. Then
J(j+) = j−.
Proof. Let S1, . . . , Sp be a basis of j
+, then Tk = τ(Sk), k = 1, . . . , p
is a basis of j−. Then by (34) {Pγ| γ ∈ Γ}∪{S1, . . . , Sp} is a basis of
h+ and {Qγ| γ ∈ Γ}∪{T1, . . . , Tp} is a basis of h
−. Slightly changing
notation for the elements of the matrix J (see (11), Proposition
1.13) for any q = 1, . . . , p we have
J(Sq) =
∑
δ∈Γ
bδ,qQδ +
p∑
t=1
btqTt +
∑
β∈∆+
ηβ,qE−β.(55)
From integrability for q = 1, . . . , p, γ ∈ Γ we have
0 = NJ(Sq, Vγ) = −
∑
δ∈Γ
bδ,qQδ +
p∑
t=1
btqTt +
∑
β∈∆+
ηβ,qE−β, Eγ

+J [Sq, Eγ]− J
∑
δ∈Γ
bδ,qQδ +
p∑
t=1
btqTt +
∑
β∈∆+
ηβ,qE−β, Vγ

= −bγ,qγ(Qγ)Eγ −
∑
β∈∆+
ηβ,q[E−β , Eγ]−
∑
β∈∆+
ηβ,qβ(Vγ)JE−β.
From Proposition 4.18 and formula (47) for β ∈ Φ+γ we have
JE−β = −τ(JEβ) = Nγ,−βγ(Vγ)Eγ−β , β(Vγ) = −iγ(Vγ)β(Qγ)
therefore we have
0 = ibγ,qEγ −
∑
β∈Φ+γ
ηβ,qNγ,−β(1 + iβ(Qγ))Eγ−β
(56)
−
∑
β∈∆+\Φ+γ
ηβq([E−β , Eγ]− β(Vγ)JE−β).
From Proposition 4.18 it follows that∑
β∈∆+\Φ+γ
ηβq([E−β, Eγ]− β(Vγ)JE−β) ∈ h+
∑
α∈∆\Φ+γ
g(α).
Now from (56) it follows that for any β ∈ Φ+γ we have
ηβ,qNγ,−β(1 + iβ(Qγ)) = −iNγ,−βηβ,qα(Qγ) = 0.
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Where α = µ(β). But for α ∈ Φ+γ we have α(Qγ) 6= 0 (see the end
of the proof of Proposition 4.18), whence for β ∈ Φ+, q = 1, . . . , p
we have
ηβ,q = 0.(57)
Suppressing all terms containing ηβ,q, β ∈ Φ
+, equation (56) re-
duces to
0 = ibγ,qEγ −
∑
δ∈Γ
ηδ,q([E−δ, Eγ ]− δ(Vγ)JE−δ)
= ibγ,qEγ − ηγ,q(Hγ + iγ(Vγ)Uγ).
By (45)Hγ+iγ(Vγ)Uγ 6= 0 and we see that for γ ∈ Γ, q = 1, . . . , p
we have
ηγ,q = bγ,q = 0.(58)
Thus we conclude (see (55), (57),(58)) that for any q = 1, . . . , p
J(Sq) =
p∑
k=1
bkqTk.(59)
The proposition is proved. 
We are ready to present our solution of Problem B from the
introduction.
Theorem 4.32. Let u be a compact Lie algebra with rank(u) =
2d+ 2p, where d is the number of roots in the stem Γ of ∆+ and p
is a nonnegative even integer. Let I be an admissible b+-complex
structure on u.Then any hypercomplex structure extending I may be
determined by a complex structure J matching I, so that there exists
a p × p complex matrix b, with bb = −1 and for γ ∈ Γ, α ∈ Φ+γ
we have
JEγ = Qγ , JEα = iNγ,−αEsγ(α), J(Sq) =
p∑
k=1
bkqTk.(60)
where S1, . . . , Sp is a basis of j
+, and Tk = τ(Sk), k = 1, . . . , p.
Proof. We choose ργ = 1 for all γ ∈ Γ. The first equality is in
(53). The second is in Proposition 4.18. The third follows from
Proposition 4.31. 
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Theorems 4.27 and 4.32 allow one to study the parameter spaces
for the classes of equivalent hypercomplex structures on a compact
connected Lie groupU. This will be done in a subsequent paper, we
give only two characteristic examples in the nearest to semisimple
case where the equivalence classes of hypercomplex structures are
in a bijective correspondence with equivalence classes of admissible
complex structures .
Example 4.33. Let I and I ′ be two admissible b+-complex struc-
tures on su(2d+ 1). (see Example 3.21, a)). Then I is equivalent
to I ′ if and only if either I = I ′ or IHγ = −I
′Hγ for each γ ∈ Γ.
The parameter space of equivalence classes of hypercomplex struc-
tures on SU(2d+ 1) is Z2\GL(d,R).
Example 4.34. Let U = Sp(d)×T d. The universal covering group
is U˜ ∼= Sp(d)× Rd. Now Γ is the set of long roots in ∆+ (see Ex-
ample 3.24). Up to equivalence, there is exactly one left invariant
hypercomplex structure on the (noncompact) universal cover group
U˜. Indeed all bases Z1, . . . , Zd of ou are equivalent under the action
of GL(d,R) ∼= {g ∈ Aut(U)|dg(b+) = b+}.
The parameter space of equivalence classes of hypercomplex struc-
tures on Sp(d)×Td is obviously GLd(Z)\GLd(R).
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