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ON DISTRIBUTIONAL SOLUTIONS OF CERTAIN EQUATIONS 
INVOLVING A RETARDED ARGUMENT 
VACLAV DOLE^AL, Praha 
(Received December 5, 1967) 
The present paper deals with a certain type of vector-integral equations with retard­
ed argument. Several theorems on the existence, uniqueness, majorization and bound-
edness of the solution are proved by using properties of certain operators. 
Let 3 be the set of all w-vector-valued, infinitely difFerentiable functions (p{t) with 
compact support, and let 3' be the set of all distributions on 3 which vanish on the 
set (-co, 0). 
A linear operator A mapping 3' into itself will be called continuous, if for any 
sequence xm -* x, xm e 3' we have Axm -> Ax. Furthermore, let Am, m == 1, 2,... be 
linear continuous operators mapping 3' into itself; if A is an operator from 3' into 
itself such that Amx -> Ax for any x e 3\ we shall call the sequence Am convergent 
m 
to A and write Am -» A. Analogously, if for a sequence B( we have ]T Bt = Sm -> S, 
oo i = l 
we shall write S = £ Bt. 
i = l 
Let T > 0 and let 33r be the class of all operators B mapping 3' into itself and 
having the following properties: 
1. B is linear and continuous. 
2. For any xe3' such that x = 0 on (— oo, a) we have Bx = 0 on (— oo, a + T). 
The class 33 r is clearly nonempty, because the operator Pr, defined on 3' by 
(Prx, cp) = (x, q>(t + T)), q>e3, belongs to 33r. Moreover, 33r with customary 
operations of sum and product is an algebraic (noncommutative) ring. 
Theorem 1. Let B e 33r; then the operator I + B is invertible {I signifies the identity 
operator), and {I + B)"1 — I -= 5 6 33r. Moreover, 
І--T 
(i) S = X(-l)'в<. 
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Proof. First show that the series in (l) converges. Actually, by assumption 2., 
m 
Blx = 0 on (— oo, iT) for any i and x € 2'\ consequently, if Sw = £ (— l)
1* B\ then 
i = i 
the sequence of numbers (Smx, cp) converges for any chosen cpe 2. Since Smx e 2' 
for any m, the sequence Smx converges to a distribution by a well-known theorem 
(cf. [1], p. 37). Moreover, this distribution obviously belongs to 2f; hence, (1) is 
meaningful and B maps 2' into itself. 
Furthermore, it is clear that B is linear and satisfies condition 2. Next, let xm € 2\ 
m = 1, 2, . . . and xm -> x. Choosing a cpe 2 denote r^ the least integer such that 
sup (supp (p) < r^T Then we have 
(Bx, cp) = ( J ( -1) ' B'x, cp) = g ( -1) ' (B'x, <p) , 
i = l i = l 
and, for any m > 0, 
(Bxm, <p) = ( § ( -1) ' B'xm, <p) = '£ ( -1) ' (B
lxm, <p) . 
i = l t=l 
Because (B'xm, <p) -» (B*x, 9) for any i = 1 by condition 1., it follows that (Bxm, q>) -• 
-• (Bx, <p). Hence, S is continuous so that B e 93r. 
Choosing now x e ^ ' , we have by (1), 
qm = (/ + Sm)(l + B)x - (/ + B)(I + B)x ; 
however, #OT = x + ( - l )
m Bm+1x, and Bmx -• 0 as m -» 00 by condition 2. Hence, 
#m ~* x'> consequently, (/ + B) (I + B) = I. Conversely, (l) yields for any x e 2\ 
(I + Sm) x -• (/ + B) x as m ~> 00 , 
so that, by continuity of / + B, 
hm = (I + B)(I + Sm)x -+ (I + B)(/ + S)x . 
As above, hm -• x,i.e.,/ = (/ + B)(/ + B). Hence,/ + Bis invertible, (/ + B)""
1 = 
= / + B and the theorem is proven. 
Corollary 1. Iffe 2' and B e 93T, then the equation 
(2) x + B x = / 
has a unique solution in 2\ Moreover, x depends continuously on the right-hand 
sidef, i.e., iffm -+f,fme2\ then the solutions xm of xm + Bxm = fm converge to x. 
Let us now turn our attention to a specific subclass of 93r. Let the system U of 
operators mapping 2' into itself have the same meaning as in [3], p. 161 except for 
the fact that members of 2' are vectors here; then we have the following proposition. 
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Theorem 2. Let A(e U, i = 1, 2,.. . , and let 0 < TL < T2 < ..., Tf ~> oo as 
00 
i -> oo; then the operator B = £ ^IVi belongs to S3Tl. 
Proof. If x e ®' and x = 0 on (— oo, a), then PT.x vanishes on (— oo, a + Tf) and 
so does i4i(Pr.x) by Theorem 5.4 — 15 in [3], p. 162. Hence, using the condition Tt -• 
-> oo and the same argument as in the proof of Theorem I, we conclude that the 
definition of B is meaningful and B satisfies condition 2. The proof of continuity 
follows the same pattern as above. 
m 
If T > 0, let (£T be the class of all operators £ AiPT., where At e It, Tf ^ Tand m 
is arbitrary, finite. l = 1 
Clearly, (£T c 93T; moreover, we have the proposition: 
Theorem 3. (£T with ordinary operations of sum and product is an algebraic ring. 
For the proof the following auxiliary statement will be necessary. 
Lemma 1. Let W(t, T) be ann x n matrix function defined and infinitely differen-
tiate for 0 g T S t < oo, and let T > 0; then an n x n matrix function W(t, T), 
defined and infinitely differentiate for 0 ^ T ̂  t < oo, exists such that for any 
xe9\ 
(3) PT[*Vx] = [W(PTx)\ . 
(For the meaning of [JVx], see [3], p. 154.) 
Proof. By definition, for any x e f and cpe<2), 
li = (PT[Wx], cp) = ([JVx], cp(t + T)) = (x, {cp(t + T)}^) = 
= u - r i ^ M ) (?(T+T) d r + / T *VC(T, o (?>(T+T) dx\. r ^ ( T ) d ^ , 
where the bar signifies the complex conjugate, Wc(t, T) is a smooth extension of W(t, T) 
onto the entire t, T-plane and (p0(t) is any scalar testing function satisfying the condi-
tions j!f ^ cp0(t) dt = 1 and supp ( / ) 0c(-oo, 0). Since q>0(t) is otherwise arbitrary, 
let us choose it so as to have supp cp0 c ( — oo, — T). 
Introducing the substitution T + T = or into the above equality, we obtain 
H = (x, - J WC(<J - T, t) (p((T)d(T + 
+ /T" W^^TTt) q>(a) da\ f p6(* - T) d<A . 
Keeping PVC fixed for the rest of the proof, define for 0 g T <£ t < oo the smooth 
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matrix function W(t9 %) by W(t9 x) = Wc(t - T, T - T); then for a smooth extension 
of W onto the entire plane we may clearly take the matrix Wc(t - T, T — T) itself, 
i.e. we can write ffic(t9 T) = Wc(t - T9 T - T). Moreover, putting cp0(i) = <p0(* - T) 
we will have supp$0 <= (-oo,0). Introducing these new quantities into the last 
equation for \i9 we obtain by the definition of the product [Wx]9 
H = (x9- ^ Wc(a9t + T)<p(a)da + / T Wc(a91+T) q>(a)da\ . 
. f <pQ(a) d<A = (PTX9 - J Wc(a91) q>(a) da + (\ Wc(a91) <p(a) da\ . 
. f $(a) da\ - (PTx9 {<p(i)}i?) = &&(PTx)l cp) . 
Hence, the lemma is proved. 
Proof of Theorem 3. The conclusion R9 S e (£r => R + S e (£r is trivial; thus, 
prove only that RS e (&T whenever R9 Se (£r. For this, however, it suffices to show 
that for any Al9 A2 e U and Tl9 T2 > 0 an operator AeU exists such that 
AxPTiA2PTl = APTi+Tl. Recalling the definition of U, for Ai9 A2 there exist smooth 
matrix functions Wi9 W2 and integers k91 such that Atx = [JVi*]
(fc) and A2x = 
= [lV2^](i); thus,for any xe^ 'wehave 
( ^ P r A I ' r J x = [^(Pr i[^2(Pr2x)]<'>)]« = [^(P r i[ff2(P r2x)]y')]« = 
= [W1IW2(PT1 + TM1T = Aj2PTi + T2x 
due to Lemma 1 with the notation A2x = [J?2
X]- Finally, AtA2 e U by Theorem 
5.4—12 in [3], p. 162; the proof is concluded. 
From Theorems 3 and 1 it follows that, for BeQT9 (I + B)"
1 is the limit of 
a sequence with terms from 6T. 
Remark 1. Observe also the following fact. Since \Wx\ is a regular distribution 
whenever x is (cf. Theorem 5.4—5 and p. 118 in [3]), Theorem 1 yields immediately 
the proposition: Let at(t)9 Wt(t9 T) be smooth matrix functions for t = 0 and O ^ i g 
<* t9 respectively, Tf > 0, i = 1, 2,. . . , m. I f / e <%' is a regular distribution, then the 
m 
unique solution x e f of the equation x + Y(ai^Ttx + [^iC^r.*)])
 = / *s a*so 
regular. l=1 
Example 1. Let 0 < Tt < T2 ... < Tm9 and let <p(t) be a vector function defined 
and continuous on [~TW, 0]; furthermore, let At(t)9 i = 1, 2,.. . , m and Ai(f) be 
matrix functions which are defined and smooth on [0, 00), and J(t) be a locally inte-
grable vector function on [0, 00). 
Assume that there exists a vector function x(t)9 continuous on [~Tn, 00) and 
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absolutely continuous on [0, oo) such that 
(4) *(') = <?(<) on l-Tn,0) 
and 
(5) x'(t) = A(t) x(t) + £ At(t) x(t -T,)+ ?(t) 
almost everywhere in [0, oo). 
It can be readily verified that such x(t) satisfies the equation 
(6) x(t) = ф(Ö) + ľл(т) x(т) dт + £ Глř(т) x(т - Tř) dт + ľДт) dт , í è 0 
Jo <=iJo Jo 
and vice versa. 
Next, introduce new vector functions as follows: 
x(t)~x(t) on [0,oo), f(t)=J(t) on [0, co), 
= 0 elsewhere , = 0 elsewhere , 
<Pi(t) = $(t - T,) on [0, T,] , 
= 0 elsewhere, 
i = 1, 2, . . . m. Then (6) is equivalent to the equation 
(7) x(t) = cp(0)Ho + 
M m pt /»r 
+ A(T) X(T) dT + £ At(x) (cpt(x) + X(X - T)) dx + f(T) dT 
Jo i==1Jo Jo 
holding for every t. Since x,f, <Pi e 3)' if considered as distributions, (7) can be written 
as 
m m 
(8) x = [Atx] + X [AizPTtx] +cp(0) H0 + % [AM] + fi-
1*, 
1=1 i = l 
(cf. Chapter 5.4, [3]). 
However, if, conversely, x e 2' is regular and satisfies (8) in distributional sense, 
then equation (7) holds for almost every t; because the right-hand side of (7) is con-
tinuous for t = 0, x(t) can be chosen such that (7) holds everywhere. Thus, (7) and 
(8) are equivalent. 
Finally, the operator M defined by Mx = x — [Axx\ is invertible (cf. Theorem 
5.6 — 5 in [3], p. 181), and M"1 e U; applying M"'1 to both sides of (8) we obtain an 
equivalent equation which has the form considered in the above Remark 1. Hence, 
(4) and (5) stated as a problem, have a unique solution (in classical sense). 
Let us now follow a different trend of considerations, that is problems concerning 
a majorization of solutions. To this purpose we are going to introduce a partial order-
ing into S\ 
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Let a be a matrix; if aik =• 0 for all elements of a, a will be called nonnegative and 
we shall write a J> 0. If for two matrices a, b we have a — b _• 0, we shall write 
a _• ft or & <| a. Observe that if A is a n n x n matrix and z an n-vector, then _4 = 0 
exactly if Az ^ 0 for every z = 0. Other elementary rules are obvious. 
Next, let cp e 0 ; we write 9 ^ 0 if <p(f) = 0 for every *; furthermore, iffe& is 
such that (/, <p) _• 0 for every <p e ^ , cp ^ 0, we call/ nonnegative and write/ ^ 0. 
As known, nonnegative distributions are in fact nonnegative measures. (Cf. [2], 
p. 28.) Also, it is clear that, for a regular / € 3f\ f ^ 0 exactly if the corresponding 
vector function f{t) is nonnegative for almost every t. 
Finally, let A be a linear continuous operator mapping 3f' into itself; A will be 
called nonnegative, if Ax ^ 0 for every x = 0, x e 2'. This fact will be signified 
by A = 0. 
The meaning of symbols A — B _• 0, A, B being operators, o r / — # = 0,/, g e 2' 
is straightforward. 
Let us now state the following simple proposition. 
Theorem 4. IfBl9B2e%T and 0 = ^ = B29thenOS (I - B ^ "
1 ^ (I - B ^ - 1 . 
Actually, from 0 :g B t ^ B2 we have 0 <£ B* <£ B2 for any integer fc, and conse-
m m 
quently, 0 g £ B* :g ]T B2 for any m; thus, with x ^ 0 and <p ^ 0, 
* = i fc=i 
w m 
i t = i fc=i 
Letting m tend to infinity and recalling Theorem 1 we conclude the proof. 
Corollary 2. Let Bl9 B2 e 2?T, 0 = B t = B2 and letfuf2 G ® ' 5 0 ^ / ^ /2 . Then 
/or the solutions xt and x2 of equations 
Xi — B^Xi = j 1 , x2 — B2x2 = J2 
we have 0 5̂  xx 5| x2. 
(The proof is obvious.) 
Lemma 2. Let W(t9 T) be a smooth matrix function and let W(t9 T) = 0 for every 
0 S T =- f < 00; then jVx] = 0 for any x = 0, x e ®'. 
Proof. Let x = 0; then, for any (p e @, we have by definition 
(9) ([Wc], 9) = (x, cpw) , 
(10) <^(.) = - P W^TTT) <p(x) dT + (j"°° Wfcfcl) ^(T) d-)) . f <p0(t) dT , 
J - 00 \ j — 00 / J — 00 
where *VC is a smooth extension of IV and <p0 is any scalar testing function such that 
supp <p0 <= ( - co, 0), j*«, <po(t) dT = 1. 
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Now, let (p e 9, q> = 0; then for t ^ 0 we have by (10), 
(11) q>w(t) = T W ^ M ) <K
T) dT = f*W> 0 <P® d t 
since PVis real and Wc(x, t) = W(x, t) for x e [t, oo). 
However, from (11) it follows that (pw(i) ^ 0 for t =• 0. Put a = (x, cpw) and 
<*m = (*, ^m), where i/tm(f) = ^ + l/m) for every t. Thus, il/m(t) ^ 0 on [ - 1/m, oo); 
consequently, for every m g; 1 there exist vector functions </<m, ^me 9 such that 
1. * . = * i + m̂> 
2. î m = 0 for every f, 
3. supp^w c: (-oo,0). 
Actually, it suffices to construct an infinitely differentiate scalar function xm(t) such 
that xm = 0on( -oo , —l/m), 0 <xm < Ion ( - l /m, — l/2m), xm = l o n [ - l/2m, oo) 
and put i/rm = xm*/Jm, i>* = (1 - a,M) <pm. 
Thus, by the assumption x >̂ 0, xe9' we have (x, i/tm) ;> 0 and (x, tym) = 0, 
i.e., am = (x, ^m) = 0. 
On the other, hand, \l/m — cpw ~> 0 in 9 as m -> oo; hence, by continuity of the 
functional, am — a = (x, *//m — <p̂ ) -> 0, so that a ^ 0. The Lemma is proved. 
Lemma 3. Let a(t) be a smooth matrix function and let a(t) ^ 0/0r every t ^ 0; 
then ax ^ 0 whenever x _• 0, x e ^ ' . 
Proof. Let x i_ 0 and (p ^ 0,q> e 9; then, by definition, (cf. [3], p. 153), (ax, <p) = 
= (x, ac<p), where ac is a smooth extension of a onto the entire axis. Clearly, acq> = 
= acp ^ 0 for any r _ 0. Putting again ij/m(t) = ac(f -F l/m) <p(* + l/m) for every 
integer m > 0 and t, and carrying out a decomposition \j/m = ^m -F î m as in the 
proof of Lemma 2, we easily conclude that (x, acq>) S> 0; hence, the proof. 
Theorem 5. Let at(t), i = 0, 1, 2,.. . , m and W(t, x) be smooth matrix functions 
for t ^ 0 and 0 <J T :g f, respectively, and let the operator A be defined on 9' by 
(12) Ax = amx
(w) -F a ^ x ^ - ^ 4- ... + a0x + [PVx] . 
Then A = 0 exactly if 
1. af(t) = 0/0r i = 1, 2,.. . , m, and 
2. a0(r) = 0/0r * ^ 0 and W(t, x) £ 0/0r 0 ^ T g * < oo. 
Remark 2. As stated in Theorem 5.4—14, [3], p. 162, every operator 4 e U can 
be defined by (12) and vice versa; hence, Theorem 5 characterized the nonnegative 
operators in It. 
Proof of Theorem 5. The sufficiency of conditions 1. arid 2. is a trivial consequence 
of Lemmas 2 and 3. Thus, prove the necessity. To this purpose, introduce the fol-
97 
lowing notation: If J is a constant n-vector and T = 0, let 8TJ be a functional on 2 
defined by (8Tfj9 (p) = J
s (p(T)9 (J
N denotes the transpose); it is clear that 6TJ e ^ ' . 
Furthermore, if HT is the scalar function defined by HT = 1 for t = T9 HT = 0 for 
* < T, then it can be readily verified that (JHT)
f = <5TJ. Observe that J ^ 0 implies 
that 5TJ = 0. 
Thus, assume that m = 1 and set x0 = (5r>j)"
(m_1) with J = 0. 
Since u^""1* = [ U ^ w ] for any ue2\ where 1 7 , , . ^ T) = I((t - x)m"2 : 
: (m - 2)!) and J is the unit matrix, (cf. [3], p. 158), and Um_ t(t9 r) = 0 for 0 = % = *, 
it follows by Lemma 2 that x0 = 0. Hence, by assumption, 
(13) Ax0 = aJT>J + am„x5TtJ + am.2JHT -f ... + [JVx0] ^ ° * 
Observe that am_2JHT + ... + [Wx0"\ = gr is a regular distribution vanishing on 
(~oo, T); thus, let QT(t) be the corresponding locally integrable vector function 
vanishing a.e. for t = T 
Consequently, for any cp = 0, q> e 2 we have by (13), (Ax09 (p) = («m^r,j» <?) + 
+ (am~i&T,j> <p) + Jr QT(t)cp(t)dt = 0. Expanding the term containing d'Tj9 we 
obtain 
(14) (Ax0, <p)=- ram(T) <p'(T) + J\am_.(T) - d'Jj)) cp(T) + 
/•oo 
+ 6r(0 <K0 dt S 0 . 
Next, let \l/(t) be a nonnegative scalar testing function such that ^(T) = ^'(T) = 1, 
and let J* be a nonnegative constant vector. For every m ' ^ 1 set <pm-(t) = J*(\jm') . 
. il/(m'(t ~ T) + T); clearly, <pm. e 0 and cpm. ^ 0. Moreover, <pm(T) - J*(\jm') 
and <Pm-(r) = J*- Thus, taking (pm., for <p in (14), we obtain 
(15) (Ax0, 9m) = - r am(T) J* + J\am_,(T) - a'm(T)) J* ~ + 
m 
+ Í°°Qr(0 M 0 d í = O 
However, J* Q^t) (pm{t) dt -> 0 as m! -* oo; consequently, letting m' tend to infinity 
in (15), we get 
(16) ~r<im(T)J*=0. 
Repeating now the whole procedure but with t/> such that \j/(t) § 0, \j/(T) = 1, 
\I*'(T) = - 1 , we conclude that J* am(T) J* = 0. Hence, in view of (16), J
s am(T) J* = 
= 0 for any Js = 0, J* = 0, i.e. am(T) = 0. Thus, 1. is proved and we necessarily 
have 
(17) Ax = a0x + [Wx] . 
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Put now x0 = <5rJwith J = 0; then [ff^T,/] is a regular distribution corresponding 
to the vector function W(t, T) JHT (cf. [3], p. 119). Hence, for any cp = 0, q> e 2 we 
have 
/•oo 
(18) (Ax0, q>) = J" a0(T) cp(f) + J
s W\t, T) <p(t) dt = 0 . 
Let ij/(t) be a nonnegative scalar testing function such that ij/(T) = 1; putting 
(pk(t) = J*\l/(k(t - T) + T) with J* = 0 for every integer k = 1, we have <pk e ® 
and <pfc=0. Clearly, j*£ J
sW\t, T) cpk(t) dt-+0 as fc-+oo, so that, by (18), J" a0(T) J* = 
= 0 for any J
N
 = 0, J* = 0; hence, a0(T) = 0. 
Finally, for the above choice of x0 = 5TJ, let T* and T** be any numbers with 
T = T* < T**; furthermore, let the scalar testing function xj/ be defined by 
\j/(t) = exp (~(t - T*)-1 - (T** - 0""1) for t e (T*, T**), 
= 0 elsewhere. 
Choose a constant vector J* ^ 0 and put <pk(t) = J*(\jt(t))
1/k for any fc <£ 1; 
then clearly <pke3) and <pk 2> 0. Introducing <pk into (18), we obtain 
»T** 
(19) Jx W\t, T) J*(il/(t))1/k dt = 0. 
J T* 
However, since (^(t))1/k -> 1 as k -* oo on (T*, T**), it follows that 
(*T** 
rw\t, T) J* dt 1 0; Í; 
thus, necessarily J'PVXr? T ) J * = ° f o r all 0 <: T ^ * and J = 0, J* = 0. Hence, 
IV(f, T) = 0 for 0 ^ T ̂  r and the theorem is proven. 
Corollary ~. Le* at(r) and PVf(f, T) be smooth, nonnegative matrix functions for 
t ^ 0 and 0 = x g t < oo, respectively, i = 1, 2, ..., and Zef 0 < Tt < T2 < ...» 
Tt -+ co as i -+ co; if the operator A is defined on 2' by 
00 
Ax = X {a,.(Pr,*) + [Wt(PTtx)]} , 
1 = 1 
rhen 4̂ = 0 and A e 33Tl. 
(The proof follows immediately from Theorems 2, 5 and the fact that PTi = 0.) 
Example 2. As an example illustrating the employment of Theorems 4 and 5, let 
us prove the following proposition on majorization of a solution. 
Let W(t, x) and K(t) be smooth matrix functions such that 0 <; W(t, x) <; K(t - T) 
for 0 = x = t < oo, and let /£ K(t) dt = M with \\M\\ < 1. I f / e 0 ' is regular and 
the corresponding vector function/(f) satisfies the condition —at =f{t)< a2 for 
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all f ^ 0 with some fixed vectors aua2, then for the solution x (which is regular) of 
(20) x - {W(PTx)] = f, r > o , 
00 
we have -Nax = x(t) = Na2 for t = 0, where N = / + £ M
l. 
„ i = l 
For proving this, put f2(t) = max [f(t)9 0] and fx(t) = max [-/(*)> 0]> (
t h e 
meaning of the symbol max is certainly obvious); then clearly 0 <Lf2 <L a2 and 
0 ^ / i g ax for t ^ 0, and/ = / 2 — /x . Next, consider the equations 
(21) x2 - [*V(PTx2)] = f2 , £2 - [K(PT£2)] = a2H0 , 
(22) x, - [JVtPrxO] = / i , «i " W r £ i ) ] = ^Ho • 
00 
By Theorem 1, £2 = a2H0 + £ A
l(a2H0), vwhere Az = [K(PrZ)] for z e 0 ' . 
i = l 
However, since a2H0 is regular, we have 0 ^ A
l(a2H0) ^ M'a2 for f ^ 0 and any i; 
actually, assuming the validity of this inequality for some i, we obtain, _4i+1(a2H0) = 
= j0K(t - T) (PT-4^2^o)) (t) dr = ftK(f - x) M
la2 dt = ^ K ( t ) M
la2 dr = 
^ M<+1a2. Thus, since the series for N converges, we have 0 <. £2 <l Na2 for t ^ 0. 
Repeating the same consideration for f t we conclude that 0 <* Zt <* Nax. Now, 
applying Theorem 4 or Corollary 2 to the pair of equations (21), we infer that 
0 ^ x2 ^ I;2 <; Na2; analogously, (22) yields 0 = xl <i £x = Nax. Finally, the 
fact that x = x2 — xx is the solution of (20) concludes the proof. 
The following proposition appears as a certain counterpart for Theorem 4. 
Theorem 6. Let A e 33r, 4̂ ^ 0, and let x be the solution of the equation x + Ax = 
1. //(Al* - AL*+1)/ = 0/or some fc even, then 
(23) (/ +*T1(-i)uo/=x ^ (/ + Yc-i)^)/ 
. = 1 i = i 
for any integer n S 0. 
2. 7/(/4* - Ak+1)f ^ 0/or some fc odd, then 
(24) (/ +*£"(--)'A0/SS x ^ (I +k+2f\-i)'Ai)f 
i = l i = l 
for any integer n = 0. 
fc-l+2n 
Proof. Consider the case 1. By Theorem 1, x = (/ + £ ( -1) ' A*)/ + 5 with 
5 == ( £ ( - 1 ) ^ 0 / . However, it is clear that s = fjA
2n+2i(Ak - Ak+1)f9 and 
i = * + 2 n i = 0 
consequently, s — 0. From this the first part of inequality (23) follows immediately. 
The second part and (24) can be proved in the same way. 
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Example 3. a) Consider the scalar equation x + Ax = <50, where Az = 
= ^"'(Pr*)*"'1*, T > 0 and assume that a = 0 and 1 - <w"~
T = 0. A simple compu-
tation yields A80 = ae"
rHr, ,4
2<50 = a
2(e""f~r - e-2t+T)H2T. Since both A80 and 
.A2<50 are regular distributions, we have in usual sense AS0 — i4
2<50 ^ 0 on (0, 2T), 
and for t = 2T, ,4c50 - ,4
2<50 = ae"
f(l - ae" r) + a V 2 , + r = 0. Hence, ,4<50 -
- ^42<50 = 0 in distributional sense, and since A = 0, we obtain by (24) with n = 0, 
<50 — ae~'Hr :g x ^ <50 . 
b) Consider the scalar equation x + ALx = H0, where Az = a(«*"'PTz)
(""1), T > 0, 
and assume again that a _ 0 and 1 - ae" r g; 0. It can be readily verified that H0 — 
— AH0 = 0. Since x is a regular distribution and - 4 ^ 0 , from (23) with n = 1 we 
obtain the following bounds, 
1 - ae~r ^ x S 1 - ae~ r + a2e~3 r , t = 2T. 
Let us now consider more closely the simple equation 
(25) x + [ J V P r x ] = / , 
or, to be more specific, the dependence of x on the matrix function W, provided 
fe &>' is regular and the corresponding vector function/(f) is bounded in norm on 
every finite interval. As shown above, x is then also regular; moreover,.it is clear 
that the corresponding vector function x(t) can be chosen so that x(t) — f(t) is 
continuous and thus is determined uniquely. In view of this, such x(t) will be meant 
by the solution of (25) in the sequel. 
To this purpose, let us introduce some useful notation. If k 7> 0 is an integer, let 
(a)k+ = a
k for a = 0 and (a)\ = 0 for a < 0. 
Let the scalar functions <PT and WT be defined by 
(26) *.K€.l) - Z 7 7 " ^ . (€ -
i - i ( i - 1)! 
(27) VT(S,r,) = l±-(Z-(i + l)Ty+r,>. 
i=o i! 
Lemma 4. Let u(t), v(t) and h(t) be nonnegative, locally integrable functions in 
[0, oo), let u(t) = 0/or t < 0 and let v(t) be nondecreasing in [0, oo); if 
(28) u(t) S h(t) + v(t) f u(x - T) dt 
for every t ^ 0, then 
(29) u(t) ^ h(t) + ! $T(t - T, v(t)) h(i) dt 
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and 
(30) \u(a - T) d<j = f WT(t - T, t<t)) JI(T) dT 
Jo Jo * 
for every t J> 0. 
Proof. Choose T* > 0; then, for any t e [0, T*], we have by (28) 
u(t) <* /i(r) + x u(r - T) dT 
with x = t?(T*). Thus, there exists a nonnegative function v(*) such that 
(31) u(t) = h(t) - v(t) + x j u(x - T) dT . 
However, using Theorem 1 and the notation/ = h — v, we obtain 
(32) u(t) = /(f) + £ x*PiT f T~' ... f / ( a ) dcx = 
i = 1 JoJo Jo 
= / ( 0 + I ^Pir f ^ 7 a)l~! /(*) <** « / ( 0 + f #T(t - a, x)f(a) da . 
i=i Jo 0 ~ 1)5 Jo 
Thus, putting i = T*, 
(33) « (T * )= / (T * )+ f <PT(T*~-cr,t)(T*))/(cx)dcT. 
Finally, because 4>T(£, .7) J> 0 for {, r\ 2>" 0, (29) follows from (33) immediately. 
Furthermore, (32) yields for t e [0, T*], 
f ti(t - T)dT = f(PT/)(<r)dcr + f>
f P ( l + 1 ) T f
 ( i ^ / ( c r ) dcr = 
Jo Jo , *=- Jo *! 
= ( V ^ - c r , *)/(<,) dcr. 
The rest of the proof is obvious. 
Let W(t, T) be a smooth matrix function for 0 ^ T _- f; for a = 0 put JPVJ,. = 
= sup j] W(t, T)||. Clearly, [W^ is a nonnegative nondecreasing function. 
Theorem 7. Lef W (̂f, T), W2(U%) be smooth matrix functions, f e 2' be regular 
with ||/(t)|| bounded on every finite interval, T > 0. Then the solutions x( (in the 
sense indicated above) of the equations xt + [JVi(PTx£)] = / , i = 1, 2 satisfy the 
102 
inequality 
(34) \\Xl(t) - x2(0| = 
=1^1 - w2\t (1 + r#T(* - T, 1^1, dt). r VA - T, i^2|r i/(T)i dT 
for t = 0. 
Proof. Since x t and x2 are regular, we have from the equations defining them, 
Xl(t) - X2(t) = - f ^(XX(T - T) - X2(T - T)) dT - [ V l ~ W2) X2(T - T) dT , 
Jo Jo 
t = 0 ; 
consequently, 
(35) \\Xl(t) - x2(r)| = \W,\t f IX^T - T) - X2(T - T)|| dT + 
+ | ^ 1 - W2\t^\\x2(x-T)\\dx. 
On the other hand, the equation for x2 yields 
IWOI=W£|NT-T)|dT+||/0)|; 
thus, by Lemma 4, 
(36) f |X2(T - T)|| dT = f WT(t - T, j W2l) | / ( T ) | dT . 
Jo Jo 
Putting Q(t) = | Wx - W2\t jo ¥T(t - T, \W2[t) ||/(t)|| dx and using Lemma 4 with 
(36) for (35), we obtain 
(37) \\Xl(t) - x2(t)\\ <I Q(t) + f<f>r(* - t, 1^1,) Q(x) dx . 
However, since Q(t) is nondecreasing (witness (32) and the following equations), 
(37) implies (34); hence the proof. 
Finally, let us present a simple criterium for the boundedness of a solution of the 
equation x + a(PTx) + [FP(Prx)] = / 
Theorem 8. Let a(t) and W(t, x) be smooth matrix functions which are bounded 
for 0 <I t < oo and 0 <I x <j * < oo, respectively. Let the operator B be defined 
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on 2' by Bx = ax + [Wx], and T>O.If 
(38) lim sup J | |a(() | + f \\W(t, x)\\ dx] = c < 1 , 
tfce« a constant *M > 0 exists such that, for any regular xe3)' with bounded 
\\x(t)\\ in [0, oo), 
(39) sup ||(I + BPJY1 X\ S M sup flxfl . 
fe[0,ao) fe[0,oo) 
Proof . For every integer m _• 1, let 
Am= sup (||a(01 + f l ^ T ) | d t l . 
M.mT,oo) ( JmT J 
It can be' easily verified that km = Am+1 for every m = 1; thus, by (38), Am -* c as 
m -» oo. 
Next, prove that Xx < oo. In view of Xm ^ Am+1, there exists an integer N > 0 
such that 
(40) c + 1 = AN = sup j | |a (0 | | + f |FF(l, T)|| d t l = c . 
<e[JVT,oo) ( J ^ r J 
Denote a = sup ||a(*)|| < oo and J? = sup \\W(t, T)|| < oo. If t e [T, NT], then 
IKOII + FT \\W(t, T)|| dT = a + (N - iff/?. If r > NT, then 
/•* fNT /n 
IKOII + IM*. *)1d* = 1^1d* + HI + M d ^ (!v - 1 ) rp 
JT JT JNT 
due to (40); hence, Xx < oo. 
Next, let x e 3'- and let |x(*)| be bounded in [0, oo); by Theorem 1, (I + 
00 
+ BPT)~
l x = x + £ ( - l )m (BPT)
W x. We are going to show that, for every t = 0, 
+ c + 1 
m=-l 
(41) | | ( B P r ) » x | ^ n ^ -
r f 
i=-l 
with d= sup |x(*)||. Actually, (BPT)
m x vanishes on (~oo, mT); assuming the 
*e[0,oo) 
validity of (41) for some m, we have with (BPT)
m x = u> and t = 0 : ||(jBPT)
w x|| = 
= | |BP r u| = | |a(0|| . ||u(/ - T)|| + J W IN<> *>D • IK< - T ) | dT = (\\a(t)\\ + 
+ J(m+i)T 1 W(t> T ) | d*) . f [ Xx. d = n A,. d. Since (41) is clearly true for m = 1, 
i=*i i = i 
the estimate is proved. 
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Hence, for any t = 0, 
oo m 
|(l + .BPr)-1x|g(l+I IM*. 
m==l i = l 
and since the series converges due to the assumption c < 1, (39) is proved. 
Example 4. Referring to Example 1, consider the vector differential equation 
xf — Ax = B(r) x(f — T) with initial condition x(t) = cp(i) for —T S t S 0. Assume 
that A is a constant matrix whose eigenvalues have negative real parts, and that b = 
= sup ||-B(f)|| < oo. We are going to show that, for b sufficiently small, the solution x 
re[0,oo) 
is bounded in norm on [0, oo). 
Actually, it can be readily verified that* for t ;> 0, the considered equation is 
equivalent to 
(42) *(*) = Px(* - T) B(X) X(X - T) dT 4- X(t) <p(0) + 
+ X(t) f X ( ~ T ) B(X) q>(t - T) dx , 
where now x(t) is considered to be zero for t < 0, and X(t) is the solution of X'(t) = 
= AX(t), X(0) = /. As known, ||X(t)| £ Ce"Xt for t = 0, X > 0. However, (42) is 
exactly the type of equation admitting the application of Theorem 8. Here we have 
\\X(t-x)B(x)\\ SCbe-*-x) 
so that 
rt~mT t C* rt~mT 
Xm = su|> \\X(t - x) B(x)\\ dx S
 SUP cbe 
*6[mT,oo) J mT (e[mT,oo) J 0 
= [™ Che"** do 
hence, for b sufficiently small, we have the boundedness. 
) J o 
Cb 
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