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THE SMALLEST LAPLACE EIGENVALUE OF HOMOGENEOUS
3-SPHERES
EMILIO A. LAURET
Abstract. We establish an explicit expression for the smallest non-zero eigenvalue of the
Laplace–Beltrami operator on every homogeneous metric on the 3-sphere, or equivalently, on
SU(2) endowed with left-invariant metric. For the subfamily of 3-dimensional Berger spheres,
we obtain a full description of their spectra.
We also give several consequences of the mentioned expression. One of them improves
known estimates for the smallest non-zero eigenvalue in terms of the diameter for homogeneous
3-spheres. Another application shows that the spectrum of the Laplace–Beltrami operator
distinguishes up to isometry any left-invariant metric on SU(2). It is also proved the non-
existence of constant scalar curvature metrics conformal and arbitrarily close to any non-round
homogeneous metric on the 3-sphere.
All of the above results are extended to left-invariant metrics on SO(3), that is, homogeneous
metrics on the 3-dimensional real projective space.
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1. Introduction
Let (M, g) be a compact connected Riemannian manifold without boundary. Let us denote
by Spec(M, g) the spectrum of the Laplace–Beltrami operator ∆g on (M, g). It is well known
that Spec(M, g) consists of a multiset of eigenvalues
(1.1) 0 = λ0(M, g) < λ1(M, g) ≤ λ2(M, g) ≤ λ3(M, g) ≤ · · · ,
satisfying that λj(M, g)→∞ when j →∞, so that each of them has finite multiplicity.
An explicit description of the spectrum of ∆g is known only for very particular choices
of (M, g). Most of these choices are covered by homogeneous Riemannian manifolds. Even
expressions for the smallest non-zero eigenvalue are not avaiable in general, though there exist
several estimates for it under different geometric conditions (cf. in [Be, §9.10] or [LL10]).
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The primary goal of this article is to give an explicit expression of λ1(S
3, g) for any homoge-
neous Riemannian metric g on the 3-dimensional sphere S3.
The group SU(2) is diffeomorphic to S3. Homogeneous metrics on S3 are invariant by SU(2).
Consequently, they are in correspondence with left-invariant metrics on SU(2). Moreover, round
metrics on S3 correspond to bi-invariant metrics on SU(2). The space of left-invariant metrics
on SU(2) is parametrized by three positive real numbers a, b and c. Indeed, if {X1, X2, X3}
is an orthonormal basis of su(2) with respect to a fixed bi-invariant metric, then any left-
invariant metric is isometric to some metric g(a,b,c) induced by the inner product on su(2) with
orthonormal basis {aX1, bX2, cX3}. In other words, the matrix of g(a,b,c) on the tangent space
at the identity, which is identified with su(2), with respect to the above basis, is given by
(1.2) [g(a,b,c)(Xi, Xj)]i,j =
1/a2 1/b2
1/c2
 .
See Subsection 2.2 for more details, specially for our particular choice of {X1, X2, X3} in (2.5),
which gives constant sectional curvature 1/a2 to (SU(2), g(a,a,a)) for any a > 0. It turns out
that the isometry class of g(a,b,c) is invariant by any permutation of (a, b, c), so we will usually
assume a ≥ b ≥ c > 0 without losing generality.
The next result gives an explicit expression of λ1(S
3, g) for every homogeneous metric g on
S3 in terms of the parameters a, b, c introduced above.
Theorem 1.1. Under the assumption a ≥ b ≥ c > 0, the smallest non-zero eigenvalue of the
Laplace–Beltrami operator on SU(2) endowed with the left-invariant metric g(a,b,c) is given by
λ1(SU(2), g(a,b,c)) = min{a2 + b2 + c2, 4(b2 + c2)}.
Moreover, the multiplicity of λ1(SU(2), g(a,b,c)) in Spec(SU(2), g(a,b,c)) is equal to four if a
2 +
b2 + c2 < 4(b2 + c2), seven if a2 + b2 + c2 = 4(b2 + c2), and three if a2 + b2 + c2 > 4(b2 + c2).
Theorem 3.8 gives more information on the next eigenvalues in Spec(SU(2), g(a,b,c)). The
proofs of Theorems 1.1 and 3.8 use the algebraic machinery of Lie theory. Using the same
approach, Urakawa had shown that λ1(SU(2), g(a,b,c)) ≤ a2 + b2 + c2 (see [Ur79, Thm. 5]).
Furthermore, given any non-commutative compact Lie group G, he constructed a continuous
family gt (t > 0) of left-invariant metrics of constant volume such that limt→0 λ1(G, gt) = 0 and
limt→∞ λ1(G, gt) =∞ (see [Ur79, Thm. 4]). In the case where G = SU(2), this deformation can
be taken to occur within the family of Berger metrics on SU(2); i.e. the family of left-invariant
metrics g(a,b,c) with at least two of a, b, c equal.
Inspired by [Ur79], Be´rard-Bergery and Bourguignon [BB82] gave a general method to com-
pute the spectrum of a total space of a Riemannian submersion with totally geodesic fibers.
Indeed, Bettiol and Piccione [BP13] used this method to give explicit expressions for the lowest
positive eigenvalue of several homogeneous spheres, including three-dimensional Berger spheres.
Of course, their expression in dimension three coincides with the one in [Ur79] and Theorem 1.1;
however, it is important to note that this method cannot be applied to an arbitrary left-invariant
metric on SU(2).
We will also consider the Lie group SO(3), which is isomorphic to SU(2)/{±I2} and diffeo-
morphic to the 3-dimensional real projective space P 3(R). The space of left-invariant metrics
on SO(3) is parametrized in the same way as for SU(2).
Theorem 1.2. Under the assumption a ≥ b ≥ c > 0, we have that
λ1(SO(3), g(a,b,c)) = 4(b
2 + c2),
with multiplicity three if a > b, six if a = b > c, and nine if a = b = c.
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Furthermore, Proposition 3.9 gives a complete description of the spectrum of any Berger
sphere (SU(2), g(a,b,b)) and any (SO(3), g(a,b,b)) for all positive numbers a, b.
We now derive several applications of the above expressions to different problems in global
analysis. The first one deals with estimates for some homogeneous Riemannian manifolds of
the smallest non-zero eigenvalue of the Laplace–Beltrami operator in terms of the diameter.
The second application will show that any metric on SU(2) or SO(3) is uniquely determined
by its spectrum among all left-invariant metrics. The last applications concern the problem of
multiple solutions of the Yamabe problem in conformal classes of homogeneous metrics on S3.
1.1. Applications to estimates. It is very desirable to have good estimates for λ1(M, g) in
terms of geometric quantities. We restrict our attention to estimates of the scale-invariant term
λ1(M, g) diam(M, g)
2, where diam(M, g) denotes the diameter of (M, g). Significant contribu-
tions to this problem were made by Lichnerowicz [Li], Obata [Ob62], Li and Yau [LY80], and
Zhong and Yang [ZY84].
A common assumption in the above contributions is a lower bound for the Ricci curvature
of (M, g). Peter Li [Li80] proved1 for any homogeneous compact Riemannian manifold (M, g)
that
(1.3) λ1(M, g) ≥ π
2/4
diam(M, g)2
.
In other words, the map g 7→ λ1(M, g) diam(M, g)2 is bounded from below by π2/4 when we
restric g to the space of homogeneous metrics on a fixed manifoldM . Moreover, this lower bound
is universal in the sense that it does not depend on M . Concerning upper bounds, Eldredge,
Gordina and Saloff-Coste recently made the following conjecture (see [EGS18, (1.2)]).
Conjecture 1.3 (Eldredge, Gordina and Saloff-Coste). For each compact Lie group G, there
is a positive real number CG such that, for any left-invariant metric g on G, one has
(1.4) λ1(G, g) ≤ CG
diam(G, g)2
.
They proposed in [EGS18] a detailed method to prove it. This method requires showing the
existence of a uniform upper bound of the volume doubling constant among the space of left-
invariant metrics. Moreover, they proved (among many other things) that this condition holds
for G = SU(2), and therefore the above conjecture holds in this case (see [EGS18, Thm. 8.5]).
Notice there is no universal lower bound for the Ricci curvature among the metrics in (1.3) and
(1.4), even after rescaling to constant volume or diameter. It might be argued that homogeneity
successfully replaces the assumption of a lower bound on the Ricci curvatures.
The next theorem, which is the main goal of this subsection, gives explicit positive bounds
for λ1(G, g) diam(G, g)
2 valid for every left-invariant metric g on G = SU(2) and G = SO(3).
Theorem 1.4. For every left-invariant metric g on SU(2) or SO(3), we have that
π2
diam(SU(2), g)2
< λ1(SU(2), g) ≤ 8π
2
diam(SU(2), g)2
,(1.5)
π2
diam(SO(3), g)2
< λ1(SO(3), g) ≤ (9− 4
√
2)π2
diam(SO(3), g)2
.(1.6)
Notice 3.343 < 9− 4√2 < 3.344. An explicit expression for the diameter of (SU(2), g(a,b,c)) is
known only for Berger spheres (see Proposition 4.1). This expression was a fundamental tool
1During the review process, the author found the recent article [JL17] by Judge and Lyons, which improves
the lower bound in (1.3).
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to prove the previous estimates. It might be hoped that an extrema of the function
(1.7) g 7→ λ1(SU(2), g) diam(SU(2), g)2
over the space of left-invariant metrics on SU(2) is attained by a Berger sphere. In this case,
Corollary 4.6 would give sharp estimates since, for every Berger sphere, it yields
(1.8)
(1 +
√
3/2)π2
diam(SU(2), g)2
≤ λ1(SU(2), g) ≤ 3π
2
diam(SU(2), g)2
.
Despite the existence of the uniform lower bound in (1.3), Example 4.8 shows that the
constant CG in Conjecture 1.3 cannot be uniform for every G. That is, CG is not bounded from
above for every compact Lie group G. The elementary example uses Proposition 4.7, which
estimates the term λ1(G, g) diam(G, g)
2 for every Riemannian manifold (G, g) given by a direct
product of Riemannian manifolds, where each copy is isometric to a left-invariant metric on
SU(2) or SO(3). It is important to note that the set of metrics g covered above is strictly
included in the space of left-invariant metrics on G (see for instance [NR03, §2] for the space
of left-invariant metrics on SU(2)× SU(2)).
1.2. Application to inverse spectral geometry. The next result is the second main conse-
quence of Theorems 1.1 and 1.2, namely, the global spectral rigidity of left-invariant metrics on
SU(2) and on SO(3). This theorem was already proved by Schmidt and Sutton [SS14]2. They
used the analytic machinery of heat invariants.
Theorem 1.5. Let G be either SU(2) or SO(3). The spectrum of the Laplace–Beltrami operator
distinguishes up to isometry any left-invariant metric on G within the space of left-invariant
metrics on G. Equivalently, two isospectral left-invariant metrics on G are isometric.
The proof uses two classical spectral invariants (volume and total scalar curvature) plus the
smallest non-zero eigenvalue with its multiplicity given in Theorems 1.1 and 1.2.
1.3. Application to multiple solutions of the Yamabe problem. We conclude the ar-
ticle with an application of Theorem 1.1 to a problem related with certain solutions of the
Yamabe problem on S3. This application slightly extends a previous result by Bettiol and Pic-
cione [BP13]. We prove that (up to scaling) within the conformal class of a homogeneous metric
g of non-constant sectional curvature on S3, all other metrics of constant scalar curvature must
be sufficiently “far” from g.
The Yamabe problem, which is already solved, predicts for a given compact manifold M of
dimension ≥ 3 the existence of a constant scalar curvature metric in each conformal class of
metrics on M . A constant scalar curvature metric is characterized for being a critical point
of the Hilbert–Einstein functional restricted to its conformal class. The Yamabe problem was
solved by showing that this functional attains a minimum in each conformal class. See [LP87,
§1] for details and references on this subject.
Anderson [An05] proved that, generically, there is a unique constant scalar curvature metric
(up to scaling) in each conformal class. In contrast, the solutions of the Yamabe Problem
within the conformal class of the round metric on Sm, m ≥ 3, forms an (m + 1)-dimensional
manifold. In particular, modulo scaling, the round metric is not an isolated solution of the
Yamabe Problem in its conformal class.
Bettiol and Piccione [BP13] studied the problem of existence or non-existence of multiple
solutions of the Yamabe problem for the homogeneous metrics on spheres (see also [BP13b] for
a more general setting). Of course, homogeneous metrics are solutions of the Yamabe problem
2At the moment, this article can be found in Schmidt’s web page and dates from October 16th, 2014. By a
personal communication with C. Sutton, there will be soon a version of this preprint in arxiv with an extended
main result.
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since they have constant scalar curvature. For dimension 3, the case of interest in this article,
Bettiol and Piccione proved the following result in the case of any non-round Berger sphere
(see [BP13, Thm. 5.4]).
Theorem 1.6. Let g be either a left-invariant metric on SU(2) with non-constant sectional
curvature or any left-invariant metric on SO(3). Then, there is a neighborhood of g inside the
conformal class [g] containing (up to scaling) no other constant scalar curvature metric.
The article is organized as follows. Section 2 recalls well-known spectral and geometric
properties of left-invariant metrics on compact Lie groups. The next section includes the main
results on the partial description of the spectrum of the Laplace–Beltrami operator on SU(2)
or SO(3) endowed with a left-invariant metric. Sections 4, 5 and 6 considers the applications
described in Subsections 1.1, 1.2 and 1.3 respectively.
Acknowledgments. The author wishes to express his gratitude to Juan Pablo Agnelli and
Eren Uc¸ar for drawing the author’s attention to the Gershgorin Circle Theorem (used in
Lemma 3.4) and the Muirhead’s inequality (used in Proposition 6.1) respectively, to Nathaniel
Eldredge for several helpful comments on the diameter of a left-invariant metric, to Guillermo
Henry for a stimulating conversation on the Yamabe problem, and specially to Dorothee Schu¨th
for many fruitful discussions on several points in the article. The author is greatly indebted to
the referee for a very careful reading and many helpful suggestions.
2. Preliminaries
In this section, we review well-known facts. We begin by recalling an abstract description of
the spectrum of the Laplace–Beltrami operator on a compact connected semisimple Lie group
endowed with a left-invariant metric. We conclude the section with a description of the space of
left-invariant metrics on 3-dimensional non-commutative compact Lie groups (e.g., SU(2) and
SO(3)). We will also recall some well-known facts of their geometry.
2.1. Spectra of left-invariant metrics. The material in this subsection is extracted from
[La18, §2], which is based on [Ur79, §2 and §3].
Let G be a compact connected semisimple Lie group of dimension m. It is well known that
left-invariant metrics on G are in correspondence with inner products on the Lie algebra g
of G. We fix an Ad(G)-invariant inner product 〈·, ·〉I on g (e.g. a negative multiple of the
Killing form). Let {X1, . . . , Xm} be an orthonormal basis of g with respect to 〈·, ·〉I . For
A = (ai,j) ∈ GL(m,R), we denote by 〈·, ·〉A the inner product on g satisfying that {Y1, . . . , Ym}
is an orthonormal basis, where Yj =
∑m
i=1 ai,jXi for any j. One can check that 〈·, ·〉A = 〈·, ·〉B
if and only if A = BP for some P ∈ O(m). Consequently, the space of left-invariant metric on
G is in correspondence with GL(m,R)/O(m). For A ∈ GL(m,R), we denote by (G, gA) the
Riemannian manifold G endowed with the left-invariant metric gA associated to A.
Let (R,L2(G)) be the right regular representation of G, that is, for each g ∈ G, Rg : L2(G)→
L2(G) is unitary given by f 7→ (Rg · f)(x) = f(xg) for x ∈ G and f ∈ L2(G). The Peter-Weyl
Theorem ensures the equivalence
(2.1) L2(G) ≃
⊕
pi∈Ĝ
Vpi ⊗ V ∗pi
as G-modules. Here, Ĝ denotes the unitary dual of G, the action of G on Vpi ⊗ V ∗pi is given by
g · (v⊗ϕ) = (π(g)v)⊗ϕ, and the embedding Vpi⊗V ∗pi →֒ C∞(G) is given by v⊗ϕ 7→ fv⊗ϕ(x) =
ϕ(π(x)v) for x ∈ G.
Set CA =
∑m
j=1 Y
2
j ∈ U(gC), where {Y1, . . . , Ym} is any orthonormal basis of g with respect
to 〈·, ·〉A. One can check that this does not depend on the basis. Here, U(gC) stands for the
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universal enveloping algebra associated to gC := g ⊗R C. We call CA the Casimir element
associated to 〈·, ·〉A. We use π to denote also the induced representations of g, gC and U(gC).
Let ∆A be the Laplace–Beltrami operator of (G, gA). One has that (c.f. [Ur79, Lem. 1])
(2.2) ∆A · fv⊗ϕ = f(pi(−CA)v)⊗ϕ.
Let v be an eigenvector with eigenvalue say λ of the finite-dimensional linear operator π(−CA) :
Vpi → Vpi. Then, ∆A · fv⊗ϕ = f(λv)⊗ϕ = λfv⊗ϕ, that is, fv⊗ϕ is an eigenfunction of ∆A with
eigenvalue λ for any ϕ ∈ V ∗pi . Consequently, if λpi,A1 , . . . , λpi,Adpi denote the eigenvalues of the
finite-dimensional linear operator π(−CA) : Vpi → Vpi and dpi = dimVpi, then
(2.3) Spec(∆A) =
⋃
pi∈Ĝ
{{
λpi,A1 , . . . , λ
pi,A
1︸ ︷︷ ︸
dpi-times
, . . . , λpi,Adpi , . . . , λ
pi,A
dpi︸ ︷︷ ︸
dpi-times
}}
.
We thus have the following result.
Proposition 2.1. If λ is an eigenvalue of ∆A, then there are π ∈ Ĝ and 1 ≤ j ≤ dpi such that
λ = λpi,Aj . Moreover, the multiplicity of an eigenvalue λ of ∆A is given by
(2.4)
∑
(pi,j)∈Eλ(G,A)
dpi,
(
where Eλ(G,A) := {(π, j) : π ∈ Ĝ, 1 ≤ j ≤ dpi, λ = λpi,Aj }
)
.
2.2. Left-invariant metrics on 3-dimensional compact Lie groups. We now review well-
known facts about left-invariant metrics on SU(2) and SO(3). We set
X1 =
(
i 0
0 −i
)
, X2 =
(
0 1
−1 0
)
, X3 =
(
0 i
i 0
)
.(2.5)
One can easily check that {X1, X2, X3} is an orthonormal basis of su(2) with respect to the
Ad(SU(2))-invariant inner product 〈X, Y 〉I := −18B(X, Y ) = −12 tr(XY ). Here, B(·, ·) denotes
the Killing form on sl(2,C). Furthermore, [X1, X2] = 2X3, [X3, X1] = 2X2 and [X2, X3] = 2X1.
For our purposes, it will be sufficient to consider SO(3) as SU(2)/{±I2}, where I2 denotes
the (2 × 2)-identity matrix. We have that SU(2) is diffeomorphic to the 3-dimensional sphere
S3, and SO(3) is diffeomorphic to the 3-dimensional real projective space P 3(R).
Let G be either SU(2) or SO(3), thus g = su(2). For a, b, c positive real numbers, set g(a,b,c) =
gA where A = diag(a, b, c), with respect to the basis {X1, X2, X3}. Thus, g(a,b,c) is the left-
invariant metric on G corresponding to the inner product on su(2) such that {aX1, bX2, cX3} is
orthonormal. Equivalently, the matrix of g(a,b,c) with respect to the basis {X1, X2, X3} is given
by (1.2). Consequently, the associated Casimir element associated to g(a,b,c) is given by
(2.6) C(a,b,c) := CA = a
2X21 + b
2X22 + c
2X23 ∈ U(sl(2,C)).
It turns out that it is sufficient to consider only the metrics g(a,b,c) (see for instance [Mi76,
§4]).
Proposition 2.2. Let G be either SU(2) or SO(3). Any left-invariant metric on G is iso-
metric to g(a,b,c) for some positive real numbers a, b and c. Moreover, any permutation on the
parameters (a, b, c) does not change the isometry class; thus one can assume a ≥ b ≥ c.
For a general compact Lie group G and a left-invariant metric gA introduced in the previous
section, it is well known that the volume of (G, gA) depends only on | det(A)|. Consequently,
for G = SU(2) or either SO(3) and for a, b, c, a′, b′, c′ positive real numbers, we have that
(2.7) vol(G, g(a,b,c)) = vol(G, g(a′,b′,c′)) if and only if abc = a
′b′c′.
The next result was proved by Milnor [Mi76, Thm. 4.3]. Notice the change of notation with
[Mi76, Thm. 4.3]: e1 = aX1, e2 = bX2, e3 = cX3, thus λ1 = 2bc/a, λ2 = 2ac/b and λ3 = 2ab/c.
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Proposition 2.3. Let G be either SU(2) or SO(3) and let a, b, c be positive real numbers. The
scalar curvature at any point of (G, g(a,b,c)) is given by
Scal(G, g(a,b,c)) := 4(a
2 + b2 + c2)− 2
(
b2c2
a2
+
a2c2
b2
+
a2b2
c2
)
.(2.8)
3. The smallest Laplace eigenvalue
In this section, we prove the expressions for the smallest non-zero eigenvalue of the Laplace–
Beltrami operator on SU(2) and SO(3) endowed with a left-invariant metric. Although Propo-
sition 2.1 gives a theoretical expression for every positive eigenvalue, it is not clear which one is
the smallest one. Lemma 3.4 in Subsection 3.1 gives some relations among them by using the
Gershgorin Circle Theorem. Subsection 3.2 includes the proofs of Theorems 1.1 and 1.2 and
also Theorem 3.8 which gives some information about the next small eigenvalues. The section
ends with a full description of the spectrum of any 3-dimensional Berger sphere.
3.1. Eigenvalues of Casimir elements. It follows from Proposition 2.1 that the spectrum
Spec(SU(2), g(a,b,c)) associated to the left-invariant metric g(a,b,c) strongly depends on the eigen-
values of π(−C(a,b,c)) for every irreducible representation π of SU(2) (see Section 2 for notation).
We will obtain some lower bounds and relations among them. Their proofs are simple but quite
technical. The reader is encouraged to skip this subsection in his/her first reading.
It is well known that, for each non-negative integer k, there is up to equivalence exactly one
irreducible representation of SU(2) of dimension k+1. We denote such a representation by πk.
Furthermore, πk descends to a representation of SO(3) = SU(2)/{±I2} if and only if k is even.
Consequently, a representative set for the unitary dual of SO(3) is given by {π2k : k ≥ 0}. In
particular, every irreducible representation of SO(3) has odd dimension.
The representation πk of SU(2) is realized as the space Vpik of complex homogeneous polyno-
mials of degree k in two variables, with the action given by (see for instance [Kn, §IV.1])
(πk(g) · P )( zw ) = P (g−1( zw )).
Set Pl(
z
w ) = z
lwk−l for every 0 ≤ l ≤ k and let us denote by B the ordered basis {P0, . . . , Pk}
of Vpik . For v ∈ U(sl(2,C)), we will write [πk(v)] for the matrix corresponding to the linear
transformation πk(v) : Vpik → Vpik with respect to B.
Lemma 3.1. The entries of πk(−C(a,b,c)) with respect to the basis B are given by
[πk(−C(a,b,c))]j,j = (k − 2(j − 1))2a2 + ((2j − 1)k − 2(j − 1)2)(b2 + c2),
[πk(−C(a,b,c))]j−2,j = (j − 2)(j − 1)(b2 − c2),
[πk(−C(a,b,c))]j+2,j = (k − j)(k + 1− j)(b2 − c2),
for any 1 ≤ j ≤ k + 1, and zero otherwise.
Proof. For X = (Xi,j) ∈ su(2), we have that
(πk(X) · P )( zw ) = d
dt
∣∣∣∣
t=0
(πk(e
tX) · P )( zw ) = d
dt
∣∣∣∣
t=0
P
(
e−tX( zw )
)
= −∂P
∂z
( zw )(zX1,1 + wX1,2)− ∂P
∂w
( zw )(zX2,1 + wX2,2).
Furthermore, etX1 =
(
eit 0
0 e−it
)
, etX2 =
(
cos(t) sin(t)
− sin(t) cos(t)
)
, and etX3 =
(
cos(t) i sin(t)
i sin(t) cos(t)
)
. Taking in
account the above remarks, one can check that πk(X1) ·Pl = (k−2l)i Pl, πk(X2) ·Pl = −l Pl−1+
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(k − l)Pl+1 and πk(X3) · Pl = −li Pl−1 − (k − l)i Pl+1, thus
πk(X1)
2 · Pl = −(k − 2l)2 Pl,
πk(X2)
2 · Pl = l(l + 1)Pl−2 −
(
(2l + 1)k − 2l2)Pl + (k − l)(k − l − 1)Pl+2,
πk(X3)
2 · Pl = −l(l + 1)Pl−2 −
(
(2l + 1)k − 2l2)Pl − (k − l)(k − l − 1)Pl+2,
for every 0 ≤ l ≤ k. Here, it is understood that Pl = 0 if l < 0 or l > k. The proof follows by
πk(−C(a,b,c)) · Pl = −a2 (πk(X1)2 · Pl)− b2 (πk(X2)2 · Pl)− c2 (πk(X3)2 · Pl). 
Example 3.2. (The Laplacian on the isotypical component of π0, π1 and π2) We now study
in detail the first three cases. We have that
[π0(−C(a,b,c))] = (0),
[π1(−C(a,b,c))] =
(
a2 + b2 + c2 0
0 a2 + b2 + c2
)
,
[π2(−C(a,b,c))] =
 4a2 + 2b2 + 2c2 0 2b2 − 2c20 4b2 + 4c2 0
2b2 − 2c2 0 4a2 + 2b2 + 2c2
 .
Write A = diag(a, b, c). One can easily check that the eigenvalues of the above three matrices
are λpi0,A1 = 0, λ
pi1,A
1 = λ
pi1,A
2 = a
2 + b2 + c2, and λpi2,A3 := 4(a
2 + b2), λpi2,A2 := 4(a
2 + c2),
λpi2,A1 := 4(b
2 + c2). We note that λpi2,A1 ≤ λpi2,A2 ≤ λpi2,A3 if a ≥ b ≥ c > 0.
According to Proposition 2.1, we have that
• π1(−C(a,b,c)) contributes the eigenvalue a2 + b2 + c2 to Spec(SU(2), g(a,b,c)) with multi-
plicity four;
• π2(−C(a,b,c)) contributes the eigenvalues λpi2,A1 , λpi2,A2 and λpi2,A3 to Spec(SU(2), g(a,b,c))
and to Spec(SO(3), g(a,b,c)), each of them with multiplicity three.
Notices these eigenvalues could have greater multiplicity in the corresponding spectra. Indeed,
this is the case when the set Eλ(G,A) in Proposition 2.1 has more than one element.
Remark 3.3. When k is odd, the representation πk of SU(2) is symplectic. This means in
particular that the eigenvalues of πk(−C(a,b,c)) come in pairs. Hence, for each odd integer
k, πk(−C(a,b,c)) contributes (k + 1)/2 eigenvalues to Spec(SU(2), g(a,b,c)), each of them with
multiplicity 2(k + 1).
When a, b, c are different, it does not seem feasible to have an explicit expression for every
eigenvalue of πk(−C(a,b,c)) for all k. The next lemma controls them by giving a lower bound.
Lemma 3.4. Let k be a positive integer. If a ≥ b ≥ c > 0, then any eigenvalue λ of πk(−C(a,b,c))
satisfies λ ≥ 2kb2 + k2c2. Moreover, if k is odd, then λ ≥ a2 + (2k − 1)b2 + k2c2.
Proof. The main tool will be classical and elementary result called Gershgorin Circle Theorem
(see for instance Wikipedia’s page Gershgorin Circle Theorem). It says that any eigenvalue of
an m × m complex matrix M lies in the union over 1 ≤ j ≤ m of the disks in the complex
plane with center Mj,j and radius
∑
i 6=j |Mi,j |. Hence, any eigenvalue λ of πk(−C(a,b,c)) lies in
the disk of radius [πk(−C(a,b,c))]j−2,j + [πk(−C(a,b,c))]j+2,j centered at [πk(−C(a,b,c))]j,j, for some
1 ≤ j ≤ k + 1. Thus, for some 1 ≤ j ≤ k + 1,
λ ≥ α(k, j, (a, b, c)) := [πk(−C(a,b,c))]j,j − [πk(−C(a,b,c))]j−2,j − [πk(−C(a,b,c))]j+2,j.
Consequently, it remains to show that α(k, j, (a, b, c)) ≥ 2kb2 + k2c2 for every k and also
α(k, j, (a, b, c)) ≥ a2 + (2k − 1)b2 + k2c2 for every k odd, in both cases for all 1 ≤ j ≤ k + 1.
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We note that the expressions in Lemma 3.1 for the entries of [πk(−C(a,b,c))] imply that
[πk(−C(a,b,c))]j−2,j = 0 for j = 0, 1 and [πk(−C(a,b,c))]j+2,j = 0 for j = k, k + 1, though these
entries do not exist. This fact provides the necessary consistency to the previous paragraph.
For 1 ≤ j ≤ k + 1, Lemma 3.1 implies that
α(k, j, (a, b, c)) = (k − 2(j − 1))2a2 + ((2j − 1)k − 2(j − 1)2)(b2 + c2)(3.1)
− (j − 2)(j − 1)(b2 − c2)− (k − j)(k + 1− j)(b2 − c2)
= (k + 2− 2j)2a2 + k2c2 − ((k + 2− 2j)2 − 2k)b2
= (k + 2− 2j)2(a2 − b2) + 2kb2 + k2c2.
Since a ≥ b ≥ c > 0, the real function j 7→ α(k, j, (a, b, c)) is quadratic with its minimum at
j = k/2 + 1. Consequently, α(k, j, (a, b, c)) ≥ α(k, k/2 + 1, (a, b, c)) = 2kb2 + k2c2. Moreover,
when k is odd, the minimum of α(k, j, (a, b, c)) for j restricted to Z is clearly attained when
j = (k + 1)/2, thus α(k, j, (a, b, c)) ≥ a2 + (2k − 1)b2 + k2c2 ≥ a2 + b2 + k2c2 for every
1 ≤ j ≤ k + 1. 
Remark 3.5. We claim that the matrix [πk(C(a,b,c))] is similar to two blocks of tridiagonal
matrices. Let P = (pi,j) and Q = (qi,j) be the square matrices of size ⌊k+22 ⌋ and ⌊k+12 ⌋
respectively, given by pi,j = [πk(C(a,b,c))]2i−1,2j−1 and qi,j = [πk(C(a,b,c))]2i,2j . Thus, P (resp.
Q) is the matrix resulting from [πk(C(a,b,c))] after subtracting the even (resp. odd) rows and
columns. In particular, it turns out that P and Q are tridiagonal matrices (i.e. every entry
(i, j) with |i − j| ≥ 2 vanishs). In other words, the matrix of πk(C(a,b,c)) with respect to the
ordered basis {P0, P2, P4, . . . }∪{P1, P3, P5, . . . } is given by diag(P,Q), two blocks of tridiagonal
matrices as asserted. This fact was already observed in [Sch17, Thm. 4.1].
3.2. Explicit expressions. We now prove Theorem 1.1 as a consequence of Proposition 2.1
and Lemma 3.4.
Proof of Theorem 1.1. We have to prove that the smallest non-zero eigenvalue λ1(SU(2), g(a,b,c))
in Spec(SU(2), g(a,b,c)) is equal to λmin(a, b, c) := min{a2 + b2 + c2, 4(b2 + c2)}. From Propo-
sition 2.1, the set of eigenvalues of the Laplace–Beltrami operator on (SU(2), g(a,b,c)) is the
union over k of the set of eigenvalues of πk(−C(a,b,c)). Example 3.2 shows that a2 + b2 + c2 and
4(b2 + c2) lie in Spec(SU(2), g(a,b,c)), thus λ1(SU(2), g(a,b,c)) ≤ λmin(a, b, c). Moreover, for every
k ≥ 2, Lemma 3.4 implies that any eigenvalue λ of πk(C(a,b,c)) satisfies
(3.2) λ ≥ 2kb2 + k2c2 ≥ 4(b2 + c2) ≥ λmin(a, b, c).
In particular, for k ≥ 3, we see that πk(−C(a,b,c)) does not contribute to the fundamental tone
of g(a,b,c). Hence λ1(SU(2), g(a,b,c)) = λmin(a, b, c) since the only eigenvalue of π1(−C(a,b,c)) is
a2 + b2 + c2.
We now compute the multiplicity of λ1(SU(2), g(a,b,c)) in Spec(SU(2), g(a,b,c)). From Proposi-
tion 2.1, this number is equal to
(3.3)
∑
(k,j)∈E
(k + 1),
where E = {(k, j) : k ≥ 1, 1 ≤ j ≤ k + 1, λ1(SU(2), g(a,b,c)) = λpik,diag(a,b,c)j }. If a2 + b2 + c2 <
4(b2 + c2), then λ1(SU(2), g(a,b,c)) = a
2 + b2 + c2 < λ
pik,diag(a,b,c)
j for all k ≥ 2 by (3.2), hence
E = {(1, 1), (1, 2)} and therefore the multiplicity is equal to 2 + 2 = 4.
We now suppose 4(b2 + c2) < a2 + b2 + c2 = λ
pi1,diag(a,b,c)
j for j = 1, 2, so λ1(SU(2), g(a,b,c)) =
4(b2 + c2). It follows that a2 > 3(b2 + c2), thus λ1(SU(2), g(a,b,c)) = λ
pi2,diag(a,b,c)
1 = 4(b
2 + c2) <
λ
pi2,diag(a,b,c)
2 = 4(a
2 + c2) ≤ λpi2,diag(a,b,c)3 = 4(a2 + b2). Furthermore, for any k ≥ 3, (3.2) gives
10 EMILIO A. LAURET
λ1(SU(2), g(a,b,c)) = 4(b
2 + c2) < 6b2 + 9c2 ≤ λpik,diag(a,b,c)j . Consequently, E = {(2, 1)} and the
multiplicity of λ1(SU(2), g(a,b,c)) in Spec(SU(2), g(a,b,c)) is equal to 3.
We conclude the proof by assuming a2+b2+c2 = 4(b2+c2), so λ1(SU(2), g(a,b,c)) = a
2+b2+c2 =
4(b2 + c2) and (1, 1), (1, 2), (2, 1) ∈ E . We claim that E = {(1, 1), (1, 2), (2, 1)}, which implies
that the multiplicity of λ1(SU(2), g(a,b,c)) in the spectrum of ∆g(a,b,c) is equal to 2 + 2 + 3 = 7
as asserted. We have already seen in the previous case that λ1(SU(2), g(a,b,c)) = 4(b
2 + c2) <
λ
pik,diag(a,b,c)
j for all k ≥ 3. Furthermore, 4(b2 + c2) < 4(a2 + c2) ≤ 4(a2 + b2) still holds if
a2 = 3(b2 + c2), and the proof is complete. 
We next give more information than in Theorem 1.1 for low eigenvalues in Spec(SU(2), g(a,b,c)).
To do that, we use the following different way to describe Spec(M, g) for an arbitrary compact
Riemannian manifold (M, g).
Notation 3.6. The spectrum Spec(M, g) of the Laplace–Beltrami operator ∆g on M is the set
(not a multiset anymore) of pairs (µj(M, g), mj(M, g)) for j ∈ N0, where
0 < µ1(M, g) < µ2(M, g) < µ3(M, g) < · · ·
are the eigenvalues of ∆g, and mj(M, g) is a positive integer indicating the multiplicity of
µj(M, g) in Spec(M, g). In the notation of (1.1), µ1(M, g) = λj(M, g) for all 1 ≤ j ≤ m1(M, g),
µ2(M, g) = λj(M, g) for all m1(M, g) + 1 ≤ j ≤ m1(M, g) +m2(M, g), and so on.
Example 3.7. (The fundamental tone of a homogeneous three-sphere) In the language of
Notation 3.6, Theorem 1.1 is equivalent to
(3.4) (µ1(SU(2), g(a,b,c)), m1(SU(2), g(a,b,c))) =

(a2 + b2 + c2, 4) if a2 < 3(b2 + c2),
(a2 + b2 + c2, 7) if a2 = 3(b2 + c2),
(4(b2 + c2), 3) if a2 > 3(b2 + c2).
It is also possible to give expressions for (µj(SU(2), g(a,b,c)), mj(SU(2), g(a,b,c))) for higher j,
though the division of cases becomes involved soon. As an example, the next result shows some
properties for the arrangement of the eigenvalues in Spec(SU(2), g(a,b,c)).
Theorem 3.8. Assume a ≥ b ≥ c > 0. The following assertions hold.
(i) If j satisfies µj(SU(2), g(a,b,c)) = 4(b
2+c2), then j = 1 or j = 2. That is, 4(b2+c2) is the
first or second positive eigenvalue of ∆g(a,b,c) on SU(2) without counting multiplicities.
(ii) Fix b ≥ c > 0. For a ≥ b, let j(a) be the positive integer satisfying that a2 + b2 + c2 =
µj(a)(SU(2), g(a,b,c)). Then j(a)→∞ when a→∞.
Proof. We first show (i). If a2 ≥ 3(b2+ c2), then µ1(SU(2), g(a,b,c)) = 4(b2+ c2) by Theorem 1.1,
and the assertion follows in this case. We now assume a2 < 3(b2 + c2). We want to prove
that µ2(SU(2), g(a,b,c)) = 4(b
2 + c2). We know that π1(−C(a,b,c)) has exactly one eigenvalue,
namely, a2 + b2 + c2 = µ1(SU(2), g(a,b,c)) by Theorem 1.1. Hence, it remains to show that
4(b2 + c2) ≤ λpik,diag (a,b,c)i for all k ≥ 2. This immediately follows by Lemma 3.4.
We now show (ii). Like in the proof of Lemma 3.4, Gershgorin Circle Theorem ensures
that every eigenvalue λ of πk(−C(a,b,c)) lies in a disk of center [πk(−C(a,b,c))]j,j and ratio
[πk(−C(a,b,c))]j−2,j + [πk(−C(a,b,c))]j+2,j for some 1 ≤ j ≤ k + 1. That is,
(3.5) λ ∈
k+1⋃
j=1
(
α(k, j, (a, b, c)), β(k, j, (a, b, c))
)
,
where β(k, j, (a, b, c)) := [πk(−C(a,b,c))]j,j + [πk(−C(a,b,c))]j−2,j + [πk(−C(a,b,c))]j+2,j. Moreover,
the Gershgorin Circle Theorem also yields that if one of the intervals in (3.5) is disjoint to the
other ones, then there is exactly one eigenvalue of πk(−C(a,b,c)) liying in this interval.
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Fix k even. If a is sufficiently large, then
β(k, k
2
+ 1, (a, b, c)) = b2k2 + 2c2k < (k + 2− 2j)2(a2 − b2) + 2kb2 + k2c2 = α(k, j, (a, b, c))
for all j 6= k/2− 1, by Lemma 3.1. Consequently, the (j = k/2− 1)-th interval in (3.5)(
α(k, k
2
+ 1, (a, b, c)), β(k, k
2
+ 1, (a, b, c))
)
=
(
2kb2 + k2c2, k2b2 + 2kc2
)
,
is disjoint to the other intervals for a big enough. Hence, πk(−C(a,b,c)) has exactly one eigenvalue,
say λ
pik,diag(a,b,c)
1 , less than b
2k2 + c2k ≤ a2 + b2 + c2 for a large enough. We conclude that
lima→∞ j(a) ≥ #{λpik,diag(a,b,c)1 : k ≥ 0 even} =∞, as asserted. 
Proof of Theorem 1.2. The unitary dual of SO(3) is given by {π2k : k ≥ 0}. By Proposi-
tion 2.1, the set of eigenvalues of (SO(3), g(a,b,c)) is the union over k of the set of eigen-
values of π2k(−C(a,b,c)). Example 3.2 ensures that 4(b2 + c2) is in Spec(SO(3), g(a,b,c)), thus
λ1(SO(3), g(a,b,c)) ≤ 4(b2 + c2). Lemma 3.4 implies for all k ≥ 2 and any j that
(3.6) λ
pi2k,diag(a,b,c)
j ≥ 4kb2 + 4k2c2 ≥ 8b2 + 16c2 > 4(b2 + c2).
It only remains to compare 4(b2 + c2) with the rest of the eigenvalues of π2(−C(a, b, c)),
namely, 4(a2 + c2) and 4(a2 + b2). The assumption a ≥ b ≥ c > 0 clearly forces
(3.7) 4(b2 + c2) ≤ 4(a2 + c2) ≤ 4(a2 + b2),
which proves λ1(SO(3), g(a,b,c)) = 4(b
2 + c2). Moreover, (3.6) and (3.7) immediately imply the
assertion on the multiplicity of λ1(SO(3), g(a,b,c)) in Spec(SO(3), g(a,b,c)). 
Any Berger sphere is isometric to (SU(2), g(a,b,b)) for some positive numbers a, b. We note
that by Lemma 3.1 the condition b = c implies the matrix of πk(−C(a,b,c)) is diagonal with
diagonal entries
(3.8) νk,j(a, b) := a
2(k − 2j)2 + 2b2((2j + 1)k − 2j2)
for 0 ≤ j ≤ k. Hence, Proposition 2.1 and Lemma 3.1 immediately imply the following
complete description of the spectra of three-dimensional Berger spheres. This result can be
found in [Ta79, Lem. 4.1].
Proposition 3.9. For every a, b positive real numbers, we have that
Spec(SU(2), g(a,b,b)) =
⋃
k≥0
{{
νk,j(a, b), . . . , νk,j(a, b)︸ ︷︷ ︸
(k+1)-times
: 0 ≤ j ≤ k}},
Spec(SO(3), g(a,b,b)) =
⋃
k≥0
k even
{{
νk,j(a, b), . . . , νk,j(a, b)︸ ︷︷ ︸
(k+1)-times
: 0 ≤ j ≤ k}}.
The spectrum of the Dirac operator on any Berger sphere was explicitly computed by
Ba¨r [Ba¨92].
4. Estimates on homogeneous 3-spheres
Let G be either SU(2) or SO(3) and let g be a left-invariant metric on G. This section deals
with the estimates for λ1(G, g) in terms of diam(G, g)
−2 announced in Subsection 1.1. The
proofs of these results are in Subsection 4.2. They use the expressions for λ1(G, g) given in
Theorems 1.1 and 1.2 as well as an estimation of diam(G, g) given in Subsection 4.1.
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4.1. Diameter. An expression for the diameter of an arbitrary left-invariant metric g(a,b,c) on
SU(2) or SO(3) is not avaiable at the moment. However, we will bound it by expressions in
terms of the parameters a, b and c. The proof is based on the proof of [EGS18, Prop. 7.1],
which shows that diam(SU(2), g(a,b,c)) is comparable with b
−1 for all a ≥ b ≥ c > 0. That is,
there are positive real numbers D0 and D∞ such that
(4.1) D0b
−1 ≤ diam(SU(2), g(a,b,c)) ≤ D∞b−1.
We will refine the above bounds for diam(G, g(a,b,c)) (see Proposition 4.3), obtaining as a con-
sequence explicit and optimal values for D0 and D∞ (see Corollary 4.4).
The next result gives an explicit expression for the diameter of any Berger sphere, and also for
the analogous case when G = SO(3). The expression (4.3) below is proved by Podobryaev and
Sachkovin [PS16, Thm. 4], while the expression (4.2) is shown by Podobryaev [Po18, Thm. 1].
In their notation, the multisets {{I1, I2, I3}} and {{1/(2a)2, 1/(2b)2, 1/(2c)2}} coincide.
Proposition 4.1. We have that
diam(SU(2), g(a,b,c)) =

π
b
if a = b ≥ c,
π
a
if a > b = c ≥ a/√2,
π
2b
√
1− b2/a2 if a/
√
2 > b = c,
(4.2)
diam(SO(3), g(a,b,c)) =

π
2b
if a > b = c,
π
2c
if a = b ≥ c ≥ b/√2,
π
b
√
1 + 1
4(c2/b2−1) if a = b >
√
2c.
(4.3)
The following well-known result is included for completeness in the case of interest to us.
Lemma 4.2. Let G be a compact connected Lie group and let g1 and g2 be left-invariant metrics
on G. If g1(X,X) ≤ g2(X,X) for all left-invariant vector field X on G, then diam(G, g1) ≤
diam(G, g2).
Proof. Let p, q ∈ G satisfying that diam(G, g1) = distg1(p, q), and let γ : [0, 1] → G be a
geodesic with respect to g2 realizing the distance between p and q, that is, γ(0) = p, γ(1) = q
and distg2(p, q) = lenghtg2(γ) :=
∫ 1
0
g2(γ˙(t), γ˙(t))
1/2dt. Hence,
diam(G, g2) ≥
∫ 1
0
g2(γ˙(t), γ˙(t))
1/2dt ≥
∫ 1
0
g1(γ˙(t), γ˙(t))
1/2dt ≥ distg1(p, q) = diam(G, g1),
and the proof is complete. 
Proposition 4.3. For all a ≥ b ≥ c > 0, we have that
π
b
≥ diam(SU(2), g(a,b,c)) ≥

π
a
if a ≤ √2b,
π
2b
√
1− b2/a2 if a >
√
2b.
(4.4)
π
2b
≤ diam(SO(3), g(a,b,c)) ≤

π
2c
if c ≤ √2b,
π
b
√
1
4(c2/b2−1) if c >
√
2b.
(4.5)
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Proof. Let G be either SU(2) or SO(3). By (1.2), one has that
g(a,b,b)(X,X) ≤ g(a,b,c)(X,X) ≤ g(b,b,c)(X,X)
for all left-invariant vector fields X on G. Lemma 4.2 now gives
diam(G, g(a,b,b)) ≤ diam(G, g(a,b,c)) ≤ diam(G, g(b,b,c)).
Proposition 4.1 now completes the proof. 
Corollary 4.4. For all a ≥ b ≥ c > 0, we have that
π
2b
<diam(SU(2), g(a,b,c)) ≤ π
b
and
π
2b
≤ diam(SO(3), g(a,b,c)) <
√
3π
2b
.
Moreover, the strict (resp. non-strict) inequalities are asymptotically sharp (resp. sharp).
Proof. The non-strict inequalities were already proved in Proposition 4.3. The strict inequality
for SU(2) (resp. SO(3)) follows by taking the infimum (resp. supremum) of the function at the
left in (4.4) (resp. at the right in (4.5)). Since this function is decreasing (resp. increasing), its
infimum (resp. supremum) is given by
lim
a→∞
π
2b
√
1− b2/a2 =
π
2b
(
resp. lim
c→0+
π
b
√
1 +
1
4(c2/b2 − 1) =
√
3π
2b
)
.
Moreover, these inequalities are asymptotically sharp taking (a, b, c) = (a, b, b) with a → ∞
and (a, b, c) = (b, b, c) with c→ 0+ respectively. 
4.2. Estimations. The expression for λ1(SU(2), g(a,b,c)) in Theorem 1.1 implies the following
result, which refines [EGS18, Cor. 8.6] by giving optimal values to the bounds. The case SO(3)
is also considered.
Corollary 4.5. Under the assumption a ≥ b ≥ c > 0, we have that
2b2 < λ1(SU(2), g(a,b,c)) ≤ 8b2,(4.6)
4b2 < λ1(SO(3), g(a,b,c)) ≤ 8b2.(4.7)
Moreover, the inequalities at the right (resp. left) are sharp (resp. asymptotically sharp).
Proof. Since λ1(SU(2), g(a,b,c)) = min{a2 + b2 + c2, 4(b2 + c2)} by Theorem 1.1, it follows that
λ1(SU(2), g(a,b,c)) ≤ 4(b2 + c2) ≤ 8b2 and λ1(SU(2), g(a,b,c)) ≥ 2b2 + c2 > 2b2.
The equality at the right of (4.6) is attained when b = c and a2 ≥ 6b2. Furthermore, by
considering (a, b, c) such that a = b ≥ c, we obtain that λ1(a, b, c) = 2b2+ c2, which approaches
to 2b2 when c goes to 0. The proof of (4.7) follows in the same way as for (4.6). 
It follows immediately from the previous result and Corollary 4.4 that
π2/2 < λ1(SU(2), g) diam(SU(2), g)
2 ≤ 8π2,(4.8)
π2 < λ1(SO(3), g) diam(SO(3), g)
2 < 6π2,(4.9)
for any left-invariant metric g on the corresponding Lie group. Although the inequalities at the
right (resp. left) above were obtained by two sharp (resp. asymptotically sharp) inequalities, we
will improve them (Theorem 1.4) by using better estimates for the diameter. We first consider
Berger spheres, where we have explicit expressions for the lowest eigenvalue and the diameter.
Corollary 4.6. For every Berger sphere (SU(2), g), we have that
(1 +
√
3/2)π2
diam(SU(2), g)2
≤ λ1(SU(2), g) ≤ 3π
2
diam(SU(2), g)2
.
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Moreover, the inequality at the right (resp. left) is attained at the round sphere a = b = c (resp.
when b = c and a2 = (
√
3− 1)b2/2).
Proof. To facilitate the reading we write the explicit expressions from Theorem 1.1 and Propo-
sition 4.1 for a Berger sphere as follows:
λ1(SU(2), g(a,b,c)) =

2b2 + c2 if a = b ≥ c,
a2 + 2b2 if b = c, b2 ≤ a2 ≤ 6b2,
8b2 if b = c, a2 ≥ 6b2,
(4.10)
diam(SU(2), g(a,b,c))
2 =

π2/b2 if a = b ≥ c,
π2/a2 if b = c, b2 ≤ a2 ≤ 2b2,
π2
4b2(1− b2/a2) if b = c, a
2 ≥ 2b2.
(4.11)
We claim that the image of the function
(a, b, c) 7→ λ1(SU(2), g(a,b,c)) diam(SU(2), g(a,b,c))2
over the corresponding subsets of the domain are the intervals
(4.12)

(2π2, 3π2] if a = b ≥ c,
[2π2, 3π2] if b = c, b2 ≤ a2 ≤ 2b2,
[1+
√
3
2
π2, 12
5
π2] if b = c, 2b2 ≤ a2 ≤ 6b2,
(2π2, 12
5
π2] if b = c, 6b2 ≤ a2.
This would imply the first assertion, and its proof also the second one.
If a = b ≥ c, then λ1(SU(2), g(a,b,c)) diam(SU(2), g(a,b,c))2 = 2b2+c2b2 π2 by (4.10) and (4.11).
Moreover, its maximum is 3π2 attained when c = b and its infimum is 2π2 asymptotically
attained when c goes to 0. The second and fourth row in (4.12) follow in a similarly straight-
forward way as the first one by (4.10) and (4.11).
Suppose that b = c and 2b2 ≤ a2 ≤ 6b2. Then, λ1(SU(2), g(a,b,c)) diam(SU(2), g(a,b,c))2 equals
(4.13)
(a2 + 2b2)π2
4b2(1− b2/a2) =
(1 + 2b2/a2)π2
4b2/a2(1− b2/a2) =
(1 + 2x)π2
4x(1− x) =: f(x),
where x = b2/a2. By assumption, 1/6 ≤ x ≤ 1/2. A simple study of this function shows that
(1 +
√
3/2)π2 = f(
√
3−1
2
) ≤ f(x) ≤ f(1/6) = 12π2/5
for all 1/6 ≤ x ≤ 1/2. This completes the proof of (4.12) and the corollary. 
We are now in a position to prove the main result of this section.
Proof of Theorem 1.4. The upper bound in (1.5) as well as the lower bound in (1.6) follow
immediately by Corollaries 4.4 and 4.5. Throughout the proof, Theorems 1.1 and 1.2 as well
as Proposition 4.3 will be used repeatedly times without any comment, to give expressions for
λ1(SU(2), g(a,b,c)) or bounds to diam(G, g(a,b,c))
2.
In order to establish the lower bound in (1.5) (i.e. G = SU(2)) we divide the proof depending
the position of a2 with respect to 2b2 and 3(b2 + c2).
If a2 ≤ 2b2, then λ1(SU(2), g(a,b,c)) = a2 + b2 + c2 and diam(SU(2), g(a,b,c))2 ≥ π2/a2, thus
λ1(SU(2), g(a,b,c)) diam(SU(2), g(a,b,c))
2 is greater than or equal to
a2 + b2 + c2
a2
π2 > (1 + b2/a2) π2 ≥ 3π
2
2
.
THE SMALLEST LAPLACE EIGENVALUE 15
Suppose now that 2b2 ≤ a2 ≤ 3(b2 + c2). We have that λ1(SU(2), g(a,b,c)) = a2 + b2 + c2
and diam(SU(2), g(a,b,c))
2 ≥ pi2
4b2(1−b2/a2) . We deduce that λ1(SU(2), g(a,b,c)) diam(SU(2), g(a,b,c))
2
is greater than or equal to
(a2 + b2 + c2)π2
4b2(1− b2/a2) ≥
π2
3
a2
b2(1− b2/a2) ≥
π2
3
1
b2/a2(1− b2/a2) ≥
4π2
3
,
since the map x 7→ (x(1− x))−1 restricted to 1/6 ≤ x ≤ 1/2 attains its minimum at x = 1/2.
If a2 ≥ 3(b2 + c2), λ1(SU(2), g(a,b,c)) = 4(b2 + c2) and diam(SU(2), g(a,b,c))2 ≥ pi24b2(1−b2/a2) , thus
λ1(SU(2), g(a,b,c)) diam(SU(2), g(a,b,c))
2 is greater than or equal to
4(b2 + c2)π2
4b2(1− b2/a2) >
π2
(1− b2/a2) > π
2.
Combining the last three inequalities, we conclude that
λ1(SU(2), g(a,b,c)) >
π2
diam(SU(2), g(a,b,c))2
as asserted. This completes the proof of (1.5).
It only remains to establish the upper bound in (1.6) (i.e. G = SO(3)). In this case, we always
have λ1(SO(3), g(a,b,c)) = 4(b
2 + c2), thus it will be convenient to divide the proof according
to the position of c2 with respect to b2/2. If 2c2 ≥ b2, then diam(SO(3), g(a,b,c))2 ≤ pi24c2 , thus
λ1(SU(2), g(a,b,c)) diam(SU(2), g(a,b,c))
2 is smaller than or equal to
4(b2 + c2)π2
4c2
= (b2/c2 + 1)π2 ≤ 3π2.
We now assume 2c2 ≤ b2. This gives
λ1(SO(3), g(a,b,c)) diam(SO(3), g(a,b,c))
2 ≤ π
2(1 + c2/b2)(4c2/b2 − 3)
c2/b2 − 1 ≤ (9− 4
√
2)π2.
The last inequality follows by a standard study of the maximum of the function x 7→ (1+x)(4x−3)
x−1
restricted to 0 < x ≤ 1/2. One can check that such a maximum is attained at x = 1− 1/√2.
Combining the last two inequalities, we conclude that
λ1(SO(3), g(a,b,c)) ≤ (9− 4
√
2)π2
diam(SO(3), g(a,b,c))2
as asserted, and the proof of Theorem 1.4 is complete. 
We conclude this section by considering left-invariant metrics on products of SU(2) and SO(3)
given by the product of left-invariant metrics in each of the components.
Proposition 4.7. Let m and n be non-negative integers. Let
G = SU(2)× · · · × SU(2)︸ ︷︷ ︸
m-times
× SO(3)× · · · × SO(3)︸ ︷︷ ︸
n-times
endowed with the left-invariant metric g given by
g(a1,b1,c1) × · · · × g(am,bm,cm) × g(a′1,b′1,c′1) × · · · × g(a′n,b′n,c′n),
where ai ≥ bi ≥ ci > 0 for all 1 ≤ i ≤ m and a′j ≥ b′j ≥ c′j > 0 for all 1 ≤ j ≤ n. Then
(4.14)
π2
diam(G, g)2
< λ1(G, g) ≤ (8m+ 6n)π
2
diam(G, g)2
.
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Proof. It is well known that every eigenvalue of the Laplace–Beltrami operator on a product
of closed compact Riemannian manifolds (M, g) := (M1, g1) × · · · × (Mn, gn) is of the form
λ(1) + · · · + λ(n), for λ(j) in Spec(Mj , gj). For any j, since Mj is compact, constant functions
on Mj are eigenfunctions of ∆gj with eigenvalue 0. Hence 0 ∈ Spec(Mj , gj) for all j, thus the
smallest non-zero eigenvalue of ∆g is given by
(4.15) min {λ1(M1, g1), . . . , λ1(Mn, gn)} .
The explicit expressions for λ1(SU(2), g(ai,bi,ci)) and λ1(SO(3), g(a′j ,b′j ,c′j)) gives
(4.16) λ1(G, g) = min
{{a2i + b2i + c2i , 4(b2i + c2i ) : 1 ≤ i ≤ m} ∪ {4(b′2j + c′2j ) : 1 ≤ j ≤ n}} .
For arbitrary closed Riemannian manifolds (Mi, gi), it is a simple matter to check that
(4.17) diam
(
(M1, g1)× · · · × (Mn, gn)
)2
=
n∑
i=1
diam(Mi, gi)
2 > diam(Mj , gj)
2
for all j. Consequently, (4.15) clearly forces that λ1(G, g) diam(G, g)
2 is greater than the
minimum among the numbers
λ1(SU(2), g(ai,bi,ci)) diam(SU(2), g(ai,bi,ci))
2 for 1 ≤ i ≤ m, and
λ1(SO(3), g(a′
j
,b′
j
,c′
j
)) diam(SO(3), g(a′
j
,b′
j
,c′
j
))
2 for 1 ≤ j ≤ n.
Since each of them is greater than π2 by Theorem 1.4, we obtain the lower bound in (4.14).
Set B = min{b1, . . . , bm, b′1, . . . , b′n}. Similarly as in Corollary 4.5, (4.16) gives λ1(G, g) ≤
8B2. Furthermore, (4.17) and Corollary 4.4 show that
(4.18) diam(G, g)2 ≤
m∑
i=1
π2
b2i
+
n∑
j=1
3π2
4b′2j
≤ (m+ 3n/4)π
2
B2
,
which completes the proof. 
Example 4.8. (There is no uniform bound on CG in Conjecture 1.3.) For each positive integer
n, set Gn = SU(2)
n. Let gn be the left-invariant metric on Gn given by g(1,1,1) × · · · × g(1,1,1).
In other words, (Gn, gn) is the product of n-copies of the round 3-sphere of radius 1. Hence,
λ1(Gn, gn) = 3 by (4.16) and diam(Gn, gn)
2 = nπ2 by (4.17). This clearly forces that CGn ≥
3nπ2 which goes to infinity when n does it.
5. Global spectral rigidity
In this section we prove Theorem 1.5, which ensures that two isospectral left-invariant metrics
on SU(2) or SO(3) are necessarily isometric. This result has been already shown by Schmidt
and Sutton [SS14] by using heat invariants. They proved that the first four heat invariants
distinguish the isometry class of every left-invariant metric on SU(2).
To prove Theorem 1.5 we will show in Theorem 5.2 that any left-invariant metric on SU(2) or
SO(3) is distinguished by the volume, the scalar curvature and the lowest non-zero eigenvalue
with its multiplicity, which are spectral invariant by the next well-known result.
Proposition 5.1. Let G be either SU(2) or SO(3). If Spec(G, g(a,b,c)) = Spec(G, g(a′,b′,c′)), then
vol(G, g(a,b,c)) = vol(G, g(a′,b′,c′)) and Scal(G, g(a,b,c)) = Scal(G, g(a′,b′,c′)).
Proof. It is well known that the spectrum of an arbitrary compact Riemannian manifold de-
termines its volume and its total scalar curvature. This information is obtained by the first
and second heat invariants respectively. Furthermore, when the manifold is homogeneous (e.g.,
a compact Lie group endowed with a left-invariant metric), the scalar curvature is constant.
Hence, the scalar curvature is equal to the total scalar curvature divided by the volume. Since
both terms are spectral invariants, so is the scalar curvature. 
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Theorem 5.2. Let G be either SU(2) or SO(3). The volume, the scalar curvature, and the
smallest non-zero eigenvalue with its multiplicity mutually distinguish isometry classes of left-
invariant metrics on G.
Proof. We fix a left-invariant metric g(a,b,c) on SU(2) with a ≥ b ≥ c > 0. Let g(x,y,z) be a
left-invariant metric on SU(2) such that x ≥ y ≥ z > 0 and it has the same volume, scalar
curvature and smallest non-zero eigenvalue with its multiplicity as g(a,b,c). We want to show
that (x, y, z) = (a, b, c). By (2.7) and Proposition 2.3, we have that
abc = xyz,(5.1)
2(a2 + b2 + c2)− (ab)
4 + (ac)4 + (bc)4
(abc)2
= 2(x2 + y2 + z2)− (xy)
4 + (xz)4 + (yz)4
(xyz)2
.(5.2)
We first consider the case a2 ≤ 3(b2+c2). We have a2+b2+c2 ≤ 4(b2+c2), thus Theorem 1.1
yields that λ1(SU(2), g(a,b,c)) = a
2+b2+c2 with multiplicity four or seven according a2+b2+c2 <
4(b2+c2) or a2+b2+c2 = 4(b2+c2) respectively. By assumption, λ1(SU(2), g(x,y,z)) = a
2+b2+c2
with multiplicity four or seven in Spec(SU(2), g(x,y,z)), thus
(5.3) a2 + b2 + c2 = x2 + y2 + z2
and x2 ≤ 3(y2 + z2) by Theorem 1.1, since otherwise, x2 > 3(y2 + z2) gives multiplicity three
to the first non-zero eigenvalue. To prove this case, we need to show that (5.1), (5.2), (5.3),
a ≥ b ≥ c > 0 and x ≥ y ≥ z > 0 imply (x, y, z) = (a, b, c).
Substituting (5.1) and (5.3) into (5.2), (ab)4 + (ac)4 + (bc)4 = (xy)4 + (xz)4 + (yz)4. Thus
((ab)2 + (ac)2 + (bc)2)2 = (ab)4 + (ac)4 + (bc)4 + 2(abc)2(a2 + b2 + c2)
= (xy)4 + (xz)4 + (yz)4 + 2(xyz)2(x2 + y2 + z2)
= ((xy)2 + (xz)2 + (yz)2)2.
Since both numbers are positive, we obtain that
(ab)2 + (ac)2 + (bc)2 = (xy)2 + (xz)2 + (yz)2 = x2(y2 + z2) + (yz)2
= x2(a2 + b2 + c2 − x2) + (abc
x
)2
.
Hence,
0 = x4(a2 + b2 + c2 − x2) + (abc)2 − x2((ab)2 + (ac)2 + (bc)2)
= −x6 + x4(a2 + b2 + c2)− x2(a2b2 + a2c2 + b2c2) + a2b2c2
= −(x2 − a2)(x2 − b2)(x2 − c2).
Since all parameters are positive, x must be a, b or c.
If x = a, then b2 + c2 = y2 + z2 and bc = xy by (5.1) and (5.3), thus (b+ c)2 = (y + z)2 and
(b− c)2 = (y− z)2, thus b+ c = y+ z and b− c = y− z, therefore y = b and z = c as required.
When x = b or x = c is assumed, the same procedure as above will show that (x, y, z) is a
permutation of (a, b, c), but then the assumptions a ≥ b ≥ c > 0 and x ≥ y ≥ z > 0 imply a
that (x, y, z) = (a, b, c) or a contradiction in case a 6= b or a 6= c respectively. This concludes
the proof of the case a2 < 3(b2 + c2).
We now assume a2 > 3(b2 + c2), thus 4(b2 + c2) < a2 + b2 + c2 and Theorem 1.1 shows that
λ1(SU(2), g(a,b,c)) = 4(b
2+ c2) with multiplicity three in Spec(SU(2), g(a,b,c)). Similarly as in the
previous case, Theorem 1.1 ensures that
4(b2 + c2) = 4(y2 + z2)(5.4)
x2 > 3(y2 + z2).(5.5)
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Combining (5.1) and (5.4) with (5.2) we deduce that
2a2 − (ab)
4 + (ac)4 + (bc)4
(abc)2
= 2x2 − (xy)
4 + (xz)4 + (yz)4
(abc)2
.
By standard manipulations, still using (5.1) and (5.4), we obtain that
0 = 2(abc)2(x2 − a2) + (ab)4 + (ac)4 + (bc)4 − x4((y2 + z2)2 − 2y2z2)− (yz)4
= 2(abc)2(x2 − a2) + (ab)4 + (ac)4 + (bc)4 − x4(b2 + c2)2 + 2x2(abc)2 − (abc)
4
x4
= −(x2 − a2)
(
x6(b2 + c2)2 + x4a2(b2 − c2)2 − b4c4(x2 + a2)
)
.
Thus x2 − a2 = 0 or x6(b2 + c2)2 + x4a2(b2 − c2)2 − b4c4(x2 + a2) = 0. Since x is positive, the
first case gives x = a, which implies that y = b and z = c as above.
It remains to prove that the fact of x being a root of
g(t) := t6(b2 + c2)2 + t4a2(b2 − c2)2 − b4c4(t2 + a2)
gives a contradiction We proceed to make a simple study of the polynomial g(t) as in a first
course of calculus. It is a simple matter to check the following properties: g(t) is an even
function, g(a) = a2b4(a4− c4) + a2c4(a4− b4) > 0, g′′(t) = 0 has two (opposite) solutions, g has
a local maximum at t = 0 with g(0) = −a2b4c4 < 0 and exactly one local minimum at some
point in the interval (0, a). On account of the above information, we conclude that g(t) has
exactly one positive root, say x. We have that
g(
3
√
abc) = (abc)2(b2 + c2)2 + (abc)4/3a2(b2 − c2)2 − b4c4((abc)2/3 + a2)
≥ (abc)2(b2 + c2)2 − 2a2b4c4 = (abc)2(b4 + c4) > 0.
Then x <
3
√
abc, thus xyz ≤ x3 < abc, contrary to (5.1). This concludes the proof for SU(2).
The proof for SO(3) is actually contained above. Indeed, Theorem 1.2 gives immediately
(5.4). Hence, by proceeding as above, (5.1), (5.2) and (5.4) imply that (a, b, c) = (x, y, z) 
6. Locally rigid homogeneous solutions of the Yamabe problem
In this short section, we prove Theorem 1.6. The following result is essential.
Proposition 6.1. For every left-invariant metric g on SU(2), we have that
(6.1)
Scal(SU(2), g)
2
≤ λ1(SU(2), g).
Moreover, the equality holds if and only if (SU(2), g) is a round sphere.
Proof. By Theorem 1.1 and Proposition 2.3, (6.1) is equivalent to
(6.2) 2(a2 + b2 + c2)− a
4b4 + a4c4 + b4c4
a2b2c2
≤ min{a2 + b2 + c2, 4(b2 + c2)}
for all a ≥ b ≥ c > 0. We first show that the left-hand side in (6.2) is less than or equal to
a2 + b2 + c2 for all a, b, c. Indeed, by elementary manipulations, this is equivalent to (a2 + b2 +
c2)a2b2c2 ≤ a4b4+a4c4+ b4c4. The last condition follows immediately by Muirhead’s inequality
(see for instance Wikipedia’s page Muirhead’s inequality), since the vector (4, 4, 0) majorizes
(4, 2, 2). Moreover, equality holds if and only if a = b = c, as asserted.
It remains to show that the left-hand side in (6.2) is less than 4(b2 + c2), or equivalently
(6.3) a2 <
a4b4 + a4c4 + b4c4
2a2b2c2
+ b2 + c2 = a2
(b4 + c4)
2b2c2
+
b2c2
2a2
+ b2 + c2,
which follows immediately since b4 + c4 ≥ 2b2c2. 
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Proposition 6.2. For every left-invariant metric g on SO(3), we have that
(6.4)
Scal(SO(3), g)
2
< λ1(SO(3), g).
Proof. The proof follows immediately from Proposition 6.1 and the fact that λ1(SU(2), g(a,b,c)) ≤
λ1(SO(3), g(a,b,c)) for all a, b, c, with strict inequality when a = b = c. 
Proof of Theorem 1.6. When a left-invariant metric g on SU(2) has not constant sectional cur-
vature, the strict inequality in (6.1) implies that g is a locally rigid solution of the Yamabe
problem according to [BP13, Cor. 2.5]. This proves Theorem 1.6 for a non-round left-invariant
metric on SU(2). The case when g is any left-invariant metric on SO(3) follows from Proposi-
tion 6.2. 
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