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ABSTRACT
We study the orientations of satellite galaxies in redMaPPer clusters constructed from
the Sloan Digital Sky Survey at 0.1 < z < 0.35 to determine whether there is any
preferential tendency for satellites to point radially toward cluster centers. We ana-
lyze the satellite alignment (SA) signal based on three shape measurement methods
(re-Gaussianization, de Vaucouleurs, and isophotal shapes), which trace galaxy light
profiles at different radii. The measured SA signal depends on these shape measure-
ment methods. We detect the strongest SA signal in isophotal shapes, followed by
de Vaucouleurs shapes. While no net SA signal is detected using re-Gaussianization
shapes across the entire sample, the observed SA signal reaches a statistically sig-
nificant level when limiting to a subsample of higher luminosity satellites. We further
investigate the impact of noise, systematics, and real physical isophotal twisting effects
in the comparison between the SA signal detected via different shape measurement
methods. Unlike previous studies, which only consider the dependence of SA on a few
parameters, here we explore a total of 17 galaxy and cluster properties, using a statis-
tical model averaging technique to naturally account for parameter correlations and
identify significant SA predictors. We find that the measured SA signal is strongest
for satellites with the following characteristics: higher luminosity, smaller distance to
the cluster center, rounder in shape, higher bulge fraction, and distributed preferen-
tially along the major axis directions of their centrals. Finally, we provide physical
explanations for the identified dependences, and discuss the connection to theories of
SA.
Key words: galaxies: clusters: general – large-scale structure of Universe
1 INTRODUCTION
The projected orientations of galaxies observed on sky are
not random, but rather exhibit some coherent patterns re-
lated to the matter distribution in the Universe. Galaxy
shapes tend to point towards overdense regions, leaving a
net preference of correlated orientations. This phenomenon,
known as “intrinsic” alignments (IA), contains important in-
formation about structure formation and galaxy evolution
(for recent reviews, see Joachimi et al. 2015; Kirk et al.
? E-mail: hungjinh@andrew.cmu.edu
† E-mail: rmandelb@andrew.cmu.edu
2015; Kiessling et al. 2015). Besides the physically-induced
alignment signal, the images of galaxies located behind over-
dense structures tend to be distorted tangentially with re-
spect to those structures, producing the apparent tangential
alignment signal that is the key characteristic of gravita-
tional lensing. This lensing effect is used as a tool to map
the distribution of dark matter in the Universe, to study
the growth of structure, and to constrain cosmological pa-
rameters (see e.g. Massey et al. 2010; Weinberg et al. 2013;
Mandelbaum et al. 2013). The presence of IA challenges
the process of interpreting the observed shape correlations
(intrinsic+apparent) in terms of the basic physics that gen-
erates lensing signals. Ongoing surveys such as the Dark
© 2016 The Authors
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Energy Survey (DES, Dark Energy Survey Collaboration
et al. 2016), the Kilo-Degree Survey (KiDS, de Jong et al.
2015), Hyper Suprime-Cam Survey (HSC, Miyazaki et al.
2012), and future surveys like the Large Synoptic Survey
Telescope (LSST, LSST Science Collaboration et al. 2009),
Euclid (Laureijs et al. 2011), and the Wide Field Infrared
Survey Telescope (WFIRST, Spergel et al. 2015) aim to con-
strain the cosmological constants to sub-percent precision,
which requires precise removal of all possible systematics in-
cluding intrinsic alignments (e.g., Blazek et al. 2012; Krause
et al. 2016). Quantifying the strength of IA signal and de-
veloping models that will enable its removal thus becomes
one of the key steps to reach this goal.
IA have been detected over a wide range of scales. On
scales above several Mpcs, red dispersion-dominated galax-
ies preferentially point towards overdense regions (see e.g.,
Mandelbaum et al. 2006; Hirata et al. 2007; Okumura et al.
2009; Joachimi et al. 2011; Singh et al. 2015 from the ob-
servational side, and Tenneti et al. 2015; Chisari et al. 2015
from numerical simulation). Part of this observed correlation
originates from the tendency of galaxies to align towards
overdensities and with filamentary structures (see e.g., ob-
servation: Zhang et al. 2013; Tempel et al. 2015, and simu-
lation: Chen et al. 2015). For red galaxies located in sheets,
Zhang et al. (2013) observed that they tend to have their ma-
jor axes aligned parallel to the plane of the sheets. For blue
angular momentum-dominated galaxies, there is no signifi-
cant detection of alignment so far (Mandelbaum et al. 2011).
Besides the alignment of galaxies, people also found align-
ment between the shape of clusters with respect to the un-
derlying density field (observation: Smargon et al. 2012; van
Uitert & Joachimi 2017; simulation: Hopkins et al. 2005).
The other alignment at intra-halo scale is satellite align-
ment, i.e. the preference of satellites to align radially to-
ward the cluster center. The SA signal is relatively subtle
compared with the strength of central galaxy alignment;
along with the difficulty of achieving accurate shape mea-
surements on faint satellites whose light profiles are more
subject to contamination from neighboring galaxies, many
conflicting observational results have been published. Ear-
lier works based on SDSS isophotal shape measurement,
which trace the very outer part of the galaxy light profiles,
have reported detections of SA signal (Pereira & Kuhn 2005;
Agustsson & Brainerd 2006; Faltenbacher et al. 2007). How-
ever, later studies claimed that when using de Vaucouleurs
shape, which puts relatively more weight on the galaxy inner
light profiles, satellite orientations are consistent with ran-
dom (Siverd et al. 2009; Hao et al. 2010). Studies that used
shape measurements that are optimized for lensing, which
requires corrections for many observational systematics, re-
ported non-detection of satellite alignments (Schneider et al.
2013; Sifo´n et al. 2015). There is therefore some tension be-
tween past measurements, and reconciliation of that tension
may require investigation into the different galaxy popula-
tions used for these measurements and/or false SA signals
generated by systematics in isophotal shape measurements
(e.g., Hao et al. 2010).
Our current theoretical understanding of IA for red
dispersion-dominated galaxies is that their orientations are
affected by the tidal field of the surrounding environment.
On large scales, the linear alignment model (Catelan et al.
2001; Hirata & Seljak 2004) suggests that the shapes of
proto-galaxies are largely set by the primordial tidal field
at their formation time, so that their shape correlation with
the matter field is frozen in since then and simply grows
with the matter power spectrum. The primordial tidal field
also leaves its imprint on the assembly history of clusters by
channeling the majority of satellites into clusters through ac-
cretion along filamentary structures, which results in the ob-
served cluster alignment phenomenon (Hopkins et al. 2005).
At small scales, the orientation of cluster central galaxies
would also be generated by the same primordial tidal field,
leaving the observed central galaxy alignment (see discus-
sions in Paper I). While later non-linear evolutionary pro-
cesses such as mergers or baryonic feedback from galaxies
may erase the alignment signals set by primordial tidal fields
(Tenneti et al. 2017), the late-time re-arranged structures
can set up new tidal environments that gradually torque
galaxies to align (Ciotti & Dutta 1994; Kuhlen et al. 2007;
Pereira et al. 2008; Faltenbacher et al. 2008). The timescales
for tidal locking of satellites under the cluster potential de-
pend on the eccentricity of infalling orbits as well as proper-
ties of satellites (e.g. angular momentum, morphology). As
shown in the simulations of Pereira & Bryan (2010), within
the time of one orbital period (∼ 5 Gyr), a triaxial DM
subhalo orbiting in circular orbit around a cluster potential
becomes tidally locked, and it takes a lag of .2 Gyr, de-
pending on the initial conditions, for the stellar components
to respond.
In this work, we carry out SA measurements using re-
Gaussianization, de Vaucouleurs and isophotal shapes that
differ in sensitivity to the outskirt of a galaxy’s light pro-
file. The size of the redMaPPer cluster catalogue provides
the necessary statistical power to contrain SA signals at
halo masses & 1014M h−1. The two main questions we aim
to address in this paper are 1) What causes the detected
discrepancies in SA signals using different shape measure-
ment methods? 2) Which satellite properties associated with
which central galaxy and cluster properties are correlated
with stronger SA signals? We estimate the level of possi-
ble noises and systematics that could cause the inconsistent
galaxy position angle (PA) measurements. As in paper I, we
explore a large parameter pool which contains characteris-
tic satellite, central galaxy, and cluster properties to iden-
tify important predictors of SA effect using linear regression
analysis.
The paper is organized as follows. In Sec. 2, we de-
scribe our data and definitions of the physical parameters
involved in the analysis. Sec. 3 presents the overall signal
of SA alignment measured in redMaPPer clusters. Details
of the linear regression and variable selection results are de-
scribed in Sec. 4. Sec. 5 explores possible factors that cause
the discrepancy in the measured SA angle using three dif-
ferent shape measurement methods, and provides estimates
of the degree of contribution from each factor. The physical
origins of our identified featured predictors on the SA effect
are discussed in Sec. 6. We conclude and summarize our key
findings in Sec. 7.
Throughout this paper, we adopt the standard flat
ΛCDM cosmology with Ωm = 0.3 and ΩΛ = 0.7. All length
and magnitude units use H0 = 100 km s−1 Mpc−1. We use
log as shorthand for the 10-based logarithm.
MNRAS 000, 1–26 (2016)
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2 DATA AND MEASUREMENTS
All data used in this paper come from the SDSS (York et al.
2000) surveys. Here we describe the catalogs involved in our
analysis, sample construction, and definitions of the cluster-
and galaxy-related parameters. Most of the data and param-
eters remain the same as in Paper I, although some small
differences exist, as we will highlight in the relevant sub-
sections below. In order to properly interpret the measured
satellite alignments, Paper II puts more focus on exploring
systematics in the different shape measurement approaches.
New samples for systematic tests are constructed and de-
scribed below.
2.1 Galaxy cluster catalog
Our cluster member galaxy sample is taken from the SDSS
DR8 (Aihara et al. 2011) redMaPPer v5.10 cluster cata-
log1, constructed based on a red-sequence cluster finding
approach. Details of the algorithm and the cluster proper-
ties can be found in Rykoff et al. (2014); Rozo & Rykoff
(2014); Rozo et al. (2015a,b). Some features of the redMaP-
Per cluster catalog are briefly summarized here.
For each cluster, it identifies five most probable central
galaxies, with their corresponding central probability, Pcen.
Each cluster member galaxy is assigned with a membership
probability, pmem, according to its color, magnitude, and po-
sition information. The photometric redshift z for each clus-
ter is estimated from high-probability members. The cluster
sample is approximately volume-limited in the redshift range
of 0.1 ≤ z ≤ 0.35. The cluster richness, λ, is defined by sum-
ming the membership probabilities over all possible cluster
members. Most of the clusters have λ & 20, corresponding to
an approximate halo mass threshold of M200m & 1014 h−1M
(Rykoff et al. 2012; Simet et al. 2017).
2.2 Galaxy shapes
2.2.1 Shape-related parameters
We adopt the following definition of ellipticity/distortion
components in a global Cartesian frame to measure each
galaxy’s ellipticity:
(e1, e2) = 1 − (b/a)
2
1 + (b/a)2 (cos 2α, sin 2α), (1)
where b/a is the minor-to-major axis ratio and α the position
angle (PA) of the major axis of the galaxy. Here e1 measures
the projected distortion in the RA/dec directions, and e2 in
diagonal directions. The total galaxy ellipticity e can then
be calculated as
e =
√
e21 + e
2
2 =
1 − (b/a)2
1 + (b/a)2 . (2)
Once the PA α of a galaxy is obtained by one of the
methods described in Sec. 2.2.2, we can then derive its cen-
tral galaxy alignment angle θcen and satellite alignment angle
φsat as illustrated in Fig. 1.
The central galaxy alignment angle (θcen) is defined as
the angle between the major axis of the central galaxy and
1 http://risa.stanford.edu/redmapper/
central
φsat
θcen
satellite
δ
α
Figure 1. Illustration of the galaxy alignment angles. The satel-
lite alignment angle, φsat, defined as the angle between a satellite’s
major axis and its orientation towards the central galaxy, is the
main focus of this paper. The central galaxy alignment angle, θcen,
defined as the angular location of a satellite relative to its central
galaxy’s major axis direction, is the area of focus in our previous
Paper I.
the line connecting the central to the satellite galaxy. We
only need a viable shape measurement for the central galaxy
(but not the satellites) to derive θcen. The analysis of central
galaxy alignments in redMaPPer clusters has already been
reported in Paper I. The satellite alignment angle (φsat) is
defined as the angle between the major axis of the satel-
lite galaxy and the line connecting its center to the central
galaxy. Deriving φsat requires a shape measurement for the
satellite galaxy. In this paper, we focus on the satellite align-
ments, and will use the central galaxy alignment angle θcen
as one of the candidate predictors in our parameter pool. We
use the highest-probability centrals provided in redMaPPer
for calculation of both θcen and φsat.
We restrict both θcen and φsat to the range [0◦, 90◦]
due to symmetry. By definition, θcen = 0◦/90◦ indicates a
satellite located along the major/minor axis of the central.
A satellite is radially/tangentially aligned with the central
if φsat = 0◦/90◦.
Besides using φsat to quantify the degree of SA signal,
another commonly-used parameter is e+, the distortion in
the radial-tangential direction in a new frame with the orig-
inal axes rotated to the radial-tangential directions of each
central-satellite pair. From simple algebra, we have:
(e+, e×) = 1 − (b/a)
2
1 + (b/a)2 (cos 2(δ − α), sin 2(δ − α)), (3)
where α is the PA of the satellite, and δ the azimuthal an-
gle of the satellite projected position with respect to the
cluster central galaxy, as indicated in Fig. 1. A positive e+
indicates a radial alignment of the satellite toward cluster
center, while a negative e+ indicates a tangential alignment.
Therefore, if satellite galaxies do preferentially align in the
radial direction, we expect 〈e+〉 > 0 when taking the average
over all central-satellite pairs. The e× component is the dis-
tortion at ±45◦ from the radial/tangential direction. It is is
MNRAS 000, 1–26 (2016)
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commonly used as an indicator for certain systematics. Due
to symmetry, 〈e×〉 should be consistent with zero.
2.2.2 Shape data
We will measure satellite alignments using three shape mea-
surement methods: re-Gaussianization, isophotal, and de
Vaucouleurs shapes, to compare differences in the signals
and investigate systemics. Details of these methods have
been described in Paper I (Sec. 2.3), and we only briefly
summarize here.
The re-Gaussianization shape measurement method
(Hirata & Seljak 2003) is specifically designed for weak lens-
ing studies, which require great care in removing the point
spread function (PSF) effect on the observed galaxy images.
This method has a Gaussian weight function that empha-
sizes the inner, brighter regions of galaxy profiles in order to
reach higher precision distortion measurement especially for
faint galaxies. In this work, we take the distortion measure-
ment (e1 and e2) from a re-Gaussianization shape catalog
of Reyes et al. (2012) with shapes measured in the r and i
bands based on the SDSS DR8 photometry.
Isophotal shape measurement does not include an ex-
plicit correction for the effect of the PSF. It determines
a galaxy’s shape by fitting the surface brightness at 25
mag/arcsec2, which traces the outer part of a galaxy’s pro-
file. Since isophotal shapes were not released in DR8, we take
the isophotal position angle in r band from DR7 to compute
satellite alignment angles.
The de Vaucouleurs shape measurements were deter-
mined by fitting each galaxy’s image with a de Vaucouleurs
model (Stoughton et al. 2002), which is a good description
for typical elliptical galaxies (which includes the majority
of the galaxies in this work, since they were selected based
on a red-sequence method). It partially corrects for the PSF
effect using an approximate PSF model, and overall is sen-
sitive to light profiles on scales between those measured by
re-Gaussianization and isophotal methods. We use the de
Vaucouleurs fit position angle in r band provided from the
SDSS DR7 in this work 2.
2.3 The central-satellite pair sample
To fairly compare the measured alignment signal across red-
shift, we restrict our analysis to a volume-limited cluster
sample within 0.1 ≤ z ≤ 0.35 from the redMaPPer catalog.
Besides this, an appropriate membership probability cut of
pmem ≥ 0.55 is applied on satellite galaxies, which results in
a total of 305997 central-satellite pairs in 10749 distinct clus-
ters (before requiring galaxies to have shape measurements).
The choice of the pmem = 0.55 cut comes from optimizing the
S/N for detection of SA signals, as explained in Appendix A.
While applying a lower pmem cut returns us more
central-satellite pairs into analysis, the resulting satellite
2 We have tried fixing the shape measurement method to re-
Gaussianzation but varying SDSS photometry pipeline between
DR4 and DR8. We found that the derived shape parameters based
on different pipelines are statistically consistent. Similarly, we
expect that using DR7 photometry for de Vaucouleurs shapes
should give consistent results as using those based on DR8.
alignment signal will be diluted due to the inclusion of more
pairs with “satellite” galaxies that are not actually in clus-
ters. Throughout this work, we will reduce this contami-
nation by applying pmem as the weighting factor on each
central-satellite pair.
We define two sets of central-satellite pair samples for
analysis in this work.
(i) DR8 footprint sample: The first set is within
the SDSS DR8 footprint, constructed by acquiring that
the 305997 pmem ≥ 0.55 satellites have well-defined re-
Gaussianization shape measurements. There are 174180
central-satellite pairs within 8121 distinct clusters in this
data set. The effective total number of pairs in DR8 foot-
print sample after weighting by pmem is
∑
i
pmem,i ≈ 132072
pairs.
(ii) DR7 footprint sample: The second data set is con-
structed for comparing the level of satellite alignment signals
via three different shape measurement methods. We require
satellites in this subsample to have all three kinds of shape
measurements, and thus this data set covers the smaller
DR7 footprint. In total, there are 158537 central-satellite
pairs within 7385 distinct clusters, or effectively 120200 af-
ter weighting by pmem.
The resulting redshift and luminosity distributions of
satellites in the constructed DR8 and DR7 sample sets are
almost indistinguishable, indicating that the selection func-
tions for different shape measurements are quite similar.
In Paper I, to investigate the effect of the sky-
subtraction technique on the measured central galaxy align-
ment signal, we have reported the results based on a set of
DR4 footprint satellites, which have re-Gaussianianization
shape measurement based on both DR4 and DR8 SDSS pho-
tometric pipelines. We found that within error bars, the mea-
sured central galaxy alignment signals are very similar when
different photometric pipelines are used, and therefore con-
cluded that the effect of sky-subtraction does not substan-
tially influence the central galaxy alignment measurement.
In this work for satellite alignment, we have also examined
whether sky-subtraction is an issue for the detecting signal
using the DR4 footprint data set, but did again failed to find
any disagreement. For this reason, to simplify the analysis
we will only report the measured satellite alignment results
for the DR8 and DR7 footprint sample.
2.4 Systematic test sample
We construct three systematic test samples to study po-
tential systematic effects in the crowded cluster environ-
ment. All of the samples are constructed from the red-
sequence Matched filter Galaxy v6.3 Catalog (redMaGiC)
(Rozo et al. 2016), a photometrically-selected luminous red
galaxy (LRG) catalog with very high quality photo-z esti-
mation based on the SDSS DR8 photometric data. Overall,
the bias, defined as the median value of zphoto − zspect, of the
DR8 redMaGiC photo-z is less than 0.005. The 1σ scatter
of (zphoto − zspect)/(1 + zspect) is . 0.02.
(i) Foreground & background of redMaPPer: The
foreground and background sample is composed of galaxies
that are in the same sky area as redMaPPer clusters, but
MNRAS 000, 1–26 (2016)
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are not physically associated with the cluster. This sam-
ple is constructed as follows. For each central galaxy in the
redMaPPer cluster, we use 1.5Rc(λ) as a searching radius
to select out LRGs within the projected area in the red-
MaGiC catalog. The Rc(λ) is the radius within which pmem
is assigned in the original redMaPPer catalog, and it is esti-
mated that R200c ≈ 1.5Rc(λ) (Rykoff et al. 2012, 2014). Next
we select LRGs whose photo-z < (>) zcluster as foreground
(background) candidates. To improve the purity of the sam-
ple, we further exclude pmem > 0.2 galaxies in the“ubermem”
version of the redMaPPer catalog. This “ubermem” catalog
extends the pmem estimation out to 1.5Rc(λ) and down to
fainter galaxies (mag i < 21), thus enabling us to remove
potential cluster members at 1 ∼ 1.5Rc(λ) and those that
are relatively faint, unlike in the original redMaPPer cat-
alog. After this cut, 95% of foregrounds and 99% of back-
grounds have their ∆z = |zphoto − zcluster | & 0.02, suggesting
that the above procedures return a set of clean foreground
and background galaxies. After requiring these galaxies to
have re-Gaussianization shape measurements, we have 45030
fake central-satellite pairs in the DR8 footprint, of which
4459 and 40571 are foreground and background galaxies, re-
spectively. Further requiring these galaxies to have de Vau-
couleurs and isophotal shapes in DR7, leaves us with 4134
and 36941 foreground and background galaxies, respectively.
(ii) Non-cluster field sample: To highlight the effect
of the crowded cluster environment on the shape mea-
surement of galaxies within the cluster area on the sky
(either physically-associated member galaxies or just fore-
ground/background galaxies), we construct a sample of
galaxies that are not in the footprint of redMaPPer clus-
ter fields, and call it the “non-cluster field sample”. We do
so by simply taking the full redMaGiC catalog, and exclud-
ing all galaxies (pmem ≥ 0) that belong to the redMaPPer
cluster member sample as well as galaxies in the foreground
and background sample constructed above. After requiring
that these galaxies have all three shape measurements, we
have 697308 galaxies within the DR7 footprint.
(iii) Foreground & background of mr<19 non-
cluster field bright galaxies: In order to understand the
level of contamination caused by the extended light pro-
file of bright central galaxies on nearby satellites, we se-
lect bright galaxies with mr<19 from our non-cluster field
sample described above, and construct a sample composed
of the corresponding foreground and background galax-
ies around these bright galaxies. We again find the fore-
ground/background galaxies from redMaGiC, and require
their zphoto to be at least 0.04 smaller/greater than that of
their nearby bright galaxies. Here 0.04 is chosen to be about
2σ given the average photo-z error of redMaGiC. Requiring
that all foreground and background galaxies having well-
defined shape measurements yields 281114 galaxies in total.
Table 1 summarizes the data sets we have defined in
Secs. 2.3 and 2.4, with detailed sample size information pro-
vided.
2.5 Summary of physical parameters
Similar to our analysis in Paper I, we aim to identify predic-
tors that significantly influence the satellite alignment effect
from a large parameter pool. Almost all of the physical pa-
rameters explored in this work are the same as in Paper I,
except for one newly added variable: fracDeV.
The cmodel magnitude systems in SDSS pipeline tries
to fit galaxy light profile by taking the linear combination
of both de Vaucouleurs and exponential profiles, and stores
the coefficient of the de Vaucouleurs term in the quantity
fracDeV, which describes the fraction of light from a fit to a
de Vaucouleurs profile. For a galaxy that can be best fitted
by pure exponential profile, fracDeV = 0, while fracDeV =
1 for pure de Vaucouleurs profile. In general, the brightness
distribution of disks follows the exponential profile, whereas
bulges are better described with a de Vaucouleurs profile.
The fracDeV parameter thus can be viewed as a tracer for
a galaxy’s angular momentum content or its overall mor-
phology, which has similar but not identical information to
galaxy color. It is interesting to check the dependence of
angular momentum on SA signal.
In total, we have one response variable (φsat) and 17
other variables constituting the pool of possible predictors
for φsat. We classify the 17 parameters into three categories:
satellite-related quantities, central galaxy-related quantities
and cluster-related quantities. A brief summary of important
information about these parameters is in Table 2; we refer
readers to Sec. 2.2 of Paper I for details.
3 OVERALL SIGNAL OF SATELLITE
ALIGNMENT
3.1 Distribution of φsat
The dark blue filled circles in the left panel of Fig. 2 indi-
cate the pmem-weighted distribution of the SA angle, φsat,
for our 174180 satellites in the DR8 footprint, based on the
re-Gaussianization shape measurements. The weighted av-
erage SA angle is 〈φsat〉 = 44.92◦ ± 0.07◦, consistent with no
net tendency for SA.
However, it does not rule out the possibility of a statisti-
cally significant SA detection for subsamples of the satellite
population. We will show later in Sec. 4.2 that when focus-
ing on brighter satellites, we can still detect a statistically
significant SA signal using re-Gaussianization shapes.
3.2 SA measurement in e+
Besides using the parameter φsat to quantify the degree of SA
signal, it is also useful to calculate the mean radial ellipticity
〈e+〉, especially when quantifying the level of IA systematics
to weak lensing signals (e.g., Schneider et al. 2013; Sifo´n
et al. 2015). Here we also compute mean radial ellipticities
in order to compare with previous work. For the definition
of e+, we refer readers back to Sec. 2.2.1 for more detail.
Under our definition, a satellite with e+ > 0 tends to point
radially toward its host central galaxy.
The dark blue filled circles in Fig. 3 show the averaged
〈e+〉 component based on re-Gaussianization shapes for all
DR8 footprint satellites, divided into bins in projected sep-
aration from their own central galaxy. The corresponding
error bars are simply the standard error of the mean. We
observe that the SA signal is consistent with zero within 3σ
across all radial bins, meaning that we do not detect any
MNRAS 000, 1–26 (2016)
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Table 1. Sample sets used in this work. The upper part of the table shows the two cluster subsamples used for the overall measurement
of the satellite alignment effect, as described in Sec. 2.3. The columns indicate the total number of satellites (Nsat), total number of
distinct clusters (Ncluster), and the effective number of central-satellite pairs for each sample after weighting by pmem (Neff). The lower
part of the table summarizes the subsamples used for systematic tests, as described in Sec. 2.4. The columns indicate the total number
of galaxies (Ntot), number of foreground (Nfore) and background objects (Nback), respectively.
Cluster system sample Nsat Ncluster Neff
DR8 footprint sample 174180 8121 132072
DR7 footprint sample 158537 7385 120200
Systematic test sample Ntot Nfore Nback
Foreground & background of redMaPPer (DR8 footprint) 45030 4459 40571
Foreground & background of redMaPPer (DR7 footprint) 41075 4134 36941
Non-cluster field sample 697308
Foreground & background of mr<19 non-cluster field bright galaxies 278204 6990 271214
0 10 20 30 40 50 60 70 80 90
φsat [degrees]
0.0095
0.0100
0.0105
0.0110
0.0115
0.0120
0.0125
p
d
f
DR8 Footprint (re-Gaussianization shape)
physical pairs 〈φsat〉 = 44.92± 0.07
foreground pairs 〈φsat〉 = 45.31± 0.39
background pairs 〈φsat〉 = 46.07± 0.13
Figure 2. pmem-weighted probability density distribution of SA
angle, φsat, for the 174180 pmem > 0.55 pairs measured using the
re-Gaussianization method. The dark blue filled circles indicate
the pdf of φsat for central-satellite pairs of redMaPPer clusters se-
lected using pmem > 0.55. The weighted averaged SA angle, 〈φsat 〉,
is consistent with 45◦ within error bar, indicating that the over-
all SA signal measured based on re-Gaussianization shape is not
very significant. The open markers show the probability density
function (pdf) of φsat for foreground (light blue square) and back-
ground (orange circle) pairs in the footprint of redMaPPer clus-
ters. As expected, the 〈φsat 〉 value for foreground is consistent with
random, and there is tangential alignment signal 〈φsat 〉 > 45◦ for
backgrounds. The horizontal black dashed line shows the expected
result for randomly oriented satellite galaxies.
significant SA effect in the overall redMaPPer satellite pop-
ulation. The grey triangles indicate the measured averaged
ellipticity component 〈e×〉, which provides a 45◦ systematic
test (also known as B-mode test). By symmetry, the ex-
pected 〈e×〉 value should be zero, unaffected by either lensing
or SA effects, which only contribute to the e+ component.
We find that our measured 〈e×〉 is consistent with zero in
all radial bins, suggesting that systematic errors that would
generate a B-mode signal are negligible.
While there is no coherent radial orientation of satel-
lites across the entire DR8 sample, as we will show later
in Sec. 4.2, more luminous satellites tend to have stronger
SA signal. Here we demonstrate that a subsample of satel-
lites with 0.1Mr < −21 has 〈e+〉 ≈ 0.014±0.0042 (∼3.3σ) and
〈e+〉 ≈ 0.0062±0.0028 (∼2.3σ) in the two smallest radial bins
at ∼ r < 0.2R200m, as shown in the red pentagons of Fig. 3.
In comparison, Sifo´n et al. (2015) found no significant SA
across all radial bins for satellites with 0.1Mr < −21 (see their
Fig. 10) when using satellites of 91 massive galaxy clusters
with shape measurements optimized for lensing. Similarly,
Schneider et al. (2013) also found no apparent SA signal
across all radial bins for early-type satellites based on mem-
bers of galaxy groups (see their Fig. 7).
3.3 SA signal based on different shape
measurements
To investigate the effect of shape measurement methods on
the detection of SA signals, we use satellites within the
DR7 footprint, as defined in Sec. 2.3 (see also Table 1),
which have re-Gaussianization, deVaucouleurs, and isopho-
tal shape measurements. The left panel of Fig. 4 shows the
pmem-weighted distribution of φsat for this sample set, with
the teal green circles, yellow green diamonds and olive tri-
angles representing shape measurements based on the re-
Gaussianization method, de Vaucouleurs fits, and isopho-
tal fits, respectively. The isophotal shape measurement pro-
duces the strongest SA signal (〈φsat〉 = 44.35◦ ± 0.08◦), fol-
lowed by de Vaucouleurs fits (〈φsat〉 = 44.71◦ ± 0.08◦) and
finally re-Gaussianization shapes (〈φsat〉 = 44.91◦ ± 0.08◦).
However, as described in Hao et al. (2011), we still must
test whether the detected SA signal is real (due to physical
alignments) or fake (due to systematics). We will investigate
possible systematic effects in Sec. 5.
3.4 Foreground and background systematic tests
We examine our SA measurement using sample sets of fore-
ground and background galaxies in the footprint of redMaP-
Per cluster field. For construction of foreground and back-
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Table 2. A summary of the 17 parameters used to study the satellite alignment effect.
Response Variable Properties
φsat
• Satellite alignment angle, as demonstrated in Fig. 1.
• We use this parameter as a response variable to quantify the level of satellite alignment.
Smaller φsat indicates a stronger satellite alignment effect.
Satellite Galaxy Quantities Properties
log(r/R200m) • Member distance from the cluster central galaxy, normalized by R200m
satellite 0.1Mr • r-band absolute magnitude of the satellite, k-corrected to z = 0.1
satellite 0.1Mg −0.1 Mr • Color of the satellite galaxy, k-corrected to z = 0.1
satellite ellipticity • Satellite ellipticity as defined in Eq. 2
∆log(satellite Reff)
• The excess of galaxy size with respect to the predicted size at the same luminosity
∆log(satellite Reff) ≡ measured log(satellite Reff) − predicted log(satellite Reff)
• The predicted log(satellite Reff)= −0.20(satellite 0.1Mr )−3.84, derived by linearly fit to all
pmem > 0.55 satellites in the DR8 footprint sample. A relevant figure is presented in Fig. 5 of
Paper I, except that the derived predicted log(satellite Reff) is slightly different from Paper I due
to the inclusion of lower pmem satellites in Paper II.
fracDeV
• The fractional flux contribution of the de Vaucouleurs profile, see Sec. 2.5 for detail.
• fracDeV =0 for a pure exponential profile; fracDeV =1 for a pure de Vaucouleurs profile.
θcen
• Central galaxy alignment angle, as demonstrated in Fig. 1
• Smaller θcen indicates that the satellite is residing closer to the major axis direction of its
central galaxy.
Central Galaxy Quantities Properties
central galaxy dominance
• Magnitude gap between the central galaxy and the mean of the 2nd and 3rd brightest satellites
Central dominance ≡ Central 0.1Mr −
0.1Mr,1st+
0.1Mr,2nd
2
• A smaller value indicates a more dominant central galaxy.
central 0.1Mr • r-band absolute magnitude of the central, k-corrected to z = 0.1
central 0.1Mg −0.1 Mr • Color of the central galaxy, k-corrected to z = 0.1
central ellipticity • Ellipticity of central galaxy as defined in Eq. 2.
∆log(central Reff)
• The excess of central galaxy size with respect to the predicted size of centrals
at the same luminosity.
∆log(central Reff) ≡ measured log(cental Reff) − predicted log(central Reff)
• The predicted log(central Reff)= −0.31(central 0.1Mr )−6.16, derived by linearly fit to all
centrals in the DR8 footprint sample. See also Fig. 4 in Paper I for more more detail.
Pcen
• Central galaxy probability provided in redMaPPer.
• Pcen is an indicator of whether a cluster system contains only a single dominant central
galaxy or has multiple central galaxy candidates.
Cluster Quantities Properties
log(richness) • Cluster richness taken from the redMaPPer catalog.
redshift • Cluster redshift estimated by redMaPPer.
cluster ellipticity
• Calculated based on the distribution of member galaxies. See Sec. 2.2.3 of Paper I for detail.
• A cluster with larger cluster ellipticity has more elongated satellite distribution.
cluster member concentration, ∆R
• Derived based on the average projected distance of member galaxies from the cluster center,
with some normalization towards cluster richness and redshift. See Sec. 2.2.9 of Paper I for
detail definition.
• By construction, negative ∆R value means the cluster has a more compact member galaxy
distribution than the average cluster at similar richness and redshift.
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Figure 3. Satellite alignment signal measured in 〈e+ 〉 (dark
blue filled circle) in bins of normalized projected distance based
on re-Gaussianization shapes for the 174180 DR8 redMaPPer
pmem > 0.55 satellites. Under our definition, 〈e+ 〉 > 0 indicates
radial alignment. The measured SA signal is consistent with
zero within 3σ across all radial bins. The 〈e+ 〉 signals for fore-
grounds (light blue square) and backgrounds (orange open circle)
in redMaPPer cluster fields are also shown. The 〈e× 〉 component
for physical pairs, indicated in grey triangles, is consistent with
zero in all radial bins. This suggests that systematics that would
cause a B-mode signal in the re-Gaussianization shapes are neg-
ligible. When focusing on a subsample of brighter satellites with
0.1Mr < 21 (red pentagon), we find 〈e+ 〉 ≈ 0.014 ± 0.0042 (∼3.3σ)
and 〈e+ 〉 ≈ 0.0062± 0.0028 (∼2.3σ) in the two smallest radial bins
at ∼ r < 0.2R200m. This indicates that we reach a significant SA
detection using re-Gaussianization shapes with satellites that are
more luminous and located closer to central galaxies.
ground samples, we refer readers back to Sec. 2.4. For fore-
grounds, we expect galaxies to be randomly oriented in the
measured φsat with respect to the central galaxies of redMaP-
Per clusters in the same field. For backgrounds, we expect
galaxies to exhibit tangential alignment because of the gravi-
tational lensing effect. The light blue sqares/orange open cir-
cles in Fig. 2 show the distribution of φsat measured using re-
Gaussianization shapes for our foreground/background sam-
ples. The observed φsat distributions are consistent with our
expectation. This indicates that there are no severe system-
atics due to the complexity of measuring shapes in cluster
fields based on re-Gaussianization method. However, the test
we applied is not very sensitive for low-level systematics due
to the lack of foreground pairs.
Besides the test for re-Gaussianization shape, Fig. 5
shows the foreground (light blue square) and background
(orange open circle) tests for de Vaucouleurs shape (left
panel) and isophotal shape (right panel). For foregrounds,
the p-values of KS tests, as indicated in the legend below the
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φsat [degrees]
0.0100
0.0105
0.0110
0.0115
0.0120
p
d
f
DR7 Footprint (All shapes)
re-Gaussianization shape 〈φsat〉 = 44.91± 0.08
de Vaucouleurs shape 〈φsat〉 = 44.71± 0.08
isophotal shape 〈φsat〉 = 44.35± 0.08
Figure 4. pmem-weighted probability density distribution of φsat
for the 158537 pmem > 0.55 redMaPPer satellites in the DR7
footprint based on re-Gaussianization (teal green circle), de Vau-
couleurs (yellow green diamond), and isophotal (olive triangle)
shape measurements. The weighted average SA angles, 〈φsat 〉, for
both de Vaucouleurs and isophotal shapes are less than 45◦, in-
dicating we have observed SA effect significantly based on these
two shape measurements. However for re-Gaussianization shape,
〈φsat 〉 is consistent with 45◦ within error bars.
figures, show that the distribution is consistent with uniform
distribution. For backgrounds, we also observe the expected
lensing effect in de Vaucouleurs and isophotal shaps.
4 LINEAR REGRESSION ANALYSIS
We apply linear regression analysis and variable selection
techniques to properly account for correlations among vari-
ous parameters and to identify featured predictors that sig-
nificantly affect the SA phenomenon. The variable selection
methods are quite similar (but not identical) to those de-
scribed in Sec. 3 of Paper I. Below, we briefly summarize
the approaches, including the new methodology in this pa-
per, and report the results.
4.1 Methodology
4.1.1 Overview of Linear Regression
Linear regression is a method to study the relationship be-
tween a response variable Y and a variety of regressors vec-
torized as X = (X1, X2, X3, ..., XN ). One tries to estimate opti-
mal values of the free parameters by minimizing the squared
residuals of the following model:
Y = f (X) = β0 + β1X1 + ... + βiXi + ... + βN XN + , (4)
where the intercept β0 and the slopes βi are the unknown re-
gression coefficients, and  represents random observational
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Figure 5. Foreground (light blue open square) and background (orange open circle) tests for de Vaucouleurs (left panel) and isophotal
shape (right panel) measurements.
error, usually assumed to be distributed normally with mean
zero and some dispersion.
In our analysis, we use φsat as the response variable Y ,
regressed against the 17 parameters in our parameter pool,
as listed in Table 2. In short, we have 7 satellite-related, 6
central galaxy-related and 4 cluster-related quantities. When
fitting the regression Eq. (4), we standardize the parameters
Pi :
Xi =
Pi − 〈P〉i
σPi
, (5)
where 〈P〉i and σPi are the sample mean and standard devi-
ation respectively of the parameter Pi , with the latter rep-
resenting the width of the intrinsic scatter combined with
measurement error. Table 3 lists the 〈P〉 and σP for our 17
parameters for DR8 redMaPPer satellites. The standardiza-
tion means that even though our predictors Pi have different
magnitudes and spreads, the fitted values βi all have essen-
tially the same meaning: larger |βi | indicates a stronger effect
of the regressor Xi on φsat. We also quantify the level of signif-
icance for any identified correlations using the t-value. The
t-value, defined as the ratio of βi to its standard error, can
be positive or negative depending on the sign of βi . A larger
|t| indicates a higher likelihood that βi , 0, which means a
stronger relationship between φsat and Xi . Statistically, un-
der the assumption that βi is asymptotically normal,
3 there
3 Suppose we do many measurements on βi , with different but
statistically similar sets of data, and plot the distribution of the
resulting βi . We say βi is asymptotically normal if the distribu-
tion is a gaussian at the mean of the true βi value with certain
variance.
is a direct link between the t-value and p-value on the hy-
pothesis test of whether βi = 0 or not. A p-value of 0.05
corresponds to a 95% confidence interval for βi that does
not overlap with zero. We will count predictors with p-value
< 0.05 as having significant effect on SA signal when doing
model selection later.
4.1.2 Model Averaging
The next issue we need to face is how to choose a model
with predictors that truly affect φsat. A linear model with
all possible predictors has many free parameters to tune to
fit the data well, but may cause high variance. By contrast,
a model with only few predictors is more stable, but may
underfit the data yielding a high bias. A good model results
from achieving a balance between goodness of fit and com-
plexity. With 17 predictor candidates in our parameter pool,
there are a total of 217 (= 131 072) possible models.
In Paper I, we applied standard“Forward Stepwise”and
“Best Subset” model selection methods to identify a single
best model, and interpreted our results based on that model
alone. However, SA is a relatively weak signal, so identify-
ing predictors that reflect the true underlying physics rather
than noise requires a careful treatment of model uncertainty,
which can lead to the selection of a model that by random
chance includes uninformative predictors. Thus in this work,
we apply the“model averaging” technique (see e.g. Burnham
& Anderson 2003 and Grueber et al. 2011, and references
therein), which combines a portion of ‘good models’ from
the parent model pool by taking a weighted-average based
on the performance scores of each model measured by some
information criterion (such as AIC; Akaike 1998). Through
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the model averaging process, fluctuations due to noise can
be averaged out and the combined model is thus more stable.
The detailed model averaging analysis proceeds as fol-
lows:
(i) As was the case in Paper I, we use best-subset selection
to fit each of the 217 possible models using R’s leaps package,
and for each we estimate the AIC:
AICi =
1
nσˆ2
i
(RSSi + 2diσˆ2i ), (6)
where RSSi is the residual sum of squares, di is the number
of predictors used in the ith model, σˆ2i is an estimate of the
variance of observational error  shown in Eq. (4), and n is
the total number of satellite-central pairs. A lower AIC value
indicates a better-fitting model.
(ii) We convert each AIC value to a relative quantity:
∆AICi = AICi −min(AIC), (7)
where min(AIC) represents the smallest AIC value of all pos-
sible models in the previous step.
(iii) Given the set of relative AIC values, we compute the
model-averaging weight for each model:
wi =
exp (−∆AICi/2)
217∑
k=1
exp (−∆AICk/2)
. (8)
(iv) For computational efficiency, we apply a cut of
∆AIC = 12, meaning that we only average that subset of 485
models with ∆AICi < 12. For this cut, the sum of weights is
0.996.
(v) The final averaged regression estimate β˜j and variance
estimate σ˜2j for each of the 17 predictors are given by
β˜j =
∑
i
wi βj,iI(βj ∈ Mi) (9)
σ˜2j =
∑
i
wi[σ2j,i + (βj,i − β˜j )2]I(βj ∈ Mi) . (10)
The first summation can be read as“taking weighted average
of the of the j th regression coefficient over all models with
∆AICi < 12 where the j th regressor appears” (as indicated
by the indicator function I). The second summation is the
variance of the j th regressor. If the estimated β˜j is more than
1.96 σ˜j away from zero, assuming β˜j is distributed normally
with mean zero, this corresponds to a p value < 0.05 that
β˜j , 0. One can interpret that the predictor j is important
for the SA signal.
We note that the way in which β˜j is computed has the ef-
fect of shrinkage: the smaller number of models in which β˜j
appears, the closer β˜j gets to zero. This method for com-
puting β˜j is dubbed the zero method (Burnham & Ander-
son 2003), which is contrasted against the natural average
method, where we normalize the predictor estimate by di-
viding by
∑
i
wiI(βj ∈ Mi). The zero method is preferable in
situations such as ours where the aim is to determine which
predictors have the strongest effects on the response vari-
able.
4.2 Featured Predictor Selection –
re-Gaussianization shape
In this subsection, we report the predictor selection result
for our DR8 footprint sample with φsat measured using the
re-Gaussianization method. All analyses below are properly
weighted by pmem for each satellite-central pair.
Table 4 lists those models that have ∆AIC < 3, with
the first row containing the model with the smallest AIC
value, i.e., the model that would be selected in a traditional
implementation of best-subset selection using AIC as the fit
metric (or equivalently using Mallow’s Cp, which is propor-
tional to AIC). The first column indicates the total number
of regressors included in a model, and the subsequent 2nd to
the 18th columns records the regression coefficients βj for-
mulated in Eq. (4). Some predictors, such as log(r/R200m)
and satellite luminosity 0.1Mr, appear in all of the top mod-
els, while less important predictors appear only occasionally.
In Table 5 we lists the values of β˜ and σ˜, as well as the
absolute t value, for each predictor after averaging over all
models with ∆AIC < 12 (485 models in total; see eqs. (9) and
(10)). Predictors with |t | > 1.96 are identified as significant
in affecting SA. Under the re-Gaussianization shape mea-
surement, we identify log(r/R200m),
0.1Mr, satellite elliptic-
ity esat, and f racDeV as significant predictors. To reiterate
a point made above, in this work we are not interested in
using the β˜ values to predict φsat; our interest lies in quan-
tifying the significances of the predictors (as indicated by t
values) and in exhibiting their effect on φsat (as indicated in
the sign of β˜).
Fig. 6 illustrates these trends by plotting the averaged
value of φsat in bins of each selected featured predictor,
with the correlation coefficient between φsat and each pre-
dictor also provided. Clearly the satellite luminosity (0.1Mr)
and separation from the central galaxy in units of R200m
(log(r/R200m)) are prominent predictors for satellite align-
ments. There are sub-populations with measured 〈φsat〉 >
45◦, although with less than 3σ significance, for example at
faint luminosity or low f racDeV . This may in part be due
to lensing contamination from background galaxies that are
wrongly included in the satellite sample. The orange trian-
gular points shown in Fig. 6 are the estimates of lensing
contamination based on the assumption that the pmem val-
ues accurately reflect reality; we refer readers to Appendix B
for details. The estimated contribution from lensing contam-
ination to 〈φsat〉 ≈ 45.1◦ across all subsamples.
In Sec. 3.1 and 3.2, no SA signal was detected based
on re-Gaussianization shape measurement, when averaging
over all satellite-central pairs. The results in this section
demonstrate that there do exist statistically significant SA
effects for certain subsamples of satellites, such as those that
are intrinsically brighter or located closer to their host cen-
tral galaxies. We further discuss these selected predictors in
Sec. 6.
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Figure 6. Averaged satellite alignment angle 〈φsat 〉 of redMaPPer member galaxies in the SDSS DR8 footprint sample as a function
of the 4 significant predictors whose |t | > 1.96 shown in Table 5. The correlation coefficient between φsat and each predictor is labeled
on the lower-right corner of each panel. One can see that 〈φsat 〉 < 45◦ for satellites that have higher luminosity, are located closer to
cluster center, are rounder in shape, and have a higher f racDeV . Especially for the subsamples of luminous satellites, we detect a very
significant SA signal. The triangular orange markers show the estimated level of lensing contamination from background galaxies that
are wrongly included in the SA analysis (see Appendix B for details), resulting in 〈φsat 〉 ∼ 45.1◦ across all bins.
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4.3 Featured Predictor Selection –
de Vaucouleurs and isophotal shapes
Here we repeat the predictor selection process as in the pre-
vious section, now using the DR7 sample satellites that have
φsat well-measured using all three shape measurement meth-
ods. Using both de Vaucouleurs and isophotal shapes result
in a nonzero net SA signal detection in the overall sample as
shown in Sec. 3.3. It is therefore interesting to check if the
predictor selection result is consistent with that based on
re-Gaussianization shape, where the detected SA signal is
small. If we select a different set of predictors, we must con-
sider whether they are caused by a fake systematic alignment
signal captured in de Vaucouleurs and isophotal shapes, or
they could be physically reasonable predictors that are au-
thentically associated with the SA phenomenon, but are not
selected out in the re-Gaussianization shape due to its sen-
sitivity to different regions of the galaxy light profiles.
We summarize our predictor selection results for de
Vaucouleurs and isophotal shapes in Tables 6 and 7. Un-
der the criterion of |t | > 1.96, for de Vaucouleurs shape, in
addition to the predictors that have been identified based
on re-Gaussianization shape (Table 5), one extra predictor,
θcen, is added with a fairly high t-value. For isophotal shape,
we identify two new predictors compared to those from re-
Gaussianization shapes: θcen and redshift. As revealed in the
sign of the β˜, satellites with smaller θcen (stronger central
galaxy alignment with the shape of the satellite galaxy dis-
tribution) and smaller redshift have stronger isophotal SA
signal.
Fig. 7 shows the averaged SA angle 〈φsat〉 of our DR7
footprint sample in bins of the identified predictors. The cor-
relation coefficients measured between φsat using the three
shape measurements and each predictor are shown in the
legend. The correlations become tighter as we move from
re-Gaussianization to isophotal shapes for most predictors
– log(r/R200m), satellite 0.1Mr, satellite ellipticity, θcen, and
f racDeV . However, the correlation coefficient for the red-
shift has a different sign when measured in isophotal shape
vs. the other two shapes. We will discuss the redshift depen-
dence in more detail in Sec. 6.
In general, for all differences between methods, we must
consider whether they originate from systematic effects, or
from real differences between the methods due to their sen-
sitivity to different parts of the galaxy light profiles and
isophotal twisting.
5 ORIGIN OF DISCREPANCY IN DETECTED
SATELLITE ALIGNMENT SIGNAL WITH
DIFFERENT SHAPE MEASUREMENT
METHODS
As reported in Fig. 4, the detected SA signal strength de-
pends on shape measurement methods. The isophotal shape
detects the strongest SA signal, followed by de Vaucouleurs
shape then re-Gaussianization shape. This trend is consis-
tent with the large-scale IA measurement done by Singh &
Mandelbaum (2016) using these three shape measurement
algorithms.
In this section, we discuss possible reasons for this dis-
crepancy. We note that in cluster systems, the difference in
SA angle (|φsat,iso − φsat,reG |) is identical to the PA differ-
ence, |PAiso − PAreG | measured in the RA-dec frame. We can
therefore use |PAiso − PAreG | for our tests, which allows us
to introduce galaxies that do not belong to any cluster for
tests of statistical and systematic errors.
In what follows, we classify the origin of the discrepancy
in the measured galaxy PA into three dominant factors, as
summarized in Fig. 8. Our high-level goal is to consider all
possible factors that may contribute to the measured differ-
ence in average SA angle for our redMaPPer cluster sample,
and determine whether the result is dominated by noises and
systematics, or we do detect any interesting physical effects.
5.1 PA discrepancies due to noise
The first factor that affects the difference in PA is simply
noise. We further separate the origin of noise into ellipticity
noise and pixel noise.
5.1.1 Ellipticity noise
The ellipticity noise is perhaps the most dominant factor
in determining how precisely the PAs are measured. For a
given S/N ratio of a detection, the uncertainty in the PA
is larger for rounder galaxy (see Table 1 of Refregier et al.
2012). We demonstrate this effect in Fig. 9a using our non-
cluster field sample, as defined in Sec. 2.4. We plot the PA
differences between isophotal and re-Gaussianization shapes
as a function of the ellipticity based on re-Gaussianization
measurement. The filled circle shows the mean of the |PAiso−
PAreG | value in ellipticity bins, revealing that the averaged
differences in PA become larger when galaxies are rounder.
5.1.2 Pixel noise
Pixel noise arises from the Poisson noise in the sky and ob-
ject flux in CCD measurements. Its impact is strongest on
the images of faint galaxies, which have relatively low signal
but still experience all the Poisson noise due to the back-
ground level. Pixel noise makes it difficult to measure the
shape of low S/N galaxies, especially when those galaxies
are also poorly resolved compared to the PSF (e.g., Re-
fregier et al. 2012). As a consequence, there may also be
an apparent redshift trend.
Figs. 9b, 9c, and 9d show the scatter plots for |PAiso −
PAreG | as a function of apparent r-band magnitude, r-band
resolution factor4, and photo-z respectively from the non-
cluster field sample. We can see that the averaged differences
in PA (filled circle) go up for galaxies with fainter mr , lower
resolution, and higher z as expected.
5.2 PA discrepancies due to systematic errors
Systematic errors due to data analysis methods or contam-
ination from nearby objects (see Fig. 8) may also cause PA
discrepancies between different methods.
4 The resolution factor reflects how resolved a galaxy is compared
to its PSF, with 0 (1) indicating a completely unresolved (per-
fectly well-resolved) galaxy. See Appendix A of Reyes et al. (2012)
for its definition.
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Figure 7. Averaged satellite alignment angle 〈φsat 〉 of redMaPPer members in the SDSS DR7 footprint as a function of the 6 significant
predictors whose |t | > 1.96 as shown in Tables 6 and 7. Correlation coefficients between φsat and x-axes parameters are shown in the
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Difference 
in PA
Physical
Systematic
Noise
Ellipticity noise
Pixel noise
Crowded field systematic
Bright neighbor systematic
Isophote twisting
PSF systematic
Figure 8. The origin of discrepancies in PA differences mea-
sured with different shape measurement methods. Three origins
for these discrepancies are explored: discrepancies due real phys-
ical isophote twisting effect (Sec. 5.3), discrepancies caused by
systematic errors, and discrepancies due to noise. The system-
atic origins can be further classified into three factors: the bright
neighbor and crowded field systematics (Sec. 5.2.2) and the PSF
systematic (Sec. 5.2.1). The origins of noise are separated into
two sources: pixel (Sec. 5.1.2) and ellipticity noises (Sec. 5.1.1).
The items colored in green background are factors that especially
important for galaxies residing in cluster fields, while the ones
colored in grey background are relevant in all possible environ-
ments.
5.2.1 PSF systematics
Different shape measurements correct for the effects of the
PSF on galaxy images at different levels. If not removed
properly, the residuals of PSF would bias the resulting shape
parameters: In the case that PSFs are round and galaxies
have elliptical isophotes, on average, the PA will be unaf-
fected by the PSF convolution, with only the magnitude of
the galaxy shape being affected. If PSFs are elongated to-
ward specific directions, then both the measured ellipticity
and PA of galaxies are contaminated.
Isophotal shapes do not explicitly correct for the PSF
convolution; de Vaucouleurs shapes partially correct for the
PSF using an approximate (double-Gaussian) PSF model.
The re-Gaussianization shapes consider a full PSF model to
remove PSF systematics in order to recover small weak lens-
ing signals. Therefore, part of the discrepancy in PA mea-
sured based on different shape measurements may be due to
different levels of PSF anisotropy removal.
Singh & Mandelbaum (2016) explored the additive
bias in galaxy shape measurements due to residual PSF
anisotropy, resulting in a coherent additive bias in the
measured shapes of SDSS LOWZ galaxies using these
three shape measurements. They found that for both re-
Gaussianization and isophotal shapes, their additive biases
are quite small. However, for de Vaucouleurs shapes, the ad-
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Figure 9. Absolute PA differences between isophotal and re-Gaussianization shapes as a function of galaxy ellipticity, mag r , r-band
resolution factor, and redshift. The grey contour levels indicate the level below which 20%, 45%, 70%, and 95% of the central-satellite
pairs are located. The filled solid dots indicate the averaged |PAiso − PAreG | values in bins of the horizontal axes values. As shown, the
averaged differences in PA increase for galaxies that are rounder in shape, with fainter mr , lower resolution, and located at higher z.
ditive bias is about a factor of 10 larger than with the other
two shape measurements (see their Fig. 5). They claimed
that this may be due to the fact that the de Vaucouleurs
modeling uses an approximate PSF model. If those results
are relevant for galaxies in cluster fields, then part of the PA
discrepancy between de Vaucouleurs shape and the other
two is contributed by the residual PSF anisotropy in the
galaxy shapes. In fact, they should be even more impor-
tant here, because the galaxies used in our analysis are
smaller and fainter, resulting in a greater susceptibility to
PSF anisotropy modeling errors.
5.2.2 Bright neighbor and crowded field systematics
Different shape measurement methods determine galaxy PA
based on different parts of the galaxy’s light profile. The re-
Gaussianization method puts more emphasis on the central
region of a galaxy’s profile. The de Vaucouleurs shape in-
cludes both central and outer extended wings of the light
profile to fit PA, while the isophotal shape traces the outer-
most region of a galaxy along the 25 mag/arcsec2 isophote.
These choices may make the latter two methods more sensi-
tive to artifacts in the de-blending and sky subtraction pro-
cesses, leading to spurious SA signals. The two dominant
systematics that affect the de-blending and sky subtraction
processes and further contribute to the PA discrepancy are
bright neighbor and crowded field systematics. The bright
neighbor systematic arises due to the contamination of light
from nearby bright neighbors in the galaxy for which we are
attempting to measure a shape. In cluster-like high density
regions, the measured galaxy PA could be biased coherently
pointing toward the high-density direction due to the intr-
MNRAS 000, 1–26 (2016)
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acluster light or due to the fact that the large number of
bright galaxies causes a misestimated sky gradient. We refer
this second effect as the crowded field systematic.
Below we start by estimating the level of bright neigh-
bor systematic. In the left panel of Fig. 10, we show the
measured mean absolute PA discrepancy (hereafter, MA-
PAD) between isophotal and re-Gaussianization shapes as a
function of projected sky separation for galaxies that have
a bright mr < 19 non-physically associated neighbor, as de-
fined in (iii) of Sec. 2.4 (plotted in purple open points). We
see that the MAPAD increases to ∼ 27◦ for the innermost
sky separation bin, indicating potentially more contamina-
tion from bright neighbors at closer sky separation.
Besides systematics, there is also a noise contribution
(see Sec. 5.1) to the measured MAPAD, which must be es-
timated in order to properly constrain the level of bright
neighbor and crowded field systematics. Note that for the
MAPAD data points shown in purple open circles in Fig. 10,
there is no contribution from a physical effect like isophotal
twisting, due to our use of foreground/background galaxies
at different redshifts from the bright central galaxies.
To distinguish between bright neighbor systematic and
noise, we re-weight the galaxies in our non-cluster field sam-
ple (as defined in Sec. 2.4, (ii)) to match the distributions
of mr , z, and ellipticity in the sample around bright galax-
ies used here. This reweighting is done separately within
each bin in projected sky separation. We can then record
the weighting factors in the mr -z-ellipticity space, and use
these weighting factors to calculate the weighted-MAPAD
from galaxies in the non-cluster field sample. The resulting
weighted-MAPAD value is then a proper estimation of the
noise level for galaxies in each sky separation bin, assuming
that those three quantities are the main ones determining
the statistical uncertainty in the MAPAD. The triangular
data points in both panels of Fig. 10 show the resulting esti-
mation of the noise level. The convergence of the triangular
points towards the circular points at larger separations ap-
pears to validate the assumption behind this method.
After subtracting the noise contribution in the left panel
of Fig. 10, the remaining signal shown in Fig. 11 (purple
open circles) should be dominated by MAPAD due to bright
neighborhood systematics. This figure shows that for large
sky separations (& 0.4′), the detected MAPAD is consistent
with our prediction for the noise. For the innermost bin in
sky separation, the excess of MAPAD, ∆ 〈|PAiso − PAreG |〉,
increases to ∼ 7◦ for galaxies that have a bright (mr < 19)
neighbor. The best-fitting models of the form
∆
〈|PAiso/deV − PAreG |〉 = A (sky separation)B (11)
are provided in the legend of Fig. 11, and will later be used to
estimate the level of MAPAD due to bright neighbor system-
atics. The right panel of Fig. 11 shows the same results as in
the left panel, but for de Vaucouleurs (rather than isophotal)
vs. re-Gaussianization shapes. The trends in both panels are
similar.
Aside from the simple diagnostics shown here, Mandel-
baum et al. (2005) and Aihara et al. (2011) have also pointed
out other ways that the imperfect deblending and sky-
subtraction can affect the measured properties of the faint
galaxy populations around bright galaxies in SDSS DR4 and
DR8 photometry pipelines. We conclude that bright neigh-
bor systematic does play some role in the measured MAPAD
between different shape measurement methods in the data,
and its effect increases for galaxies around brighter neigh-
bors.
We attempt to measure the strength of the crowded
field systematic by measuring the MAPADs for foreground
and background galaxies of redMaPPer clusters as defined
in sample (i) of Sec. 2.4. The right panel of Fig. 10 shows
the resulting estimate, with the estimated noise contribution
shown as well. The difference between the two sets of data
points, as shown in the blue filled circles in Fig. 11, indi-
cates the joint contribution of MAPAD due to both bright
neighborhood and crowded field systematics in the redMaP-
Per cluster field. Unfortunately here we lack pairs at small
projected sky separation, resulting in a very noisy estimate
of these combined effects.
5.3 PA discrepancies due to physical effects
Finally, in the case that a pair of galaxies are physically as-
sociated, aside from noise and systematics, some portion of
the measured MAPAD could be explained by a real physi-
cal effect known as “isophote twisting” (di Tullio 1978; Ko-
rmendy 1982). The origin of this phenomenon is that the
galaxy outer light profile may be more sensitive to exter-
nal tidal fields, and hence could show a stronger SA signal
compared with its inner light profile.
From N-body simulations, at one halo length scale,
Pereira & Bryan (2010) detected a significant amount of
isophotal twisting for triaxial galaxies orbiting in a cluster
potential (see their Figs. 6 and 8). Also, Tenneti et al. (2015)
found in cosmological hydrodynamic simulations that the
measured IA signal at all spatial separations becomes larger
when defining galaxy shapes and orientations in a way that
emphasizes the outer parts of the galaxy light profile.
Observationally, since the isophotal shape traces the
outermost part of the light profile, the measurement based
on isophotal shapes should detect the strongest SA signals,
followed by de Vaucouleurs and re-Gaussianization shapes, if
isophotal twisting is occurring at a significant level. Singh &
Mandelbaum (2016) detect a stronger IA amplitude with
isophotal shapes than with re-Gaussianization shapes at
large separations (& 5Mpc). After considering possible sys-
tematic errors, they conclude that this difference most likely
originates from isophotal twisting.
In this work, since we focus particularly on galaxies in
cluster environments, we need to reassess whether system-
atics may be contributing in a significant way to the mea-
sured MAPADs between the two shape measurement meth-
ods compared to what was found in Singh & Mandelbaum
(2016). Only after doing so can we draw conclusions about
possible detections of isophotal twisting.
The effect of isophote twisting should be more intense
for galaxies in a stronger gravitational field. Thus we expect
to detect a larger MAPAD for satellites located physically
closer, not just looked closer in projection, to the centers
of clusters. Therefore, in Fig. 12, we make similar plots for
redMaPPer members (teal green circles) as that shown in
Fig. 11, but change the x-axis from sky separation to physi-
cal projected separation. We process similar noise estimation
as what we have done in Fig. 10, i.e. by reweighting non-
cluster field galaxies to have similar z, mr , and ellipticity dis-
tributions as that of redMaPPer members, but now operate
MNRAS 000, 1–26 (2016)
18 Huang et al.
0.1 1.0 10.0
sky sep. [arcmin]
18
20
22
24
26
28
30
32
34
〈|P
A
is
o
−
P
A
re
G
|〉
fore+backgrounds of mr < 19 bright galaxies
estimated noise level
0.1 1.0 10.0
sky sep. [arcmin]
10
12
14
16
18
20
22
〈|P
A
d
eV
−
P
A
re
G
|〉
fore+backgrounds of redMaPPer clusters
estimated noise level
Figure 10. Left panel: mean absolute PA differences (MAPAD) between isophotal and re-Gaussianization shapes as a function of
projected angular separation on the sky for galaxies that are in the foreground and background of mr <19 non-cluster field bright
galaxies (purple open circle), and for galaxies in the foreground and background of redMaPPer clusters (dark blue filled circle). The
lighter color points shown with triangular symbols indicate the estimated 〈 |PAiso − PAreG | 〉 contribution from noise (see the text for details).
Right panel: similar to the left panel but for the MAPAD between de Vaucouleurs and re-Gaussianization shapes, 〈 |PAdeV − PAreG | 〉. As
shown, the MAPAD increases toward small sky separation.
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Figure 11. Left panel: Excess of mean absolute PA differences (MAPAD) between isophotal and re-Gaussianization shapes caused by
bright neighbor or crowded field systematics as a function of projected angular separation on the sky, for galaxies in the foreground
and background of mr <19 (purple open circle) and for galaxies in the foreground and background of redMaPPer (blue filled circle).
Right panel: similar to the left panel, but for the excess of MAPAD between de Vaucouleurs and re-Gaussianization shapes. As shown,
the level of bright neighbor and crowded field systematics increases toward small sky separation bins. The fitted models (see Eq. 11)
between ∆
〈 |PAiso/deV − PAreG |〉 and sky separation are provided in the legend with x = sky separation measured in arcmin and y =
∆
〈 |PAiso/deV − PAreG |〉.
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it in bins of physical projected separation. After the removal
of noise, the values of y-axis shown in Fig. 12 should be
caused largely by bright neighbor and crowded field system-
atics, as well as physical isophote twisting effects. The left
panel of Fig. 12 is the excess of MAPAD between isophotal
and re-Gaussianization shapes, while the right panel plots
that between de Vaucouleurs and re-Gaussianization shapes.
In the following, we will first try to estimate how much of
the excess MAPAD is contributed by the bright neighbor
systematic, and then based on that we can judge whether
there is leftover isophotal twisting signal.
To estimate what fraction of the excess MAPAD in
Fig. 12 is due to the bright neighbor systematic, we ap-
ply the following procedure: for each central-satellite pair
of redMaPPer member, we use its projected sky separation
as input in the derived best-fitting ∆
〈|PAiso/deV − PAreG |〉–
(sky separation) relation (in the form of Eq. 11) shown in
Fig. 11 to estimate the level of systematics in cluster field.
Next, we take averages for all central-satellite pairs in each
physical r bin. The solid purple line in Fig. 12 indicates the
resulting estimated contribution due to bright neighbor sys-
tematics. We observe that at the smallest r bin, the bright
neighbor systematic could potentially contribute more than
50% of the measured ∆
〈|PAiso/deV − PAreG |〉. However, the
actual level of bright neighbor systematic in cluster environ-
ments could be larger, since the central galaxies have (on
average) brighter apparent magnitudes than the sample of
non-centrals used to estimate the bright neighbor system-
atic.
Roughly, the remaining differences in the y-axes be-
tween the green dashed and purple solid lines are con-
tributed by real physical isophote twisting signal and the
crowded field systematic (for which we lack a good estimate).
Residual bright neighbor systematic error may also play a
role since the average apparent magnitude of cluster central
galaxies is brighter than that of the galaxy sample used to
estimate the bright neighbor systematic. Unfortunately, we
have no good way to empirically estimate the crowded field
systematic more accurately, due to the small size of the fore-
ground and background samples in cluster fields. Simulation
pipelines associated with future large surveys may be a bet-
ter tool to estimate and remove various sources of systematic
contamination and provide constraints on isophote twisting
effects in cluster environments.
6 THE DEPENDENCE OF SATELLITE
ALIGNMENT ON THE SELECTED
PREDICTORS
In Sec. 4, we apply linear regression analysis and apply the
model averaging technique to identify predictors that have
a significant influence on the variation of the SA signal (as
summarized in Tables 5, 6 and 7 for different shape measure-
ments). We now address possible reasons for the observed
relationship between φsat and these selected predictors.
6.1 Dependence on satellite luminosity
As shown in Figs. 6a and 7b, we found that satellite 0.1Mr
has a very significant influence on the SA signal, with more
luminous satellites being more likely to have their long axes
oriented toward their host central galaxies.
Our result is consistent with the observation of Hung &
Ebeling (2012). Based on high quality HST/ACS data for
shape measurement they also detected a statistically signifi-
cant trend for the dependence of 〈φsat〉 on satellite luminos-
ity (see their Fig. 6) for members in 12 X-ray clusters at
z ∼ 0.5–0.6.
Based on N-body simulations, Pereira et al. (2008) re-
ported that there is no apparent dependence of subhalo
alignment signals on the subhalo mass (see their Fig. 3).
In a cosmological hydrodynamic simulation, Tenneti et al.
(2014) found that the misalignment between a galaxy’s own
DM subhalo and its luminous component becomes larger for
less massive galaxies. Therefore, the observed relationship
between 〈φsat〉 and satellite luminosity may be due to this
misalignment dependence on luminosity. For faint galaxies,
which are typically less massive, they appear to be more
randomly oriented because their luminous components are
not good tracers of the orientation of their own DM halos.
6.2 Dependence on satellite-central distance
Satellite-central distance is another significant factor deter-
mining the strength of the SA effect, with satellites located
closer to their centrals having a stronger SA signal. Many
previous observational studies that have reported detections
of SA also found dependence of 〈φsat〉 on satellite-central dis-
tance (Pereira & Kuhn 2005; Agustsson & Brainerd 2006;
Faltenbacher et al. 2007; Siverd et al. 2009; Hung & Ebeling
2012).
The satellite-central distance dependence naturally re-
flects the fact that SA is triggered by tidal forces from the
DM potential of the host halo. Hence, the strength of the
tidal force would be stronger for satellites located closer to
the central region of the host halo. However, as discussed in
Sec. 5.2, part of this trend could coming from bright neigh-
bor and crowded field systematics, especially for galaxies
located near the cluster central region.
From the simulation side, where this radius-dependence
can be measured to small scales without observational sys-
tematics, Pereira et al. (2008) showed that the relationship
between the subhalo SA signal and satellite-central distance
is actually non-linear. As shown in their Fig. 4, the SA sig-
nal first rises gradually when satellites are closer to cluster
center, peaks at around 0.5 times the virial radius, then de-
creases again toward the center. This is because when falling
into the cluster along an eccentric orbit, a subhalo’s orbiting
speed becomes too fast for the tidal torquing to be effective
at the orbital pericenter, so the alignment cannot keep up
with the satellite subhalo’s own motion (see Fig. 8 of Pereira
et al. 2008), leading to the decrease in SA signal at very small
radius (see also discussion in Sec. 6 of Kuhlen et al. 2007).
6.3 Dependence on satellite ellipticity
We identified a statistically significant SA signal dependence
on satellite ellipticity, with rounder satellites exhibiting a
stronger tendency to radially point toward their cluster cen-
tral galaxy. Since it is difficult to accurately determine the
PA of a satellite with a round shape, we divide our samples
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Figure 12. Left panel: Excess of mean absolute PA differences (MAPAD) between isophotal and re-Gaussianization shapes,
∆〈 |PAiso − PAreG | 〉, as a function of projected physical separation for members in redMaPPer clusters (teal green circles). Right panel:
similar to the left panel but with ∆〈 |PAdeV − PAreG | 〉 in the y-axis. The purple line is the estimated level of bright neighbor systematic
derived using the best-fitting models shown in Fig. 11. We observe that at the smallest r bin, the bright neighbor systematic could
potentially contribute more than 50% of the measured ∆
〈 |PAiso/deV − PAreG |〉. Roughly, the remaining differences in the y-axes between the
green dashed and purple solid lines are contributed by real physical isophote twisting signal and the crowded field systematic (for which
we lack a good estimate), and probably some residual bright neighbor systematic due to the fact that the average apparent magnitude of
cluster central galaxies is brighter than that of the galaxy sample used to estimate the bright neighbor systematic.
into two ellipticity bins at the boundary of 0.2, and see if
the resulting correlation is still strong enough that satellite
ellipticity can be selected as an important indicator of the
SA effect through the variable selection process. Our result
is that this quantity is still selected as a feature predictor.
Fig. 13 plots the 〈φsat〉 value in bins of satellite ellipticity.
We see that the net SA signal is fairly strong for satellites
with ellipticity < 0.2 (Fig. 13b), and that the detected pos-
itive correlation is still quite significant for satellites with
ellipticity ≥ 0.2 (Fig. 13c).
According to Pereira & Bryan (2010), for galaxies or-
biting in cluster potentials, their stellar components tend to
become more spherical with time (see their Fig. 18). Also it
takes time for satellites to become tidally locked and point-
ing radially toward central. We propose that the observed
correlation between 〈φsat〉 and the ellipticity of satellites re-
flects this physical picture.
6.4 Dependence on the f racDeV parameter
In the work of Siverd et al. (2009), based on a cata-
log of group-mass systems, they have studied the effect of
f racDeV , an indicator of a galaxy’s bulge fraction, on the SA
signal. They reported that the level of SA strength is most
strongly dependent on the f racDeV parameter. To compare
with their result, we have added f racDeV into our parame-
ter pool for use during the variable selection process.
Our analysis also showed that f racDeV is a statistically-
significant predictor for the satellite alignment effect, with de
Vaucouleurs profile-dominated (higher bulge fraction) galax-
ies having stronger SA signal compared to galaxies with ex-
ponential dominated-profile (higher disk fraction). As shown
in the φsat- f racDeV plots of Figs. 6d and 7e, the observed SA
signal is mostly coming from satellites with high f racDeV
values.
Typically a galaxy with higher luminosity, rounder
shape, and redder color tends to have a higher bulge frac-
tion, and thus higher f racDeV . Therefore, it is important
to ensure that the dependence between φsat and f racDeV is
not caused by correlations of f racDeV with other parame-
ters. (Although linear regression is a useful tool to break out
degeneracies among parameters, since SA is a weak signal,
we still need to pay extra attention on the possible degen-
eracy issue.) To check whether f racDeV is a representative
parameter with its own distinct effect on 〈φsat〉, we construct
five subsamples by excluding satellites of the top 20% most
luminous, smallest satellite-central distance, roundest, and
reddest color from the parent DR8 sample pool each time.
After that, we can check if the remaining 80% of the satel-
lites still exhibit a significant correlation between f racDeV
and φsat. In Fig. 14, we plot the averaged φsat in bins of
f racDeV for these five subsample sets. One can see that al-
though excluding these satellite subsets decreases the overall
SA signal strength, the trend between f racDeV and 〈φsat〉
remains similar as in the original full sample. This finding
confirms that f racDeV really is a special parameter with its
own distinct effect on the SA signal.
We propose that f racDeV is chosen as an important
predictor because it encapsulates information about the im-
portance of angular momentum in the dynamics of each
galaxy. It has been observed that SA signal only appears in
samples of red bulge-dominated galaxies, while blue disky
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galaxies generally have random orientation within clusters
(see e.g. Pereira & Kuhn 2005; Faltenbacher et al. 2007;
Siverd et al. 2009 based SDSS isophotal shapes and Hung
& Ebeling 2012 based on high quality HST images). Since
material in disks has higher angular momentum compared
with that in bulges, it becomes less effective to torque disks
to align with the surrounding tidal field. According to the
N-body simulation results of Pereira & Bryan (2010), galax-
ies with initial figure rotation generally take longer to be-
come radially aligned than non-rotating galaxies (see their
Sec 5.5). Tenneti et al. (2016) also found using cosmologi-
cal hydrodynamic simulations that the misalignment angle
between disky galaxies with the shape of their host DM sub-
halos is larger compared with ellipticals. In that case, they
used an angular-momentum based discriminator for disk vs.
elliptical galaxies, so again f racDeV should be relevant.
We remind the readers that our work only includes fairly
red galaxies, since the redMaPPer members are selected
based on the red-sequence method. This may lead to the
result that f racDeV (tracing angular momentum) appears
to be a more important predictor than color (which directly
reflects the gas contain of a galaxy). However, based on hy-
drodynamical simulations, Debattista et al. (2015) pointed
out that “gas” is a key factor affecting the degree of mis-
alignment between a disky galaxy and its own subhalo. A
red, gas poor disk can have a stable orientation governed by
halo torques, but when there is gas cooling onto a disk, the
blue disk could have arbitrary orientations set by the bal-
ance between halo torques and angular momentum of the
ongoing gas accretion.
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6.5 Dependence on central galaxy alignment
angle θcen
For de Vaucouleurs and isophotal shapes, we detected a pos-
itive correlation between φsat and θcen, with satellites located
closer to the central galaxy major axis direction showing a
stronger SA signal.
In Paper I, we have explored the angular segregation
of satellites in redMaPPer clusters and concluded that the
angular segregation may be due to 1) preferential infall of
satellites along the filamentary structure aligned with the
large-scale primordial tidal field (see Paper I Sec. 6.1) or
2) the newly-established local tidal field produced by the
current configuration of satellites which torques centrals to
align (see Paper I Sec. 7.3). The observed dependence of
φsat on θcen can also be explained based on the above two
scenarios. Assuming that a central galaxy is aligned with
its most dominant primordial tidal field, since many satel-
lites are fed into clusters along this direction, some satel-
lites located near the edge of the cluster may still remember
their original orientations along this primordial tidal field
because of their relatively late entrance into the clusters.
Thus, for satellites with small θcen, it is natural that they
will point radially toward central galaxy (Faltenbacher et al.
2008). For the second scenario, if later dynamical evolution
has changed the central galaxy’s orientation to align with
its newly established local tidal field, satellites near cluster
central region would also show tendency to align along this
tidal field, especially those located at small θcen, forming a
local filamentary structure. Note it is likely that the later
local tidal field still follows the direction with its primordial
large-scale tidal field.
One way to check the above scenarios is to look at
the correlation between θcen and φsat for satellites at small
and large satellite-central separations, as plotted in Fig. 15.
We observe that there is almost no signal at the largest
log(r/R200m) bin (Fig.15d). The correlation is mostly driven
by satellites at small log(r/R200m) bin (Fig.15b). Thus if the
detected correlation is real, then the local tidal field is the
most likely cause for the correlation between θcen and φsat.
Besides the physical origin, the correlation between
θcen and φsat could be induce by systematics. At small
satellite-central distances, φsat measurements based on de
Vaucouleurs and isophotal shapes may suffer from bright
neighbor systematic (see Sec. 5.2.2) due to the central galax-
ies’ extended light profiles. Satellites located on the major
axes directions of the centrals would be more strongly af-
fected by this systematic. This may be the reason why θcen
is identified as an important predictor only in de Vaucouleurs
and isophotal shape measurements. It therefore remains in-
teresting to check whether we can detect robust dependence
between θcen and φsat, especially at small scale, using simu-
lation data in the future.
6.6 Dependence on redshift
For the isophotal shape measurements, we observed that
there is stronger SA for satellites at lower redshift. As shown
in Fig. 7f, the correlation coefficient between z and 〈φsat〉 is
very small (0.002), but the correlation is still identified using
our variable selection procedure.
However, we suspect that the correlation detected in
isophotal shapes here may be dominated by systematics. For
a galaxy at lower redshift, its 25 mag/arcsec2 isophote traces
a larger area on the sky, and thus would have more fake
alignment signal from bright neighbor and crowded field sys-
tematics (see Sec. 5.2.2). Besides, the correlation coefficients
observed between φsat and z measured in re-Gaussianization
and de Vaucouleurs shapes are both negative, meaning that
satellites at higher redshift show stronger SA signal (al-
though not a strong enough dependence to be identified
through our variable selection procedure).
Comparing with other observational work, Hao et al.
(2010) also observed an increase of the SA signal toward
lower z based on isophotal shape, but detected no SA signal
across all redshift bins using de Vaucouleurs shapes. Schnei-
der et al. (2013) reported stronger SA at higher redshift
for early-type galaxies in groups based on 2D Sersic model
shape measurements.
From the simulation side, Pereira et al. (2008) found
that the SA strength increases steadily with time for all of
their simulated clusters (see their Fig. 5), suggesting that
IA strength within the one-halo regime requires time to de-
velop. This trend is inconsistent with the current best the-
oretical model for IA of galaxies at large scales. The linear
alignment model (Catelan et al. 2001; Hirata & Seljak 2004)
suggests that IA stems from the primordial tidal field at the
time when galaxies form. This implies that later merging or
baryonic processes of galaxy evolution may weaken this pri-
mordial signal, as shown in the N-body simulation work of
Hopkins et al. (2005), who found that the strength of cluster
alignments (not galaxy alignments within clusters) decreases
at later times.
Currently, our technique is not good enough yet to com-
pletely demonstrate proper removal of systematics contami-
nation and measure the evolution of SA signals with redshift
robustly. Future exploration on the dependence of SA partic-
ularly with redshift is important in a sense that it may have
different theoretical origin compared with current large-scale
linear alignment model, which needs to be investigated to
properly extend the linear alignment model down to smaller
scale (see e.g. Schneider & Bridle 2010 for smaller scale IA
modeling).
7 SUMMARY
In this work, we investigate the radial alignment of satel-
lites in redMaPPer clusters based on three different shape
measurement methods: re-Gaussianization, de Vaucouleurs
and isophotal shapes. We compare the observed SA signals
among these measurements, and explore possible systematic
effects. To identify the predictors that are relevant to the
variation of the SA signal, we perform linear regressions on
all possible models and apply the model averaging technique
on a total of 17 physical parameters related to satellite, cen-
tral galaxy, and cluster properties (see Table 2), and quan-
tify the significance of their relationship with the satellite
alignment angle, φsat.
Our main results are summarized as follows:
(i) Based on re-Gaussianization shape measurements,
which puts more weight on a galaxy’s inner light profile,
we do not detect any convincing SA signal in the over-
all pmem > 0.55 satellite population of redMaPPer clus-
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in the title of each plot. The correlation coefficients between φsat and θcen measured in various shapes are provided in the upper right
corner for each of subsamples. We see that the originally observed significant correlation in the full sample is dominated by satellites
located closer to cluster central region.
ters (Fig. 2). However, a statistically significant SA signal
is observed for the entire sample when using de Vaucouleurs
shapes, and the overall SA strength reaches to its strongest
level in isophotal shape, which traces the outermost light
profile of a galaxy (Fig. 4).
(ii) Despite the lack of detection of satellite alignments
for the entire sample, there are nonetheless distinct sub-
populations that carry highly significant satellite alignments
signals when measuring using re-Gaussianization. The SA
strength is strongest for satellites with higher luminosity,
located closer to their central galaxies, with smaller ellip-
ticity, and have higher bulge fraction in the light profiles.
(Fig. 6). We also find that satellites located closer to the
major axis directions of their central galaxies show higher
SA signal, when using de Vaucouleurs and isophotal shape
measurements for satellite shapes (Fig. 7).
(iii) The selected predictors that show significant influ-
ence on the SA effect highlight the roles of tidal torquing
mechanism, the primordial pre-infall alignment, the process
of violent relaxation in clusters, and the angular momentum
of galaxies in causing the observed SA dependences.
(iv) We discuss possible factors that could cause the ob-
served different strength of SA among these three shape
measurement methods (Fig. 8), provide an estimate of the
noise level and discuss contributions from systematics and
physical isophote twisting effect.
Over the past decade, there has been some disagree-
ment in the literature regarding the existence and strength
of the SA effect. Here we report detections of SA phe-
nomenon based on a well-understood shape measurement
method using nearly 104 clusters, which provides great sta-
tistical power in constraining SA. We identify the regions of
parameter space where SA signals become significant, which
in some cases can explain previous reported non-detections
(e.g., in measurements dominated by satellites in the re-
gions of parameter space where we also find no significant
detection of SA). Our results will be useful in improving IA
modeling at small scale, for example by building a more real-
istic halo model of intrinsic alignments (building on work by
Schneider & Bridle 2010), and further helps constrain sys-
tematics from IA in weak lensing analysis. We also discuss
possible physical origins of the SA signal based on the galaxy
and cluster properties that most strongly predict it, and
point out directions for future work with even larger cluster
samples that are becoming available with next-generation
imaging surveys.
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APPENDIX A: THE CHOICE OF
MEMBERSHIP PROBABILITY CUT OF OUR
SAMPLE
There are several considerations driving the choice of pmem
cut when defining the sample to use for measuring SA. In
general, a higher pmem cut would result in a stronger SA
signal because brighter and redder satellites tend to have
a higher pmem in redMaPPer, and these galaxies are more
likely to point radially toward cluster centers. However, rais-
ing the threshold in pmem results in a smaller sample size,
and thus larger statistical uncertainty. Setting a lower pmem
cut would increase the sample size (reduce statistical errors),
but also results in a lower signal due to both the inclusion of
lower luminosity satellites which carry less signal, and due
to the higher contamination rate from non-cluster members.
In this appendix, we attempt to estimate the SA signal and
noise as a function of the pmem cut. Based on the observed
dependences, we can then determine a pmem cut that maxi-
mizes the S/N of SA.
Here we define the signal S to be the weighted averaged
SA angle over all potentail central-satellite pairs indexed i,
S =
〈
45◦ − φsat
〉
=
∑
i
wi(45◦ − φsat,i)∑
i
wi
, (A1)
where wi is the weighting factor for each central-satellite
pair. In practice, we use wi = pmem,i . We shift φsat by 45◦ such
that for pairs with no alignment, their signal S = 0. Some
of the central-satellite pairs used in our calculation may be
contaminated by foreground/background galaxies that are
not physically associated with the cluster system. These fake
pairs are assumed to contribute nothing to the numerator
of Eq. (A1); in other words, we are ignoring the lensing of
background galaxies, which would lead to 〈φsat〉 > 45◦. We
can rewrite Eq. (A1) as
S =
∑
real pair, j
wj (45◦ − φsat, j )∑
i
wi
, (A2)
with the summation in the numerator (indexed j) now in-
cluding only contributions from real central-satellite pairs.
The contaminating pairs do contribute to the denominator,
thereby diluting the signal. Under the assumption that the
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pmem values in the redMaPPer catalogue represent a cor-
rect statistical description of cluster membership (but see
Zu et al. 2016), the summation
∑
real pair, j
should be statis-
tically equivalent to
∑
i
pmem,i . Also, we find that a linear
model is a good description for the relationship between the
strength of the SA signal (45◦ − φsat) and pmem 5.
With these two simplifications and also putting wi =
pmem,i in Eq. (A2), we conclude that the signal S is described
as
S ∝
∑
i
p3mem,i∑
i
pmem,i
. (A3)
The first pmem,i in the numerator comes from replacing the
summation over real central-satellite pairs with the sum-
mation over all potential pairs; the second comes from the
weight; and the third from the approximation that individ-
ual SA signal to lowest order are proportional to pmem,i
For the noise N, we simply apply standard error of the
mean as the level of noise here, i.e. N = σφsat/
√
Neff . Here
the standard deviation of φsat (σφsat ) is around 26
◦ per pmem
bin, while the the effective number of central-satellite pairs
(Neff) is ranging from 104 to 5×104 across various pmem bins.
Therefore, the variation in the noise on the measurement of
the average φsat value with the pmem cut value is mostly
driven by the change in Neff . We assume that the noise N is
proportional to the Poisson noise on the mean value, defined
as
N ∝ 1√
Neff
=
1√∑
i
pmem,i
(A4)
The signal to noise ratio S/N would then be propor-
tional to:
S/N ∝
∑
i
p3mem,i√∑
i
pmem,i
. (A5)
This is a quantity that we can easily calculate for all central-
satellite pairs in our catalog, as a function of the lower limit
on pmem. The results are shown in Fig. A1. A pmem cut at
0.55 gives the highest S/N, so we adopt this value throughout
our analysis.
APPENDIX B: ESTIMATING 〈φSAT〉 WITH
CONTAMINATION FROM BACKGROUND
LENSING SIGNAL
In Fig. 6, we saw that there are some subsamples with mea-
sured 〈φsat〉 > 45◦, meaning that satellites in these data bins
show a net preferred tangential alignment signal. Part of the
excess may come from lensing of galaxies that are actually in
the background, because we allow a pmem cut at 0.55 when
5 We have tried fitting the relation between (45◦ − φsat) and pmem
with linear, quadratic, and other higher order of power law mod-
els. Unfortunately, our data does not have the power to constrain
more complicated models very well, so we simply apply the linear
model here.
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Figure A1. Satellite alignment S/N optimization with different
pmem thresholds. The S/N is maximized at pmem cut = 0.55. Note
that the absolute normalization of the curve is arbitrary; only the
relative changes as a function of the pmem cut are meaningful.
doing our analysis. Here we provide a rough estimate of the
degree of this contamination based on the re-Gaussianization
shape results 6.
We begin by defining two quantities: fraction of ex-
pected contamination from fake members ( fx) and fraction
of expected contribution from true members ( fv). Assuming
that the pmem values provide a correct statistical reflection
of reality, we can estimate these via summations over all
central-satellite pairs with pmem > 0.55, indexed i:
fx =
∑
i
wi(1 − pmem)∑
i
wi
(B1)
fv =
∑
i
wi(pmem)∑
i
wi
(B2)
Here the weighting factor is just pmem, and by definition,
fx + fv = 1.
After fx and fv are calculated, we can estimate the pre-
dicted value of 〈φsat〉 due to background contamination by:
〈φsat〉pred = fv×44.92+ fback fx×46.07+(1− fback) fx×45.0 (B3)
Here fback is a free parameter that controls the fraction of
contaminating pairs for which the contaminating galaxy is
in the background (while 1− fback is the fraction of contami-
nating pairs consisting of foregrounds). The predicted 〈φsat〉
value from each component is taken from that shown in the
legend of Fig. 2. For real cluster members, 〈φsat〉 = 44.92;
for background pairs 〈φsat〉 = 46.07, while for foregrounds,
6 In principle, lensing contamination comes into all shape mea-
surements, but for de Vaucouleurs and isophotal shapes, it is hard
to extract the hidden lensing signal due to higher levels of sys-
tematics in these shape measurements.
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we expect φsat to have 〈φsat〉 = 45.0. The triangular orange
data points shown in Fig. 6 are estimated based on setting
fback = 0.6. Although here we do not have a good estimation
for fback, we find that the derived 〈φsat〉pred are all roughly
around 45.1◦, insensitive to the setting of fback values rang-
ing from 0.5∼1.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
MNRAS 000, 1–26 (2016)
