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Models for Capturing Temporal Smoothness in Evolving
Networks for Learning Latent Representation of Nodes
TANAY KUMAR SAHA, THOMAS WILLIAMS AND MOHAMMAD AL HASAN, Indiana
University Purdue University
SHAFIQ JOTY, Nanyang Technological University
NICHOLAS K. VARBERG,Wheaton College
In a dynamic network, the neighborhood of the vertices evolve across different temporal snapshots of the
network. Accurate modeling of this temporal evolution can help solve complex tasks involving real-life social
and interaction networks. However, existing models for learning latent representation are inadequate for
obtaining the representation vectors of the vertices for different time-stamps of a dynamic network in a
meaningful way. In this paper, we propose latent representation learning models for dynamic networks which
overcome the above limitation by considering two different kinds of temporal smoothness: (i) retrofitted,
and (ii) linear transformation. The retrofitted model tracks the representation vector of a vertex over time,
facilitating vertex-based temporal analysis of a network. On the other hand, linear transformation based
model provides a smooth transition operator which maps the representation vectors of all vertices from one
temporal snapshot to the next (unobserved) snapshot—this facilitates prediction of the state of a network in
a future time-stamp. We validate the performance of our proposed models by employing them for solving
the temporal link prediction task. Experiments on 9 real-life networks from various domains validate that the
proposed models are significantly better than the existing models for predicting the dynamics of an evolving
network.
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1 INTRODUCTION
Accurate modeling of temporal evolution of networks can help solve complex tasks involving
social and interaction networks. For instance, capturing temporal dynamics of user interactions
can explain how communities are formed and dissolved in a network over time. Temporal co-
movement of financial asset prices explains howfinancial assets are clustered pronouncedly during
an economic downturn, causing a cascading effect that leads to financial crisis. Temporal network
models can explain the way social network topologies facilitate (or inhibit) grievances to intensify
collective organization, leading to imminent crisis and conflict in a community [10]. Unfortunately,
most of the network based analyses consider only the network topology [6, 14, 19], a few consider
nodal attributes and topology [8], and almost all ignore the temporal evolution of a network. The
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objective of this work is to capture temporal evolution of networks by learning latent representa-
tion of vertices over time.
Over the past few years, there has been a surge in research [6, 14, 19, 23, 24] on embedding
the vertices of a network into a low-dimensional, dense vector space. These embedding mod-
els utilize the topological information of a network to maximize objective functions that capture
the notion that nodes with similar topological arrangements should be distributed closely in the
learned low-dimensional vector space. The embedded vector representation of the vertices in such
a vector space enables effortless invocation of off-the-shelf machine learning algorithms, thereby
facilitating several downstream network mining tasks, including node classification [21], link pre-
diction [6], and community detection [24]. However, most of the existing network embedding
methods, including DeepWalk [14], LINE [19], and Node2Vec [6] only consider a static network in
which the time-stamp of the edges are ignored. The embedding vectors of the nodes do not have
any temporal connotation. These time-agnostic models may produce incorrect analysis—for exam-
ple, in a static link-prediction task, node vectors might have been learned (inadvertently) by using
future edges, but foreseeing future edges is impossible in a real-time setup. In summary, temporal
network models should learn latent representation of vertices by considering the edges in their
temporal order to make the model interpretable along the time axis, leading to the discovery of
temporal evolution patterns of a dynamic network.
If a temporal network is represented as a collection of snapshots at discrete time intervals, one
may attempt to use static network models (e.g., LINE, Node2Vec) for learning vector representa-
tion of vertices at each time-stamp independently. Through the embedding vectors of each ver-
tices, these models encode useful semantic information, specifically, proximity and homophily
relation among the vertices. But, the learning is limited to only one given time-stamp. More im-
portantly, due to the independence in learning process across the time-stamps, the latent vectors
of the vertices are embedded in different affine spaces for different temporal snapshots of the net-
work. Therefore, there is no temporal mapping across the affine spaces to connect the embedding
vectors of the same vertex across different time-stamps. Another related objective that we may
have is to capture the temporal progression of the vertices in a latent space, say, for solving the
task of community evolution over time; existing embedding models for static networks also fail to
fulfill this objective.
We want to emphasize the differences between the two objectives which we have discussed in
the above paragraph. For the first objective, we want an operator to transform the coordinates
of the identical vertices (as obtained from the embedding of a dynamic graph in different time-
stamps) from one affine space to another affine space. We refer to this objective as global temporal
smoothness as we achieve this by considering all the vertices of a network holistically. Transfor-
mation here acts as a smoothness operator to connect the embedding vectors of the vertices over
the time space. On the other hand, for the second objective, we apply temporal smoothness over
the vertices independently to ensure that their vectors have a smooth progression through the
time-stamps. We call this local temporal smoothness. The existing network models fail to return
temporal representation vectors of the vertices fulfilling either of the objectives; overcoming this
limitation is the main motivation of this work. Note that, some earlier works have used temporal
smoothness for evolutionary clustering [2] and link prediction in a dynamic network [26]. Both
works use an identical objective function which minimizes a matrix-factorization coupled with a
temporal smoothing regularization. But, these models only use first-order proximity. To the best of
our knowledge, no models consider higher-order proximities and temporal smoothness to provide
latent representation of vertices for each time-stamp of a dynamic network.
In this work, we propose two embedding models, (i) retrofitted, and (ii) linear transformation,
each fulfilling one of the smoothness objectives. Figure 1 gives a conceptual demonstration of
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Fig. 1. A conceptual sketch of retrofiing (top) and linear transformation (boom) based temporal smooth-
ness.
these models. The retrofitted model satisfies the local temporal smoothness objective by assum-
ing that the evolution of the network is vertex-centric. In each time stamp, a small fraction of
the vertices experience changes in their neighborhood. The retrofitted model smoothly updates
(retrofits) the embedding vectors of vertices, which are attached to the new edges in a given time
stamp. As shown in the top example of Figure 1 the presence of new edges AF and CD in the
graph Gt+1, updates the vector representation of the vertices A,C,D and F from their prior posi-
tion corresponding to Gt . For the first time-stamp though, the model employs an existing latent
representation model (neural network, manifold learning, or matrix-factorization based like PCA
or SVD) to learn the representation vector of the vertices, but for subsequent time-stamps the posi-
tion of the vectors are updated by a local update method as discussed above. The retrofitted model
enables temporal tracking of the vertices of a network which can be instrumental for solving an
evolutionary clustering of the vertices or to discover the evolution of communities over time.
Our second model, the linear transformation model assumes that the network evolution over
time is a global process, which makes the evolution network-centric, instead of vertex-centric.
To accommodate this assumption, this model attempts to fulfill the global temporal smoothness
objective by considering the temporal evolution of a network as a linear transformation operator
over the vertex embedding vectors of successive time-stamps, as shown in Figure 1(bottom). In
this figure we show the (independently learned) embedding vectors of the vertices inGt andGt+1,
and our objective is to learn the transformation operator W, which can map the vectors of each
vertices from its position inGt to its position inGt+1. Once learned, the operatorW is able to map
the latent representation from a known snapshot to the next (unobserved) snapshot. The model
first obtains embedding functions of all temporal snapshots of the graph and then it learns the
transformation operation which best explains the evolution of vertex embedding vectors across
different time-stamps. We explore two ways to learn the transformation matrix: homogeneous and
heterogeneous. In homogeneous mapping, we assume that the transformation operation is the same
across any two successive time-stamps. So, we learn a single (shared) transformation matrix that
maps the representation from a snapshot to the next snapshot.Heterogeneous mapping on the other
hand refrains from the uniformity assumption, considering that every pair of time-stamps has a
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different transformation geometry. So, the model learns a projection matrix for every subsequent
time-pairs and then combines them while performing smoothing in the time dimension.
Contributions of this paper are summarized as below.
(1) We propose two novel models for learning the vertex representation of a dynamic network
having many temporal snapshots. In these models we introduce two different kinds of tem-
poral smoothness concepts: global and local, which complement each other.
(2) We validate our proposed models by utilizing them for solving the temporal link prediction
task on nine different datasets from three different domains: citation, social, and messaging.
Experimental results show that when compared against an existing state-of-the-art temporal
smoothness based dynamic link prediction model, for all datasets our proposed methods
improve the link prediction performance by values ranging from 0.20 to 0.60 on different
metrics, such as, AUC, PRAUC, and NDCG.
(3) Wemade our code, datasets, and experimental setups publicly available1 to support the spirit
of reproducible research and to enable further development in this area.
2 RELATEDWORK
Recently, models for learning latent representation of vertices [1, 6, 9, 14, 19, 21, 23] of a static
networks have become very popular. These models vary in the way they exploit information from
the static network as they learn the low-dimensional representation of the vertices. For example,
DeepWalk [14] and Node2Vec [6] design random walks to find the node pairs that should be con-
sidered similar, and then use word2vec’s skip-gram model [12] to learn representations. LINE [19]
extracts two kinds of proximities among the nodes: (i) direct link (first-order), and (ii) structural
(second-order) proximity. SDNE [23] also captures first and second-order proximity, but it uses
an encoder-decoder framework and Laplacian regularization to capture the proximity between a
pair of vertices. Benson’s model [1] extracts proximity among the nodes using network motifs.
Qiu et al.[15] show that DeepWalk, LINE, and Node2Vec models can be unified under the matrix
factorization framework.
Manifold learning models, such as ISOMAP and Locally Linear Embedding (LLE), also aim to
reduce dimensionality. ISOMAP [20] uses the geodesic distances among the nodes to learn a low-
dimensional vector representation for each node. LLE [17] eliminates ISOMAP’s need to estimate
the pairwise distances between widely separated nodes. The model assumes that each node and
its neighbors lie on or near a locally linear patch of a manifold and subsequently, learns a neigh-
borhood preserving latent space representation by locally linear reconstruction.
Although we found many embedding methods for static networks, we found only one related
work for dynamic networks. Zhu et al. [26] attempt dynamic link-prediction by adding a temporal-
smoothing regularization term to a non-negative matrix factorization objective. Their goal is to
reconstruct the adjacencymatrix of different time-stamps of a graph. They use a Block-Coordinate
Gradient Descent (BCGD) algorithm to perform non-negative factorization. Their formulation is
almost identical to Chi et al. [2] who perform evolutionary spectral clustering that captures tem-
poral smoothness. Because matrix factorization provides embedding vectors of the nodes for each
time-stamp, the factorization by-product from this work can be considered as dynamic network
embeddings. In experiment section we compare our proposed methods with this work.
There are few other works which model dynamic networks or solve link prediction on dynamic
networks. But, they do not learn latent vectors of the vertices for each time-stamps. For instance,
the method in [7] computes a number of different node similarity scores by summing those similar-
ities with weights learned for different time-stamps of the network. Rahman et al. [16] use graphlet
1https://gitlab.com/tksaha/temporalnode2vec.git
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transitions over two successive snapshots to solve the dynamic link prediction problem. A deep
learning solution is proposed in [11], which uses a collection of Restricted Boltzmann Machines
with neighbor influence for link prediction in dynamic networks. Matrix and tensor factorization
based solutions are presented in [4, 25].
3 PROBLEM FORMULATION
Let T = {1, 2, . . . ,T } be a finite set of time-stamps for an evolving (undirected) network G , and
for t ∈ [1,T ], Gt = (Vt , Et ) denotes the network state at time t with Vt being the set of vertices
and Et being the set of edges of graphGt at t ’th time-stamp. The sequence of network snapshots
is thus represented by G = (G1, G2, . . . , GT ). For simplicity, we assume that all the networks in G
have the same vertex set, i.e., Gt = (V , Et ) for t = 1, 2, . . . ,T .2 We also assume that apart from the
link information in a network, no other attribute data for the nodes or edges are available.
Now, let ϕt : V → R
d be the mapping function at time-stamp t that returns the distributed
representations, i.e., real-valued d-dimensional vectors representing the vertices inGt . In terms of
data structure, ϕt is simply a look-upmatrix of size |V |×d , where |V | is the total number of vertices
in the network. The task of dynamic network embedding is to approximateϕt from the sequence of
first t network snapshots, represented as, Gt = (G1,G2, . . . ,Gt ). Unlike existing embedding models,
for learning embedding function ϕt , we want to utilize both the topological information inGt and
the trends in temporal dynamics exhibited by the sequence of network snapshots up to time t .
In this work, we propose two different models: retrofitted, and linear projection, each feeding
on a specific temporal smoothness assumption.
(1) For the retrofitted model, we first learn ϕ1 from the network information in G1 using any
of the state-of-art static network embedding methods (e.g., Node2Vec, DeepWalk). Then we
capture the temporal network dynamics by retrofitting ϕ1 successively with the network
snapshots G2, G3, . . . , Gt .
(2) For the linear transformation model, we learn a linear transformation matrixW ∈ Rd×d to
mapϕt−1 toϕt . ThematrixW is trained after all theϕi for 1 ≤ i ≤ t are obtained by using one
of the existing static embedding methods on network snapshots in Gt = (G1,G2, . . . ,Gt ).
To validate our proposed models we use temporal link prediction as an example task, where we
predict the links in a future snapshot of a network, namelyGT+1. However, we would like to point
out that our proposed embedding methods are agnostic to the task at hand.
4 METHOD
In the following, we describe our proposed models in detail.
4.1 Retrofied Model
This model is based on the local temporal smoothness assumption, where the smoothness is ap-
plied to different vertices independently. This assumption is needed to track the embedding vector
of the vertices as the network evolves. As shown in Figure 2(a), we do not learn the mapping func-
tion, ϕ, from different temporal snapshots of the graphs. Instead, we learn ϕ1 fromG1 by using any
of the static network embedding models discussed in Section 2. Then, we transform ϕ1 to ϕt , by
iteratively retrofitting information from later network snapshots G2,G3, . . . ,Gt .
In retrofitting, we revise ϕt−1(v) by using the neighborhood information available from the
graph snapshot at time t , so that the resulting vector ϕt (v) is similar to the prior vector ϕ(t−1)(v)
2This assumption is not a limitation, as the proposed models can easily be adapted for the case when this assumption does
not hold.
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Fig. 2. Toy illustration of our method. ϕ’s represent the embedding vectors of the vertices. (a) for retrofied
model, we first learn ϕ1 by using any of static embedding learning models. We then use retrofiing to learn
ϕ2 and ϕ3 using (ϕ1 , G2) and (ϕ2 , G3), successively. (b) & (c) for linear transformation (LT) models, we first
learn ϕ1, ϕ2, and ϕ3 by using any of static embedding models, and use these embeddings to learn a transfor-
mation matrixW . Please see Section 4 for details about how to learnW for homogeneous and heterogeneous
transformation models.
and at the same time close to the vectors of its adjacent nodes inGt . The similarity between ϕt (v)
and ϕt−1(v) enables the vertex v to move smoothly in the embedded space as time progresses from
t − 1 to t . The closeness of ϕt (v)with its neighbor at time t satisfies the proximity requirement of
any static network embedding model. Thus, we minimize the objective function:
J (ϕt ) =
∑
v ∈V
αv | |ϕt (v) − ϕ(t−1)(v)| |
2
︸                             ︷︷                             ︸
Temporal Smoothing
+
∑
(v,u)∈Et
βu,v | |ϕt (u) − ϕt (v)| |
2
︸                               ︷︷                               ︸
Network Proximity
, (1)
where α controls the strength to which the algorithm matches the prior vectors, for supporting
temporal smoothness, and β controls the emphasis on network proximity. The quadratic cost in
Equation 1 is convex inϕt , and has a closed form solution [18]. The closed form expression requires
an inversion operation, which can be expensive for large networks. The Jacobi method, an online
algorithm, is more efficient as it solves the problem iteratively. The Jacobi method utilizes the
following update rule:
ϕt (v) ←
αvϕ(t−1)(v) +
∑
u βv,uϕt (u)
αv +
∑
u βv,u
. (2)
In our experiments, we set βv,u =
1
deдree (v)
, and use the same α , which we tune using a held-out
validation set, for all nodes v ∈ V . In other words, we vary weights for temporal smoothness while
fixing the weights for network proximity. It is clear from Eq. 1 that ϕt (v) is a convex combination
of v’s embedding at t − 1 and the centroid of u’s neighbors’ embeddings at t . Algorithm 1 for-
mally describes the training procedure of our retrofitted model. We experiment with several static
embedding models to learn the embeddings of the first snapshot, ϕ1 (see Section 5.4 for details).
Except for the first time-stamp, the retrofitted model does not “learn” from data about how to
transform the embeddings, rather it presumes smoothing criteria. This presumption is effective
when the smoothing criteria are met, but may be ineffective otherwise. Therefore, retrofitting is
not a generic solution. In addition, retrofitting is limited because it requires a network snapshot
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Algorithm 1: Jacobi method for retrofitting.
Input :
- Graph Gt = (V , Et )
- Prior vectors ϕ(t−1)
- Probabilities αv and βv,u
Output :Retrofitted vectors ϕ
ϕ ← ϕ(t−1) // initialization
repeat
for all v ∈ Vt do
ϕt (v) ←
αvϕ(t−1)(v)+
∑
u βv,uϕt (u)
αv+
∑
u βv,u
end
until convergence;
Gt to perform inference at time t . To address these limitations, we propose linear transformation
models.
4.2 Linear Transformation models
In a dynamic network, we can expect that the network evolves by following a domain dependent
pattern. So, the vertex representation vectors of two different time-stamps should have a similar
transformation. In our transformation based models, we exploit this similarity by learning a linear
mapping from a source (ϕt−1) to a target (ϕt ) embedding space.
Our goal is to learn a transformation matrix,W ∈ Rd×d , that can transform ϕt−1 to ϕt , given
the network snapshots, G = (G1,G2, . . . ,GT ), and their corresponding statically-learned network
embedding matrices, Φ = (ϕ1,ϕ2, . . . ,ϕT ). We explore two types of models: homogeneous and
heterogeneous. In the homogeneous model, we assume that the transformation matrix is the same
for the time-stamps, 1 to T , i.e.,W is shared across snapshots. On the other hand, for the hetero-
geneous model, we assume a differentW for each pair of time-stamps, resulting in T − 1 different
transformation matrices. We form the final transformation matrix, W , by combining the T − 1
matrices.
Homogeneous Transformation Model
Our homogeneous transformation model is shown in Figure 2(b). First, we construct both a source
matrix X by vertically stacking the embedding matrices ϕ1, ϕ2, . . . , ϕT−1, and a target matrix Z by
vertically stacking the matrices ϕ2, ϕ3, . . . , ϕT (as shown in Eq. 3), given the sequence of (static)
embeddingmatricesΦ = (ϕ1,ϕ2, . . . ,ϕT ). Corresponding rowsXu andZu represent the embedding
vectors for node u at network snapshots Gt andGt+1, respectively, for t = 1, 2, . . . ,T − 1. To learn
the matrixW , we minimize the objective function:
J (W ) = | |WX − Z | |2, where X =

ϕ1
ϕ2
.
.
.
ϕT−1

;Z =

ϕ2
ϕ3
.
.
.
ϕT

. (3)
We solve Eq. 3 with gradient descent. One can use stochastic gradient descent with minibatch
to scale to large X and Z matrices.
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Heterogeneous Transformation Model
In our heterogeneous model, we minimize an objective function similar to Eq. 3, but learn a differ-
ent projection matrix for each pair of network snapshots. Given T different embedding matrices
Φ = (ϕ1,ϕ2, . . . ,ϕT ), we learnT − 1 different transformation matrices by minimizing the objective
function:
J (Wt ) = | |Wtϕt − ϕt+1 | |
2
, f or t = 1, 2, . . . , (T − 1). (4)
Then, we obtain the final transformation matrixW by combining the projection matrices from
times t = 1, 2, . . . , (T − 1). Figure 2(c) depicts this process for three snapshots. To smooth the
projection matrices from Eq. 4, we experiment with different smoothing combinations:
(a) Uniform smoothing: We weight all projection matrices equally, and linearly combine them:
(avд) W =
1
T − 1
T−1∑
t=1
Wt . (5)
(b) Linear smoothing: We increment the weights of the projection matrices linearly with time:
(linear ) W =
T−1∑
t=1
t
T − 1
Wt . (6)
(c) Exponential smoothing:We increase weights exponentially, using an exponential operator (exp)
and a weighted-collapsed tensor (wct):
(exp) W =
T−1∑
t=1
exp
t
T−1 Wt (7)
(wct) W =
T−1∑
t=1
(1 − θ )T−1−tWt . (8)
5 EXPERIMENTAL SETTINGS
To evaluate the performance of our dynamic network embedding models visually, we show a net-
work visualization video over time using the Enron email dataset (see section 7). For quantitative
evaluation, we solve the temporal link prediction task using the vertex embedding vectors from
our models. Temporal link prediction is an extension of the well-known missing link prediction
problem in a static network. It is defined as follows. Given a sequence ofT snapshots of an evolv-
ing network, G = (G1,G2, . . . ,GT ), predict the links in GT+1; in other words, construct a function
f (u,v) that predicts whether an edge e(u,v) exists between any two nodes u,v ∈ VT+1. In our
retrofitted model, we use Hadamard product (element-wise multiplication) of node embeddings
of time T (i.e., ϕT (u) and ϕT (v)) as the input feature representation of the node-pair {u,v}. For
the transformation models, we use the hadamard product of node embeddings of time T + 1 i.e.,
ϕT+1(u) and ϕT+1(v) learned usingW · ϕT as the input feature representation. Then, we use a lo-
gistic regression model (a Scikit-learn implementation with default parameter settings) to obtain
f .
For each dataset described in Section 5.1, we randomly select 50% of the total positive edges
fromGT as training and 30% as test, and we leave the remaining as validation. We randomly select
equal amounts of negative edges for the train, test and validation sets for a balanced classification.
We tune the hyper-parameters on the validation set, and evaluate our models on the test sets.
We repeat this process 10 times to get 10 different negative edge sets; and we report our average
performance over these sets.
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Data #Nodes #Edges Interactions #Snapshot
DBLP2 315 943 2552 10
DBLP3 653 3379 9080 10
NIPS 2865 4733 5461 17
HepPH 28093 3148447 3718015 9
CollegeMsg 1899 13838 18127 10
SMS-A 44430 52222 144164 30
Email-EU 986 16064 81147 30
Facebook 63731 817035 817035 5
Facebook2 663 5271 11697 9
Table 1. Temporal link prediction datasets. Nodes and Edges denote the distinct number of vertices and
edges over all the time-stamps. We also report the number of distinct interactions aer removing self-edges.
Number of snapshots denote the total number of time spans of the data.
5.1 Datasets
We perform temporal link prediction on nine datasets of three classes of networks: four academic
collaboration networks, three messaging networks, and two social networks. The datasets vary in
size and density. In Table 1, we report the number of nodes, the number of distinct edges (across
all time stamps), and the number of interactions (counting plurality of an edge across different
timestamps) for each dataset. We have published all the processed datasets along with our code
release.
(Collaboration Networks) DBLP2, DBLP3, NIPS, HepPH: Both DBLP2 and DBLP3 datasets (ob-
tained from arnetminer.org) have 10 time stamps with the paper citation information of about
49, 455 author-pairs and around 1.4 million papers. To create the co-authorship network, we add
edges between people who co-authored a paper. We consider publications between 2000-2009,
each year as a time stamp. Since DBLP2 and DBLP3 datasets are very sparse, we preprocess the
data to retain only the active authors, whose last published papers are on or after the year 2010.
For DBLP2, we retain authors who participated in at least two publications in seven or more time
stamps. For DBLP3, we retain the authors with at least four publications in seven or more time-
stamps. The NIPS [5] dataset consists of collaboration information among 2865 NIPS authors. The
dataset contains 17 snapshots for volumes 1-17. HepPH is the collaboration graph of authors of sci-
entific papers from arXiv’s High Energy Physics - Phenomenology. An edge between two authors
represents a coauthored publication, and its time-stamp denotes the publication date. We divide
HepPH dataset into nine snapshots.
(Messaging Networks) CollegeMsg, Email-EU, SMS-A [13]: The CollegeMsg dataset is com-
prised of messages from an online social network at the University of California, Irvine. An edge
represents a private message between users. Email-EU dataset is a collection of emails between
members of a European research institution, such that an edge represents an email. In the SMS-A
dataset, an edge is an SMS text between persons. We divide CollegeMsg into 10 shapshots, and the
other two datasets into 30.
(Social Networks) Facebook, Facebook2: In the Facebook dataset, a node represents a user
in the Facebook friendship network, and an edge represents a friendship relation between two
users. Time-stamps denote the time the friendship was established. We divide this dataset into
5 snapshots. Facebook2 is a network of Facebook wall posts [22]. Each node is a Facebook user
, Vol. 1, No. 1, Article . Publication date: April 2017.
:10 Saha, Williams, Hasan, Joty, and Varberg
account, and each edge represents a user’s post on another user’s wall. Facebook2 has 9 time-
stamps because we preprocess this dataset in the same way as Xu [25], where each time-stamp
represents 90 days of wall posts.
5.2 Evaluation Metrics
To evaluate link prediction performance, we use three metrics: area under the Receiver Operating
Characteristic (ROC) curve (AUC), area under the Precision-Recall curve (AUPRC) [3], and Nor-
malized Discounted Cumulative Gain (NDCG), an information retrieval metric. AUC is equal to
the probability that a classifier will, for the link prediction task, rank a randomly chosen positive
instance (a node-pair which has an edge at time T ) higher than a randomly chosen negative in-
stance (a node-pairs with no edge at timeT ). AUC values range from 0.0 to 1.0. The second metric
AUPRC considers the ranked sequence of node pairs based on their likelihood to form an edge
at time T . We create a precision-recall curve by computing precision and recall at every position
in the ranked sequence of node pairs. AUPRC is the average value of precision over the interval
of lowest recall (0.0) to highest recall (1.0) AUPRC values range from 0.0 to 1.0. NDCG measures
the performance of a link prediction system based on the graded relevance of recommended links.
NDCGP varies from 0.0 to 1.0, where 1.0 represents the ideal ranking of edges. P , a number chosen
by the user, is the number of links ranked by the method. We choose P = 50 in all our experiments.
5.3 Competing Methods
Our objective is to compare the relative quality of latent vertex embeddings in a dynamic network.
So, we only compare our proposed methods with existing vertex embedding models which can
provide explicit latent vectors for all the vertices at every time-stamp of a dynamic network. The
majority of dynamic link predictionmethods [4, 7, 11, 16, 25] do not satisfy this requirement, except
Zhu et al. [26]. They propose amethod for performing dynamic link prediction called BCGD (Block
Co-ordinate Gradient Descent) which performs non-negative matrix factorization with temporal
smoothness. From the factorization of the adjacency matrix at each time stamp, we can obtain
latent vectors of the vertices. BCGD minimizes the objective function:
JBCGD =
T−1∑
t=1
| |Gt − ϕt (u)ϕt (v)| |
2
︸                        ︷︷                        ︸
Network Proximity
+ λ
T−1∑
t=1
∑
u
1 − ϕt (u)ϕt−1(u)
T
︸                             ︷︷                             ︸
Temporal Smoothing
s .t . ϕt ≥ 0. (9)
The temporal smoothing part of Equation 9 penalizes sharp change of latent position of a node u,
whereas, the first part captures the latent proximity. We use the author-provided implementation
of the incremental-BCGD algorithm and tune its parameters identically along with our proposed
methods.
5.4 Different Configurations of the Proposed Models
We vary our three proposed models: Homogeneous (homogeneous transformation), Heteroge-
neous (heterogeneous transformation), and Retrofitted models, by choosing seven different base
, Vol. 1, No. 1, Article . Publication date: April 2017.
Temporal Smoothness :11
representation-learning methods: three random-walk based (Deepwalk, LINE, Node2Vec), two ma-
trix factorization based (PCA, tsvd), and two manifold based (LLE, ISOMAP). For the transforma-
tion models we utilize the base method to learn the vertex representation vectors on the snapshots
1 to (T-1). Our retrofitted models use the base representation methods to learn the vertex repre-
sentation vectors on the first snapshot of the graph. To vary our heterogeneous transformation
models further, we experiment with different smoothing functions: Uniform, Linear, and Exponen-
tial (exp and wct). For fair comparison, we set the representation dimensions equal to 64 for all
models. However, we have reported results over other representation dimensions (see Section 6.4).
DeepWalk, LINE, and Node2Vec methods are trained with stochastic gradient descent. We used
negative sampling, with 5 noise samples, to significantly decrease training time. We also used
subsampling of frequent words. We tune DeepWalk’s window size parameter from the set {8, 12,
15}. We tune LINE’s iteration parameter from the set {5, 10, 20} (millions of iterations). We tune
Node2Vec’s p and q parameters, which control the amount of exploration vs exploitation in the
randomwalk, from the set {0.1, 0.3, 0.5}. For PCA, tsvd, LLE, and IsoMap,we use the implementation
provided by scikit-learn with the default settings.
In our Retrofitting models, we iterate 20 times. We tune αv , which controls the weight of the
prior vector, from the set of values: {0.1, 1, 10}. For our Homogeneous and Heterogeneous models,
we use Batch Gradient Descent with 10,000 iterations. We also perform gradient clipping, which
clips values of multiple tensors by the ratio of the sum of their norms, with a clipping ratio of 5.0.
6 RESULTS AND DISCUSSION
In Table 2, we show the comparison between the competing method (BCGD) and our proposed
models: retrofitting (RET), homogeneous transformation (HomoLT), and heterogeneous transfor-
mation (HeterLT). Our models’ performances vary for each base embedding method they imple-
ment. Therefore, we only report the results from the best-performing base embeddingmodel (name
in parentheses). In cases where the best-performing base models differ for different metrics, we
present the results of the base model that is best overall. For all datasets and all metrics the best
performing model’s performance is shown in boldface font.
Table 2. shows that one of our three proposed methods outperforms BCGD in all three metrics
over all datasets. This suggests that the latent embedding vectors from our proposed models are
better for link prediction than BCGD’s embedding vectors. We think BCGD may under-perform
because it can only exploit edge-based proximity when learning latent embedding vectors by fac-
toring the adjacency matrix. Whereas, our models capture more complex network proximity by
implementing, as base embeddingmodels, state-of-the-art static node embeddingmethods. In addi-
tion, our local and global temporal smoothness methods provide a better dynamic network model
than BCGD. Below,We present the results in detail by grouping them over the three different kinds
of networks.
6.1 Link Prediction in Citation Network
Results of three collaboration networks are given in Table 2a and 2b. Among the citation networks,
DBLP2 and DBLP3 results are similar (see Table 2a); for both the datasets, the retrofitted model
(RET) performs the best in all three metrics. For DBLP2, RET improves the AUC, PRAUC, and
NDCG values of the competing BCGDmethod by 0.04, 0.06, and 0.06 units, which translates to 5%,
7%, and 7% improvement, respectively. For DBLP3, the improvement of RET on these three metrics
are 0.04, 0.03, and 0.02. Interestingly, the base learning models of the best performing RET differs
over these datasets, for DBLP2, it is tsvd and for DBLP3, it is LLE. The performance of HomoLT
and HeterLT in comparison to BCGD are mixed over different metrics. For instance, they are better
in NDCG metric, but marginally worse in the AUC, and PRAUC metrics.
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DBLP2 DBLP3
Method AUC ± sd AUPRC ± sd NDCGP ± sd Method AUC ± sd AUPRC ± sd NDCGP ± sd
BCGD 0.7932 ± 0.03 0.8023 ± 0.03 0.8686 ± 0.02 BCGD 0.8564 ± 0.01 0.8599 ± 0.02 0.9524 ± 0.02
RET (tsvd) 0.8360 ± 0.02 0.8571 ± 0.01 0.9317 ± 0.02 RET (LLE) 0.8898 ± 0.01 0.8926 ± 0.01 0.9776 ± 0.01
HomoLT (DeepWalk) 0.7422 ± 0.03 0.7691 ± 0.04 0.8496 ± 0.05 HomoLT (LINE) 0.7557 ± 0.02 0.7818 ± 0.02 0.9671 ± 0.01
HeterLT (DeepWalk, avg) 0.7413 ± 0.02 0.7798 ± 0.02 0.8662 ± 0.02 HeterLT (LINE, linear) 0.8301 ± 0.01 0.8680 ± 0.007 0.9934 ± 0.004
(a) DBLP2 and DBLP3
HepPH NIPS
Method AUC ± sd AUPRC ± sd NDCGP ± sd Method AUC ± sd AUPRC ± sd NDCGP ± sd
BCGD 0.5732 ± 0.003 0.6170 ± 0.003 0.5542 ± 0.02 BCGD 0.5157 ± 0.002 0.5457 ± 0.02 0.6118 ± 0.02
RET (LINE) 0.5677 ± 0.004 0.5782 ± 0.003 0.8659 ± 0.04 RET (LLE) 0.5427 ± 0.04 0.5542 ± 0.02 0.5988 ± 0.08
HomoLT (DeepWalk) 0.5889 ± 0.003 0.6269 ± 0.005 0.8376 ± 0.04 HomoLT (Node2Vec) 0.5633 ± 0.01 0.6123 ± 0.01 0.7947 ± 0.02
HeterLT (DeepWalk, avg) 0.6058 ± 0.02 0.6346 ± 0.02 0.9300± 0.03 HeterLT (Node2Vec, wct) 0.5581 ± 0.01 0.6211 ± 0.01 0.8072 ± 0.03
(b) HepPH and NIPS
Email-EU CollegeMsg
Method AUC ± sd AUPRC ± sd NDCGP ± sd Method AUC ± sd AUPRC ± sd NDCGP ± sd
BCGD 0.6215 ± 0.01 0.5946 ± 0.02 0.6154 ± 0.13 BCGD 0.6663 ± 0.01 0.6691 ± 0.02 0.7266 ± 0.06
RET (LINE) 0.9049 ± 0.005 0.9009 ± 0.009 0.9725 ± 0.02 RET (PCA) 0.6291 ± 0.01 0.6435 ± 0.02 0.8381 ± 0.06
HomoLT (LINE) 0.8789 ± 0.009 0.8694 ± 0.01 0.9705 ± 0.01 HomoLT (LINE) 0.7460 ± 0.01 0.7788 ± 0.01 0.9571 ± 0.01
HeterLT(LINE, wct) 0.9211 ± 0.008 0.9283 ± 0.006 0.9923 ± 0.008 HeterLT (LINE, wct) 0.7517 ± 0.01 0.7913 ± 0.008 0.9685 ± 0.01
(c) Email-EU and CollegeMsg
SMS-A SMS-A
Method AUC ± sd AUPRC ± sd NDCGP ± sd Method AUC ± sd AUPRC ± sd NDCGP ± sd
BCGD 0.7350 ± 0.003 0.7770 ± 0.003 0.9312 ± 0.01 HomoLT (DeepWalk) 0.6306 ± 0.005 0.6861 ± 0.006 0.9850 ± 0.01
RET (Node2Vec) 0.7737 ± 0.007 0.8089 ± 0.006 1.00 ± 0.00 HeterLT (DeepWalk, avg) 0.6413 ± 0.03 0.6969 ± 0.02 0.99 ± 0.03
(d) SMS-A
Facebook Facebook2
Method AUC ± sd AUPRC ± sd NDCGP ± sd Method AUC ± sd AUPRC ± sd NDCGP ± sd
BCGD 0.6431 ± 0.002 0.6576 ± 0.003 0.3694 ± 0.02 BCGD 0.7537 ± 0.02 0.7190 ± 0.02 0.7957 ± 0.05
RET (Node2Vec) 0.859 ± 0.004 0.859 ± 0.005 0.9817 ± 0.006 RET(PCA) 0.8202 ± 0.01 0.8144 ± 0.01 0.9519 ± 0.02
HomoLT (DeepWalk) 0.6061 ± 0.004 0.6141 ± 0.004 0.7113 ± 0.02 HomoLT (DeepWalk) 0.7252 ± 0.02 0.7144 ± 0.02 0.8422 ± 0.03
HeterLT (LINE, avg) 0.6258 ± 0.02 0.6983 ± 0.02 0.9823 ± 0.03 HeterLT (Node2Vec, linear) 0.7792 ± 0.01 0.7788 ± 0.01 0.9200 ± 0.01
(e) Facebook and Facebook2
Table 2. Performance of seven of our Homogeneous models, 28 of our Heterogeneous models, and 7 of our
retrofied models, on nine datasets. The highlighted results are statistically significant over the baseline
with p<0.001. For fair comparison, we set the latent dimension size to 64.
For the NIPS dataset (see Table 2b), the transformation models (HomoLT and HeterLT) are the
best performing models. Homogeneous and Heterogeneous models with Node2Vec as the base
embedding model have the best performance; HomoLT is the winner in AUC and PRAUC, and
HeterLT is the winner in NDCG. In fact, the NDCG value of HeterLT is .8072, which is better than
the same for BCGD by 0.19 units, more than 30% improvement! For AUC metric, the improve-
ment is around 0.04 unit, and for PRAUC metric the improvement is around 0.06 unit for both the
homogeneous and heterogeneous models. In NIPS dataset, RET model has a mixed performance
compared to BCGD, the former wins in AUC and PRAUC, but loses in NDCG, both marginally. An
explanation of sub-optimal performance by the retrofitted model in this dataset may be because of
its large number of time snapshots (17); because of this, the vectors of the last time snapshot, which
are obtained by 16 iterations of retrofitting of the base embedding vectors of first snapshot, may
have wandered away from their optimal position. Another explanation is that in this dataset the
number of unique edges (4733) is quite close to the number of total interaction (5461); i.e., edges are
not repeated so each new snapshot is very different than the previous snapshots and retrofitting
may not the ideal approach for capturing the temporal smoothness of this dataset. HepPH dataset
also has the same behavior as NIPS (results are available in the same table). In this dataset the
best performing model is HeterLT with Deepwalk as the base embedding. In fact, for the HepPH
dataset, HeterLT has more than 30% improvement over the BCGD model in NDCG metric, and
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Fig. 3. Effect on Latent Dimension. We evaluate the performance of our best models along with the baseline
model to study the effect of different latent dimensions (in our case, 32, 64, and 128).
around 5% improvement in two other metrics. For this dataset also, RET has mixed performance
with respect to BCGD. The suboptimal performance of retrofitting models may be due to the very
small ratio of the number of distinct edges and the total number of interactions.
6.2 Link Prediction in Messaging Network
The results of the messaging datasets are shown in Table 2c and Table 2d.
For Email-EU, all of our proposedmethods perform better than the BCGDmodel by a substantial
margin; HeterLT (LINE) performs the best in all three metrics combined. For example, HeterLT
(LINE) model improves the NDCG value of BCGD by 0.38 units, from 0.6154 to 0.9959! Similar
large improvements can also be seen in the other two metrics (please see Table 2c (Left) for the
detailed results). For this dataset, retrofitting models also perform substantially better than BCGD.
A possible explanation is the high ratio of distinct edge and the number of interactions, i.e., the
earlier edges are repeated in later iterations, so the retrofitting based temporal smoothness of the
node vectors are sufficient for capturing the network dynamics in this dataset. CollegeMsg dataset
also has similar behavior with HeterLT (LINE) as the winner among all, again with substantial
performance gain (around 20% to 30% improvement of performance value across all three metrics).
For this dataset, retrofitting results are poor which could be due to small ratio of distinct edge vs
interaction count, and large number of temporal snapshots. For SMS-A dataset (results is shown
on both side of Table 2d), retrofitted method with Node2Vec as the initial representation generator
performs the best. The model achieves 0.04 unit improvement in AUC, 0.03 unit in AUPRC and
0.07 unit in NDCG over BCGD. For this dataset, the ratio of distinct edge vs interaction count is
higher than the CollegeMsg dataset, which could be a reason for the RET model to perform better.
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6.3 Link Prediction in Social Network
Results on social networks are shown in Table 2e. For Facebook and Facebook2, the retrofitted
method with Node2Vec and PCA performs better than BCGD. RET (Node2Vec) performs the best
in Facebook dataset. The model gains 0.21 unit improvement over BCGD in AUC metric, 0.20 unit
in AUPRC, and around 0.60 unit in NDCG metric. For Facebook2 dataset, RET (PCA) performs
the best. RET (PCA) improves 0.07 unit over BCGD in AUC metric, 0.10 unit in AUPRC metric,
and 0.16 unit in the NDCG metric. Heterogeneous method with Node2Vec as the representation
generator along with linear or exponential smoothing operator also performs better than BCGD
achieving around 0.06 unit improvement in AUPRC, and 0.13 unit improvement in NDCG metric.
The Facebook datasets have small number of timestamps, which is a likely reason for RET model
to perform better than the transformation based models on these datasets.
(a) Snapshot 1 (b) Snapshot 11 (c) Snapshot 18
Fig. 4. 2-D dynamic network vizualization of the Enron network. Nodes represent people in the Enron email
network and edges represent an email between two people. We highlight the red nodes to show how our
retrofied model smoothly brings two nodes closer together before they form their first edge.
6.4 Effect of Latent Dimensions
In Figure 3, we compare the performance of the baseline model (BCGD) with our best models
for three different dataset (one representative dataset from each network group) and over three
different latent dimension: 32, 64, and 128 using the NDCG metric. In all three datasets, the perfor-
mance of multiple of our models is consistently better than BCGD over all three latent dimensions.
BCGD shows marginal improvement as the latent dimension increases. Most of our models stay
flat or increase slowly as the dimension size increases because our models already achieve very
high NDCG even in the low dimension (at dimension size, 32). The performance of RET (tsvd)
and HeterLT (Node2Vec, avg) decease in DBLP2 and Facebook2, respectively as the dimension
size increases from 64 to 128. However, the decrement is only around 2 points in both cases. To
summarize, our models show robust and consistently better performance than BCGD for a widely
varying number of latent dimensions.
7 DYNAMIC NETWORK VISUALIZATION
To demonstrate the smooth transition of the nodes between snapshots using the retrofitted model,
we created an animation using the Enron dataset. The full video can be seen at: https://www.youtube.com/watch?v=FtcaF0cv6iU.
The dataset was divided into 18 equal-length time-stamps and the retrofitted model was applied.
We then used TSNE to project the nodes into a 2-dimensional space so that they can be visualized
as frames of an animation. Figure 4 shows the 2-dimensional network at time-stamps t = 1, 11, 18.
The animation demonstrates how the retrofitting model brings two faraway nodes (red colored)
in close proximity over time before an edge is created between them in the final snapshot.
2https://www.cs.cmu.edu/ enron/
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8 CONCLUSION
In this work we propose models for learning latent embedding vectors of vertices for all differ-
ent temporal snapshots of a dynamic network. The proposed models exploit temporal smoothing
either at the node-level through retrofitting, or at the network level through smooth linear trans-
formation. Extensive experiments over 9 dynamic networks from various domains show that our
proposed models generate superior vertex embedding than existing state-of-the-art methods for
solving the task of temporal link prediction. Visualization of embedding vectors over time shows
the utility of the retrofitted model for tracking the vertices over time to understand the evolution
patterns of a dynamic network.
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