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Fotoionisation in starken Laserfeldern: von Atomen zu komplexen Molekülen— In
der vorliegenden Arbeit werden die Ergebnisse der Fotoionisation verschiedener Gase,
insbesondere von Methan, in starken Laserfeldern vorgestellt. Die Fotoionisation wurde
durch Fokussierung eines zweifarbigen Laserpulses in den Überschall-Gasstrahl eines
Reaktionsmikroskops erreicht. Die Fähigkeit des Reaktionsmikroskops, gleichzeitig
sämtliche geladenen Ionisationsprodukte zu detektieren und zu identifizieren, macht
es möglich, den Ionisationsprozess kanal- und fragmentspezifisch zu analysieren.
Die einstellbare relative Phase zwischen den beiden Komponenten des Zwei-Farben-
Laserfelds ist ein weiterer Kontrollparameter für das Experiment. Die Diskrepanz in
der Ausbeute niedrig-energetischer Elektronen bei Ionisationskanälen des Methans mit
einem koinzident gemessenen, molekularen Ion einerseits und einem atomaren Ion
andererseits ähnelt den Ergebnissen von Experimenten an molekularem Wasserstoff, die
durch Autoionisation eines molekularen Rydberg-Zustands unter gleichzeitiger Abgabe
von Vibrationsenergie erklärt werden konnten. Trotz des Mangels an Referenzdaten für
Rydberg-Zustände von Methan mit höherer Anregung als n = 6 war es möglich, deren
Energien abzuschätzen und es konnte für einen Ionisationskanal gezeigt werden, dass
durch Autoionisation von Rydberg-Zuständen zwischen n= 9 und n= 12 freigewordene
Elektronen die Ursache für die erhöhte Ausbeute niedrig-energetischer Elektronen sind.
Photoionization in strong laser fields: from atoms to complex molecules — In this
thesis, the results of the strong-field photoionization of various gas targets, particularly
of methane are presented. The photoionization was performed by focusing an ultrashort
two-color laser pulse into the supersonic gas jet of a Reaction Microscope. The capability
of the Reaction Microscope of simultaneous detection and identification of all charged
ionization products enables the channel- and fragment-specific analysis of the ionization
process. The tunable relative phase between both components of the two-color field is
an additional control parameter for the experiment. The discrepancy in the yield of low-
energy photoelectrons for methane ionization channels with a coincident molecular ion
on the one hand and a coincident atomic ion on the other hand resembles similar results
from experiments in molecular hydrogen, which could be explained by autoionization
and simultaneous vibrational relaxation of a molecular Rydberg state. Despite the lack of
reference data for Rydberg states of methane with excitations higher than n = 6, it was
possible to estimate their energies and for one ionization channel, it could be demonstrated
that electrons released by autoionization of Rydberg states between n= 9 and n= 12 are
the origin of the enhanced low-energy electron yield.
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Chapter 1
Introduction
The interaction of matter with light is a fundamental phenomenon and plays a key role
in many processes of our everyday life. It occurs in natural processes, such as photo-
synthesis [9], and important applications are for example material processing or even
medical imaging and treatment [10, 11]. The interaction of ultraviolet (UV) light with
biomolecules can lead to mutations in the genome and the process has been important
for the development and the evolution of life on earth [12]. These examples illustrate
how crucial it is to correctly understand and possibly control the underlying physics of
light-matter interaction. The emergence of yet more and more advanced light sources
in the past decades has opened many possibilities for research and applications and the
development is still going on.
The invention of lasers (Light Amplification by Stimulated Emission of Radiation) [13]
in the 1960s has revolutionized the field of atomic and molecular spectroscopy and lasers
have become the working horse of many branches in this research area. The emergence of
pulsed lasers with pulse durations down to a few femtoseconds (1fs = 10−15 s) [14] and
intensities on the order of 1015Wcm−2 or above made it possible to observe and make
use of non-linear effects, such as high-order harmonic generation (HHG) [15]. With the
help of HHG it has also become a standard procedure to create pulses in the attosecond
(1as = 10−18 s) regime [16, 17]. The current world record for the shortest pulse is even
shorter than 100 as [18]. This is the natural time scale of electrons in an atom. In the
semi-classical Bohr model for example, the orbital period of the electron in the hydrogen
atom circulating the proton on the first Bohr radius a0 amounts to
τ0 =
2pia0
αc0
= 1.52×10−16 s= 152as= 6.28a.u. , (1.1)
where α and c0 denote the fine-structure constant and the speed of light in vacuum. The
unit symbol a.u. stands for the atomic unit system, which is related to the physical prop-
erties of the hydrogen atom and is often used in the atomic-physics community. A short
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overview of the atomic unit system and how to convert the units into SI units is given in
appendix A.
The fast development of high-performance light sources, with tabletop femtosecond laser
systems on the one hand, and large-scale research facilities such as synchrotrons or free-
electron lasers on the other hand, has also pushed the progress of technology to handle
and to manipulate precisely the light beams. The latest optomechanical components al-
low for an accurate and controllable displacement with sub-micrometer precision (one
micrometer is the distance that light travels during 3.3 fs).
With the appropriate femto- or attosecond light sources and suitable optomechanics at
hand, it has become possible to observe in real-time atomic or molecular processes with
unprecedented precision. The field of femtochemistry, which was pioneered by Ahmed
Zewail in the late 1980s [19] and for which he was awarded the Nobel Prize in 1999,
studies chemical reactions applying the methods of ultrafast laser spectroscopy. Chem-
ical processes involve molecular vibrations and electron rearrangement as it occurs for
example during the breaking of a bond [20]. Femtochemistry covers processes in a broad
time scale from a few femtoseconds to hundreds of picoseconds [21] and ultrashort laser
pulses are not only used for the observation of chemical reactions [22], but also for their
active control. Manipulating the behavior of a specific atomic or molecular system under
the influence of an intense laser field is the domain of coherent control [23]. So-called
pulse shapers are able to transform a generic few- or multicycle laser pulse into a user-
defined waveform, tailored to steer a quantum system from its initial state to a desired
final state [24, 25]. By decomposing the initial pulse into its spectral components by a
dispersive element, the pulse shaper can act individually on each frequency component
by modulating its phase, amplitude, and sometimes also its polarization. After recombi-
nation of the spectrum, the pulse has a certain waveform, which can be optimized by a
computer algorithm to maximize the yield of a desired reaction product [26]. Due to the
simultaneous modification of various characteristics of the pulse, the spectral and tempo-
ral structure of the optimized pulses is usually not trivial to understand. A basic variant
of pulse shaping is the limitation to just one control parameter. For a few-cycle pulse, this
is very often the so-called carrier-envelope phase (CEP), the phase difference between
the respective maxima of the pulse envelope and of the carrier oscillation (see e.g. [16]).
The CEP has a strong influence on light-matter interaction because many processes show
a nonlinear response to the electric field of the pulse. An example for this is the CEP-
dependent asymmetric yield of photoelectrons parallel and antiparallel to the direction of
the electric field of the laser. This quantity can also be used to measure the phase [27,28]
when it is not possible to actively control and stabilize it [29]. An asymmetric response
is also possible for a pulse with more cycles by superimposing on it a second pulse with
a different carrier frequency. This technique was used for this work, and the characteris-
tic parameter of the resulting two-color waveform is the relative phase between the two
overlapping pulses (cf. section 6.4). There are several spectroscopic approaches to inves-
tigate ultrafast light-matter interaction with a given target system. In transient absorption
spectroscopy, the absorption spectrum as a function of the pump-probe delay between two
ultrashort pulses is analyzed [9]. High-harmonic spectroscopy deals with the spectrum of
high-order harmonics generated by a femtosecond pulse in the target system [30]. An-
3other spectroscopy technique that is not just limited to light-matter interaction is cold tar-
get recoil ion momentum spectroscopy (COLTRIMS) [31,32]. By means of COLTRIMS,
the momenta of charged particles that are released during the ionization of a cold target
gas by a projectile beam are analyzed in a so-called Reaction Microscope (Remi). Remis
are extremely useful to treat different ionization channels separately. This is especially
important for the ionization of molecules, which can involve a multitude of dissociation
pathways.
Strong-field photoionization is explained mainly by tunneling according to the ADK the-
ory [33], which is based on previous work by Keldysh [34]. The electron motion in
the laser field after ionization is often described classically by the strong-field approx-
imation [35] neglecting the Coulomb interaction between the released electron and the
remaining ion. The Three-Step Model combines quantum-mechanical tunneling with
classical electron trajectories in the laser field, and makes a statement about possible
recollision processes, for example high-order harmonic generation [36]. There are a lot
of theoretical and experimental studies on strong-field ionization of rare gases and sim-
ple diatomic molecules (see for example [37–40]), but very few about more complicated
molecular systems. The study of simple systems is of course essential to test fundamen-
tal principles of strong-field physics, such as tunneling theory [41], and chemical bond
breaking is best observed in a diatomic molecule [20, 22]. The motivation to investigate
larger molecules are their additional degrees of freedom, which open the possibility for
alternative, yet unknown or unobserved ionization pathways. For this thesis, the photoion-
ization of methane was experimentally investigated. Methane is an interesting compound
because it is the building block for any organic molecule, and so some findings in methane
could also be used to understand the chemistry and physics of much larger biomolecules.
One example could be the physics of DNA strand breaks, which are important for cancer
therapy. It has been shown that they can be caused by electrons with kinetic energies
below the ionization threshold [42]. Such electrons can easily be created by strong-field
photoionization and general models that explain the creation of low-energy electrons from
methane could possibly also be applicable to DNA molecules. Besides its importance for
organic chemistry, the methane molecule has a unique electronic structure and molecular
symmetry, which make it susceptible to Jahn-Teller distortions [43]. This gives rise to
additional possibilities for electronic and vibrational excitation.
This work shall first give a theoretical background about the relevant physical phenomena
that will play a role in the experimental part, especially the generation of second-harmonic
light, and a general theory about strong-field photoionization. After that, the experimental
setup as a combination of a high-performance laser system, high-precision optomechan-
ics, and its key component, a state-of-the-art Reaction Microscope, is presented in detail.
Finally, in the main part, the results of two-color photoionization measurements, focusing
on the methane molecule, will be presented and discussed.
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Chapter 2
Ultrashort laser pulses
The field of ultrafast atomic and molecular physics relies on the generation and propa-
gation of extremely short and intense laser pulses. The experiments for this thesis were
carried out with pulses of a duration of 25 to 30 fs generated by a commercial laser system.
The spectrum of an electromagnetic wave is obtained by a Fourier transform of the field
from time- to frequency domain, and vice versa. On that account, a continuous-wave (cw)
system, such as the helium-neon laser [44], is ideally characterized by a single frequency
or in practice by a very small spectral bandwidth, and can mathematically be consid-
ered as a pulse with infinite duration. The opposite to that is an extremely short, almost
delta-like pulse, and the Fourier transform yields a broad spectrum. Modern femtosecond
lasers are able to produce pulses which span more than one octave of the electromagnetic
spectrum [45, 46]. The spectral width of a compressed pulse has direct implication on its
propagation. Due to the frequency-dependent refractive index, the pulse will temporally
broaden while traveling through air, and the broader the spectrum, the more dramatic is
this effect. Another side-effect of this is the decrease of the peak intensity, which is maxi-
mum for the shortest possible pulse duration for a given spectral bandwidth. Such a pulse
is also called a transform-limited pulse and it features a constant phase for all its spec-
tral components. For experiments with ultrashort laser pulses, a basic knowledge about
their generation is important, but also the understanding of propagation effects to be able
to compensate for them if necessary, and this chapter is intended to give an overview of
these topics.
2.1 Pulse Generation and mode locking
The invention of the laser [13] triggered a fast development of new technology and only
a few years later, the first mode-locking techniques were introduced [47, 48]. Mode-
locking refers to establishing a phase relation between the transverse resonator modes
of a laser cavity [49] and until today, it is the main principle behind the generation of
femtosecond pulses. For a given cavity of length L, the active longitudinal modes fulfill
the equation [49]
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νn =
nc0
2L
, (2.1)
where n is an integer to denote the index of the mode, and c0 the vacuum speed of light.
For simplicity, the refractive index is assumed to be equal to unity. The set of longitudinal
modes, also called the frequency comb, consists of a multitude of modes separated by [50]
δν = νn+1−νn = (n+1)c02L −
nc0
2L
=
c0
2L
=
1
τRT
, (2.2)
with τRT being the cavity round-trip period. Apart from the constraints given by the
cavity geometry, which are expressed by equation 2.1, the number of lasing modes is also
limited by the characteristics of the gain medium. Since a broad spectrum is needed for
short pulses, a femtosecond laser is characterized by an active medium with a broad gain
profile. In the case of Ti:sapphire, the bandwidth of the amplification profile ranges from
650 nm to 1050 nm [51]. The final emission spectrum of the laser consists of the modes
which are sufficiently amplified by the gain medium to lie above the laser threshold. The
total electric field of all contributing modes at a fixed position within the laser cavity is
given by [50]
E(t) =
N−1
∑
n=0
En sin [2pi(ν0+nδν)t+ϕn(t)] , (2.3)
where N is the total number of modes, En and ϕn(t) are the amplitude and phase of
the nth mode, and ν0 is the frequency of the lowest active mode. In general, ϕn(t) is
randomly fluctuating and the interference between the modes is also only random. This
affects negatively the output power P(t), which is proportional to E2(t). In order to have
constructive interference of all modes at the same time, a linear phase relation ϕn = nα
has to be established, which is the so-called mode-locking condition. Assuming that all
modes have the same amplitude En = E0 and setting α to zero simplifies equation 2.3
to [50]
E(t) = E0 sin
[
2pi
(
ν0+
N−1
2
δν
)
t
]
sin(Npiδνt)
sin(piδνt)
. (2.4)
The electric field consists of a fast oscillation at the central frequency of the mode spec-
trum νc = ν0+ N−12 δν , and the envelope |sin(Npiδνt)/sin(piδνt)|, which oscillates with
δν = 1τRT [50]. The output power is obtained by averaging the fast oscillation:
P(t) = P0
(
sin(Npiδνt)
sin(piδνt)
)2
, (2.5)
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with P0 being the average power of one wave. Equation 2.5 states that the power is peri-
odically emitted in the form of a pulse with a period of τRT. Furthermore, the maximum
power is proportional to N2, the square of the number of locked modes: Pmax =N2P0. And
finally, the pulse duration ∆t decreases linearly with N and is approximately the inverse
of the gain bandwidth ∆ν = Nδν [50]:
∆t ≈ τRT
N
=
1
Nδν
=
1
∆ν
. (2.6)
Over the past decades, several mode-locking techniques have been developed [52,53], and
a frequently used method in modern Ti:sapphire laser systems is Kerr-lens mode locking
[45, 54]. This technique makes use of the optical Kerr effect, the intensity dependence of
the refractive index n [55]:
n= n0+n2I, (2.7)
where n0 is the intensity-independent component, n2I is the intensity-dependent com-
ponent. I is the time-averaged intensity of the optical field. n2 is in the order of
10−13 cm2W−1 to 10−17 cm2W−1 [55], so the effect plays only a role at high intensi-
ties. If a sufficiently intense laser pulse propagates through a medium, the Kerr effect will
lead to a self-focusing of the beam [56]. As a consequence, for a beam with a gaussian
profile, the center with highest intensity is more confined. The pulse duration is also re-
duced because the rising and falling edges of the envelope are less affected by the Kerr
effect. The response time of the Kerr effect is in the femtosecond regime [57].
2.2 Propagation effects
When propagating along z through a dispersive medium, ultrashort pulses, especially
those with a very broad spectrum, will accumulate a spectral phase
ϕ(ω) =
n(ω)ω
c0
z, (2.8)
where n(ω) and c0 denote the frequency-dependent refractive index and the speed of
light in vacuum, respectively. As the carrier frequency ω0 is usually large with respect
to the spectral width of even a few-cycle pulse and because n(ω) is a sufficiently smooth
function, it is possible to expand the spectral phase in a Taylor series [58]:
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ϕ(ω) = ϕ(ω0)+
∂ϕ
∂ω
∣∣∣∣
ω0︸ ︷︷ ︸
GD
(ω−ω0)+ 12
∂ 2ϕ
∂ω2
∣∣∣∣
ω0︸ ︷︷ ︸
GDD
(ω−ω0)2+ 16
∂ 3ϕ
∂ω3
∣∣∣∣
ω0︸ ︷︷ ︸
TOD
(ω−ω0)3+O(ω4).
(2.9)
The first three orders are called the group delay (GD), group-delay dispersion (GDD)
and the third-order dispersion (TOD). The GD is the retardation of the pulse maximum
induced by the propagation through the optical medium. The (GDD) is the frequency-
dependent fraction of the GD. Due to the GDD, the frequency components are delayed
differently in time, which causes a linear temporal chirp of the pulse. A linearly chirped
pulse is characterized by a linear increase or decrease of the carrier frequency in time,
depending on the sign of the GDD. Higher-order chirps caused by the TOD and effects
beyond the third order can play a role and have to be considered in certain situations [16].
In order to compensate for the usually positive dispersion, a negative dispersion has to be
added artificially. To this end, various concepts relying on frequency-dependent optical
path lengths have been developed. One of them is the prism compressor, in which the
beam is spectrally split and recombined afterwards, with different pathways depending
on the frequency before recombination [59]. Another possibility is the use of chirped
mirrors, from which light is reflected by different layers, and in this case, the penetration
depth into the mirror before reflection is wavelength-dependent [60].
Chapter 3
Second-harmonic generation
Nonlinear physics effects are visible whenever a medium, i.e. a single atom or a macro-
scopic object like a crystal exhibits a nonlinear response to a sufficiently intense external
stimulation. In the case of optics and especially in atomic physics, this stimulation is
usually the electric field of a laser. For this reason it is not surprising that most nonlinear
effects have only been discovered after the invention of the laser in 1960 [13]. In fact,
second-harmonic generation (SHG), the first nonlinear optics effect found with the help
of lasers, was reported just one year later [61]. The principle of SHG shall be described
here briefly as it was used in the experiments for this thesis.
The actual origin of SHG (but also higher-order effects) is the induced polarization in a
medium when it is exposed to an intense electric field. In the classical (i.e. linear) case,
the polarization can be expressed by (in SI units) [62]
P(t) = ε0χ(1)E(t), (3.1)
with ε0 being the vacuum permittivity; χ(1) is the so-called linear susceptibility. In the
general (i.e. non-linear) case, the last equation 3.1 is extended to higher orders of the
electric field:
P(t) = ε0∑
n
χ(n)En(t) = ε0
[
χ(1)E(t)+χ(2)E2(t)+χ(3)E3(t)+ . . .
]
= P(1)(t)+P(2)(t)+P(3)(t)+ . . .
(3.2)
It should be mentioned here that the electric field is in general a vectorial quantity for
which the χ(n) become tensors. For the understanding of SHG, the relevant term is the
second-order nonlinear polarization P(2)(t). If the electric field is given by
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ω
ω
2ω
Figure 3.1: Schematic representation of second-harmonic generation: Two photons with
frequency ω are absorbed while a single photon with double the initial frequency is
reemitted by the medium.
E(t) = E0e−iωt + c.c., (3.3)
the second-order polarization is
P(2)(t) = ε0χ(2)E2(t) = 2ε0χ(2)E20 +
(
ε0χ(2)E20e
−2iωt + c.c.
)
. (3.4)
This expression consists of two distinct terms: a constant term and an oscillatory term
with the angular frequency 2ω . The constant part is related to a process known as op-
tical rectification [63] in which a constant (DC) electric field is formed in the nonlinear
medium. The oscillatory part can lead to SHG if the conditions are appropriate. For SHG
it is absolutely essential to use a medium without a centrosymmetric crystal structure
because χ(2) vanishes identically in such media. Furthermore, the efficiency of SHG is
strongly influenced by the wavevector mismatch ∆k, which is given by
∆k = 2k(ω)− k(2ω). (3.5)
Using the slowly varying amplitude approximation and assuming a weak second-
harmonic conversion, i.e. a constant amplitude of the fundamental field E(ω) along the
length L of the nonlinear medium, the SHG intensity varies with [64]
I(2ω) = Imax(2ω)
(
sin(∆kL/2)
(∆kL/2)
)2
= Imax(2ω)sinc2
(
∆kL
2
)
. (3.6)
11
−3pi −2pi −pi 0 pi 2pi 3pi
0
Imax
∆kL/2
I(
2ω
)
Figure 3.2: The intensity of the SHG signal as a function of ∆kL/2 without depletion of
the input intensity. The efficiency is strongly suppressed if the phase-matching condition
∆k = 0 is not fulfilled (adapted from [64]).
This function is plotted in figure 3.2 and it clearly shows that the SHG conversion is
efficient only if
∆k = 0, (3.7)
which is known as the phase-matching condition.
Although the result from equation 3.6 is not the same for the situation with depletion of the
input beam, for efficicient SHG it remains necessary that the phase-matching condition is
fulfilled.
With the relation
k =
nω
c0
, (3.8)
the equation for the phase-matching condition in SHG writes as
0= 2
n(ω) ·ω
c0
− n(2ω) ·2ω
c0
, (3.9)
and can be simplified to
n(ω) = n(2ω). (3.10)
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Figure 3.3: The ordinary and extraordinary refractive indices of β -BBO as a function of
the wavelength calculated from Sellmeier coefficients taken from reference [66]
This equation looks almost trivial but in reality it is difficult to achieve because of the
normal dispersion of the medium where the refractive index increases monotonically with
the frequency. It would be possible to make use of anormal dispersion, which occurs close
to absorption resonances, but the usual way to achieve phase matching is to exploit the
birefringence properties of many crystals. In birefingent materials the refractive index
depends also on the direction of polarization of the light wave. A typical medium used
for SHG is β -barium borate (BBO), which is a negative uniaxial crystal. Uniaxial means
that the optical properties of the crystal are characterized by one specific direction or
axis, the so-called optical axis. Light that is polarized perpendicular to the optical axis is
affected by the so-called ordinary refractive index no, light that is polarized parallel to the
optical axis is influenced by the extraordinary refractive index ne. In a negative uniaxial
crystal, the birefringence given by
∆n= ne−no (3.11)
is negative. To achieve phase matching this means that the second-harmonic light has
to have extraordinary polarization. The wavelength-dependent refractive indices can be
calculated using empirically determined Sellmeier coefficients [65] and are displayed for
β -BBO in figure 3.3. In a negative uniaxial crystal as β -BBO there are two possible
schemes for phase matching. In type I, which was also used in the experiments described
in chapter 6, both photons that are absorbed have the same polarization and the second-
harmonic photon is perpendicularly polarized with respect to the fundamental ones. In
type II, the polarizations of the two fundamental photons are orthogonal. The exact phase-
matching condition from equation 3.10 can be achieved in two ways. In certain crystals,
the birefringence is strongly temperature-dependent and by fine-tuning the crystal tem-
perature, the phase-matching condition can be fulfilled (see for example reference [67]).
A different approach is the angle-tuning method where the successful phase matching de-
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Figure 3.4: The geometric relations between the axes of polarization of the incoming fun-
damental (ω) and the outgoing SHG (2ω) beam, the wave vector~k and the optical axis~c
of the crystal in the angle-tuning phase-matching method for a negative uniaxial crystal.
The polarization of the incoming beam is perpendicular to the plane of projection, the
polarization of the outgoing beam lies in the plane. The fundamental beam is always af-
fected by the ordinary refractive index no, while the SHG beam is influenced by a mixture
of no and ne, which depends on the angle θ between~k and~c (adapted from [64]).
pends on the precise angular orientation of the crystal with respect to the optical axis. The
angle θ is defined as the angle between the direction of the wave vector~k of the incoming
beam and the optical axis, commonly named~c. The beam that is polarized perpendicular
to the plane spanned by~k and~c is influenced by no only, for all angles θ , as the polariza-
tion remains perpendicular to the optical axis. The beam with polarization in the plane is
influenced by an effective refractive index, which is an angle-dependent mixture between
no and ne because the polarization vector can be decomposed in a fraction that is orthog-
onal and another fraction that is parallel to~c. The phase-matching condition in a uniaxial
crystal like β -BBO with this effective refractive index is then
neff(2ω,θ) = no(ω). (3.12)
The effective refractive index is calculated according to the following formula [64]:
1
neff(θ)2
=
sin2(θ)
n2e
+
cos2(θ)
n2o
. (3.13)
Combining equations 3.12 and 3.13 yields a solution for sin2(θ):
sin2(θ) =
1
no(ω)2
− 1no(2ω)2
1
ne(2ω)2
− 1no(2ω)2
. (3.14)
This equation indicates the orientation of the nonlinear crystal in order to achieve phase
matching. It does not necessarily have a solution, which means that under certain condi-
tions, phase-matched SHG is impossible with the angle-tuning method. The geometry of
angle-tuning phase-matching is displayed in figure 3.4.
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Chapter 4
Strong-field photoionization
Photoionization in strong-field physics is quite different from the photoeffect described
by Einstein already in 1905 [68]. In many cases ionization is not possible by the ab-
sorption of a single photon because the photon energy of the laser is smaller than the
ionization potential of the target. There are two different pictures to describe strong-field
photoionization, namely multiphoton ionization (MPI) and tunneling ionization. Multi-
photon ionization is the simultaneous absorption of several photons to overcome the ion-
ization barrier. Tunneling ionization can occur when the electric field of the laser distorts
the Coulomb potential of the target atom such that the bound electron can tunnel through
the bent potential. A special case of tunneling ionization is over-the-barrier ionization
(OTBI), which occurs at such high intensities that the atomic potential is so extremely
bent that the ground state of the atom is no longer bound. The electron is then able to
leave the atom without even having to tunnel. The critical intensity for OTBI of hydrogen
for a low-frequency laser field is 1.4×1014Wcm−2 [69]. In his theory, Keldysh showed
that both pictures, MPI and tunneling ionization, are effectively describing the same phe-
nomenon and he introduced the parameter γ to indicate which of the two processes is
predominant [34]. The parameter is given by the ratio between the laser frequency ω and
the tunneling frequency ωT, i.e. the inverse of the time the electron has to tunnel. For a
laser with frequency ω and an electric field amplitude E0, γ is defined as
γ =
ω
ωT
= ω
√
2IP
I
=
√
IP
2UP
, (4.1)
where IP is the ionization potential andUP =
E20
4ω2 is the ponderomotive energy, the quiver
energy of the electron due to its oscillatory motion in the field [69]. In the case of γ  1,
with a relatively slow oscillation of the field, tunneling is the significant process. For γ
1 the multiphoton picture yields a better description of the process. In the intermediate
region at γ ≈ 1, a clear statement about the main process is impossible. The two different
pictures are displayed in figure 4.1. Different aspects and theoretical concepts of strong-
field light-matter interaction will be explained in more detail in the following paragraphs.
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(a) Multiphoton (and above-threshold) ion-
ization
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 1
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Figure 4.1: Illustration of multiphoton (a) and tunneling (b) ionization. In the MPI picture,
several photons are simultaneously absorbed to overcome the ionization threshold. ATI
stands for above-threshold ionization, the absorption of additional photons, which leads to
a higher kinetic energy of the free electron. In the tunneling picture, the binding Coulomb
potential is distorted by the laser field and the electron can tunnel through a finite barrier
into the continuum.
4.1 Multiphoton ionization
As already mentioned earlier, MPI is the simultaneous absorption of n photons with
nh¯ω ≥ IP. This leads to the transition of an electron from a bound state to a free (contin-
uum) state. The ionization rate is given by [69, 70]
Γn = σnIn. (4.2)
σn is a generalized cross section including higher-order perturbation terms making it
rather difficult to calculate. A special case of multiphoton absorption is above-threshold
ionization (ATI) [70, 71]. In this process more photons than needed to overcome the ion-
ization threshold are absorbed. ATI can be identified in the kinetic-energy spectrum of
the ejected electrons by discrete peaks at intervals of the photon energy. The ionization
rate of ATI is given by
Γn+s = σnIn+s, (4.3)
and the energy of the electron in the continuum is
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Eel = (n+ s)h¯ω− I∗P . (4.4)
I∗P ≈ IP+UP is the modified ionization potential due to ponderomotive or AC-Stark shifts
of the atomic levels [72, 73].
4.2 Tunneling ionization
According to Keldysh’s theory, for γ  1, i.e. a relatively high intensity and a compa-
rably slow field oscillation, tunneling is the essential ionization mechanism. Due to the
low oscillation frequency, it is allowed to treat the process in a quasi-stationary approx-
imation [69]. The intense laser field distorts the atomic potential in such a way that a
finite potential barrier is created for bound electrons which they can tunnel through. At
the peak of the electric field the length of the barrier is shortest and the tunneling prob-
ability is highest. By expanding Keldysh’s theory, theorists developed an expression for
the tunneling rate [33, 74–77], the well-known ADK rate, named after the authors of the
1986 publication [33]. The rate for ionization by linearly polarized light from an atomic
state characterized by its principal, azimuthal and magnetic quantum numbers n, l, and m
(and under the conditions that l n and n 1) is given by
ΓADK =
√
3En∗3
piZ3
Z2
4pin∗3
(
2e
n∗
)2n∗ (2l+1)(l+ |m|)!
2|m|(|m|)!(l−|m|)!
×
(
2Z3
En∗3
)2n∗−|m|−1
exp
(
− 2Z
3
3n∗3E
)
, (4.5)
with the electric field of the laser E, the charge of the remaining ion Z and the effec-
tive quantum number n∗ = Z/
√
2IP. In the case of ionization from an l = 1 state, the
comparison of the rates between m= 0 and |m|= 1 yields
Γm=0
Γ|m|=1
=
2Z3
En∗3
=
2
E
(2IP)
3
2  1, (4.6)
which means that ionization occurs preferentially from the m= 0 orbital.
4.2.1 Classical trajectories and the Three-Step Model
Although the process of photoionization is a quantum process, a classical or semiclassical
treatment of the electron’s trajectory once it has been ionized often yields a good agree-
ment with experimental results. An additional simplification can be reached by ignoring
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the Coulomb interaction between the electron and the field of the remaining ion. The idea
of omitting the electron-ion interaction is the key concept of the strong-field approxima-
tion (SFA) (see for example [35, 78]). It is justified for a sufficiently intense laser field
because the electron is quickly accelerated to regions where the Coulomb field is negligi-
ble in comparison to the laser field. By neglecting the Coulomb interaction (and also the
magnetic component of the laser field), the equation of motion of the quasi-free electron
is
d~p(t)
dt
=−~E(t). (4.7)
Integration from the moment of ionization t0 to a later time t yields the kinetic momentum
~p(t) =−
t∫
t0
~E(t ′)dt ′. (4.8)
The initial momentum ~p0 = ~p(t0) is assumed to be~0 [36,79,80] although this assumption
has been under debate [81, 82]. The electric field ~E is related to the vector potential ~A by
~E(t) =− 1
c0
∂
∂ t
~A(t). (4.9)
Here, c0 denotes the vacuum speed of light. Integration of 4.8 using 4.9 yields
~p(t) =− 1
c0
( ~A(t0)︸︷︷︸
time-independent
− ~A(t)︸︷︷︸
time-dependent
). (4.10)
The first, time-independent term in equation 4.10 is the drift term, the second, time-
dependent term is the so-called quiver term. Equation 4.10 makes only sense as long
as the electron does not interact any further with the remaining ion. Depending on the
phase of the laser field at the moment of birth, the free electron will follow different tra-
jectories. For some phases, the electron is constantly driven further away from the residual
ion while for other phases, it is driven back to recollide with the ion, which leads to ad-
ditional effects that will be discussed in the next section. In the case of a non-recolliding
trajectory, the momentum of the electron after a long time t → ∞ can be deduced from
4.10:
~p(∞) =− 1
c0
(~A(t0)−~A(∞)) =− 1c0
~A(t0). (4.11)
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~A(∞) is omitted because the vector potential is usually defined such that it vanishes for
long times before and after the laser pulse, i.e. lim
t→±∞
~A(t) =~0. The momentum mea-
surement in the experiments for this thesis is based on time-of-flight spectroscopy in the
order of nano- or microseconds. Compared to the timescale of ultrashort laser pulses,
the attosecond or femtosecond regime, this is nearly an infinite time and equation 4.11
implies that after such a long time, the momentum of the electron is proportional to the
vector potential at the moment of ionization [83]. This is only the drift momentum and it
depends on the phase of the laser field at the moment of ionization [84]. Equation 4.11
allows also to calculate the final kinetic energy by Ekin(∞) =
~p(∞)2
2 . For a sinusoidal field
it is straightforward to show that the maximum kinetic energy is [85]
Ekinmax = 2UP. (4.12)
This relation is very useful because it connects the kinetic energy spectrum of the photo-
electrons to the ponderomotive potential of the laser field, which allows for an estimate
of the intensity of the laser field.
The opposite case, the case of recollision with the parent ion at a time trec after ionization
at t0, occurs if the following equation is fulfilled (the ion position is assumed to be at the
origin):
~x(trec) =
trec∫
t0
~p(t)dt =− 1
c0
~A(t0)(trec− t0)− trec∫
t0
~A(t)dt
=~0. (4.13)
The process of ionization and recollision is described by the semi-classical Three-Step
Model proposed by Corkum in 1993 [36]. In the first step, the electron tunnels through
the distorted Coulomb potential and appears at the tunnel exit with zero kinetic energy (see
figure 4.1b). In the second step, the electron is accelerated by the electric field of the laser
pulse. The interaction between the free electron and the laser field is treated completely
classically in the Three-Step Model, in contrast to the tunneling process, which has to
be treated quantum-mechanically. In the last step, the electron recollides with its parent
ion. Figure 4.2 shows how the electric field and the vector potential are linked and how
the phase of the laser field at the moment of ionization determines the trajectory of the
electron. The recollision energy also varies depending on the moment of ionization (figure
4.3). At the moment of recollision, the kinetic energy of the electron is [83]
Ekin(trec) =
~p(trec)2
2
=
1
2c02
(~A(t0)−~A(trec)2. (4.14)
In a cosine-shaped field with the maximum at ωt = 0 the recollision energy is maximized
for electrons that are tunnel-ionized at a phase of ωt ≈ 0.30rad. The maximum kinetic
energy of the recolliding electron amounts approximately to 3.17 times the ponderomotive
potential Up [36] (see figure 4.3). Recollision energies below that maximum can always
be reached by two different trajectories, often called the long and the short trajectories.
20 STRONG-FIELD PHOTOIONIZATION
−1
−0.5
0
0.5
1
~E(t)
~A(t)
(a)
A
m
pl
itu
de
[a
rb
.u
.]
−12pi 0 12pi pi 32pi 2pi 52pi 3pi 72pi 4pi
−5
0
5
10
(b)
Laser Phase ωt
D
is
ta
nc
e
fr
om
io
n
[a
rb
.u
.] ionization phase
0pi
0.1pi
0.5pi
−0.1pi
Figure 4.2: Influence of the moment of ionization on the trajectory of the electron. In (a) a
cosine-shaped electric field and the corresponding vector potential are displayed for a few
oscillation cycles. The colored lines refer to the moments of ionization of the classical
trajectories shown in (b). Only electrons that are ionized between an extremum and the
next zero crossing of the electric field are recolliding with the ion within the next step of
2pi. The green trajectory is drifting away fastest but this statement is rather hypothetical
because it corresponds to a vanishing initial electric field where the probability for tun-
neling is zero as well. The dashed lines indicate the probability of the electron to continue
its trajectory without interacting with the ion.
It can be shown that the electron does not return to the ion with circularly polarized
light and thus recollision does not play a role under these circumstances [36]. In the
moment of recollision, several different scenarios are possible. The electron could for
instance recombine into the ground state, which is accompanied by the emission of a high-
energy photon (Eγ = Erec+ IP). This is the principle of high-harmonic generation (HHG),
the key process in the generation of ultrashort pulses in the attosecond regime [86]. A
second possible recollision process is elastic scattering of the electron from the ion. This
will change the momentum spectrum of the electron significantly, boosting it to kinetic
energies of up to 10UP, the so-called high-order ATI [80]. Multiple ionization is the result
of inelastic scattering in the recollision process, leading for example to nonsequential
double ionization (NSDI) [78, 83]. By far, the most likely recollision process is however
that the electron continues its trajectory without undergoing any of the aforementioned
options because the cross sections for any of them are very small. In this case, the electron
4.3 PHOTOIONIZATION OF MOLECULES 21
0 1
4pi
1
2pi
1
2pi
pi
3
2pi
2pi
Ionization phase ωt0
R
ec
ol
lis
io
n
ph
as
e
ω
t
(a) Laser phase at the moment of recollision
for ionization at ωt0
0 1
4pi
1
2pi
0
1
2
3 Emax ≈ 3.17UP
Ionization phase ωt0
R
ec
ol
lis
io
n
en
er
gy
[U
P
]
(b) Recollision energy as function of the
ionization phase ωt0
Figure 4.3: Influence of the phase of the cosine-shaped electric field at the moment of
ionization on the laser phase (a) and on the kinetic energy of the electron (b) when it
recollides. Recollision only occurs for ionization between an extremum of the electric
field and the following zero crossing, i.e. a phase between 0 and 12pi or between pi and
3
2pi
in a cosine field. The maximum recollision energy amounts to approximately 3.17 times
the ponderomotive potential for ionization at a phase of ≈ 110pi after the field maximum.
This particular case is represented by the red dashed lines. All other recollision energies
can be obtained from two different recolliding trajectories.
might even return to the ion several times (see the dashed lines in figure 4.2b).
4.3 Photoionization of molecules
To understand the photoionization of molecules, not only the electronic, but also the vibra-
tional structure of the molecule has to be taken into account. Furthermore, the outcome
of the ionization process is much more versatile than in atomic ionization because the
molecule can break up afterwards into several charged or neutral fragments or stick to-
gether. A simple but intuitive two-step model to describe the dissociative ionization of
D2 is presented in [37]. In the first step, the D2 molecule is ionized by the laser field and
promoted to the ground state of the D2+ ion. The dissociation occurs in the second step by
further interaction with the laser (see figure 4.4). The mechanism described by the two-
step model is a general one and so the model can be used for other molecules if a stable
configuration of the singly charged ion after the first step exists. Nevertheless, in the first
step, which is relevant for the actual ionization, the model ignores the characteristics of
molecules that distinguishes them from atoms, namely the possibility for vibrational or
rotational excitation. We will see in the experimental part of this thesis that some findings
about molecular photoionization cannot be explained by the two-step mechanism and that
new models and mechanisms have to be developed.
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Figure 4.4: Illustration of the two-step model to describe the dissociative photoionization
of D2. After ionization in the first step, the D2+ ion further interacts with the laser field in
the second step, which leads to dissociation, either with one neutral D atom and a D+ ion
or by Coulomb explosion and two D+ ions. Taken from [37].
Chapter 5
The Methane Molecule
The experiments done in the framework of this thesis focus on the interaction of ultrashort
two-color laser pulses with target atoms and small molecules with a certain symmetry.
One goal was to see how systems with a different symmetry respond to the interaction
with an asymmetrically shaped laser pulse. A large part of this thesis is dedicated to
the methane molecule (CH4). Methane is of particular interest because it is the simplest
hydrocarbon molecule and fragments of the methane molecule are the key constituents
of long-chain organic molecules. Those organic molecules comprise amino acids and
proteins, the essential components for life on earth, as well as industrial products as for
example synthetic polymers. It is important for astrobiologists because CH4 was a key
constituent of the early earth’s atmosphere [87], and it is also found in the atmosphere
of the Saturn moon Titan [88], a candidate for (primitive) extraterrestrial life. By simu-
lating Titan’s atmospherical conditions, it was possible to form certain basic amino acids
and nucleotide bases [89]. Nowadays, methane is an important contributor to the climate
change caused by the greenhouse effect: indirectly because it is a main constituent of
natural gas that is used for fossil energy production with carbon dioxide (CO2) as waste-
product; and directly because the CH4 molecule has an even higher greenhouse potential
than CO2, however its concentration in the atmosphere is lower. An overview of different
greenhouse gases can for example be found in reference [90]. The CH4 molecule is con-
sisting of a carbon atom in the center and four hydrogen atoms located on the corners of
a tetrahedron around the carbon center. This tetrahedral symmetry is also interesting with
respect to the phase-dependent broken symmetry of the two-color laser field. The tetra-
hedral geometry can intuitively be understood by hybridization of the valence orbitals of
the carbon atom [91]. In the ground state of the C atom, the 2s orbital, which is energeti-
cally a little lower than the three degenerate 2p orbitals, is occupied by two electrons and
two 2p orbitals are occupied by one electron each. In this configuration, the formation
of four covalent bonds is not possible, because there are only two unpaired electrons. In
the hybridization picture, the 2s and all three 2p orbitals mix together, which results in
four singly populated sp3 hybrid orbitals with equal energy in tetrahedral orientation. The
methane molecule is the result of the overlap of each sp3 orbital with a 1s hydrogen or-
bital. Although the hybridization model is able to explain the molecular geometry, it fails
to explain experimental results about the electron binding energies [92–95]. According to
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Figure 5.1: The methane molecule with a carbon atom in the center and four hydrogen
atoms in the corner points of a tetrahedron
hybridization theory, there should be two different ionization potentials, i.e. one for ion-
ization from the inner 1s-like orbital of the C atom and another one for ionization from the
fourfold degenerate sp3 hybrid orbitals shared between the carbon and hydrogen atoms.
In reality, besides the predicted inner-shell energy level, which is usually termed as 1a1,
there are two levels in the valence shell. Similar to the 2s and three degenerate 2p levels of
the C atom, in methane there are the 2a1 valence orbital with a binding energy of∼23 eV,
and the triply degenerate 1t2 levels with ∼14 eV [94]. The three 1t2 orbitals form the
highest occupied molecular orbital (HOMO). In the common notation, the electron con-
figuration of the methane groundstate is (1a1)2(2a1)2(1t2)6. This looks very similar to the
neon configuration (1s)2(2s)2(2p)6. Since there are two valence energy levels, the state
of the CH4+ ion is different depending on the orbital from which an electron is removed.
The two cation states are usually called (2a1)−1 and (1t2)−1, respectively, named after the
orbitals that lack one electron. Alternatively, the terminology is A for the former and X
for the latter cation state [96]. As the X state is created by ionization from the HOMO, it is
the CH4+ ground state. The X state is of particular interest because of the triple degener-
acy of the 1t2 orbital. When an electron is removed from the HOMO the remaining CH4+
ion in the X state will immediately be subject to the Jahn-Teller effect [43], which will
distort the ion to reduce its tetrahedral symmetry Td and lift the degeneracy [97]. Several
experimental and theoretical studies were dedicated to the geometry and the vibrational
structure of the CH4+ ion in the X state [97–103] and there is a debate about its actual
symmetry. The C2v, C3v and D2d have been reported and some groups reported that the
symmetry of the ground state of the methane cation is C2v [99–102], others claim that
it is D2d [97, 103]. The shape of the cation in the three symmetry states is depicted in
figure 5.2. The interpretation of the experimental results in chapter 7 will rely on refer-
ences [97, 103], which suggest D2d symmetry for the ground state of CH4+. Rabalais et
al. showed that in the Franck-Condon approximation, ionization from the methane ground
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Figure 5.2: Schematic of the CH+ ion in different symmetric arrangements caused by
Jahn-Teller distortion (taken from [102]). The molecular ground state has tetrahedral
symmetry Td , the cation can have energetically different configurations which can be
distinguished by their respective symmetry (C3v, D2d andC2v).
state automatically leads to a vibrationally excited state of the CH4+ ion [97] due to the
different equilibrium positions under influence of the Jahn-Teller effect. The effect is also
triggered if a 1t2 electron is excited to a Rydberg state. The vibrational level structure of
the ionic CH4+ core in a Rydberg state is nearly the same as of the bare CH4+ cation. Due
to the simultaneous vibrational excitation, the total energy of the Rydberg system can be
higher than the ionization potential of the molecule. There are several possible Rydberg
series converging to the different excitation levels of the CH4+ ion. In each Rydberg se-
ries, the symmetry of the ion core corresponds to the symmetry of the excited ion state
to which the series converges [103]. In experiments with methane, Rydberg and doubly
excited states have been detected [93, 96, 104–106], and also autoionization with ejection
of low-energy electrons with about 20meV has been reported [107].
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Chapter 6
Experimental Setup
This chapter about the experimental setup used in the measurements for this thesis con-
sists of five sections. The first section deals with the laser source for the generation of
femtosecond pulses. It is followed by a description of the beam path, which includes a
Mach-Zehnder interferometer and a setup for second-harmonic generation. The largest
part is dedicated to the so-called Reaction Microscope (Remi) [31, 32, 108], a coinci-
dence spectrometer to analyze the momenta of charged particles that are produced in
certain reactions. The key components of the Reaction Microscope and also the mathe-
matical methods for the momentum reconstruction will be discussed. The reconstructed
momenta are also used to assign a two-color phase value to each detected ionization event.
And lastly, the setup of a beamline for high-harmonic generation, which was built in co-
operation with the university of Frankfurt, will be shown.
6.1 The Femtosecond Laser System
The femtosecond laser used for the experiments of this thesis is a commercial ‘FEM-
TOPOWER compact PRO HP/HR’ system by Femtolasers, which is schematically de-
picted in figure 6.1. The active medium is a Ti:sapphire crystal, i.e. a sapphire (Al2O3)
crystal doped with Ti3+ ions. General information about this type of pulsed lasers can
for example be found in refs. [53, 110]. Due to the excellent properties of Ti:sapphire,
especially its large gain bandwidth, these lasers are the most frequently used sources of
femtosecond pulses. The particular FEMTOPOWER system produces ultrashort pulses
with a duration below 10 fs in a mirror-dispersion-controlled Ti:sapphire oscillator [111]
pumped at 532 nm by a 3W-Nd:YVO laser. The bandwidth of the oscillator pulses is
about 250 nm at a central wavelength of 780 nm. The oscillator operates at high repetition
rate (80MHz), but the energy per pulse is in the order of only a nanojoule [109]. Both
for ionization and second-harmonic generation, this is not sufficient, and for this reason,
the pulse energy is boosted by chirped-pulse amplification [112]. This occurs in a sub-
sequent multi-pass Ti:sapphire amplification stage, after the pulses have been temporally
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Figure 6.1: Schematic of the femtosecond laser system used during the experiments for
this thesis (taken from [109]).
stretched. The stretching is necessary to reduce the peak power to protect the amplifying
crystal from damage. The amplifier is pumped by a Nd:YLF laser at 527 nm with an av-
erage power of 30W. After passing four times through the crystal, most of the pulses are
sorted out by a Pockels cell, which reduces the repetition rate to 3 kHz. The remaining
pulse passes five more times through the gain medium and after that, it is temporally com-
pressed again by a combined prism and chirped-mirror compressor, which also corrects
some dispersion effects [113]. The output pulses have an energy of 800 to 1000 µJ and
a pulse duration of less than 30 fs. These pulses follow the beam bath described in the
next section. In principle, it is possible to reduce the pulse duration to less than 10 fs by
making use of self-phase modulation (cf. ref. [56]) in a gas-filled hollow-core fiber and
a subsequent chirped-mirror compressor [114]. This was not done for the experiments of
this thesis and will not be further explained here, but the necessary setup is described for
example in [58].
6.2 Beam Path
The laser pulses provided by the commercial laser system are in the visible to near-
infrared spectral regime with a center wavelength of about 800 nm and a pulse duration
of about 25 fs. In order to form a phase-tunable two-color pulse, a Mach-Zehnder inter-
ferometer is used, whose principle is described in the following part. After leaving the
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Figure 6.2: schematic of the beam path from the laser housing to the reaction microscope;
normal mirrors are displayed in dark gray, beamsplitters in light gray
laser system, the infrared pulse follows the beam path depicted in figure 6.2. In the first
step, the diameter of the collimated beam is reduced to a fifth of the original size by a
two-lens telescope. The reduction of the beam diameter is necessary to increase the inten-
sity and by this the efficiency of the second-harmonic generation that occurs later in the
beam path. In the next step the beam is split into two parts by a beamsplitter. Each of the
two partial beams travels through one of the arms of a Mach-Zehnder-type interferometer.
About 10% of the initial intensity are passing two mirrors mounted on a piezo-controlled
linear stage. Moving the stage back and forth changes the length of this interferometer
arm. The stage has a precision of 12 nm, which is equivalent to a time delay of 80 as [115].
The first optical component in the interferometer arm of the remaining 90% of the initial
intensity is a half-waveplate that rotates the polarization of the beam by 90°. Behind the
wave plate, there is a stage similar to the one in the other arm, but without piezo control.
For adjustment, this stage can be moved manually by a micrometer screw, but it is fixed
during the experiment. After passing the stage, the beam hits a β-barium borate (BBO)
crystal in which second-harmonic generation takes place. Since the polarization of the
second-harmonic light is perpendicular to the one of the fundamental light, the blue to
near-ultraviolet second-harmonic light after the BBO crystal is polarized along the same
axis as the fundamental light before the half-waveplate. The interferometer is completed
by a mirror that is highly reflective at 800 nm and nearly transparent at 400 nm. This
mirror acts as a second beamsplitter that dumps the IR light in the SHG arm and recom-
bines the remaining second-harmonic pulse with the unchanged IR pulse from the other
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interferometer arm. Both the red and the blue pulse should then follow the same path to
the reaction microscope. By adjusting one of the mirrors on the piezo stage and the sec-
ond beamsplitter the two colors can be spatially overlapped. The temporal overlap can be
found by rotating the half-waveplate by 45°, coupling out the two-color beam and sending
it through another BBO crystal. The resulting beam will have two blue components that
can interfere when they temporally overlap, and the interference can be observed with an
optical spectrometer. To adjust the temporal overlap, the manual linear-stage is moved
attentively until interferences are observed. The more straight-forward way to find the
temporal overlap is to do it directly in the reaction microscope. First, the ionization rates
for each color are observed separately, then simultaneously. When the two pulses do not
overlap temporally the resulting rate is just the sum of the two single-color rates. In the
region of temporal overlap the ionization rate increases drastically. In the end the two
linear stages are fine-tuned such that the maximum rate is reached when the piezo-driven
stage is nearly in its center position to have the largest possible travel range in both di-
rections. During the experiment, the piezo stage is controlled by a program written in
LabVIEW [116]. The IR pulse is delayed within a time window of approximately ±10fs
with respect to the blue pulse, which is enough to scan over more than one IR cycle with
a period of roughly 2.7 fs.
6.3 Setup of the Reaction Microscope
The Reaction Microscope, also known as COLTRIMS (Cold Target Recoil Ion
Momentum Spectrometer) is a widely used device that was designed to investigate ioniza-
tion from collisions of a projectile beam with a target. The target is usually a supersonic
gas jet of atoms or molecules. With the technique of supersonic expansion, jet tempera-
tures down to few K can be achieved. Instead of using a gas jet, the target can also consist
of magneto-optically trapped atoms, which can reduce the temperature down to or even
below the mK regime [117]. The setup of such a Mot-Remi (also MOTRIMS) is techni-
cally more demanding due to additional magnetic fields but will not be further discussed
because the Remi used for the experiments in this thesis is using a supersonic gas jet. The
projectile is usually a beam of charged particles, i.e. electrons or ions, or of intense light
pulses from lasers, synchrotrons or free-electron lasers (FELs). The working principle
and the precise setup of the used Remi will be presented in this chapter.
6.3.1 Supersonic gas jet
The goal of COLTRIM spectroscopy is the determination of the momenta of ions and
electrons based on a precise time-of-flight and position measurement. This requires accu-
rate knowledge of the distance between the reaction volume and the detector. The reaction
volume is the region where the focused photon beam intersects with the target. The focal
spot with a diameter that is typically smaller than 100 µm has to fully overlap with the
target, but the spatial width of the target should not be much larger than that to avoid an
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uncertainty in the distance between the target and the detectors. Another factor that could
distort the result of the measurement is the temperature of the target. At room tempera-
ture, the gas particles would already have a certain thermal momentum and their average
kinetic energy would be roughly 38meV. Even for the lightest gas species, molecular
H2, this corresponds to an average momentum of 3.2 a.u.. In many experiments, one is
however interested in measuring momenta that are smaller by at least one or two orders
of magnitude. With the thermal momentum spread at room temperature, those small mo-
menta could not be resolved. Furthermore, in molecules, there are additional degrees of
freedom, vibration and rotation, that could already be excited at room temperature. A
target temperature as low as technically possible is therefore essential. Both a low initial
momentum spread, i.e. a low internal temperature of a few K, and a small spatial extent
of the target volume are achieved with a supersonic gas jet.
The physics behind the formation of a supersonic gas jet is complex and the process is
described here only very briefly. More detailed information about supersonic gas jets can
be found in the literature, for example in references [118] and [119]. A simplified picture
of the formation of a supersonic gas jet and its propagation through the Reaction Micro-
scope is provided in figure 6.3. The gas is stored in a reservoir tube at room temperature
and at a fairly high pressure (typically a few bars). The reservoir tube is surrounded by
a low-pressure region and gas can stream from the reservoir to the low-pressure region
through a small nozzle with a diameter of 30 µm. If the ratio of high pressure to low pres-
sure is larger than ∼ 2.1 a supersonic expansion can occur [118]. During the experiment
the low-pressure region is usually at some 10−3mbar. After passing the nozzle, the gas
expands quasistatically and adiabatically into the low-pressure region. The decrease of
spatial density during expansion comes along with an increase of the momentum-space
density, i.e. a reduction of temperature, as the entropy is conserved in the process [119].
In the expansion process, the disordered motion of the gas particles is transformed into a
directed motion with a high momentum in jet direction and very low perpendicular mo-
mentum. The jet is called supersonic jet because there is a region behind the nozzle where
it moves with supersonic speed, the so-called zone of silence with a length of a few cen-
timeters. The jet would collapse at the end of this zone due to shock waves but by cutting
out the center part of the jet before the end of the zone of silence, one can preserve it. The
center of the jet is extracted by a set of skimmers. These conical apertures reduce even
more the jet temperature because gas particles with a too large momentum perpendicu-
lar to the jet direction miss the aperture. Furthermore the skimmers serve as differential
pumping stages to reduce the pressure from low vacuum in the first jet chamber to ultra-
high vacuum (UHV) in the main chamber. The Remi described in this thesis uses two
skimmers with an aperture diameter of 200 µm and 400 µm. After the crossing with the
laser beam in the spectrometer chamber, the jet is guided to an exhaust tube by a system
of vacuum pumps (the jet dump in figure 6.3).
6.3.2 Spectrometer
After the last skimmer, the gas jet enters the spectrometer chamber, where the interac-
tion with the projectile beam and the detection of the ionization products take place. The
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Figure 6.3: Drawing of the gas jet with nozzle and skimmers.
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Figure 6.4: Schematic of the spectrometer in the interaction chamber of the reaction mi-
croscope with exemplary electron and ion trajectories. Ionization occurs where the laser
is crossing the gas jet. The electron trajectory in the acceleration region is a superposition
of a parabola from the acceleration in a homogeneous electric field (symbolized by gray
arrows) and a circular motion caused by the Lorentz force induced by the magnetic field
(beige-colored arrows). In the drift region, the electron only feels the influence of the
magnetic field. The trajectory of the ion is nearly unaffected by the magnetic field and
can in most cases be considered as a pure parabola.
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pressure in the chamber has to be in the order of 10−11mbar such that collisions between
the charged fragments and the rest gas are very unlikely. A sketch of the spectrometer
is shown in figure 6.4. It consists of an acceleration region with a homogeneous elec-
tric field. The electric field accelerates positively charged ions and negatively charged
electrons into opposite directions onto two time- and position-sensitive detectors. On the
side dedicated to the detection of electrons, there is an additional field-free drift region
between the acceleration region and the detector. In order to shield the spectrometer from
the strong electric fields in the proximity of the detectors and to separate the electron drift
region from the acceleration region, there are metal grids in front of each detector and
one between the acceleration and the drift region. In order to establish a homogeneous
electric field, the acceleration region is built up of a stack of equally spaced metal plates.
The stack has a total length of 40 cm. Each plate is connected electronically to its adja-
cent ones by resistors, which ideally all have exactly the same resistance in the order of
kiloohms [120]. The two plates at the edge of the stack are connected to a direct-current
voltage source. The interaction between projectile and target does not take place in the
center of the acceleration region, but rather at a distance of 30 cm from the ion detector
grid and 10 cm from the electron drift region. The fact that the ion side is longer is rea-
sonable because in general both ions and electrons can have a trajectory with a starting
direction opposite to the corresponding detector. For ions, this is a quite small effect,
while electrons can cover quite a distance before the electric field forces them to return.
In a shorter spectrometer, they would hit the wrong detector and would be lost. This ef-
fect could be circumvented by increasing the acceleration voltage, however at the cost of
a worse momentum resolution. The length of the drift region amounts to 10 cm as well.
In order to increase the acceptance for electrons with large perpendicular momenta, in
addition to the electric field in the spectrometer, there is also a homogeneous magnetic
field generated by a set of coils outside of the vacuum vessel [121]. The magnetic field is
oriented parallel or anti-parallel to the homogeneous electric field and induces a Lorentz
force that acts on all charged particles with a momentum perpendicular to the direction of
the magnetic field, i.e. perpendicular to the spectrometer axis. This effect forces the parti-
cles onto a helical trajectory and hinders them from escaping the spectrometer and hitting
the chamber walls. The radius and angular frequency of the helical trajectory depend on
the mass of the particles and in most cases the effect is negligible for ions. However,
in some measurements with very light ions like H+ or H2+ for example, a considerable
deviation from the unperturbed parabolic trajectory is observable.
6.3.3 Detectors
The detectors are capable of determining the impact position of a single particle on the
detector and their electronic signal can also be used to measure the time-of-flight with
respect to the laser trigger, which marks the moment of ionization. A complete detector
that was constructed for a similar Reaction Microscope [120] is shown in figure 6.5a. The
working principle of the detectors is described in the following: The upper part of a Remi
detector consists of two or three stacked microchannel plates (MCP), disks made of highly
resistive material with a thickness in the millimeter range and a diameter of few centime-
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(a) Fully assembled MCP detector system (b) Bottom of detector with delay-line anode
Figure 6.5: Photographs of a completely assembled Remi detector (a) and of the delay-
line anode after removal of the top parts (b). The dark disk below the metal grid in (a) is
the upper microchannel plate (MCP). The images were taken from ref. [120].
ters. An MCP features a regular array of parallel channels with a typical diameter of some
25 µm and a channel-to-channel distance of approximately 30 µm. The values mentioned
here for the description of the detector system were taken from reference [122]. The chan-
nels permeate the plate under a small angle with respect to its surface normal (about 8°).
A high voltage of about 1 kV to 1.5 kV per MCP is applied, with higher potential on the
bottom plate. When a charged particle or a photon hits a channel wall of the top MCP,
a cloud of electrons is created. The small angle increases the probability that a channel
wall is hit because most particles impinge on the surface under a nearly right angle. The
voltage gradient pulls the electron cloud to the bottom of the plate while the cloud hits the
channel walls several times, increasing the charge of it in every step. Neighboring MCPs
are usually rotated by 180° with respect to each other such that combined channels from
both plates form a V-shaped channel, which is called chevron configuration, or in the case
of three plates a Z-shaped channel. When the charge cloud hits the channel walls, it is
possible that ions are released and accelerated in the opposite direction. These ions could
generate a wrong signal on the opposite detector. By the inverted orientation of adjacent
MCPs, this effect is suppressed. The Remi described in this thesis uses two MCPs with
a diameter of 120mm in chevron configuration for the ion detection and a Z-stack of
80mm-MCPs in the electron detector. When the cloud arrives at the bottom of the MCP
assembly, it has been amplified by a gain factor of typically 107. This is enough to gen-
erate a voltage pulse that can be coupled out and is used for the time measurement. The
temporal resolution and the travel time of the electron cloud through the MCP is in the
order of a few hundred ps [123]. The spatial resolution of an MCP is given by the channel
diameter and distance. A single channel has a dead time in the order of 10−2 s. As the
plate consists of 105 to 106 independent channels and because under normal experimental
conditions, it is rather unlikely that the identical channel is hit repeatedly within its dead
time, the effective dead time of the whole MCP is about 10−8 s to 10−7 s [124].
When the electron cloud exits the bottom of the MCP stack its position is read out with
the help of a delay-line anode. This is a system of wires wrapped around a square or
hexagonal anode plate [125–129] (see also figure 6.5b). In the case of a square anode,
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one wire is wrapped horizontally around the plate and the other one vertically. When
the electron cloud hits the two wires, the x and y-positions are encoded by the time that
the induced electronic signal takes to reach either end of both wires. The reconstruction
principle of the impact position for a wire of length l is as follows: Assuming the electron
cloud hits the wire at a distance x from one end (and in consequence l− x from the other
end), the signal travels with constant velocity v towards both ends. The two arrival times
are t1 = xv and t2 =
l−x
v . The impact position x can be calculated from the time difference
∆t = t1− t2:
∆t =
1
v
(x− l+ x)⇒ x= v∆t− l
2
. (6.1)
It is an interesting remark that the sum of both travel times t1+ t2 = tl is independent of x
and corresponds to the time that the signal would need to travel through the wire from one
end to the other, i.e. over a distance of l. Checking if the sum of the two measured times
equals tl is useful to sort out wrong coincidences. The spatial resolution of a delay-line
anode is better than 100 µm, which is similar to the MCP resolution [122,130]. Delay-line
anodes are multi-hit capable as long as two signals in the wire are temporally separated
[130]. In the case of a hexanode, there are three wires for the position measurement,
rotated by 60° with respect to each other. The three wires have a higher efficiency due to
redundance and a better multi-hit capability [129]. In practice there are two wires for the
detection of each position coordinate, the signal and the reference wire. These two wires
form a Lecher system, which efficiently reduces background noise [117].
6.3.4 Data Processing
The raw signals from the detectors consist of voltage pulses with a certain delay with re-
spect to the trigger signal. The voltage pulses have a width of a few tens of nanoseconds
and an amplitude of a few millivolts. After passing a fast amplifier, the pulse amplitudes
are in the order of 100mV. The amplified pulses are further processed and transformed
into sharp time stamps by a commercial ‘fADC8/10-2’ module from RoentDek. It con-
tains a series of 20-bit analog-to-digital converters (ADCs) and samples the complete
trace of the voltage pulses as would do a digital oscilloscope [131]. The ‘CoboldPC’ soft-
ware package by the same company controls the device and also does some preprocessing
of the data. It checks for example that the time stamps coming from the anode wires ful-
fill the above mentioned sum condition and converts them to position information. The
software is in principle also capable of doing the momentum calculation, but this is very
time-consuming as it requires to read in the complete set of data. In practice, the data
analysis is accelerated by defining export conditions like for example time-of-flight and
position windows and letting CoboldPC export only the data that fulfill the conditions.
The actual momentum calculation for the confined data is then performed by dedicated
analysis programs. In the framework of this thesis those analysis programs were scripts
written in MathWorks ‘Matlab’.
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6.3.5 Momentum Reconstruction
Before the detailed explanation of how the momenta are calculated, a short remark about
coordinate systems and conventions has to be made. As can be seen in figure 6.4, the
spectrometer of the remi and the internal electro-magnetic fields feature a cylindrical
symmetry. On that account it is consequential to decompose momenta in a component
parallel and another component perpendicular to the spectrometer axis. The process of
photoionization has also cylindrical symmetry if linearly polarized light is used with the
direction of polarization being the cylinder axis. In the field of laser physics, it is com-
mon to define the direction of propagation of the light as the z-direction. In experiments
involving a Remi, however, it is the convention that the spectrometer axis is aligned along
the z-direction. In most Remi experiments, especially with a laser beam as the projectile,
the spectrometer axis is perpendicular to the propagation of the projectile, such that one of
the two z-axis conventions has to be chosen. If not explicitly stated differently, the Remi
convention will be used in the following and throughout the thesis. For the sake of com-
pleteness, it should be mentioned that there are some Remi experiments with an electron
beam projectile in which the electron beam is propagating parallel to the spectrometer
axis, in order to avoid deflection by the magnetic field (see for example [132]).
Taking into account the cylindrical symmetry, the 3D-momentum of a particle after ion-
ization ~p =
pxpy
pz
 can be expressed in different ways. The z-component, which is par-
allel to the spectrometer axis, is also called the longitudinal momentum pl, sometimes
also represented by p‖. The vector sum of the remaining x- and y-components, which is
orthogonal to pl, is called the transverse or transversal momentum ptr (or p⊥). In the gen-
eral case without cylindrical symmetry, the momenta can also be expressed in spherical
coordinates involving the two angles θ and ϕ . The different representations are shown in
figure 6.6 and the conversion is as follows:
~p=
pxpy
pz
= (ptrpl
)
= |~p| ·
sin(θ)cos(ϕ)sin(θ)sin(ϕ)
cos(θ)
 . (6.2)
The cylindrical symmetry of the Remi spectrometer implies that the longitudinal and the
transversal momentum components are reconstructed in different ways. The raw data
contain information about the times-of-flight t and the impact positions x and y on the
detector. These parameters depend on the initial momentum ~p, the spectrometer geometry
and the applied electric and magnetic fields. The magnetic field does not influence the
time-of-flight as the Lorentz force of the field along the z-axis only acts in the xy-plane.
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Figure 6.6: Convention of momentum axes and angles used throughout this thesis. The
z-axis is parallel to the spectrometer axis and points towards the ion detector. Adapted
from [58]
Longitudinal momentum
The previous explanation implies that the time-of-flight is only a function of pl and the
spectrometer geometry. A rather simple expression for the time-of-flight can be derived
by solving the one-dimensional Newtonian mechanics problem and doing some mathe-
matical transformation. For the general case of a particle with charge q and mass m that
has an initial longitudinal momentum pl and is then accelerated in a spectrometer with
acceleration and drift regions of lengths la and ld and a voltage drop of ∆U along la, the
time-of-flight is
t(pl) = la ·
√
p2l +2mq∆U− pl
q∆U︸ ︷︷ ︸
tof in acceleration region
+ ld · m√
p2l +2mq∆U︸ ︷︷ ︸
tof in drift region
. (6.3)
The second term obviously vanishes when there is no drift region (ld = 0). Only in that
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specific case the inversion of equation 6.3, i.e. the calculation of pl(t), is analytically
possible and yields
pl(t)
ld=0=
mla
t
− t · q∆U
2la
. (6.4)
In the general case with a drift region the transversal momentum cannot be calculated
analytically from the time-of-flight. There are several possible methods to solve this
problem, which are briefly discussed in the following paragraphs.
Taylor approximation for small momenta If the initial kinetic energy in the lon-
gitudinal direction is small compared to the energy gained in the electric field, i.e.
El =
p2l
2m  q∆U , or more strictly speaking pl 
√
2mq∆U , equation 6.3 can be Taylor-
expanded to the linear order around pl = 0 (see e.g. [32, 58]). The resulting equation can
be solved for pl as a function of t:
pl(t)≈ q∆Ula · (t0− t), (6.5)
with t0 being the zeroth order term of the Taylor expansion corresponding to the time-of-
flight of a particle with pl = 0:
t0 =
√
2m
q∆U
·
(
la+
ld
2
)
. (6.6)
As already mentioned above the linear approximation is only good for very low momenta.
This condition is quite well fulfilled by heavy rare gas ions from photoionization but
usually not by ions from molecular dissociation and electrons.
Numerical Solution Amore general method to reconstruct the longitudinal momentum
is solving equation 6.3 numerically with the help of Newton’s method. This method can
be implemented into a computer algorithm and modern computer systems are able to
perform the calculation already during the measurement. The momentum reconstruction
with Newton’s method is explained for example in references [133,134].
Interpolation with lookup table The method used in the analysis of the data presented
in this thesis is the use of a lookup table. The first of its two columns contains equally
spaced values of pl and the second column contains the corresponding time-of-flight t(pl)
according to equation 6.3. For every measured time-of-flight value a computer program
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searches the two pairs (pl, t(pl)) with the time-of-flight neighboring the measured value.
The program then performs an interpolation to determine the corresponding longitudinal
momentum value that lies between the two picked momenta. This method is a fast way
to determine pl. The only prerequisite of the lookup table is that the momentum array is
large enough to cover the whole range of possible times-of-flight and that the difference
between two neighboring values is smaller than the resolution of the spectrometer. The
temporal resolution of the described system is not better than 0.1 ns. If these conditions
are fulfilled the method provides an accurate momentum calculation. It can be used for
the calculation of the longitudinal momenta of ions and for electrons as well.
Transverse momentum
For the calculation of the transverse momentum the Lorentz force induced by the magnetic
field has to be taken into account. The effect of the magnetic field B on a charged particle
with mass M and charge q is a cyclotron motion with an angular frequency of ωc = qBm .
The cyclotron angle α = ωct is proportional to the time-of-flight. As the time-of-flight
roughly scales with
√
m the cyclotron angle is approximately proportional to 1√m . This
means that the cyclotron angle of even the lightest possible ion, H+, is smaller by a factor
of
√
1836 ≈ 43 compared to electrons. In a typical measurement the electrons perform
about three to five full cyclotron cycles. In the case of heavier ions, this would lead to a
small angle and the circular motion is negligible. In the case of H+, the effect has to be
considered, however. The different methods for (heavier) ions, electrons and light ions
will be discussed in the following paragraphs.
Heavy ions The calculation of the transverse momenta is very simple for heavy ions
because the magnetic field can be neglected. As in this case there is no force chang-
ing the motion in the transverse xy-plane the ion essentially moves with constant ve-
locity from the starting point (0,0) to a spot (x,y) on the detector. The distance
R=
√
(x− x0)2+(y− y0)2 between (x0,y0), the center of the distribution of arrival posi-
tions of ions with mass m, and the actual arrival position (x,y) is connected to the trans-
verse momentum component by the following relationship:
R=
ptr · t
m
, (6.7)
where t denotes the measured time-of-flight. It is important to note that (x0,y0) is not
coinciding with the starting coordinates (0,0) because the ions always carry the initial
momentum of the gas jet. The center of the ion distribution is therefore shifted in the
direction of jet propagation. Rearranging equation 6.7 yields
ptr =
m ·R
t
. (6.8)
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The components px and py are obtained analogously and can also be expressed in cylin-
drical coordinates:
px =
m · (x− x0)
t
=
m ·R · cosϕ
t
, (6.9)
py =
m · (y− y0)
t
=
m ·R · sinϕ
t
. (6.10)
Electrons For the calculation of the transverse electron momentum the magnetic field
B is essential. As already mentioned, the B-field determines the angular frequency of
the cyclotron motion. As the Lorentz force is always directed perpendicular to both the
magnetic field lines and the current velocity vector of the electron, it does not change the
absolute value of the transverse momentum but only its direction. In a projection onto the
detector plane, as in figure 6.7, the electron is doing a circular motion starting from (0,0)
on a circle whose radius is proportional to the starting momentum ( [32]):
Rcyc =
ptre
e ·B . (6.11)
In this equation, e stands for the elementary charge. In order to determine ptre , the cy-
clotron trajectory has to be reconstructed from the measured information, i.e. the time-of-
flight of the electron te and its impact position on the detector (xe,ye). Figure 6.7 displays
the geometrical relations between the measured and the unknown quantities. In this anal-
ysis again, it is useful to work with cylindrical coordinates. Instead of the coordinates
(xe,ye), the impact position is represented by (Re,θe). The symbol ϕe will be used to
denote the azimuthal angle of the transverse momentum with respect to the x-axis.
The following relation between the angle α = ωcte, the cyclotron radius Rcyc and the
distance from the origin to the impact position of the electron Re can be read from figure
6.7:
Re
2Rcyc
=
∣∣∣cos(α
2
−90°
)∣∣∣= ∣∣∣sin(α
2
)∣∣∣ . (6.12)
This can be solved for Rcyc:
Rcyc =
Re
2
∣∣sin(12ωcte)∣∣ . (6.13)
After inserting equation 6.11 into this last expression, one obtains a solution for the abso-
lute value of the transverse momentum:
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Figure 6.7: Projection of the electron motion towards the detector; after starting from the
origin with ~ptre , the magnetic field forces the electron on a circular trajectory. The radius
of the circle is proportional to | ~ptre | (adapted from [32]).
ptre =
ReeB
2
∣∣sin(12ωcte)∣∣ . (6.14)
In practice, the magnetic field is not known. The measured quantity is the cyclotron
frequency ωc, the description of the method how to determine it follows later (6.3.6).
With B= ωcmee , equation 6.14 transforms to
ptre =
Reωcme
2
∣∣sin(12ωcte)∣∣ . (6.15)
The only remaining problem, the calculation of the azimuthal angle ϕe, can be solved by
the relation
ϕe = θe− 12α = θe−
1
2
ωcte, (6.16)
which also results from figure 6.7. The complete derivation of the last equations was done
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for a magnetic field pointing out of the xy-plane as displayed in the figure. For the case of
a magnetic field oriented in the opposite direction equation 6.16 changes to
ϕe = θe+
1
2
ωcte. (6.17)
This is in principle also consistent with equation 6.16 because mathematically the sign of
ωc changes when the direction of ~B is inverted. It is also important to check that the two
coordinate systems used for electrons and ions are the same. Otherwise the coincidence
conditions will not be fulfilled correctly for all three vector components. The consistency
can for example be achieved by rotating one of the two systems or by other measures if
necessary at all.
6.3.6 Calibration procedure
All of the previously mentioned methods are based on the precise knowledge of the spec-
trometer geometry and perfectly homogenous fields. Under real conditions, such exact
knowledge is not possible. Especially the homogeneity of the applied fields is not real-
ized in the whole setup, which is in particular a problem in the determination of pl. The
results of inserting the known input parameters, i.e. the measured data and the experi-
mental parameters such as the spectrometer dimensions and the applied voltage, into the
formulas are in general only approximating the correct momenta. To find out whether the
calculated results are reasonable it has to be checked that the calculated momenta of coin-
cidently measured particles fulfill the conditions of momentum conservation. In the case
of single ionization one has to plot the pairs of the longitudinal momenta of the electron
and the ion in a 2-dimensional histogram, as is done in figure 6.8. The majority of the
counts has to lie on a diagonal line such that ple + plion = 0. If this is not the case, the
experimental parameters are wrong. The adjustment of these parameters has been done
as follows: First, the geometrical parameters of the spectrometer, i.e. the lengths of the
acceleration and drift regions are assumed to be constants according to the construction
plans of the Remi. In the next step, the experimental value of the acceleration voltage
and the value of a temporal offset in the raw time-of-flight spectra of the ions, caused by
electronic delays, are determined. For that purpose, two peaks of a known ion species are
selected in the raw time-of-flight spectrum. This can be the single- and double-ionization
peak of the same species in a pure gas, or two single ionization peaks of different species
in a mixture. In general, it is useful to select two large peaks with a reasonable temporal
distance. The time values minus the yet unknown temporal offset t0 at the center of the
two peaks are inserted into the formula 6.3. The centers of the peaks correspond to a
vanishing longitudinal momentum, pl = 0, which is also inserted into the formula. In the
end, with the masses mi and the charges qi of the different ions, two equations with two
unknowns are obtained:
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Figure 6.8: CH4+-electron longitudinal momentum coincidence map. True coincidences
fullfill momentum conservation. In this plot, they are located on a thin diagonal line
with plion + ple = 0, which indicates a good selection of the calibration parameters. By
defining a condition for the sum of the longitudinal momenta, wrong coincidences that
are not lying on the diagonal can be excluded in the further data analysis.
t1− t0 = laion ·
√
2m1q1∆Uion
q1∆Uion
(6.18)
t2− t0 = laion ·
√
2m2q2∆Uion
q2∆Uion
. (6.19)
Solving these two equations is possible analytically and yields a result for the time offset
t0 and the potential difference along the length of the ion acceleration region. Note that
the length of the ion drift region is 0. As the electric field is the same in the acceleration
region for the electrons, its potential difference can be deduced fromUion by multiplying
it with the factor laellaion , the ratio of the lengths of the acceleration regions. For the electrons,
there is also an unknown temporal offset. The method to determine this makes use of the
helical trajectory of the electrons in the magnetic field. The projection of the trajectory
onto the xy-plane is a circle for every electron. All of these circles have one point in com-
mon, which is the projection of the interaction volume, where the photoionization takes
place and the trajectory starts (see figure 6.7). The 2D-histogram of the electron time-
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of-flight and the x-, y- or R-coordinate (R =
√
x2+ y2) of the impact position shows a
characteristic ‘wiggle’ structure with nodes of high count density that are equally spaced
in time (cf. figure 6.9). The times-of-flight at these nodes correspond to the moments
0 20 40 60 80 100 120 140 160 180 200 220 240
0
5
10
15
20
25
30
Electron Time-of-flight [ns]
D
is
ta
nc
e
fr
om
ce
nt
er
of
de
te
ct
or
[m
m
]
100
101
102
103
104
C
ou
nt
s
Figure 6.9: Wiggles plot: Distance between impact position of the electron and center
of the detector plotted as a function of its time-of-flight. The oscillation represents the
cyclotron motion of the electrons in the magnetic field. After a full cycle, the electron
returns to its starting point at R = 0. The temporal difference between the nodes is the
cyclotron period τc.
when the electron completes an integer number of cyclotron orbits. Hence, the time dif-
ference τc between subsequent nodes allows for the calculation of the cyclotron frequency
ωc = 2piτc . In practice, it is determined by a linear fit of the node position as the function
of the time-of-flight. With the help of this fit, it is also possible to find the temporal offset
because the electron time-of-flight starts with the 0th node and the other nodes have to
occur at integer multiples of the cyclotron period τc. As a first step, the nodes are shifted
to such a position by subtracting a certain value from the measured time-of-flight. The
time value is then corrected up to an integer multiple n of τc. Whether the right n has
been chosen can be decided from the coincidence plot of the longitudinal momenta of the
electron and the corresponding ion. When the events are lying on a diagonal line such
that ple + plion = 0, n is chosen correctly and so is the time offset of the electrons. At this
point, the longitudinal calibration and also parts of the transverse calibration are finished.
What remains left is the spatial orientation of the detector arrays with respect to the frame
of reference given by the geometry of the remi and the polarization of the laser pulse.
As the impact position of most ions from the gas jet ionized by the laser is confined to a
small area on the detector pointing along the direction of jet propagation, it is possible to
mathematically rotate the detector image such that the jet propagates along the negative
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y-direction. The electrons, however, can hit the detector at any spot and the mathematical
rotation is done after the calculation of the transverse momentum by verifying again the
momentum conservation with the corresponding ions.
6.4 Determination of the two-color phase
The experiments on photoionization were performed with laser pulses consisting of a
linearly polarized 800nm fundamental pulse of a duration of about 30fs and overlapped
with its second harmonic, which had the same direction of linear polarization. By tuning
the time delay between the two pulses on a subcycle scale, the shape of the two-color
pulse could be varied. This variation is expressed by the relative phase ϕ between the two
pulses. How the relative phase between two pulses of the same amplitude influences the
resulting electric field is shown in figure 6.10. The figure shows how strongly the field
shape and maximum amplitude change when the phase delay ϕ is varied, and a strong
influence of the phase delay on the photoionization can be expected because of the non-
linearity of the process, even if one of the two pulses has a relatively small amplitude
compared to the other one. Figure 6.10 also shows that the resulting electric field can
be treated as a superposition of two continuous waves (cw) if only a few cycles around
the maximum of the field envelope are considered. Considering cw fields, the shape of
the resulting field is 2pi-periodic with respect to the phase delay ϕ and so should be the
physical response of the investigated system, i.e. the molecules exposed to the laser field.
In the experimental setup presented in this chapter, there is no device to measure explicitly
the value of ϕ . The raw dataset of a remi measurement is a list of registered ionization
events. Each event contains the time-of-flight of at least one charged particle, as well as
the time signal that corresponds to the particle’s impact position on the detector. In most
cases, the event contains the information of an electron-ion pair. A last raw information
that is saved for each event is the position of the translation stage of the Mach-Zehnder
interferometer (see section 6.2) that is used to tune the delay between the red and the
blue pulses. This position information is directly correlated with the phase of the two-
color laser field, but it has to be converted into a real phase value in a certain way, which
will be described below. It can be expected that the relation between the position of the
translation stage and the phase is linear and a certain position always corresponds to a
certain phase value. This assumption is correct only for very short measurements that do
not take much longer than about one hour. However, to collect enough statistics, the usual
duration of an experiment with reaction microscopes is much longer, in the order of days.
During this long time, inevitable variations of the temperature or pressure of the air that
the laser pulse is passing through change the refractive index, introducing an additional
delay, and it becomes impossible to directly convert a position value into a phase value.
To solve this problem, the complete dataset is split up into smaller parts corresponding to
a duration of about one hour, and the phase calibration is done for each part separately. In
order to be able to calibrate the phase of the two-color field for each part of the dataset,
it is necessary to introduce and analyze a physical quantity that varies with the phase.
Such a quantity can for example be the ionization yield because strong-field ionization
highly depends on the electric field strength, as can be seen in chapter 4. A yet better
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Figure 6.10: Electric field of a fundamental (800nm, a) and second harmonic (400nm, b)
pulse with a pulse duration of 30fs. Within a few cycles around the maximum of the pulse
envelope, the amplitude is nearly constant and the field can be treated as a continuous
wave. By overlapping the two pulses and varying the relative delay between them on a
subcycle scale, the field shape is changed significantly (c to f). The delay between the
pulses is expressed by the relative phase ϕ , where a change of 2pi corresponds to a shift
of one cycle of the SHG pulse. As ∆ϕ = 2pi is also the periodicity of the resulting electric
field, the electron momentum distributions after photoionization by this field will have the
same periodicity.
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Figure 6.11: Photoion asymmetry of the longitudinal momentum of singly charged Ar+
ions plotted as a function of the position of the Mach-Zehnder delay stage for one data
subset of about one hour of measurement time. One full cycle of the sinusoidal asym-
metry corresponds to a 2pi-shift between the red and the blue laser pulses. The fitted sine
function in red yields the parameters to convert the raw position values into a phase value.
quantity is the so-called asymmetry parameter A, which compares the ionization yield of
photoelectrons or -ions being emitted with positive longitudinal momentum by the yield
of emission with negative longitudinal momentum (see for example [37]). A is defined as
A(ϕ) =
n+(ϕ)−n−(ϕ)
n+(ϕ)+n−(ϕ)
, (6.20)
where n+ and n− denote the amount of electrons emitted with a positive or negative
longitudinal momentum, respectively. Asymmetric ionization yields can be explained by
the phase-dependent break of inversion symmetry of the two-color laser field [27]. The
asymmetry parameter is therefore 2pi-periodic as the electric field and is well-suited for
the calibration of the phase. Calculating A for a reference process, for example the single
ionization of the target molecule, and plotting the points versus the Mach-Zehnder stage
position yields a sinusoidally shaped scatter plot with a few oscillations. The coefficients
ai of the fit function
f = a1+a2 · sin(a3x+a4) (6.21)
allow for the transformation of the stage position x into a phase, which is the argument
of the sine. The coefficient a1 is by definition of the asymmetry very close to 0 and large
deviations from that value indicate a wrong momentum calibration. The amplitude of
the asymmetry, a2, strongly depends on the underlying process. The ‘frequency’ of the
sine, a3, is nearly constant throughout all partial datasets, which reflects the assumption
of a linear relation between the stage position and the phase. The last coefficient, a4,
is a time-dependent phase offset whose origin are the above-mentioned thermal effects.
The obtained fitting coefficients of all data subsets can be used to calculate an explicit
phase for each single event of the complete dataset. Assuming that the thermal drifts
are a continuous process without sudden jumps, it is possible to interpolate between the
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coefficients a4, which yields a phase offset b for each event. As a next step, the phase is
calculated for each event by the formula
ϕ = a · x+b, (6.22)
where a=a3 is the arithmetic mean of the coefficients a3 of all data subsets. Finally,
the phase values calculated with the help of equation 6.22 are wrapped such that they
are lying in an interval from 0 to 2pi. An important remark is that ϕ is still containing an
unknown but constant phase offset, which is determined by the physical reference process
used for calibration. A determination of the absolute phase of the electric field is hence
not possible. However, as long as phase differences are considered, this is sufficient,
and the above method is a good way to attribute a consistent phase value to each event
of the measurement. The comparison of the phase offset of the asymmetry parameter of
different ionization processes can contain information about the physical mechanisms and
is part of the analysis chapter.
6.5 Setup of a beamline for high-harmonic generation
An additional experimental part of this thesis’ work was the construction of a beamline
for the generation of high harmonics from an ultrashort infrared laser pulse. The design
of the first part of the beamline was basically a copy of an HHG beamline, which was
already in use in the Interatto research group at MPIK in Heidelberg. A brief description
of this original beam line is given in the next paragraph. Its design is discussed in great
detail in [135], and a schematic of it is displayed in figure 6.12. Similar to the measure-
ments with a reaction microscope, a vacuum is needed for HHG experiments because the
photons in the vacuum ultraviolet (VUV) and extreme ultraviolet (XUV) spectral range
(∼5 to ∼120 eV) are absorbed in air. The beamline consists of a sequence of vacuum
chambers that are equipped with various tubings, optical and electronic components to
generate the high-harmonic light and to analyze its interaction with a target. The high
harmonics are generated in the very first chamber of the beamline setup. The generation
is achieved by focusing a few-fs IR pulse into a gas cell that is typically filled with a
rare gas. The gas cell is a small tube with two holes in the tube wall such that the IR
and HHG light can pass. The backing pressure inside the tube is about 10 to 100mbar,
depending on the target gas. Some quantity of the gas is leaking through the holes into
the vacuum, which is maintained by a high-performance 2000Ls−1 turbomolecular
pump, such that the pressure in the chamber is below 10−3mbar. The IR focus where
HHG takes place can be considered as an almost pointlike source spot from which both
IR and HHG beams start propagating in the same direction. If the generating IR pulse is
sufficiently short, ideally only one full cycle of the electric field, and with proper gating
techniques (see for example [136]), it is possible to generate an isolated HHG pulse,
with a duration in the order of hundreds of attoseconds. With an IR pulse consisting
of multiple cycles, a train of attosecond pulses is generated. Since their divergence
is different, the profile of the combined IR-XUV beam consists of the HHG beam in
the center overlapped by the IR beam with a larger diameter. After passing through a
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Figure 6.12: Schematic of the attosecond transient absorption spectroscopy beamline at
MPIK in Heidelberg. The IR beam enters the vacuum system from the left and is focused
into the gas cell for high-harmonic generation. IR and XUV light copropagate through a
controllable iris to adjust the IR intensity. The light is refocused by a toroidal mirror and a
time delay between XUV and IR is introduced by the interferometric mirror setup. Metal
and polymer filters are used to separate the beams spatially. The refocused XUV and IR
pulses interact with the target in a second gas cell. The remaining IR light is blocked by
another metal foil and the transmitted XUV light is spectrally resolved and imaged by a
grating and a CCD camera system (taken from [135]).
differential pumping tube the beam reaches a chamber with an electronically controlled
iris aperture. The iris is able to steer the intensity of the infrared pulse without reducing
the HHG intensity because of the different beam diameters. The interferometric mirror
setup in the following chamber consists of two main parts. The first part is a toroidal
mirror for the refocusing of the beam into the next chamber where a second gas cell filled
with a target gas is located. Technically, the toroidal mirror is not refocusing the beam
but it does a one-to-one image of the HHG source spot. The second part is composed of a
large flat mirror with a small hole in its center. In this hole there is another mirror, which
can be translated back and forth by a piezoelectric actuator with nm precision. This setup
allows to temporally delay or advance the inner (XUV) beam with respect to the outer
(IR) beam. Both the toroidal mirror and the time-delay mirror system are hit by the beam
under grazing incidence in order to maximize the reflectivity for HHG light. Between
the mirror and the target chamber, an assembly of thin metal and polymer foils allows to
block the IR beam or to select a certain energy range from the high-harmonics spectrum.
The metal filter is only a few hundred nanometers thick, which is enough to efficiently
block the IR light and be transmissive for XUV light. The transmissivity is frequency-
and material-dependent, therefore filters of different metals are used for the desired
experimental conditions. The target chamber is basically a copy of the HHG chamber,
also separated from the other chambers by differential pumping tubes. After passing
the target, another metal filter blocks the remaining IR light to prevent the subsequent
spectrometer from suffering damage. The spectrometer is built of a grating with variable
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line spacing that spectrally splits the high-harmonics beam and images the spectrum into
a plane. The CCD chip of a UV and X-ray sensitive camera coincides with this imaging
plane. As the spectral plane of the grating is wider than the CCD chip, the camera
position can be moved in the plane to the spectral region of interest. The combination
of the iris aperture and the interferometric mirror setup allows for experiments to
investigate the XUV absorption of the target, as a function of the IR-XUV time-delay
and of the IR-intensity. Based on pump-probe type methods like (attosecond) transient
absorption spectroscopy ( [137, 138]), experiments with this beamline could for example
demonstrate how a symmetric Lorentzian absorption line can be converted into an
asymmetric Fano line and vice versa ( [3, 139, 140]). In a different experiment, the corre-
lated dynamics of both electrons in doubly excited states in helium could be studied ( [2]).
Based on this first beamline setup, a second one was designed. Initially planned as an
exact copy of the original one with a reaction microscope in place of the target gas cell,
the design was finally modified when it came to a collaboration with the group of Prof.
Reinhard Dörner at the university of Frankfurt. The group in Frankfurt needed a tabletop
low-flux XUV light source for electron time-of-flight spectroscopy in solids and super-
conductors ( [141–144]), as a compact alternative to a synchrotron. Since only XUV light
was needed for the experiments, the differential pumping tube behind the HHG chamber
was replaced by a vacuum valve with included mount for a metal filter to block the IR
light. The iris aperture was kept for the control of the XUV intensity and was also used
for alignment purposes. The main modification of the beamline design was the replace-
ment of the time-delay mirror setup by a grating mounted on a rotatable goniometer. The
initially used grating had a groove density of 600mm−1, but it can be replaced easily by
another grating. The modified mirror chamber is shown in figure 6.13. Depending on
the angle position of the goniometer, either the zeroth or the first diffraction order of the
incident XUV light is passed to the toroidal mirror. From there, the light passes a slit
and finally reaches the target. By rotating the goniometer, a specific photon energy can
be selected. The beamline was tested and was able to generate high harmonics, which
was proven by a home-built MCP/phosphor screen detector. Figure 6.14 shows the flu-
orescence signal of the first diffraction order of high-harmonic light impinging on the
phosphor screen. In figure 6.15, the spectrum with assignment of the harmonic orders is
shown. Due to the relatively long pulse duration of the IR pulse (40 fs), the harmonics
show up as discrete spikes in the spectrum. With a shorter generating pulse, the high-
harmonic peaks would be broader. The results demonstrate the capability of the beamline
setup to provide XUV photons in the energy range of 20 to 50 eV, as was requested by our
coworkers in Frankfurt. The spectral range of the setup is limited by the rotation angle of
the goniometer, but by using a grating with a different groove density, the spectral range
and resolution can be modified.
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Figure 6.13: Modified mirror chamber with grating mounted on a goniometer instead of
the time-delay mirror setup.
Figure 6.14: First diffraction order of XUV pulse detected by an MCP/phosphor screen
assembly. The electron clouds generated in the MCP when an XUV photon hits the
detector are amplified and initiate fluorescence in the phosphor screen (By courtesy of
Phillip Klaus).
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Figure 6.15: High-harmonics spectrum recorded at the setup in Frankfurt. The different
harmonic orders are indicated (By courtesy of Phillip Klaus).
Chapter 7
Results
The typical data set of a measurement with a reaction microscope contains information
about time-of-flight and impact position of all electrons and ions detected in coincidence
during one trigger event. Especially for the case of photoionization of molecules, a lot of
ionization and fragmentation channels are imaginable. Each channel is characterized by
its end products, the number and species of produced fragments, i.e. ions, electrons and
neutral fragments, which are not detectable with the Remi. By the coincidence technique
of the Reaction Microscope, it is possible to select only those events that are relevant for a
certain ionization channel. The time-of-flight of a certain ion is directly linked to its mass,
more precisely to its mass-to-charge ratio mq , and this allows to define a time-of-flight
window which corresponds to the arrival time of one specific ion species. If all fragments
of an ionization event are detectable, wrong coincidences can be effectively sorted out by
checking for the conservation of momentum. In some cases, this method is not possible
because of one or more neutral fragments, which are missing in the calculation of the
momentum sum. As certain ions can be produced in several processes, it is possible to
further limit the data set, for example by only looking at events with electrons with a very
small energy. The coincidence technique was used to analyze different phenomena that
were found in photoionization experiments with argon, methane, and hydrogen, with a
particular focus on methane and the generation of photoelectrons with kinetic energies
below ∼200meV. These results will be discussed in this chapter.
7.1 Preparatory measurements with an argon-methane
mixture
Before the actual measurements with pure methane, some experiments intended as a test
were performed with a mixture consisting of 90% argon and 10% methane. The goal
of doing experiments with a gas mixture was to compare the actual molecule of interest,
CH4, to a well-studied simpler system, in this case the Ar atom. The particular mixing
ratio was chosen because a bottle of this mixture was in stock when the experiments
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were performed. And despite the low percentage of methane in the mixture a significant
amount of ionization events from methane was expected due to the different ionization
potentials: 15.8 eV for argon compared to 12.6 eV for methane. The ion time-of-flight
spectrum shows however that the count rate for methane ions is still relatively low (figure
7.1). Although a lot of fragment ions are detected, a good statistics is only obtained
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Figure 7.1: Raw time-of-flight spectrum of two-color photoionization of an argon/methane
mixture. The Ar and CH4 ion peaks are marked. The time-of-flight spectrum of ions ar-
riving before CH4+ belongs to lighter methane fragments and will be discussed in section
7.2 (cf. figure 7.3).
for the CH4+ ion. So, at first, the analysis of the experiments with the Ar/CH4 mixture
was limited to the comparison of the non-fragmenting single ionization of both target
species. To investigate the influence of the phase of the two-color field on the ionization
process of the two target species the longitudinal momentum asymmetries were calculated
and compared (figure 7.2). The data and the fitted sine curves show differences both in
the asymmetry amplitudes (CH4+: (0.2510±0.0016) rad, Ar+: (0.2941±0.0009) radian)
and the offset phases. The difference of the phase offsets is ∆ϕ = (0.2845±0.0071) rad.
A difference in the momentum asymmetry for the two species could be expected due to
the different ionization potentials. The different asymmetry amplitudes give an indication
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Figure 7.2: Comparison of the longitudinal momentum asymmetry of photoelectrons
measured in coincidence with CH4+ (blue crosses) and Ar+ (red dots) in the same
measurement. The sinusoidal fit of the asymmetry data yielded a phase difference of
∆ϕ = (0.2845±0.0071) rad, which the Ar+ curve advances the CH4+ curve.
of how strongly the asymmetric laser field is influencing the target atom or molecule.
The lower amplitude in the CH4+ photoelectrons could indicate a fundamentally different
ionization mechanism between argon and methane, involving intermediate states with
a comparably long lifetime, such that the electron is released when the laser pulse has
already passed.
7.2 Two-color photoionization of pure methane
7.2.1 Overview of ionization channels
As the main goal of the experiment was the investigation of different ionization channels
of the methane molecule and due to the unfavorable mixing ratio of the argon-methane
mixture, the experiment was redone with pure methane. The time-of-flight spectrum of
the detected ions looks the same for this gas, without of course the peaks corresponding to
argon ions. But due to the better statistics, it is now also possible to have a deeper look at
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ions other than CH4+. The time-of-flight spectrum is shown in figure 7.3. The sharp peak
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Figure 7.3: Raw time-of-flight spectrum of the two-color photoionization of methane. The
most important peaks are marked.
of the CH4+ ion at around 23 µs is sitting at the right edge of a broad multi-peak structure
that is formed by the lighter fragment ions which lack one or more hydrogen atoms. In
the logarithmic representation, the maxima of the CH+, CH2+, and CH3+ can be located.
Another sharp peak with about 1% of the intensity of the CH4+ peak shows up right next
to this one. It also corresponds to a CH4+ ion, but not containing the standard 12C atom,
but instead the heavier 13C. The intensity ratio between the two CH4+ peaks corresponds
to the natural isotope ratio between 12C and 13C. A contribution of methane containing
a deuterium atom to the heavy CH4+ peak is possible, but can be neglected because the
isotope ratio between 1H and 2H is about 10000. Another sharp peak with a rather low
intensity can be found at about 17 µs. This peak corresponds to the doubly charged CH42+
ion. At even smaller times-of-flight, different forms of hydrogen ions can be found. The
molecular H2+ ion peaks at about 11 µs, while protons arrive in a broad time window be-
tween approximately 4 to 8 µs. The H+ tof spectrum has a characteristic shape, which is
also observed in other Remi experiments with hydrogen (see for example [58]). It consists
of a central peak, and two outer peaks. The two outer peaks correspond to protons with
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high kinetic energy, probably created in a Coulomb explosion process. The protons in the
center peak have lower kinetic energy and are part of a reaction with another, in the reac-
tion microscope not detectable, neutral fragment. Given this multitude of ionization prod-
ucts, it is worth thinking about the possible reaction channels which lead to the creation
of each ion species. The easiest ionization channel is of course the single ionization with-
out any further reaction of the molecular ion, which leads to the two CH4+ peaks in the
time-of-flight spectrum. This channel can be analyzed best, because all ionization prod-
ucts can be detected, and most wrong coincidences can be efficiently removed. However,
many more single ionization channels are imaginable with at least one neutral fragment
involved. The analysis of these channels is more complicated, and wrong coincidences
cannot be removed almost completely. By setting smart conditions for time-of-flight and
the momenta of the detectable fragments, it is at least possible to remove obviously wrong
coincidences. In addition, for fragment ions which lack more than one atom compared to
the target molecule, it is impossible to determine in which form those missing atoms have
left the ion. In the case of the CH2+ ion for example, this means that either two separate
H atoms are missing or an H2 molecule. An even more sophisticated role is played by
the charged hydrogen fragments. In a perfectly evacuated reaction microscope with no
background gas, the hydrogenous fragments have to stem from the methane molecule hit
by the laser pulse. In reality, even after baking-out of the Remi, a certain amount of gas
remains in the vacuum system. This residual gas mainly consists of molecular hydrogen
and water vapor, which can both also interact with the laser and create hydrogen ions.
In the case of double ionization of methane, there is also a large set of conceivable reac-
tion channels. The easiest channel is again the double ionization without fragmentation.
Slightly more complicated are Coulomb explosion channels where the doubly charged
CH42+ ion splits up into two singly charged fragments, for example a CH3+ ion and a
proton or a CH2+ ion and an H2+ molecular ion. All double ionization channels men-
tioned so far have the advantage that they do not involve any neutral fragments. But as
can be seen from the time-of-flight spectrum, the double ionization cross section is much
lower than the single ionization and the statistics will automatically be worse. In addi-
tion, even if a measurement of all ionization products is possible, it requires the detection
of (at least) four particles, and with an estimated detection probability of about 50% for
one particle, the statistics is reduced even more drastically. Double ionization channels
involving neutrals have not been looked at as the analysis would have become too com-
plicated with no guarantee of being able to extract any information. Coulomb explosion
channels can be identified by plotting the times-of-flight of both ions in a coincidence
plot as in figure 7.4. In the time-of-flight coincidence spectrum, the Coulomb explosion
events are lying on characteristic parabolas. The extrapolation of these parabolas to the
diagonal of the graph leads to the time-of-flight of the doubly or multiply charged parent
ion before the Coulomb explosion. The measurements reported in this thesis involved
an extraction field of the Remi spectrometer of about 2Vcm−1. This relatively low field
has the disadvantage of a poor acceptance for ions with high kinetic energies, especially
if they are not initially emitted parallel to the spectrometer. This affects in particular the
light fragment ions from Coulomb explosions (e.g. H+ and H2+), as they carry most of the
repulsion energy. If their transverse momentum component is too large, the ions cannot
be guided to the detectors by the weak electric field and are lost. This effect can be ob-
served in figure 7.4 as the two highlighted Coulomb explosion channels are not forming
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Figure 7.4: Ion-ion time-of-flight coincidence plot. Two Coulomb explosion channels
are marked in green and red. In this representation, Coulomb explosion events lie on
parabolic lines which intersect with the diagonal at the time of-flight corresponding to the
multiply charged mother ion. For the two marked channels, this is the CH42+ ion. In the
present dataset, the parabolas are not continuous because of the low electric extraction
field in the reaction microscope causing the loss of ions with large transverse momentum.
The faint parabola close to the diagonal is probably the trace of a metastable CH42+ ion,
which has a lifetime before Coulomb explosion comparable to the time-of-flight.
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a continuous parabola but instead two separated areas. Normally the ion time-of-flight
spectrum of Coulomb explosion should cover the whole range between the two extreme
times-of-flight, where the Coulomb energy is completely deposited to the longitudinal
momentum component of the fragments. The two separate spots in figure 7.4 correspond
exactly to this situation. Ion pairs with larger transverse momentum components would
lie in the gaps in between, and most likely the lighter fragment is lost. The drawback of a
low acceptance for ions with high kinetic energies is compensated by a very good energy
resolution for the particles that are detected. Hence, the used Remi configuration is better
suited for the investigation of low-energy phenomena. A list of the possible ionization
channels of methane can be found in table 7.1.
single ionization
CH4 + γ −−→
CH4+ + e–
CH3+ + e– + H
H+ + e– + CH3
CH2+ + e– + 2H
CH2+ + e– + H2
...
double ionization
CH4 + γ −−→
CH42+ + 2e–
CH3+ + H+ + 2e–
CH2+ + H2+ 2e–
...
Table 7.1: List of certain possible single and double ionization channels of the methane
molecule. The table only contains ions or channels that can be found in the present data.
There are of course more possible ionization channels but their detection and analysis
becomes more and more difficult. Note that the reaction microscope is only able to detect
charged fragments.
7.2.2 Photoelectron spectra of CH4+, CH3+, and H+
Since the statistics for the comparison of the double ionization channels, particularly of
Coulomb explosion channels, was insufficient, the data analysis was focused on the anal-
ysis of electrons measured in coincidence with different methane fragment ions. As a
starting point for this analysis, the 2-dimensional momentum distributions of electrons
measured in coincidence with CH4+, CH3+, and H+ were compared (see figure 7.5). Note
that the distributions use different bin sizes for count statistics reason. The CH4+ distri-
bution is in general sharper than the two other ones because the channel can be measured
with a momentum sum coincidence condition. In the remaining channels, the coincidence
condition only relies on the time-of-flight of the ion, which is weaker. In addition, the H+
ions detected for the third spectrum can have several origin channels, blurring the spec-
trum even more. Despite the differences in the sharpness of the momentum distributions,
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Figure 7.5: Photoelectron momentum spectra measured in coincidence with different CH4
fragment ions: CH4+(a), CH3+(b), and H+(c). The vertical lines at certain longitudinal
momenta are the results of the cyclotron motion induced by the magnetic field.
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all three spectra have in common a similar width with a maximum total momentum of
about 0.8 a.u.. This value can be used to calculate an estimation of the laser intensity dur-
ing the measurement using equation 4.12. For this particular measurement, the intensity
lies at about 7.5×1013Wcm−2. Although looking similar at rather high momenta, the
momentum distributions are clearly different from each other at very low momenta. The
CH4+ photoelectrons seem to have a sharp maximum close to the origin. In the CH3+
case, this maximum seems to be still present but not as pronounced as in the previous
case because structures of electrons with a total momentum of about 0.2 to 0.3 a.u. are
showing up with a larger intensity compared to the maximum. The maximum at very
low momenta is completely lost in the case of H+ photoelectrons and there is a nearly
constant intensity of electrons with momenta up to 0.3 a.u.. The differences in the mo-
mentum spectra are also visible in the kinetic energy spectra at very low energies below
0.2 eV. In fact, there is a clear peak structure at around 0.02 eV for electrons measured
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Figure 7.6: Kinetic energy spectra of photoelectrons measured in coincidence with differ-
ent ions. The curves were scaled such that the spectra at high energies (beyond the energy
range of this plot) have the same background levels.
in coincidence with a CH4+ ion. This peak is still present in the CH3+ photoelectron
spectrum, although the peak height is lower. Furthermore, there are at least three more
shoulders at the right flank of the low-energy peak, separated by about 0.02 to 0.03 eV.
At least one of these shoulders can also be found for CH3+ photoelectrons at roughly
0.08 eV. The low-energy peak structure is not observed in the kinetic energy spectrum of
H+ photoelectrons. Contrary to the measurements of CH4+ and CH3+ ions, it is impossi-
ble to attribute an unambiguous ionization channel for the measured H+ ions and so the
final electron distribution is a superposition of every possible channel. However, since
there is no indication of any low-energy peak below 0.5 eV in the spectrum, the existence
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of such a structure can also be excluded for any of those channels, particularly for the
dissociative ionization channel with the formation of an additional neutral CH3 fragment.
This channel is interesting because it represents the opposite case of the channel in which
the CH3+ is created and where the electron is taken away from the larger fragment. As a
remark about the data attributed to the measurement of CH3+ ions, it has to be recognized
that a certain amount of the registered events can actually be falsely identified CH2+ and
even a few CH+ ions, because the ion species have a certain overlap in the time-of-flight
spectrum (see figure 7.3). The data were selected such that the momentum of the assumed
CH3+ was small meaning that only events close to the center of the CH3+ time-of-flight
peak are taken into account. The contribution of CH2+ (and lighter ions) to counts at this
peak can be estimated to be about one order of magnitude less than the contribution of the
correct CH3+ ions, as can be seen in the time-of-flight spectrum.
The differences observed in the electron data are in contradiction to the two-step model
described in section 4.3 and [37]. According to this model, the ionization and the release
of the electron occurs in the first step. Any further interaction with the electric field of
the laser leading to dissociation happens in the second step when the electron is already
far away and so it should not be influenced by the laser-ion interaction. This would nec-
essarily mean that the final state of the electron, which is represented by the measured
momentum and kinetic energy distributions, should be the same, regardless of the corre-
sponding ion. Since there are obvious differences, the two-step model might be false or at
least incomplete, and further analysis is needed. To this end, the measurements of CH4+
ions and CH3+ ions on the one hand and the measurements of H+ ions on the other hand
can be opposed and compared to each other. The most obvious difference between these
two branches is the type of ion that is created during the reaction. In the first case, the ion
is of molecular kind whereas the H+ ion is an atomic ion, in fact just a bare proton in this
specific case. The differences in the respective electron momentum and kinetic energy
distributions could contain information about the underlying ionization and dissociation
mechanisms that lead to the formation of either a molecular ion or an atomic ion.
7.3 Parenthesis: Two-color photoionization of hydrogen
The results in the kinetic energy spectra of the photoelectrons are very similar to recent
results observed in an experiment with the same setup and molecular hydrogen as the
target [1]. In comparison to methane, the hydrogen experiment has the advantage that
the outcome of the experiment is much less complicated and that hydrogen, as the sim-
plest molecular system, has already been studied extensively. For the single ionization
of hydrogen, there are only two possible reaction channels. Either there is no dissocia-
tion and an H2+ ion is created, or the molecule dissociates and a neutral H atom and a
proton are created. The first channel is called bound ionization, the second one dissocia-
tive ionization. Again, according to the two-step model, the photoelectrons from either
channel should be in the same final state. However there are differences both in the mo-
mentum and kinetic energy distributions between bound and dissociative ionization (see
figure 7.7). Similar to the results of the methane experiment, the case in which a molecu-
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Figure 7.7: Photoelectron momentum and kinetic energy distributions of the two-color
ionization of H2 for the bound and dissociative channels, respectively (taken from [1]).
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lar ion is formed exhibits a peak at low kinetic energies, and there is no such peak when
only a proton is detected. For the results of the hydrogen experiment, an explanation that
resolves the contradiction to the two-step model could be developed. In this model, the
bound ionization takes a different pathway via an excited autoionizing state. Instead of
directly ionizing the molecule in the first step, the laser pulse promotes the electron to a
high-lying Rydberg state. The series of H2 Rydberg states and their energy levels have
been studied in [145–147]. The potential energy curves of these excited H2* states are
lying slightly below the potential energy curve of the bound state of the molecular ion.
At first sight, it seems that autoionization from such a state is forbidden. However, if
the H2* state is excited vibrationally at the same time, its energy lies above the ioniza-
tion threshold. From this electronically and vibrationally excited state autoionization is
possible. The excess energy is in the order of the vibrational sublevels and it is trans-
ferred to the released electron. Since the states of the Rydberg series with vibrational
excitation ν converge to the bound H2+ state (1sσg) with the same vibrational quantum
number ν , their energy remains below the energy of the dissociative H2+ potential energy
curve (2pσu). Therefore, the ionization mechanism via autoionization from a state with
simultaneous electronic and vibrational excitation is an option only for the bound ioniza-
tion channel. The potential energy curves and the relevant states for the comparison be-
tween the common two-step model and the proposed ionization mechanism are displayed
in figure 7.8. Figure 7.9 shows the contributions to the autoionization process by vari-
ous Rydberg states, which could be identified with the help of previous work [145–150].
The identified autoionization transitions are in agreement with the propensity rule, which
states that autoionization by vibrational relaxation is most likely happening for transitions
where the vibrational quantum numbers differ by 1 [146,151,152]:
∆v= v′− v= 1. (7.1)
The alternative ionization mechanism via vibrational autoionization was also confirmed
by analyzing for electrons of both ionization channels the longitudinal momentum asym-
metry as a function of the two-color laser phase. In the two-step model, the electron is
released early and is itself interacting with the laser field. A change of the pulse shape,
induced by a relative phase shift between the IR and the SHG pulses should therefore also
have an influence on the final state of the free electron. As a result, there should be a
significant phase-dependent asymmetry. On the other hand, the lifetimes of the Rydberg
states involved in the autoionization mechanism are longer than hundreds of femtosec-
onds, which means that the electron is released long after the electric field of the laser
pulse has faded away. Electrons from this mechanism should not exhibit a strong asym-
metry. Figure 7.10 shows the two-dimensional representation of the asymmetry function,
which is not just depending on the two-color phase, as in equation 6.20, but also on the ki-
netic energy of the electrons. The two-dimensional function still compares the number of
electrons with positive longitudinal momentum to the number of electrons with negative
longitudinal momentum:
A˜(Ekine ,ϕ) =
n+(Ekine,ϕ)−n−(Ekine,ϕ)
n+(Ekine,ϕ)+n−(Ekine,ϕ)
. (7.2)
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Figure 7.8: Comparison between photoionization of H2 according to the two-step model
(1,2) and via autoionization from a vibrationally excited Rydberg state (3). In the two-
step model, the molecule is initially ionized (1). The dissociation is the result of further
interaction with the laser field in step (2) promoting the system from the bound 1sσg state
of the H2+ ion to the dissociative 2pσu state. In the alternative mechanism, the molecule
is excited to a Rydberg state H2* with simultaneous vibrational excitation, from which
autoionization to the 1sσg state is possible (taken from [1]).
At first glance, the two graphics in figure 7.10 look quite similar. As expected, the dis-
tributions are 2pi-periodic with the phase of the two-color field. By taking each line of
the matrices separately and fitting a sinusoidal function to the data points, the asymmetry
amplitudes and offset phases could be retrieved for each kinetic energy value. In the phase
offset, there was no significant difference between the two channels, which can already be
seen in the two-dimensional graph. The asymmetry amplitudes of the two channels show
a significant difference just in the energy range of the electrons from vibrational autoion-
ization (see figure 7.11). The lower amplitude of the bound channel indicates that these
electrons are less affected by the asymmetric laser field, which supports the hypothesis of
a long-living intermediate state that is involved in the process of bound ionization. The
fact that also in the bound case, there is a certain amount of asymmetry, could suggest
that both mechanisms, the two-step model and the vibrational autoionization, contribute
to it.
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Figure 7.9: Transition energies for vibrational autoionization of H2 from various Rydberg
states to the 1sσg state of H2+ with ∆v = 1 ((a) and (b)) and with ∆v = 2 (c). Below
are the electron kinetic energy distributions of the bound (blue curve) and dissociative
ionization channels (red). The low-energy peak in the bound channel is mainly formed
by photolelectrons from autoionization transitions with ∆v= 1 (taken from [1]).
Figure 7.10: Phase- and energy-dependent momentum asymmetries of the bound and dis-
sociative ionization channels of H2 (taken from [1]).
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Figure 7.11: Comparison of the asymmetry amplitudes of electrons from bound and dis-
sociative ionization of H2 (taken from [1]).
7.4 Comparison of ionization channels of methane
The enhancement of electrons with low kinetic energies in certain ionization channels of
methane (see figure 7.6) is similar to the findings in hydrogen and also in contradiction to
the two-step model. Consequently, the goal of the further analysis of the CH4 measure-
ments was to find out if this could be explained by an alternative mechanism. The same
analysis pathway was taken by first comparing the phase- and energy-resolved momentum
asymmetries. The asymmetries are shown in figure 7.12. Due to the low count statistics
of the H+ photoelectrons, the asymmetry is plotted twice in figures 7.12c and 7.12d with
different phase bin sizes. The comparison of the asymmetry amplitudes is plotted in figure
7.13a. Within the error bars there is no difference between the three channels, but there is
a general trend that the amplitudes are increasing at higher electron energies. Similarly,
the offset phase of the sinusoidal asymmetry function shows the same energy dependence
for each channel, as can be seen in figure 7.13b. The curves are nearly identical within
error bars. Interestingly, the phase offset is decreasing from about 1 rad to 0.3 rad in the
range from 0 to 0.5 eV and remains constant beyond that energy. This trend is also observ-
able in figure 7.12, where the distributions shift to the left below 0.5 eV. Although there
is no obvious difference between the three channels, there is a clear difference between
electrons below about 0.5 eV and electrons above. The different phase offset could be a
hint to a different ionization mechanism for low energy electrons, probably involving an
intermediate state with a lifetime shorter than the pulse duration. Due to the bad statistics
of the H+ photoelectrons and also because numerous ionization channels can lead to the
production of a proton, a profound conclusion about these electrons is difficult to draw. To
proceed with the analysis, the photoelectrons measured in coincidence with the molecular
ions look more promising. In contrast to the results of the H2 photoionization experiment,
in the CH4 data, there is no such convincing evidence for the alternative ionization mech-
anism so far. The low-energy peak, which was only observed in the electron spectra of
the CH4+ and CH3+ ions, could suggest that there is a connection to the molecular nature
and that an intermediate state with vibrational excitation could be involved.
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Figure 7.12: Phase- and energy-resolved longitudinal momentum asymmetries of photo-
electrons measured in coincidence with CH4+ (a), CH3+ (b) and H+ ions (c and d with
lower phase resolution).
7.4.1 Methane photoionization at higher intensity
In order to have a broader set of data, the experiment was repeated with a higher laser
intensity. The electron momentum (Figure 7.14) and kinetic energy spectra (Figure
7.15) look different to the results from lower intensity. The momentum distributions are
broader, as can be expected from a higher intensity. From the width of the spectrum, an
intensity of 1.1×1014Wcm−2 can be estimated. In figure 7.14, the vertical lines due
to the cyclotron motion of the electrons in the magnetic field of the Remi are unusually
broad, as compared to other measurements, for example the one with lower intensity
(figure 7.5). The reason for this phenomenon could not be determined, but likely, the
count rate was too high due to the laser intensity and the density of the gas jet. As all
electrons return to their initial x- and y-positions after a full cyclotron cycle, they arrive
at the same spot on the detector and this particular detector region is then blind for many
electrons who arrive simultaneously with another one. All three electron distributions
have the highest count density in a region with nearly vanishing longitudinal momentum
and a transverse momentum of about 0.3 a.u.. In the electron spectra from molecular ions,
below that region of highest count intensity, there is also a vertical structure of electrons
with a total momentum much closer to zero. This vertical structure of low-momentum
electrons is much less pronounced in the H+ electron distribution. The maximum total
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Figure 7.13: Amplitude (a) and phase offset (b) of the electron momentum assymetry
obtained from a sinusoidal fit for each energy value for photelectrons detected in coinci-
dence with CH4+ (blue), CH3+ (red), and H+ (yellow). The electrons from the three ion
species follow the same trend within error bars in both amplitude and phase offset. The
amplitude is increasing at higher energies indicating that those electrons are more strongly
influenced by the asymmetry of the two-color field. The phase offset is decreasing from
0 to 0.5 eV, and remains nearly constant at higher energies. This also supports the as-
sumption that the low energy electrons interact differently with the asymmetric two-color
field compared to electrons with higher kinetic energy.The phase shift could indicate the
existence of an intermediate state which decays and causes the electron release before the
end of the laser pulse.
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Figure 7.14: Photoelectron momentum distributions in coincidence with CH4+ (7.14a),
CH3+ (7.14b) and H+ (7.14a) ions at an approximate intensity of 1.1×1014Wcm−2.
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momentum of 0.2 a.u. of electrons within this structure corresponds to a maximum
kinetic energy of about 0.55 eV. As the maximum is not anymore located at the origin of
the 2D-momentum distribution, the low-energy peak has disappeared for all ion species.
Nevertheless, the relative intensity of electrons with energies below 0.1 eV is higher for
electrons detected in coincidence with CH4+ or CH3+ ions than H+ electrons, in analogy
to the results with lower intensity. The stronger suppression of low-energy electrons in
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Figure 7.15: Energy spectra of photoelectrons measured in coincidence with CH4+ (blue),
CH3+ (red), and H+ (yellow) at a peak intensity of∼1.1×1014Wcm−2. Compared to the
experiment with a weaker two-color pulse, the low-energy electron signal is suppressed.
coincidence with protons still allows the conclusion that the ionization process leading to
CH4+ (and CH3+) ions is fundamentally different from the one leading to H+ ions, or at
least that there is a possible alternative process to the two-step mechanism.
7.4.2 Fallback to the argon-methane mixture
At this point, falling back to the experiments with the argon-methane mixture, whose
analysis was initially skipped, was useful to substantiate the hypothesis of intermediate
vibrational excitation in the process of molecular photoionization. The comparison of
the low-energy electrons of the Ar+ and CH4+ ions show clear differences between those
from the atomic argon and the molecular methane. The two-dimensional photoelectron
momentum distributions are plotted in 7.16. The intense signal of CH4+ photoelectrons
at low momenta, especially the contrast of momenta below and above 0.1 a.u., is not that
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Figure 7.16: Photoelectron momentum spectra of electrons measured in coincidence with
CH4+ (a) or Ar+ ions (b) in a simultaneous measurement of both target gases mixed to-
gether. The CH4+ electron distribution looks very similar to the distribution from the
measurement with pure methane (see figure 7.5a), as expected, with a clear enhancement
at total momenta below 0.1 a.u.. In the Ar+ electron distribution, there is a much broader
momentum range with similar intensity up to about 0.4 a.u..
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clearly present in the Ar+ electron distribution. The argon distribution is much better
resolved due to the higher gas concentration and many more fan- and ringlike features
show up, which are for example explained in [58]. In the kinetic energy spectra, the
difference between Ar+ and CH4+ photoelectrons becomes much more obvious (see figure
7.17). In analogy to the analysis of the experiments with other target gases, the asymmetry
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Figure 7.17: Kinetic energy spectra of CH4+ (blue) and Ar+ photoelectrons (red). A low-
energy amplification only exists in the methane case.
behavior is compared. The offset phases of the asymmetry function have a nearly constant
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Figure 7.18: Phase- and energy-resolved longitudinal momentum asymmetries of photo-
electrons measured in coincidence with CH4+ (a), and Ar+ (b).
difference for all energies, the CH4+ data are shifted to the left by a phase difference of
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about pi10 , which is consistent with figure 7.2. The asymmetry amplitude is much more
energy-dependent, as is shown in figure 7.19. The amplitude is in general higher for
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Figure 7.19: Energy-dependent amplitude of the photoelectron asymmetry of CH4+ (blue)
and Ar+ (red).
argon electrons, but especially at low energies below 0.2 eV, the difference between the
two curves is increasing. This is again a hint that the CH4+ electrons in this energy range
are less affected by the laser field, possibly because they are released at a later time from
a metastable excited state.
7.5 Verification of alternative ionization mechanism
7.5.1 Analysis of the low-energy electron spectra
At this stage, there are certain indications for an ionization mechanism of CH4 that differs
from the two-step model. The low-energy peak is only found for electrons measured in
coincidence with a molecular ion, but not for electrons measured together with proton
fragments from the methane molecule. And the fact that the low-energy peak is not de-
tected in the electron spectra of the singly charged ion of the atomic Ar target leads to
the assumption that the origin of the peak lies in the molecular nature of the CH4 sys-
tem. The mechanism of autoionization from a vibrationally excited Rydberg state, which
was proposed and proven for molecular hydrogen, looks appealing also for the interpre-
tation of the methane measurement. To further substantiate this hypothesis, the structure
of the low-energy peak of the CH4+ and CH3+ photoelectrons has to be investigated in
more detail. Figure 7.20 displays the two peaks. The H+ photoelectrons are not part of
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the following discussion because there was no particular low-energy peak in the electron
spectrum measured in coincidence with protonic fragments. The two peaks are quite dif-
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Figure 7.20: Low-energy photoelectron yields in coincidence with CH4+ (a) and CH3+ (b)
cations. The data belong to the measurement presented in the beginning of this chapter
with an approximate intensity of 7.5×1013Wcm−2.
ferent from each other. The CH4+ electron peak consists of the main maximum from 0.01
to 0.03 eV and at least two additional humps at 0.04 and 0.055 eV. Besides that, it looks
much smoother than the CH3+ peak. There is a stronger rippling on the kinetic energy
distribution of the CH3+ electrons, and apart from a pronounced spike at ∼0.09 eV, there
are many oscillations with a spacing of about 20meV in the range from 0.04 to 0.2 eV. In
order to exclude that the rippling is just a statistical phenomenon, the data are compared
to a second measurement performed under similar conditions, i.e. with comparable laser
intensity of roughly 7.5×1013Wcm−2 (see figure 7.21). The pronounced humps in the
falling edge of the CH4+ peak are smeared out in the second measurement but there are
still visible shoulders. The main characteristics of the CH3+ electron distribution below
100meV are featured in both figures, which allows the conclusion that the maxima at
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Figure 7.21: Low-energy photoelectron yields in coincidence with CH4+ (a) and CH3+ (b)
cations for comparison with figure 7.20.
0.03, 0.045, 0.07 and 0.09 eV have a physical origin. Beyond 100meV, it is difficult to
find common structures between the two measurements because of the apparently differ-
ent rippling frequencies. Despite these discrepancies, the overall shape of the peaks in
figure 7.20 is reproduced by their respective counterparts in figure 7.21. For both ion
peaks, the maximum count rate is reached at around 0.02 to 0.03 eV and the direct com-
parison of the scaled low-energy spectra shows that they are significantly different up to
an energy of ∼200meV (see figure 7.22). Beyond that value, the signal seems to belong
to a continuous ion-unspecific background.
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Figure 7.22: Comparison of the CH4+ (blue) and CH3+ (red) photoelectrons below 0.3 eV.
In the energy region above 200meV, the electron spectra follow the same trend. The
value of 0.2 eV can be considered as an upper limit for the appearance of ion-specific
low-energy electrons.
7.5.2 Rydberg series of methane
The estimated kinetic energy limit of 0.2 eV is in the order of the spacing between vi-
brational energy levels of the CH4+ and CH3+ cations found in previous experiments and
calculations [97, 153–156]. The maximum kinetic energy of the slow electrons hence
equals the energy difference of a vibrational transition with ∆v= 1, which is a very inter-
esting result. It is the expected energy range of electrons from autoionization that obey
the propensity rule (equation 7.1). This is a strong argument for the hypothesis of an ion-
ization mechanism via autoionization with simultaneous vibrational deexcitation from an
intermediate Rydberg state of the molecule. A clear proof of the theory could be given if
the involved intermediate states could be identified. There are three Rydberg series for the
removal of a 1t2 electron converging to distinct states of the CH4+ cation, which have dif-
ferent ionization potentials (IP) and molecular symmetries. According to the calculations
by Velasco et al. [103], the energetically lowest series converges to a state in D2d geome-
try with a vertical IP of 13.8 eV. Vertical means that this ionization potential also includes
the necessary energy to reach the vibrational excitation due to Jahn-Teller distortion. The
two higher series converge to states inC3v andC2v symmetries, with ionization potentials
of 14.4 and 15.0 eV, respectively. The possible ion geometries are not just representing
different energy levels, each geometry also favors a certain fragmentation channel [103]:
Since the D2d geometry has the lowest energy, it is the stable ground state configuration
of the cation. In the C3v configuration, the bond length to one H atom is stretched while
the other three C–H bonds are contracted [102] (cf. figure 5.2), which can lead to dis-
sociation into CH3+ and H. In the C2v symmetry, the angle between one pair of H atoms
is reduced and their distance to the carbon atom is increased [102]. In this arrangement
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Figure 7.23: Vibrational energy levels of the methane cation for different geometries mea-
sured by Rabalais et al. [97]. The ground state of CH4+ has D2d symmetry, the symmetry
of the energetically higher state is C3v.
a neutral hydrogen molecule can split off leaving behind a CH2+ ion. For the identifi-
cation of intermediate Rydberg states, this implies that the energy spectra of CH4+ ions
should mainly contain traces of the D2d-symmetric Rydberg series, while the Rydberg se-
ries with C3v symmetry contributes to the CH3+ electrons. Although there is a large pool
of experimental and theoretical data about vibrational states of methane and its fragment
ions [97, 157, 158] there is very few literature about Rydberg states. There are some re-
ports on the (2a1)−1 Rydberg series, which converges to the excited A ion state, or on other
so-called super-excited states with excitation energies up to 35 eV [105–107, 159–161].
Song et al. [162] observed neutral dissociation from (1t2)−1 Rydberg states in an intense
laser field. In ref. [103], the energy levels of the three (1t2)−1 Rydberg series with the
principal quantum number n ≤ 6 were calculated. The theoretical Rydberg energies and
the experimental data on CH4+ vibrational levels from refs. [103] and [97] were used to
analyze the low-energy electron spectra. In the postulated mechanism of vibrational au-
toionization of a Rydberg state, the electron gets a well defined amount of release energy.
In first approximation, the energies of the vibrational levels of a (highly excited) Ryd-
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berg state and of the respective levels of the ion to which the Rydberg series converges,
are identical. Under this assumption, the autoionization mechanism is displayed in figure
7.24. The electron energy after autoionization is given by
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Figure 7.24: Symbolic representation of the mechanism of vibrational autoionization un-
der the assumption that the vibrational structures of the Rydberg and ion states are the
same. The methane molecule is excited to a Rydberg state (blue) by the intense laser field
(long black arrow). As the tetrahedral symmetry of the molecular ground state is a strong
deviation from the equilibrium position of the Jahn-Teller-distorted ion core, the Rydberg
state is immediately in a vibrationally excited state v (here: v = 2). If the total energy
of the state lies above the ion system (red potential curve) in the vibrational state v− 1,
autoionization according to the propensity rule (equation 7.1) is possible (short arrow).
The energy of the released electron is given by equation 7.4. See also refs. [1, 97]
∆E ≈ ERS+Ev− (EIon+Ev−1) , (7.3)
where ERS and EIon denote the ground state energies of the Rydberg and ion states, re-
spectively. Ev and Ev−1 denote the vibrational excitation of the Rydberg state and of the
ionic state.
∆E = ERS−EIon+∆EVib, (7.4)
∆EVib = Ev−Ev−1 is the energy difference between the two involved vibrational levels.
Also under the assumption that the Rydberg states and its corresponding ionic state have
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identical vibrational levels, ∆EVib is generally not a constant, but depends on v because of
the anharmonic vibrational potential. If EIon, ∆E, and ∆EVib are known, it is possible to
calculate the energy of the Rydberg state by solving equation 7.4.
ERS = EIon+∆E−∆EVib. (7.5)
EIon is the ionization potential, which is well known experimentally and theoretically, ∆E
is given by the experimentally measured photoelectron energies in this thesis and ∆EVib
can be found in literature as well [97]. In order to compare results from equation 7.5
to the theoretical Rydberg energies from ref. [103], which also include the instantaneous
vibrational excitation, the ionization potential for vertical transitions has to be used.
7.5.3 The D2d-symmetric Rydberg series
For theD2d-symmetric state of the ion, the IP for vertical transitions lies between 13.6 and
13.8 eV [103, 163]. The use of 13.813 eV is appropriate because the theoretical Rydberg
states in ref. [103] converge to an ion with that ionization potential. Rabalais et al. [97]
detected the vibrational states of the methane ion in an energy range from 12.6 to 14.7 eV.
In the energy region of vertical ionization, between 13 and 14.1 eV, the spacing between
adjacent vibrational levels was found to be nearly independent of the level of vibrational
excitation and so, ∆EVib = 0.2eV can be treated as constant in further considerations. By
inserting this value and EIon = 13.81eV into equation 7.5 we obtain for electron energies
∆E between 0 and 200meV
13.61eV≤ ERS ≤ 13.81eV. (7.6)
Ref. [103] provides no data in this energy range for the D2d Rydberg series. The highest
calculated state is a 6pzb2 state with 13.33 eV. Even if an IP of 13.6 eV was chosen,
the energy of the Rydberg state would have to be higher than 13.4 eV. Nonetheless, it
is possible to estimate the energy of the higher Rydberg series by guessing a reasonable
quantum defect and using the Rydberg formula [105]
ERS = IP− R
(n−δ )2 . (7.7)
R is the Rydberg energy of 13.606 eV, n is the principal quantum number and δ the
quantum defect. Compared to the quantum defects given in table V of reference [103], a
quantum defect of δ = 1.2±0.2 seems to be an adequate guess for higher s-type (l = 0)
Rydberg states. The uncertainty of the quantum defect is chosen arbitrarily but also in
accordance to the fluctuations of the theoretical values provided by [103]. The energies
calculated for Rydberg states up to n = 15 with this quantum defect are listed in table
7.5 VERIFICATION OF ALTERNATIVE IONIZATION MECHANISM 81
n δ Emin [eV] ERS [eV] Emax [eV]
3 1.11 10.02
4 1.10 12.20
5 1.12 12.91
6 1.17 13.23
7 1.2±0.2 13.379 13.409 13.435
8 1.2±0.2 13.501 13.519 13.535
9 1.2±0.2 13.577 13.589 13.600
10 1.2±0.2 13.629 13.637 13.645
11 1.2±0.2 13.665 13.671 13.677
12 1.2±0.2 13.692 13.696 13.701
13 1.2±0.2 13.712 13.715 13.719
14 1.2±0.2 13.727 13.730 13.733
15 1.2±0.2 13.739 13.742 13.744
Table 7.2: Calculated quantum defects and energies ERS for s-type (l = 0) states in the
D2d-symmetric Rydberg series of methane up to n = 15. The values below n = 7 were
computed in reference [103]. The higher states were calculated applying formula 7.7
with the IP of 13.813 eV from the same reference, and an estimated quantum defect of
δ = 1.2±0.2. Emin and Emax are the upper and lower energy limits within the uncertainty
of the guessed δ .
7.2. The energies of excited states with p (l = 1) and d (l = 2) character have also been
estimated based on the data in ref. [103] (see tables 7.3 and 7.4), assuming a smaller
quantum defect for these states with higher angular momentum. For completeness, the
Rydberg series in the range between n = 10 and n = 20 were calculated by completely
neglecting the quantum defect (δ = 0, table 7.5). This is especially justified for the p and
d series, where the results of the Rydberg energies for n = 15 with (tables 7.3 and 7.4)
and without quantum defect (table 7.5) are nearly identical. Table 7.5 can also be used to
deduce approximate energies of the higher s-type Rydberg levels: The value of the level
with principal quantum number n is to be found in the row for n− 1 because according
to reference [103], the quantum defect of the s-type Rydberg levels is δ ≈ 1. Inserting
the energy values of every single state into equation 7.4, with ∆EVib = 0.2eV and EIon =
13.81eV, yields the kinetic energy of an electron released by vibrational autoionization
of the respective Rydberg state. Table 7.6 contains the obtained release energy results of
the relevant states. In figure 7.25, the low-energy peak is plotted again, and the calculated
release energies from table 7.6 are marked with indication of the corresponding Rydberg
state. In the energy region below 100meV, the positions of the Rydberg contributions fit
quite well to the position of the main peak and the humps on its falling edge. Bearing
in mind that the quantum defects had only been estimated with some uncertainty, whose
effect on the release energy is also listed in table 7.6, the found Rydberg states starting
from n = 9 can well be used to explain the formation of the low-energy peak. At least
for the D2d-Rydberg series, this result can be seen as a confirmation of the proposed
autoionization mechanism.
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n δ Emin [eV] ERS [eV] Emax [eV]
7 0.8±0.2 13.435 13.459 13.481
8 0.8±0.2 13.535 13.551 13.565
9 0.8±0.2 13.600 13.611 13.620
10 0.8±0.2 13.645 13.652 13.659
11 0.8±0.2 13.677 13.682 13.687
12 0.8±0.2 13.701 13.705 13.708
13 0.8±0.2 13.719 13.722 13.725
14 0.8±0.2 13.733 13.735 13.737
15 0.8±0.2 13.744 13.746 13.747
Table 7.3: Estimated energy values for p-type Rydberg levels (l = 1) of methane converg-
ing to IP = 13.813eV. The quantum defect of δ = 0.8± 0.2 was guessed based on data
for levels with n< 7 in reference [103].
n δ Emin [eV] ERS [eV] Emax [eV]
6 0.45±0.25 13.329 13.371 13.409
7 0.45±0.25 13.470 13.496 13.519
8 0.45±0.25 13.558 13.574 13.589
9 0.45±0.25 13.616 13.627 13.637
10 0.45±0.25 13.656 13.664 13.671
11 0.45±0.25 13.685 13.691 13.696
12 0.45±0.25 13.706 13.711 13.715
13 0.45±0.25 13.723 13.727 13.730
14 0.45±0.25 13.736 13.739 13.742
15 0.45±0.25 13.747 13.749 13.751
Table 7.4: Estimated energy values for d-type Rydberg levels (l = 2) of methane con-
verging to IP = 13.813eV. As for the Rydberg states with lower angular momentum, the
quantum defect of δ = 0.45±0.25 was guessed based on reference [103].
n ER [eV]
10 13.677
11 13.701
12 13.719
13 13.733
14 13.744
15 13.753
16 13.760
17 13.766
18 13.771
19 13.775
20 13.779
Table 7.5: Energies of higher Rydberg states converging to 13.813 eV with δ = 0.
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n angular momentum ∆Emin [eV] ∆E [eV] ∆Emax [eV]
9 p -0.013 -0.002 0.007
9 d 0.003 0.014 0.024
10 s 0.016 0.024 0.032
10 p 0.032 0.039 0.046
10 d 0.043 0.051 0.058
11 s 0.052 0.058 0.064
11 p 0.064 0.069 0.074
11 d 0.072 0.078 0.083
12 s 0.079 0.083 0.088
12 p 0.088 0.092 0.095
12 d 0.093 0.098 0.102
13 s 0.099 0.102 0.106
13 p 0.106 0.109 0.112
13 d 0.11 0.114 0.117
14 s 0.114 0.117 0.12
14 p 0.12 0.122 0.124
14 d 0.123 0.126 0.129
15 s 0.126 0.129 0.131
15 p 0.131 0.133 0.134
15 d 0.134 0.136 0.138
16 spd 0.147
17 spd 0.153
18 spd 0.158
19 spd 0.162
20 spd 0.166
Table 7.6: Electron release energies for vibrational autoionization of a D2d-Rydberg state
of methane characterized by the principal quantum number n and the angular momentum
quantum number l, represented by s (l = 0), p (l = 1), and d (l = 2). ∆Emin and ∆Emax
represent the lower and upper limits of the release energies due to the uncertainty of the
quantum defect estimation. For n ≥ 16, the Rydberg energies from table 7.5 without
quantum defect were used.
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Figure 7.25: Low-energy photoelectron peak with contributions of the estimated Rydberg
states converging to 13.813 eV. The series are represented in different colors (n= 9: red,
n = 10: yellow, n = 11: green, n = 12: purple, n ≥ 13: black). The features of the peak
below 100meV fit well to the position of the marked Rydberg states. The uncertainty of
the release energies due to the estimation of the quantum defect depends on n. Within the
range of uncertainties given in table 7.6, the peak structure can be explained by Rydberg
states between n= 9 and n= 12.
7.5.4 TheC3v-symmetric Rydberg series
After succesfully relating the CH4+ electron energies to Rydberg states of the series with
D2d-symmetry, the low-energy peak in coincidence with CH3+ is analyzed in the same
manner. As the CH3+ ion is supposed to be a daughter product of the CH4+ ion in
C3v-configuration [103], the Rydberg series with this symmetry is considered.
The energy range in which the Rydberg states in question are suspected is obtained by
applying again equation 7.5. The parameters used for this series are IP = 14.42eV and
∆EVib = ∼0.15eV, according to the findings in ref. [97] about the vibrational states at
higher energies. This is again the upper limit for the energy of electrons that are released
according to the proposed mechanism because the vibrational quantum number may only
change by ∆v = 1. The expected Rydberg series have to lie within the following bound-
aries:
14.27eV≤ ERS ≤ 14.42eV. (7.8)
The provided Rydberg energies in refs. [103] and [164] are all below 14 eV. It is again
possible to guess the energies of higher states with the Rydberg formula. This time, a
quantum defect of δ = 1.3±0.2 was chosen for the higher s-states, while δ = 0.75±0.25
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and δ = 0.4±0.4 were assumed for the p- and d-states. The resulting Rydberg levels are
found in tables 7.7, 7.8 and 7.9. For higher states above n = 15, the energy levels were
again calculated neglecting the quantum defect (see table 7.10).
n δ Emin [eV] ERS [eV] Emax [eV]
3 1.12 10.57
4 1.11 12.79
5 1.16 13.50
6 1.24 13.82
7 1.3±0.2 13.971 14.002 14.030
8 1.3±0.2 14.099 14.118 14.135
9 1.3±0.2 14.179 14.192 14.203
10 1.3±0.2 14.233 14.241 14.249
11 1.3±0.2 14.270 14.276 14.282
12 1.3±0.2 14.298 14.302 14.307
13 1.3±0.2 14.318 14.322 14.325
14 1.3±0.2 14.334 14.337 14.339
15 1.3±0.2 14.346 14.349 14.351
Table 7.7: Calculated quantum defects and energies for s-type states in theC3v-symmetric
Rydberg series of methane up to n = 15. The results up to n = 6 can again be found
in [103], the higher Rydberg levels were calculated with an IP of 14.421 eV [103] and
δ = 1.3±0.2.
n δ Emin [eV] ERS [eV] Emax [eV]
7 0.75±0.25 14.043 14.073 14.099
8 0.75±0.25 14.143 14.162 14.179
9 0.75±0.25 14.208 14.221 14.233
10 0.75±0.25 14.253 14.262 14.270
11 0.75±0.25 14.285 14.292 14.298
12 0.75±0.25 14.309 14.314 14.318
13 0.75±0.25 14.327 14.330 14.334
14 0.75±0.25 14.341 14.344 14.346
15 0.75±0.25 14.352 14.350 14.356
Table 7.8: Energy levels of p-type (l = 1) excited states of the C3v-symmetric Rydberg
converging to 14.421 eV [103] with estimated δ = 0.75±0.25.
The next step is again applying equation 7.4 to calculate the kinetic energies of electrons
released by autoionization of the estimated excited states. The results are listed in table
7.11. The obtained release energies were also included into the electron distribution of
coincident CH3+ ions to find out which Rydberg states contribute to the low-energy peak.
In difference to the photoelectrons measured in coincidence with CH4+ ions, where the
main characteristics of the low-energy peak were in agreement with the energy levels of
certain states of the Rydberg series with D2d symmetry, this is only partially the case for
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n δ Emin [eV] ERS [eV] Emax [eV]
6 0.4±0.4 13.918 13.987 14.043
7 0.4±0.4 14.067 14.109 14.143
8 0.4±0.4 14.159 14.185 14.208
9 0.4±0.4 14.219 14.237 14.253
10 0.4±0.4 14.260 14.273 14.285
11 0.4±0.4 14.290 14.300 14.309
12 0.4±0.4 14.313 14.320 14.327
13 0.4±0.4 14.330 14.335 14.341
14 0.4±0.4 14.343 14.347 14.352
15 0.4±0.4 14.354 14.357 14.361
Table 7.9: Energy levels of d-type (l = 2) excited states of the C3v-symmetric Rydberg
converging to 14.421 eV [103] with estimated δ = 0.4±0.4.
n ER [eV]
10 14.285
11 14.309
12 14.327
13 14.341
14 14.352
15 14.361
16 14.368
17 14.374
18 14.379
19 14.383
20 14.387
Table 7.10: Higher Rydberg energy levels of the C3v-symmetric Rydberg series of the
methane molecule converging to 14.421 eV without quantum defect (δ = 0).
the CH3+ photoelectrons and the C3v-symmetric Rydberg series. As the lowest possible
Rydberg state has already a principal quantum number of n = 11, the spacing between
neighboring states is significantly smaller as was the case for the CH4+ photoelectrons
and the states are more densely concentrated within the energy range of the peak. This
could actually be one explanation for the stronger rippling, but it is hard to decide if the
calculated Rydberg states are really the origin of the rippling structure. It could also be
caused by contributions from autoionizing Rydberg states with a different symmetry even
though the formation of a CH3+ ion is favored by the intermediate state in C3v symmetry.
In addition, the spectrum contains a certain amount of wrong coincidences because the
data filtering was only possible by defining a time-of-flight condition.
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n angular momentum ∆Emin [eV] ∆E [eV] ∆Emax [eV]
10 d -0.011 0.002 0.014
11 s -0.001 0.005 0.011
11 p 0.014 0.021 0.027
11 d 0.019 0.029 0.038
12 s 0.027 0.031 0.036
12 p 0.038 0.043 0.047
12 d 0.042 0.049 0.056
13 s 0.047 0.051 0.054
13 p 0.056 0.059 0.063
13 d 0.059 0.064 0.07
14 s 0.063 0.066 0.068
14 p 0.07 0.073 0.075
14 d 0.072 0.076 0.081
15 s 0.075 0.078 0.08
15 p 0.081 0.079 0.085
15 d 0.083 0.086 0.09
16 spd 0.097
17 spd 0.103
18 spd 0.108
19 spd 0.112
20 spd 0.116
Table 7.11: Electron release energies for vibrational autoionization of the methane Ryd-
berg series withC3v symmetry. The release energies for n≥ 16 are based on the Rydberg
levels with δ = 0.
88 RESULTS
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
1,400
1,600
1,800
2,000
2,200
11s
11p
11d
12s
12p
12d
13
14 15 16
Kinetic energy of the electron [eV]
C
ou
nt
s
Figure 7.26: Low-energy electron peak measured in coincidence with CH3+. The vertical
lines correspond to the expected electron release energies for vibrational autoionization of
the respective Rydberg state. The colors correspond to the following principal quantum
numbers: n= 11: red, n= 12: yellow, n= 13: green, n≥ 14: black.
Chapter 8
Conclusion and Outlook
The work in this thesis deals with several variations of (ultrafast) light-matter interaction.
In the main experiment, the photoionization of various gas targets was investigated using
a 25 fs two-color pulse. The generation of such a pulse includes itself another important
phenomenon, namely second-harmonic generation (SHG) in a nonlinear crystal. And
finally, a beamline to generate higher harmonics was built to use it as a light source for
experiments with solids.
The two-color photoionization experiments in methane and other targets revealed differ-
ences in the electron spectra, depending on the ionization and fragmentation channel, in
contradiction to the established two-step model of molecular photoionization and dissoci-
ation [37]. A significant increase of slow electrons with kinetic energies below 200meV
was observed for events with a coincident molecular ion, i.e. CH4+ or CH3+. An enhance-
ment of low-energy electrons was neither observed in methane together with a coincident
proton, nor in a comparison measurement with atomic argon. This finding is a strong
hint that the slow electrons are released in a different mechanism related to the molecular
nature of the ion. The same phenomenon was also found in the much simpler system of
molecular hydrogen, and could be explained by autoionization via vibrational relaxation
of intermediate Rydberg states [1]. Analyzing the dependence of the electron spectra
on the two-color phase did not show a difference between the ionization channels, but a
shift of the asymmetry phase offset was found at electron energies below 500meV. This
phase shift suggests the electron release from an intermediate state with a lifetime shorter
than the pulse duration, while electrons above 500meV are emitted directly. The absence
of a clear low-energy peak at higher laser intensity could imply that in this regime, the
two-step model is valid. The evaluation of the methane data and comparison to former
experiments [97] indicated that the width of the low-energy peak was in the order of the
vibrational level spacing of the methane cation, the expected upper limit for most electrons
released in the postulated autoionization mechanism. The final identification of specific
Rydberg states was partially successful even without any available reference data. By
guessing the quantum defects for higher Rydberg states, their energies could be estimated
and an electron release energy could be calculated for each of these states. The calculated
release energies matched fairly well the characteristic features of the low-energy peak of
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electrons in coincidence with CH4+ ions. The analysis of the CH3+ low-energy electron
spectrum did not provide the same agreement with calculated Rydberg energies. Because
of the strong rippling, a clear assignment of a Rydberg state to a certain feature of the peak
was impossible. It was found that the minimum principal quantum number for a Rydberg
state to contribute to the low-energy peak of CH3+ has to be at least n = 11. The small
spacing between the Rydberg states in question could explain the rippling on the spec-
trum. Even though by guessing of quantum defects and Rydberg energies it was possible
to identify some of the Rydberg states, there is need for more reference data, and theo-
reticians are asked to systematically calculate the energy levels of higher Rydberg states
of methane. In comparison to the results with H2, additional autoionization pathways are
possible in methane, for example via relaxation from a Rydberg state of the energetically
higher C3v series to the ionic D2d state, which could cause the release of electrons with
energies in the order of the energy gap between the two ion configurations of ∼0.6 eV.
This energy difference could explain the detection of electrons with nearly zero longitu-
dinal momentum and a transverse momentum below 0.2 a.u. that were detected at higher
intensities in coincidence with CH4+ and CH3+ (cf. figure 7.14).
As a possible future experiment, the evolution of the Jahn-Teller deformation of the
methane molecule could be investigated using Coulomb explosion imaging [165] in a
pump-probe scheme. In such a proposed experiment, the molecule is ionized by an IR
or two-color pulse as in the work of this thesis and releases a (slow) electron. After a
variable time delay, the system is probed by a very intense second pulse, possibly a free-
electron laser pulse with high photon energy, or an XUV pulse from the high-harmonics
beamline. If the probe pulse is able to ionize and detach each of the hydrogen atoms from
the intermediate CH4+ ion, the complex will Coulomb explode. The momentum of each
charged fragment would allow to determine the geometry of the intermediate ion at the
arrival of the probe pulse. The variation of the pump-probe delay could show how the
molecular ion is distorted by the Jahn-Teller effect in time. In addition it could be investi-
gated if certain slow electrons only appear when the molecule is excited to a certain state
of symmetry. Another appealing future project could be the investigation of other highly
excited states of the molecule via attosecond transient absorption spectroscopy [137,138]
and to compare the results to experiments with neon [166], which has the same number
of electrons as methane.
It would also be interesting to investigate the intensity dependence of the enhanced low-
energy electron signal. In the present work, only two intensity regimes were studied, and
the low-energy spectra of both regimes were very different from each other. In a system-
atic study, the yield of low-energy electrons could be measured as a function of the laser
intensity. Theoretical calculations taking into account the additional degrees of freedom
of the methane molecule and the possible couplings between electronically and vibra-
tionally excited states near the ionization threshold would be very helpful to understand
the release of low-energy photoelectrons. In order to prove that the proposed autoion-
ization mechanism is not specific to hydrogen and methane, the experiments have to be
repeated with other gases. Due to the difficulty of determining the high-n Rydberg states
of methane, it is probably a good approach to look for low-energy photoelectrons in the
spectra of well-studied diatomic molecules like O2, N2 or CO. In order to investigate the
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influence of additional degrees of freedom of larger molecules, the measurements should
also be performed with molecules of that type, such as NH3, C2H4 or C2H6. Alterna-
tively, the results of the methane experiment could be compared to CF4, a molecule with
the same geometry but different vibrational levels due to the heavier fluorine atoms. Pro-
ceeding to yet larger molecules is of course desirable but the data acquisition, analysis and
theoretical description will be more and more challenging due to the increasing number
of possible ionization and dissociation channels.
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Appendix A
Atomic Units
The system of atomic units is frequently used in the field of atomic and molecular physics.
It is related to the physical properties of the hydrogen atom. The system uses the conven-
tion of me = e= h¯= a0 = 14piε0 = 1. In the following table, the basic physical quantities,
their atomic units and the respective values in SI units are given.
Quantity Unit Value
Mass Electron mass me 9.109×10−31 kg
Charge Elementary charge e 1.602×10−19 C
Angular momentum Reduced Planck constant h¯ 1.055×10−34 Js
Length First Bohr radius a0 5.292×10−11m
Velocity v0 = αc0 2.188×106ms−1
Momentum p0 = mev0 1.993×10−24 kgms−1
Time a0v0 2.419×10−17 s
Energy Eh = e
2
4piε0a0 = α
2mec02 4.360×10−18 J=27.2114 eV
Electric potential Eh/e= e4piε0a0 27.2114V
Electric field E0 = e4piε0a02 5.142×10
11Vm−1
(Laser) Intensity I0 = 12ε0c0E
2
0 3.509×1016Wcm−2
Table A.1: Relationship between physical quantities in the system of atomic units and the
SI.
More information about the system of atomic units can be found in [167].
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