Inverter is an important part in the locomotive traction system. In this paper a fault diagnosis method of three-level NPC inverter with two IGBT failures concurrently in different bridges was introduced. With the Simulink toolbox in Matlab, We obtained the output voltages' difference between faulty and fault-free cases, get
Introduction
As we all know, security is the lifeline of railway transportation. The real-time detection and fault diagnosis of locomotive are necessary and important to prevent failures, ensure the running safety.
Based on the idea of data, we propose a fault diagnosis method for three-level inverter via wavelet analysis and SVM. Wavelet analysis is called "mathematical microscope", it can capture the details of signal [1] . SVM is widely used in the field of machine learning [2] . In this paper ,the two methods were combined, so as to realize their application of fault diagnosis in the field of power electronic devices.
In order to get more fault information, we consider the three phase voltages in the output side concurrently, which is better than considering one phase voltage only [3] . By d-q transformation on
, putting three-phase into two-phase, which does not affect fault information but leads to more simplified calculation and also can greatly reduce the diagnosis time under a large amount of data.
In order to optimize the SVM' parameters, this paper adopts the method of cross validation and improved grid optimization, greatly reduce the time of fault diagnosis, ensures that the SVM' parameters are optimal or tend to be optimal.
Methods
The schematic diagram of the three-level NPC inverter is shown in Fig. 1 , Figure 1 . The schematic diagram of the three-level NPC inverter.
From Fig. 1 , we know that the schematic diagram of the inverter has three bridge arms, there are four IGBT power tubes cascaded in each bridge arm, numbered 1,2,3,4. From the circuit as a whole, are marked as S1, S2, S3...S12.Now consider two IGBT failures concurrently in different bridges, then the fault types can be divided into the following 6 categories:
1. Two IGBT failures in different arms concurrently in the inverter's upper half-bridge can be divided into 12 small types.
2. Two IGBT failures in different arms concurrently in the inverter's lower half-bridge can be divided into 12 small types.
3. Two failures in different arms concurrently in the inverter's 1 and 4 IGBT can be divided into 6 small types.
4. Two failures in different arms concurrently in the inverter's 2 and 3 IGBT can be divided into 6 small types.
5. Two failures in different arms concurrently in the inverter's 1 and 3 IGBT can be divided into 6 small types.
6. Two failures in different arms concurrently in the inverter's 2 and 4 IGBT can be divided into 6 small types.
Mark fault-free and the 48 small faults, the labels are shown in table 1.
With the Simulink toolbox in Matlab, the output voltages Ua, Ub, Uc under different faults and fault-free were obtained respectively. We obtained the output voltages' difference between faulty and fault-free cases, get
, put three-phase into two-phase, Ud and Uq. We select db3 wavelet function to decompose Ud and Uq into 6 layers respectively. Extract signals from every frequency band, then construct fault feature vector.
We add 5% random noise for each type of fault feature vector and select several samples from the 6 categories as fault samples. Choose some as training samples, some as testing samples. All the samples are normalized processing. Choose C -SVC and RBF Kernel function exp(-gamma|u-v|^2) to classify the samples.
Train the support vector machine (SVM) with the samples, optimize the penalty parameter c and RBF parameter g, get trained model, test the trained model with the testing samples, verify the failure diagnosis accuracy. 
Simulation
Take fault-free and 15 fault for instance. Fig. 2, Fig. 3 show the output voltages' waveforms when it is in fault-free and 15 fault. After wavelet decomposition, Ud We add 5% random noise for the above 6 kinds of fault feature vectors, select 60 groups of samples from each kind, all the samples are normalized processing, select 30 groups for training support vector machine (SVM), 30 groups for testing ,so a total of 180 groups of training samples and 180 groups of testing samples. Select RBF kernel function for SVM classification model, adopts the method of cross validation and improved grid optimization to optimize the penalty parameter c and RBF parameter g, because it has different c and g to correspond the highest accuracy, we think the group with least c is the best group, because the penalty parameter c can not be too high, high penalty parameter c can indeed improve the accuracy of training data, but causes over fitting, reduce the ability of generalization.
With the traditional grid method, sets the search scope of the penalty parameter c between [(2 ^ (2), 2 ^ (10)], the search interval is 0.1, sets the search scope of parameter g between [(2 ^ (2), 2 ^ (14)], the search interval is 0.1. By the traditional grid method, we get the best c = 119.4282, g= 776.0469, it takes 632.4 seconds, the optimization figure is shown in Fig. 8 Figure 8.
Obviously this method takes too much time, the efficiency is too low. With the improved grid method, there are 5 steps:
Step 1: Sets the initial hunting zone of the penalty parameter c between [2 ^ (2), 2 ^ (10)], the interval is 1.
Step 2: Sets the initial hunting zone of parameter g between [(2 ^ (2), 2 ^ (14)], the interval is 1.
Step 3: With a wide range of search, the best c = 256, g= 512, it takes 9.1 seconds.
Step 4: Sets up a small hunting zone of the penalty parameter c between [2 ^ (6), 2 ^ (9)],the interval is 0.1.Sets up a small hunting zone of parameter g between [2 ^ (8), 2 ^ (10)], the interval is 0.1.
Step 5: With a small range of search, the best c = 119.4282, gamma = 776.0469, it takes 14.5 seconds. The total time is 23.6 seconds. the optimization figures are shown in Fig. 9 and Fig. 10 . Obviously, compared with the traditional grid method, this method is more efficient. With the 180 groups of testing samples to test the SVM model, the classification accuracy= 97.78%, the fault classification test results are shown in table 3. Table 3 .
Conclusions
A fault diagnosis method for three-level inverter via wavelet analysis and SVM was proposed, with the simulation result, this method can diagnose the multiple fault of three-level inverter in a real-time, and reduce the diagnostic time greatly. 
