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A CLASSIFICATION OF ALL 1-SALEM GRAPHS
LEE GUMBRELL AND JAMES MCKEE
Abstract. One way to study certain classes of polynomials is by considering
examples that are attached to combinatorial objects. Any graph G has an
associated reciprocal polynomial RG, and with two particular classes of recip-
rocal polynomials in mind one can ask the questions: (a) when is RG a product
of cyclotomic polynomials (giving the cyclotomic graphs)? (b) when does RG
have the minimal polynomial of a Salem number as its only non-cyclotomic
factor (the non-trival Salem graphs)? Cyclotomic graphs were classified by
Smith in 1970. Salem graphs are ‘spectrally close’ to being cyclotomic, in
that nearly all their eigenvalues are in the critical interval [−2, 2]. On the
other hand Salem graphs do not need to be ‘combinatorially close’ to being
cyclotomic: the largest cyclotomic induced subgraph might be comparatively
tiny.
We define an m-Salem graph to be a connected Salem graph G for which
m is minimal such that there exists an induced cyclotomic subgraph of G that
has m fewer vertices than G. The 1-Salem subgraphs are both spectrally close
and combinatorially close to being cyclotomic. Moreover, every Salem graph
contains a 1-Salem graph as an induced subgraph, so these 1-Salem graphs
provide some necessary substructure of all Salem graphs. The main result of
this paper is a complete combinatorial description of all 1-Salem graphs: there
are 26 infinite families and 383 sporadic examples.
1. Motivation
1.1. The remarkable interval [−2, 2]. An algebraic integer θ is called totally
real if all its Galois conjugates are real. One can then define the real interval
Iθ = [θmin, θmax], where θmin and θmax are the smallest and largest of the Galois
conjugates of θ.
The number 4 plays a peculiar role in the theory of totally real algebraic integers.
If J is any interval of length strictly less than 4, then there exist only finitely many
totally real θ such that Iθ ⊆ J (proved by Schur for J centred on the origin, and
extended to the general case by Po´lya in a footnote to Schur’s paper [35]). On
the other hand, if J is any interval of length strictly greater than 4, then there
exist infinitely many totally real θ such that Iθ ⊆ J (Robinson, [34]). If J has
length exactly 4 and the endpoints are integers, then there are infinitely many such
θ. If J = [a, a + 4] with a an integer, and Iθ ⊆ J , then Iθ−a−2 ⊆ [−2, 2], so
that essentially the only such J of interest is the special interval [−2, 2]. For other
intervals of length 4 nothing is known.
By a theorem of Kronecker [19], the only θ for which Iθ ⊆ [−2, 2] are those of
the form θ = ζ+1/ζ for ζ some (complex) root of 1. For this reason one sometimes
refers to this as the cyclotomic case.
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1.2. Algebraic integers from combinatorial objects. One approach to the
study of algebraic integers is to look for examples attached to combinatorial objects
(graphs, knots, etc.). The eigenvalues of graphs are totally real, and provide a
fruitful hunting-ground for such algebraic integers. Indeed Estes [12] showed that
all totally real algebraic integers arise as eigenvalues of graphs (Hoffman [16, 17]
having shown that the problem was equivalent to that for eigenvalues of integer
symmetric matrices). On the other hand it is easy to find examples of totally real
θ for which the minimal polynomial of θ is not the characteristic polynomial of a
graph, and with more work one can find examples where the minimal polynomial
of θ is not even the minimal polynomial of any integer symmetric matrix ([11, 25]).
If G is a graph, we let χG denote its characteristic polynomial, and define RG to
be the associated reciprocal polynomial RG(z) := z
degχGχG(z + 1/z). For any set
S of reciprocal polynomials of interest, there is a correspondingly interesting set of
graphs G for which RG ∈ S.
1.3. Cylotomic graphs. After §1.1, the question of which graphs have all eigen-
values in the interval [−2, 2] acquires peculiar interest, and such graphs we call
cyclotomic. (The reason for this name is that after Kronecker’s theorem the associ-
ated reciprocal polynomial of such a graph is a product of cyclotomic polynomials.)
It is enough to consider connected examples, and Smith [36] gave a complete classi-
fication. The maximal connected examples comprise two infinite families and three
sporadic cases: see Figure 1.
E˜6 E˜7 E˜8
A˜n (n ≥ 2) D˜n (n ≥ 4)
Figure 1. The maximal connected cyclotomic graphs. Note that
each graph has one more vertex than the subscript in its name.
1.4. Salem numbers and Salem graphs: definitions. A Salem number is a
real algebraic integer τ such that: (i) τ > 1; (ii) all Galois conjugates of τ other
than τ itself lie in the unit disc {z ∈ C : |z| ≤ 1}; (iii) at least of the Galois
conjugates of τ has modulus exactly 1. It follows that the minimal polynomial of
τ is reciprocal, τ has even degree at least 4, and all of the Galois conjugates of τ
other than τ and 1/τ lie on the unit circle {z ∈ C : |z| = 1}.
It is not known whether there are Salem numbers arbitrarily close to 1. The
smallest known Salem number is 1.17628 . . . , the larger real root of the reciprocal
polynomial L(z) = z10 + z9 − z7 − z6 − z5 − z4 − z3 + z + 1. This polynomial
was discovered by considering examples attached to combinatorial objects: L(−z)
is the Alexander polynomial of a pretzel knot.
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One can ask when a graph has as its reciprocal polynomial the minimal polyno-
mial of a Salem number, and one might call these ‘Salem graphs’. Since irreducibil-
ity of the reciprocal polynomial is not easy to capture combinatorially, it is natural
to relax this definition slightly, and merely ask that the reciprocal polynomial has
all but two roots on the unit circle. Such graphs cannot be bipartite: the eigen-
values of a bipartite graph are symmetric about 0, and the reciprocal polynomial
as defined above cannot then have a unique root outside the unit disc. The closest
that a non-cyclotomic bipartite graph can get to being cyclotomic (measured in
terms of the number of eigenvalues outside the critical interval [−2, 2]) is to have
a single root greater than 2 and hence also a root less than −2. In such cases we
can exploit the symmetry of the eigenvalues to recover a polynomial whose roots
are in the right place to be the minimal polynomial of a Salem number (but with
no guarantee of irreducibility): we redefine RG(z) = z
deg(χG)/2χG(
√
z + 1/
√
z) for
bipartite graphs.
This discussion motivates the following definition, which might otherwise seem
unnecessarily convoluted. We follow a common convention that if G has n vertices
then its eigenvalues are labelled λ1 ≥ λ2 ≥ · · · ≥ λn.
Definition 1. A bipartite graph G is called a Salem graph if the largest eigenvalue
λ1 is greater than 2, and the remaining n − 1 eigenvalues are no greater than 2.
Then λn = −λ1 < −2. A bipartite Salem graph is called trivial if λ21 ∈ Z. The
associated number τ (G) is the larger root of
√
z + 1/
√
z = λ1; this is a Salem
number unless G is trivial.
A non-bipartite graph G is called a Salem graph if the largest eigenvalue λ1 > 2
and the remaining n − 1 eigenvalues are in the interval [−2, 2]. A non-bipartite
Salem graph is called trivial if λ1 ∈ Z. The associated number τ (G) is the larger
root of z + 1/z = λ1; this is a Salem number unless G is trivial.
This notion of a Salem graph was introduced in [27]. Special cases of Salem
graphs (or associated Coxeter transformations) and their connection with Salem
numbers were studied in earlier (and later) papers: [10], [31], [24], [20], [23], [21],
[30], [26], [22]. The highlight of [27] was a proof that all limit points of the set of
graph Salem numbers are Pisot numbers, confirming a conjecture of Boyd [2] in
this setting. Limit points of special subsets of the set of graph Salem numbers are
also considered in [24], [20], [23], [26] and [37]. Many examples of Salem graphs
and their spectra have been considered in other contexts, for example [38], [7], [29].
1.5. The structure of Salem graphs: statement of the theorem. A number
of partial results concerning the structure of Salem graphs appear in [27, Section 3],
and a complete description of all Salem trees in [27, Theorem 7.2], but a combina-
torial description of all Salem graphs is still unknown. In this paper we increase our
understanding of the set of Salem graphs by considering how close they are to be-
ing cyclotomic in the following combinatorial sense: how many vertices do we need
to delete to produce an induced cyclotomic subgraph? We call a connected Salem
graph G an m-Salem graph if m is minimal such that there exists a set ofm vertices
v1, . . . , vm for which the induced graph G\{v1, . . . , vm} is cyclotomic. The 1-Salem
graphs are both spectrally and combinatorially close to being cyclotomic: there is a
single eigenvalue greater than 2, and there exists some vertex whose deletion leaves
a cyclotomic induced subgraph. Our main theorem is a complete classification of
this especially interesting subset of the Salem graphs. We remark that any Salem
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graph contains a 1-Salem graph as an induced subgraph, so that our classification
reveals something of the necessary substructure of an arbitrary Salem graph. It is
worth observing that our definition requires an m-Salem graph to be connected,
but that when considering induced cyclotomic subgraphs these subgraphs need not
be connected.
The description of bipartite 1-Salem graphs is rather trivial, and is essentially
contained in [27]. For non-bipartite Salem graphs all eigenvalues are at least −2,
and Cameron et al ([3]) showed that the connected graphs with this property are
either generalized line graphs or belong to a finite list of graphs represented in the
root system E8. The latter are disposed of by a finite computation. The main
work in our classification comes from a description of the 1-Salem graphs that are
generalised line graphs. We summarise our results in the following Theorem.
Theorem 1. (i) All bipartite 1-Salem graphs are described by Theorem 5 (§3).
(ii) Every 1-Salem graph that is a generalised line graph is described by Theorem
6; there are 25 infinite families and 6 sporadic examples (§4).
(iii) There are 377 non-bipartite 1-Salem graphs that are not generalised line graphs:
see Theorem 11 (§5).
In Section 2 we state some definitions and results that we will need to prove the
three components of Theorem 1. The proof of Theorem 1 is split over three sections:
Section 3 for the bipartite graphs; Section 4 for the generalised line graphs; and
Section 5 for the non-bipartite graphs that are not generalised line graphs.
2. Background
For convenience we list some standard definitions and results that we shall exploit
in the proof of Theorem 1. We refer to the first result as ‘interlacing’. It allows
us to bound the second-largest eigenvalue of a graph by the index of any induced
subgraph obtained by deleting a single vertex.
Theorem 2 (Cauchy [5]; or see [14], Theorem 9.1.1). Let G be an n-vertex graph
with vertex set V (G) and eigenvalues λ1 ≥ λ2 ≥ . . . ≥ λn. Also, let H be the
induced graph on V (G) \ {v} obtained from G by deleting the vertex v and its inci-
dent edges. Then the eigenvalues µ1 ≥ µ2 ≥ . . . ≥ µn−1 of H interlace with those
of G; that is
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ . . . ≥ µn−1 ≥ λn.
We also need the following definitions from graph theory: see [9] or [14]. Let
G be an n-vertex graph or multigraph. The line graph L (G) is the graph whose
vertices are the edges of G, with two vertices in L (G) adjacent whenever the cor-
responding edges in G have exactly one vertex in common. The root graph of a
line (multi)graph L (G) is simply G itself (with a small number of exceptions, G is
uniquely determined by L(G)). Now let a1, . . . , an be non-negative integers. The
generalized line graph L (G; a1, . . . , an) is the graph L(Gˆ), where Gˆ is the multi-
graph G (a1, . . . , an) obtained from G by adding ai pendant 2-cycles at vertex vi
(i = 1, . . . , n). An internal path of a graph G is a sequence of vertices v1, . . . , vk of
G such that all vertices are distinct (except possibly v1 and vk), vi is adjacent to
vi+1 (for i = 1, . . . , k − 1), v1 and vk have degree at least 3, and all of v2, . . . , vk−1
have degree 2.
We define a generalized cocktail party graph (GCP) as a graph isomorphic to a
complete graph (or clique) but with some independent edges removed; that is a
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graph where all vertices have degree n − 1 or n − 2. We will use GCP (n,m) to
denote the GCP on n vertices with m edges removed, where 0 ≤ m ≤ ⌊n/2⌋. In
GCP (n,m), we will refer to a vertex of degree n− 1 as being ‘of maximal degree’.
Theorem 3 (see [9], Theorem 2.3.1 and Theorem 2.1.1). A connected graph is a
generalized line graph if and only if its edges can be partitioned into GCPs such that
(i) two GCPs have at most one common vertex;
(ii) each vertex is no more than two GCPs;
(iii) if two GCPs have a common vertex, then it is of maximal degree in both of
them.
Also, a graph is a line graph if and only if its edges can be partitioned in such a
way that every edge is in a clique and no vertex is in more than two cliques.
A further important tool in the proof of Theorem 6 is the following:
Proposition 4 ([27], Proposition 3.2). Let G be a connected graph with λ1 > 2
and λ2 ≤ 2, then the vertices V of G can be partitioned as V =M ∪ A ∪H where
(i) the induced subgraph G|M is minimal subject to λ1(G|M ) > 2;
(ii) the set A consists of all vertices of G|A∪H adjacent to some vertex of M ;
(iii) the induced subgraph G|H is cyclotomic.
3. All bipartite 1-Salem graphs
We now begin our proof of Theorem 1, starting with part (i); the bipartite
1-Salem graphs.
Theorem 5. Let H1, . . . , Hs be a finite set of connected cyclotomic bipartite graphs
(so excluding odd cycles from the connected cyclotomic graphs of Figure 1), and for
each i (1 ≤ i ≤ s) let Si be a non-empty subset of the vertices of Hi such that all
the vertices of Si fall in the same subset of the bipartition of Hi. Form the graph G
by taking the union of all the Hi along with a new vertex v, and with edges joining
v to each vertex in each Si. Then
(i) unless G is cyclotomic, it is 1-Salem;
(ii) all connected bipartite 1-Salem graphs arise in this way.
Proof. The second part is clear: if G is a bipartite 1-Salem graph, then there exists a
vertex v whose deletion leaves a cyclotomic induced subgraph, and the components
of this give the Hi. The first part is a consequence of interlacing: G has at most
one eigenvalue greater than 2, and being bipartite we are done. 
One can be more explicit and describe precisely which combinations of Hi and
Si result in G being cyclotomic, simply by running through the possibilities for
cyclotomic G given in Figure 1. Table 1 below shows explicitly which cyclotomic
graphs can arise for each choice of Hi (1 ≤ i ≤ s). The subsets Si that give the
graphs G are easy to spot. As the degree of v is at least s, we see that no cyclotomic
graphs arise when s ≥ 5.
4. All 1-Salem generalised line graphs
Theorem 6. The 1-Salem generalized line graphs are precisely the graphs in Figures
2, 3 and 4.
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s H1, . . . , Hs G s H1, . . . , Hs G
1 H1 = E6 E˜6 2 H1 = K1, H2 = P5 E˜6
H1 = P7 E˜7 H1 = K1, H2 = D6 E˜7
H1 = E7 E˜7 H1 = K2, H2 = P5 E˜7
H1 = P8 E˜8 H1 = K1, H2 = P7 E˜8
H1 = D8 E˜8 H1 = H2 = P4 E˜8
H1 = E8 E˜8 H1 = P3, H2 = D5 E˜8
H1 = Pn A˜n H1 = P2, H2 = E6 E˜8
H1 = Dn D˜n H1 = K1, H2 = E7 E˜8
H1 = Dn1 , H2 = Dn2 D˜n
3 H1 = H2 = H3 = K2 E˜6 4 H1 = H2 = H3 = H4 = K1 D˜4
H1 = K1, H2 = H3 = P3 E˜7
H1 = K1, H2 = K2, H3 = P5 E˜8
H1 = H2 = K2, H3 = Dn−2 D˜n
Table 1. The cyclotomic graphs that may arise in Theorem 5,
arranged by the number of components s. See [9] for the (standard)
definitions of E6, E7, E8, An, Dn; Pn is the path on n vertices.
A quick notational point: in Figures 2–4, a dashed edge indicates a path between
the endpoints of the dashed edge, having an arbitrary number of edges (perhaps
even none, or perhaps with a lower bound shown); the parameter attached to a
dashed edge gives the number of edges on this path. Dotted edges and vertices
are used to indicate edges and vertices that may or may not be there. Here the
dotted edges and vertices always form a ‘snake’s tongue’ shape, and later on we
will use the notation aˆ to indicate a path of length a (i.e., having a edges) with
two extra vertices in the shape of a snake’s tongue on the loose end. Thus, for
example, G10(1, 1) and G10(1, 1ˆ) are shown in Figure 5. The 1-Salem generalised
line graphs of Theorem 6 are presented as 25 infinite families and six sporadic
graphs, but there are in fact 60 non-isomorphic infinite families when we consider
all the possible options of paths with snake’s tongues attached.
Also, as a simple corollary to Theorem 6 we can easily note which of the graphs
in Figures 2–4 are line graphs (rather than generalised line graphs) based on the
characterization in Theorem 3. These are the graphs where the edges can be par-
titioned into cliques rather than GCPs and there are 12 infinite families and 3
sporadic graphs.
The following trivial extension of [27, Theorem 3.4] can be used to show that all
the graphs in Figures 2–4 are Salem graphs.
Lemma 7. Suppose that G is a non-cyclotomic non-bipartite graph containing a
vertex v such that the induced subgraph on V (G) \ {v} is cyclotomic. Also suppose
that G is in the family of graphs with least eigenvalue greater than −2, then G is a
Salem graph.
To apply Lemma 7 to the graphs in Figures 2–4, we note that all the graphs
in that figure are generalised line graphs (using the characterisation in Theorem 3,
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a
b
c
a
b
a b
c d
a b
c
G1 (a, b, c), a ≥ 1 G2 (a, b), b ≥ 2 G3 (a, b, c, d) G4 (a, b, c) , c ≥ 1
or a = 0ˆ
a
b
a
b
c
a b
a b
G5 (a, b) , a, b ≥ 1 G6 (a, b, c), b ≥ 2 G7 (a, b), a, b ≥ 2 G8 (a, b)
a
a b
a
a
b
c
G9 (a), a ≥ 2 G10 (a, b) G11 (a), a ≥ 2 G12 (a, b, c)
Figure 2. Twelve of the 25 infinite families of 1-Salem generalised
line graphs. The parameters a, b, c, d are ≥ 0 unless specified.
for example), and in each case one readily spots a vertex v whose deletion leaves a
cyclotomic induced subgraph.
We now prove Theorem 6 using the structure given in Proposition 4; that is we
will grow our graphs starting with the vertices in M , then M ∪A, then M ∪A∪H .
We quickly note a simple lemma that will be referred to frequently in the proof.
Lemma 8. A 1-Salem graph G may not contain an induced K5. Also, if it contains
an induced K4, then only one of the four vertices in that K4 may be attached to
any other vertices in G and the vertex we remove to make G cyclotomic must be
this distinguished vertex in K4.
Proof. The first sentence is clear since if we remove any one of the vertices of K5 we
obtain a K4 which is not cyclotomic. For the second sentence, removing a vertex
v of K4 leaves a K3 so if any of the other vertices of the K4 were attached to any
vertices of G, so would the K3 be after removing v, and no connected supergraph
of K3 is cyclotomic. 
4.1. M — the minimal graphs. We begin by considering what our minimal
graphs may look like.
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a
b
a
b
a
G13 (a, b), b ≥ 2 G14 (a, b) , a ≥ 1 G15 (a)
a b
a
a
a
b
G16 (a, b) G17 (a) , a ≥ 1 G18 (a) G19 (a, b)
a
a a
a
b
G20 (a), a ≥ 2 G21 (a) G22 (a) G23 (a, b)
a
a
G24 (a), a ≥ 2 G25 (a)
Figure 3. Thirteen of the 25 infinite families of 1-Salem gener-
alised line graphs. The parameters a, b are ≥ 0 unless specified.
G26 G27 G28 G29 G30 G31
Figure 4. The six sporadic 1-Salem generalised line graphs.
Proposition 9. All Salem generalized line graphs must contain a K3.
Proof. We know from Theorem 3 that generalised line graphs are built from GCPs
and it is easy to see that the only GCPs that do not contain a K3 are GCP (1, 0),
GCP (2, 0), GCP (2, 1), GCP (3, 1) and GCP (4, 2). These graphs are certainly all
cyclotomic and, moreover, all the generalised line graphs that can be made using
them (observing the rules in Theorem 3) will be subgraphs of either A˜n or D˜n.
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G10(1, 1) G10(1, 1ˆ)
Figure 5. An illustration of the hat convention.
However, by definition Salem graphs are non-cyclotomic, so a Salem generalised
line graph must include at least one GCP that contains a K3. 
As a corollary to this we get that the minimal graphs we are after must be the
three ways of attaching a single vertex to a K3.
Corollary 10. The minimal graphs with respect to the property of being a Salem
generalized line graph are the three graphs in Figure 6.
M1 M2 M3
Figure 6. The three minimal graphs in Corollary 10.
We now know what our minimal graphs look like but before proceeding we make
one more observation. For G \ {v} to be cyclotomic we must have v ∈ M ; that
is, the vertex we are removing to induce a cyclotomic graph must be one of the
vertices of the minimal graph M .
4.2. A — the adjacent vertices. Growing our graph from G|M to G|M∪A is
the most difficult part, however the restriction to 1-Salem generalized line graphs
reduces this to a finite search, after some work. By Theorem 3 we have a highly-
constrained structure: we cannot simply add vertices and edges anywhere. First
let us consider the ways we can partition M1, M2 and M3 into GCPs; this will
reveal where we can add vertices. The generalised line graph M1 can be seen
uniquely as a K3 and a K2; it then has three vertices of maximal degree that are
not already in two GCPs. And M3 can be seen uniquely as a K4, but by Lemma
8 we know that we can attach further vertices to only one of its original vertices.
The graph M2, however, is one of the seven graphs that has two non-isomorphic
root multigraphs (see [9, Theorem 2.3.4]) so we need to consider both versions. Let
M2,1 be M2 partitioned as a K3 with two K2’s attached and both joined at their
other ends; here we only have one vertex that is of maximal degree and not already
in two GCPs. Let M2,2 be M2 partitioned as a GCP (4, 1) where we then have two
vertices of maximal degree.
The set of vertices A are those in the graph G|A∪H that are adjacent to a vertex
in M . By Theorem 3, to grow from G|M to G|M∪A we can:
• expand a GCP to a larger one that contains the original one (taking care
of the degrees of vertices);
• attach a new GCP to a vertex of maximal degree that is only in one GCP
(attaching only at vertices of maximal degree);
• do both of the above.
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Once we have done this we can then also add an edge between any two vertices of
A of maximal degree in their GCPs (in effect, adding a K2) or take two maximal
degree vertices of A that are in separate GCPs and only in one GCP each and
‘merge’ them together (connect two disconnected GCPs by making them share an
available maximal degree vertex).
Lemma 8 helps here as we know that we need not consider any GCPs that contain
a K5. In fact, by studying the GCPs G that have this property and looking at the
induced graph G \ {v} for each v ∈ V (G) we find the fairly short list of GCPs that
we can attach or expand to in Table 2 below.
GCP (2, 0) = K2 2 vertices of maximal degree
GCP (3, 1) 1 vertex of maximal degree
GCP (3, 0) = K3 3 vertices of maximal degree
GCP (4, 1) 2 vertices of maximal degree
GCP (4, 0) = K4 4 vertices of maximal degree
GCP (5, 2) 1 vertex of maximal degree
Table 2. The GCPs that we can attach or expand to in A.
Note that GCP (4, 2) = C4 is not included; when partitioned as GCP (4, 2) it
has no vertices of maximal degree, so cannot be attached to anything and when
partitioned as four K2’s it has no vertices that are not already in two GCPs. Also,
GCP (3, 1) and GCP (5, 2) are two of the seven graphs that have non-isomorphic
root multi-graphs. However, when GCP (5, 2) is partitioned as two K3’s and two
K2’s it has no vertices that are not already in two GCPs and when GCP (3, 1) is
partitioned as two K2’s one of its vertices will not be in A.
The process of going from G|M to G|M∪A is then a finite one; we only have so
many GCPs in the minimal graphs M1, M2,1, M2,2 and M3 to expand and only so
many ways to attach these six GCPs to them. We also have a small number of cases
where we can add in extra edges between vertices of A or merge them. In working
through all these combinations we discard a number of graphs that are not 1-Salem
as they require more than one vertex to be removed to make them cyclotomic.
The list of 1-Salem generalised line graphs G|M∪A has been omitted for reasons
of space. There are 224 that are distinct as graphs, although many of these graphs
can arise in more than one way as G|M∪A. The largest has 11 vertices. Initially
these were all found by hand; the list was then checked by a computer search.
4.3. H — the cyclotomic parts. We now look at the set H in Lemma 4. We
can reduce our choices by observing that the only cyclotomic graphs that are also
generalized line graphs are D˜n and A˜n = Cn+1. However, we will show that G|H
cannot contain cycles and can only contain subgraphs of D˜n. For n > 3 we note
that A˜n can be partitioned uniquely as (n+ 1) K2’s with each vertex in two GCPs,
so we cannot simply attach vertices to it. The other option is then to expand a GCP
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to a larger one so that we now have vertices only in one GCP to attach to other
things. The smallest case is to expand one of the (n+ 1) K2’s to a K3. Clearly,
this new vertex must be in A rather than H as the graph is no longer cyclotomic.
However, in order to make the graph cyclotomic we must remove a vertex but all of
the vertices are in A or H and we have shown that the vertex we remove must be
in M . Cycles of length 3 can be seen as both three K2’s or one K3 but by similar
reasoning on the choice of vertex we are removing, we can exclude this case too. A
similar argument holds again for cycles of length 4 for both ways of partitioning its
edges.
The graph D˜n can be uniquely partitioned as (n− 4) K2’s with a GCP (2, 0)
(or snake’s tongue) at either end. However, in this graph each vertex of maximal
degree within its GCP is already in two GCPs. If we remove one or both of the
snake’s tongues we are left with graphs we can work with—a path or a path with
a snake’s tongue on the end—each with at least one vertex of maximal degree that
is only in one GCP. With this in mind we can think of G|H simply consisting of
paths of any length, possibly with a snake’s tongue on one end.
The final step in growing these graphs is to go from G|M∪A to G|M∪A∪H = G.
To any vertices in A of maximal degree and only in one GCP we can attach a
single path of arbitrary length (remembering that Lemma 8 tells us that we can
only attach things to one vertex of a K4). If we so choose, we can join any two
of these pendant paths together (equivalently, attach a path or arbitrary length to
two different elements of A of maximal degree that are each only in one GCP).
Furthermore, on the end of any pendant paths we can include a snake’s tongue.
These graphs are then precisely the graphs in Figures 2–4 and Lemma 7 tells us
that they are all 1-Salem, completing this section of the proof.
We can consider letting the lengths of one or more pendant or internal paths
tend to infinity. By [27, Corollary 4.4] the corresponding sequence of graph Salem
numbers converges to a Pisot number. By studying the different ways we can let
paths tend to infinity, we can produce several explicit families of Pisot numbers.
5. The 1-Salem graphs represented in E8
5.1. The root system and signed graph E8. There are various concrete de-
scriptions of the root system E8 (see [4, Chapter 3], for example). Here is one of
them. Let e1, . . . , e8 be an orthogonal basis for R
8, with each ei having length√
2. The root system E8 contains 240 vectors: the 16 vectors ±e1, . . . , ±e8, and
224 vectors of the form (±ei ± ej ± ek ± el)/2, where ijkl is one of the 14 strings
1234, 1256, 1278, 1357, 1368, 1467, 2358, 2367, 2457, 2468, 3456, 3478, 5678. The
usual inner product of any two vectors from these 240 is one of −2, −1, 0, 1, or 2;
and all the vectors have length 2. A graph G with adjacency matrix A is said to
be represented in E8 if A + 2I is the Gram matrix of some subset of the vectors
forming the root system E8 (so vectors correspond to vertices, and adjacency of
distinct vertices is given by the usual inner product of the corresponding vectors).
The Weyl group W (E8) is the group of isometries of E8 generated by the invo-
lutions v 7→ v− (v · vi)vi for each of the 240 vectors vi (in fact there are only 120
of these involutions, since vi and −vi yield the same involution).
5.2. Fast backtracking in E8. Let P be a property of graphs such that if G has
property P then so does any induced subgraph. (Such a property is called hered-
itary.) The following natural process, familiar to computational graph-theorists,
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Figure 7. The two 11-vertex 1-Salem graphs that are not gener-
alised line graphs.
provides a computationally-efficient method for searching for all graphs that: (a)
are represented in E8; and (b) have property P .
Assign an ordering to the vectors of E8: v1, . . . , v240. A naive search for all
graphs having property P that are represented in E8 would proceed as follows.
Start with an empty list of vectors; look through the vectors in order, adding them
to the list so long as the vectors in the list represent a graph that has property P ;
once stuck, backtrack. The number of graphs represented in E8 is so large that
this process is only practical for extremely restrictive properties P . To improve
matters, we exploit the isometries of E8.
Choose a S ⊆W (E8). When considering if it is possible to add a new vector to
ones list, apply each isometry in S to the potential enlarged list, and reject the new
vector if any of the permuted lists appears earlier in the lexicographical ordering
derived from our ordering of the vectors. Larger sets S make each update more
expensive, but potentially reduce the backtracking by pruning certain branches at
an early stage.
We used a few other programming tricks to speed up the process further, but
the main idea was to exploit isometries of E8. In practice we used a set S of size
162, including the 120 involutions above, and 42 carefully selected others.
5.3. 1-Salem graphs represented in E8. The property of being a 1-Salem graph
is not hereditary, but the property of being either 1-Salem or cyclotomic is. We used
the fast backtracking approach of §5.2 to find all such graphs represented in E8, and
then weeded out those that were cyclotomic, and also those that were generalised
line graphs (and hence covered by part (ii) of Theorem 1). Table 3 summarises the
results, showing the number of non-bipartite connected 1-Salem graphs that are
not generalised line graphs by the number of vertices. The largest examples have
11 vertices; they are shown in Figure 7. These computations complete the final
part of the proof of Theorem 1, which we state here as a theorem.
Theorem 11. There are 377 non-bipartite 1-Salem graphs that are not generalised
line graphs. The numbers of vertices for these graphs range between 6 and 11; the
number of graphs for each of these numbers of vertices is shown in Table 3.
Number of vertices 6 7 8 9 10 11
Number of graphs 10 43 111 153 58 2
Table 3. The number of non-bipartite 1-Salem graphs that are
not generalised line graphs.
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