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Abstract
In 1943, Hadwiger conjectured that every graph with no Kt minor
is (t− 1)-colorable for every t ≥ 1. While Hadwiger’s conjecture does
not hold for list-coloring, the linear weakening is conjectured to be
true. In the 1980s, Kostochka and Thomason independently proved
that every graph with no Kt minor has average degree O(t
√
log t) and
thus is O(t
√
log t)-list-colorable.
Recently, the authors and Song proved that every graph with no
Kt minor is O(t(log t)
β)-colorable for every β > 14 . Here, we build on
that result to show that every graph with no Kt minor is O(t(log t)
β)-
list-colorable for every β > 14 .
Our main new tool is an upper bound on the number of vertices
in highly connected Kt-minor-free graphs: We prove that for every
β > 14 , every Ω(t(log t)
β)-connected graph with no Kt minor has
O(t(log t)7/4) vertices.
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1 Introduction
All graphs in this paper are finite and simple. Given graphs H and G, we
say that G has an H minor if a graph isomorphic to H can be obtained from
a subgraph of G by contracting edges. We denote the complete graph on t
vertices by Kt.
In 1943 Hadwiger made the following famous conjecture.
Conjecture 1.1 (Hadwiger’s conjecture [Had43]). For every integer t ≥ 0,
every graph with no Kt+1 minor is t-colorable.
Hadwiger’s conjecture is widely considered among the most important
problems in graph theory and has motivated numerous developments in graph
coloring and graph minor theory. For an overview of major progress we refer
the reader to [NPS], and to the recent survey by Seymour [Sey16] for further
background.
The following natural weakening of Hadwiger’s conjecture has been con-
sidered by several researchers.
Conjecture 1.2 (Linear Hadwiger’s conjecture [RS98, Kaw07, KM07a]).
There exists C > 0 such that for every integer t ≥ 1, every graph with no Kt
minor is Ct-colorable.
For many decades, the best general bound on the number of colors needed
to properly color every graph with no Kt minor has been O(t
√
log t), a result
obtained independently by Kostochka [Kos82, Kos84] and Thomason [Tho84]
in the 1980s. The results of [Kos82, Kos84, Tho84] bound the “degeneracy”
of graphs with no Kt minor. Recall that a graph G is d-degenerate if every
non-null subgraph of G contains a vertex of degree at most d. A standard
inductive argument shows that every d-degenerate graph is (d+1)-colorable.
Thus the following bound on the degeneracy of graphs with no Kt minor
gives a corresponding bound on their chromatic number and even their list
chromatic number.
Theorem 1.3 ([Kos82, Kos84, Tho84]). Every graph with no Kt minor is
O(t
√
log t)-degenerate.
Very recently, authors and Song [NPS] improved the bound implied by
Theorem 1.3 with the following theorem.
2
Theorem 1.4 ([NPS]). For every β > 1
4
, every graph with no Kt minor is
O(t(log t)β)-colorable.
In [NS19] Song and the first author extended Theorem 1.4 to odd minors.
In this paper we extend Theorem 1.4 in a different direction – to list
coloring. Let {L(v)}v∈V (G) be an assignment of lists of colors to vertices of
a graph G. We say that G is L-list colorable if there is a choice of colors
{c(v)}v∈V (G) such that c(v) ∈ L(v), and c(v) 6= c(u) for every uv ∈ E(G).
A graph G is said to be k-list colorable if G is L-list colorable for every list
assignment {L(v)}v∈V (G) such that |L(v)| ≥ k for every v ∈ V (G). Clearly
every k-list colorable graph is k-colorable, but the converse does not hold.
Voigt [Voi93] has shown that there exist planar graphs which are not 4-list
colorable. Generalizing the result of [Voi93], Bara´t, Joret and Wood [BJW11]
constructed graphs with no K3t+2 minor which are not 4t-list colorable for
every t ≥ 1. These results leave open the possibility that Linear Hadwiger’s
Conjecture holds for list coloring, as conjectured by Kawarabayashi and Mo-
har [KM07b].
Conjecture 1.5 ([KM07b]). There exists C > 0 such that for every integer
t ≥ 1, every graph with no Kt minor is Ct-list colorable.
Theorem 1.3 implies that every graph with no Kt minor is O(t
√
log t)-list
colorable, which until now was the best known upper bound for general t.
Our main result extends Theorem 1.4 to list colorings.
Theorem 1.6. For every β > 1
4
, every graph with no Kt minor is O(t(log t)
β)-
list-colorable.
In the course of proving Theorem 1.6, we also prove a remarkably small
upper bound on the number of vertices in Kt-minor-free graphs with connec-
tivity O(t(log t)β) for every β > 1/4 as follows.
Theorem 1.7. For every δ > 0 and 1/2 ≥ β > 1/4, there exists C =
C1.7(β, δ) > 0 such that if G is Ct(log t)
β-connected and has no Kt minor
then v(G) ≤ t(log t)3−5β+δ.
Note that Bo¨hme et al.[BKMM09] proved a variant of Theorem 1.7 for
graphs with connectivity linear in t. Namely, they show that for every t
there exists N(t) such that every ⌈31
2
(t+ 1)⌉-connected graph G with no Kt
minor satisfies v(G) ≤ N(t). Their proof, however, relies on the Robertson-
Seymour graph minor structure theorem and does not provide a reasonable
bound for N(t).
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Outline of Paper
The proof of Theorem 1.7 reuses the main tools used to establish Theorem 1.4
in [NPS]. Theorem 2.3 below shows that any dense enough graph with no Kt
minor contains a reasonably small subgraph with essentially the same density.
Meanwhile, Theorem 2.4 guarantees that any graph with appropriately high
connectivity containing many such dense subgraphs has a Kt minor. These
and other necessary tools are introduced in Section 2.
To play these two results against each other, we need a new ingredient: an
extension of Theorem 1.3 to upper bound the density of asymmetric bipartite
graphs with no Kt minor. We prove such a bound in Section 3. In Section 4
we use this bound to derive Theorem 1.7.
In Section 5 we use random constructions to show that the bounds in
Section 3 are tight up to the constant factor and establish lower bounds on
the maximum size of a graph with no Kt minor and given connectivity.
In Section 6 we generalize a bound of Alon [Alo92] on choosability of
complete multipartite graphs to prove a bound on choosability of a graph in
terms of its number of vertices and Hall ratio. In Section 7 we use this bound
and Theorem 1.7 to establish Theorem 1.6. Section 8 contains concluding
remarks.
Notation
We use largely standard graph-theoretical notation. We denote by v(G) and
e(G) the number of vertices and edges of a graph G, respectively, and denote
by d(G) = e(G)/v(G) the density of a non-null graph G. We use χℓ(G)
to denote the list chromatic number of G, and κ(G) to denote the (vertex)
connectivity of G. We write H ≺ G if G has an H minor. We denote by
G[X ] the subgraph of G induced by a set X ⊆ V (G). For disjoint subsetes
A,B ⊆ V (G), we let G(A,B) denote the bipartite subgraph induced by G on
the parts (A,B). For F ⊆ E(G) we denote by G/F the minor of G obtained
by contracting the edges of F .
For a positive integer n, let [n] denote the set {1, 2, . . . , n}. The loga-
rithms in the paper are natural unless specified otherwise.
We say that vertex-disjoint subgraphs H andH ′ of a graph G are adjacent
if there exists an edge of G with one end in V (H) and the other in V (H ′),
and H and H ′ are non-adjacent, otherwise.
A collection X = {X1, X2, . . . , Xh} of pairwise disjoint subsets of V (G)
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is a model of a graph H in a graph G if G[Xi] is connected for every i ∈ [h],
and there exists a bijection φ : V (H)→ [h], such that G[Xφ(u)] and G[Xφ(v)]
are adjacent for every uv ∈ E(H). It is well-known and not hard to see that
G has an H minor if and only if there exists a model of H in G.
2 Preliminaries and Previous Results
For this paper, we will need two classical results on Kt minor-free graphs:
the first, a lower bound on their independence number; the second, an upper
bound on their density.
Theorem 2.1 ([DM82]). Every graph G with no Kt minor has an indepen-
dent set of size at least
v(G)
2(t−1) .
Theorem 2.2 ([Kos82]). Let t ≥ 2 be an integer. Then every graph G with
d(G) ≥ 3.2t√log t has a Kt minor.
We also need the following results from Norin, Postle and Song [NPS].
Theorem 2.3 ([NPS]). For every δ > 0 there exists C = C2.3(δ) > 0 such
that for every D > 0 the following holds. Let G be a graph with d(G) ≥ C,
and let s = D/d(G). Then G contains at least one of the following:
(i) a minor J with d(J) ≥ D, or
(ii) a subgraph H with v(H) ≤ s1+δCD and d(H) ≥ s−δd(G)/C.
Theorem 2.4 ([NPS]). For every β ∈ [1
4
, 1
2
], there exists C = C2.4 > 1
satisfying the following. Let G be a graph with κ(G) ≥ Ct(log t)β, and let r ≥
(log t)1−2β/2 be an integer. If there exist pairwise vertex disjoint subgraphs
H1, H2, . . . , Hr of G such that d(Hi) ≥ Ct(log t)β for every i ∈ [r] then G
has a Kt minor.
Note that Theorem 2.4 was stated only for β = 1
4
in [NPS], however the
same proof works for every β ∈ [1
4
, 1
2
].
3 Asymmetric density
In this section we use variants of arguments of Thomason [Tho84, Tho01] to
establish an upper bound on the density of assymetric bipartite graphs with
no Kt minor.
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Lemma 3.1. Let t be a positive integer, let G be a graph with n = v(G) ≥ 9t,
let q = 1− e(G)
(n2)
and l =
⌊
n
9t
⌋
. If
6t(70q)l
2 ≤ 1, (1)
then G has a Kt minor.
Proof. By definiton of q, G contains
(
n
2
)
q non-edges. Thus there exists a
set Z of ⌊n/3⌋ vertices of G such that each vertex in Z has at most 2qn
non-neighbors in G.
Given v ∈ Z, consider X ⊆ Z − {v} with |X| = l chosen uniformly
at random. Then the probability that v has no neighbor in X is at most
(2qn/(|Z| − 1))l ≤ (7q)l.
It follows that if X ⊆ Z with |X| = l is chosen uniformly at random,
then the expected number of vertices in Z −X with no neighbor in X is at
most n(7q)l. We say that a set X is good if at most 3n(7q)l vertices in Z−X
have no neighbor in X . By Markov’s inequality the probability that the set
X as above is good is at least 2/3.
Given a good set X ⊆ Z, suppose that a set Y of size l is selected from
Z − X uniformly at random. Then the probability that no vertex of Y is
adjacent to a vertex of X is at most(
3n(7q)l
|Z| − l
)l
≤ (70q)l2.
We now select disjoint subsets X1, X2, . . . , X2t, Y1, Y2, . . . , Yt of Z such
that |Xi|, |Yj| = l uniformly at random. We say that a pair (i, j) ∈ [2t]× [t]
is unfulfilled if there does not exist {u, v} ∈ E(G) with u ∈ Xi, v ∈ Yj. We
say that Xi is perfect if (i, j) is not unfulfilled for every j ∈ [t].
By the calculations above, if Xi is good then the expected number of
unfulfilled pairs (i, j) is at most 10l(7q)l
2
t ≤ 1/6 by (1). Therefore the
probability that Xi is perfect is at least 1/2. Thus there exists a choice of sets
{Xi}i∈[2t], {Yj}j∈[t] as above, such that at least t of the sets X1, X2, . . . , X2t
are perfect. Thus we may assume that X1, . . . , Xt are perfect.
Note that every two non-adjacent vertices in Z have at least (1− 4q)n ≥
2/3n common neighbors. In particular, every two such vertices have more
than |Z| common neighbors in V (G) − Z. Thus we can greedily construct
pairwise disjoint B1, B2, . . . , Bt ⊆ V (G) such that Xi ∪Yi ⊆ Bi, and G[Bi] is
connected for every i ∈ [t] . These sets form a model of Kt as desired.
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Theorem 3.2. There exists C = C3.2 > 0 such that for every t ≥ 3 and
every bipartite graph G with bipartition (A,B) and no Kt minor we have
e(G) ≤ Ct
√
log t
√
|A||B|+ (t− 2)v(G). (2)
Proof. We show that C = 6400 > 4(20)2(1 + log(20)) satisfies the lemma.
Suppose for a contradiction that there exists a bipartite graph G with bipar-
tition (A,B) with no Kt minor such that (2) does not hold. Choose such G
with v(G) minimum. Let α =
√|A|/|B| and consider v ∈ A. By the choice
of G, we have
e(G \ v) ≤ Ct
√
log t
√
(|A| − 1)|B|+ (t− 2)(v(G)− 1),
and so
deg(v) = e(G)− e(G \ v)
≥ Ct
√
log t(
√
|A||B| −
√
(|A| − 1)|B|) + t− 2
≥ C
2
α−1t
√
log t + t− 2.
Similarly,
deg(v) ≥ C
2
αt
√
log t + t− 2
for every v ∈ B. Assume |A| ≥ |B|, without loss of generality. Then there
exists v0 ∈ A such that deg(v0) ≤ 7t
√
log t ≤ C
4
αt
√
log t, as otherwise G has
a Kt minor by Theorem 2.2.
Fix an arbitrary pair of neighbors u1, u2 ∈ B of v0 and consider the graph
G′ obtained from G by deleting v0 and identifying u1 and u2. As G′ is a
minor of G, we have that G′ has no Kt minor, and so
e(G′) ≤ Ct
√
log t
√
(|A| − 1)(|B| − 1) + (t− 2)(v(G)− 2),
by the choice of G. Let d(u1, u2) denote the number of common neighbors of
u1 and u2 in A− {v0}. As e(G)− e(G′) = deg(v0) + d(u1, u2) the bounds on
e(G), e(G′) and deg(v0) above imply that
d(u1, u2) ≥ C
4
αt
√
log t =: s.
Let n = ⌈α−1t√log t + t − 2⌉ ≥ t − 1, and let X be a set of n arbitrary
neighbors of v0. For every v ∈ A − v0 such that v has a neighbor in X , we
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choose such a neighbor u uniformly independently at random, and contract
v onto u. Let H be the random graph induced on X obtained via this
procedure. The probability that any two given vertices in X are non-adjacent
in H is at most
q :=
(
1− 2
n
)s
≤ e−2s/n.
If
(
n
2
)
q < 1, then with positive probability H is complete, and so G contains
a complete minor on n + 1 vertices, a contradiction. Thus we assume that(
n
2
)
q ≥ 1, implying 2 logn ≥ 2s/n. Moreover, sn ≥ Ct2 log t/4 by definition
of s and n. It follows that n2 logn ≥ Ct2 log t/4 implying n ≥ 20t.1 As α ≤ 1
from definition of n we have n ≤ 2t√log t. Combining these inequalities we
have and so 2s/n ≥ C/8 and q < 1/(70)2.
Let l = ⌊ n
9t
⌋. Then
l ≥ n
18t
≥ 1
18
α−1
√
log t (3)
and
(70q)l
2 ≤ ql2/2 ≤ exp
(
−sl
2
n
)
≤ exp
(
− sl
18t
)
≤ exp
(
−C
72
log t
)
≤ 1
t3
≤ 1
6t
.
Thus (1) holds for H , and thus H contains a Kt minor by Lemma 3.1, a
contradiction.
Note that the graph Ka,t−2 has no Kt minor for any integer a showing
that the term (t− 2)v(G) in (2) is necessary. In Section 5 we show that the
bound in Theorem 3.2 is tight for all values of |A|, |B| up to the constant
factor.
4 Proof of Theorem 1.7
In this section, we prove Theorem 1.7, which we restate for convenience.
Theorem 1.7. For every δ > 0 and 1/2 ≥ β > 1/4, there exists C =
C1.7(β, δ) > 0 such that if G is Ct(log t)
β-connected and has no Kt minor
then v(G) ≤ t(log t)3−5β+δ.
1Otherwise, n2 logn ≤ (20)2t2(log t+ log 20) ≤ (20)2(log(20) + 1)t2 log t < Ct2 log t/4.
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Proof of Theorem 1.7. We assume without loss of generality that δ < 1/4.
It suffices to show that there exist C, t0 = t0(δ), such that for all positive
integers t ≥ t0, every graph G with κ(G) ≥ Ct(log t)β and no Kt minor
satisfies
v(G) ≤ t(log t)3−5β+δ.
Let δ′ = δ/3. Let C1 = C2.3(δ
′), and let C = max{4C3.2, C2.4}.
We choose t0 ≫ C,C1, 1/δ implicitly to satisfy the inequalities appearing
throughout the proof.
Let k = Ct(log t)β and let G be a graph with κ(G) ≥ k and no Kt minor.
Choose a maximal collection H1, H2, . . . , Hr of pairwise vertex disjoint sub-
graphs of G such that d(Hi) ≥ Ct(log t)β−δ′ and v(Hi) ≤ t(log t)1−β+δ′ . Since
G has no Kt minor, it follows from Theorem 2.4 that r < (log t)
1−2β+2δ′/2.
Let X = ∪i∈[r]V (Hi). Then |X| < t(log t)2−3β+3δ′ = t(log t)2−3β+δ.
Let G′ = G \ X . First suppose that d(G′) ≥ k/4. Let D = 3.2t√log t.
We apply Theorem 2.3 to δ′, D and G′. If G′ has a minor J with d(J) ≥ D
then G′ has a Kt minor by Theorem 2.2, contradicting the choice of G. Thus
there exists a subgraph H of G′ such that v(H) ≤ s1+δ′C1D and d(H) ≥
s−δ
′
d(G′)/C1, where s = D/d(G′) ≤ 13(log t)1/2−β . It is easy to check that
for large enough t the above conditions imply d(H) ≥ Ct(log t)β−δ′ and
v(H) ≤ t(log t)1−β+δ′ . Thus the collection {H1, H2, . . . , Hr, H} contradicts
the maximality of {H1, H2, . . . , Hr}.
So we may assume that d(G′) < k/4. That is, e(G′) < (k/4)v(G′). Since
κ(G) ≥ k, every vertex in V (G′) has degree at least k in G. It follows that
e(G(X, V (G′))) ≥ k
2
v(G′). (4)
Yet since G has noKt minor, we have by Theorem 3.2 applied to G(X, V (G
′))
that
e(G(X, V (G′))) ≤ C3.2t
√
log t
√
|X|v(G′) + t(|X|+ v(G′)). (5)
If v(G′) ≤ |X| then
v(G) ≤ 2t(log t)2−3β+δ ≤ t(log t)3−5β+δ
for sufficiently large t, as desired. Thus we assume v(G′) ≥ |X|. Combining
(4) and (5) we have
(k/2− 2t)v(G′) ≤ C3.2t
√
log t
√
|X|v(G′). (6)
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Assuming that t is large enough, we have that k ≥ 8t, and so k/2−2t ≥ k/4.
Thus the above implies
v(G′) ≤ (4C3.2)2t2 log t ·
|X|
k2
≤ |X| log t
(log t)2β
≤ t(log t)3−5β+δ,
as desired.
5 Lower bounds
In this section we prove lower bounds on the density of asymmetric bipar-
tite graphs with no Kt minor and on the size of such graphs with given
connectivity.
For 0 ≤ p ≤ 1 and pair of integers a, b > 0 we denote by G(a, b, p) a
random bipartite graph with bipartition (A,B) where A and B are disjoint
sets with |A| = a, |B| = b and the edges between A and B are chosen
independently at random with probability p. The next lemma mirrors a
computation first used by Bollobas, Caitlin and Erdo˝s [BCE80] to compute
the size of the largest minor in a random graph.
Lemma 5.1. For every ε > 0 there exists t0, such that for all 0 < p < 1 and
integers t ≥ t0, a, b ≥ 0 such that ab ≤ (1− ε) 1−2 log(1−p) t2 log t, we have
Pr[Kt is a minor of G(a, b, p)] ≤ e−tε/3.
Proof. Let (A,B) be the bipartition of G = G(a, b) as in the definition, and
let (A1, . . . , At) and (B1, . . . , Bt) be partitions of A and B, respectively. Let
ai = |Ai|, bi = |Bi| for i ∈ [t]. Let q = 1 − p. Then the probability that G
does not contain an edge from Ai ∪ Bi to Aj ∪ Bj is qaibj+ajbi . Thus we can
upper bound the probability that {Ai ∪Bi}i∈[t] is a model of Kt in G by
∏
{i,j}⊆[t]
(
1− qaibj+ajbi) ≤ exp

− ∑
{i,j}⊆[t]
qaibj+ajbi


≤ exp
(
−
(
t
2
)
q(
∑
{i,j}⊆[t](aibj+ajbi))/(
t
2)
)
≤ exp
(
−
(
t
2
)
qab/(
t
2)
)
≤ exp
(
−
(
t
2
)
q−(1−ε) log t/ log q
)
= exp
(
−(t− 1)t
ε
2
)
.
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Suppose a ≥ b without loss of generality. If b ≤ t − 2 then G has no Kt
minor. Thus we may assume b ≥ t − 1, implying a + b ≤ t log t for large
enough t. The number of partitions (A1, . . . , At) and (B1, . . . , Bt) as above
can then be loosely upper bounded by ta+b ≤ exp(t log2 t). By the union
bound we deduce that the probability that G has a Kt minor is at most
exp
(
t log2 t− (t− 1)t
ε
2
)
≤ exp (−tε/3) ,
as desired, where the last inequality holds for t large enough.
Let
λ := max
x>0
1− e−x√
x
= 0.63817 . . . .
be the constant which appears, in particular, in the optimal bound on the
asymptotic density of graphs with noKt minor established by Thomason [Tho01].
Corollary 5.2. For every ε > 0 there exists C, such that for all integers
a, b ≥ t ≥ C such that
ab ≥ Ct2 log t (7)
there exists a bipartite graph G with bipartition (A,B) such that |A| =
a, |B| = b, G has no Kt minor and
e(G) ≥ (1− ε) λ√
2
t
√
log t
√
|A||B|.
Proof. Let C be chosen implicitly to satisfy the inequalities throughout the
proof, and let ε′ = ε/4.
Assume a ≥ b, without loss of generality. Note that Ka,t−2 has no Kt
minor, and hence the corollary holds if
(1− ε) λ√
2
t
√
log t
√
ab ≤ (t− 2)a.
Thus we may assume
b log t ≥ a (8)
given C is large enough.
Let x be such that λ = 1−e
−x√
x
, and let p = 1− e−x. Let
k =
⌈√
(1− ε′)−2 log(1− p)ab
t2 log t
⌉
.
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Let a′ = ⌊a/k⌋, b′ = ⌊b/k⌋. By (7) and (8), we have b′ ≥ 1/ε′ given that
C is large enough. In particular, this implies that b′ ≥ (1 − ε′)b/k and
a′ ≥ (1− ε′)a/k.
By the Chernoff bound
Pr[e(G(a′, b′, p)) ≤ (1− ε′)pa′b′] ≤ e−(ε′)2pa′b′/2 ≤ e−p/2.
Combining this observation Lemma 5.1 we deduce that for large enough C,
there exists a bipartite graph G′ with no Kt minor and a bipartition (A′, B′)
such that |A′| = a′, |B′| = b′ and e(G′) ≥ (1− ε′)pa′b′.
We obtain G by taking k vertex disjoint copies of G′ (and adding isolated
vertices if necessary). Then
e(G) ≥ (1− ε′)kpa′b′ ≥ (1− ε′)3pab
k
≥ (1− ε′)4p ab√
−2 log(1−p)ab
t2 log t
= (1− ε′)4 1√
2
1− e−x√
x
t
√
log t
√
ab
≥ (1− ε) λ√
2
t
√
log t
√
|A||B|,
as desired.
Corollary 5.2 shows that the bound in Theorem 3.2 is tight up to the con-
stant factor. We believe that the constant in Corollary 5.2 is likely asymp-
totically optimal.
Next we establish a lower bound on the size of graphs with given con-
nectivity and no Kt minor. A standard easy argument shows that with high
probability G(a, b, 1/2) is (1− o(1))(b/2)-connected for a ≥ b, as long as a is
not too large compared to b, as formalised in the next lemma.
Lemma 5.3. For every 0 < ε < 1 and all integers a ≥ b ≥ 1 such that
a(a+ 1) ≤ exp(ε2b/32) we have
Pr
[
κ(G(a, b, 1/2)) < (1− ε) b
2
]
≤ exp(−ε2b/64)
12
Proof. Again let (A,B) be the bipartition of G = G(a, b) as in the definition,
and let k = (1− ε)b/2. By the Chernoff bound
Pr [deg(v) < k] ≤ exp(−ε2b/8),
for every v ∈ A, and the probability that a pair of vertices v1, v2 ∈ A share
at most k/2 neighbors is at most exp(−ε2b/32). Analogous bounds with b
replaced by a hold for vertices in B. Thus with probability at least
1− a(a + 1) exp(−ε2b/32) ≥ 1− exp(−ε2b/64)
every vertex of G has degree at least k and every pair of vertices of G on the
same side of the bipartion share more than k/2 neighbors.
These properties are sufficient to guarantee that κ(G) ≥ k implying the
lemma. Indeed, consider X ⊆ V (G) with |X| < k and assume first |A∩X| <
k/2. Then every pair of vertices of B−X share a neighbor in A−X , and so
B −X lies in a single component of G \X . As every vertex in A−X has a
neighbor in B−X it follows that G\X is connected. The case |B∩X| < k/2
is completely analogous.
Corollary 5.4. There exist ε, t0 > 0 such that for all integers t ≥ t0 and
every integer k ≤ εt√log t there exists a graph G with κ(G) ≥ k and
v(G) ≥ εt
2 log t
k
.
Proof. If k ≤ t − 2 then Ka,t−2 satisfies the corollary for a large enough.
Otherwise, let b = 3k and let a = ⌈1
6
t2 log t
k
⌉. Then by Lemmas 5.1 and 5.3
G = G(a, b, 1/2) has no Kt minor and satisfies κ(G) ≥ k for large enough
t and small enough ε. As v(G) ≥ a ≥ 1
6
t2 log t
k
the corollary follows for
ε ≤ 1/6.
It follows from Corollary 5.4 that the bound t(log t)3−5β+o(1) in Theo-
rem 1.7 can not be improved beyond O(t(log t)1−β).
6 List coloring vs. Hall ratio
Let Km∗r denote the complete r-partite graph with m vertices in every part.
Alon [Alo92] has proved the following.
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Theorem 6.1. There exists C6.1 > 0 such that for every m ≥ 2
χl(Km∗r) ≤ C6.1r log(m).
The Hall ratio of a graph G is defined to be maxH⊆G
⌈
v(H)
α(H)
⌉
. We use The-
orem 6.1 to prove the following theorem relating the list chromatic number
of a graph with its Hall ratio and number of vertices.
Theorem 6.2. There exists C = C6.2 > 0 satisfying the following. Let
ρ ≥ 3, and let G be a graph with the Hall ratio at most ρ, and let n = v(G).
If n ≥ 2ρ, then
χl(G) ≤ Cρ log2
(
n
ρ
)
.
Proof. We show by induction on n that C = max{16C6.1, 3elog 2} satisfies the
theorem. The theorem clearly holds for n ≤ 3eρ for this choice of C, so we
assume that n ≥ 3eρ for the induction step.
Consider an assignment of lists {L(v)}v∈V (G) of colors of size l ≥ Cρ log2(nρ )
to the vertices of G. Select a subset L1 of colors by choosing every color in-
dependently at random with probability 1/ log
(
n
ρ
)
. Let L1(v) denote the
set of colors in L1 assigned to v. By the Chernoff bound, we have
Pr
[
|L1(v)| ≤ C
2
ρ log
(
n
ρ
)]
≤ exp
(
−1
8
Cρ log
(
n
ρ
))
<
1
2n
, 2
and, similarly,
Pr
[
|L1(v)| ≥ 3
2
Cρ log
(
n
ρ
)]
<
1
2n
.
Thus by the union bound, with positive probability none of these events
happen for any vertex v of G. So we may assume that for every vertex v of
G, we have
C
2
ρ log
(
n
ρ
)
≤ |L1(v)| ≤ 3
2
Cρ log
(
n
ρ
)
.
2The last inequality holds as C ≥ 8 and
ρ log
(
n
ρ
)
≥ ρ+ log
(
n
ρ
)
+ 1 ≥ log 2 + log ρ+ log
(
n
ρ
)
= log(2n)
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Let s =
⌊
n
eρ
⌋
. We repeatedly select disjoint independent setsX1, X2, . . . , Xk
in G of size s, where k =
⌈(
1− 1
e
)
n
s
⌉
. This is possible, as G − ∪ij=1Xj is a
subgraph of G on at least n − (k − 1)s ≥ n/e vertices for every i ∈ [k − 1],
and so G−∪ij=1Xj contains an independent set of size at least s by definition
of ρ.
Note that s ≥ 3 by the choice of n, and so s ≥ 3n
4eρ
. Thus
k ≤
⌈
4(e− 1)
3
ρ
⌉
≤ 4ρ.
Let X = ∪ki=1Xi. By Theorem 6.1 and the above bounds on k and s, we have
χl(G[X ]) ≤ C6.1k log s ≤ 4C6.1ρ
(
log
(
n
ρ
)
+ 2
)
≤ 8C6.1ρ log
(
n
ρ
)
and so there exists an L1-coloring φ1 of G[X ],as C ≥ 16C6.1.
By the induction hypothesis, we have
χl(G \X) ≤ Cρ log2
(
n
eρ
)
= Cρ
(
log
(
n
ρ
)
− 1
)2
= Cρ log2
(
n
ρ
)
− 2Cρ log
(
n
ρ
)
+ Cρ
≤ Cρ log2
(
n
ρ
)
− 3
2
Cρ log
(
n
ρ
)
,
where the last inequality follows since n ≥ e2ρ. Thus G\X has an L2-coloring
φ2, where L2(v) = L(v) \ L1(v) for every v ∈ V (G \X). But then φ1 ∪ φ2 is
an L-coloring of G as desired.
Corollary 6.3. There exists C = C6.3 > 0 satisfying the following. If G is
a graph with no Kt minor for some t ≥ 2 and v(G) ≥ 4t, then
χl(G) ≤ Ct log2
(
v(G)
2t
)
.
Proof. It follows from Theorem 2.1 that the Hall ratio of G is at most 2t.
The corollary now follows from Theorem 6.2 with ρ = 2t.
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7 Proof of Theorem 1.6
Before we prove Theorem 1.6, we first need the following definition and
lemma. If G is a graph and X ⊆ V (G), then the coboundary of X in G
is (
⋃
v∈X N(v)) \X .
Lemma 7.1. Let k ≥ 1. If G is a non-empty graph with minimum degree
d ≥ 6k, then there exists a non-empty X ⊆ V (G) and a matchingM from the
coboundary Y of X to X that saturates Y such that |Y | ≤ 3k and G[X∪Y ]/M
is k-connected.
Proof. Suppose not. Let X be a non-empty subset of V (G) such that the
coboundary Y of X has size at most 3k and subject to that |X| is minimized.
Such an X exists as V (G) has empty coboundary.
We claim that there exists a matching M from Y to X that saturates Y .
Suppose not. By Hall’s theorem, there exists S ⊆ Y , such that |N(S)∩X| <
|S|. If N(S)∩X = X , then |X| < 3k and hence every vertex in X has degree
at most |X| + |Y | − 1 < 6k ≤ d, a contradiction. So we may assume that
X ′ = X \ (N(S) ∩ X) 6= ∅. But then X ′ has a coboundary of size at most
|N(S)∩X|+ |Y \S| < |Y | ≤ 3k and |X ′| < |X|, contradicting the minimality
of |X|. This proves the claim.
Let G′ = G[X ∪ Y ]/M . If G′ is k-connected, then the desired outcome
of the lemma holds, contradicting that G is a counterexample. So we may
assume thatG′ is not k-connected. More formally, that is, there exist A′, B′ ⊆
V (G′) such that A′ \B′, B′ \A′ 6= ∅, A′ ∪B′ = V (G′), |A′ ∩B′| ≤ k− 1, and
e(G′(A′ \B′, B′ \A′)) = 0. Let A be the subset of V (G) corresponding to A′
in G′, and similarly let B be the subset of V (G) corresponding to B′ in G′.
Since A′ \ B′ 6= ∅ and M saturates Y , it follows that (A ∩ X) \ B 6= ∅.
Similarly, (B ∩X) \ A 6= ∅.
Now |A ∩ B ∩ Y | ≤ |A′ ∩ B′| ≤ k − 1. Hence |A ∩ Y | + |B ∩ Y | ≤
|Y |+ |A ∩B ∩ Y | ≤ 4k − 1. Moreover, |A ∩B ∩X| ≤ k − 1.
Yet if |A ∩ (Y ∪ B)| ≤ 3k, then A \ (Y ∪ B) = (A ∩X) \ B contradicts
the minimality of X . So we may assume that |A ∩ (Y ∪ B)| > 3k. But
then |A ∩ Y | > 2k. Similarly, |B ∩ Y | > 2k as otherwise B \ (Y ∪ A) =
(B∩X)\A contradicts the minimality of X . But now |A∩Y |+ |B∩Y | > 4k,
a contradiction.
This yields the following structural corollary for Kt-minor-free graphs.
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Corollary 7.2. For every δ > 0 and 1/2 ≥ β > 1/4, there exists C =
C7.2(β, δ) > 0 such that for every t ≥ 3 if a non-empty graph G has no Kt
minor, then there exists a non-empty subset X of V (G) such that coboundary
of X has size at most Ct(log t)β and |X| ≤ t(log t)3−5β+δ.
Proof. We show that C = 6(C1.7(β, δ) + 1) satisfies the corollary. Let d =
Ct(log t)β. If there exists a vertex v ∈ V (G) with degree at most d in
G, then X = {v} is as desired. So we may assume that G has minimum
degree at least d. Let k = ⌊d/6⌋ ≥ C1.7(β, δ)t(log t)β. By Lemma 7.1, there
exists a non-empty X ⊆ V (G) and a matching M from the coboundary
Y of X to X that saturates Y such that |Y | ≤ 3k < d and G′ = G[X ∪
Y ]/M is k-connected. By Theorem 1.7, v(G′) ≤ t(log t)3−5β+δ. Hence |X| ≤
t(log t)3−5β+δ as desired.
We are now ready to prove Theorem 1.6, which we restate for convenience.
Theorem 1.6. For every β > 1
4
, every graph with no Kt minor is O(t(log t)
β)-
list-colorable.
Proof. Let C = C7.2(β, 1). We show that for t ≫ C, every graph G with
no Kt minor is 2⌈Ct(log t)β⌉-list-colorable, which implies the theorem. Let
d = ⌈Ct(log t)β⌉. Suppose for a contradiction that there exists G with no
Kt minor and a 2d-list assignment L such that G is not L-colorable, and
choose such a graph G with v(G) minimum. By the choice of C, there exists
a non-empty X ⊆ V (G) such that coboundary Y of X has size at most
d and |X| ≤ Ct(log t)4−5β . By minimality, there exists an L-coloring φ of
G − X . For each v ∈ X , let L′(v) = L(v) \ {φ(w) : w ∈ N(v) \ X}. Since
N(v) \ X ⊆ Y for each v ∈ X by definition of coboundary, we have that
|N(v) \X| ≤ |Y | ≤ d. Hence for each v ∈ X , |L′(v)| ≥ |L(v)| − |Y | ≥ d. By
Corollary 6.3, we have that χℓ(G[X ]) ≤ C6.3t log2(C(log t)4−5β) ≤ d for large
enough t. Hence G[X ] has an L′-coloring φ′. But now φ∪φ′ is an L-coloring
of G, a contradiction.
8 Further Improvements
The central obstacle in improving the bound on the chromatic number (and
the list chromatic number) of graphs with no Kt minors using our methods
is the absence of the analogue of Theorem 1.7 for graphs of connectivity
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o(t(log t)1/4). To determine the limits of this strategy it would be interesting
to answer the following question.
Question 8.1. For which β > 0, does there exist C > 0 such that for every
integer t ≥ 3, every graph G with κ(G) = Ω(t(log t)β) and no Kt minor
satisfies v(G) ≤ t(log t)C?3
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