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ANALYSIS OF GAUGED WITTEN EQUATION
GANG TIAN AND GUANGBO XU
Abstract
The gauged Witten equation was essentially introduced by Witten in his formulation of gauged
linear σ-model (GLSM) in [Wit93b]. GLSM is a physics theory which explains the so-called
Landau-Ginzburg/Calabi-Yau correspondence. This is the first paper in a series towards a math-
ematical construction of GLSM. In this paper we study some analytical properties of the gauged
Witten equation for a Lagrange multiplier type superpotential. It contains the asymptotic prop-
erty of finite energy solutions, the linear Fredholm property, the uniform C0-bound, and the
compactness of the moduli space of solutions over a fixed smooth r-spin curve with uniform
energy bound.
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1. Introduction
In this paper we study a system of elliptic partial differential equations over a Riemann
surface, called the gauged Witten equation, which originated from physicists’ study of
superstring theory. This is the first piece of work in a series which aims at a rigorous con-
struction of Witten’s gauged linear σ-model ([Wit93b]), and which, from a mathematical
point of view, generalizes both the theory of symplectic vortex equation (see [CGS00],
[Mun99], [Mun03]) and the theory of Witten equation (see [FJR08, FJR11, FJR13]). It
is also a new member of the collection of mathematical works related to quantum field
theory, which has greatly influenced mathematics in the past few decades. Therefore
we would like to explain our motivation from a historical perspective, and many related
works will be recalled.
Date: June 13, 2018.
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Two celebrated members of this collection are Gromov-Witten theory and gauge the-
ory. Gromov-Witten theory, inspired by Gromov’s work on J-holomorphic curves [Gro85]
and Witten’s interpretation [Wit88], has been constructed rigorously by mathematicians
([RT95], [Rua96], [LT98a], [LT98b], [FO99] etc.). The field-theoretic correlation func-
tion, called the Gromov-Witten invariant, has become a fundamental tool in symplectic
topology as well as in algebraic geometry. On the other hand, for last few decades, a lot
of exciting results about gauge theory have been proven, notably, Atiyah-Bott’s famous
work [AB83], Uhlenbeck’s compactness theorem [Uhl82], Taubes’ construction of self-dual
connections ([Tau82]) and Donaldson theory on differentiable 4-manifolds ([DK90]).
The coupling of gauge theory and σ-model is fundamental in physics, which also has
been adapted by mathematicians. Many interesting examples came from “dimensional
reduction” of four-dimensional gauge theory to dimension 2, where conformal invariance
brings richer structures. For example, one considers a rank n Hermitian vector bundle
E over a Riemann surface Σ, and consider the (linear) vortex equation on a pair (A, u):
{
D0,1A u = 0,
i ∗ FA + (u⊗ u∗ − τ IdE) = 0.
(1.1)
Here A (gauge field) is a unitary connection on E, u (matter field) is a smooth section
of E, and τ is a constant parameter (see [Bra91]). The vortex equation carries a new
feature: the moduli space undergoes a birational-like transformation when τ varies (see
for example [BDW96]). In the language of algebraic geometry, this is called the varia-
tion of GIT quotient. Interesting results have been proved by utilizing this feature (cf.
[Tha94]), which share similar spirit of the Landau-Ginzburg/Calabi-Yau correspondence
we will soon review.
Observing that the term (u⊗u∗− τ IdE) is of the form of a moment map of the U(n)-
action on Cn, the vortex equation can be generalized to a symplectic manifold X with
a Hamiltonian G-action. This was firstly studied by Mundet in his thesis (cf. [Mun99],
[Mun03]) and Cieliebak-Gaio-Salamon ([CGS00]). The equation is now called the sym-
plectic vortex equation. Using the moduli space of solutions to the symplectic vortex
equation, certain invariants of Hamiltonian G-manifolds, called the gauged (or Hamil-
tonian) Gromov-Witten invariants can be defined (see [Mun03], [CGMS02], [MT] etc.).
On the other hand, such invariants are closely related to the Gromov-Witten invariants
of the symplectic quotient of X: in the “adiabatic limit” the symplectic vortex equation
reduces to J-holomorphic curves in the symplectic quotient (see [GS05]). Therefore, the
gauged Gromov-Witten invariants also relate the Gromov-Witten invariants of different
symplectic/GIT quotients (cf. [Wooa, Woob, Wooc], [GW] for the algebraic case).
Another important ingredient in field theory is the potential energy. Via localization,
such field theories are closely related to the geometry of the “singularity” of the potential
function. If the potential is a holomorphic function on a complex manifold, then such
a theory is usually referred to as a Landau-Ginzburg theory. LG theories are naturally
related to the study of singularities in topology and algebraic geometry.
In [Wit93a], Witten proposed an elliptic equation associated to a quasi-homogeneous
polynomial W in n complex variables (now called Witten equation), which was moti-
vated from physicists’ study of matrix models of two dimensional quantum gravity. His
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equation takes a simple form as a “complex gradient flow equation”:
∂ui
∂z
+ ∂iW (u1, . . . , un) = 0. (1.2)
In particular for polynomials which define the simple singularities (which have the famous
A-D-E classification), Witten conjectured that certain generating functions satisfy the
generalized KdV hierarchies. This generalized his earlier conjecture about A1-singularity
and KdV hierarchy ([Wit91]), which was proved by Kontsevich [Kon92] (and later by
Mirzakhani [Mir07]). For higher type A singularities, generalized Witten’s conjecture
were proved by various people (Jarvis-Kimura-Vaintrob [JKV01], Lee [Lee06], and Faber-
Shadrin-Zvonkine [FSZ10]) using algebro-geometric method; while for type D and type
E singularities, algebraic method seemed to be insufficient. In a series of papers ([FJR08,
FJR11, FJR13]), Fan-Jarvis-Ruan used analytic method to study the moduli space of
Witten equation (1.2) for general nondegenerate quasi-homogeneous polynomials, and
proved generalized Witten’s conjecture for Dn-singularities for even n ≥ 6 and all type E-
singularities. This much more systematic approach is referred to as the Landau-Ginzbug
A-model theory, which can be viewed as a quantum theory about singularities.
Around 1990s, physicists discovered a correspondence between the “Landau-Ginzburg
model” and the nonlinear σ-model of Calabi-Yau hypersurfaces ([GVW89], [Mar90],
[VW89]). It becomes a famous mathematical conjecture, often referred to as the Landau-
Ginzburg/Calabi-Yau correspondence (LG/CY for short). The conjecture can be vaguely
stated as follows.
Conjecture 1.1. The Landau-Ginzburg theory of a quasi-homogeneous superpotential
W of Calabi-Yau type is isomorphic to the nonlinear σ-model of the weighted projective
hypersurface defined by W in a certain sense.
This conjecture is certainly one of the most important problems in studying mathe-
matical aspects of 2-dimensional quantum field theories. It has many deep implications,
e.g., simpler method of calculating Gromov-Witten invariants of Calabi-Yau manifolds
and applications to mirror symmetry, etc..
Witten ([Wit93b]) observed that this correspondence can be explained as a phase
transition via the variation of the Fayet-Iliopoulos D-term (something similar to the τ in
(1.1)) in certain “master theory”. This master theory, usually referred to as the gauged
linear σ-model (GLSM), flows in low energy to the LG and CY models respectively in
different phases. Let us illustrate Witten’s idea through the following important example.
More precisely, if Q is a quintic polynomial in variables x = (x1, . . . , x5), then Witten
proposed to study (1.2) forW (x, p) = pQ(x). Moreover, on the (x, p)-space there is an S1-
action with weight (1, 1, 1, 1, 1,−5) under whichW is invariant. Then the equation carries
a gauge invariance with respect to this action. Moreover, this action is Hamiltonian with
moment map proportional to
µ(x, p) = −5|p|2 +
5∑
i=1
|xi|2 + τ. (1.3)
For τ > 0, the “classical vacuum” is
(
CritW ∩ µ−1(0)) /S1, which is the same as the
singularity defined by Q; for τ < 0, the classical vacuum
(
CritW ∩ µ−1(0)) /S1 is the
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quintic hypersurface in P4 defined by Q. The variation of τ parametrizes the phase
transition therefore the two theories are related.
GLSM has been extensively used by physicists in their research, for example, in the
study of mirror symmetry (cf. [HV00]). Mathematicians have been also thinking about
its mathematical formulation and applications: How to construct them mathematically?
How can it be applied to studying mirror symmetry? For instance, in [CL12] and [CLL13],
J. Li et al. studied the Gromov-Witten theory of a quintic hypersurface and the narrow
case of Landau-Ginzburg theory by using cosection localization, which they believe to
lead to an algebraic approach to GLSM and LG/CY correspondence. Fan-Jarvis-Ruan
also have a project towards GLSM.
The purpose of our series of papers is to establish a mathematical theory of GLSM,
at least, in some simple cases. Our approach is symplecto-geometric and uses geometric
analysis. We will start our series by solving some serious technical problems, among
which the most crucial one is the compactness of its moduli space. There are well-known
difficulties we need to overcome in solving these problems. Our framework also includes
the gauged Gromov-Witten theory as a special case where the superpotential is zero. We
hope, via certain adiabatic limits, our construction can relates the work of Fan-Jarvis-
Ruan on one side and the nonlinear σ-model on the other side, so it can give a good
mathematical understanding of the LG/CY correspondence.
1.1. Main results of this paper. Now we briefly describe our main set-up and result
of this first paper in our series. Let (X,ω, J) be a noncompact Ka¨hler manifold (with
“bounded geometry” at infinity), Q : X → C be a nonzero holomorphic function which
is homogeneous with respect to a C∗-action on X. Consider X˜ = X×C and the function
W : X˜ → C given by W (x, p) = pQ(x). W is invariant under another C∗-action on X˜ .
Let G = S1 × S1, and there is a moment map µ : X˜ → (LieG)∗ for the G-action.
Let Σ be a compact Riemann surface with punctures. The gauged Witten equation is
roughly a union of the Witten equation and the vortex equation, which reads{
∂Au+∇W (u) = 0;
∗FA + µ(u) = 0.
(1.4)
The variables of this system are A and u, where A is a connection on a G-bundle P → Σ
and u is a section of the associated bundle P ×G X˜. In fact, such a system can be defined
for a quite general class of superpotentials W on a general Ka¨hler manifold, which is not
necessarily a Lagrange multiplier type one. But in this paper we only consider a special
class, because of difficulties in proving compactness for general superpotentials.
The gauged Witten equation generalizes both the symplectic vortex equation (1.1) and
the Witten equation (1.2). It is also the classical equation of motion with respect to the
following energy functional. For each pair (A, u), using the superpotential W , its energy
is defined as
E(A, u) =
1
2
(∥∥dAu∣∣2L2(Σ) + ∥∥FA∥∥2L2(Σ) + ∥∥µ(u)∥∥2L2(Σ))+ ∥∥∇W (u)∥∥2L2(Σ). (1.5)
(1.4) is not Fredholm in general because W may have degenerate critical points. On a
cylindrical end [0,+∞)× S1 of the punctured surface with cylindrical coordinates (s, t),
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the unperturbed equation is essentially the following Floer-type equation
∂u
∂s
+ J
∂u
∂t
+∇W (u) = 0. (1.6)
To have a Fredholm operator we have to modify W on cylindrical ends. In Section
2 we discuss the perturbation of the equation on the cylindrical ends at the “broad”
punctures of Σ, so that after perturbation, W becomes a holomorphic Morse function.
After perturbation, (1.4) gives a nonlinear Fredholm operator. In Section 4 we prove
Theorem 1.2. Every bounded solution (see Definition 4.1) to the perturbed version of
(1.4) converges to a critical point of the perturbed W at each cylindrical end, and the
energy density decays exponentially. Modulo gauge transformation, the linearization of
the left-hand-side of the perturbed version of (1.4) is a linear Fredholm operator between
certain Sobolev spaces (see Theorem 5.3). Its Fredholm index is given by (5.8).
There are certain difficulties in formulating this problem properly: First, to write down
the Witten equation (1.2) for a superpotential W on a general Riemann surface which
has no global holomorphic coordinate, one needs an extra structure (theW -structure) on
the Riemann surface. For example, if W is a generic homogeneous polynomial of degree
r, then a natural choice of such a structure is an r-spin structure, i.e., an r-th root of
the canonical bundle of the Riemann surface. (see [FJR13] for a comprehensive study
of W -structures and their moduli.) Based on Fan-Jarvis-Ruan’s work, we realized that
the purpose of having a W -structure is to lift the superpotential to the fibre bundle.
For GLSM, W is invariant under the action copy of C∗. Therefore we have to make the
W -structure consistent with another line bundle so that W can be lifted and we can
write (1.2) globally on a Riemann surface.
Another difficulty is how to set up a proper perturbation scheme of the gauged
Witten equation (1.4). In Fan-Jarvis-Ruan’s framework, W is a nondegenerate quasi-
homogeneous polynomial and the perturbation in [FJR11] was done by adding a small
generic holomorphic function ǫf to W so that W + ǫf becomes a holomorphic Morse
function. Using a cut-off function one can extend the perturbation to the whole Rie-
mann surface. On the other hand, the beautiful Picard-Lefschetz theory about isolated
hypersurface singularities guarantees that generic perturbations can give topological in-
formation about the singularity. For general W with non-isolated critical points, there
is no Picard-Lefschetz theory and we don’t know if generic perturbations can unwrap
interesting topology. This is one reason why we restrict to the case of superpoten-
tials of Lagrange multiplier type (i.e., W = pQ). In this case we perturb pQ(x) to
p(Q(x) − a) + F (x), so that the topology of the regular hypersurface Q−1(a) will be
relevant, and objects like vanishing cycles appear again.
1.2. Difficulties in proving compactness. The most important technical result of the
current paper is the compactness of solutions to the perturbed gauged Witten equation.
The theorem reads (see Theorem 6.5)
Theorem 1.3. Let ~C be a rigidified r-spin curve (see Definition 2.10). Then any se-
quence (A(i), u(i)) of stable solutions to the perturbed gauged Witten equation on ~C with
supiE(A
(i), u(i)) <∞, modulo gauge transformation, has a convergent subsequence with
respect to the natural Gromov-type topology.
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Its proof occupies the last three sections (Section 6–8) of the paper. Moreover, in order
to use the compactness theorem, we need to prove that the energy of solutions with fixed
homology class is uniformly bounded (Theorem 4.4). This requires a delicate control
on the contribution of the perturbation term, for which we have to include a non-local
parameter in the perturbation term (Definition 2.15) and impose a few more properties
(see Hypothesis 2.8).
The main issue in proving compactness is to establish a uniform C0-bound on solutions.
Since the target space is noncompact, this is not automatic and usually one has to
assume conditions about the geometry of the target space at infinity. For example, in
Gromov-Witten theory one can assume the existence of a plurisubharmonic function
on the manifold; in the case of symplectic vortex equation, there is also an analogous,
G-equivariant version of this convexity assumption (see [CGMS02, Section 2.5]). The
uniform bound then follows from a strong maximal principle argument.
In our situation, if the equation is unperturbed, the solutions are holomorphic and
they are special solutions to the symplectic vortex equation. So one can prove the C0-
bound in the same way as in [CGMS02]. The difficulty lies in the perturbed case, where
the perturbation term disturbs the control. Even worse, in our case, the gradient ∇W is
not a proper map, so ∇W (u) cannot control u (such a control [FJR08, Theorem 5.8] is
a crucial technical ingredient in the compactness theorem of Fan-Jarvis-Ruan).
We take a different route. We prove that for a sequence of solutions (Ai, ui) with
uniform energy bound, if ui blows up near some point on the Riemann surface, then
there must be an energy concentration (Corollary 7.2). Such a quantization property
implies that the sequence are uniformly bounded up to blowing up at finitely many
points. Then we argue that the blowing up contradicts with a local maximal principle.
The establishment of this energy quantization property is lengthy due to the com-
plicated behavior of the superpotential W at infinity. The critical point set CritW is
a stratified space, and near infinity of the target space X˜, CritW has components of
different nature. If the blow-up of solutions happens away from CritW , then the energy
quantization is easy to achieve; if the blow-up happens near CritW , then in general, we
can prove the energy concentration only when it is near a component of CritW of Bott
type. However, since in our main exampleW is the Lagrange multiplier of a homogeneous
polynomial, whose critical point set has necessarily a degenerate component, considering
only Bott type critical loci is not enough. For the degenerate component, we have to use
the special structure of the Lagrange multiplier; this is another (and a more important)
technical reason why we have to restrict to such type of superpotentials. On the other
hand, this part of argument is purely local and it may shed some light on more general
cases.
Once C0-bound is established, the remaining part of the proof of the compactness
problem is straightforward. In this paper we assume that the target space is aspherical
so that we can rule out sphere bubbles. On the other hand, on the cylindrical ends
the solutions may undergo a Morse-Floer type degeneration, similar to the situation of
[FJR11, Section 4]. In this situation we have to consider “solitons”, which are solutions
to (1.6) on the cylinder R × S1 with W properly perturbed. A stable solution to the
perturbed gauged Witten equation is the concatenation of a usual solution with (broken)
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solitons attached to the cylindrical ends. The construction of a stable solution in a
subsequence limit follows from standard arguments.
In this paper we only consider the compactification of the moduli space for a fixed
complex structure on the Riemann surface Σ. The compactification with degenerating
complex structures will be much more complicated because the variations of holonomies
on the forming nodes can give extra pieces of the limiting stable objects like the situation
of [MT09], and it awaits further consideration.
1.3. A formal definition of the GLSM correlation functions. Our main goal of
this series of papers is to define the correlation functions of the gauged linear σ-model.
For this purpose we have to work out the transversality problem of the moduli space
and prove that the correlation functions are independent of many choices we made in
defining them. The details of constructing the virtual cycle and proving its properties
will be given in a forthcoming paper [TXb]. Assuming the existence of virtual cycle, we
announced the definition of the correlation function in [TXa], which we sketch here.
The correlation function can be defined for general Lagrange multiplier type superpo-
tentials with appropriate assumptions on the pair (X,Q) (see [TXa]). For simplicity we
sketch it for the case of (the Lagrange multiplier of) a quintic polynomial in 5 variables.
Let Q : C5 → C be a nondegenerate quintic polynomial and W = pQ : C6 → C be the
superpotential of GLSM. The state space is the direct sum of the narrow sectors and
the broad sector. For γ(k) = exp
(
2kπi
5
) ∈ Z5 for k = 1, 2, 3, 4, the γ(k)-sector (which is
narrow) of the state space Hk is a one-dimensional rational vector space, generated by
one vector αk of degree 2k − 2. For for γ(0) = 1, the broad sector H0 has pure degree 5,
and is isomorphic to the cohomology group
H0 = H
3
(
XQ;Q
)
.
Here XQ ⊂ P4 is the quintic hypersurface defined by Q. For each a ∈ C∗, H0 can be
identified canonically with the Z5-invariant part of the cohomology H
4
(
Q−1(a);Q
)
. A
perfect pairing can be defined on H0 so it is also identified with H4
(
Q−1(a);Q
)Z5 , i.e.,
the invariant part of the space of vanishing cycles.
We denote by HGLSM the direct sum of broad and narrow sectors. The correlation
function is the collection of multi-linear maps
〈 · · · 〉dg,n :
(
HGLSM
)⊗n → Q, g, n, d ∈ Z, g ≥ 0, 2g − 2 + n > 0. (1.7)
To define the correlation function, we need to do certain virtual integration on the moduli
space of solutions to the perturbed gauged Witten equation. Here for simplicity, we omit
the discussion about gravitational descendents.
In this simplified situation, the topological data we need to fix is the degree of the
additional S1-bundle P1. This corresponds to the degrees of holomorphic curves in the
quintic 3-fold XQ. For each rigidified 5-spin curve, the perturbation data at broad
punctures is given by the choice of a ∈ C∗ and a linear function F (x1, . . . , x5). Then
denote by Wdg,n the moduli space of solutions to the perturbed gauged Witten equation
over a genus g, n-marked rigidified r-spin curve, of degree d. The moduli space can be
subdivided as the disjoint union of moduli spaces
Wdg,n
(
~γ, ~κ
)
.
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Here γ = (γ1, . . . ,γn) ∈ (Z5)n describes the monodromies of the r-spin structure at the n
punctures; ~κ = (κi1 , . . . ,κib) describes the asymptotics at the broad punctures where each
κiα is a critical point of the Lagrange multiplier W˜ = p(Q−a)+F , or equivalently of the
function Fa := F |Q−1(a). We assume that each Wdg,n (~γ, ~κ) has a good compactification,
over which we have a well-defined virtual cycle. Then, we can define the virtual counting
#Wdg,n (~γ, ~κ) ∈ Q
which is zero if the virtual dimension of Wdg,n (~γ, ~κ) is not zero. The correlation function
will just be a linear combination of the virtual numbers.
For each critical point κ of Fa, its unstable submanifold with respect to the flow of
the real part of Fa is a 4-dimensional cycle in Q
−1(a) relative to infinity, denoted by
[κ] ∈ H4(Q−1(a),∞). We define the correlation〈
θ1, . . . , θn
〉d
g,n
:=
∑
~γ
∑
~κ
#Wdg,n
(
~γ, ~κ
)(
θ∗i1 ∩ [κi1 ]
) · · · (θ∗ib ∩ [κib ]). (1.8)
Here we assume that each θi ∈ HGLSM is homogeneous, i.e., coming from a single sector
and if θi is a narrow state, then θi is the generator of the corresponding narrow sector.
The first summation in (1.8) runs over all possible combination of monodromies ~γ =
(γ1, . . . ,γn) of an r-spin structure over a genus g, n-marked stable curve, such that if
θi ∈ Hk, then γi = γ(k); the second summation runs over all combinations of critical
points ~κ = (κi1 , . . . ,κib) of W˜ ; θ
∗
i1
, . . . , θ∗ib ∈ H4
(
Q−1(a);Q
)Z5) are the duals of the broad
states θi1 , . . . , θib . The correlator (1.7) is then defined by extending (1.8) linearly.
1.4. Organization of the paper. In Section 2, we give the basic set-up of the gauged
Witten equation, including the basic assumptions, and how to perturb the equation. In
Section 4, we consider the asymptotic behavior of bounded solutions to the perturbed
gauged Witten equation. In Section 5 we study the linear Fredholm property of the
perturbed Witten equation and compute the index of the linearized operator.
In Section 6–8, we consider the compactification of the moduli space when the complex
structure of the Riemann surface Σ is fixed. In Section 6 we first define the stable objects
which are possible geometric limits of a sequence of solutions, and then state the com-
pactness theorem. In Section 7 we establish the energy quantization about blowing-up
of solutions. In Section 8 we establish the uniform C0-bound and prove the compactness
theorem.
In Appendix A we provide some basic analytical results which are used in this paper.
In Appendix B we include some basic facts about equivariant topology.
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2. The gauged Witten equation and perturbations
2.1. The target space. Let (X,ω, J) be a Ka¨hler manifold and Q : X → C is a
holomorphic function, with a single critical point ⋆ ∈ X. We assume that there exists
8
a Hamiltonian S1-action with moment map µ0 : X → iR. Here we identify iR ≃ LieS1
with its dual space by the standard metric on R. Then for the generator i of LieS1, we
denote its infinitesimal action by X0 ∈ Γ(TX).
We suppose that the S1-action extends to a holomorphic C∗-action. We also assume
that Q is homogeneous of degree r, r > 1 with respect to this C∗-action. This means for
x ∈ X and ξ ∈ C∗,
Q(ξx) = ξrQ(x).
Let XQ := Q
−1(0), which is smooth away from ⋆. For any γ ∈ Zr, let Xγ ⊂ X be the
fixed point set of γ and X˜γ = Xγ × C.
The GLSM target space is the product X˜ = X ×C, whose coordinates are denoted by
(x, p). The factor C has the standard Ka¨hler structure so that it induces a product Ka¨hler
structure, which, for simplicity, is still denoted by (ω, J) on X˜. We lift the C∗-action on
X trivially to X˜. The superpotential is the holomorphic function
W : X˜ → C, W (x, p) = pQ(x).
W is also of degree r with respect to the C∗-action because W (ξ(x, p)) = W (ξx, p) =
ξrW (x, p).
On the other hand, let G1 = S
1 and we consider the GC1 = C
∗-action on X˜, given by
ζ(x, p) = (ζx, ζ−rp).
W is then GC1 -invariant. We use G0 (resp. G
C
0 ) to denote the copy of S
1 (resp. C∗)
which acts on X and denote G = G0 × G1 (resp. GC = GC0 ×GC1 ). Then the G-action
on X˜ is Hamiltonian, with a moment map
µ(x, p) =
(
µ0(x), µ0(x) +
ir
2
|p|2 − τ
)
.
Here τ ∈ iR is a constant, which we fix from now on. We denote
µ1(x, p) = µ0(x) +
ir
2
|p|2 − τ
which is a moment map for the G1-action. Let gi be the Lie algebra of Gi for i = 0, 1
and g = g0 ⊕ g1. For any ξ = (ξ0, ξ1) ∈ g, we denote by Xξ = Xξ0 + Xξ1 ∈ Γ(TX˜) the
infinitesimal action of ξ.
We make the following assumptions on the structures, which are all satisfied by the
typical example of nondegenerate homogeneous polynomials on Cn of degree at least 2.
Hypothesis 2.1.
(X1) (X,ω) is symplectically aspherical.
(X2) The Riemannian curvature of X is uniformly bounded; the complex structure J
is uniformly continuous on X with respect to the Ka¨hler metric in the sense of
Definition A.1.
(X3) The moment map µ0 is proper and there exists c > 0 such that for any x ∈ X,
1
c
iµ0(x)− c ≤
∣∣X0(x)∣∣2 ≤ ciµ0(x) + c.
(X4) As a real quadratic form on TX, we have
0 ≤ ∇2(iµ0) ≤ r.
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Remark 2.2. (X1) is imposed in order to simplify the proof of compactness; it can be
removed. (X2) is a bounded geometry at infinity assumption of X, which is used to
prove the uniform C0-bound of solutions (see Section 7-8). The precise upper bound of
(X4) seems to be too strong but it is satisfied by all quasi-homogeneous polynomials on
Cn of positive degrees. The condition (X3) implies certain convexity about the geometry
of X˜ near infinity.
Lemma 2.3. For each h ∈ ig, we denote
(|h|
X˜
)2
=
∥∥(eh)∗ω‖
L∞(X˜)
. (2.1)
There is a constant c > 0 such that for any h ∈ ig,
(|h|
X˜
)2 ≤ c|h|.
Proof. For any two tangent vector fields Y,Z, we have(
LJXω
)
(Y,Z) = Y ω(JX, Z)− Zω(JX, Y )− ω(JX, [Y,Z])
= Z〈X, Y 〉 − Y 〈X, Z〉+ 〈X, [Y,Z]〉
= 〈Y,∇ZX〉 − 〈Z,∇Y X〉
= 2〈Y,∇ZX〉.
The last inequality follows from the fact that X is Killing. Notice that |∇X| = |∇2µ|.
Then by (X4) of Hypothesis 2.1,
∣∣LJXω∣∣ is uniformly bounded throughout X˜. Then the
lemma follows from the fact that JX is the infinitesimal ig-action. 
For any b ∈ (0, 1), define Fb : X˜ → R by
Fb(x, p) := µ0(x) ·
(i(1− b)
r
)
+
b
2
|p|2 = µ ·
(
− i
r
,
ib
r
)
.
Lemma 2.4. For any b ∈ (0, 1), Fb : X˜ → R is a proper function and is bounded from
below. Moreover, there exist a constant c0 > 0, a choice of b0 ∈ (0, 1) and λ0 > 0 such
that
〈∇Fb0 , JX(λ0µ0,µ1)〉 ≥ 1c0 ∣∣µ(u)∣∣2 − c0. (2.2)
Proof. The properness and the fact that Fb is bounded from below follow immediately
from (X3) of Hypothesis 2.1. On the other hand, denoting ρ = |p|, we have
JXµ0(x, p) =
(
− iµ0(x)JX0(x), 0
)
,
JXµ1(x, p) =
((− iµ0(x) + r
2
|p|2 + iτ)JX0(x), r(− iµ0(x) + r
2
|p|2 + iτ)ρ ∂
∂ρ
)
.
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Then by (X3) of Hypothesis 2.1, we have〈
∇Fb, JXµ0
〉
=
〈
− (1− b
r
)
JX0,−iµ0JX0
〉
=
(1− b
r
)
iµ0|X0|2
≥ (1− b
cr
)|X0|4 − (1− b
r
)|X0|2;〈
∇Fb, JXµ1
〉
=
〈
− (1− b
r
)
JX0,
(− iµ0(x) + r
2
|p|2 + iτ)JX0(x)〉
+
〈
bρ
∂
∂ρ
, r
(− iµ0(x) + r
2
|p|2 + iτ)ρ ∂
∂ρ
〉
=
(1− b
r
)(
iµ0 − iτ
)|X0|2 + rb|p|4 − (1− b
2
)|p|2|X0|2
− rbiµ0|p|2 + briτ |p|2
≥ (1− b
cr
)|X0|4 + rb|p|4 − ((1− b
2
)
+ rbc
)
|p|2|X0|2
− (1− b
r
)
(1 + iτ)|X0|2 + br(iτ − c2)|p|2.
It suffices to choose λ and b so that the quartic part of 〈∇Fb, JX(λµ0,µ1)〉 is a positive
definite form in |X0|2 and |p|2, i.e., to guarantee that the quadratic form
(1 + λ)
(1− b
cr
)
A2 −
((1− b
2
)
+ rbc
)
AB + rbB2
is positive definite. This is equivalent to((1− b
2
)
+ rbc
)
< 4b(1 + λ)
(1− b
c
)
.
It holds for certain b = b0 ∈ (0, 1) and λ = λ0 > 0. Then c0 > 0 exists. 
We fix b0 and λ0 and denote Fb0 by F. We use λ0 to define a metric on g as∣∣(ξ0, ξ1)∣∣2 = λ−10 ∣∣ξ0∣∣2 + ∣∣ξ1∣∣2. (2.3)
This metric induces an identification g ≃ g∗ and (λ0µ0, µ1) can be viewed as the dual of
the moment map with respect to this metric. Then (2.2) can be rewritten as〈∇F, JXµ∗〉 ≥ 1
c0
∣∣µ∣∣2 − c0. (2.4)
Now we give the assumptions on the function Q.
Hypothesis 2.5.
(Q1) There is a constant cQ > 1 and a G0-invariant compact subset KQ ⊂ X such that
x /∈ KQ =⇒ 1
cQ
∣∣∇3Q(x)∣∣ ≤ ∣∣∇2Q(x)∣∣ ≤ cQ |∇Q(x)| .
Moreover, for every δ > 0, there exists cQ(δ) > 0 such that
d(x,XQ) ≥ δ, x /∈ KQ =⇒ |∇Q(x)| ≤ cQ(δ)|Q(x)|.
(Q2) For every γ ∈ Zr, it is easy to see that dQ vanishes along the normal bundle
Nγ → Xγ. We assume that the Hessian ∇2Q vanishes along Nγ.
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Remark 2.6. The condition (Q2) is not essential but it helps reduce the technicality in
proving the asymptotic property of solutions in Section 4.
Definition 2.7. γ ∈ Zr is called broad (resp. narrow) if Xγ 6= {⋆} (resp. Xγ = {⋆}).
Hypothesis 2.8. For any broad γ ∈ Zr, there are a function Fγ : X → C and aγ ∈ C∗
satisfying the following conditions.
(P1) Fγ can be written as
Fγ =
s−1∑
l=1
Fγ;l, (2 ≤ s ≤ r)
where Fγ;l : X → C is a holomorphic function of degree l with respect to the
GC0 -action on X. The pull-back of Fγ;l to X˜ is still denoted by Fγ;l.
(P2) Each Fγ,l is γ-invariant. It is easy to see that dFγ;l vanishes along the normal
bundle Nγ → Xγ. We require that for every l, the Hessian ∇2Fγ;l vanishes along
Nγ.
(P3) For j = 0, 1, . . ., there exist constants c(j) > 0 such that for l = 1, . . . , s − 1 and
x ∈ X, ∣∣∣Fγ;l(x)∣∣∣ ≤ c(0)(1 + ∣∣µ0(x)∣∣) 12 , ∣∣∣∇jFγ;l∣∣∣ ≤ c(j), j ≥ 1.
(P4) The restriction of Fγ to Q
−1(aγ) ∩Xγ is a holomorphic Morse function. This is
equivalent to saying that the Lagrange multiplier p(Qγ−aγ)+Fγ is a holomorphic
Morse function on X˜γ.
(P5) The perturbation has no critical point at infinity, in the following sense. There
exist a compact subset K˜γ ⊂ X˜ and a constant cγ > 0 such that
(x, p) /∈ K˜γ =⇒
∣∣∣∇(W − aγp+ Fγ)(x, p)∣∣∣ ≥ cγ.
Remark 2.9. The conditions (P1)–(P5) are modelled on linear functions on Cn, when
Q is a nondegenerate quasi-homogeneous polynomial. Like (Q2), the second part of the
condition (P2) is not essential and can be removed.
Now for each broad γ, we fix the choice of the perturbation data (aγ, Fγ). We denote
Fγ;s = −aγp : X˜ → C. We introduced
W ′γ := −aγp+
s−1∑
l=1
Fγ;l =:
s∑
l=1
Fγ;l.
We also denote F0(x, p) = W (x, p) = pQ(x). For notational purpose, if γ is narrow, we
take W ′γ =
∑s
l=1 Fγ;l to be the sum of s zero functions. Then we denote
W˜γ =W +W
′
γ =
s∑
l=0
Fγ;l. (2.5)
For each t ∈ GC0 = C∗, we denote
W˜
(t)
γ (x, p) = t
rW˜γ(t
−1x, p) =W (x, p)− traγp+
s−1∑
l=1
tr−lFγ;l(x) =:
s∑
l=0
F
(t)
γ;l .
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Most of the time we will consider the case t ∈ R+ and use δ instead of t. We have
(x, p) ∈ Crit(W˜γ|X˜γ)⇐⇒ (tx, p) ∈ Crit(W˜ (t)γ |X˜γ). (2.6)
For l = 1, . . . , s − 1, we denote by ρl : GC ≃ C∗ × C∗ → C∗ the character (ξ0, ξ1) 7→
(ξl0, ξ
l
1); we denote by ρs : G
C → C∗ the character which is trivial on the first C∗-factor
and is ξ 7→ ξ−r on the second; we denote by ρ0 : GC → C∗ the character which is ξ 7→ ξr
on the first C∗-factor and is trivial on the second. Then each Fγ;l : X˜ → C above is
ρl-equivariant for l = 0, . . . , s.
2.2. The domain.
Rigidified r-spin curves. We recall the notion of rigidified r-spin curves following [FJR13,
Section 2.1].
Let Σ be a compact Riemann surface and z = {z1, . . . , zk} is a finite subset of punctures
(marked points). We denote Σ∗ := Σ \ z. We can attach orbifold charts near each
puncture to obtain an orbicurve C. Suppose the local group of orbifold chart near each
zj is Γj, which is canonically isomorphic to a cyclic group Zrj . Then Σ can be viewed as
the “desingularization” of C, also denoted by |C|. There is a projection πC : C→ Σ. The
orbicurve C has the log-canonical bundle Klog ≃ π∗CKlog, where Klog → Σ is the bundle
Klog = KΣ ⊗ O(z1)⊗ · · · ⊗ O(zk).
Definition 2.10. Fix r ∈ Z, r ≥ 3. An r-spin curve is a triple (C,L,ϕ) where C is an
orbicurve, L→ C is an orbibundle, and
ϕ : L⊗r → Klog
is an isomorphism of orbibundles.
A rigidification of the r-spin structure (L,ϕ) at zj is a choice of an element ej of
L|zj such that
ϕ(e⊗rj ) =
dw
w
.
We denote a rigidification at zj by a map φj : C/Γj → L|zj . For a choice of rigidifica-
tion φj for each j, we call the tuple ~C := (C,L,ϕ;φ) := (C,L,ϕ;φ0, . . . ,φk) a rigidified
r-spin curve.
In this paper, from now on, we fix a rigidified r-spin curve ~C = (C,L,ϕ;φ).
It is more convenient to look at rigidifications on the smooth curve Σ. Indeed, at each
marked point zj , the orbibundle L has its local monodromy, which is a representation
Γj → S1. As a convention, we always assume that this representation is faithful. Then
since Klog always has trivial monodromy, we can view Γj as a subgroup of Zr. So the
generator of Γj can be written as exp
(
2πimj
r
)
, with mj ∈ {0, 1, . . . , r − 1}. Then the
r-spin structure induces an isomorphism
|ϕ| : |L|⊗r → Klog ⊗ O
(
−
k∑
j=0
mjzj
)
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as usual line bundles over Σ, where |L| → Σ is the desingularization of L. Therefore,
for any choice of local coordinate w around zj , a rigidification induces a choice of local
frame ej of |L| near zj such that
|ϕ|(e⊗rj ) = wmj
dw
w
. (2.7)
We denote λj = imj/r (resp. γj = exp(2πλj)) and call it the residue (resp. mon-
odromy) of the r-spin structure at zj . We define the type of the punctures.
Definition 2.11. A puncture zj is called narrow (resp. broad) if γj ∈ Zr is narrow
(resp. broad).
We take a smooth area form ν on the closed Riemann surface Σ. Then together with
the complex structure, it determines a Riemannian metric, to which we will refer as
the “smooth metric”. On the other hand, for each zj , we fix a holomorphic coordinate
patch w : B1 → Σ with w(0) = zj and use the log function to identify the punctured
Uj = w(B1) \ {zj} with the cylinder Θ+ := [0,+∞) × S1. The latter has coordinates
s + it = − logw. We can choose a different area form ν ′ such that ν = σν ′ where the
conformal factor σ : Σ∗ → R+ is a smooth function whose restriction to each Θ+ is equal
to e−2s. The metric determined by ν ′ and the complex structure is called the “cylindrical
metric” on Σ∗.
From now on, for each puncture zj , we fix the coordinate w centered at zj, the cylin-
drical end Uj, and its identification with Θ+. For any S ≥ 0, we denote by Uj(S) ⊂ Σ∗
the subset identified with [S,+∞)× S1.
The cylindrical metric has injectivity radius bounded from below. We choose an
r∗ ∈ (0, 1] such that for every point q ∈ Σ∗, there exists a holomorphic coordinate
zq = s+ it : Br∗(q)→ Br∗ ⊂ C. (2.8)
such that zq(0) = q. Here Br∗(q) is the r
∗-neighborhood of q with respect to the cylin-
drical metric. Then, for each such neighborhood Br∗(q), the area form Ω can be written
as
ν = σq(zq)
i
2
dzq ∧ dzq.
Then by shrinking r∗ properly, we have
sup
p∈Σ∗
sup
zq∈Br∗
σq(zq) <∞, ∀q sup
Br∗
σq ≤ 2 inf
Br∗
σq. (2.9)
We require that, if Br∗(q) ⊂ Uj , then zq is the restriction of the cylindrical coordinate
s+ it (after proper translation) to Br∗(q).
Adapted Hermitian metrics. We define the weighted Sobolev spaceW k,pδ to be the Banach
space completion of C∞0 (Σ
∗) with respect to the norm∥∥f∥∥
W
k,p
δ
(Σ∗)
:=
∥∥σ− δ2 f∥∥
W k,p(Σ∗)
where the latter Sobolev norm is taken with respect to the cylindrical metric on Σ∗. It
is similar to define the Sobolev space W k,pδ (Uj) for each cylindrical end Uj. We denote
by U2,pδ the space of W
2,p
loc -maps g : Σ
∗ → S1 such that for each j,
g|Uj = exp
(
iξj
)
, ξj ∈W 2,pδ (Uj).
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From now on we fix p > 2.
Definition 2.12. A W 2,ploc -Hermitian metric H on |L||Σ∗ is called adapted if there is
δ > 0 such that
log
(|w|−mjr |ej |H) ∈W 2,pδ (Uj).
Here mj and ej are the ones in (2.7).
Let H be the space of all adapted metrics on |L||Σ∗ . There is an R+-action on H by
rescaling a metric. For any H ∈ H , denote by P0(H) the S1-frame bundle of |L| with
respect to H. Then if H is an adapted Hermitian metric, the Chern connection A0(H)
of H will be a unitary connection on P0(H) such that near each puncture, with respect
to the trivialization determined by (2.7), it can be written as
A0(H) = d+ λjdt+ αj
and αj is a purely imaginary valued 1-form on Uj of class W
1,p
δ for some δ > 0. Note
that the map H 7→ A0(H) is not injective but is constant on each R+-orbit of H .
Now choose (arbitrarily) a smooth element H0 ∈ H as a reference, and consider the
subset H+ ⊂ H consisting of metrics of the form e2h0H0 with h0 ∈W 2,pδ for some δ > 0.
Then the map H 7→ A0(H) is injective on H+. We define
U =
⋃
δ>0
U2,pδ , A0 =
{
g∗A0(H) | H ∈ H+, g ∈ U
}
.
Then every element of A0 has a unique expression as g∗A0(H) for g ∈ U2,ploc and H ∈ H+.
Remark 2.13. It is necessary for us to remove the R+-action because it will cause trouble
in proving compactness. On the other hand, we can release the restriction of H+ such that
we can vary the value of H at the punctures. However, those variations only form a finite
dimensional degree of freedom, so they don’t affect compactness and don’t essentially
change Fredholm property.
Denote P0 = P0(H0), which is the unit circle bundle of |L| with respect to the reference
H0. For any H = e
2h0H0 ∈ H+, there is a canonical isomorphism between P0(H) and
P0(H0), given by v 7→ eh0v. Then any connection in A0 is transformed to a S1-connection
on P0. We still denote this set of connections by A0. In particular, for every A0 ∈ A0,
the holomorphic line bundle structure of P0 ×S1 C determined by (the (0, 1)-part of) A0
is isomorphic to the holomorphic line bundle |L|.
Now we will choose a trivialization of P0 on each Br∗(q) as well as on each Uj. On
each Br∗(q), there is a local holomorphic section eq of |L| such that
|ϕ|(e⊗rq ) = dzq. (2.10)
Here zq is the fixed one in (2.8) and eq is unique up to a Zr-action and we just choose
one of them. Then we trivialize P0 over Br∗(q) by the local unitary frame
ǫq :=
eq
‖eq‖H0
.
This trivialization is denoted by
φq,0 : Br∗(q)× S1 → P0|Br∗(q).
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On the other hand, on each cylindrical end Uj , there is a local holomorphic section ej of
|L| such that
|ϕ|(e⊗rj ) = wmj
dw
w
. (2.11)
ej is unique up to a Zr-action. Then we trivialize P0|Uj by the local unitary frame
ǫj :=
ej
‖ej‖H0
.
This trivialization is denoted by
φj,0 : Uj × S1 → P0|Uj .
Now for each A0 ∈ A0 and each Br∗(q) (resp. Uj), we define a function h0(A0) :
Br∗(q) → LieC∗ (resp. h0(A0) : Uj → C) as follows. If A0 = g∗A0(H) for H ∈ H+ and
g ∈ U, then for each Br∗(q) (resp. Uj), there is a unique iR-valued function h′0 := h′0(A0)
on Br∗(q) (resp. Uj) such that
eh
′
0 = g|Br∗ (q), −ih′0(q) ∈ [0, 2π),
(
resp. eh
′
0 = g|Uj , lim
z→zj
h′0(z) = 0
)
. (2.12)
On the other hand, we define
h′′0 := h
′′
0(A0) = i log ‖eq‖H
(
resp. h′′0 = i log
(
‖ej‖H − |w|
mj
r
))
, (2.13)
where w = e−z is the coordinate centered at zj ; then on either Br∗(q) or Uj , define
h0 := h0(A0) := h
′
0 + ih
′′
0 . (2.14)
By the definition of the Chern connection and that of gauge transformation, on each
Br∗(q), with respect to the trivialization φq,0 of S|Br∗(q), if A0 ∈ A0 is written as A0 =
d+ φ0ds+ ψ0dt for φ0, ψ0 : Br∗(q)→ iR, then
φ0 = ∂sh
′
0 − ∂th′′0, ψ0 = ∂sh′′0 + ∂th′0.
Similarly, if on Uj , A0 = φ0ds+ ψ0dt, then
φ0 = ∂sh
′
0 − ∂th′′0 , ψ0 − λj = ∂sh′′0 + ∂th′0.
In either case, the curvature form of A0 is equal to ∆h
′′
0dsdt.
The G1-bundle and connections. We used G1 to denote another copy of the group S
1
to distinguish from the structure group of P0. We fix an arbitrary smooth G1-bundle
P1 → Σ. We denote its restriction to Σ∗ still by P1 and denote by
P = P0 ×Σ∗ P1 → Σ∗
the fibre product, which is a G = G0×G1 = S1×S1-bundle over Σ∗. For each coordinate
patch Br∗(q) ⊂ Σ∗, we fix a trivialization φq,1 : Uq × G1 → P1|Uq arbitrarily. For each
cylindrical end Uj we can also take a trivialization φj,1 : Uj × G1 → P1|Uj which is the
restriction of a local trivialization of P1 near zj. Together with the trivializations φq,+
(resp. φj,+), this gives a trivialization φq = (φq,0, φq,1) : Br∗(q) × G → P |Br∗(q) (resp.
φj = (φj,0, φj,1) : Uj ×G→ P |Uj).
We denote A1 to be the space of W
1,p
loc -connections on P1|Σ∗ such that for each cylin-
drical end Uj, with respect to the trivialization of P1|Uj induced from φj,1, any A1 ∈ A1
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can be written as A1 = d + α1 where α1 is a g1-valued 1-form on Uj of class W
1,p
δ for
some δ > 0 (with respect to the cylindrical metric).
Now consider A = A0 × A1. This is a set of G-connections on P . For any δ > 0,
denote by G2,p1,δ the group of G1-gauge transformations on Σ
∗ of class W 2,pδ and denote
G1 =
⋃
δ>0
G2,p1,δ , G = U × G1.
Then G = U × G1 acts on A naturally.
We would like to define functions similar to h0(A0) given by (2.12)–(2.14). On Br∗(q),
with respect to the trivialization φq,1, a G1-connection A1 ∈ A1 can be written as
A1 = d+ φ1ds+ ψ1dt, φ1, ψ1 : Br∗(q)→ g1,
where s + it = z is the local coordinate. Then we define a function h1 = h
′
1 + ih
′′
1 :=
h1(A1) = h
′
1(A1) + ih1(A1)
′′ : Br∗(q)→ gC by the Cauchy integral formula
h1(A1)(z) =
1
4πi
∫∫
Br∗(q)
(
φ1 + iψ1
ζ − z −
φ1 + iψ1
ζ
)
dζdζ.
Similarly, for Uj, we write A1 as
A1 = d+ φ1ds+ ψ1dt = d+ ϑdx+ ςdy
where w = x+ iy = e−z is the smooth coordinate near zj. Then we define
h1(A1)(z) =
1
4πi
∫∫
Uj
(
ϑ+ iς
w − z −
ϑ+ iς
w
)
dwdw.
Since φ1ds+ ψ1dt is of class W
1,p
δ on Uj , we see that∣∣∣ ∫∫
Uj
ϑ+ iς
w
dwdw
∣∣∣ ≤ ∫∫
Uj
|φ1 + iψ1|dsdt ≤
∥∥φ1 + iψ1∥∥Lp
δ
(Uj)
∥∥e−δs∥∥
L
p
p−1 (Uj)
<∞.
Therefore h1 is well-defined on Uj and lim
s→+∞
h1(s, t) = 0. On either Br∗(q) or Uj , we
have
φ1 = ∂sh
′
1 − ∂th′′1, ψ0 = ∂sh′′1 + ∂th′1. (2.15)
In particular, the curvature of A1 is FA1 = ∆h1(A1)
′′dsdt.
Now for a connection A = (A0, A1) ∈ A , for U being either Br∗(q) or Uj , we define
hA := (h0, h1) = (h0(A0), h1(A1)) : U → gC. (2.16)
This family of functions are useful when we do local analysis.
The fibre bundle. Since G acts on X˜, we have the associated fibre bundle
π : Y := P ×G X˜ → Σ∗.
The vertical tangent bundle T⊥Y ⊂ TY consists of vectors tangent to a fibre. Then
since the G-action is Hamiltonian and preserves J , the Ka¨hler structure on X˜ induces
a Hermitian structure on T⊥Y . On the other hand, for any continuous connection A,
the tangent bundle TY splits as the direct sum of T⊥Y and the horizontal tangent
bundle. The horizontal bundle is isomorphic to π∗TΣ∗, therefore the connection induces
an almost complex structure on Y . Since X˜ is Ka¨hler, this almost complex structure is
integrable and Y becomes a holomorphic fibre bundle over Σ∗.
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We will consider sections of Y . A general smooth section is denoted by u ∈ Γ(Y );
more generally, we will consider sections u ∈ Γ1,ploc(Y ) of class W 1,ploc . The group G also
acts on the space of sections.
The trivialization φq : Br∗(q) × G → P |Br∗(q) (resp. φj : Uj × G → P |Uj ) induces a
corresponding local trivialization of Y , which is denoted by the same symbol.
2.3. The superpotential and gauged Witten equation.
The lift of the superpotential. Using the r-spin structure ϕ : L⊗r → Klog we can lift the
potential function W to the total space Y . More precisely, for each Br∗(q) ⊂ Σ∗, let
(zq, eq) satisfy (2.10). Let ǫq,1 be an arbitrary local frame of P1|Br∗(q). Then a point of
Y |Br∗(q) can be represented by [eq, ǫq,1, x] with the equivalence relation
[g0eq, g1ǫq,1, x] = [eq, ǫq,1, g0g1x], ∀x ∈ X˜, g0 ∈ GC0 , g1 ∈ G1.
Then we define
WH0 = ([eq, ǫ0,q, x]) =W (x)dzq.
Then with respect to the unitary frame ǫq := eq/‖eq‖H0 of P0, we have
WH0
(
[ǫq, ǫq,0, x]
)
= WH0
(
[eq, ǫq,0, ‖eq‖−1H0x]
)
= ‖eq‖−rH0 W (x)dzq.
Then it is easy to see that the above definition is independent of the choice of the
pair (zq, eq) satisfying (2.10) and the choice of the frame ǫq,0, so WH0 is a well-defined
section of the bundle π∗KΣ → Y . Moreover since W is holomorphic we see that WH0 is
actually holomorphic with respect to the holomorphic structure on Y induced from the
S1-connection A0(H0) and any G1-connection A1.
Now let H = e2h0H0 ∈ H+. Then we define
WH = e
−rh0WH0 ∈ Γ (Y, π∗KΣ∗) .
We see it is holomorphic with respect to the holomorphic structure on Y induced from
A0(H) and any G1-connection A1. Moreover, for any connection A = (A0, A1) ∈ A , we
can express A0 uniquely as g
∗
0A0(H) for some g ∈ U and H ∈ H+. Then we define
WA(y) = WH(gy).
Again, this is a section of π∗KΣ which is holomorphic with respect to the holomorphic
structure on Y induced from A. By the G1-invariance of W , we also see that for any
g ∈ G , we have
Wg∗A(y) = WA(gy). (2.17)
On the other hand, using the trivialization φq : Br∗(q)× X˜ → Y |Br∗(q), we have
WA ◦ φq(z, x) = eρ0(hA(z))W (x),
where ρ0 : G
C → C∗ is the character defined at the end of Subsection 2.1. Similarly, the
trivialization φj : Uj ×G→ P |Uj induces a trivialization φj : Uj ×X → Y |Uj , and
WA ◦ φj(z, x) = eρ0(hA(z))W (eλjtx)dz = eρ0(hA(z))+rλj tW (x)dz.
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The gauged Witten equation. The vertical differential of WA is a section
dWA ∈ Γ
(
Y, π∗KΣ∗ ⊗
(
T⊥Y
)∗)
.
The vertical Hermitian metric on T⊥Y induces a conjugate linear isomorphism T⊥Y ≃(
T⊥Y
)∗
. On the other hand, the complex structure on Σ∗ induces a conjugate linear
isomorphism KΣ∗ ≃ Λ0,1T ∗Σ∗. Therefore we have a conjugate linear isomorphism
π∗KΣ∗ ⊗
(
T⊥Y
)∗ ≃ π∗Λ0,1Σ∗ ⊗ T⊥Y.
The image of dWA under this map is called the vertical gradient of WA, denoted by
∇WA ∈ Γ
(
Y, π∗Λ0,1Σ∗ ⊗ T⊥Y
)
.
Now we can write down the gauged Witten equation. It is the following system
on the pair (A, u), where A ∈ A and u ∈ Γ1,ploc(Y ):{
∂Au+∇WA(u) = 0;
∗FA + µ∗(u) = 0.
(2.18)
Each term in the system is defined as follows: the connection A induces a continuous
splitting TY ≃ T⊥Y ⊕π∗TΣ∗ and dAu ∈W 1,ploc (T ∗Σ∗⊗u∗T⊥Y ) is the covariant derivative
of u; the G-invariant complex structure J induces a complex structure on T⊥Y and ∂Au
is the (0, 1)-part of dAu with respect to this complex structure. ∇WA(u) is the pull-back
of ∇WA by u, which lies in the same vector space as ∂Au. FA ∈ Ω2(Σ∗) ⊗ g is the
curvature form of A, ∗ : Ω2(Σ∗)→ Ω0(Σ∗) is the Hodge-star operator with respect to the
smooth metric on Σ; the moment map µ lifts to a g-valued function on Y and µ∗(u) is
the dual of µ(u) with respect to the metric defined by (2.3).
By (2.17) and the fact that the G-action is Hamiltonian, the gauged Witten equation
is G -invariant, in the sense that for any (A, u) ∈ A × Γ1,ploc(Y ) and any g ∈ G , we have
∂g∗A(g
∗u) +∇Wg∗A(g∗u) =
(
g−1
)
∗
(
∂Au+∇WA(u)
)
,
∗Fg∗A + µ∗(g∗u) = Ad−1g (∗FA + µ∗(u)) .
(2.19)
Remark 2.14. In this paper, all vector fields are regarded as real vector fields. So for a
holomorphic function F : X → C, its gradient ∇F is the gradient of the real part of F .
2.4. Perturbation. The functionW : X˜ → C has highly degenerate critical points. The
degeneracy will cause the problem that the linearized equation doesn’t give a Fredholm
operator, in the presence of broad punctures. The usual way to deal with this situation
is to perturb the potential WA near the broad punctures, which is already adopted in the
study of Witten equation in [FJR11]. We will use the functions Fγ given in Hypothesis
2.8 to perturb the superpotential.
A bounding functional on A . In this subsection we would like to construct a smooth
functionals on A which can control certain Sobolev norms. The purpose of having such
bounding functionals is to give uniform energy bound on solutions with fixed topological
type (see the proof of Theorem 4.4).
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Definition 2.15. For each A = (A0, A1) ∈ A = A0 × A1 and for each broad puncture
zj , we define
mj,A =
s∑
l=1
∥∥eρl(hj,A)∥∥
L2(Uj\Uj(2))
+ 1, δj,A =
(
mj,A
)−1
. (2.20)
Here hj,A : Uj → gC is the function defined by (2.16). If zj is narrow, we define δj,A = 1.
δj,A only depends on the gauge equivalence class of A because a gauge transformation
only changes the real part of hj,A. Moreover, the function A 7→ δj,A is smooth in A ∈ A .
Indeed, the map A 7→ hj,A is smooth; it follows with the restriction to Uj \ Uj(2), and a
Sobolev embedding Lp1 → C0, which are both linear, hence smooth. Now C0(Uj \Uj(2))
is a Banach algebra, so the exponential map is smooth. It is followed by taking the
L2-norm of a nonzero continuous function, which is smooth.
The perturbed gauged Witten equation. For each broad puncture zj , we can lift W
′
γj
=∑s
l=1 Fγj ,l to Y |Uj . The trivialization φj gives the local frame ǫj of P |Uj . We define
W′j,A : Y |Uj → (T ∗Uj)1,0(
[ǫj , x]
) 7→ ( s∑
l=1
eρl(hj,A+λjt)F
(δj )
γj ,l
(x)
)dw
w
.
Indeed, ehj,A+λjtǫj gives a local frame of P
C|Uj which is holomorphic with respect to A,
and we have
W′j,A
(
[ehj,A+λjtǫj , x]
)
=
( s∑
l=1
F
(δj)
γj ,l
(x)
)dw
w
.
This expression shows that W′j,A is holomorphic with respect to the connection A.
For each broad puncture zj , fix a cut-off function βj supported in Uj and β|U0(2) ≡ 1
such that with respect to the cylindrical metric,∣∣∇βj∣∣ ≤ 1, ∣∣∇2βj∣∣ ≤ 1
Denote β =
∑
zj broad
βj . We define
W˜A = WA +
∑
zj broad
βjW
′
j,A.
W˜A is only vertically holomorphic and is holomorphic outside the support of dβ. Then
the perturbed gauged Witten equation is{
∂Au+∇W˜A(u) = 0;
∗FA + µ∗(u) = 0.
(2.21)
Similar to the unperturbed case, the perturbed gauged Witten equation is gauged invari-
ant in a similar sense as (2.19).
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2.5. Energy. For (A, u) ∈ A × Γ1,ploc(Y ), we define its energy as
E(A, u) =
1
2
(∥∥dAu∥∥2L2(Σ∗) + 12∥∥FA∥∥2L2(Σ∗) + ∥∥µ(u)∥∥2L2(Σ∗))+ ∥∥∇W˜A(u)∥∥2L2(Σ∗). (2.22)
Here the Sobolev norms are taken with respect to the smooth metric on Σ. The sum of
the first two terms is sometimes referred to as the kinetic energy, and the sum of the last
two terms is sometimes referred to as the potential energy.
This energy functional generalizes the Yang-Mills-Higgs functional used in gauged
Gromov-Witten theory, which can be viewed as a special case of our setting whereW = 0.
One can compare it with the bosonic part of the supersymmetric action in [Wit93b].
2.6. Regularity.
Proposition 2.16. Suppose (A, u) ∈ A × Γ1,ploc(Y ) is a solution to (2.21). Then there
exists a gauge transformation g ∈ G such that g∗(A, u) is smooth.
Proof. Suppose A ∈ A1,pδ for some δ > 0. Let d∗ be the dual of d with respect to the
cylindrical metric and ∆ = −d∗d. Then ∆ : W 2,pδ (Σ∗) ⊗ g → Lpδ(Σ∗) ⊗ g is Fredholm.
Therefore we can find a smooth element A′ ∈ A such that d∗(A − A′) ∈ Lpδ(Σ∗)⊗ g lies
in the range of ∆. Choose h ∈ ∆−1(d∗(A−A′)) and denote g = exph ∈ G . Then
d∗
(
g∗A−A′) = −∆h+ d∗(A−A′) = 0.
This means that g∗A is in Coulomb gauge relative to A′. Let α = g∗A−A′. Then
∂A′u = −∇W˜A(u)−
(
Xα(u)
)0,1
, dα = −µ∗(u)ν − FA′ .
Apply the standard elliptic bootstrapping argument to the pair (α, u) we see that (α, u)
is indeed smooth. 
So it suffices to consider smooth solutions to the perturbed gauged Witten equation.
3. Local and cylindrical models of gauged Witten equation
Definition 3.1. Let r > 0. The parameters of local models of gauged Witten
equation over Br are triples (β, σ, δ), where: β : Br → [0, 1], σ : Br → [0,+∞) are
smooth functions satisfying
|dβ| ≤ 1, σ ≤ C(σ), σ+ := sup
Br
σ ≤ 2σ− := 2 inf
Br
σ
and δ ∈ (0, 1] is a constant. A solution to the local model with parameter (β, σ, δ) is a
pair u = (u, h = h′ + ih′′) ∈ C∞(Br, X˜ × gC) solving the equation
∂su+ Xφ(u) + J
(
∂tu+ Xψ(u)
)
+ 2∇W˜ (δ)h (u) = 0, ∆h′′ + σµ∗(u) = 0. (3.1)
Here (φ,ψ) : Br → g× g is given by φ+ iψ = 2(∂h/∂z),
W˜
(δ)
h (z, x) = e
ρ0(h(z))F0(x) + β(z)
s∑
l=1
eρl(h(z))F
(δ)
l (x).
Here W˜ =
∑s
l=0 Fl is equal to the function W˜γ we specified in (2.5) for some γ ∈ Zr.
Let Θ+ = [0,+∞)× S1 and let σ : Θ+ → R+ ∪ {0} be a smooth function satisfying∣∣∇jσ(s, t)∣∣ ≤ C(j)(σ)e−2s, j = 0, 1, . . . . (3.2)
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Definition 3.2. Let λ ∈ i(Z/r ∩ [0, 1)) ⊂ g0 and γ = exp(2πλ). The parameters of
cylindrical models of gauged Witten equation with residue λ (called λ-cylindrical
model for short) is a pair (σ, δ), where: σ : Θ+ → R+∪{0} is a smooth function satisfying
(3.2) and δ ∈ (0, 1] is a constant, such that if γ is narrow, then δ = 1.
A smooth solution to a λ-cylindrical model with parameter (σ, δ) is a map u = (u, h) ∈
C∞(Θ+, X˜ × gC) which solves
∂su+ Xφ(u) + J
(
∂tu+ Xψ
)
+ 2W˜
(δ)
h,λ(u) = 0, ∆h
′′ + σµ∗(u) = 0. (3.3)
and which satisfies
lim
s→+∞
h(s, t) = 0, φ ∈W 1,pδ (Θ, g) for some δ > 0. (3.4)
Here (φ,ψ) : Θ+ → g× g is given by φ+ i(ψ − λ) = 2(∂h/∂z) and
W˜
(δ)
h,λ(z, x) =
s∑
l=0
eρl(h(z)+λt)F
(δ)
γ;l (x) (3.5)
where the function
∑s
l=0 Fγ;l = W˜γ is the one we specified in (2.5).
For either the local model or the cylindrical model, we have the coordinate z = s+ it.
If u = (u, h) is a solution to either type of model, we abbreviate A = φds + ψdt,
dAu = (∂su+ Xφ(u))ds + (∂tu+ Xψ(u))dt and W˜A = W˜
(δ)
h . The energy density of u is
e(u) =
1
2
∣∣dAu∣∣2 + ∣∣∇W˜A(u)∣∣2 + ∣∣√σµ(u)∣∣2. (3.6)
The total energy E(u) is the integral of e(u) over the domain (either Br or Θ+).
Suppose (A, u) is a solution to the perturbed gauged Witten equation (2.21) over the
rigidified r-spin curve ~C. Then for any q ∈ Σ∗, the restriction of (A, u) to Br(q) (r ≤ r∗)
gives a solution to a corresponding local model, via the local coordinate on Br(q) and
the local trivialization of P |Br(q). Moreover, if the puncture zj has residue λj , then the
restriction of (A, u) to any Uj(S) ≃ Θ+ (S ≥ 1), via the trivialization φj , gives a solution
to a solution to a λj-cylindrical model.
On the other hand, suppose (u, h) is a solution to a λ-cylindrical model with parameter
(σ, δ). Then on any disk Br ⊂ Θ+, the function λt : Br → g is single-valued and the pair
(u|Br , h|Br + λt) is a solution to the local model over Br with parameter (β = 1, σ|Br , δ).
Suppose u = (u, h) is a solution to a local model over Br and f : U → g is a smooth
function. Let g = exp f . Then g∗u := (g−1u, h + f) is another solution to the original
model. We simply say that u and g∗u are gauge equivalent.
3.1. Digress: holomorphic 1-forms. To carry out local calculations, we make a di-
gress on properties of holomorphic 1-forms on Ka¨hler manifolds. These properties apply
to the case of holomorphic functions directly. Within this subsection, X˜ is a general
Ka¨hler manifold and G is a compact Lie group. Assume that there is a Hamiltonian
G-action on X˜, which extends to a holomorphic GC-action.
We say a holomorphic 1-form α on X˜ is homogeneous with respect to a character
ρ : GC → C∗ if for any g ∈ GC, g∗α = ρ(g)α. In particular, if f is a homogeneous
function, then df is homogeneous with respect to the same character. On the other
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hand, for a holomorphic 1-form, α, we define its metric dual α∗ to be the real vector field
satisfying that for any real vector field Z,
〈α∗, Z〉 = Re (α(Z)) .
Lemma 3.3. If α is a holomorphic 1-form which is homogeneous with respect to ρ :
GC → C∗, then for any ξ ∈ g,
[α∗,Xξ ] = ρ(ξ)α
∗. (3.7)
Moreover, for any real vector field Z,
[∇Zα∗,Xξ ] = ρ(ξ)∇Zα∗ +∇[Z,Xξ]α∗. (3.8)
Proof. The homogeneity of α implies that LXξα = ρ(ξ)α. Therefore, for any G-invariant
vector field Z, since Xξ is Killing, we have〈
Z, [α∗,Xξ]
〉
= −LXξ
(
Re(α(Z))
)
= −(ReLXξα)(Z) = −Re(ρ(ξ)α)(Z) = 〈Z, ρ(ξ)α∗〉.
Therefore [α∗,Xξ] = ρ(ξ)α
∗. To prove the second equality, we may assume that Z is
G-invariant. Then take another G-invariant vector field Z ′, we see〈
Z ′, [∇Zα∗,Xξ]
〉
= − Xξ
〈
Z ′,∇Zα∗
〉
= − XξZ
〈
Z,α∗
〉
+ Xξ
〈∇ZZ ′, α∗〉
= − ZXξ
〈
Z ′, α∗
〉
+ Xξ
〈∇ZZ ′, α∗〉
= Z
〈
Z ′, ρ(ξ)α∗
〉− 〈∇ZZ ′, ρ(ξ)α∗〉
=
〈
Z ′,∇Z(ρ(ξ))α∗
〉
=
〈
Z ′, ρ(ξ)∇Zα∗
〉
.
Therefore (3.8) holds. 
Lemma 3.4. Suppose α is a holomorphic 1-form and α∗ is the real vector field defined
by 〈α∗, Z〉 = Re(α(Z)). Then we have
∇JZα∗ = −J∇Zα∗.
Proof. It suffices to prove for any tangent vector V , we have
〈∇JZα∗, V 〉 = 〈∇Zα∗, JV 〉.
Indeed, the equality is bilinear in Z and V . So it suffices to consider the case when
[Z, V ] = [JZ, V ] = 0. In this case we have〈∇JZα∗, V 〉 = JZ〈α∗, V 〉− 〈α∗,∇JZV 〉
= Re
(
JZα(V )− α(J∇ZV )
)
= Re
(
dα(JZ, V ) + V α(JZ)− iα(∇ZV )
)
= Re
(
idα(Z, V )− iV α(Z)− iα(∇ZV )
)
= Re
(
Zα(JZ)− α(∇Z(JV ))
)
= Z
〈
α∗, JV
〉− 〈α∗,∇Z(JV )〉
=
〈∇Zα∗, JV 〉.
Here in the third and fourth equalities we used the fact that α is holomorphic. 
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3.2. Local calculations. Consider an arbitrary smooth map (u, φ, ψ) : U → X˜ × g× g
and denote A = φds + ψdt. Here U is a region which is either Br or Θ+, having a
coordinate z = s + it. We recall certain differential operators naturally associated to
the triple (u, φ, ψ) (cf. [CGMS02] and [GS05] for more comprehensive treatment of such
operators). For any ξ ∈ Γ(U, u∗TX˜), we define
DA,sξ = ∇sξ +∇ξXφ, DA,tξ = ∇tξ +∇ξXψ.
We list some of their properties whose proofs can be found in [CGMS02, Section 2.4] and
[GS05, Section 4].
(I) For ξ1, ξ2 ∈ Γ(U, u∗TX˜), let 〈ξ1, ξ2〉 be the real inner product on TX˜. Then
∂s〈ξ1, ξ2〉 = 〈DA,sξ1, ξ2〉+ 〈ξ1,DA,sξ2〉,
∂t〈ξ1, ξ2〉 = 〈DA,tξ1, ξ2〉+ 〈ξ1,DA,tξ2〉.
(3.9)
(II) Since J is integrable and G-invariant, we have
[DA,s, J ] = [DA,t, J ] = 0. (3.10)
(III) Let R be the curvature tensor of X˜ and FA = ∂sψ − ∂tφ. Denote vs = ∂su+Xφ,
vt = ∂tu+ Xψ, then for ξ ∈ Γ(U, u∗TX˜), we have
DA,svt −DA,tvs = XFA ; (3.11)
[DA,s,DA,t]ξ = R(vs, vt)ξ +∇ξXFA . (3.12)
Let h = h′ + ih′′ : U → gC be a smooth function such that φ+ iψ = 2(∂h/∂z). As an
application of Lemma 3.3 and 3.4, we have
Lemma 3.5. Let F : X˜ → C be a homogeneous function with respect to a character
ρ : GC → C∗. Then we have
DA,se
ρ(h)∇F (u) = eρ(h)(∇vs∇F + 2ρ(i∂h′′/∂z)∇F ),
DA,te
ρ(h)∇F (u) = eρ(h)(∇vt∇F + 2ρ(∂h′′/∂z)∇F ).
Proof. We have
DA,se
ρ(h)∇F (u) = eρ(h)
(
ρ(∂sh)∇F +∇s∇F +∇∇FXφ
)
= eρ(h)
(
ρ(∂sh)∇F +∇vs∇F + [∇F,Xφ]
)
= eρ(h)
(
ρ(−∂sh′ + i∂sh′′)∇F +∇vs∇F + ρ(∂sh′ − ∂th′′)∇F
)
= ∇vseρ(h)∇F + ρ(i∂sh′′ − ∂th′′)eρ(h)∇F.
The third equality follows from Lemma 3.3. The formula for DA,te
ρ(h)∇F (u) follows in
the same way. 
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On the other hand, consider a vector field Z along u : U → X˜ . We have
DA,s
(
eρ(h)∇Z∇F
)
= eρ(h)
(
ρ(∂sh)∇Z∇F +∇s∇Z∇F +∇∇Z∇FXφ
)
= eρ(h)
(
ρ(∂sh)∇Z∇F +
[∇Z∇F,Xφ]+ (∇s +∇Xφ)∇Z∇F)
= eρ(h)
(
2ρ(i∂h′′/∂z)∇Z∇F +∇[Z,Xφ]∇F +
(∇s +∇Xφ)∇Z∇F)
= eρ(h)
(
2ρ(i∂h′′/∂z)∇X∇F +∇∇sZ+∇XφZ+[Z,Xφ]∇F
)
+ eρ(h)
((∇s +∇Xφ)∇Z∇F −∇∇sZ+∇XφZ∇F)
= eρ(h)
(
2ρ(i∂h′′/∂z)∇Z∇F +∇DA,sZ∇F +GF (vs, Z)
)
(3.13)
where the tensor GF is the third derivative of F , given by
GF (V,Z) = ∇V (∇Z∇F )−∇∇V Z∇F.
In deriving the third equality we used the second part of Lemma 3.3. Similar to (3.13),
DA,t
(
eρ(h)∇Z∇F
)
= eρ(h)
(
2ρ(∂h′′/∂z)∇Z∇F +∇DA,tZ∇F +GF (vt, Z)
)
. (3.14)
Now we denote
D1,0A =
(
DA,s − JDA,t
)
/2, D0,1A =
(
DA,s + JDA,t
)
/2.
Then Lemma 3.5 and Lemma 3.4 imply that
D1,0A e
ρ(h)∇F (u) = ∇∂Aue
ρ(h)∇F (u),
D0,1A e
ρ(h)∇F (u) = ∇∂Aueρ(h)∇F (u) + 2eρ(h)ρ(i∂h′′/∂z)∇F (u).
(3.15)
Suppose (β, σ, δ) parametrizes a local model. For any smooth (u, h) : Br → X˜ × gC,
abbreviate the inhomogeneous term in the first equation of (3.1) as
∇W˜A = eρ0(h(z))∇W (x) + β(z)
s∑
l=1
eρl(h(z))∇F (δ)l (x) = WA + βW′A.
Then by (3.15), we have
D1,0A ∇W˜A(u) = ∇∂Au∇W˜A(u) + (∂β/∂z)∇W′A(u); (3.16)
D0,1A ∇W˜A(u) = ∇∂Au∇W˜A(u) + (∂β/∂z)∇W′A(u)
+ 2eρ0(h)ρ0(i∂h
′′/∂z)∇F (δ)0 (u) + 2β
s∑
l=1
eρl(h)ρl(i∂h
′′/∂z)∇F (δ)l (u).
(3.17)
Moreover, for l = 0, 1, . . . , s, we define
H
(l)
A,s(u, dAu,Z) = e
ρl(h)
(
2ρl(i∂h
′′/∂z)∇Z∇F (δ)l +GF (δ)l (vs, Z)
)
,
H
(l)
A,t(u, dAu,Z) = e
ρl(h)
(
2ρl(∂h
′′/∂z)∇Z∇F (δ)l +GF (δ)
l
(vt, Z)
)
.
(3.18)
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We define
H˜A,s = H
(0)
A,s + β
s∑
l=1
H
(l)
A,s, H˜A,t = HA,t + β
s∑
l=1
H
(l)
A,t,
H˜0,1A =
1
2
(
H˜A,s + JH˜A,t
)
.
(3.19)
Then by (3.13) and (3.14) we have
D0,1A ∇Z∇W˜A(u)
= D0,1A
(
eρ(h)∇Z∇F0(u)
)
+ (∂β/∂z)∇Z∇W′A(u) + βD0,1A
s∑
l=1
eρl(h)∇Z∇F (δ)l (u)
= H˜0,1A (u, dAu,Z) + (∂β/∂z)∇Z∇W′A(u) +∇D1,0A Z∇W˜A(u).
(3.20)
4. Asymptotic behavior
In this section we consider the asymptotic behavior of solutions to the gauged Witten
equation. It suffices to consider the equation over cylindrical ends of Σ∗ and hence we
can use cylindrical models introduced in the last section.
Within this section, we fix λ ∈ i(Z/r ∩ [0, 1)) and denote γ = exp(2πλ).
Definition 4.1. A solution u to a cylindrical model is called bounded, if E(u) < ∞
and there is a compact subset K˜ ⊂ X˜ such that u(Θ+) ⊂ K˜.
A solution (A, u) to the perturbed gauged Witten equation over the rigidified r-spin
curve ~C is called bounded if its restriction to any of its cylindrical ends gives a bounded
solution to the corresponding cylindrical model.
Our main theorems of this section are
Theorem 4.2. Suppose u = (u, h) is a bounded solution to a λ-cylindrical model with
parameters (σ, δ). Then there is a point κ ∈ X˜γ such that
lim
s→+∞
e(u)(s, t) = 0, lim
s→+∞
eλtu(s, t) = κ.
both uniformly for t ∈ S1.
Theorem 4.3. For every G-invariant compact subset K˜ ⊂ X˜ and every δ ∈ (0, 1],
there are constants ǫ(K˜, δ), c(K˜, δ), τ(δ) > 0 satisfying the following conditions. Suppose
u = (u, h) is a bounded solution to a λ-cylindrical model parametrized by (σ, δ) such that
u(Θ+) ⊂ K˜ and if γ is broad, then δ ≥ δ. Then∥∥e(u)∥∥
L∞(Θ+)
≤ ǫ(K˜, δ) =⇒ e(u)(s, t) ≤ c(K˜, δ)e−τ(δ)s.
The proof of Theorem 4.2 and Theorem 4.3 are given in Subsection 4.1.
It follows from Theorem 4.2 that we can define the evaluations of a bounded solutions
the perturbed gauged Witten equation at the punctures. Indeed, let (A, u) be a bounded
solution to the perturbed gauged Witten equation over ~C. Restrict (A, u) to the cylindri-
cal end near zj with residue λj , we obtain a bounded solution to a λj-cylindrical model.
Then by Theorem 4.2, we have the well-defined limit
lim
z→zj
e−λjtφ−1j u(z) = κj ∈ X˜γj .
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We denote evj(A, u) = κj but indeed, the evaluation of the solution (A, u) is a point on
the fibre of Y at zj. On the other hand, for each j = 0, . . . , k, we have a solution to a
λj-cylindrical model with parameters (σj, δj), where σjdsdt is the restriction of the area
form ν onto Uj and δj = δj,A. Then the residue of (A, u) at zj is
Resj(A, u) =
s∑
l=0
F
(δj)
γj ;l
(κj) ∈ C.
Indeed, the residue Resj(A, u) is nonzero only if zj is a broad puncture of ~C. A corollary
to Theorem 4.2 is the following uniform energy bound.
Theorem 4.4. If (A, u) is a bounded solution to the perturbed gauged Witten equation,
then u extends to a continuous orbifold section U of Y → C, which defines a rational
homology class [
A, u
] ∈ HG2 (X˜ ;Z[r−1]).
(See Appendix B for the precise meanings.) We have,
E(A, u) =
〈[
ω − µ], [A, u]〉+Re( ∫
Σ
iW′A(u) ∧ ∂β − 4π
k∑
j=0
Resj(A, u)
)
.
Here
[
ω − µ] ∈ H2G(X˜;R) is the equivariant cohomology class represented by the equi-
variant symplectic form ω − µ. Moreover, there is a constant E depending only on the
class
[
A, u
]
such that E(A, u) ≤ E.
Its proof is given in Subsection 4.4.
4.1. Proof of Theorem 4.2 and 4.3.
Decay of energy density. We first prove the first half of Theorem 4.2.
Proposition 4.5. For any bounded solution (u, h) to a λ-cylindrical model, we have
lim
s→+∞
∣∣∂su+ Xφ(u)∣∣ = lim
s→+∞
∣∣∂tu+ Xψ(u)∣∣ = lim
s→+∞
∣∣∇W˜ (δ)h,λ(u)∣∣ = 0.
In particular, ∥∥e(u)∥∥
L∞(Θ+)
< +∞.
Proof. We abbreviate vs = ∂su + Xφ(u), vt = ∂tu + Xψ(u). The proof is based on
estimating ∆|vs|2 and ∆|vt|2. For any z ∈ IntΘ+, choose a small disk Br(z) ⊂ Θ+. Then
the function λt is single-valued on Br(z) and the restriction of (u, h+ λt) to Br(z) gives
a solution to the local model parametrized by (β = 1, σ|Br(z), δ). Replacing h by h+ λt,
and using the notations introduced in Subsection 3.2, by (3.11) and (3.12), we have(
D2A,s +D
2
A,t
)
vs
= DA,s
(
DA,svs +DA,tvt
)− [DA,s,DA,t]vt −DA,t(DA,svt −DA,tvs)
= DA,s
(
DA,s
(− Jvt − 2∇W˜ (δ)h,λ)+DA,t(Jvs + 2J∇W˜ (δ)h,λ))
−R(vs, vt)vt −∇vtXFA −DA,tXFA
= − JDA,sXFA −DA,tXFA −∇vtXFA −R(vs, vt)vt − 4DA,sD1,0A ∇W˜ (δ)h,λ
= JDA,s
(
σXµ∗
)
+DA,t
(
σXµ∗
)
+ σ∇vtXµ∗ −R(vs, vt)vt − 4DA,sD1,0A ∇W˜ (δ)h,λ.
(4.1)
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By the definition of DA,s, DA,t, the invariance of µ and the boundedness of u, there is a
constant C(u) > 0 such that∣∣JDA,s(σXµ∗)+DA,t(σXµ∗)∣∣
≤ 2∣∣∂σ∣∣∣∣Xµ∗ ∣∣+ ∣∣σ∣∣(∣∣Xdµ∗·vs∣∣+ ∣∣Xdµ∗·vt∣∣+ ∣∣∇Xµ∗∣∣∣∣dAu∣∣)
≤ C(u)(1 + ∣∣dAu∣∣). (4.2)
On the other hand, by (3.16) and (3.13), we have
DA,sD
1,0
A ∇W˜ (δ)h,λ = DA,s∇∂Au∇W˜
(δ)
h = ∇DA,s∂Au∇W˜
(δ)
h,λ + H˜A,s(u, dAu, ∂Au). (4.3)
Here H˜ is the tensor field defined by (3.19). We see that in the expression of H
(l)
A,s in
(3.18), the tensor field G
F
(δ)
l
and the Hessian of F
(δ)
l are uniformly bounded because
u(Θ+) is contained in a compact subset of X˜ . Moreover, the equation ∆h
′′ = −σµ∗(u)
and the condition lims→+∞ h = 0 imply the uniform bound on dh
′′ and eρl(h). Therefore,
abusing C(u) > 0, we have∣∣H˜A,s(u, dAu, ∂Au)∣∣ ≤ C(u)(1 + ∣∣dAu∣∣)∣∣∂Au∣∣;∣∣∇DA,s∂Au∇W˜ (δ)h,λ∣∣ ≤ C(u)(∣∣DA,svs∣∣+ ∣∣DA,svt∣∣). (4.4)
By (4.1)-(4.4) and abusing C(u), we obtain
1
2
∆|vs|2 =
〈
(D2A,s +D
2
A,t)vs, vs
〉
+
∣∣DA,svs∣∣2 + ∣∣DA,tvs∣∣2
=
〈− JD1,0A XFA −∇vtXFA −R(vs, vt)vt, vs〉
− 4〈DA,sD1,0A ∇W˜ (δ)h , vs〉+ ∣∣DAvs∣∣2
≥− C(u)(1 + |vs|4 + |vt|4)+ ∣∣DAvs∣∣2 − C(u)(∣∣DA,svs∣∣+ ∣∣DA,svt∣∣)∣∣vs∣∣
In the same way, we have
∆|vt|2 ≥ −C(u)
(
1 + |vs|4 + |vt|4
)
+
∣∣DAvt∣∣2 − C(u)(∣∣DA,tvs∣∣+ ∣∣DA,tvt∣∣)|vt|.
Therefore, abusing C(u) again, we have
∆
(|vs|2 + |vt|2) ≥ −C(u)− C(u)(|vs|2 + |vt|2)2.
Then by the mean value estimate (Lemma A.4), there exist positive numbers ǫ, L > 0
depending on C(u), such that for any z ∈ Θ+ and Br(z) ⊂ Θ+, we have∫
Br(z)
(|vs|2 + |vt|2) ≤ ǫ =⇒ |vs(z)|2 + |vt(z)|2 ≤ L(r2 + 1
r2
∫
Br(z)
(|vs|2 + |vt|2)).
Since the energy of the solution is finite, this estimate implies that
lim
s→+∞
(|vs(s, t)|2 + |vt(s, t)|2) = 0.
The equation (3.3) implies lim
s→+∞
∣∣∇W˜ (δ)h,λ(u(s, t))∣∣ = 0. 
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Temporal gauge. Suppose u = (u, h) is a bounded solution to a λ-cylindrical model with
parameters (σ, δ) and u(Θ+) ⊂ K˜. Then we can transform it into temporal gauge as
follows. Define
f(s, t) =
∫ +∞
s
φ(v, t)dv, g(s, t) = exp f(s, t). (4.5)
By (3.4) f is finite and has limit 0 as s → +∞. Denote u′(s, t) = g−1(s, t)u(s, t), h′ =
h+ f . We call (u′, h′) a temporal gauge solution.
For l = 1, . . . , s, we abbreviate Fγ;l by Fl. We denote
W˜ (δ) := W˜ (δ)(x) :=
s∑
l=0
F
(δ)
l (x), W˜
(δ)
λ (z, x) = W˜
(δ)
λ (e
λtx),
Note that although eλtx is multi-valued, W˜
(δ)
λ is single-valued. We denote
R
(δ)
h (z, x) = W˜
(δ)
h,λ(z, x) − W˜ (δ)λ (z, x).
Then by the expression (3.5), it is easy to see that, for every l1, l2 ≥ 0, there is a constant
C l1,l2(K˜) > 0 only depending on the compact subset K˜ such that
sup
x∈K˜
e2s
∣∣∇(l1)z ∇(l2)x R(δ)h (z, x)∣∣ ≤ C l1,l2(K˜)∣∣∇(l1)h∣∣. (4.6)
Here ∇(l)z (resp. ∇(l)x ) means the derivative in the z-direction (resp. x-direction) of order
l. The norm is taken with respect to the cylindrical metric.
By elliptic regularity and the boundedness of the solution, it is easy to prove
Lemma 4.6. For any real number M > 0 and any natural number l, there exists a
constant C l(K˜,M) > 0 satisfying the following condition. If (u, h) is a smooth bounded
temporal gauge solution to a cylindrical model and u(Θ+) ⊂ K˜,
∥∥e(u)∥∥
L∞
≤M , then∥∥h∥∥
Cl(Θ+)
+
∥∥du∥∥
Cl(Θ+)
≤ C l(K˜,M).
Proof. In radial gauge, ∂sψ = −σµ∗(u). Then by (3.2), ψ has a uniform C0-bound.
Moreover, the radial gauge condition implies that
∂sh = ∂sh
′ + i∂sh
′′ = ∂th
′′ + i∂sh
′′, ∂th = ∂th
′ + i∂th
′′ = ψ − λ− ∂sh′′ + i∂th′′,
which is bounded by ψ and dh′′, while dh′′ can be bounded via elliptic estimate by
∆h′′ = FA = −σµ∗(u). The uniform bound on h follows from the fact that lims→+∞ h =
0. On the other hand, the bound on energy density implies uniform gradient bound on
u. Therefore, using (4.6) to bound the inhomogeneous term, by elliptic bootstrapping
for Cauchy-Riemann equations and Sobolev embedding we obtain the uniform bounds
on all derivatives of u. 
To proceed with the proof of exponential convergence, we need the following result.
Lemma 4.7. For any natural number l and any real number M > 0, there is a constant
C l(K˜,M) > 0 such that if (u, h) is a solution to a cylindrical model and
∥∥e(u)∥∥
L∞
≤M ,
then for any s ≥ 0, we have∥∥∂sψ∥∥Cl([s,+∞)×S1) ≤ C l(K˜,M)e−2s. (4.7)∥∥∂su∥∥Cl([s,+∞)×S1) ≤ C l(K˜,M)(e−2s + ∥∥∂su∥∥C0([s−1,+∞)×S1)).
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Proof. It is easy to see that (4.7) follows from the vortex equation ∂sψ = −σµ∗(u) and
the uniform bound on all derivatives of u, which is provided by Lemma 4.6. On the other
hand, apply ∇s to the (3.3), we obtain
2∇0,1∂su = −J∇Xψ(∂su)− JXFA(u)− 2∇2W˜ (δ)h (∂su)− 2(∇s∇Rh)(u).
Here 2∇0,1 = ∇s + J∇t. Fix p > 2. Lemma 4.6 implies uniform bounds on ψ, FA. Then
by (4.6) and elliptic estimate, there is a constant b1(K˜,M) > 0 such that∥∥∂su∥∥W 1,p([s,s+1]×S1) ≤ b1(K˜,M)(e−2s + ∥∥∂su∥∥C0([s−1,+∞)×S1)).
By elliptic bootstrapping we can replace the W 1,p-norm by the W k,p-norm and the con-
stant b1(K˜,M) by some bk(K˜,M). Indeed, if it is true for k ≥ 1, then we see, the
term J∇Xψ(∂su) and the term ∇2W˜ (δ)h (∂su) are linear in ∂su and all derivatives of
J∇Xψ and ∇2W˜ (δ)h are uniformly bounded by Lemma 4.6; the term JXFA(u) is linear in
FA = ∂sψdsdt and all derivatives of u are uniformly bounded by Lemma 4.6; finally, all
derivatives of ∇sRh are uniformly exponentially decay by (4.6). Therefore, (4.7), elliptic
estimate and induction hypothesis imply that there is bk+1(K˜,M) > 0 such that∥∥∂su∥∥W k+1,p([s,s+1]×S1) ≤ bk+1(K˜,M)(e−2s + ∥∥∂su∥∥C0([s−1,+∞)×S1)).
The bound on C l-norm is obtained by Sobolev embedding. 
Exponential decay. Let N˜γ → X˜γ be the normal bundle. Let D > 0 be a small number
and let N˜Dγ ∩K˜ be the D-neighborhood of X˜γ∩K˜. There is a small D0 > 0 such that the
exponential map identifies N˜D0γ ∩K˜ with a neighborhood of the zero section of N˜γ∩K˜. A
point in this neighborhood is denoted either by expx ξ or (x, ξ), for x ∈ X˜γ and ξ ∈ N˜γ|x.
Now we state the result about the exponential decay of the normal component, which
will be proved in Subsection 4.2. The derivative of Xλ in the direction of N˜γ defines a
skew-adjoint map dXNλ : N˜γ → N˜γ, whose spectra are locally constant and are disjoint
from iZ. We define
τ0 = τ0(λ) := d
(
iZ,Spec(dXNλ )
) ∈ (0, 1).
Proposition 4.8. For every G-invariant compact subset K˜ ⊂ X˜, there exist a constant
ǫ1 = ǫ1(K˜) > 0 and for every l, a constant C
l(K˜) > 0 satisfying the following conditions.
Suppose (u, h) is a smooth temporal gauge solution to a λ-cylindrical model, and u(Θ+) ⊂
K˜. Suppose ∥∥e(u)∥∥
L∞(Θ+)
≤ (ǫ1)2. (4.8)
Then u(Θ+) ⊂ N˜D0γ ∩ K˜. Moreover, if we write u = expu ξ where u : Θ+ → X˜γ and
ξ ∈ Γ
(
u∗N˜γ
)
, then for each l and every s ≥ 0, we have
‖ξ‖Cl([s,+∞)×S1) ≤ C l(K˜)e−
1
2
τ0s. (4.9)
In the broad case, W˜ (δ) : X˜γ → C is a holomorphic Morse function having finitely
many critical points. Then for any δ > 0, there exists τ1 = τ1(δ) > 0 such that for any
δ ∈ [δ, 1], for any critical point γ of W˜ (δ)|
X˜γ
, each eigenvalue of the Hessian of W˜ (δ)|
X˜γ
has absolute value no less than τ1.
The following two propositions will be proved in Subsection 4.3.
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Proposition 4.9. Suppose γ is broad. Then for every G-invariant compact subset K˜ ⊂
X˜ and every δ > 0, there are constants ǫ2 = ǫ2(K˜, δ) > 0, C2 = C2(K˜, δ) > 0 satisfying
the following conditions. Suppose (u, h) is a bounded smooth temporal gauge solution to
a λ-cylindrical model with parameters (σ, δ) such that δ ≥ δ. Suppose∥∥e(u)∥∥
L∞(Θ+)
≤ (ǫ2)2.
Then u(Θ+) ⊂ N˜D0γ ∩ K˜ and there is a unique critical point κ of W˜ (δ)|X˜γ such that for
all (s, t) ∈ Θ+,
d
(
eλtu(s, t),κ
) ≤ C2e− 12 min{τ0,τ1}s.
Proposition 4.10. Suppose γ is narrow. Then for every G-invariant compact subset
K˜ ⊂ X, there are constants ǫ3 = ǫ3(K˜) > 0, C3 = C3(K˜) > 0 satisfying the following
conditions. Suppose (u, h) is a bounded smooth temporal gauge solution to a λ-cylindrical
model. Suppose ∥∥e(u)∥∥
L∞(Θ+)
≤ (ǫ3)2.
Then u(Θ+) ⊂ N˜D0γ ∩ K˜ and there is a point κ ∈ X˜γ such that for all (s, t) ∈ Θ+,
d
(
eλtu(s, t),κ
) ≤ C3e− 12 τ0s.
Proof of Theorem 4.2 and 4.3. It is easy to see that Proposition 4.5, 4.9 and 4.10 imply
Theorem 4.2. On the other hand, we write u = expκ ξ. By Proposition 4.8, 4.9 and
4.10, ξ decays exponentially. Then Theorem 4.3 follows from the elliptic estimates for
a Cauchy-Riemann equation in ξ. The choices of the constants in Theorem 4.3 are
obvious. 
4.2. Proof of Proposition 4.8.
Lemma 4.11. For any compact G-invariant subset K˜ ⊂ X˜ and D > 0, there is an
ǫ4 = ǫ4(K˜,D) > 0 such that if a C
1-loop (x, η) : S1 → K˜ × g satisfies
sup
t∈S1
(∣∣x′(t) + Xη(x(t))∣∣ + sup
t∈S1
∣∣η(t)− λ∣∣) ≤ ǫ4, (4.10)
then x(S1) ⊂ N˜Dγ .
Proof. Define (g, y) : [0, 2π]→ G× X˜ by
g(t) = exp
( ∫ t
0
η(τ)dτ
)
, y(t) = g(t)x(0).
Then y′(t) = g(t)∗
(
x′(t) + Xη(t)(x(t))
)
and (4.10) implies d(y(2π), y(0)) ≤ 2πǫ4. Then
d(γx(0), x(0)) ≤ d(γx(0), y(2π)) + d(y(2π), x(2π))
= d
(
exp(2πλ)x(0), exp
(∫ 2π
0
η(τ)dτ
)
x(0)
)
+ d(y(2π), y(0))
≤ d
(
γx(0), exp
(∫ 2π
0
η(τ)dτ
)
x(0)
)
+ 2πǫ4.
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(4.10) also implies that
∣∣2πλ − ∫ 2π0 η(τ)dτ ∣∣ ≤ 2πǫ4. Then since x(0) is in a compact
subset, for ǫ4 small enough, γx(0) is sufficiently close to x(0) so that x(0) ∈ N˜
1
2
D
γ ∩ K˜.
Then since |y′(t)| is very small, y([0, 2π]) is contained N˜Dγ ∩ K˜ for ǫ4 small enough. 
Now let u = (u, h) is a bounded smooth temporal gauge solution to a λ-cylindrical
model with u(Θ+) ⊂ K˜. Take ǫ1 = ǫ1(K˜,γ) > 0 undetermined. Then if
∥∥e(u)∥∥
L∞
≤
(ǫ1)
2, we have ∣∣∂tu(s, t) + Xψ(s,t)(u(s, t))∣∣ ≤ ǫ1,
∣∣ψ(s, t)− λ∣∣ ≤ ∫ +∞
s
∣∣σ(ρ, t)µ∗(u)∣∣dρ ≤ √ǫ1 ∫ ∞
s
√
σ(ρ, t)dρ ≤
√
ǫ1C(0)(σ)e
−s.
Here C(0)(σ) is the one in (3.2). Then we can choose ǫ1 sufficiently small so that by
Lemma 4.11, the first claim of Proposition 4.8 is satisfied, i.e., u(Θ+) ⊂ N˜D0γ . Then we
can use the exponential map to write u = expu ξ for u : Θ+ → X˜γ and ξ ∈ Γ
(
u∗N˜γ
)
.
Now we consider the equation that the normal component ξ of u should satisfy. Let
π : N˜γ → X˜γ, π(expx ξ) = x be the projection. The exponential map induces a bundle
isomorphism
TX˜ |
N˜
D0
γ
≃ π∗TX˜γ ⊕ π∗N˜γ. (4.11)
For any V ∈ TX˜|
N˜
D0
γ
, we denote by V T the tangential component and V N the normal
component, with respect to the above decomposition. This decomposition respects the
G-action, i.e. for any g ∈ G and (x, ξ) ∈ N˜D0γ , g(x, ξ) = (gx, gξ). Therefore,
Xλ(expx ξ) =
(
Xλ(x),X
N
λ (x, ξ)
)
where the second component is linear in ξ. However, the decomposition (4.11) may not
respect the complex structure and we can write the complex structure as
J(x, ξ) =
(
JT (x) 0
0 JN (x)
)
+RJ(x, ξ),
where RJ depends smoothly on (x, ξ) and there is a constant CJ(K˜) > 0 depending on
the compact set K˜ such that for (x, ξ) ∈ K˜, we have
|RJ(x, ξ)| ≤ CJ(K˜)|ξ|. (4.12)
Lastly, by (Q2) of Hypothesis 2.5 and (P2) of Hypothesis 2.8, the Hessian of W˜
(δ)
h
vanishes along the normal bundle N˜γ. By the uniform bound on h (Lemma 4.6), there
is a constant cN (K˜) depending only on K˜ such that∣∣(∇W˜ (δ)h (x, ξ))N ∣∣ ≤ cN (K˜)|ξ|2. (4.13)
Use the above notations, the normal component of (3.3) can be written as
∇sξ + JN (u)(∇tξ + Xλ(ξ))
= −(RJ(u, ξ) (∂tu+ Xλ(u)) )N − (JXψ−λ(u))N − 2(∇W˜ (δ)h (u, ξ))N . (4.14)
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Lemma 4.12. Denote the right hand side of (4.14) by R(s, t). There exists c1 > 0 and
for any ρ > 0, there are constants ε1 = ε1(ρ) > 0 and S1 = S1(ρ) > 0 such that if∥∥e(u)∥∥
L∞
≤ (ε1)2, then for s ≥ S1, we have
|R(s, t)| ≤ ρ|ξ|, |∇sR(s, t)| ≤ ρ2|ξ|+ ρ|∇sξ|, |∇tR| ≤ c1(|ξ|+ |∇tξ|).
Proof. We will estimate each term in the expression of R(s, t) and all constants appeared
below will depend on K˜.
First, by the vortex equation, there is a constant a1 > 0 such that |ψ − λ| + |∂sψ| ≤
a1e
−2s. Moreover, by Lemma 4.6, there is a constant a2 > 0 such that |∂tψ| ≤ a2. Then
in the expression of R, the contribution from (JXψ−λ(u))
N can be bounded in the desired
way since it is linear in ξ. Moreover, by (4.13), Lemma 4.6 and (4.6), the contribution
of
(∇W˜ (δ)h (u, ξ))N can be controlled in the desired way.
On the other hand, by (4.12), we have∣∣(RJ(u, ξ) (∂tu+ Xλ(u)) )N ∣∣ ≤ ∣∣RJ(u, ξ)∣∣∣∣∂tu+ Xλ(u)∣∣
≤ CJ(K˜)
∣∣ξ∣∣(∣∣∂tu+ Xψ(u)∣∣+ ∣∣Xψ−λ(u)∣∣) ≤ CJ(K˜)(ε1 + a1e−2s)|ξ|; (4.15)
applying ∇s, we have that there is a constant a3 > 0 such that∣∣∇s(RJ(u, ξ)(∂tu+ Xλ(u)))N ∣∣
≤ a3
(∣∣∂su∣∣∣∣ξ∣∣+ ∣∣∇sξ∣∣)∣∣(∂tu+ Xλ(u))N ∣∣+ a3∣∣ξ∣∣(∣∣∇s∂tu∣∣+ ∣∣∇sXλ(u)∣∣). (4.16)
Then by choosing ε1 sufficiently small, S1 sufficiently large, and using Lemma 4.7 to
control ∇t∂su, we see that for s ≥ S1, we have∣∣∣∇s (RJ(u, ξ)(∂tu+Xλ(u)))N ∣∣∣ ≤ ρ2|ξ|+ ρ|∇sξ|.
Applying ∇t to RJ(∂tu + Xλ(u))N and using Lemma 4.6, we see there are constant
a4, a5 > 0 such that∣∣∇tRJ(u, ξ)(∂tu+Xλ(u))N ∣∣
≤ a4 (|∂tu||ξ|+ |∂tξ|)
∣∣(∂tu+ Xλ(u))N ∣∣+ a4|ξ| (|∇t∂tu|+ |∇tXλ(u)|)
≤ a5|ξ|+ a5|∇tξ|.
So the lemma is proven. 
Lemma 4.13. There exist c2 > 0 and ε2 > 0 depending only on K˜ that satisfy the
following conditions. If u(Θ+) ⊂ N˜D0γ ∩ K˜ and
∥∥e(u)∥∥
L∞
≤ (ε2)2, then
‖ξ‖L2({s}×S1) ≤ c2e−
1
2
τ0s. (4.17)
Proof. Let s ≥ S1 where S1 is the one in Lemma 4.12. Let us : S1 → X˜γ be the restriction
of u to {s} × S1. We denote by L(s) : L2(u∗sN˜γ) → L2(u∗sN˜γ) the following self-adjoint
operator
L(s)η = JN (us) (∇tη + Xλ(η)) .
We claim that for all s ≥ S1, L(s) is coercive in the sense that∥∥L(s)η∥∥2
L2(S1)
≥ (τ0)2
∥∥η∥∥2
L2(S1)
. (4.18)
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Indeed, any η ∈ L2(S1) can be written as Fourier series η =∑k∈Z ηkeikt. Then∥∥L(s)η∥∥
L2
=
∥∥∥∑
k∈Z
eikt(−kηk + iXλ(ηk))
∥∥∥
L2
=
(∑
k∈Z
| − kηk + iXλ(ηk)|2
) 1
2 ≥ τ0
∥∥η∥∥
L2
.
On the other hand, since the covariant derivative on N˜γ preserves the complex structure
JN , we have
L′(s) = JN ([∇s,∇t] +∇sXλ) = JN
(
R
N (∂su, ∂tu) +∇sXλ
)
.
Here RN is the curvature tensor in the normal bundle. Then L′(s) is a family of bounded
operators of L2, and there exists a constant a6 > 0 depending on K˜ such that∥∥L′(s)∥∥ ≤ a6∥∥∂su∥∥L∞ ≤ a6ε2. (4.19)
Here we used the fact of Lemma 4.6 that ‖du‖ is uniformly bounded. Then applying ∇s
to (4.14), we obtain
∇2sξ + L(s)∇sξ + L′(s)ξ = ∇sR(s, t).
Denote v(s) = ‖ξ(s, ·)‖2
L2(S1). We claim that there exist ρ > 0, S2 ≥ 0 and ε2 > 0 such
that
s ≥ S2 =⇒ v′′(s) ≥ ‖L(s)ξ‖2L2(S1) . (4.20)
Indeed, for any ρ > 0, for s ≥ S1 where S1 is the one in Lemma 4.12, we have
1
2
v′′(s) =
〈∇2sξ, ξ〉+ ∥∥∇sξ∥∥2
=
〈∇sR− L(s)∇sξ − L′(s)ξ, ξ〉+ ∥∥∇sξ∥∥2
=
〈∇sR− L′(s)ξ + L(s)(L(s)ξ −R), ξ〉+ ∥∥∇sξ∥∥2
=
∥∥L(s)ξ∥∥2 + 〈−R,L(s)ξ〉+ 〈∇sR− L′(s)ξ, ξ〉+ ∥∥∇sξ∥∥2
≥ ∥∥L(s)ξ∥∥2 − ∥∥R∥∥∥∥L(s)ξ∥∥− ∥∥∇sR∥∥∥∥ξ∥∥− ∥∥L′(s)ξ∥∥∥∥ξ∥∥+ ∥∥∇sξ∥∥2
≥ ∥∥L(s)ξ∥∥2 − 1
4
∥∥L(s)ξ∥∥2 − 2ρ2∥∥ξ∥∥2 − ρ∥∥ξ∥∥∥∥∇sξ∥∥− a6ε2∥∥ξ∥∥2 + ∥∥∇sξ∥∥2
≥ 3
4
∥∥L(s)ξ∥∥2 − 9
4
ρ2
∥∥ξ∥∥2 − a6ε2∥∥ξ∥∥2.
Here norms and inner products are the ones in the L2 space, and we used (4.19) and the
estimates of Lemma 4.12. We choose ρ, ε2, S2 so that
9
4
ρ2 ≤ 1
8
(τ0)
2, ε2 ≤ min
{
ε1(ρ), (τ0)
2/8a1
}
, S2 ≥ S1(ρ).
Then for s ≥ S2, (4.20) holds, and by (4.18), v′′(s) ≥ (τ0)2v(s). Thus the function
e−τ0s
(
v′(s) + τ0v(s)
)
is non-decreasing on [S2,+∞). Since lim
s→∞
v(s) = 0, we see that for s ≥ S2,
v′(s) + τ0v(s) ≤ 0⇐⇒ d
ds
(
eτ0sv(s)
) ≤ 0.
Therefore v(s) ≤ e−τ0s(v(S2)eτ0S2). Moreover, since v(s) is uniformly bounded for all
s ≥ 0, there is c2 > 0 such that (4.17) holds. 
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Then in the above situation, there is c3 = c3(K˜) > 0 such that
‖ξ‖L2([s−1,s+1]×S1) ≤ c3e−
1
2
τ0s (4.21)
To derive pointwise estimate, we apply ∇s − JN∇t to (4.14). Then we obtain
∆ξ = (∇s − JN∇t)(∇s + JN∇t)ξ =
(∇s − JN∇t) (R− JXλ(ξ)) . (4.22)
Choose z0 = (s0, t0) ∈ [1,+∞)×S1. Then by the uniform bound on derivatives of u and
Lemma 4.12, we see there is a constant c4 = c4(K˜) > 0 such that
1
2
∆|ξ|2 ≥ 〈∆ξ, ξ〉 ≥ −c4|ξ|2 ≥ −1
2
( π
16c23
eτ0s0 |ξ|4 + 16c
2
4c
2
3
π
e−τ0s0
)
. (4.23)
Denote
A =
16c24c
2
3
π
e−τ0s0 , B =
π
16c23
eτ0s0 .
By (4.21),
∫
Br(z0)
|ξ|2 ≤ π/16B. Then by the mean value estimate (Lemma A.4) for the
differential inequality ∆u ≥ −A−Bu2, for r = 1, we have
|ξ(z0)|2 ≤ 8
π
∫
Br(z0)
|ξ|2 + A
4
=
(8c23
π
+
4c24c
2
3
π
)
e−τ0s0 =: c5e
−τ0s. (4.24)
For l ≥ 1 the estimate (4.9) follows from elliptic estimate.
4.3. Proof of Proposition 4.9 and 4.10. In this subsection we use the symbols
c1, c2, . . . abusively, which could be different from the ones in the last subsection. We
also use ∇ to denote the Levi-Civita connection on X˜γ.
Now suppose u = (u, h) is a temporal gauge solution to a λ-cylindrical model, satis-
fying (4.8). Then u(Θ+) ⊂ N˜D0γ ∩ K˜ and u can be written as u = expu ξ. Then with
respect to the decomposition (4.11), the tangential direction of ∇W˜ (δ)λ (u) is(∇W˜ (δ)λ )T = ∇W˜ (δ)λ (u) +R(δ),Tλ (u, ξ),
where the remainder R
(δ),T
λ (u, ξ) has norm less than a constant multiple of |ξ|. Then if
we project the first equation of (3.3) to the tangential direction, we have
∂su+ J
T
(
∂tu+ Xλ(u)
)
+ 2∇W˜ (δ)λ (u)
= −(JXψ−λ(u))T − (RJ(∂tu+ Xψ(u)))T − 2(R(δ)h (u))T − 2R(δ),Tλ (u, ξ). (4.25)
Denote the right hand side by RT0 .
Lemma 4.14. There is a constant c1 > 0 depending only on K˜ such that for∣∣RT0 (u, ξ)∣∣+ ∣∣∇sRT0 (u, ξ)∣∣+ ∣∣∇tRT0 (u, ξ)∣∣ ≤ c1e− 12 τ0s.
Proof. On the right hand side of (4.25), (JXψ−λ)
T and
(
R
(δ)
h (u)
)T
decay like e−2s (with
all derivatives) which is faster than e−
1
2
τ0s. The other two terms together with their
derivatives can be controlled by |ξ|, which decays like e− 12 τ0s (with all derivatives) by
Proposition 4.8. 
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Since the image of u is contained in X˜γ, the map v := e
λtu(s, t) is still a smooth map
from Θ+ to X˜γ, which satisfies
∂sv + J
T (v)∂tv +∇W˜ (δ)(v) = e−λtRT0 . (4.26)
The broad case. Now we suppose that γ = exp(2πλ) is broad and δ ≥ δ0 > 0. Then there
exists D1 = D1(δ) > 0 such that for all δ ∈ [δ, 1] and any two distinct critical points κ,κ′
of W
(δ)
: X˜γ → C as distance bigger than 2D1. Therefore we can take ǫ2 small enough
so that for each such solution, there is a unique critical point κ of W˜ (δ) such that u(Θ+)
is contained in the D1-neighborhood of κ. We also assume that D1 is smaller than the
injectivity radius of X˜γ ∩ K˜. Then we can write v = expκ η for η ∈ Γ(Θ+, TκX˜γ).
The derivative of expκ induces a smooth family of isomorphisms E2(η) : TκX˜γ →
Texp
κ
ηX˜γ. Then for the tangential part J
T of the complex structure J , we have
JT (expκ η)E2(η) = E2(η)J
T (κ) +BTJ (η).
BTJ depends smoothly on η and there is a constant cκ > 0 such that |BTJ (η)| ≤ cκ|η|. On
the other hand, let A
(δ)
κ : TκX˜γ → TκX˜γ be the Hessian of W˜ (δ)|X˜γ at κ. We can write
∇W˜ (δ)(expκ η) = E2(η)(A(δ)κ η) +RT1 (η).
RT1 depends smoothly on η and we may assume |RT1 (η)| ≤ cκ|η|2 for the same cκ. This
cκ can be taken uniformly for all δ ∈ [δ, 1].
Therefore, (4.26) can be written as
E2
(
∂sη + J
T (κ) (∂tη) + Aκη
)
= e−λtRT0 +R
T
1 . (4.27)
The following lemma can be proved in a similar way as proving Lemma 4.12. We leave
the proof to the reader.
Lemma 4.15. There exists c3 = c3(K˜, δ,γ) > 0 and for any ρ > 0, there are constants
ε3 = ε3(ρ) > 0 and S3 = S3(ρ) > 0 (which also depend on K˜, δ,γ) satisfying the following
condition. If
∥∥e(u)∥∥
L∞(Θ+)
≤ (ε3)2, then∣∣RT1 (s, t)∣∣ ≤ ρ∣∣η∣∣, ∣∣∇sRT1 (s, t)∣∣ ≤ ρ2∣∣η∣∣+ ρ∣∣∇sη∣∣;
∣∣∇tRT1 ∣∣ ≤ c3(|η|+ |∇tη|).
Let L
(δ)
κ : L
2(S1, TκX˜γ)→ L2(S1, TκX˜γ) be the operator
Lκ(η) = J
T (κ)∂tη + A
(δ)
κ η.
In the same way as proving (4.18) we can show that it is self-adjoint and coercive, i.e.,∥∥L(δ)κ (η)∥∥2 ≥ (τ1)2∥∥η∥∥2. (4.28)
Denoting RT = E2(κ, η)
−1
(
e−λtRT0 +R
T
1
)
, (4.27) implies that
∂2sη = ∂s
(
RT −L(δ)κ (η)
)
= ∂sR
T − L(δ)κ (RT ) +
(
L
(δ)
κ
)2
(η).
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Then we denote v(s) =
∥∥η(s, ·)∥∥2
L2(S1)
. Then by Lemma 4.14 and Lemma 4.15, we have
1
2
v′′(s) =
〈
∂2sη, η
〉
+
∥∥∂sη∥∥2 = 〈∂sRT − L(δ)κ (RT ) + (L(δ)κ )2(η), η〉 + ∥∥∂sη∥∥2
≥ −ρ2∥∥η∥∥2− c1e− 12 τ0s∥∥η∥∥−ρ∥∥∂sη∥∥∥∥η∥∥−∥∥L(δ)κ η∥∥(ρ∥∥η∥∥+ c1e− 12 τ0s)+∥∥L(δ)κ η∥∥2+∥∥∂sη∥∥2
≥ 5
8
∥∥L(δ)κ η∥∥2 − 9
4
ρ2
∥∥η∥∥2 + 2(c1e− 12 τ0s)2 − c1e− 12 τ0s∥∥η∥∥.
Then by (4.28) and Lemma 4.15, there are ρ4 > 0, S4 ≥ S3(ρ4) > 0 and c4 > 0 such that
if
∥∥e(u)∥∥
L∞(Θ+)
≤ (ε3(ρ4))2, then for s ≥ S4, we have
v′′(s) ≥ ∥∥L(δ)κ η∥∥2 − c4e−τ0s ≥ (τ1)2∥∥η∥∥2 − c4e−τ0s. (4.29)
This implies that the function
e−τ1s
(
v′(s) + τ1v(s)− c4
τ0 + τ1
e−τ0s
)
is non-decreasing on [S4,+∞). Then by the fact that lims→∞ v(s) = 0, we see for s ≥ S4,
v′(s) + τ1v(s)− c4
τ0 + τ1
e−τ0s ≤ 0.
We can assume that τ0 6= τ1; otherwise we can slightly improve (4.18) or (4.28) so that
the τ0 and τ1 appeared there are different. Therefore
d
ds
(
eτ1s
(
v(s) +
c4
(τ0 − τ1)(τ0 + τ1)e
−τ0s
)) ≤ 0.
Therefore we see there is a constant c5 > 0 such that for s ≥ S4,
v(s) ≤ c4
(τ1 − τ0)(τ1 + τ0)e
−τ0s + e−τ1s
(
v(S4) +
c4
(τ1 − τ0)(τ1 + τ0)e
−τ0S4
)
≤ c5e−min{τ0,τ1}s. (4.30)
To derive pointwise estimate we can use the similar method as in did in (4.22)–(4.24).
Indeed, apply ∂s − JT (κ)∂t to (4.27), we obtain
∆η = (∂s − JT (κ)∂t)RT − (∂s − JT (κ)∂t)A(δ)κ η.
Therefore by Lemma 4.14 and Lemma 4.15, there is a constant C such that
1
2
∆|η|2 = 〈∆η, η〉 + |dη|2 ≥ −C(e−τ0s + |η|2).
Denoting τ = min{τ0, τ1}, then there is another constant C ′ > 0 such that
∆|η|2 ≥ −C ′(e−τs + eτs|η|4).
This allows us to derive a similar mean value estimate as did in (4.22)–(4.24) and therefore
Proposition 4.9 is proven.
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The narrow case. Now we assume γ = exp(2πλ) is narrow.
For the compact set X˜γ ∩ K˜, there is a constant D2 > 0 satisfying the following
condition. For any smooth loop x : S1 → X˜γ ∩ K˜, if diam(x(S1)) ≤ D2, then we can
define the center of mass, which is a unique point α ∈ X˜γ such that there is a function
η : S1 → TαX˜γ such that
x(t) = expα η(t),
∫
S1
η(t)dt = 0.
Therefore, it is easy to see that there is a constant ε4 > 0 such that if
∥∥e(u)∥∥
L∞
≤ (ε4)2,
then |∂tu+ Xλ(u)| is small enough and hence the diameter of the loop v(s, ·) is smaller
than D2. Then the center of mass of v(s, ·) is smooth curve α : [0,+∞) → X˜γ. We
regard α as a map α : Θ+ → X˜γ which is independent of the t-variable. Then there is a
section η ∈ Γ(Θ+, α∗TX˜γ) so that
v(s, t) = expα(s) η(s, t),
∫
S1
η(s, t)dt = 0.
Let E1, E2 be the components of the derivative of the exponential map of X˜γ, i.e.,
d expx V = E1(x, V )dx+ E2(x, V )∇V, x ∈ X˜γ, V ∈ TxX˜γ.
Then using the center of mass, we rewrite (4.26) as
E1(α, η)α
′(s) + E2(α, η)∇sη + JT (v) (E2(α, η)∂tη) = e−λtRT0 . (4.31)
Moreover, there exists a linear map RTJ (s, t) : Tα(s)X˜γ → Tv(s,t)X˜γ such that
E2(α, η)
−1JT (v)E2(α, η) − JT (α) = RTJ , (4.32)
We denote RT1 = R
T
J (∂tη), R
T
2 = E
−1
2 E1α
′(s) − α′(s) and RT = RT1 + RT2 . Then (4.31)
can be rewritten as
α′(s) +∇sη + JT (α)∂tη = E−12
(
e−λtRT0
)
+RT . (4.33)
Lemma 4.16. There exists c6 > 0 and for any ρ > 0, there are constants ε6 = ε6(ρ) > 0
and S6 = S6(ρ) > 0 satisfying the following conditions. If
∥∥e(u)∥∥
L∞
≤ (ε6)2, then for
s ≥ S6, we have ∣∣RT (s, t)∣∣ ≤ ρ∣∣η∣∣, ∣∣∇sRT (s, t)∣∣ ≤ ρ2∣∣η∣∣+ ρ∣∣∇sη∣∣;∣∣∇tRT ∣∣ ≤ c6(∣∣η∣∣+ ∣∣∇tη∣∣).
It can be proved in a similar way as Lemma 4.12. The proof is left to the reader.
Lemma 4.17. There exist c7 > 0 and ε7 > 0 depending only on K˜ that satisfy the
following condition. If
∥∥e(u)∥∥
L∞
≤ (ε7)2, then∥∥η(s, ·)∥∥
L2(S1)
≤ c7e− 12 τ0s. (4.34)
Proof. Denote by R(s, t) the right hand side of (4.33) and let Hs ⊂ L2(Tα(s)TX˜γ) be
the subspace of functions with zero average on S1. Then ∇s preserves this subspace.
Projecting (4.33) onto Hs, α
′(s) is killed and we have
∇sη + JT∂tη = R(s, t)
where R(s, ·) ∈ Hs is the image of R(s, ·) under the projection.
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The operator J∂t is coercive on Hs, satisfying
‖J∂tη‖2L2 ≥ ‖η‖2L2 .
Notice that τ0 < 1. Then (4.34) can be derived in the same way as deriving (4.30). 
Applying the mean value estimate as did in (4.22)–(4.24), we can prove that
|η(s, t)| ≤ c7e−
1
2
τ0s.
Then it implies that |R(s, t)| ≤ c7e− 12 τ0s with c7 abusively used. Taking L2-paring of
(4.33) with α′(s), one has ∣∣α′(s)∣∣ ≤ c7e− 12 τ0s.
Then it implies that there exists κ ∈ X˜γ such that
lim
s→∞
α(s) = lim
s→∞
v(s, t) = κ.
Therefore Proposition 4.10 is proven.
4.4. Proof of Theorem 4.4. Let (A, u) be a bounded solution to the perturbed gauged
Witten equation over ~C. By Theorem 4.2 and 4.3, u extends to a continuous orbifold
section U : C→ Y.
Now we compute the energy of (A, u). For the fibration Y → Σ and any G-connection
A on P , we have the minimal coupling form ωA ∈ Ω2(Y ). For any smooth section
u : Σ∗ → Y , the following identity is well-known (see for example, the proof of [CGMS02,
Proposition 2.2]).
1
2
∥∥dAu∥∥2ν = u∗ωA + ∥∥∂Au∥∥2ν + µ(u) · FA.
Then by the definition of the kinetic energy we have:
EK(A, u) =
∥∥∂Au∥∥2L2(Σ∗) + ∫
Σ
u∗ωA +
1
2
∥∥ ∗ FA + µ∗(u)∥∥2L2(Σ∗) − 12∥∥µ(u)∥∥2L2(Σ∗). (4.35)
Since u extends to U, we have∫
Σ∗
u∗ωA =
〈[
U
]
,
[
ω − µ]〉 = 〈[A, u], [ω − µ]〉. (4.36)
On the other hand, let 〈·, ·〉 be the real part of the Hermitian pairing on TX˜. Then∣∣∂Au∣∣2 + ∣∣∇W˜A(u)∣∣2 − ∣∣∂Au+∇W˜A(u)∣∣2
=− 2〈∂Au,∇W˜A(u)〉 = 2Im ∗ (dW˜A(u) ∧ ∂Au)
=− 2Im ∗ (∂W˜A(u))+ 2Im ∗ (∂β ∧W′A(u)).
(4.37)
Now we identify each cylindrical end Uj(2) with Θ+ and identify the restriction of (A, u)
to Uj(2) with a solution uj = (uj , hj) to a (λj , δj)-cylindrical model, where δj = δj,A.
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Then by Stokes formula, Theorem 4.2 and 4.3, we have
−2Im
∫
Σ∗
∂W˜A(u) = − 2
∫
Σ∗
d
(
ImW˜A(u)
)
= − 2Re
[ k∑
j=1
lim
s→+∞
∫
{s}×S1
W˜
(δj)
hj ,λj
(uj(s, ·))dt
]
= − 4πRe
[ k∑
j=0
W˜
(δj)
γj (κj)
]
= − 4πRe
[ k∑
j=0
Resj(A, u)
]
.
(4.38)
Then by (4.35)-(4.38),
E(A, u) =
〈[
A, u
]
,
[
ω,−µ]〉− Re[4π k∑
j=1
Resj(A, u) +
∫
Σ∗
i∂β ∧W′A(u)
]
. (4.39)
Therefore the first part of Theorem 4.4 is proved.
To prove the second part, i.e., the uniform bound on the energy, we have to control the
residues Resj(A, u) and the integral of ∂β∧W′A(u). Indeed, if zj is narrow, Resj(A, u) = 0;
if zj is broad, the limit κj = (xj , pj) ∈ X × C is a critical point of the function
W˜
(δj)
γj =
s∑
l=0
F
(δj)
γj ;l
.
By (2.6), (δ−1j xj, pj) is a critical point of the function W˜γj |X˜γj , which is independent of
(A, u). Therefore
W˜
(δj)
γj (κj) =
s∑
l=0
F
(δj)
γj ;l
(xj , pj) =
s−1∑
l=1
(δj)
r−lFγj ;l(xj) = (δj)
rFγj ;l(δ
−1
j xj). (4.40)
So the sum of the residues in (4.39) is uniformly bounded. On the other hand, for each
broad zj , denote Cj := Uj \ Uj(2), which contains the support of dβj . We have∣∣∣ ∫
Σ∗
i∂β ∧W′A(u)
∣∣∣ ≤ ∑
zj broad
∣∣∣ ∫
Cj
∂βj ∧
s∑
l=1
eρl(h+λjt)F
(δj )
γj ;l
(uj)dz
∣∣∣
≤
∑
zj broad
δj
∫
Cj
( s∑
l=1
∣∣eρl(h)∣∣∣∣Fγj ;l(uj)∣∣)dsdt
≤ c(0)
∑
zj broad
δj
∫
Nj
( s∑
l=1
∣∣eρl(h)∣∣)√1 + ∣∣µ(uj)∣∣dsdt
≤ c(0)
∑
zj broad
δj
( s∑
l=1
∥∥eρl(h)∥∥
L2(Nj)
)∥∥√1 + ∣∣µ(uj)∣∣∥∥L2(Nj)
≤ c
(
1 +
∥∥√σµ(u)∥∥
L2(Σ∗)
)
≤ c
(
1 +
√
E(A, u)
)
.
(4.41)
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Here the second line follows from the fact that each F
(δj)
γj ;l
has at least one δj factor; the
third line uses (P3) of Hypothesis 2.8; the fifth line uses the definition of δj ; c > 0 is
a constant depending on c(0). It follows from (4.39)–(4.41) that for some constant c′
independent of (A, u), we have
E(A, u) ≤ 〈[A, u], [ω − µ]〉+ c′ + c′√E(A, u).
It implies a uniform bound on E(A, u) in terms of
[
A, u
]
, so Theorem 4.4 is proved.
Remark 4.18. In the narrow case, i.e., when all punctures are narrow, we don’t have
to perturb the equation. Then by (4.37), the L2-norm of ∂Au is zero because all the
residues are zero. So any solution of the gauged Witten equation is also a solution to the
symplectic vortex equation, whose image is contained in CritW . So analysis in the narrow
case are much easier than the broad case (when there is at least one broad puncture).
5. Linear Fredholm Theory
In this section we consider the linearized operator of the perturbed gauged Witten
equation modulo gauge transformations. This section is more or less independent of the
other sections of this paper and can be treated under a much more general set-up, for
example, the Lie group G could be nonabelian, and the superpotential W˜A need not be
holomorphic. The condition on narrowness and broadness of punctures can also be more
flexible. However for simplicity we still use the set-up of given in Section 2.
5.1. Banach manifolds, Banach bundles and sections. Let ~C be a rigidified r-spin
curve with underlying Riemann surface Σ. Let z = {z1, . . . , zk} be the set of punctures
and the monodromy of ~C at zj is γj . The corresponding punctured Riemann surface
Σ∗ is equipped with the cylindrical metric, which is used to define the weighted Sobolev
spaces. Let τ > 0. We useW k,pτ (Σ∗, E) to denote the space of sections of a vector bundle
E over Σ∗, of class W k,pτ , with respect to some fixed choice of connection on E. We will
omit the domain Σ∗ in this section and abbreviate the space by W k,pτ (E).
For each γ ∈ Zr, we have the function W˜γ : X˜ → C as introduced in (2.5) such that
if γ is broad, then W˜γ|X˜γ is a holomorphic Morse function with finitely many critical
points κ
(ι)
γ , ι = 1, . . . ,mγ. For δ ∈ (0, 1], κ(ι)γ;δ := δκ(ι)γ is a critical point of W˜ (δ)γ |X˜γ .
We abbreviate X˜j = X˜γj . Now for each A ∈ A , we have defined δj,A in (2.20). Then
for each A ∈ A , denote κ(ι)j,A = κ(ι)γj ;δj,A .
For any xj ∈ X˜j, define x˜j : S1 → X˜j by x˜j(t) = e−λjtκj . The pull-back of x˜j to any
cylinder [a, b] × S1 via the projection [a, b]× S1 → S1 is still denoted by x˜j . When zj is
broad, denote κ˜
(ι)
j,A = e
−λjtκ
(ι)
j,A for all A ∈ A .
The Banach manifold. Choose δ ∈ (0, 1] and τ ∈ (0, τ(δ)/2) where τ(δ) > 0 is the
one of Theorem 4.3. Choose B ∈ HG2
(
X˜;Z[r−1]
)
. For each broad puncture zj , choose
ιj ∈ {1, . . . ,mγj} and denote
~κ =
(
κ
(ιj)
γj
)
zj broad
.
Consider the space
B = Bτ,δ
(
B,~κ
) ⊂ A1,pτ ×W 1,ploc (Σ∗, Y ),
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consisting of pairs (A, u) ∈ A1,pτ ×W 1,ploc (Σ∗, Y ) such that δj,A ∈ (δ, 1] and such that there
is an S > 0 satisfying the following conditions.
(I) For each broad zj , there is a section η˜j ∈W 1,pτ
(
Θ+(S),
(
κ˜
(ιj)
j,A
)∗
TX˜
)
such that
u ◦ φj|Θ+(S) = expκ˜(ιj )j,A η˜j . (5.1)
(II) For each narrow zj, there is (⋆, pj) ∈ X˜j and η˜j ∈W 1,pτ
(
Θ+(S), Tpj X˜
)
such that
u ◦ φj |Θ+(S) = exppj η˜j. (5.2)
(III) The above two conditions implies that u extends to an orbifold section over ~C
and we require that
[
A, u
]
= B.
From now on within this section, ~κ is fixed and we abbreviate κj = κ
(ιj )
γj , κj,A = κ
(ιj )
j,A .
The space of connections A1,pτ doesn’t contain all W
1,p
τ -connections on P but it gives a
constrain on the holomorphic structure. By the definition of A1,pτ , A
1,p
τ is an affine space
modeled on the vector space
TA1,pτ ≃
{
α = (α0, α1) ∈W 1,pτ
(
g0 ⊕ g1
) | α0 = ∗dh+ df, f, h ∈W 2,pτ (g0)}.
Here ∗dh is the infinitesimal change of A with respect to the infinitesimal change of the
Hermitian metric, and df is the infinitesimal gauge transformation. Then we have
Lemma 5.1. B carries a Banach manifold structure, whose tangent space at X =
(A, u) ∈ B is isomorphic to
TX B ≃ TA1,pτ ⊕W 1,pτ
(
u∗T⊥Y
)⊕ Ckn . (5.3)
Here kn is equal to the number of narrow punctures.
Moreover, the group Gτ = G ∩ G2,pτ acts smoothly on B such that the isomorphism
(5.3) is equivariant in a natural way.
Proof. We define an exponential map for X = (A, u) ∈ B and(
α, ξ, ζ
) ∈ TA1,pτ ⊕W 1,pτ (u∗T⊥Y )⊕ Ckn
with sufficiently small norm. This will give a local chart of the Banach manifold structure.
Let S and η˜j be the same as in (5.1) and (5.2).
For a broad puncture zj, since the map A 7→ κj,A is smooth, for ‖α‖W 1,pτ sufficiently
small, there is a unique ξj(α) ∈ Tκj,AX˜j such that
κj,A+α = expκj,A ξj(α).
Denote ξ˜j(α) := e
−λtξj(α), which is along the map κ˜j,A. Then we can extend ξ˜j to
a vector field along (u ◦ φ0)|Θ+(S), by the parallel transport of ξ˜j along the family of
geodesics
xs,t(ǫ) = expκ˜j,A ǫη˜j(s, t), (s, t) ∈ Θ+, ǫ ∈ [0, 1].
Denote the vector field still by ξ˜j. Then choose a cut-off function β
′
j : Σ
∗ → [0, 1]
vanishing outside Θ+(S + 1) and being identically 1 on Θ+(S + 2). Then β
′
j ξ˜j extends
to a vertical tangent vector field along u, denoted by the same symbol.
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For a narrow puncture zj , any ζj ∈ C ≃ T(⋆,pj)X˜j can be viewed as a vector field
u ◦ φj . We choose a cut-off function β′j similarly as the above, and denote ζ˜j = β′jζj ∈∈
W 1,ploc
(
Σ∗, u∗T⊥Y
)
.
We define
V (α, ξ, ζ) := ξ +
∑
zj broad
β′j ξ˜j +
∑
zj narrow
β′j ζ˜j.
Then the section expu V (α, ξ, ζ) represent the same homology class
[
A, u
]
. Moreover, if∥∥α∥∥
W
1,p
τ
is small enough, then δj;A+α > δ. Therefore the object (A
′, u′) = (A+α, u′) ∈ B.
This gives local charts of B. The assertion about the Gτ -action is easy to check. 
Proposition 5.2. There exist τ > 0 and δ ∈ (0, 1] such that for any bounded solution
(A, u) to the perturbed gauged Witten equation over ~C, if
[
A, u
]
= B and for each broad
puncture zj , evj(A, u) = κj,A, then there is a gauge transformation g ∈ G such that
g∗(A, u) ∈ Bτ,δ(B,~κ).
Proof. By Theorem 4.4, such solutions have a uniform energy bound E(B). Therefore
there exists δ ∈ (0, 1] such that for any such solution (A, u) and any broad puncture zj ,
δj,A ≥ δ. There exists g ∈ G such that on each cylindrical end g∗A is in temporal gauge.
Then by Theorem 4.2, the vortex equation, the decay of the area form ν, A ∈ A1,pτ for any
τ < 2. On the other hand, Theorem 4.3 implies that u converges exponentially fast to
its limits at punctures. Therefore, there exists τ > 0 such that g∗(A, u) ∈ Bτ,δ(B,~κ). 
The Banach bundle and the section. Now we consider the Gτ -equivariant Banach vector
bundle E → B whose fibre over (A, u) ∈ B is
E |(A,u) = Lpτ
(
Λ0,1T ∗Σ∗ ⊗ u∗T⊥Y )⊕ Lpτ (g). (5.4)
The fact that E carries a smooth Banach bundle structure over B is the same as many
classical cases (for example, Gromov-Witten theory, see [MS04, Section 3]); a local triv-
ialization of E can be obtained by using parallel transport. The Gτ -action also lifts
naturally to a linear action on E , making E a Gτ -equivariant bundle.
The perturbed gauged Witten equation gives a smooth section of E → B. More
precisely, for (A, u) ∈ B, the left-hand-side of (2.21) defines
W (A, u) ∈ E |(A,u).
The smoothness of W relies on the smoothness of the function A 7→ δj,A (see Definition
2.15). It is also an equivariant section by the gauge invariance property of the perturbed
gauged Witten equation. Moreover, for every X ∈ B, g ∈ Gτ and X ′ = g∗X , g induces
an isomorphism
g∗ : (TX B, E|X )→ (TX ′B, E|X ′) .
This makes the isomorphism (5.3) and (5.4) both transform naturally.
The deformation complex and the index formula. The linearization of W at X ∈ B is a
bounded linear map
dWX : TX B → E |X .
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With respect to (5.3) and (5.4), it reads,
dWX (α, ξ, ζ) =
(
DXV (α, ξ, ζ) + δα∇W˜A(u), ∗cdα+ σdµ∗(u)V (α, ξ, ζ)
)
. (5.5)
Here DX : W
1,p
loc
(
u∗T⊥Y
) → Lploc(Λ0,1T ∗Σ∗ ⊗ u∗T⊥Y ) is the linearization of ∂Au +
∇W˜A(u) in the direction of ξ, which reads
DX (V ) = ∂AV +∇V∇W˜A(u);
and
δα∇W˜A(u) = d
dt
|t=0∇WA+tα(u).
The second component of (5.5) is the linearization of the left-hand-side of the vortex
equation ∗c(FA+µ∗(u)ν), where ν is the smooth area form and ∗c is the Hodge-star of of
the cylindrical metric; we use this modification because otherwise the ∗d is not uniformly
elliptic with respect to the cylindrical coordinates.
On the other hand, the linearization of infinitesimal gauge transformation at X ∈ B
is a linear operator
dGX : LieGτ :=W
2,p
τ (g) →
(
W 1,pτ (T ∗Σ⊗ g)
)⊕W 1,pτ (u∗T⊥Y )
ξ 7→ (dξ,−Xξ).
Then the deformation complex at X is the following complex of Banach spaces
CX : LieGτ
dGX−−−−→ TX B dWX−−−−→ E |X . (5.6)
For any X ∈ B, we abbreviate A1 = LieGτ , A2 = TX B and A3 = E |X .
To state the index formula, we need to introduced some notations. For each broad
puncture zj , we define bj(~C) = dimCX˜j . We define
b(~C) =
∑
zj broad
bj(~C).
On the other hand, for each j, the normal bundle N˜j := N˜j → X˜j splits as
N˜j =
codimX˜j⊕
i=1
N˜
(i)
j (5.7)
where each line bundles N˜
(i)
j has an associated weight ν
(i)
j ∈ Z such that (γj)ν
(i)
j 6= 1.
We define
nj(~C) = −i
∑
i
(
ν
(i)
j λj −
⌊
ν
(i)
j λj
⌋) ∈ Q≥0, n(~C) = k∑
j=1
nj(~C).
Here ⌊a⌋ ∈ Z is the greatest integer which is no greater than a ∈ R.
Our main theorem of this section is the following.
Theorem 5.3. For any bounded solution X ∈ B to the perturbed gauged Witten equation,
the deformation complex (5.6) is Fredholm. That means, the image of dGX is a closed
subspace of TX B and has finite codimension in ker
(
dWX
)
. Moreover, in this case, the
Euler characteristic of CX is given by the formula
χ(CX ) := (2− 2g)dimCX + 2cG1 ·
[
X
]− b(~C)− 2n(~C). (5.8)
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Here cG1 is the equivariant first Chern class of TX˜, and [X ] ∈ HG2
(
X;Z[r−1]
)
is the
homology class of X .
The theorem follows immediately from the following two propositions.
Proposition 5.4. For any X ∈ B, the complex CX is Fredholm if and only if the operator
DX :W
1,p
τ
(
u∗T⊥Y
)→ Lpτ(Λ0,1T ∗Σ⊗ u∗T⊥Y ) is Fredholm. In that case,
χ
(
CX
)
= ind
(
DX
)− 2(1 − g).
Proposition 5.5. For τ ∈ (0, 1) sufficiently small, the operator DX : W 1,pτ
(
u∗T⊥Y
) →
Lpτ
(
Λ0,1T ∗Σ⊗ u∗T⊥Y ) is Fredholm and
ind
(
DX
)
= (2− 2g)dimCX˜ + 2cG1 ·
[
X
]− b(~C)− 2n(~C)− 2kn.
5.2. Proof of Proposition 5.4. The following results about Fredholm property of com-
plexes of Banach spaces are standard.
Lemma 5.6. Suppose that A1
d1−−−−→ A2 d2−−−−→ A3 is a complex of Banach spaces, and
assume that there exists another Banach space B and an operator δ1 : A2 → B such that
the operator δ1d1 : A1 → B and F = (δ1, d2) : A2 → B⊕A3 are both Fredholm. Then the
cohomology of the original complex is finite dimensional, and its Euler characteristic is
χ = ind(F )− ind(δ1d1).
Lemma 5.7. Suppose D : A1 ⊕ A2 → B1 ⊕ B2 is a bounded operator, which is written
in the matrix form as
D =
(
D1 α1
0 D2
)
If D1 : A1 → B1, D2 : A2 → B2 are both Fredholm, then D is Fredholm and
ind(D) = ind(D1) + ind(D2).
Proof of Proposition 5.4. The operator (α, ξ, ζ) 7→ σdµ∗(u)V (α, ξ, ζ) inside (5.5) is a
compact operator because it is of zero-th order and σ converges to zero at punctures.
Therefore it can be ignored when considering Fredholm properties. So we denote by
D˜X :W
1,p
τ
(
T ∗Σ⊗ g)⊕W 1,pτ (u∗T⊥Y )→ Lpτ(Λ0,1T ∗Σ∗ ⊗ u∗T⊥Y )⊕ Lpτ (g)
the operator defined by
D˜X
(
α, ξ, ζ
)
=
(
DX (V (α, ξ, ζ)) + δα∇W˜A(u), ∗cdα
)
.
Then since G is abelian, the modified sequence
C ′X : A1
dGX−−−−→ A2 D˜X−−−−→ A3
is still a chain complex. It has the same Euler characteristic as CX when one of them is
Fredholm.
Now we define
δ1 : A2 → Lpτ (g)(
α, ξ, ζ
) 7→ − ∗c d ∗c α.
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Then for h ∈ A1, we have δ1dGX (h) = ∆h, where ∆ : A1 → Lpτ (g) is the positive-definite
Laplacian with respect to the cylindrical metric. Then by Lemma 5.6, we see that C ′X
is Fredholm if and only if both ∆ and I = (δ1, dWX ) : A2 → A3 ⊕ Lpτ (g) are Fredholm
operators. Indeed, since τ ∈ (0, 1), ∆ is Fredholm and
ind∆ = −kdimG = −#{punctures} · dimG = −2k.
Therefore, if δ ∈ (0, 1) and I is Fredholm, then by Lemma 5.6, we have
χ
(
C ′X
)
= ind
(
I
)− ind∆ = ind(I )+ 2k. (5.9)
Now we look at the operator I , which is
I

α
ξ
ζ
 7→
(
D˜X (α, ξ, ζ)
− ∗c d ∗c a
)
=

DX (V (α, ξ, ζ)) + δα∇W˜A(u)
∗cdα
− ∗c d ∗c α
 .
We claim that when τ ∈ (0, 1), the operator α 7→ (∗cdα, −∗c d ∗c α) is Fredholm and has
index equal to −2k − 2(1 − g). By Lemma 5.7 and (5.9), the proposition follows from
this claim.
To prove the claim, notice that the g0-component of α, denoted by α0, is mapped by
α0 = ∗cdh+ df 7→ (∗cd ∗c dh, − ∗c d ∗c df) = (−∆h,∆f).
It is Fredholm and has index −2k. On the other hand, for the g1 component of α, denoted
by α1, we define R-linear isomorphisms ι1 : Λ
0,1T ∗Σ∗⊗C gC1 → T ∗Σ∗⊗R g1 by b 7→ (b+ b)
and ι2 : g1 ⊕ g1 → gC1 by ι(a1, a2) = a1 + ia2. Then we have
ι2
( ∗c d,− ∗c d ∗c )ι1θ = ∗c d(θ + θ)− i ∗c d ∗c (θ + θ)
= ∗c (∂θ + ∂θ) + i(∂∗θ + ∂∗θ)
= i∂
∗
θ − i∂∗θ + i∂∗θ + i∂∗θ
= 2i∂
∗
θ.
Here ∂∗ and ∂
∗
are the adjoint of ∂ and ∂
∗
with respect to the cylindrical metric, respec-
tively; the third equality follows from the Ka¨hler identities on Σ∗. Therefore we see that
the operator α1 7→ (∗cdα1,− ∗c d ∗c α1) is Fredholm if and only if the operator
∂
∗
: W 1,pτ
(
Λ0,1T ∗Σ∗
)→ Lpτ ⊗ C
is Fredholm. When τ ∈ (0, 1), it is the case and
indR
(
∂
∗)
= −2(1− g).

5.3. Proof of Proposition 5.5. The proof of Proposition 5.5 is a generalization of the
computation of Fredholm indices in [MT] and [FJR11, Section 5.1].
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Riemann-Roch for orbifold line bundles. We consider a smooth Hermitian line bundle
L → Σ∗ together with a meromorphic unitary connection A. Suppose for each marked
point zj , over the cylindrical ends Uj ≃ Θ+, we choose a unitary trivialization ξj :
Uj × C→ L|Uj so that the connection form is
A = d+ α+ λjdt
where α ∈ Ω1(Θ+, iR) extends to a continuous 1-form over the marked point and λj ∈
iR (the residue) is a constant. λj only depends on the homotopy class of the local
trivialization ξj, and for different trivializations, the residues differ by an integer multiple
of i. exp(2πλj) ∈ U(1) is called the monodromy of the connection.
We assume that for every zj , λj ∈ iZ/r. Then we can define an “orbifold completion”
L→ C of L→ Σ∗, where C is an orbicurve obtained by adding orbifold charts near zj to
Σ∗, and L is an orbifold line bundle. The orbifold degree of L is defined as follows. The
trivializations ξ = (ξj)
k
j=1 defines a smooth line bundle L(ξ)→ Σ. We define
degorbL = degL(ξ)− i
k∑
j=1
λj ∈ Z/r.
We also define
⌊L⌋ = degL(ξ) +
k∑
j=1
⌊−iλj⌋ ∈ Z.
Both degorbL and ⌊L⌋ are independent of the choice of ξ.
Consider a class of real linear Cauchy-Riemann operators
D : Ω0(L)→ Ω0,1(L).
Their Fredholm properties essentially only depends on their behavior near the punctures.
Definition 5.8. Let L → Θ+ be a Hermitian line bundle and D : Ω0(Θ+, L) →
Ω0,1(Θ+, L) is a real linear, first-order differential operator. D is called admissible
if the following conditions are satisfied
(1) D − ∂A is a zero-th order operator for some meromorphic unitary connection A
on L.
(2) If the monodromy of A at the infinity of Θ+ is not 1, then D = ∂A. In this case
we say that D is of type I (at the puncture at infinity).
(3) If the monodromy of A at the infinity of Θ+ is 1, then there exists a trivialization
ξ : Θ+×C→ L such that with respect to this trivialization, either Df = ∂f +τf
for some τ > 0, or Df = ∂f . In the first case we say that D is of type II1 and in
the second case we say that D is of type II2.
If L→ Σ∗ is a Hermitian line bundle and D : Ω0(Σ∗, L)→ Ω0,1(Σ∗, L) is a real linear
first-order differential operator, then we say that D is admissible if its restriction to each
cylindrical end Uj ≃ Θ+ is admissible in the above sense. If the restriction of D to Uj
is of one of the three types defined above, we say that zj is a puncture of that type. We
define b(L,D) ∈ Z be the number of type II1 punctures plus twice of the number of type
II2 punctures.
We have the following index formula
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Proposition 5.9. Suppose D : Ω0(Σ∗, L)→ Ω0,1(Σ∗, L) is admissible. Then there exists
τ0 > 0 such that for τ ∈ (0, τ0), the operator D defines a Fredholm operator
D :W 1,pτ (L)→ Lpτ (Λ0,1T ∗Σ∗ ⊗ L).
Moreover, its (real) index is given by
ind(D) = 2− 2g − b(L,D) + 2⌊L⌋.
Proof. We can use the index gluing formula (about Cauchy-Riemann operators with
totally real boundary conditions, see [MS04, Appendix C]) to reduce the proof to a
simple case. More precisely, we can cut the Riemann surface Σ into the union of pair-of-
pants, disks and cylinders, glued along common boundaries. Then the index of D is the
sum of the indices of Cauchy-Riemann operators Di on the i-th component, with totally
real boundary conditions. If the component doesn’t contains an original puncture, then
its index formula is known. The only unknown case can be deduced from the case of an
operator D0 on the trivial line bundle on the sphere with only one puncture, where the
puncture is either of type II1 or II2 (type I case is well-known).
In such a case ⌊L⌋ = 0. If the puncture is of type II1, then using the cylindrical
coordinates near the puncture, D0 can be written as (up to a compact operator)
D0 =
1
2
∂
∂s
+
1
2
i
∂
∂t
+
(
τ 0
0 −τ
)
.
If we denote S =
(
τ 0
0 −τ
)
, then the symplectic path
{
eiSt
}
t≥0
has eigenvalues eτt
and e−τt which are not on the unit circle for t > 0. Therefore, the Conley-Zehnder index
of this path is zero. By the index formula for Cauchy-Riemann operators of this type,
for δ0 > 0 small enough, D0 is Fredholm and
ind(D0) = 1 = 2− 2g(S2)− 1 = 2− 2g − b(L,D0).
If the puncture is of type II2, then D0 is the same as a complex Cauchy-Riemann
operator (up to a compact operator) with one point constrain. Therefore
ind(D0) = 2(1 − g(S2))− 2 = 2− 2g(S2)− b(L,D0).

A splitting of u∗T⊥Y . For the fixed solution X = (A, u) ∈ B, denote E := u∗T⊥Y →
Σ∗. Remember that the principal G-bundle extends to an orbifold G-bundle P → C.
Moreover, the section u extends to an orbifold section U : C→ Y. Similarly, we can show
that E extends to an orbifold vector bundle E→ C.
Now we consider the linearization DX . The idea of computing ind (DX ) is that near
each puncture, we can split E as direct sums of line bundles, and, up to compact op-
erators, the restriction of DX to each cylindrical end is the direct sums of admissible
operators. Moreover, we can extend the splittings over Σ∗, i.e., we have a decomposition
E =
n⊕
i=1
L(i).
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Then we can show that, on each L(i), there is an operator D(i) which is an admissible
Cauchy-Riemann operator on L(i) such that DX − ⊕ni=1D(i) is compact. We carry out
this idea in the following steps. Similar procedures are used in [MT].
Step 1. First we examine the operator DX around each puncture zj, with monodromy
γj ∈ Zr. With respect to the trivialization φj , u is identified with a map uj : Θ+ → X
and the connection is identified with a 1-form φds+ ψdt+ λjdt for φ,ψ : Θ+ → g. Since
lim
s→+∞
uj(s, t) = vj(t) := e
−λjtκj . For the purpose of studying Fredholm properties of
DX , we can deform X = (A, u) such that over Θ+, uj(s, t) = e
−λjtκj , and A = d+ λjdt.
Then, after this modification, we have
DX ξ = ∂ξ +
1
2
∇ξXλj (uj) +
s∑
l=0
e−ρl(λjt)∇ξ∇F (δj,A)l (uj).
Denote Wj =
∑s
l=0 F
(δj,A)
j;l .
Step 2. Now we see that on Uj we have an S
1-equivariant splitting v∗jTX˜ ≃ v∗jTX˜j ⊕
v∗j N˜j. Moreover, since dFl vanishes along the normal bundle N˜j, the operator DX splits
over Uj as the direct sum of two operators
DTj : Γ
(
Θ+, v
∗
jTX˜j
) → Ω0,1(Θ+, v∗jTX˜j),
DNj : Γ
(
Θ+, v
∗
j N˜j
) → Ω0,1(Θ+, v∗j N˜j).
Step 3. We consider the tangential part DTj . If zj is narrow, then Wj |X˜j ≡ 0. In this
case DTj is the same as a usual homogeneous Cauchy-Riemann operator. We trivialize
v∗jTX˜j over Θ+ so that we can write
v∗jTX˜j ≃
bj⊕
ν=1
L(ν)
and the restriction of DTj to Uj is the direct sum of D
(ν)
j : Ω
0(Uj , L
(ν))→ Ω0,1(Uj , L(ν)).
Here each D
(ν)
j is of type II2 in the sense of Definition 5.8.
If zj is broad, then Wj|X˜j is a holomorphic Morse function. The Hessian of W˜j at κj,A
is a real quadratic form Hj on TκjX˜j satisfying Hj(·, ·) = −Hj(J ·, J ·). Then we have
decomposition of TκjX˜j into complex lines
TκjX˜j ≃
bj⊕
ν=1
Z(ν)
with respect to which the Hessian is diagonalized. On each Zν , Hj has eigenvalues ±bν
for some bν > 0. The path of diffeomorphisms e
λjt induces a trivialization of v∗jTX˜j
along S1. Therefore we have a trivialization Uj × Tκj X˜j → v∗jTX˜j, which is well-defined
since X˜j is fixed by γj . With respect to this trivialization, DTj splits as the direct sum
of operators
D
(ν)
j : Ω
0
(
Θ+, L
(ν)
j
)→ Ω0,1(Θ+, L(ν)j ), ν = 1, . . . , bj .
Each D
(ν)
j is of type II1 in the sense of Definition 5.8.
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Step 4. Now we consider the normal component DNj . By (P2) of Hypothesis 2.5 and
(Q2) of Hypothesis 2.8, the Hessian of Wj vanishes in the normal direction. Therefore,
DNj ξ = ∂ξ +
1
2
∇ξXλj (uj).
On the other hand, we have the splitting of normal bundles
N˜j ≃
n⊕
i=bj+1
N˜
(i)
j ,
where each N˜ (i) is an S1-equivariant line bundle over X˜j . If we denote L
(i)
j = v
∗
j N˜
(i)
j ,
then DNj splits as the direct sum of Cauchy-Riemann operators D
(i)
j : Ω
0(Θ+, L
(i)
j ) →
Ω0,1(Θ+, L
(i)
j ). Each D
(i)
j is of type I in the sense of Definition 5.8.
Step 5. So far, for each cylindrical end, we have constructed a splitting
E|Uj = v∗jTX˜ ≃
n⊕
i=1
L
(i)
j (5.10)
and differential operators
D(i)j : Ω
0
(
Θ+, L
(i)
j
)→ Ω0,1(Θ+, L(i)j )
such that DX−
⊕n
i=1 D
(i)
j is a compact operator. We claim that the union of the splittings
over ∪kj=1Uj can be extended to whole Σ∗.
Indeed, over Σ∗\∪kj=1Uj the bundle E is trivial. Choosing a trivialization, the splitting
(5.10) induces a smooth map from ∂
(
Σ∗ \ ∪lj=1Uj
)
to the flag manifold Flag(Cn). Since
Flag(Cn) is simply-connected, this map can be smoothly extended to Σ∗ \∪lj=1Uj, which
means we extend the splitting (5.10) to the interior.
Then we obtained a splitting of E as direct sum of line bundles L(i) → Σ∗ for i =
1, . . . , n. The differential operators D(i)j on L
(i)|Uj = L(i)j can be extended smoothly
to D(i) : Ω0(L(i)) → Ω0,1(L(i)), while the ambiguities of the extensions are compact
operators. By our construction in previous steps, D(i) is admissible in the sense of
Definition 5.8. Apply Proposition 5.9 to each D(i), we see that there exists δ0 > 0 such
that for all δ ∈ (0, δ), each D(i) induces a Fredholm operator
D(i) :W 1,pτ
(
L(i)
)→ Lpτ(Λ0,1 ⊗ L(i)).
Moreover, each L(i) extends to an orbi-bundle L(i) → C and
ind
(
DX
)
=
n∑
i=1
ind
(
D(i)
)
=
n∑
i=1
(
2− 2g − b(L(i),D(i)) + 2⌊L(i)⌋)
= (2− 2g)dimCX˜ − b(~C) + 2
n∑
i=1
⌊
L(i)
⌋
.
(5.11)
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Proposition 5.5 follows by noticing that the sum of all ⌊L(i)⌋ is equal to
cG1 ·
[
X
]− ∑
zj narrow
(
nj(~C) + 1
)
.
6. Stable solutions and the compactness theorem
From this section on we start to consider the compactification of the moduli space of
the perturbed gauged Witten equation.
6.1. Solitons.
Definition 6.1. Let δ ∈ (0, 1], λ ∈ i[0, 1) ∩ (iZ/r) and γ = exp(2πλ). We have the
function W˜
(δ)
γ : X˜ → C introduced in (2.5) and W˜ (δ)λ : Θ× X˜ → C given by
W˜
(δ)
λ (s, t, x) =
s∑
l=0
eρl(λt)F
(δ)
γ;l (x). (6.1)
Consider the equation for a map u : Θ→ X˜
∂su+ J
(
∂tu+Xλ(u)
)
+ 2∇W˜ (δ)λ (u) = 0. (6.2)
The energy of a solution u is defined as
E(u) =
1
2
∥∥∂su∥∥2L2(Θ) + 12∥∥∂tu+ Xλ(u)∥∥2L2(Θ) + ∥∥∇W˜ (δ)λ (u)∥∥2L2(Θ).
A solution u to (6.2) whose energy is finite and whose image has compact closure is called
a (λ, δ)-soliton, or simply a soliton. A soliton having nonzero energy is called nontrivial,
otherwise it is called trivial.
We see that the data (λ, δ) naturally gives a ±λ-cylindrical model of the perturbed
gauged Witten equation with parameters (σ = 0, δ) (on the positive part Θ+ and the
negative part Θ−, respectively). If u is a soliton, then the restriction of (u, 0) to Θ± is a
bounded solution to the corresponding cylindrical model. Then by Theorem 4.2, for any
(λ, δ)-soliton, there exist κ± ∈ X˜γ such that
lim
s→±∞
eλtu(s, t) = κ±.
We define the evaluation of the soliton by u± = κ±.
Lemma 6.2. If γ = exp(2πλ) is narrow, then every (λ, δ)-soliton is trivial.
Proof. Abbreviate W˜λ = W˜
(δ)
λ and W˜ = W˜
(δ)
γ . Define v : Θ → X by v(s, t) =
erλtu(rs, rt). Then
∂sv(s, t) + J∂tv(s, t) = m(e
rλt)∗
(
∂su(rs, rt) + J(∂tu(rs, rt) + Xλ(u(rs, rt)))
)
= − 2m(erλt)∗∇W˜λ(rs, rt, u(rs, rt)) = −2m∇W˜ (v(s, t)).
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Moreover, v(s, ·) converges uniformly to κ± as s→ ±∞. Therefore
2m
∥∥∇W˜ (v)∥∥2
L2(Θ)
= −
∫
Θ
〈
∂sv + J
(
∂tv
)
,∇W˜ (v)〉dsdt
= −
∫
Θ
dW˜ · (∂sv + J(∂tv))dsdt
= − 2
∫
Θ
∂W˜ (v)
∂z
dsdt
= 2π
(
W˜ (κ−)− W˜ (κ+)
)
.
(6.3)
Since γ is narrow, W˜ (κ−) = W˜ (κ+) = 0. Then v is holomorphic. Since v is a multiple
cover of u, v has finite energy. By removal of singularity, v extends to a holomorphic
sphere. By (X1) of Hypothesis 2.1, (X˜, ω) is aspherical, v ≡ κ± is a constant. So u has
zero energy. 
On the other hand, if γ is broad, then similar to (6.3),∥∥∇W˜ (δ)λ (u)∥∥2L2(Θ) = 2π(W˜ (δ)γ (κ−)− W˜ (δ)γ (κ+)).
In particular, this implies that ImW˜
(δ)
γ (κ−) = ImW˜
(δ)
γ (κ+).
A stable (λ, δ)-soliton is a finite sequence
u = (u1, . . . , uν)
where for each α = 1, . . . , ν, uα is a nontrivial (λ, δ)-soliton such that
(uα)+ = (uα+1)− ∈ X˜γ, α = 1, . . . , ν − 1.
6.2. Stable solutions and convergence. Let ~C be a rigidified r-spin curve with punc-
tures z1, . . . , zk.
Definition 6.3. A stable solution to the perturbed gauged Witten equation over ~C is
a triple (
A, u, {uj}zj broad
)
where
(1) (A, u) is a bounded solution to the perturbed gauged Witten equation on ~C.
(2) For each broad puncture zj, uj = (uj;1, . . . , uj;νj) is a stable (λj , δj)-soliton, where
λj is the residue of the r-spin structure at zj and δj = δj,A ∈ (0, 1] introduced in
(2.20).
(3) If νj ≥ 1, then
evj(A, u) = (uj;1)− ∈ Crit
(
W˜
(δj)
γj |X˜γj
)
.
Now we can define the topology in the space of stable solutions. At the “tails”, the
convergence of the stable solitons are just an A-parametrized version of convergence of
stable solutions to the corresponding Floer type equation (6.2), because in ∇W˜ (δj)λi , the
parameter δj depends on A. Therefore it suffices to define the convergence of a sequence
of usual solutions over ~C to a stable solution. The definition in the rest of cases can be
easily written down and we omit it.
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Definition 6.4. Suppose (A(i), u(i)) is a sequence of solutions to the gauged Witten
equation over a fixed rigidified r-spin curve ~C with underlying punctured Riemann surface
Σ∗. We say that the sequence converges to a stable solution ((A, u), {uj}zj broad) if the
following conditions are satisfied.
(1) (A(i), u(i)) converges to (A, u) in W 1,ploc -topology.
(2) For each broad puncture zj , If uj = (uj;1, . . . , uj;νj) and νj ≥ 1, then the following
conditions are satisfied.
• For α = 1, . . . , νj , there are sequences s(i)α > 0 such that
lim
i→+∞
s(i)α = +∞, α > α′ =⇒ lim
i→+∞
s(i)α − s(i)α′ = +∞.
• Let (u(i), h(i)) be the sequence of solutions to the cylindrical model obtained
by restricting (A(i), u(i)) to Uj(2). Then for each α, the sequence u
(i)(s
(i)
α +·, ·)
converges to uj;α uniformly on any compact subset of Θ.
• We have
lim
s→+∞
lim sup
i→∞
E
(
A(i), u(i);Uj(s
(i)
νj
+ s)
)
= 0.
(3) For each broad puncture zj , if νj = 0, then
lim
s→+∞
lim sup
i→∞
E
(
A(i), u(i);Uj(s)
)
= 0.
Now we state the compactness theorem.
Theorem 6.5. If (A(i), u(i)) ∈ A × Γ(Y ) is a sequence of smooth bounded solutions to
the gauged Witten equation (2.21) with
sup
i
E(A(i), u(i)) <∞,
then there is a subsequence (still indexed by i), a stable solution ((A, u), {uj}zj broad), and
a sequence of smooth gauge transformations g(i) ∈ G such that (g(i))∗(A(i), u(i)) converges
to ((A, u), {uj}zj broad) in the sense of Definition 6.4.
7. Energy quantization in blowing up
Now we start to prove the compactness theorem of the moduli space of gauged Witten
equation. The first main concern is about the uniform C0-bound on the solutions, which
is the prerequisite of applying all the bubbling analysis.
We first summarize the methods of achieving C0-bound in relevant situations when
the target space is noncompact. In gauged Gromov-Witten theory, one can achieve the
C0-bound by imposing the equivariant convexity assumption on the target space (see
[CGMS02, Page 555]). This is an assumption generalizing the convexity condition in
[EG91]. In Fan-Jarvis-Ruan’s LG A-model theory, for a quasi-homogeneous superpoten-
tial f on CN , the crucial condition for C0-control is a growth estimate of df ([FJR08,
Theorem 5.8]), deduced from the nondegeneracy of the singularity.
In this paper we also imposed a convexity condition at infinity ((X4) of Hypothesis
2.1), a more concrete form of the assumption used in [CGMS02]. However, since we have
to perturb the equation, the solutions are no longer holomorphic and there are error
terms in the estimate (see Proposition 8.2). So a priori, there could exist a sequence of
bounded solutions which escape to infinity in the limit near broad punctures. One way
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to overcome this trouble is to establish an energy quantization property for the a priori
blow-up of C0-norm (Theorem 7.1). Then a C0-bound follows from a local maximal
principle argument.
One of the difficulty in establishing the energy quantization comes from the fact that
the inhomogeneous term of the Witten equation is not bounded and not proper. The
ǫ-regularity argument only applies in a scale comparable to
∣∣∇W˜A∣∣−1. Moreover, CritW
is the union of two parts,
X˜B :=
{
(x, p) | Q(x) = 0}, X˜S := {(⋆, p) | p ∈ C}.
If the blow-up happens in the region away from X˜B and X˜S , then it is easy to establish
the energy quantization (Proposition 7.5); if the blow-up happens near X˜B and X˜S , then
the magnitude of ∇W˜A can change dramatically and we have to use different arguments
(Proposition 7.4 and Proposition 7.6).
We remark that one should be able to generalize the results of this section to the case
of complete intersections, i.e., the superpotential is of the form p1Q1+ p2Q2+ . . .+ pkQk
on a manifold X ×Ck, where Qi : X → C are homogeneous functions and p1, . . . , pk are
the complex variables of the Ck-factor.
The main technical result of this section is stated in terms of local models.
Theorem 7.1. For each H > 0, there exists ǫ0 = ǫ0(H) > 0 satisfying the following
condition. Suppose we have a sequence (βi, σi, δi) of parameters of local models over Br∗
and a corresponding sequence of solutions (ui, hi). Suppose
lim
i→∞
∣∣µ(ui(0))∣∣ = +∞, ∥∥hi∥∥L∞(Br∗) ≤ H. (7.1)
Then there exists a subsequence (still indexed by i) such that one of the following condi-
tions holds.
(1) We have lim
r→0
lim
i→∞
E(ui, hi;Br) ≥ ǫ0.
(2) We have lim
i→∞
σi = 0 (uniformly on Br∗) and there exists r0 > 0 (depending on
the subsequence) such that
lim
i→∞
inf
Br0
∣∣µ(ui)∣∣ = +∞. (7.2)
The proof is given in Subsection 7.1
Corollary 7.2. For every E > 0, there exists ǫE > 0 satisfying the following conditions.
Suppose (Ai, ui) is a sequence of solutions to the perturbed gauged Witten equation over
~C such that E(Ai, ui) ≤ E. Then there exist a subsequence (still indexed by i), and
sequences of points
{zαi }1≤α≤l, {zj,βi }zj broad, 1≤β≤lj (7.3)
satisfying the following conditions (here d (resp. d˜) is the distance of the cylindrical
metric on Σ∗ (resp. smooth metric on Σ)).
(1) For each α = 1, . . . , l, limi→∞ z
α
i = z
α ∈ Σ∗ and all zα’s are distinct.
(2) For each α = 1, . . . , l, we have
lim
i→∞
∣∣µ(ui(zαi ))∣∣ = +∞, lim
r→0
lim
i→∞
E(Ai, ui;Br(z
α
i )) ≥ ǫE.
(3) For each broad puncture zj and β = 1, . . . , lj , z
j,β
i ∈ Uj and
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• For each β, lim
i→∞
d˜
(
zj,βi , zj
)
= 0;
• For any β1 6= β2, we have lim inf
i→∞
d
(
zj,βi , z
j,β′
i
)
> 0.
• For any β, lim
i→∞
∣∣µ(ui(zj,βi ))∣∣ =∞ and limr→∞ limi→∞E(Ai, ui;Br(zj,βi )) ≥ ǫE.
(4) For any sequence zi of points in Σ
∗, if lim inf
i→∞
d(zi, z
α
i ) > 0 for all α = 1, . . . , l,
lim inf
i→∞
d(zi, z
j,β
i ) > 0 for all broad punctures zj and β = 1, . . . , lj , lim inf
i→∞
d˜(zi, zj) >
0 for all narrow punctures zj, then
lim sup
i→∞
∣∣µ(ui(zi))∣∣ <∞.
Proof. For each q ∈ Σ∗, we can restrict (Ai, ui) to Br∗(q) to obtain a solution (ui, hi)
to a local model. By the equation ∆hidsdt = FAi , the elliptic estimate and Sobolev
inequality, we see that there exists H(E) > 0 such that for all i and all q ∈ Σ∗,
sup
q
sup
i
∥∥hi∥∥Br∗(q) ≤ H(E). (7.4)
Abbreviate ǫ0 = ǫ0(H(E)).
We construct the sequences zαi by an induction argument. We take an exhausting
sequence of compact subsets of Σ∗, denoted by K(l), l = 1, 2, . . .. We consider
lim sup
i→∞
∥∥µ(ui)∥∥L∞(K(l)).
If it is finite, then we move on to K(l+1). If it is infinite, then there exist a subsequence
(still indexed by i) and a sequence of points qi ∈ K(l) which converges to some q ∈ K(l),
such that lim
i→∞
∣∣µ(ui(qi))∣∣ = +∞. Then we can apply Theorem 7.1 to the sequence (ui, hi)
which is the solution to the local model obtain by restricting (Ai, ui) to Br∗(qi). Then
there is a subsequence (still indexed by i) such that
lim
r→0
lim
i→∞
E(Ai, ui;Br(qi)) ≥ ǫ0.
(Here the second case of Theorem 7.1 doesn’t happen because the area form is uniformly
bounded from below near q.)
Now we replace Σ∗ by Σ∗ \{q}, and retake an exhausting sequence of compact subsets
{K(l)} of Σ∗ \ {q}. We restart the induction process. It is easy to see that the induction
process stops until we find a finite subset Z = {z1, . . . , zl}, a subsequence (still indexed
by i) and sequences ziα for which (1) and (2) are satisfied for ǫE = ǫ0, because the total
energy of (Ai, ui) is uniformly bounded.
Now we consider the possible blowing up at a broad puncture zj. Take S > 0 suffi-
ciently large so that Uj(S) ∩ Z = ∅. Therefore for each K > 0, we have
lim sup
i→∞
∥∥µ(ui)∥∥L∞([S,S+K]×S1) <∞.
Now suppose there exist a subsequence (still indexed by i) and a sequence of points
zi = (si, ti) ∈ Uj(S) such that with
lim
i→∞
si = +∞, lim
i→∞
∣∣µ(ui(zi))∣∣ = +∞.
We claim that
lim
r→0
lim sup
i→∞
E (Ai, ui;Br(zi)) ≥ ǫ0. (7.5)
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Suppose it is not true, then consider the subset
Θ∗ :=
{
z ∈ Θ = R× S1 | lim sup
i→∞
|µ(zi + z)| =∞
}
.
Theorem 7.1 implies that Θ∗ has nonzero measure. There are two possibilities.
(I) Suppose the boundary of Θ∗ is a finite set, then Θ∗ has infinite area. On the other
hand, let hi = hAi : Uj → gC be the function defined by (2.16). In the same way as
deriving (7.4), we may assume that
sup
i
∥∥hi∥∥L∞(Uj) ≤ H(E).
By the definition of δj,i = δj,Ai (see (2.20)), we have inf i δj,i =: δ > 0. Then take
M(E) := sup
|h|≤H(E), δ≤δ≤1
|h− log δ|
X˜
, (7.6)
which, by Lemma 2.3, is finite. Let L of Θ+ be a compact subset. Then for i sufficiently
large, for any z ∈ zi + L, ehi(z)δ−1j,i ui(z) /∈ K˜γj where K˜γj ⊂ X˜ is the compact subset in
(P5) of Hypothesis 2.8. Then by the definition of |h|
X˜
, we have∣∣∣∇W˜Ai(ui(z))∣∣∣ = ∣∣∣ s∑
l=0
eρl(hi(z))∇F (δj,i)l (ui(z))
∣∣∣
=
∣∣∣(ehi(z))∗(dW˜ (δj,i)γj (ehi(z)ui(z)))∣∣∣
=
(
δj,i
)r∣∣∣(ehi(z)δ−1j,i )∗(dW˜γj (ehi(z)δ−1j,i ui(z)))∣∣∣
≥ δrM(E)−1cγj .
Here cγj > 0 is the one in (P5) of Hypothesis 2.8. Therefore
E(Ai, ui) ≥ E(Ai, ui; zi + L) ≥
∫
zi+L
∣∣∣∇W˜Ai(ui)∣∣∣2dsdt ≥ δrM(E)−1cγjArea(L).
This contradicts with the energy bound because Area(L) can be arbitrarily large.
(II) Suppose the boundary of Θ∗ is an infinite set, then choose an integer m > E/ǫ0
and m distinct points w1, . . . , wm of z ∈ ∂Θ∗. Then by the definition of Θ∗, there exists
a subsequence (still indexed by i) and sequences of points wl,i, l = 1, . . . ,m such that
lim
i→∞
wl,i = wl, lim
i→∞
∣∣µ(ui(zi + wl,i))∣∣ = +∞.
On the other hand, use the trivialization of the G-bundle over Uj , the restriction of
(Ai, ui) to the diskBr∗(zi+wl,i) is a sequence of solutions to some sequence of local models
over Br∗, which satisfy the hypothesis of Theorem 7.1. However, the second implication
of Theorem 7.1 doesn’t holds because wl,i converges to a point on the boundary of Θ
∗.
Therefore
lim
r→0
lim
i→∞
E(Ai, ui;Br(zi + wl,i)) ≥ ǫ0.
By the choice of m, this contradicts with the energy bound of (Ai, ui).
Therefore (7.5) is true. Moreover, the set Θ∗ must be finite because for any z ∈ Θ∗,
we can prove (7.5) is true with zi replaced by zi+z. The energy bound implies that such
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points are only of finitely many. Then we do an induction to construct a subsequence
(still indexed by i) and sequences zj,βi = (s
j,β
i , t
j,β
i ), β = 1, 2, . . . such that
lim
i→∞
sj,βi = +∞, ∀β 6= β′, lim
i→∞
d
(
zj,βi , z
j,β′
i
)
> 0
and
lim
i→∞
∣∣µ(ui(zj,βi ))∣∣ = +∞, limr→∞ limi→∞E(Ai, ui;Br(zj,βi )) ≥ ǫ0.
Since the energy is uniformly bounded, the induction process stops at finite time. There-
fore, whenever the induction stops, the sequences zj,βi satisfy the conditions listed in
(3) of this corollary 7.2 for ǫE = ǫ0. Item (4) of this corollary is obvious from our
construction. 
7.1. Proof of Theorem 7.1. The proof of Theorem 7.1 follows from Lemma 7.3, Propo-
sition 7.4–7.6 below. First we introduce some notations. For any solution u = (u, h) to
a local model over Br, parametrized by (σ, β, δ), we have the following density functions
of (u, h) which are comparable to the square root of the potential density functions.
p′(z) := p′(u)(z) =
∣∣∇W˜ (δ)h (u(z))∣∣,
p′′(z) := p′′(u)(z) =
√
σ(z)
∣∣µ(u(z))∣∣,
p(z) := p(u)(z) = p′(z) + p′′(z).
Lemma 7.3. There exist ǫ1 > 0, C1 > 0, r1 ∈ (0, r∗], λ1 ∈ (0, 12 ] and for p > 2, c(p) > 0,
satisfying the following conditions. Suppose r ∈ (0, r1] and (u, h) is a solution to the local
model on Br parametrized by (β, σ, δ). If
r sup
z∈Br
p(z) ≤ 1, E(u, h;Br) ≤ ǫ1, (7.7)
then there exists a gauge transformation g : Br → G such that if we denote by (u′, h′) =
g∗(u, h) and φ′ + iψ′ = 2(∂h′/∂z), then for every λ ∈ (0, λ1], we have
diam
(
u′(Bλr)
) ≤ C1(∥∥dAu∥∥L2(Br) +√r + λ),∥∥dAu∥∥Lp(Bλr) ≤ c(p)(λr) 2p−1(∥∥dAu∥∥L2(Br) +√r + λ). (7.8)
Let KQ ⊂ X be the subset in (Q1) of Hypothesis 2.5 and K˜0 =
{
(x, p) ∈ X˜ | x ∈
KQ, |p| ≤ 1
}
. For any D > 0, denote
X˜DB =
{
x ∈ X˜ \ K˜0 | d(x, X˜B) ≤ D
}
, X˜DS =
{
x ∈ X˜ \ K˜0 | d(x, X˜S) ≤ D
}
.
Proposition 7.4. For each H > 0 there exist ǫ2 = ǫ2(H) > 0, M2 = M2(H) > 0 and
D = D(H) > 0 satisfying the following condition.
Suppose r ∈ (0, r∗] and (u, h) is a solution to the local model with parameter (β, σ, δ)
on Br with finite energy. If u(0) ∈ X˜DB and∥∥h∥∥
L∞(Br)
≤ H, p(0) ≥ 1
2
sup
Br
p ≥M2, p′(0) ≥ p′′(0), rp(0) = λ ∈ (0, 1], (7.9)
then we have
E(u, h;Br) ≥ ǫ2λ2.
The next proposition considers the case that the image of u is away from X˜S ∪ X˜B .
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Proposition 7.5. There exist ǫ3 > 0 and for each H > 0, a constant M3 = M3(H) >
0 satisfying the following condition. Suppose (u, h) is a solution the local model with
parameter (β, σ, δ) on Br with r ∈ (0, r∗], such that∥∥h∥∥
L∞(Br)
≤ H, p(0) ≥ 1
2
sup
z∈Br
p(z) ≥M3, rp(0) = λ ∈ (0, 1]; (7.10)
and such that either of the following two conditions are satisfied:
(I) u(0) /∈ X˜DB ∪ X˜DS , (II) p′′(0) ≥ p′(0). (7.11)
Here D = D(H) > 0 is the one of Proposition 7.4. Then
E(u, h;Br) ≥ ǫ3λ2.
The remaining case is that the blow up happens near X˜S = {(⋆, p) | p ∈ C}. The func-
tion W is degenerate along the normal direction of X˜S and we couldn’t find a straight-
forward argument to deal with this situation. Instead we have the following proposition,
from whose proof one can see that it is a corollary to the above two propositions.
Proposition 7.6. For each H > 0 there exists ǫ4 = ǫ4(H) > 0 satisfying the following
condition.
Suppose (βi, σi, δi) is a sequence of parameters of local models of gauged Witten equa-
tion over Br with r ∈ (0, r∗] and suppose (ui, hi) are a sequence of corresponding solu-
tions. Suppose
lim
i→∞
pi(0) =∞,
∥∥hi∥∥L∞(Br) ≤ H
and
p
′
i(0) ≥ p′′i (0), pi(0) ≥
1
2
sup
Bri
pi, ui(0) ∈ X˜DS .
Here ri = pi(0)
−1 and D = D(H) is the one of Proposition 7.4. Then there exists a
subsequence (still indexed by i) such that one of the following conditions holds
(1) We have
lim
r→∞
lim
i→∞
E(ui, hi;Br) ≥ ǫ4. (7.12)
(2) lim
i→∞
σi = 0 uniformly on Br∗ and there exists τ > 0 (which may depend on the
subsequence) such that
lim
i→∞
inf
Bτ
∣∣µ(ui)∣∣ = +∞. (7.13)
Proof of Theorem 7.1. First, if there exists a subsequence (still indexed by i) and a se-
quence zi → 0 such that limi→∞ pi(zi) = ∞, then the conclusion holds according to
Proposition 7.4, 7.5 and 7.6. Indeed, let ri := pi(0)
−1 which converges to zero. Apply
Hofer’s lemma (Lemma A.5) to the function pi : Bri(zi) → R. Then there exist a point
yi ∈ Bri(zi) and δi ∈ (0, ri/2] such that
pi(yi) ≥ 1
2
sup
Bδi (yi)
pi, δipi(yi) ≥ ri
2
pi(zi) =
1
2
.
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By taking a subsequence, we may assume that either p′′i (yi) ≥ p′i(yi), or p′i(yi) ≥ p′′i (yi).
In the former case, for i large enough, (7.10) and (II) of (7.11) are satisfied by (ui, hi)
over Bδi(yi). Then by Proposition 7.5, for i large enough, we have
E(ui, hi;Bδi(yi)) ≥ ǫ3
(
δipi(yi)
)2 ≥ ǫ3
4
.
In the latter case, by taking a subsequence, we have three distinct possibilities.
(1) For all i, ui(yi) ∈ X˜DB . Then by Proposition 7.4, for i large enough (so that (7.9)
is satisfied by (ui, hi) over Bδi(yi)), we have
E(ui, hi;Bδi(yi)) ≥ ǫ2
(
δipi(yi)
) ≥ ǫ2
4
.
(2) For all i, ui(yi) /∈ X˜DB ∪ X˜DS , Then by Proposition 7.5, for i large enough (so that
(7.10) and (I) of (7.11) are satisfied by (ui, hi) over Bδi(yi)), we have
E(ui, hi;Bδi(yi)) ≥ ǫ3
(
δipi(yi)
)2 ≥ ǫ3
4
.
(3) For all i, ui(yi) ∈ X˜DS . Then since limi→∞ yi = 0, we can choose r′ small enough
so that Br′(yi) ⊂ Br. Then we can apply Proposition 7.6 to (ui, hi) restricted to
Br′(yi). It implies that by taking a further subsequence, we have either
lim
r→0
lim
i→∞
E(ui, hi;Br(yi)) ≥ ǫ4,
or lim
i→∞
σi = 0 uniformly and there is τ > 0 (depending on the subsequence) such
that
lim
i→∞
inf
Bτ (yi)
∣∣µ(ui)∣∣ =∞.
Since yi → 0, this implies the conclusion for ǫ0 = min{ǫ2/4, ǫ3/4, ǫ4} and τ0 = τ .
It remains to consider the case that pi doesn’t blow up at 0. Then we can assume
that there exist a subsequence (still indexed by i) and τ > 0 (which depends on the
subsequence) such that
lim sup
i→∞
∥∥pi∥∥L∞(Bτ ) =M <∞.
Then we can take τ smaller than both the r1 of Lemma 7.3 and
1
M
. By taking a sub-
sequence, we can assume for all i, either E(ui, hi;Bτ ) > ǫ0 or E(ui, hi;Bτ ) ≤ ǫ0. In
the former case the current lemma is proven; in the latter case, (7.7) is satisfied and by
Lemma 7.3 and (7.8), (ui, hi) is gauged equivalent to some (u
′
i, h
′
i) such that
diam(u′(Bλ0τ )) ≤ C,
where λ0 ∈ (0, 12 ] is the one in Lemma 7.3 and C is a constant, independent of the
sequence. Thus this implies ui(Bλ0τ ) escape to infinity uniformly. Thus (7.2) is true and
necessarily σi should converges to zero uniformly. 
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7.2. Proof of Lemma 7.3. Let φ,ψ : Br → g be the functions defined by φ + iψ =
2(∂h/∂z). We pull back (u, h) and φds + ψdt via the rescaling B1 → Br given by
w 7→ z = rw, which is denoted by (ur, hr),and φrds+ψrdt. Denote Ar = d+φrds+ψrdt.
Then
∂ψr − ∂tφr + r2σµ∗(ur) = 0.
Hence by (7.7) we have∥∥FAr∥∥L∞(B1) = r2∥∥σµ(ur)∥∥L∞(Br) ≤ r2( sup
Br
√
σ
)(
sup
Br
p
′′
)
≤ r
√
σ+.
There exists f : B1 → g solving the Neumann boundary value problem
∆f = d∗(φrds+ ψrdt), − ∂f
∂n
dθ = (φdt− ψds)|∂B1 , f(0) = 0.
It means that the gauge transformation g = ef will turn Ar into Coulomb gauge on B1.
Denote g∗Ar = d+ φ
′
rds+ ψ
′
rdt, then there is a universal constant c > 0 such that∥∥φ′r∥∥L∞(B1) + ∥∥ψ′r∥∥L∞(B1) ≤ c∥∥FAr∥∥L∞(B1) ≤ cr√σ+.
Denote u′r = g
−1ur, h
′
r = hr + f , u
′(z) = u′r(z/r). Then in this new gauge,
∂su
′
r + Xφ′r(u
′
r) + J(∂tu
′
r + Xψ′r(u
′
r)) + 2r∇W˜ (δ)h′r (u
′
r) = 0. (7.14)
By (X3) of Hypothesis 2.1, there exists a constant C1 > 0 (which is abusively used in
this proof) such that ∥∥Xφ′r(u′r)∥∥L2(B1) + ∥∥Xψ′r(u′r)∥∥L2(B1)
≤ √π
(∥∥Xφ′r(u′r)∥∥L∞(B1) + ∥∥Xψ′r(u′r)∥∥L∞(B1))
≤ C1r
√
σ+
(
1 + sup
Br
√
|µ(u)|
)
≤ C1r
√
σ+
(
1 + (σ−)−
1
4 sup
Br
√
p
)
≤ C1(σ+) 14
√
r.
(7.15)
Since σ+ is bounded from above, we can take r1 sufficiently small so that
r ≤ r1 =⇒ C1(σ+)
1
4
√
r ≤ 1
2
ǫ2. (7.16)
Here ǫ2 is the one in Lemma A.3. We can also assume that E(u, h;Br) ≤ ǫ1 ≤
(
1
4ǫ2
)2
.
Then by (7.15) and (7.16), we have∥∥du′r∥∥L2(B1) ≤ ∥∥∂su′r + Xφ′r(u′r)∥∥L2(B1) + ∥∥∂tu′r + Xψ′r(u′r)∥∥L2(B1)
+
∥∥Xφ′r(u′r)∥∥L2(B1) + ∥∥Xψ′r(u′r)∥∥L2(B1)
≤ 2
√
E(u, h;Br) + C1(σ
+)
1
4
√
r ≤ ǫ2.
On the other hand, by (7.15) and (7.16), we have∥∥∥Xφ′r(u′r) + JXψ′r (u′r) + 2r∇W˜ (δ)h′r (u′r)∥∥∥L∞(B1)
≤ ∥∥Xφ′r(u′r)∥∥L∞(B1) + ∥∥Xψ′r(u′r)∥∥L∞(B1) + 2r∥∥∇W˜ (δ)h′r (u′r)∥∥L∞(B1) ≤ 3.
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Take λ1 =
1
6ǫ2ǫp. For λ ∈ (0, λ1], the restriction of u′r to B2λ satisfies the assumptions
of Lemma A.3. Thus there exists c(p) > 0 (which is abusively used below) such that∥∥du′∥∥
Lp(Bλr)
= r
2
p
−1∥∥du′r∥∥Lp(Bλ)
≤ c(p)(λr)
2
p
−1
(∥∥du′r∥∥L2(B2λ1 ) + 6λ)
≤ c(p)(λr)
2
p
−1
(∥∥dAu∥∥L2(Br) + ∥∥Xφ′r(u′r)∥∥L2(B2λ1 ) + ∥∥Xψ′r(u′r)∥∥L2(B2λ1 ) + 6λ)
≤ c(p)(λr)
2
p
−1
(∥∥dAu∥∥L2(Br) +√r + λ).
We used (7.10) to derive the last inequality. Moreover, there exists C1 > 0 such that
diam
(
u′(Bλr)
)
= diam
(
u′r(Bλ)
) ≤ C1(∥∥dAu∥∥L2(Br) +√r + λ).
Lastly, we may assume that for the same c(p) > 0, we have∥∥dAu∥∥Lp(Bλr) ≤ ∥∥du′∥∥Lp(Bλr) + ∥∥Xφ′(u′)∥∥Lp(Bλr) + ∥∥Xψ′(u′)∥∥Lp(Bλr)
≤ ∥∥du′∥∥
Lp(Bλr)
+ r−1
(∥∥Xφ′r(u′r)∥∥L∞ + ∥∥Xψ′r(u′r)∥∥L∞)(πλ2r2) 1p
≤ c(p)(λr)
2
p
−1
(∥∥dAu∥∥L2(Br) +√r + λ).
Thus Lemma 7.3 is proved.
7.3. Proof of Proposition 7.4. We assume first that D ≤ 1/2. By Lemma 7.3, we
know that there exist ǫ˜1 > 0, r˜1 > 0 and λ˜1 ∈ (0, 12 ] such that if E(u, h;Br˜) ≤ ǫ˜1, r˜ ≤ r˜1,
then up to gauge transformation, diam
(
u(B
λ˜1r˜
)
) ≤ 1/2. Then we can assume that M2
is big enough such that r ≤ λM−12 ≤ r˜1. Then u
(
B
λ˜1r
) ⊂ X˜1B . It suffices to prove that
there exists ǫ2 > 0 such that
E(u, h;B
λ˜1r
) ≥ ǫ2λ2. (7.17)
Denote ∂Au =
1
2
(
∂su+Xφ(u)+J∂tu+JXψ(u)
)
. Let πN : TX˜
1
B → TX˜1B be the orthog-
onal projection onto the distribution spanned over C by ∂/∂p and ∇Q and abbreviate
πN (∂Au(z)) = VN (z). To prove (7.17), we need the following estimate, which follows
from straightforward but technical calculations and estimates.
Lemma 7.7. For each H > 0, there exist c > 0, λ˜2 ∈ (0, 12 ], M2 > 0, ǫ˜2 > 0 and D > 0
such that if (u, h) satisfies (7.9) with this H, this M2 and u(0) ∈ X˜DB , and E(u, h) ≤ ǫ˜2,
then u
(
B
λ˜2r
) ⊂ X˜2DB and over Bλ˜2r we have
∆
∣∣VN ∣∣2 ≥ −c∣∣VN (0))∣∣2(1 + ∣∣dAu∣∣2 + ∣∣dh′′∣∣2 + ∣∣FA∣∣). (7.18)
The proof is given in Subsection 7.6.
Now take any λ˜ ∈ (0, λ˜2]. We apply the local maximal principle [GT01, Theorem 9.20]
for p = 1, n = 2, R = λ˜r, u =
∣∣∂Au∣∣2 and f equal to the right hand side of (7.18), we
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see that there exists a constant c′ > 0 (independent of λ˜ and r) such that
1
c′
∣∣VN (0)∣∣2 ≤ 1
(λ˜r)2
∫
B
λ˜r
∣∣VN ∣∣2dsdt
+ cλ˜r
∣∣VN (0)∣∣2(λ˜r + ∥∥dAu∥∥2L4(B
λ˜r
)
+
∥∥dh′′∥∥2
L4(B
λ˜r
)
+
∥∥FA∥∥L2(B
λ˜r
)
)
.
Therefore, we see
E(u, h;B
λ˜r
) ≥ 1
2
∫
B
λ˜r
∣∣VN ∣∣2dsdt ≥ (λ˜r)2
2c′
∣∣VN (0)∣∣2
− (λ˜r)
3c
2
∣∣VN (0)∣∣2(λ˜r + ∥∥dAu∥∥2L4(B
λ˜r
)
+
∥∥dh′′∥∥2
L4(B
λ˜r
)
+
∥∥FA∥∥L2(B
λ˜r
)
)
. (7.19)
To proceed, we need
Lemma 7.8. There exist ǫ˜′2 > 0, λ˜
′
2 ∈ (0, 12 λ˜2] such that if E(u, h;Bλ˜2r) ≤ ǫ˜′2, then
λ˜′2r
(
λ˜′2r +
∥∥dAu∥∥2L4(B
λ˜′
2
r
)
+
∥∥dh′′∥∥2
L4(B
λ˜′
2
r
)
+
∥∥FA∥∥L2(B
λ˜′
2
r
)
)
≤ 1
2cc′
. (7.20)
Proof. We can ignore the terms λ˜′2r and ‖FA‖L2(Bλ˜′
2
r
) in (7.20) because they are easily
bounded by the radius and the energy on B
λ˜′2r
. On the other hand, by Lemma 7.3 and
(7.8), if E(u, h;Br) is sufficiently small, then for p = 4, we have
λ˜′2r
∥∥dAu∥∥2L4(B
λ˜′
2
r
)
≤ c2(4)
(∥∥dAu∥∥L2(Br) +√r + λ˜′2)2.
On the other hand, define h′′r (z) = h
′′(rz) for z ∈ B1. Then by the elliptic estimate over
B1, for some universal constant c
′′ > 0,
λ˜′2r
∥∥dh′′∥∥2
L4(B
λ˜′
2
r
)
= λ˜′2
∥∥dh′′r∥∥2L4(B
λ˜′
2
)
≤ λ˜′2c′′
∥∥∆h′′r∥∥2L2(B1)
= c′′λ˜′2r
2
∥∥∆h′′∥∥2
L2(Br)
= c′′λ˜′2r
2
∥∥FA∥∥2L2(Br).
Therefore it is easy to see Lemma 7.8 is true. 
Then by (7.19) and Lemma 7.8, we see that if E(u, h;Br) ≤ ǫ˜′2, then
E(u, h;Br) ≥ E(u, h;Bλ˜′2r) ≥
(λ˜′2r)
2
4c2
∣∣VN (0)∣∣2 ≥ (λ˜′2r)2
4c2
p(0)2
16
=
(λ˜′2)
2
64c2
λ2.
Here the third inequality uses Lemma 7.12. Therefore Proposition 7.4 holds for
ǫ2 = min
{
ǫ˜1, ǫ˜2, ǫ˜
′
2,
(λ˜′2)
2
64c2
}
and the M2 and D which we already specified.
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7.4. Proof of Proposition 7.5. Suppose (u, h) satisfies (7.10) with M3 undetermined.
By Lemma 7.3, there exist ǫ˜ > 0, λ˜ ∈ (0, 1/2] and M˜ > 0 such that if E(u, h;Br) ≤ ǫ˜
and p(0) ≥ M˜ (so r is small enough), then (u, h) is gauge equivalent to a triple (u′, h′)
such that diam
(
u′(B
λ˜r
)
) ≤ 1/4. Take M3 ≥ M˜ . So without loss of generality we may
assume that diam
(
u(B
λ˜r
)
) ≤ 1/4. Moreover, by the equation ∆h′′ + σµ∗(u) = 0, we can
take ǫ˜ > 0 small enough such that
sup
B
λ˜r
∣∣ρ0(h′′)∣∣− inf
B
λ˜r
∣∣ρ0(h′′)∣∣ ≤ log 2. (7.21)
(I) Assume that p′′(0) ≥ p′(0). Then∣∣µ(0)∣∣ ≥ (√σ+)−1p′′(0) ≥ M3
2
√
σ+
.
By the properness of µ and (X3) of Hypothesis 2.1, we may take M3 big enough so that
for any z ∈ B
λ˜r
(u(z) is at most 1/4 away from u(0)), we have∣∣∇µ(u(z)))∣∣ ≤ ∣∣µ(u(z))∣∣.
Therefore∣∣µ(u(z)) − µ(u(0))∣∣ ≤ sup
t∈[0,1]
∣∣∇µ(u(tz))∣∣ · d(u(z), u(0)) ≤ 1
4
sup
B
λ˜r
∣∣µ(u)∣∣.
Therefore by the triangle inequality, we have
sup
B
λ˜r
∣∣µ(u)∣∣ ≤ 4
3
∣∣µ(u(0))∣∣.
Then we have ∣∣µ(u(z))∣∣ ≥ ∣∣µ(u(0))∣∣ − ∣∣µ(u(0)) − µ(u(z))∣∣ ≥ 1
2
∣∣µ(u(0))∣∣.
Therefore by the property of σ, we have
p
′′(z)2 = σ(z)
∣∣µ(u(z))∣∣2 ≥ 1
8
σ(0)
∣∣µ(u(0))∣∣2 = 1
8
p
′′(0)2.
Therefore
E(u, h;Br) ≥
∫
B
λ˜r
p
′′(z)2 ≥ π
8
(
λ˜rp′′(0)
)2 ≥ ( π
32
(λ˜)2
)
λ2.
(II) Assume that p′(0) ≥ p′′(0) and u(0) /∈ X˜DB ∪ X˜DS . For convenience we introduce
p
′
0(z) =
∣∣∣eρ0(h)∇F0(u(z))∣∣∣, p′+(z) = ∣∣∣β(z) s∑
l=1
eρl(h)∇F (δ)l (u(z))
∣∣∣.
Let KQ ⊂ X be the compact subset of (Q1) of Hypothesis 2.5 and K˜ = KQ×B1 ⊂ X˜ .
We claim that there exists a constant α = α(D) ∈ (0, 1) such that if
(x, p) /∈ K˜ ∪ X˜
D
2
B ∪ X˜
D
2
S =⇒ α
∣∣∇2W (x, p)∣∣ ≤ ∣∣∇W (x, p)∣∣. (7.22)
To justify our claim, with respect to the product structure X˜ = X × C, we write
∇W (x, p) = (p∇Q(x), Q(x)), ∇2W (x, p) = ( p∇2Q(x) ∇Q(x)〈·,∇Q(x)〉 0
)
.
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It suffices to bound each component of ∇2W by components of ∇W . Indeed, if (x, p) /∈
K˜ ∪ X˜
D
2
B ∪ X˜
D
2
S , then either |p| ≥ 1 and d(x, ⋆) ≥ D/2 or |p| ≤ 1, x /∈ KQ and d(x,XQ) ≥
D/2. In the former case, by (Q1) of Hypothesis 2.5, there exists α1(D) > 0 such that
α1(D)|∇2Q(x)| ≤ |∇Q(x)|; so p∇2Q and ∇Q can be controlled by p∇Q. In the latter
case, there exists α2(D) > 0 such that α2(D)|∇Q(x)| ≤ |Q(x)|. Then ∇Q and p∇2Q can
be controlled by Q (by (Q1) of Hypothesis 2.5). The claim is proved.
On the other hand, by Lemma 7.10 below, we have p′+(z) ≤ cP (H). Therefore
M3 ≤ p(0) ≤ 2p′(0) ≤ 2p′0(0) + 2p′+(0) ≤ 2p′0(0) + 2cP (H).
Taking M3 =M3(H) ≥ 4cP (H), we have
p
′
0(0) ≥M3/4, p′0(0) ≥ p′+(0). (7.23)
By the expression of p′0 and the fact that |h| ≤ H, we may take M3 big enough such that
u(B
λ˜r
) ∩ K˜ = ∅.
On the other hand, by Lemma 7.3 we may take M3 big enough and λ˜ small enough such
that
diam
(
u(B
λ˜r
)
) ≤ min{α/4,D/2}.
Then u(B
λ˜r
) ⊂ X˜ \ (K˜ ∪ X˜
D
2
B ∪ X˜
D
2
S ). Then by (7.22), for any z ∈ Bλ˜r, we have∣∣∣∣∣∇W (u(z))∣∣− ∣∣∇W (u(0))∣∣∣∣∣ ≤ sup
t∈[0,1]
∣∣∇2W (u(tz))∣∣α
4
≤ 1
4
sup
B
λ˜r
∣∣∇W (u)∣∣.
Then by triangle inequality,
sup
B
λ˜r
∣∣∇W (u)∣∣ ≤ 4
3
∣∣∇W (u(0))∣∣.
Therefore∣∣∇W (u(z))∣∣ = ∣∣∇W (u(0))∣∣ − (∣∣∇W (u(0))∣∣ − ∣∣∇W (u(z))∣∣) ≥ 1
2
∣∣∇W (u(0))∣∣.
Then by (7.21), we have p′0(z) ≥ 14p′0(0); then by (7.23) we have p′(0) ≥ p′(0)/8 and
E(u, h;Br) ≥
∫
B
λ˜r
p
′(z)2 ≥ π
64
(
λ˜rp′(0)
)2 ≥ π(λ˜)2
256
λ2.
Therefore we see that ǫ3 = min
{
ǫ˜, 2−8π(λ˜)2
}
and M3 big enough satisfy the condition
stated in this proposition.
7.5. Proof of Proposition 7.6. Suppose that the sequence (ui, hi) satisfies the hy-
pothesis of Proposition 7.6. Since ‖hi‖L∞(Br) is uniformly bounded, pi(0)→ +∞ implies
that
∣∣µ(ui(0))∣∣ → +∞. We write the map as ui(z) = (ui(z), pi(z)) with respect to the
decomposition X˜ = X × C. Then the condition ui(0) ∈ X˜DS implies that
lim
i→∞
∣∣pi(0)∣∣ = +∞.
Projecting the Witten equation onto the C-factor, we have
∂
∂z
(
eρs(hi)pi
)
= −eρs(hi)
(
eρ0(hi)Q(ui) + βe
ρs(hi)δri a
)
. (7.24)
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Denote si(z) the norm of the inhomogeneous term of (7.24) at z. By taking a subsequence,
there are two possibilities.
(I) There exist ρ > 0 and M > 0 (which may depend on the subsequence) such that
for every i,
sup
z∈Bρ
si(z) ≤M.
Then by the standard diameter estimate for Cauchy-Riemann equations (with target
C), we see that pi diverges to infinity uniformly on B ρ
2
. Therefore (7.13) holds and
lim
i→∞
σi = 0. Otherwise
E(ui, hi;Br) ≥
∫
B ρ
2
σi
∣∣µ(ui)∣∣2dsdt→∞.
This contradicts with the uniform bound on energies of (ui, hi).
(II) There exists a sequence yi ∈ Br∗ , yi → 0 such that
lim
i→∞
si(yi) =∞. (7.25)
Denote τi = si(yi)
−1. Applying Hofer’s lemma (Lemma A.5) to the function si on B τi
2
(yi),
we see that there exist zi ∈ B τi
2
(yi) and ρi ∈ (0, τi4 ] such that
si(zi) ≥ 1
2
sup
Bρi (zi)
si, si(zi)ρi =
1
4
. (7.26)
Now, equation (7.24) and Lemma A.3 imply that for some λ0 small enough up to gauge
transformation,
diam (pi (ui(Bλ0ρi(zi)))) ≤ 1. (7.27)
(Here the target is C, so we don’t need the condition that the energy of ui|Bρi (zi) is small.)
Then applying Hofer’s lemma to the function pi on Bλ0ρi(zi), we obtain wi ∈ B 1
2
λ0ρi
(zi),
κi ∈ (0, 14λ0ρi] such that
pi(wi) ≥ 1
2
sup
Bκi (wi)
pi, κipi(wi) ≥ λ0ρipi(zi)
4
≥ λ0
16
. (7.28)
Notices that
pi(wi) ≥ pi(zi) ≥ si(zi) ≥ si(yi)→ +∞. (7.29)
Claim. For sufficiently large i, we have that either ui(wi) /∈ X˜DS or p′′i (wi) ≥ p′i(wi).
Proof of the claim. Suppose that there is a subsequence (still indexed by i) such that
ui(wi) ∈ X˜DS and p′i(wi) ≥ p′′i (wi). We write ∇W˜(δi)hi (ui) as
∇W˜(δi)hi (ui) = eρ0(hi)
(
Q(ui)
pi∇Q(ui)
)
+ β∇W(δi)′hi (ui).
Then ui(wi) ∈ X˜DS implies that Q(ui(wi)) and ∇Q(ui(wi)) are both bounded. Then
by (7.29) and the uniformly bound on hi, we have
p
′
i(wi) ≥ p′′i (wi) =⇒ p′i(wi)→ +∞ =⇒
∣∣pi(wi)∣∣→ +∞
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Then (7.27) implies that
∣∣pi(ui(zi))∣∣ ≥ ∣∣pi(ui(wi))∣∣/2. However, (7.25) and (7.26) imply
that
∣∣Q(ui(zi))∣∣→ +∞ and hence ∣∣∇Q(ui(zi))∣∣+∞. Therefore∣∣∣pi(zi)∇Q(ui(zi))∣∣∣ >> ∣∣∣pi(wi)∇Q(ui(wi))∣∣∣,
which contradicts with (7.28). Therefore the claim holds. 
Now applying Proposition 7.4 (if ui(wi) ∈ X˜DB and p′′i (wi) < p′i(wi)) or Proposition 7.5
(if ui(wi) /∈ X˜DB or p′′i (wi) ≥ p′i(wi)) to the disk Bκi(wi), with the condition (7.28), we
see that for any r > 0 and sufficiently large i,
E(ui, hi;Br) ≥ E(ui, hi;Bκi(wi)) ≥ 2−8min{ǫ2, ǫ3}λ20.
(7.12) holds for ǫ4 = 2
−8min{ǫ2, ǫ3}λ20.
7.6. Proof of Lemma 7.7. Let NB ⊂ TX˜1B be the distribution spanned over C by
∂/∂p and ∇Q and let TB be its orthogonal complement. Let πT = Id− πN .
Lemma 7.9. πT and πN are G-invariant tensor fields and
(1) For any Z ∈ TX˜1B,
∇JZπT = −J∇ZπT , ∇JZπN = −J∇ZπN . (7.30)
(2) There exists cQ > 0 (which we can assume to coincide with the one of (Q1) of
Hypothesis 2.8) such that in X˜1B,∣∣∇πT ∣∣ ≤ cQ, ∣∣∇πN ∣∣ ≤ cQ, ∣∣∇2πT ∣∣ ≤ cQ, ∣∣∇2πN ∣∣ ≤ cQ. (7.31)
Proof. The distribution NB and the metric are both G-invariant so πN and πT are
G-invariant.
It is easy to see that with respect to the decomposition TX˜1B ≃ TB ⊕ NB, for any
tangent vector Z, we can write It is easy to see that with respect to the decomposition
TX˜1B ≃ TB ⊕NB, for any tangent vector Z, we can write
∇ZπT = −∇ZπN =
(
0 FZ
F ∗Z 0
)
, FZ : NB → TB.
Moreover, the restriction of FZ to the
∂
∂p
-direction is zero. Now we have
FJZ (∇Q) = −πT∇JZ∇Q = πT (J∇Z∇Q) = JπT∇Z∇Q = −JFZ(∇Q).
Here the second equality follows from Lemma 3.4. Since TX˜1B ≃ TB ⊕ TN is J-linear,
we see F ∗JZ = −JF ∗Z . Therefore (7.30) is proven.
To estimate ∇πT , we see that by (Q1) of Hypothesis 2.5, for any Z, we have
|FZ(∇Q)| = |πT∇Z∇Q| ≤ cQ |∇Q| |Z|. (7.32)
Now we consider the second derivative of πT . In X˜
1
B , we can write the Levi-Civita
connection as
∇ =
(
∇T −F
F ∗ ∇N
)
.
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Then
∇2πT = [∇,∇πT ] =
(
−2FF ∗ ∇TF − F∇N
∇NF ∗ − F ∗∇T 2F ∗F
)
. (7.33)
Therefore it suffices to consider the two off-diagonal terms, which are adjoint to each
other. Consider the upper-right one. Take tangent vectors Z1, Z2 with ∇Z1Z2 vanishes
at a point. Then at that point, using (Q1) of Hypothesis 2.5, we see∣∣(∇TZ1FZ2 − FZ2∇NZ1)∇Q∣∣
≤ ∣∣∇TZ1πT∇Z2∇Q∣∣+ ∣∣FZ2πN∇Z1∇Q∣∣
≤ ∣∣∇Z1πT∇Z2∇Q∣∣+ ∣∣FZ2πN∇Z1∇Q∣∣
≤ ∣∣FZ1∇Z2∇Q∣∣+ ∣∣∇Z1∇Z2∇Q∣∣+ ∣∣FZ2πN∇Z1∇Q∣∣
≤ cQ|Z1||Z2|
∣∣∇Q∣∣.
By (7.32), (7.33) and above we see (7.31) holds. 
Lemma 7.10. For any H > 0, there exists cP = cP (H) > 0 such that if |h| ≤ H and
δ ≤ 1, then for any x ∈ X˜,
s∑
l=1
∣∣eρl(h)∇(j)F (δ)l (x)∣∣ ≤ cP (j = 1, 2, 3). (7.34)
Moreover, if (u, h) is a solution to a local model over Br such that
∥∥h∥∥
L∞(Br)
≤ H and
u(Br) ⊂ X˜1B, then for any z ∈ Br,∣∣πT (∂Au(z))∣∣ ≤ cP . (7.35)
Proof. The first estimate follows from the hypothesis |h(z)| ≤ H and (P3) of Hypothesis
2.8. By the equation ∂Au+ W˜ (u) = 0 we have
πT (∂Au) = −πT (∇W˜ (u)) = −πT (∇W ′(u)) = −βπT
( s∑
l=1
eρl(h)∇F (δ)l (u)
)
.
Then (7.35) follows from (7.34) with j = 1. 
Now we consider the Hessian of W˜h in X˜
1
B . With respect to the decomposition NB ⊕
TB, we write
∇2Wh =
(
E1 E2
E3 E4
)
, ∇2W˜h = E˜ =
(
E˜1 E˜2
E˜3 E˜4
)
.
On the other hand, with respect to the splitting TX˜ = C⊕ TX, we have
∇2Wh = eρ0(h)
(
0 (∇Q)∗
∇Q p∇2Q
)
. (7.36)
Lemma 7.11. For any H > 0, there exist cH > 0, D1 = D1(H) > 0 and a compact
subset K˜1 := K˜1(H) ⊂ X˜ such that if |h| ≤ H and x ∈ X˜D1B \ K˜1, then∣∣E˜i(z, x)∣∣ ≤ cH(1 + ∣∣∇W˜h(z, x)∣∣), ∣∣E˜i(z, x)∣∣ ≤ 1
6
∣∣E˜1(z, x)∣∣.
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In particular, ∣∣E˜1(z, x)∣∣ ≥ 1
2
∣∣E˜(z, x)∣∣.
Proof. By the definition of E˜i and (7.36), we see that for i = 2, 3, 4,∣∣E˜i∣∣ ≤ ∣∣eρ0(h)p∇2Q∣∣+ ∣∣∇2W ′h∣∣
≤ cQ
∣∣eρ0(h)p∇Q∣∣+ cP (H)
≤ cQ
∣∣∇W˜h∣∣+ cQcP (H) + cP (H).
Therefore the first inequality holds by choosing cH properly. On the other hand, if
x ∈ X˜DB and D ≤ 1/2cQ, then by (7.36),∣∣E˜1∣∣ ≥ ∣∣E1∣∣− ∣∣∇2W ′h∣∣
≥ ∣∣eρ0(h)∇Q∣∣− ∣∣eρ0(h)p∇2Q∣∣− cP (H)
≥ ∣∣eρ0(h)∇Q∣∣− cQD∣∣eρ0(h)∇Q∣∣− cP (H)
≥ 1
2
∣∣eρ0(h)∇Q∣∣− cP (H).
Moreover, since |h| ≤ H, we can take K˜(H) sufficiently big such that if x /∈ K˜(H), then∣∣eρ0(h)∇Q(x)∣∣ ≥ e−|ρ0(H)|∣∣∇Q(x)∣∣ ≥ 50cP (H).
We take D ≤ 1/24cQ. Then for i = 2, 3, 4, we have∣∣E˜i∣∣ ≤ cQ∣∣eρ0(h)p∇Q∣∣+ cP (H)
≤ cQD
∣∣eρ0(h)∇Q∣∣+ cP (H)
≤ 2cQD
∣∣E˜1∣∣+ 2cQcP (H)D + cP (H)
≤ 2cQD
∣∣E˜1∣∣+ 2cP (H)
≤ 1
6
∣∣E˜1∣∣.

Lemma 7.12. For any H > 0, there exists M2(H) > 0 such that if (u, h) is a solution
to a local model over Br satisfying (7.9) and
∥∥h∥∥
L∞(Br)
≤ H, u(Bρ) ⊂ X˜1B. Then for
any z ∈ Bρ, we have ∣∣∂Au(z)∣∣ ≤ 4∣∣∂Au(0)∣∣ ≤ 8∣∣πN (∂Au(0))∣∣ (7.37)
Proof. Indeed, by (7.9),∣∣∂Au(z)∣∣ = p′(z) ≤ p(z) ≤ 2p(0) ≤ 4p′(0) = 4∣∣∂Au(0)∣∣.
On the other hand, by (7.9) and (7.34), we have
M2(H)/2 ≤
∣∣∂Au(0)∣∣ ≤ ∣∣πN (∂Au(0))∣∣ + cP .
So the second inequality of (7.37) holds if M2(H) is big enough. 
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Proof of Lemma 7.7. Let D = D1(H)/2 where D1(H) comes from Lemma 7.11. Then
by Lemma 7.3, for certain M2 > 0 and λ˜2 > 0, if (u, h) satisfies (7.9) for this M2 and
u(0) ∈ X˜DB , then diam
(
u(B
λ˜2r
)
) ≤ D. Then we can take M2 = M2(H) > 0 big enough
such that u(B
λ˜2r
) ⊂ X˜2DB \K˜1(H) and (7.37) is satisfied. Then we can apply the estimates
obtained in Lemma 7.10, 7.11, 7.12.
Abbreviate ∂Au = V and πN (∂Au) = VN . Then we have
1
2
∆
(∣∣VN ∣∣2) = 1
2
∂2s
〈
VN , VN
〉
+
1
2
∂2t
〈
VN , VN
〉
= ∂s
〈
DA,sVN , VN
〉
+ ∂tu
〈
DA,tVN , VN
〉
=
∣∣DA,sVN ∣∣2 + ∣∣DA,tVN ∣∣2 + 〈(D2A,s +D2A,t)VN , VN〉.
(7.38)
Then we have(
D2A,s +D
2
A,t
)
VN
= DA,s
(
DA,s − JDA,t
)
VN + JDA,t
(
DA,s − JDA,t
)
VN + J
[
DA,s,DA,t
]
VN
= 4D0,1A D
1,0
A VN + J
[
DA,s,DA,t
]
VN
= 4D0,1A D
1,0
A VN + JR(vs, vt)VN + J∇VNXFA .
(7.39)
By (X2) and (X4) of Hypothesis 2.1, there exist cR, cµ > 0 such that∣∣∣〈JR(vs, vt)VN , VN〉∣∣∣ ≤ cR∣∣VN ∣∣2∣∣dAu∣∣2. (7.40)
∣∣∣〈J∇VNXFA , VN〉∣∣∣ ≤ ∣∣VN ∣∣2∣∣FA∣∣∣∣∇2µ∣∣ ≤ cµ∣∣FA∣∣∣∣VN ∣∣2. (7.41)
Abbreviate ∂ = ∂/∂z, ∂ = ∂/∂z, ∂∂ = ∂2/∂z∂z. Then We have
D0,1A D
1,0
A VN = −D0,1A D1,0A πN
(∇W˜h)
= −D0,1A
((∇V πN)∇W˜h + πN(∇V∇W˜h + ∂β∇W ′h(u)))
=
[
D0,1A ,∇∇W˜hπN
]∇W˜h + (∇∇W˜hπN)D0,1A ∇W˜h
− (∇∂AuπN)(∇V∇W˜h + ∂β∇W ′h(u))
+ πN
(
D0,1A ∇∇W˜h∇W˜h − ∂∂β∇W
′
h(u)− ∂βD0,1A ∇W ′h(u)
)
.
(7.42)
We estimate the above expression term by term.
(I) By (1) of Lemma 7.9, for any tangent vector field Z1 and Z2, we have[
DA,s,∇Z1πN
]
(Z2) =
(∇2vs,Z1πN)(Z2) + (∇DA,sZ1πN)(Z2),[
DA,t,∇Z1πN
]
(Z2) =
(∇2vt,Z1πN)(Z2) + (∇DA,tZ1πN)(Z2). (7.43)
69
Therefore, ∣∣∣[D0,1A ,∇∇W˜hπN]∇W˜h∣∣∣
≤
(∣∣∇
D
1,0
A ∇W˜h
πN
∣∣+ ∣∣∇2
vs,∇W˜h
πN
∣∣+ ∣∣∇2
vt,∇W˜h
πN
∣∣)∣∣V ∣∣
≤ cQ
(∣∣D1,0A ∇W˜h∣∣+ ∣∣dAu∣∣∣∣∇W˜h∣∣)∣∣V ∣∣
≤ cQ
(
cP +
∣∣∇V∇W˜h∣∣+ ∣∣∇W˜h∣∣∣∣dAu∣∣)∣∣V ∣∣
≤ cQ
(∣∣E˜1∣∣∣∣VN ∣∣+ ∣∣E˜2∣∣∣∣πT (V )∣∣+ cP + ∣∣∇W˜h∣∣∣∣dAu∣∣)∣∣V ∣∣
≤ cQ
(∣∣E˜∣∣∣∣VN ∣∣+ cP ∣∣E˜∣∣+ cP + ∣∣dAu∣∣2)∣∣V ∣∣.
We briefly explain how we obtain this estimate. To derive the first inequality, we used
(7.43) and (2) of Lemma 7.9; to derive the second inequality we used (2) of Lemma 7.9;
to derive the third inequality we used the expression of D1,0A ∇W˜h in (3.16). Then〈[
D0,1A ,∇∇W˜hπN
]∇W˜h, VN〉
≥ − cQ
∣∣E˜∣∣∣∣V ∣∣∣∣VN ∣∣2 − cQcP ∣∣E˜∣∣∣∣V ∣∣∣∣VN ∣∣− cQ(cP + ∣∣dAu∣∣2)∣∣V ∣∣∣∣VN ∣∣
≥ − 1
64
∣∣E˜∣∣2∣∣VN ∣∣2 − (4cQ)2∣∣∇W˜h∣∣2∣∣VN ∣∣2
− 1
64
∣∣E˜∣∣2∣∣VN ∣∣2 − (4cQcP )2∣∣V ∣∣2 − cQ(cP + ∣∣dAu∣∣2)∣∣V ∣∣2
≥ − 1
32
∣∣E˜∣∣2∣∣VN ∣∣2 − c(1)P,Q(1 + ∣∣dAu∣∣2)∣∣VN (0)∣∣2.
(7.44)
Here c
(1)
P,Q > 0 depends on cP and cQ and the last inequality uses Lemma 7.12.
(II) For the second summand of (7.42), we have∣∣(∇
∇W˜h
πN
)(
D0,1A ∇W˜h
)∣∣
≤ cQ
∣∣V ∣∣∣∣D0,1A ∇W˜h∣∣
≤ cQ
∣∣V ∣∣(cP + ∣∣∂Au∣∣∣∣∇2W˜h∣∣+ ∣∣dh′′∣∣(cP + ∣∣∇Wh∣∣))
≤ cQ
∣∣V ∣∣∣∣E˜∣∣∣∣∂Au∣∣+ cQ∣∣V ∣∣(cP + 2cP ∣∣dh′′∣∣+ ∣∣dh′′∣∣∣∣V ∣∣)
≤ cQ
∣∣E˜∣∣∣∣V ∣∣∣∣dAu∣∣+ cQ∣∣V ∣∣(cP + (cP )2 + 2∣∣dh′′∣∣2 + ∣∣dAu∣∣2).
(7.45)
Here the first inequality uses (2) of Lemma 7.9; the second one uses the expression of
D0,1A ∇W˜h in (3.17) and the bound on perturbation terms given by Lemma 7.10. Then〈(∇
∇W˜h
πN
)(
D0,1A ∇W˜h
)
, VN
〉
≥− cQ
∣∣E˜∣∣∣∣VN ∣∣∣∣V ∣∣∣∣∂Au∣∣− cQ(cP + (cP )2 + 2∣∣dh′′∣∣2 + ∣∣dAu∣∣2)∣∣V ∣∣2
≥− 1
64
∣∣E˜∣∣2∣∣VN ∣∣2 − (4cQ)2∣∣dAu∣∣2∣∣V ∣∣2 − cQ(cP + (cP )2 + 2∣∣dh′′∣∣2 + ∣∣dAu∣∣2)∣∣V ∣∣2
≥− 1
64
∣∣E˜∣∣2∣∣VN ∣∣2 − c(2)P,Q(1 + ∣∣dh′′∣∣2 + ∣∣dAu∣∣2)∣∣VN (0)∣∣2.
(7.46)
Here c
(2)
P,Q > 0 depends on cP and cQ and the last inequality uses Lemma 7.12.
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(III) For the third summand of (7.42), we have
− 〈(∇∂AuπN)(∇V∇W˜h + (∂β)∇W ′h), VN〉
≥ − cQ
∣∣∂Au∣∣∣∣∇V∇W˜h∣∣∣∣VN ∣∣− cP cQ∣∣∂Au∣∣∣∣VN ∣∣
≥ − cQ
∣∣E˜∣∣∣∣VN ∣∣∣∣dAu∣∣∣∣V ∣∣− cP cQ∣∣dAu∣∣∣∣V ∣∣
≥ − 1
64
∣∣E˜∣∣2∣∣VN ∣∣2 − (4cQ)2∣∣dAu∣∣2∣∣V ∣∣2 − cP cQ∣∣dAu∣∣∣∣V ∣∣
≥ − 1
64
∣∣E˜∣∣2∣∣VN ∣∣2 − c(3)P,Q(1 + ∣∣dAu∣∣2)∣∣VN (0)∣∣2.
(7.47)
Here the first inequality we used (2) of Lemma 7.9 and the bound on ∇W ′h given by
Lemma 7.10; c
(3)
P,Q > 0 depends on cP and cQ and the last inequality uses Lemma 7.12.
(IV) For the fourth summand of (7.42), we have
− 〈πN((∂∂β)∇W ′h + (∂β)D0,1A ∇W ′h), VN〉
≥ − cP
∣∣VN ∣∣− ∣∣∂Au∣∣∣∣∇2W ′h∣∣∣∣VN ∣∣− cP ∣∣dh′′∣∣∣∣VN ∣∣
≥ − c(4)P,Q
(
1 +
∣∣dh′′∣∣2)∣∣VN (0)∣∣2.
(7.48)
Here we used the bounds on ∇W ′h and ∇2W ′h given by Lemma 7.10, and an expression
of D0,1A ∇W ′h similar to (3.17). The last inequality uses Lemma 7.12.
(V) Lastly, the dominating part of (7.42) is estimated as follows.
Lemma 7.13. There exist a constant c
(5)
H > 0, a compact subset K˜2 = K˜2(H) ⊂ X˜
which depends on H > 0 such that if a solution (u, h) to a local model over Bρ (for some
ρ > 0) satisfies (7.37) and∥∥h∥∥
L∞(Bρ)
≤ H, u(Bρ) ⊂ X˜D1B \ K˜2,
then〈
πN
(
D0,1A ∇∇W˜h∇W˜h
)
, VN
〉 ≥ 1
16
∣∣E˜∣∣2∣∣VN ∣∣2 − c(5)H (1 + ∣∣dAu∣∣2 + ∣∣dh′′∣∣2)∣∣VN (0)∣∣2. (7.49)
This lemma is proved at the very end of this section.
Without loss of generality, we may takeM2(H) big enough so that u(Bλ˜2r) ⊂ X˜2DB \K˜2.
Then by (7.38)–(7.49), we see that there is a constant c(H) > 0
1
2
∆
∣∣VN ∣∣2 ≥ − ∣∣VN ∣∣2(cR∣∣dAu∣∣2 + cµ∣∣FA∣∣)
− 1
32
∣∣E˜∣∣2∣∣VN ∣∣2 − c(1)P,Q∣∣VN (0)∣∣2(1 + ∣∣dAu∣∣2)
− 1
64
∣∣E˜∣∣2∣∣VN ∣∣2 − c(2)P,Q∣∣VN (0)∣∣2(1 + ∣∣dh′′∣∣2 + ∣∣dAu∣∣2)
− 1
64
∣∣E˜∣∣2∣∣VN ∣∣2 − c(3)P,Q∣∣VN (0)∣∣2(1 + ∣∣dAu∣∣)2
−c(4)P,Q
∣∣VN (0)∣∣2(1 + ∣∣dh′′∣∣2)
+
1
16
∣∣E˜∣∣2∣∣VN ∣∣2 − c(5)P,Q∣∣VN (0)∣∣2(1 + ∣∣dh′′∣∣2 + ∣∣dAu∣∣2)
≥ − c(H)∣∣VN (0)∣∣2(1 + ∣∣dh′′∣∣2 + ∣∣dAu∣∣2 + ∣∣FA∣∣).

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Proof of Lemma 7.13. We need the following estimate on the tensor field H˜A defined
locally by (3.18)–(3.19).
Lemma 7.14. For each H > 0, there exist cH > 0 and a compact subset K˜2(H) ⊂ X˜
satisfying the following conditions.
Let (β, σ, δ) be a parameter of a local model on Bρ and (u, h) ∈ C∞(Bρ, X˜ × g × g).
Suppose ∥∥h∥∥
L∞(Br)
≤ H, u(Bρ) ⊂ X˜ \ K˜2(H).
Then for any smooth vector field Z along u, we have∣∣H˜A(u, dAu,Z)∣∣ ≤ cH(∣∣dAu∣∣+ ∣∣dh′′∣∣)∣∣∇2W˜h∣∣∣∣Z∣∣.
Proof. By (3.18) and Lemma 7.10, it is easy to see that
∣∣β s∑
l=1
H
(l)
A (u, dAu,Z)
∣∣ ≤ cP (∣∣dAu∣∣+ ∣∣dh′′∣∣)∣∣Z∣∣. (7.50)
Therefore we only have to consider H
(0)
A . By the expression of H
(0)
A , we see∣∣eρ0(h)ρ0(i∂sh′′ − ∂th′′)∇Z∇F0∣∣ ≤ rerH ∣∣dh′′∣∣∣∣∇2Wh∣∣∣∣Z∣∣;∣∣eρ0(h)ρ0(∂sh′′ + i∂th′′)∇Z∇F0∣∣ ≤ rerH ∣∣dh′′∣∣∣∣∇2Wh∣∣∣∣Z∣∣. (7.51)
On the other hand, the term eρ0(h)GF0(vs, Z) (resp. e
ρ0(h)GF0(vt, Z)) is bounded by |vs|
(resp. |vt|) times the third order derivative of Wh in the vertical direction. By (Q1) in
Hypothesis 2.5, we have (up to certain universal or dimensional constants)∣∣∇3F0∣∣ ≤ ∣∣p∇3Q∣∣+ ∣∣∇2Q∣∣ ≤ cQ∣∣p∇2Q∣∣+ cQ∣∣∇Q∣∣ ≤ cQ∣∣∇2F0∣∣.
Then we have∣∣eρ0(h)GF0(vs, Z)∣∣ ≤ cQ∣∣∇2Wh∣∣∣∣vs∣∣∣∣Z∣∣, ∣∣eρ0(h)GF0(vt, Z)∣∣ ≤ cQ∣∣∇2Wh∣∣∣∣vt∣∣∣∣Z∣∣. (7.52)
Since
∣∣∇2Wh∣∣ ≥ ∣∣eρ0(h)∇Q∣∣ and ∣∣∇2W ′h∣∣ ≤ cP (H), there exists K˜2(H) such that outside
K˜2(H), 1 ≤
∣∣∇2Wh∣∣ ≤ 2∣∣∇2W˜h∣∣. Then the lemma follows from (7.50)–(7.52). 
Now we can prove Lemma 7.13. By the definition of H˜A and (3.20) we have
D0,1A ∇∇W˜h∇W˜h
= ∇
D
1,0
A ∇W˜h
∇W˜A + ∂β∇∇W˜h∇W
′
h + H˜
0,1
A
(
u, dAu,∇W˜h
)
= ∇
∇
∂Au
∇W˜h
∇W˜h + ∂β∇∇W˜h∇W
′
h +∇∂β∇W′A∇W˜h + H˜
0,1
A
(
u, dAu,∇W˜h
)
.
(7.53)
The summands of (7.53) can be estimated as follows.
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(I) We have〈∇
∇
∂Au
∇W˜h
∇W˜h, VN
〉
=
〈∇VN∇W˜h,∇∂Au∇W˜h〉
=
∣∣E˜1(VN )∣∣2 + ∣∣E˜2(VN )∣∣2 + 〈E˜1(VN ), E˜3(πT (V ))〉+ 〈E˜2(VN ), E˜4(πT (V ))〉
≥ 3
4
∣∣E˜1(VN )∣∣2 − ∣∣E˜3(πT (V ))∣∣2 − 1
4
∣∣E˜4(πT (V ))∣∣2
≥ 3
16
∣∣E˜∣∣∣∣VN ∣∣2 − (cP cH(1 + ∣∣V ∣∣))2.
(7.54)
To derive the last inequality we used Lemma 7.11.
(II) The terms in (7.53) containing the cut-off function β can be controlled as follows.〈
∂β∇
∇W˜h
∇W ′h, VN
〉 ≥ − cP ∣∣∇W˜h∣∣∣∣VN ∣∣ ≥ −cP ∣∣VN ∣∣∣∣dAu∣∣;〈∇∂β∇W ′h∇W˜h, VN〉 = 〈∇VN∇W˜h, (∂β)∇W ′h〉
≥ − cP
∣∣E˜1(VN )∣∣− cP ∣∣E˜2(VN )∣∣
≥ − 2cP
∣∣E˜∣∣∣∣VN ∣∣
≥ − 1
16
∣∣E˜∣∣2∣∣VN ∣∣2 − (4cP )2.
(7.55)
Here the first estimate follows from the uniform bound on ∇2W ′h and the second estimate
follows from Lemma 7.10 and 7.11.
(III) By Lemma 7.14, we have〈
H˜0,1A
(
u, dAu,∇W˜h
)
, VN
〉
≥ − c(6)P,Q
(∣∣dAu∣∣+ ∣∣dh′′∣∣)∣∣E˜∣∣∣∣∇W˜h∣∣∣∣VN ∣∣
≥ − 1
16
∣∣E˜∣∣2∣∣VN ∣∣2 − (4c(6)P,Q)2∣∣V ∣∣2(∣∣dAu∣∣2 + ∣∣dh′′∣∣2).
(7.56)
Then by (7.53)–(7.56) and redefining c
(6)
P,Q > 0 properly, we have〈
D0,1A
(∇
∇W˜h
∇W˜h
)
, VN
〉 ≥ 1
16
∣∣E˜∣∣2∣∣VN ∣∣2 − c(6)P,Q∣∣VN (0)∣∣2(1 + ∣∣dAu∣∣2 + ∣∣dh′′∣∣2).
So Lemma 7.13 is proved.
8. Proof of the compactness theorem
8.1. The uniform C0-bound. In this subsection, we show that the “bubbling at infin-
ity” won’t happen and solutions to the gauged Witten equation are uniformly bounded
everywhere. The argument is based on a maximal principle near the point where the
bubbling may happen a priori. Similar estimates appear [CGS00, Page 859], [CGMS02,
556] and [FJR08, Page 780].
Let F = Fb0 : X˜ → R be the G-invariant function in Lemma 2.4.
Lemma 8.1. Let H be the Hessian of F. Then we have
H(J ·, J ·) = H(·, ·). (8.1)
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Moreover, as a quadratic form on TX, we have
0 ≤ H ≤ 1. (8.2)
Proof. Since J is integrable, for any tangent vector V , we have
H(JV, JV ) = JV (JV F)− (∇JV JV )F = JV ω(Xξ, JV )− ω(Xξ, J∇JV V )
= JV 〈Xξ, V 〉 − 〈Xξ,∇JV V 〉 = 〈∇JV Xξ, V 〉.
Replacing JV by V , we have
H(V, V ) =
〈∇J(−JV )Xξ,−JV 〉 = 〈∇V Xξ,−JV 〉 = 〈∇JV Xξ, V 〉 .
The last equality is true because Xξ is Killing. Therefore (8.1) holds. On the other hand,
(8.2) follows from (X4) of Hypothesis 2.1 and the definition of F. 
Since F is G-invariant, it lifts to a function F : Y → R. We have
Proposition 8.2. For each E > 0, there exist c(E) > 0 such that for any solution (A, u)
to the perturbed gauged Witten equation with E(A, u) ≤ E, we have
∆cF(u) ≥ σ
2c0
∣∣µ(u)∣∣2 − c(E).
Here σ : Σ∗ → R+ is the ratio of the smooth metric over the cylindrical metric of Σ∗ and
c0 > 0 is the constant in Lemma 2.4.
Proof. Near any q ∈ Σ∗, we use the local model of the perturbed gauged Witten equation
so (A, u) gives a solution (u, h) : Br∗ → X˜ × g × g to a local model parametrized by
(β, σ, δ). Moreover, there exists H = H(E) such that
∥∥h∥∥
L∞(Br∗)
≤ H(E).
Over Br∗(q), the cylindrical area form can be expressed as τdsdt where τ : Br∗ → R,
which is uniformly bounded from above and uniformly bounded away from zero. Then
by the equation, we have
τ∆cF(u) = ∂s
〈∇F, vs〉+ ∂t〈∇F, vt〉
= ∂s
〈∇F,−Jvt − 2∇W˜A(u)〉+ ∂t〈∇F, Jvs + 2J∇W˜A(u)〉
= − 2∂s
〈∇F,∇W˜A(u)〉+ 2∂t〈∇F, J∇W˜A(u)〉
+ ∂s
〈∇F,−Jvt〉+ ∂t〈∇F, Jvs〉.
(8.3)
Now by Lemma 8.1 and (3.11) we have
∂s
〈∇F,−Jvt〉+ ∂t〈∇F, Jvs〉
= H
(
vs,−Jvt
)
+H
(
vt, Jvs
)
+
〈∇F,−JDA,svt + JDA,tvs〉
= 2H
(
∂Au, ∂Au
)− 2H(J∂Au, J∂Au)+ 〈∇F,−JXFA〉
= 2H
(
∂Au, ∂Au
)− 2H(∂Au, ∂Au)+ σ〈∇F, JXµ∗〉.
(8.4)
In the second identity we used (3.11) and in the third equality we used the vortex equation
FA + σµ
∗(u)dsdt = 0.
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On the other hand, denote W′A,b = dW
′
A · ∇F where d denotes the differential in the
vertical direction. Then
∂s
〈∇F,−2∇W˜A〉+ ∂t〈∇F,+2J∇W˜A〉
= − 4Re
[ ∂
∂z
〈〈∇F,∇W˜A(u)〉〉]
= − 4Re
[ ∂
∂z
WA(u) +
∂
∂z
(βW′A,b(u))
]
= − 4Re
[
dWA · ∂Au+ βdW′A,b · ∂Au+
∂β
∂z
W′A,b(u)
]
= − 4Re
[
dW˜A · ∂Au+ βd
(
W′A,b −W′A
) · ∂Au+ ∂β
∂z
W′A,b(u)
]
= 4
∣∣∂Au∣∣2 − 4Re[βd(W′A,b −W′A) · ∂Au+ ∂β∂zW′A,b(u)].
(8.5)
Then (8.3)–(8.5) imply that
τ∆cF(u) = 2H
(
∂Au, ∂Au
)− 2H(∂Au, ∂Au)+ σ〈∇F, JXµ∗〉+ 4∣∣∂Au∣∣2
− 4Re
[
βd
(
W′A,b −W′A
) · ∂Au+ ∂β
∂z
W′A,b(u)
]
≥ 2H(∂Au, ∂Au)− 2H(∂Au, ∂Au)+ σ〈∇F, JXµ∗〉+ 2 ∣∣∂Au∣∣2
− 2|β|2∣∣dW′A(u)− dW′A,b(u)∣∣2 − 4Re[∂β∂zW′A,b(u)]
≥ − 2|β|2∣∣dW′A(u)− dW′A,b(u)∣∣2 + σ〈∇F, JXµ∗〉− 4Re[∂β∂z W ′A,b(u)].
(8.6)
Here the second inequality follows from (8.2). Moreover, by Lemma 7.10 and (P3) of
Hypothesis 2.8 there exists c(E) > 0 depending on E such that∣∣dW′A(u)− dW′A,b(u)∣∣2 ≤ c(E), ∣∣W′A,b(u)∣∣ ≤ c(E)√1 + ∣∣µ(u)∣∣.
Then with the symbol c(E) abusively used, we have
τ∆cF(u) ≥ σ
〈∇F, JXµ∗〉− c(E)|β|2 − c(E)∣∣dβ∣∣√1 + ∣∣µ(u)∣∣
≥ σ
c0
∣∣µ(u)∣∣2 − c(E)|β|2 − c(E)∣∣dβ∣∣∣∣µ(u)∣∣
≥ σ
2c0
∣∣µ(u)∣∣2 − c(E)|β|2 − c(E)|dβ|2
2σ
≥ σ
2c0
∣∣µ(u)∣∣2 − c(E).
(8.7)
Here the last inequality follows from the fact that dβ is controlled by σ. 
Now we can prove the uniform bound on the section.
Theorem 8.3. For every E > 0, there exists K(E) > 0 such that for every solution
(A, u) to the perturbed gauged Witten equation with E(A, u) ≤ E, we have∥∥F(u)∥∥
L∞(Σ∗)
≤ K(E).
Proof. For any bounded solution (A, u) to the perturbed gauged Witten equation over
~C, the function F(u) extends continuously to Σ, thanks to Theorem 4.2. Moreover, the
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value of F(u) at every broad punctures is uniformly bounded because the limit at each
broad puncture zj lies in a uniformly bounded subset of X˜γj .
Suppose the statement is not true, then there exists a sequence (A(i), u(i)) of solutions
to the perturbed gauged Witten equation over ~C with E(A(i), u(i)) ≤ E such that
lim
i→∞
∥∥F(u(i))∥∥
L∞(Σ)
= +∞. (8.8)
By Corollary 7.2, there is a subsequene of the sequence (A(i), u(i)) (still indexed by i),
and sequences of points {z(i)β }1≤β≤m contained in Σ∗ which satisfy (3) of Corollary 7.2.
In particular, for each β and each small r > 0, the restriction of F(u(i)) to ∂Br(zi) is
uniformly bounded. Then, apply the mean value estimate to F(u(i)) restricted to Br(zi),
with the first differential inequality in Proposition 8.2, we see that
F
(
u(i)(z
(i)
β )
) ≤ max
∂Br(z
(i)
β )
F
(
u(i)
)
+
C(E)
8π
r.
This contradicts with the divergence of F(u(i)(z
(i)
β )). Therefore, m = 0; by Corollary
7.2, it means on any compact subset of the complement of narrow punctures, F(u(i)) is
uniformly bounded.
On the other hand, for any bounded solution (A, u), any r > 0 sufficiently small and
any narrow puncture zj , we define
Kj(A, u) = sup
∂B˜r(zj)
F(u).
Here B˜r(zj) is the radius r disk around zj with respect to the smooth metric. We also
take
K ′ = sup
{
F(x) | x ∈ X˜, ∣∣µ(x)∣∣ ≤ c0}
where c0 is the one in (2.4). Since µ is proper, K
′(E) is finite. We claim that for each
narrow puncture zj ,
sup
Br(zj)
F(u) ≤ max {Kj(A, u),K ′}. (8.9)
Then it leads to a contradiction with (8.8).
Indeed, take w ∈ Br(zj) with F(u(w)) = supBr(zj) F(u) > max{Kj(A, u),K ′}. If
w 6= zj , then near w we have
∆cF(u) ≥ σ
〈∇F(u), JXµ∗(u)〉 ≥ σc0 (∣∣µ(u)∣∣2 − c20) > 0. (8.10)
So F(u) is subharmonic near w and hence F(u) is constant on Br(zj). It contradicts
with the definition of Kj(A, u). On the other hand, if w = zj, choose τ ∈ (0, r) such
that infBτ (zj) F(u) ≥ K ′. Let ∆˜ be the Laplacian with respect to the smooth metric on
B˜r(zj). Then for any κ ∈ (0, τ), by the divergence formula, we have∫
B˜r(zj)\B˜κ(zj)
∆˜F(u) =
∫
∂B˜r(zj)
∂
∂ρ
F(u)−
∫
∂B˜κ(zj)
∂
∂ρ
F(u). (8.11)
Here ρ is the radial coordinate on B˜r(zj). By the exponential convergence of u near each
puncture (Theorem 4.3), there is an α > 0 such that |∂ρF(u)| ≤ ρα−1. Therefore let κ
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go to zero in (8.11), we see∫
∂B˜τ (zj)
∂
∂ρ
F(u) =
∫
B˜τ (zj)
∆˜F(u) ≥
∫
B˜r(zj)
〈∇F, JXµ∗〉 ≥ 1
c0
∫
B˜τ (zj)
(∣∣µ(u)∣∣2 − c20) ≥ 0.
Then since F(u) attains maximum at zj , F(u) is a constant on Br(zj). This constant is
bigger than Kj(A, u), which is a contradiction. Therefore (8.9) holds. 
8.2. Proof of Theorem 6.5.
Proposition 8.4. For every E > 0, with abuse of notation, there exists K(E) > 0
such that for every solution (A, u) to the perturbed gauged Witten equation (2.21) with
E(A, u) ≤ E, we have ∥∥dAu∥∥L∞(Σ∗) ≤ K(E).
Proof. The uniform bound on the section u implies that the inhomogeneous term of the
Witten equation is uniformly bounded. Then it is a standard argument to extract a
subsequence from any sequence of solutions with energy uniform bound, such that the
subsequence bubbles off a non-constant holomorphic sphere. However, since the target
space X˜ is symplectically aspherical, this is impossible. 
Now we can prove Theorem 6.5. Suppose (A(i), u(i)) is a sequence of smooth solutions
to the perturbed gauged Witten equation over ~C with
sup
i
E
(
A(i), u(i)
)
= E <∞.
As we did in the proof of Proposition 2.16, there is a sequence of (smooth) gauge trans-
formations g(i) ∈ G such that (g(i))∗A(i) is in Coulomb gauge, relative to some reference
connection A0. We replace A
(i) by (g(i))∗A(i). On the other hand, by Theorem 8.3,
there is a G-invariant compact subset K˜ ⊂ X˜ such that the images of u(i) are contained
in P ×G K˜. So by the equation ∗FAi + µ∗(ui) = 0, the curvature form has uniformly
bounded L∞-norm. Therefore elliptic estimate shows that A(i) converges to some A ∈ A
in weak W 1,p-topology. In particular, the monodromy and residue of A at each zj is the
same as that of each A(i). The weak convergence implies that A is also in Coulomb gauge
relative to A0.
Therefore, by the continuous dependence of W˜A on A ∈ A , for any compact sub-
set Σc ⊂ Σ∗ and any G-invariant compact subset K˜, limi→∞ W˜A(i) = W˜A uniformly on
(P |Σc)×GK˜. By the basic compactness about inhomogeneous Cauchy-Riemann equation
with Proposition 8.4, there is a subsequence (still indexed by i) and a section u ∈ Γ1,ploc(Y )
such that ui converges to u in W
1,p
loc -topology. Moreover, the pair (A, u) satisfies the per-
turbed gauged Witten equation on Σ∗. By Proposition 2.16 and its proof, the Coulomb
gauge condition on A implies that (A, u) is smooth. Bootstrapping shows that the con-
vergence of (A(i), u(i)) to (A, u) is uniform on any compact subset of Σ∗, together with
all derivatives.
Now near each puncture zj, we consider the corresponding cylindrical models on a
cylindrical end. By Theorem 4.2, for each zj, there exists κj ∈ X˜γj , such that
lim
z→zj
eλjtu(z) = κj .
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It is possible that a sequence of solutions degenerate to a stable solution with a sequence
of solitons “attached” at the broad punctures. The situation is almost the same as the
situation in Floer theory where a sequence of connecting orbits degenerate to a stable
connecting orbits in the limit.
For each broad puncture zj , identify Uj ≃ Θ+, we express (A(i), u(i)) as a solution
u(i) = (u(i), h(i)) to a cylindrical model where the connection form is φ(i)ds+ψ(i)dt. We
also write A = d+φds+ψdt. Since A(i) converges to A uniformly on any compact subset
of Σ∗, (φ(i), ψ(i)) converges to (φ,ψ) uniformly on any compact subset. We define
f (i)(s, t) =
∫ +∞
s
φ(i)(v, t)dv, f(s, t) =
∫ +∞
s
φ(v, t)dv. (8.12)
By the symplectic vortex equation we see that f (i), f ∈W 2,pδ (Θ+) for some δ > 0. Denote
✁g
(i) = exp f (i), ✁g = exp f . Therefore we can extend ✁g
(i) and ✁g to gauge transformations
in G so that ✁g
(i) converges to ✁g uniformly on any compact subset of Σ
∗. Therefore, we
can absorb ✁g
(i) into g(i), and without loss of generality, we may assume that u(i) is in
temporal gauge.
Now if there is a subsequence (still indexed by i) and S0 > 0 such that
sup
[S0,+∞)×S1
e
(
u(i)
) ≤ ǫ2,
where ǫ2 = ǫ2(K˜, δ) is the one in Theorem 4.3. Then by Theorem 4.3 we see that
lim
S→+∞
lim
i→∞
E
(
u(i); Θ+(S)
)
= 0.
Therefore in this situation, Theorem 6.5 holds.
On the other hand, suppose there is a sequence (s(i), t(i)) ∈ Θ+ such that
lim
i→∞
s(i) → +∞, e(u(i))(s(i), t(i)) > ǫ2. (8.13)
Then we can extract a subsequence (still indexed by i) such that the sequence(
u(i)
(
s+ s(i), t
)
, h(i)
(
s+ s(i), t
))
converges uniformly on compact subsets of Θ with all derivatives to (u, 0), where u : Θ→
X˜γj is a soliton with nonzero energy. Indeed, (u
(i), h(i)) satisfies the equation
∂su
(i) + J
(
∂tu
(i) + Xψ(i)(u
(i))
)
+∇W˜ (δ
(i)
j )
h(i),λj
(u(i)) = 0, ∆(h(i))′′ + σµ∗(u(i)) = 0.
Here δ
(i)
j = δj,A(i) ∈ (0, 1]. Since all derivatives of u(i) are uniformly bounded, the second
equation implies that a subsequence of h(i)(s + s(i), t) (still indexed by i) converges
uniformly on any compact subset of Θ to 0, together all derivatives. Then ψ(i)(s+ s(i), t)
converges uniformly on any compact subset of Θ to the constant λ together will all
derivatives. Moreover, δ
(i)
j converges to δj := δj,A. Therefore the standard argument
shows that u(i) converges uniformly with all derivatives to a (λj , δj)-soliton. (8.13) implies
that this soliton must be nontrivial.
More generally, using the same trick as in [MT09, Section 8.5], we define an ǫ2-
bubbling list to be a sequence of lists
{
z
(i)
1 , . . . , z
(i)
α
}
, satisfying
• z(i)l =
(
s
(i)
l , t
(i)
l
) ∈ Uj ≃ Θ= and limi→∞ s(i)l → +∞;
• for l1 6= l2, d
(
z
(i)
l1
, z
(i)
l2
)→ +∞;
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• for each l we have lim inf
i→∞
e
(
u(i)
)(
z
(i)
l
) ≥ ǫ2.
We call α ≥ 1 the length of an ǫ2-bubbling list. Then if we have an ǫ2-bubbling list, we
can extract a subsequence (still indexed by i) for which locally near z
(i)
l the sequence
converges to a nontrivial soliton. It is easy to see, because there are only finitely many
critical points of W˜γj |X˜γj , the length of any ǫ-bubbling list is uniformly bounded from
above. So we take an ǫ2-bubbling list
{
z
(i)
1 , . . . , z
(i)
αj
}
of maximal length αj. By taking a
subsequence, we may assume that
l1 < l2 =⇒ s(i)l1 < s
(i)
l2
.
Then we define(
u
(i)
l (s, t), h
(i)
l (s, t)
)
=
(
u(i)
(
s+ s
(i)
l , t
)
, h(i)
(
s+ s
(i)
l , t
))
, l = 1, . . . , α.
By choosing a further subsequence, we may assume that each u
(i)
l converges to a nontrivial
soliton ul : Θ → X˜γj . Denote uj = (u1, . . . , uαj ). Then for any sequence of points
z(i) =
(
s(i), t(i)
)
, we have
lim
i→∞
min
l
d
(
z(i), z
(i)
l
)
=∞ =⇒ lim sup
i→∞
e
(
u(i), h(i)
)(
z(i)
)
< ǫ2.
Otherwise it will contradicts with the fact that the ǫ2-bubbling list is of maximal length.
Then it is easy to see that by Theorem 4.3, (ul)+ = (ul+1)− for l = 1, . . . , αj − 1 and
evj(A, u) = (u1)−.
Therefore, the collection
(
A, u, {uj}zj broad
)
forms a stable solution to the perturbed
gauged Witten equation over ~C. Moreover, the subsequence constructed above and(
A, u, {uj}zj broad
)
satisfy Definition 6.4. Hence the proof of Theorem 6.5 is complete.
Appendix A. Epsilon-regularity, etc.
A.1. Epsilon-regularity for Cauchy-Riemann equations. The Witten equation is
an inhomogeneous Cauchy-Riemann equation. In this appendix we recall some basic
estimates about Cauchy-Riemann equations.
We first recall the ǫ-regularity result of [IS00] in the case of J-holomorphic curves with
a continuous J . Let Y be a manifold of dimension 2N and Y ′ ⊂ Y be a subset. Let h0
be a smooth Riemannian metric on Y which we used as a reference to define the norms
on function spaces on Y . For any x ∈ Y and δ > 0, we use Bδ(x) to denote the open
geodesic ball centered at x with radius δ.
Definition A.1. ([IS00, Definition 1.1]) A continuous almost complex structure J on Y
is said to be uniformly continuous on Y ′ (with respect to h0), if the following is true.
1) ‖J‖L∞(Y ′) < ∞; 2) For any ǫ > 0, there is a number δ > 0 such that for any x ∈ Y ′,
there exists a C1-diffeomorphism φ : B(x, δ)→ B(0, δ) ⊂ CN such that∥∥J − φ∗Jst∥∥C0(Bδ(x))∩Y ′) + ∥∥h0 − φ∗hst∥∥C0(Bδ(x)∩Y ′ < ǫ, (A.1)
where Jst is the standard complex structure and hst is the standard metric on C
N .
For each ǫ > 0, the largest δ for which (A.1) is true is called the modulus of uniform
continuity, and is denoted by a function µJ(ǫ).
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Lemma A.2. [IS00, Lemma 1.1] Let J∗ be a continuous almost complex structure on Y
which is uniformly continuous on A ⊂ Y . For every p ∈ (2,+∞), there exist constants
ǫ1 = ǫ1(µJ∗, A, h0) > 0, ǫp > 0, Cp = C(p, µJ∗, A, h0) <∞ with the following property.
For any continuous almost complex structure J on Y with ‖J − J∗‖L∞(A) < ǫp and for
any J-holomorphic map u ∈ C0 ∩ L21(B1, Y ) such that u(B1) ⊂ A and ‖du‖L2(B1) < ǫ1,
we have ∥∥du∥∥
Lp(B 1
2
)
≤ Cp
∥∥du∥∥
L2(B1)
. (A.2)
By Sobolev embedding Lp1 → C0,
2
p
−1
, (A.2) implies (using the same constant Cp)
diam
(
u(B 1
2
)
) ≤ Cp∥∥du∥∥L2(B1). (A.3)
A consequence of Lemma A.2 is the following.
Lemma A.3. Let (X,h0) be a Riemannian manifold of dimension 2n and J be a continu-
ous almost complex structure on X which is uniformly continuous on the whole (noncom-
pact) manifold X with respect to h0. Then there exists ǫ2 = ǫ2(µJ ,X, h0) > 0 satisfying
the following condition.
Suppose ρ ∈ (0, 1], ν ∈ C0(Bρ ×X,TX) and u : Bρ → X satisfies the inhomogeneous
equation
∂u
∂z
+ ν(u) = 0. (A.4)
If ∥∥du∥∥
L2(Bρ)
≤ ǫ2, ρ
∥∥ν(u)∥∥
L∞(Bρ)
≤ ǫpǫ2,
then
diam
(
u(B ρ
2
)
) ≤ Cp(∥∥du∥∥L2(Bρ) + ρ∥∥ν(u)∥∥L∞(Bρ)).
Proof. Denote Y = C ×X. Let J˜0 = (J0, Jst) be the product almost complex structure
on Y . Then J˜0 is uniformly continuous on Y with respect to the product metric h˜0 =
(h0, hst). We take
ǫ2 =
1
1 +
√
π
ǫ1
(
µ
J˜0
,C×X, h˜0
)
.
Indeed, denote κ = ‖ν(u)‖L∞(Bρ), we define
v˜ : B1 → B ρκ
ǫp
×X
w 7→ (ρκ
ǫp
w, u(ρw)
)
;
ν˜ : B ρκ
ǫp
×X → TX
(w, x) 7→ ǫp
κ
ν
(ǫp
κ
w, x
)
.
Then define an almost complex structure J˜ν˜ on B ρκ
ǫp
×X by
J˜ν˜(∂s,X) = (∂t, J0X + ν˜), J˜ν˜(∂t,X) = (−∂s, J0X − J0ν˜).
Then (A.4) implies that u˜ is holomorphic with respect to J˜ν˜ . On the other hand, we
have ∥∥J˜ν˜ − J˜0∥∥L∞(v˜(B1)) ≤ ǫp, ∥∥dv˜∥∥L2(B1) ≤ ∥∥du∥∥L2(Bρ) +√πρκǫp ≤ ǫ1.
80
Then Lemma A.2 and (A.3) imply that∥∥dv∥∥
Lp(B 1
2
)
≤ Cp
(∥∥du∥∥
L2(Bρ)
+ ρ
∥∥ν(u)∥∥
L∞(Bρ)
)
.
diam
(
u(B ρ
2
)
)
= diam
(
v(B 1
2
)
) ≤ Cp(∥∥du∥∥L2(Bρ) + ρ∥∥ν(u)∥∥L∞(Bρ)).
The rescaling relation of Lp-norms implies that∥∥du∥∥
Lp(B ρ
2
)
≤ Cpρ
2
p
−1
(∥∥du∥∥
L2(Bρ)
+ ρ
∥∥ν(u)∥∥
L∞(Bρ)
)
.

A.2. Mean value estimates. We quote several important mean value estimates for
differential inequalities of the Laplace operator on the plane. Let Br be the radius r open
disk in C centered at the origin, with the standard coordinates (s, t). Let ∆ = ∂2s + ∂
2
t .
Lemma A.4. ([Sal97, Page 156]) Suppose f : Br → R with f(z) ≥ 0 be a smooth
function, satisfying
∆f ≥ −A−Bf2
where A ≥ 0, B > 0. Then∫
Br
f ≤ π
16B
=⇒ f(0) ≤ 8
πr2
∫
Br
f +
Ar2
4
.
A.3. Hofer’s lemma. In proving compactness we used the following lemma, which is
due to Hofer.
Lemma A.5. [MS04, Lemma 4.6.4] Let (X, d) be a metric space, f : X → R be a non-
negative continuous function. Suppose x ∈ X, δ > 0 and the closed ball B2δ(x) ⊂ X is
complete. Then there exists ξ ∈ X, ǫ ∈ (0, δ] such that
d(x, ξ) < 2δ, sup
Bǫ(ξ)
≤ 2f(ξ), ǫf(ξ) ≥ δf(x).
Appendix B. Equivariant topology
Suppose G is a compact Lie group, N is a G-manifold and P → M is a principal
G-bundle over a closed oriented manifold M , then any continuous section s of the asso-
ciated bundle P ×K N defines a cycle in the Borel construction NG, which represents an
equivariant homology class
s∗[M ] ∈ HGdimM (N ;Z).
In this current paper, we would like to define such an equivariant fundamental class
for any solution (A, u) to the perturbed gauged Witten equation by using the section
u. However, since the monodromy of the r-spin structure at the punctures could be
nontrivial, the image of the section u is an equivariant cycle in X only in the orbifold
sense. So the contribution from the cylindrical ends Uj should be weighted by a rational
weight, and the fundamental class of a solution (A, u) should be a class[
A, u
] ∈ HG2 (X˜ ;Z[r−1]).
We will carry this out explicitly in this subsection.
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We first recall a general way of defining a rational fundamental class of an orbifold
section of an associated bundle over an orbicurve. We assume that the reader is familiar
with the notion of orbicurves (orbifold Riemann surfaces) and orbifold bundles over an
orbicurve, so we will be sketchy when referring to such structures.
We assume that we have a compact Riemann surface Σ with several distinct punctures
z1, . . . , zk. An orbifold chart near zj with local group Γj ≃ Zrj is a holomorphic map
πj : D→ Σ
which maps 0 to zj and can be expressed as ζ 7→ ζrj in local coordinates. A collection
of orbifold charts {πj}kj=1 define an orbicurve structure. An equivalence relation can be
defined among orbifold charts, and an equivalence class is called an orbicurve C.
Now suppose for each j, we have an injective homomorphism χj : Zrj → G. An
orbifold G-bundle over C is a usual G-bundle over Σ∗ := Σ \ {z1, . . . , zk}, together with
a collection of “bundle charts”
(π˜j, πj) : (D
∗ ×G,D∗)→ (P |Σ∗ ,Σ∗) , j = 1, . . . , k,
where πj : D
∗ → Σ∗ extends to an orbifold chart near pj and π˜j covers πj; moreover, π˜j
is invariant under the Γj-action on the left by γ · (ζ, k) = (γζ, χj(γ)k). An equivalence
class of orbifold bundle charts defines an orbifold G-bundle P → C. As a topological
space, P is
P := P ∗ ∪ ( k⋃
j=1
D×G)/ ∼
with the equivalence relation generated by p ∼ (ζ, k) if π˜j(ζ, k) = p.
Now if N is a G-manifold, we can have an “orbifold associated bundle” Y := P×G N ,
which contains the usual associated bundle Y ∗ := P ∗ ×G N as a proper subset. Each
bundle chart π˜j induces a chart π˜
N
j : D
∗ ×N → Y ∗ by
π˜Nj (ζ, x) = [π˜j(ζ, 1), x] ,
which is invariant under the Γj-action γ(ζ, x) = (γζ,γx).
Suppose we have a continuous section u : Σ∗ → Y ∗, identified with an equivariant map
U : P ∗ → N . Then the composition
U ◦ π˜j : D∗ ×G→ N
is again a G-equivariant map and invariant under the Γj-action. It can be viewed as a
continuous section over the chart D∗ ×N . If it extends continuous to the origin 0 ∈ Dj
for all j, then we have an orbifold section of Y→ C.
Now we can define the rational fundamental class of a continuous orbifold section of
Y. First, we construct a CW complex out of the orbicurve. The complement Σ \ U is a
surface with boundary, hence we can regard it as a CW complex in such a way that ∂U
is a subset of the 1-skeleton of Σ \ U . Then we take k copies of 2-cells Dj and attach it
to ∂U by the rj-to-1 map ζj 7→ ζrjj . This CW complex is denoted by |C|. Then, it is easy
to see that the singular chain
[
C
]
:=
[
Σ \ U]+ k∑
j=1
1
rj
∣∣Dj∣∣
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defines a rational homology class in H2
(|C|;Z[r−1]), if r is divisible by all rj .
Moreover, the orbibundle charts defines a continuous G-bundle |P| → |C| (in the
usual sense); the orbifold section s defines a continuous section |s| : |P| → N . Hence
we obtained a continuous map (up to homotopy) |C| → NG. The pushforward of the
rational class [C] is then a class
s∗
[
C
] ∈ H2(NG;Z[r−1]) = HG2 (N ;Z[r−1]).
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