As energy saving becomes more and more popular, electric load forecasting has played a more and more crucial role in power management systems in the last few years. Because of the real-time characteristic of electricity and the uncertainty change of an electric load, realizing the accuracy and stability of electric load forecasting is a challenging task. Many predecessors have obtained the expected forecasting results by various methods. Considering the stability of time series prediction, a novel combined electric load forecasting, which based on extreme learning machine (ELM), recurrent neural network (RNN), and support vector machines (SVMs), was proposed. The combined model first uses three neural networks to forecast the electric load data separately considering that the single model has inevitable disadvantages, the combined model applies the multi-objective particle swarm optimization algorithm (MOPSO) to optimize the parameters. In order to verify the capacity of the proposed combined model, 1-step, 2-step, and 3-step are used to forecast the electric load data of three Australian states, including New South Wales, Queensland, and Victoria. The experimental results intuitively indicate that for these three datasets, the combined model outperforms all three individual models used for comparison, which demonstrates its superior capability in terms of accuracy and stability.
Introduction
At present, electricity can be stored on a large scale by hydropower. It is completed at the same time as the production, transmission and distribution. Maintaining the balance between power generation, supply, and use is essential to ensure the quality of power, which is an important part of the stable operation of a power system. In view of the real-time characteristics of electricity and the uncertainty change of the electric load, electric load forecasting has gradually begun to attract people's attention. Improving the accuracy of short-term electric load forecasting is important for suppliers and consumers. The accuracy results can provide scientific guidance to large-scale factories, thus avoiding the waste of resources.
The electric load forecasting method can be divided into traditional statistical learning-based methods, machine learning methods, and a combined model as well as hybrid forecasting methods [1] . Traditional statistical learning-based methods are accurate and easy to implement, but when the fluctuation of the electric load is severe, they usually perform poorly. These methods include regression analysis [2] , trend extrapolation [3] , time series method [4, 5] , autoregressive integrated moving average optimize the parameters of the combined model. As a special time series forecasting, multi-step electric load forecasting is usually much more difficult, because as the steps increase, the errors accumulate and the prediction accuracy decreases. In order to verify the proposed model, 1-step, 2-step, and 3-step were used to forecast the electric load data of three Australian states, including New South Wales, Queensland, and Victoria. Finally, we compared the forecasting results of the proposed model with three individual models and evaluated the four models using different evaluation metrics.
The main contribution of this paper is to propose a novel combined electric load forecasting model based on ELM, RNN, SVM, and MOPSO, which can improve the accuracy and stability of electric load forecasting. In addition, to evaluate the model presented in this paper more comprehensively, we used multi-step electric load forecasting and evaluated the forecasting results by three states of Australia. A scientific and reasonable model evaluation system examines whether the proposed prediction model achieves an excellent prediction effect. In this evaluation system, three performance metrics, i.e., the mean absolute percent error (MAPE), mean absolute error (MAE), and root mean square error (RMSE), were used to verify the predictive accuracy of the combined model.
The rest of this paper is organized as follows. Section 2 introduces the related methodology, which includes ELM, RNN, SVM, and MOPSO. The proposed combined model is presented in Section 3. Section 4 presents the experimental results. Section 5 concludes the whole paper.
Related Methodology
In this section, four components of the proposed combined forecasting model are presented, namely, the extreme learning machine, recurrent neural network, support vector machine, and multi-objective particle swarm optimization algorithm.
Extreme Learning Machine
Suppose the extreme learning machine model (ELM) has N samples x j , t j , where x j = x j1 , x j2 , · · · , x jn represents the j-th input sample of the ELM network, and t j = t j1 , t j2 , · · · , t jn is the expected output of the j-th input sample. If the number of hidden layer nodes in ELM is L, then the mathematical model of ELM can be described as:
where y j = y j1 , y j2 , · · · , y jn T represents the actual output value of the ELM, w i = (ω i1 , ω i2 , · · · , ω in ) T is the input weight vector between the input layer node and the i-th hidden layer node, b i is the i-th hidden layer node threshold, β i = (β i1 , β i2 , · · · , β im ) T is the output weight vector between the i-th hidden layer node and the output layer node, and g(·) is the activation function, where the Sigmoid function is often used. At this point, assuming that the actual output of the ELM network is equal to the expected output, then:
The N equations in Equation ( 2) can be abbreviated as:
where H represents the output matrix of the hidden layer, β is the output weight matrix, and T is the expected output matrix. The expanded formulas are as follows:
In the ELM algorithm, the input weight vector and the bias of the hidden layer can be given randomly. From Equation (4), it can be seen that the hidden layer output matrix, H, becomes a fixed matrix. At this time, the training of ELM can be translated into seeking the least squares solution of the output weight matrix, β. The output weight matrix, β, is calculated by the following formula:
where H + represents the Moore-Penrose generalized inverse of the hidden layer output matrix, H.
Recurrent Neural Network
Unlike feedforward neural networks, the recurrent neural network (RNN) can use historical information to help the current decision. RNN mainly uses the neurons with self-feedback to memorize the previous information and applies it to the calculation of the current output. The input of the hidden layer includes not only the input of the input layer at the current time but also the output of the hidden layer at the previous moment. That is, the output of the current time of a sequence is related to the output of the previous time, as shown in Figure 1 . 
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where f H (·) is the activation function of the hidden layer and b h is the bias vector of the hidden layer. It is worth noting that when t = 0, that is, when the model starts the first calculation, in order to improve the stability and the overall performance, we usually initialize H 0 to a number that is relatively small but not zero [34] . The calculation of the output layer, Y t , at time t can be obtained by the following equation:
where f O (·) is the activation function of the output layer, b o is the bias vector of the output layer, and the feedforward process of the model starts from t = 1.
As a model of supervised learning, the training goal of RNN is to minimize the objective function. In order to achieve the training objectives, RNN uses the backpropagation through time (BPTT) [35] to perform gradient calculation on the model to optimize the parameters of RNN.
Support Vector Machine
Given a set of points, M = (x 1 , y 1 ), (x 2 , y 2 ), · · · , (x n , y n ) , x n ∈ R k . x n is the input feature variable, which belongs to either of the two categories according to its label y n ∈ {−1, +1}. For the nonlinearly separable problem, a high-dimensional maximum margin hyperplane can be represented as follows:
where x is the test example, x(i) is the support vector, and K(·) is the kernel function. The kernel function can map low-dimensional feature variables to high-dimensional feature variables. Common choices of the kernel function include the polynomial kernel function and Gaussian radial basis function (RBF).
To obtain an optimal hyperplane, the above problem can be converted into the following quadratic programming (QP) problem:
where C is the penalty factor, ξ i is the slack variable, · is the dot product, φ(·) is the nonlinear map, ω is the normal vector of the hyperplane, and b is the bias.
Multi-Objective Particle Swarm Optimization (MOPSO)

Multi-Objective Optimization
For optimization problems that achieve more than one objective function, it is often referred to as multi-objective optimization. The multi-objective optimization problem can be described by the following mathematical form:
subject to g i (x) ≤ 0, i = 1, 2, · · · , m h j (x) = 0, j = 1, 2, · · · , p ,
where x = [x 1 , x 2 , · · · , x n ] T represents the decision vector, f i (x) i = 1, 2, · · · k represents the i-th objective function, and g i (x), h j (x) : i = 1, 2, · · · m, j = 1, 2, · · · p represents the constraints of the target problem, respectively, and finally, the optimal solution of the total target, f (x), should be found. In order to better understand the concept of optimal solutions, this paper introduces the following definition [36] :
Given two vectors x = (x 1 , x 2 , · · · , x t ) and y = y 1 , y 2 , · · · , y t , x dominates y(x y) if:
Definition 2. Pareto optimality.
A pareto-optimal x belongs to X if: A set includes the value of objective functions for pareto solutions set:
MOPSO
For the problem of multi-objective function optimization, Moore J et al. [37] first tried to use particle swarm optimization (PSO) to explore multi-objective problems, and then other researchers [38, 39] improved the PSO algorithm to solve the multi-objective optimization problem. In 2004, Coello et al. [40] proposed the multi-objective particle swarm optimization (MOPSO) algorithm, which has been widely used in many fields by researchers.
When the PSO algorithm performs single-objective optimization, once the leader in the particle population (the individual optimal solution and the global optimal solution after the last iteration) is determined in each iteration, the search direction is also determined. However, in the optimization process of multi-objective problems, each particle may have multiple different leaders, and one of these leaders needs to be selected to determine the search direction of the particles. In multi-objective optimization, such a group of leaders needs to be stored in a repository, and the repository contains the non-dominated solution set searched so far (generally, its storage location is different from the particle population, called the external archive). In the iterative update of the particle swarm, the algorithm will select the non-dominated solution from the repository as the leader. After the algorithm completes the iterative search, the solution set in the external archive is the output of the algorithm.
Proposed Model
In recent years, many combined methods have been proposed to improve the accuracy and performance of electric load forecasting [41] . The main issue in these combinations is how to connect and combine the models with each other so that they have the desired accuracy of prediction and simultaneously exert the benefits of single-mode models. In this paper, the components of the three artificial neural networks (ANNs) are combined, based on their weight, as follows:
where the forecasted value of the combined model at time t is illustrated byf Com,t , (t = 1, 2, · · · , m); Y SVM,t ,Ŷ ELM,t , andŶ RNN,t are the forecasting results at time t by SVM, ELM, and RNN; and W i , (i = 1, 2, 3) is the weight coefficient allocated to the three ANNs. The weights of each component of the combined model are calculated in such a way that the error values are minimized. Several different heuristic and meta-heuristic optimization techniques, such as genetic algorithms (GAs), differential evolution (DE), particle swarm optimization (PSO), etc., have been proposed in recent years in order to improve the forecasting performance. However, these methods only consider the accuracy of the combined model. In this paper, MOPSO is used to optimize the weight coefficient, which can not only improve the accuracy but also consider the stability of the combined model. The general flowchart of the proposed model is illustrated in Figure 2 . From Figure 2 , we can see that the proposed combined model includes the following three steps. Step 1.
Step 2. Step 1. Three ANNs, which include ELM, RNN, and SVM, are applied separately to forecast the electric load. After that, combined theory [10] is used to combine the three intermediate forecasting results.
Step 2. MOPSO is applied to optimize the weight coefficients of the combined model. When using MOPSO to get the optimal weight coefficient, it will get a lot of weights, and each weight is actually a particle. In this paper, X-Means [42] is used to cluster the particles, and then a cluster that contains the most particles is selected. The selected cluster has a center, and the particle closest to the center is the final weight.
Step 3. If the weight coefficient obtained in Step 2 does not reach the expected forecasting result, we continue to use MOPSO to optimize the weight coefficient; otherwise, the final forecasting result can be obtained.
Experimental Results and Discussion
In order to verify whether the combined model proposed in this paper can achieve accurate prediction effect when applied to electric load forecasting, the following two experiments were carried out. All the data collected for electric load forecasting in this experiment came from Australia. For the first experiment, three models, including ELM, RNN, and SVM, were used to forecast the electric load independently. In the second experiment, the combined model, which is aimed at improving the accuracy and stability, was applied for multi-step prediction.
Dataset
The original data used in this article includes three data sets from Australia, which are new data from New South Wales (NSW)) from May 2 2011 to July 3 2011, data from Queensland (QLD)) from April 20 2015 to June 21 2015, and data from Victoria (VIC) from April 30 2007 to July 1 2007. These data sets were obtained based on observation records with a length of two months. In addition, it is composed of data collected by every half hour from 00:00 to 23:30, so 48 observations could be obtained in one day. To test the stability of this model, datasets were collected from Monday to Sunday, so 48 values were obtained every day. Because eight weeks of data were collected, these data were used to predict values for the same day in the next week. Therefore, the dataset was divided into two parts, namely the training set and testing set. Because the data was recorded every half hour, the length of the training data sequence was 2688 (48*8*7), and the length of the testing data sequence was 336 (48*1*7).
For multi-step forecasting, the rolling prediction mechanism was applied in this paper to deal with the input vector every time the input data slides back once. The steps of forecasting minus one was the delayed operator. More specifically, for one-step-ahead forecasting, the delayed operator was 0; for two-steps-ahead forecasting, the delayed operator was 1; and for three-steps-ahead forecasting, the delayed operator was 2. In addition, every time, the output vector was 1. For the SVM and RNN used in this paper, the following parameters were used: The number of hidden layers in RNN was 4, and the regularization parameter and the kernel parameter of SVM were 100 and 0.1, respectively.
Forecasting Performance Metrics
There is no doubt that there is no perfect model for obtaining the best electric load forecasting performance. In the process of continuously evaluating the prediction results of various models, many evaluation indexes have appeared, but there is no unified standard. Therefore, in order to fully understand the advantages and disadvantages of a model, this paper used the most commonly used three indicators for the evaluation. These are the mean absolute error (MAE), root mean square error (RMSE), and mean absolute percentage error (MAPE), respectively, and the formulas are as follows:
where y n is the original value and y n is the predicted value, and the smaller the evaluation result value, the higher the accuracy of the model.
Experimental Results and Analysis
In this section, we first use ELM, RNN, and SVM to predict the electric load, respectively, and then adjust the prediction results by using these models as the three sub-models to construct the combined model. This paper is conducted in two parts: One is the single-model electric load forecasting, which consists of three components; and the other includes a comparison of the forecasting results of the combined model in three datasets against the single models. For the reason that the advantages of the combined model could be shown perfectly, the four forecasting results from New South Wales, Victoria, and Queensland were selected. To put the results in this paper in detail, in this section, the four forecasting models will be described in the following section.
The Forecasting Results of ELM
In order to evaluate ELM from various angles, MAE, MAPE, and RMSE were adopted to reveal the effect of ELM. Figure 3 shows the prediction results of a week. According to the analysis, it can be seen that ELM can achieve a good prediction effect during the week except on Monday, and the best performance is on Sunday. The MAE, MAPE, and RMSE are 66.2811, 0.7571, and 84.2174, respectively. Due to the six days' good performance, we know that ELM performs well when using this dataset. When looking at the value of Sunday, the forecasting results of the multi-step are shown in Figure 3 . We can see that compared to the original values and predicted values, the coincidence of the two curves is very high, thus it can be seen that ELM can obtain a good prediction effect.
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The Forecasting
Results of RNN Figure 4 shows the prediction results of the RNN model. Similarly, the performance was also evaluated by MAE, MAPE, and RMSE. As can be seen from part A of Figure 4 , on the whole, the trend of the predicted results of RNN is similar to ELM, and what impresses us most is that RNN had better predictive values on Thursday than on the other six days. What is more, the RNN model not only performs poorly like ELM on Monday but also has a higher prediction value on Tuesday. In order to estimate the stability of this model intuitively, we used Thursday's forecasting result as an example. The experimental results on Thursday of RNN are shown in part B of Figure 4 . Although Thursday represents the best prediction effect of the RNN model, we cannot ignore the fact that the three curves of step 1, step 2, and step 3 on Thursday are not completely consistent with the actual value from the figure.
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In Table 2 , we can clearly see each value of the forecasting results of RNN. If the value of MAPE is less than 1.00, the prediction effect of this day is better, and the conditions are met on Thursday and Friday. In addition, the maximum, minimum, and fluctuation of MAE, MAPE, and RMSE can also be observed. Therefore, for the RNN model, the following conclusion can be drawn:
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The Forecasting Results of SVM
In part A of Figure 5 , the prediction results obtained using SVM in NSW are displayed. According to the bar chart in Figure 5 , the performance of Tuesday, Friday, Saturday, and Sunday is better, in which the best one of the four days can be obtained in a week. Besides, no one can deny the fact that the forecasting result of Wednesday was very unsatisfactory. In order to highlight the gap between the original value and the predicted value, it can be clearly seen from part B of Figure 5 that the predicted result of SVM on Friday almost coincides with the curve of the original data. On the one hand, we can see when the accuracy at all the moments is the highest. On the other hand, we can see that the curve of SVM was less consistent with the actual data at a specific time point 
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From Table 3 , we can see that the SVM model does not behave well on one day, as the lowest value of MAPE is 1.2377 on Sunday and the highest value of MAPE is 5.7218 on Thursday. Meanwhile, the value of MAE and RMSE can be easily observed. From Table 3 , we can see that the SVM model does not behave well on one day, as the lowest value of MAPE is 1.2377 on Sunday and the highest value of MAPE is 5.7218 on Thursday. Meanwhile, the value of MAE and RMSE can be easily observed. To further show that the combined model could capture the characteristics of each model effectively, the performance of the proposed model, which consists of ELM, RNN, and SVM, is displayed in this part. Firstly, we cannot ignore the fact that the three forecasting metric values (MAE, MAPE, and RMSE) of the three ANNs on Friday are very high, which also means that the result of the combined model on Friday is not accurate. After carefully observing part A of Figure 6 , we can see that the three performance metrics are very average expect on Friday, and Figure 6 also shows that there is no negative value. From part B of Figure 6 , we can directly know that there is almost no gap between the original value and the predicted value on Monday. Unlike NSW, SVM can perform well in local optimization, and the combined model performs good in all 48 moments. The performance of the combined model for each day is presented in Table 4 . All values of MAPE are much smaller than the lower limits at 0.30, and the maximum value is also below 1.00.
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The Forecasting Results of the Four Models and Comparisons
In this subsection, a holistic comparison with the other three methods (ELM, RNN, and SVM) is conducted to estimate the effectiveness of the combined model by putting it under broader time and space conditions. Generally speaking, the combined model has a stronger capability to forecast the electric load than the other three models. Figure 7 shows the prediction values and original values for the seven days of all four models in Queensland. As is vividly shown in the graph, the five curves are representative of the different values. These curves with different colors stand for electric load values by ELM, RNN, SVM, and the combined model, respectively. From Figure 7 , there is no doubt that every model can get the best result in some special time points. Among the four models, it is noteworthy that the combined model curve is less consistent with the actual values while the ELM and RNN curves are more consistent with the actual values, with between 15 and 38 time points in one day expect on Monday. From the curves, it can be recognized that the combined model curve and the actual curve almost overlap. However, when we look at the curves on Saturday and Sunday, we could draw a conclusion that the four models only achieve better prediction in the first 10 observations. So, in order to more thoroughly estimate which model can achieve the best forecasting results synthetically, the results taking the three forecasting metrics (MAE, MAPE, and RMSE) into account are recorded in Table 5 . Table 5 reveals the calculated values of three evaluation metrics and the average values of four models for a week in Queensland. In order to compare the four models in detail, we considered MAE, RMSE, and MAPE to estimate which model had the best performance. When we contrasted the combined model with the other three models, the results were as follows. The combined model vs, ELM, RNN, and SVM: Compared with the other three models, the presented combined model, which contains the lowest MAE, MAPE, and RMSE values in the days of the week, can still get the lowest average values, which means the combined model is suitable for forecasting the electric load in Queensland. In addition, the MAPE of the combined model is not more than 0.15 and is also less than 3.00. When compared with ELM, it could be observed that the great improvements on the forecasting effectiveness of the proposed model are fairly obvious. To be frank, the combined model achieved the maximum improvement of MAE, RMSE, and MAPE, which are 69.19%, 71.00%, and 68.37%, respectively. Similarly, when compared with RNN, the combined model achieved the minimum improvement of MAE, RMSE, and MAPE, which are 37.13%, 38.21%, and 37.28%. At last, a comparison with SVM was made, revealing that combined model reduced MAE by 62.52%, RMSE by 64.99%, and MAPE by 62.5%. In the following, the merits and demerits of the three models are recommended. To further illustrate the quality of the entire models, Figure 8 shows the errors, which are the differences between the actual values and the forecasting values of the four models in New South Wales, Queensland, and Victoria on Monday and Saturday. Though the error rates of the forecasting results are shown in three different sites on Monday, it can obviously be observed that the combined model curve is almost zero and as smooth as a line. On the one hand, that is to say, the combined model obtained the smallest errors with the original values. On the other hand, we can draw the conclusion that the performance of the combined model is remarkably steady overall. The error of the other three models has a great fluctuation range between the positive value of 600 and negative value of 500, among which errors of RNN are almost a line, but all error nodes are under zero. The curves of ELM and SVM fluctuate up and down irregularly. As mentioned above, the smaller the errors are, the better the model is. To sum up, the combined model has the best performance among the four approaches. This demonstrates that the combined model has high accuracy and stability. At last, based on the analysis of the previous results, the final prediction effect of the four models is visible in Figure 9 . The histogram, in terms of the total forecasting metrics of these four models for a week, is presented in Figure 9 part A in detail. The shorter the histogram is, the better the model is. It is intuitive that the red histogram of the combined model is the shortest, which means the combined model performs well. Based on the above results, we can obtain the final evaluation results (MAE, RMSE, and MAPE) from Figure 9 part B. In Figure 9 part B, 1 represents the result of ELM, 2 shows At last, based on the analysis of the previous results, the final prediction effect of the four models is visible in Figure 9 . The histogram, in terms of the total forecasting metrics of these four models for a week, is presented in Figure 9 part A in detail. The shorter the histogram is, the better the model is. It is intuitive that the red histogram of the combined model is the shortest, which means the combined model performs well. Based on the above results, we can obtain the final evaluation results (MAE, RMSE, and MAPE) from Figure 9 part B. In Figure 9 part B, 1 represents the result of ELM, 2 shows the result of RNN, 3 is the symbol of SVM, and 4 displays the combined model. From Figure 9 part B, firstly, we can see that the MAE, MAPE, and RMSE of the combined model are the shortest. Then, in the last histogram, the difference among the four models can be seen intuitively. The two parts of Figure 9 together reveal that it is important to generate forecasts in terms of forecasting accuracy and stability for a model in a week. It is worth noting that the mean value of the combined model is lower than the three individual models by the forecasting metrics. We can see the differences vividly in Figure 9 . 
Conclusions
Accurate and stable forecasting results can not only help consumers to save the cast using in electricity but also provide assistance to suppliers to estimate electricity consumption in advance, thus achieving huge economic and social benefits for consumers and suppliers. With respect to the forecasting methods, there is no denying that some approaches cannot be adopted in practice. Furthermore, every single model has inevitable drawbacks, and the combined model takes full advantage of each single model and reduces the negative effects of the individual model.
In this paper, to overcome these drawbacks, this research proposed a novel combined model, which is based on a combination of ELM, RNN, and SVM and employed multi-objective particle swarm optimization (MOPSO). The combined model first used three ANNs, which include ELM, RNN, and SVM, separately to forecast the electric load. Then, the three intermediate forecasting results were obtained. After that, the MOPSO was applied to optimize the weight coefficients of the In a word, based on prior results, the proposed combined model can effectively forecast the electric load with a high prediction performance and strong stability.
In this paper, to overcome these drawbacks, this research proposed a novel combined model, which is based on a combination of ELM, RNN, and SVM and employed multi-objective particle swarm optimization (MOPSO). The combined model first used three ANNs, which include ELM, RNN, and SVM, separately to forecast the electric load. Then, the three intermediate forecasting results were obtained. After that, the MOPSO was applied to optimize the weight coefficients of the integrated model for multi-step electric load forecasting. If the weight coefficient could not achieve better results, we continued to use MOPSO to select the weight coefficient, so it is not surprising that the combined model obtained a good prediction result. Considering the time and environmental factors, by simulating the electric load data of three sites from Australia and comparing the combined model with the other three single methods, we found that the behavior of the proposed combined model was superior to the individual model. All in all, the combined model showed great progress in accuracy and stability. 
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