Untreated diabetes mellitus will cause complications, and one of the diseases caused by it is Diabetic Retinopathy (DR). Machine learning is one of the methods that can be used to classify DR. Convolutional Neural Network (CNN) is a branch of machine learning that can classify images with reasonable accuracy. The Messidor dataset, which has 1,200 images, is often used as a dataset for the DR classification. Before training the model, we carried out several data preprocessing, such as labeling, resizing, cropping, separation of the green channel of images, contrast enhancement, and changing image extensions. In this paper, we proposed three methods of DR classification: Simple CNN, Le-Net, and DRnet model. The accuracy of testing of the several models of test data was 46.7%, 51.1%, and 58.3% Based on the research, we can see that DR classification must use a deep architecture so that the feature of the DR can be recognized. In this DR classification, DRnet achieved better accuracy with an average of 9.4% compared to Simple CNN and Le-Net model.
INTRODUCTION
There are several diseases that can be caused by complications with diabetes mellitus, one of which is Diabetic Retinopathy (DR). DR is often known as microvascular diseases. This disease attacks blood vessels in the retina of the eye, with marked damage to blood vessels and bleeding in the eye's retina. DR cause decreased vision and blindness to sufferers (Wang & Lo, 2018) . The problem regularly occurs with DR is the delay in diagnosis because, in the initial stages, the sufferers do not experience interference with their vision. Observation of patient's retina can detect Diabetic Retinopathy. It takes a long time to detect DR manually. Automatic identification related to DR is one of the methods to detect it (Noronha & Nayak, 2012) .
Messidor is a dataset containing 1,200 retinal images. This dataset is often used to evaluate segmentation and assessment of Diabetic Retinopathy and has been distributed since 2008 (Decencière et al., 2014) .
Based on an article written by Vogt M., Machine Learning is a field in computer science that studies pattern recognition and computational learning theories on artificial intelligence (AI).
Deep Learning is one of the methods of Machine
Learning to build machines that have intelligence like humans (Vogt, 2019) .
In the article written by Majaj NJ and Pelli DG, it was also explained that Machine Learning could be a tool for automatic classification. Deep learning is better than Artificial Neural Networks in the 1980s (Majaj & Pelli, 2018) .
Convolutional Neural Network (CNN) is a method that combines the workings of Artificial Neural Networks and Deep Learning. CNN is a method that develops the workings of the Multilayer Perceptron (MLP), which is useful in two-dimensional data processing (Han & Li, 2015) . CNN can classify images with pretty good accuracy (Bora, Chowdhury, Mahanta, Kundu, & Das, 2016 (Sisodia, Nair, & Khobragade, 2017) .
In research conducted by Adarsh P and
Jeyakumari D, the SVM method was used to classify DR according to their severity. This research uses the DIARETB1 and DIARETB0 dataset. The average accuracy of this research was 95.3%. (Adarsh & Jeyakumari, 2013) .
In research conducted by Pratt, researchers made their architecture in classifying DR based on their severity. They used the dataset from Kaggle.
In the preprocessing stage, they did image resizing. The resizing size was 512 x 512 pixels.
The results of this research are 75% accuracy (Pratt, Coenen, Broadbent, HaDiabetes Retinopatiing, & Zheng, 2016) .
In research conducted by Xu K, Feng D, and Mi H, researchers made their architecture in classifying DR based on the detection of the Diabetic Retinopathy. In the preprocessing stage, they did image resizing. The size was resized to 512 x 512 pixels. The results of this research are 91.5% accuracy (Xu, Feng, & Mi, 2017 
Confusion Matrix
The Confusion matrix is a method used in calculating accuracy. The confusion matrix is presented in the form of a 
B. Training
The number of parameters that we do training is 61,326, 66,666, and 513,346 . The parameters trained can be describe. 
C. Testing
The test model of dataset presented in the Confusion Matrix as follows:
Simple CNN Model 
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