Parallel replica dynamics simulation methods appropriate for the simulation of chemical reactions in molecular systems with many conformational degrees of freedom have been developed and applied to study the microsecond-scale pyrolysis of n-hexadecane in the temperature range of 2100-2500 K. The algorithm uses a transition detection scheme that is based on molecular topology, rather than energetic basins. This algorithm allows efficient parallelization of small systems even when using more processors than particles ͑in contrast to more traditional parallelization algorithms͒, and even when there are frequent conformational transitions ͑in contrast to previous implementations of the parallel replica algorithm͒. The parallel efficiency for pyrolysis initiation reactions was over 90% on 61 processors for this 50-atom system. The parallel replica dynamics technique results in reaction probabilities that are statistically indistinguishable from those obtained from direct molecular dynamics, under conditions where both are feasible, but allows simulations at temperatures as much as 1000 K lower than direct molecular dynamics simulations. The rate of initiation displayed Arrhenius behavior over the entire temperature range, with an activation energy and frequency factor of E a ϭ79.7 kcal/mol and log A/s Ϫ1 ϭ14.8, respectively, in reasonable agreement with experiment and empirical kinetic models. Several interesting unimolecular reaction mechanisms were observed in simulations of the chain propagation reactions above 2000 K, which are not included in most coarse-grained kinetic models. More studies are needed in order to determine whether these mechanisms are experimentally relevant, or specific to the potential energy surface used.
I. INTRODUCTION
A comprehensive understanding of hydrocarbon pyrolysis, both in terms of the primary initiation events and the subsequent radical propagation reactions, is of enormous importance for both basic and applied research. Specifically, knowledge of the kinetics of hydrocarbon pyrolysis is useful for understanding the cracking process by which the heavier petroleum residues are converted to lighter hydrocarbons with more commercial value. [1] [2] [3] [4] For example, extremely high-temperature, low-conversion pyrolysis conditions can be used to maximize the ethylene yield. 5 There has thus been considerable experimental and theoretical interest in the thermal cracking of high-molecular-weight hydrocarbons such as n-hexadecane for many decades. 2, 3, 6, 7 The major difficulty in the experimental studies lies in the extremely wide range of initiation and propagation reactions occurring simultaneously; it is difficult to predict reaction conditions that lead to desired product branching ratios and length distributions, because of the enormous number of intermediates involved.
Computational models are frequently used to predict product distributions as a function of reaction time. [8] [9] [10] [11] [12] [13] [14] These kinetic models typically assume a system of coupled differential equations representing the complex network of reactions. This system of equations can be integrated in time, and can provide a wealth of information regarding the reaction conditions needed to maximize the desired product fractions. However, these models require a priori knowledge of the detailed reaction mechanisms, activation energies, and frequency factors, which are currently obtained primarily from experiments. 1, 8, 11, 12, 15 Many important reactions are not easily studied experimentally, and consequently most kinetic models lack well-defined parameters. Electronic structure calculations can potentially provide useful information about both the energetic and kinetic parameters for the reactions of interest, and provide a possible supplement to experiment in this regard. 16 -20 However, ab initio calculations are most practical on small hydrocarbons, and begin to become prohibitively expensive for larger gas oil hydrocarbons such as hexadecane. Even for small hydrocarbons, very high-level calculations are required in order to obtain accurate kinetic parameters. 16, 19, 20 In addition, the number of candidate reactions and transition states grows rapidly with molecular size, making it less likely that Arrhenius parameters for all of the candidate reactions can be predicted and evaluated directly. The reactions chosen for detailed study thus depend heavily on ͑human͒ chemical intuition, and have not been explored in a comprehensive way.
This gap can be addressed by using classical models, at considerably less computational expense than with quantum mechanical models. This requires a potential energy function for hydrocarbons that is capable of modeling covalent bonding reactions empirically. [21] [22] [23] Because of the reduced computational expense, the possibility exists for observing mechanisms and obtaining kinetic data directly from dynamic calculations, rather than indirectly from static calculations at fixed points on the potential energy surface. Although such dynamics calculations have been performed in the past, 24, 25 they have been limited by the short simulation time scales achievable. Decomposition times in the microsecond to second range 5, 8, 18 at experimentally relevant pyrolysis temperatures of 800-1400 K are inaccessible by conventional ͑serial͒ molecular dynamics ͑MD͒ simulations. Consequently, previous simulations 24, 25 have been run at temperatures above 3000 K in order to observe pyrolysis in simulation times of less than 1 ns. While these simulations can provide useful insights, the conditions permit highbarrier reactions that would not be observed at the lower temperatures, and hamper the ability to extrapolate the data and mechanistic information to lower temperatures.
One approach that can be used to solve the time scale problem is to apply parallel replica dynamics ͑PRD͒ ͑Ref. 26͒ by running several concurrent simulations that each independently explore the phase space of a given potential energy basin. When any of these processors detects a transition to a new state, all processors are then put to work in that new state. This method has been applied successfully to extend simulation time scales for diffusion processes with relatively narrow distributions of barrier heights. 26, 27 The potential energy surfaces for large alkanes are qualitatively quite different, with small barriers separating conformational states and much larger barriers separating isomers and dissociation products. We exploit this gap in the energy barrier spectrum to gain parallel efficiency, allowing the PRD algorithm to detect a transition only when a bonding change occurs. Lumping the conformational substrates together in this way is similar to the assumption made by Pande 28, 29 in his application of parallel replica dynamics to the folding of small proteins. Our transition detection procedure and the conditions under which it is a rigorous application of PRD are discussed in Sec. II. The combination of an accurate model for covalent hydrocarbon reactivity 23 with the parallel replica dynamics algorithm 26 and a suitably chosen transitiondetection algorithm 30 has resulted in a simulation technique that allows classical dynamics simulations of hydrocarbon reactivity at physically meaningful time scales. Simulations of O(1 s) were achieved, enabling realistic simulations of pyrolysis at temperatures of as low as 2100 K. These temperatures are much lower than the 3000 K temperatures ͑nanoseconds time scales͒ previously achieved with direct dynamics. They are still higher than the ϳ1100 K temperatures ͑milliseconds time scales͒ of interest for industrial processes, and considerably higher than the ϳ450-600 K temperatures of geologic interest, 4, 11 but are beginning to approach the temperature range of interest for hightemperature thermal decomposition of organic waste. Even longer simulation times and lower temperatures can be accessed quite straightforwardly by using more parallel processors.
The primary purpose of this study is to describe the transition detection algorithm and demonstrate the validity of the resulting PRD algorithm. This is done here for the case of hydrocarbon pyrolysis, but can be applied more widely to other systems in which large-barrier rare events take place in the presence of frequent small-barrier transitions. A secondary objective is to demonstrate how this method can be used to explore the potential energy surface for hydrocarbon pyrolysis, generating candidate reactions with classical potentials in an unbiased way, for more detailed study with additional methods. The specific kinetic and mechanistic conclusions depend strongly on the quality of the potential model used, and are independent from the more general conclusions regarding the simulation method. We summarize the parallel replica dynamics algorithm in Sec. II, along with the reactive hydrocarbon potential used for the simulations. The reaction mechanisms, reaction rates, and Arrhenius parameters for the gas phase decomposition of n-hexadecane in the temperature range of 2100-2500 K are presented in Sec. III. Finally, our conclusions are given in Sec. IV.
II. COMPUTATIONAL MODEL

A. Parallel replica dynamics
Parallel replica dynamics is an algorithm for parallelizing rare-event simulations in the time domain, rather than the spatial domain. The details of the original PRD algorithm appear in Ref. 26 . We discuss the method briefly in this paper with particular emphasis on the modifications in the algorithm necessary to apply it to systems with a mixture of both fast and slow processes, such as gas-phase alkanes, where barriers separating conformational states are much lower than those preventing covalent bond dissociation.
The theoretical basis of PRD is to initiate M independent replica trajectories in the same energy basin with different initial velocity distributions. If k tot represents the total rate constant for escape through any of the available escape routes, then individual replicas will have escape times distributed as p͑t ͒dtϭk tot e Ϫk tot t dt. ͑1͒
In Eq. ͑1͒, we have assumed first-order escape kinetics, a requirement for PRD. This exponential decay arises naturally in the rare-event limit where the energy basin is well sampled on times much shorter than the average escape time.
Because the M replica systems all have statistically equivalent escape time distributions, the overall rate constant for the first escape time is simply M k tot . where t sum ϭM t is the total time accumulated on all of the replica systems. Thus the distribution of cumulative times for the first escape on M independent replica systems ͓Eq. ͑3͔͒ is identical to the distribution of escape times measured in a single simulation ͓Eq. ͑1͔͒. It is also easily demonstrated that the relative probabilities of sampling any particular escape path are unchanged. 26 Furthermore, if the replica systems are all reinitiated in the new basin after the first crossing and dephased-by using a stochastic thermostat, for examplethen the transition time for the second and subsequent reactions can be similarly parallelized with different values of k tot . This is important in that it allows for correct treatment of state-to-state dynamics in systems with complex reaction networks. The computational advantage for the M-replica system results from the very low communication overhead required to run the systems in parallel. Figure 1 shows the schematic diagram of the parallel replica dynamics simulation algorithm. Computation starts with the master processor broadcasting initial configuration data ͑panel A͒ to all slave processors ͑panel B͒. Each processor generates independent initial momenta from a MaxwellBoltzmann distribution at the desired temperature ͑panel C͒. To guarantee that the initial configuration information is also independent, each processor performs a subsequent ''dephasing'' run of length ⌬t using thermostated dynamics ͑panel D͒. During the dephasing run, if any transition is detected, the processor returns to the original configuration and generates a new set of momenta, and runs the dephasing again until no transition is detected. When dephasing is complete, simulation time begins to be accumulated on each processor. The whole molecular dynamics simulation is divided into blocks of length ⌬t b and a transition check is performed on each processor at the end of each simulation block ͑panel E͒. The block size was chosen to be ⌬t b ϭ1 ps in the current study. Once any slave node detects a transition ͑panel F͒, it reports to the master node and the master node broadcasts the transition information to all nodes. When any slave node receives the message from the master node, it stops the calculation immediately and reports its simulation time to the master. The master node calculates the PRD transition time (t sum ) by summing all slave node simulation time since the end of the dephasing stage. Meanwhile, the processor detecting the transition runs for an additional correlation time ⌬t c to allow for correlated recrossings or correlated multiple hops. 31 The non-first-order dynamics during the correlation period is treated rigorously by not integrating it in parallel. The configuration at the end of the correlation time is then broadcast to all other slaves ͑via the master͒ and the procedure is repeated, beginning with the dephasing period, in the new state. In this study, we chose a conservative value of ⌬t c of 40 ps, which is longer than the 25 ps required for the dihedral angles to lose any correlation with their previous state, as measured with dihedral angle autocorrelation functions. This was the most slowly decaying of any single-angle autocorrelation function. There are slower, collective modes, such as those probed by the end-to-end distance or the radius of gyration, but we assume that the system is sufficiently decorrelated once it has made one or more conformational transitions ͑on average͒ about each C-C bond. The dephasing time ⌬t was also chosen to be 40 ps in this study. Note that the careful treatment of dephasing and correlated transitions is crucial in PRD, and distinguishes this method from the more common practice of running independent simulations in parallel to enhance sampling and equilibrium averages. Parallelization of the dynamics ͑rather than increased sampling͒ allows determination of kinetic properties, such as reaction rates. This is only possible because the ͑rare-event͒ dynamics are first order, as in Eq. ͑1͒; this assumption must always be carefully monitored.
Because parallel communication is only necessary at the end of the coarse simulation blocks ͑rather than once or more per time step, as in traditional spatial approaches to parallelism͒, the PRD algorithm has low communication overhead, and a comparatively high parallel efficiency. Indeed, the initiation reactions discussed in the following section achieved parallel efficiencies of over 90% for M ϭ60 replicas on 61 processors. The overall efficiencies for the subsequent transitions were somewhat lower because the radical propagation reactions ͑with lower activation energies than the initiation reactions͒ frequently reacted during the 40 ps dephasing time and required multiple dephasing periods. In order to improve the overall efficiency, one could adjust the block times ⌬t b after initiation to match the subsequent radical reaction times. This requires at least an approximate knowledge of the rate of reaction for each new state that is visited, however. In this study, we used the same block times for the entire duration of each PRD simulation.
Defining state-to-state transitions is a key component of PRD, and the appropriate method of transition detection depends on the system. In the previous metal surface studies, an energy minimization was performed at the end of each simulation block, and the resulting optimized configuration was compared to the optimized configuration determined when that state was initially entered. 27 If these configurations did not match, a transition was declared. This corresponds to defining each potential energy basin as a unique state. In the present study, we use a different approach, based instead on topological basins.
A hydrocarbon system is characterized by a mixture of low barriers separating a large number of conformational states and high barriers for reactions that change the bond connectivity. In studying pyrolysis, our interest lies in these high-barrier events. The low-barrier events are important to us only in the sense that we wish to allow their dynamical evolution to proceed accurately enough so that the highbarrier events occur when they should. In a formally com- plete implementation of PRD, every passage between energy basins, including the low-barrier conformational changes, would be declared as a transition. These low-barrier transitions are so rapid, though ͑occurring every few picoseconds͒ that the dephasing and correlation overhead in PRD would cause the parallel efficiency to suffer if more than just a few processors were employed. Indeed, at elevated temperatures the dynamics among configurational states may not be first order, since the barrier heights are not small compared to kT ͑although PRD could always be applied rigorously at sufficiently low temperatures͒. However, we can exploit the gap between the conformational barriers ͑Ͻ10 kcal/mol͒ and the typical bond-breaking barriers ͑Ͼ20 kcal/mol for radicals, Ͼ80 kcal/mol for saturated hydrocarbons͒ to overcome this problem. We base the transition detection procedure on the bond connectivity, so that conformational transitions ͑which do not change the connectivity͒ are ignored. This effectively lumps all conformations with a given bond connectivity into a single ''superstate.'' Each superstate thus corresponds to a unique isomer ͑or set of isomers of product molecules͒. The key requirement is that the transition rates among the conformational ''microstates'' in a given superstate are substantially faster than the rate of escape to the next superstate, so that the probability of escaping to a superstate is independent of which microstate the system starts in. If this assumption holds, then the first-passage time probability distribution function for the nonconformational transitions, p(t), will be an exponential, as required by Eq. ͑1͒, and the PRD evolution among superstates will be dynamically valid. If there is not a large gap between the microstate transition rates and the superstate transition rates, then p(t) will no longer be exponential and ignoring transitions in this way will lead to errors in the dynamics. We demonstrate in the following section that p(t) is indeed an exponential to good accuracy for the hexadecane system at Tϭ2900 K. Because the ratio of rate constants increases exponentially with decreasing temperature in this system, this superstate approximation becomes even better as the temperature is lowered.
It is interesting to note that there are O(10 5 ) symmetrically distinct conformational states for the n-hexadecane superstate. While only a small fraction of these microstates are visited before escape to another superstate, the criterion for exponential behavior of p(t) appears to be met nonetheless ͑see Fig. 2͒ . The important condition is that the escape time be independent of the starting microstate, not that all microstates be visited. These two conditions are quite different in a system of high dimensionality. In order to fully sample the possible escape paths from the superstate, so that the probability of choosing a given superstate escape path is independent of the initial microstate ͑uncorrelated escapes͒, the trajectory must traverse the ''width'' of the system in configuration space many times. In a one-dimensional superstate, in which a chain of microstates is terminated with a high barrier at each end, the trajectory will necessarily visit each microstate many times if it visits each end of the chain many times. In contrast, in many dimensions, the system passes through only a small fraction of the microstates as it goes from one ''end'' to another along any one dimension. Depending on the nature of the system, a number of these passes may be sufficient to sample the superstate escape paths fully enough to obtain uncorrelated escape from the superstate, even though many of the microstates may never be visited. We believe alkane molecules fall in this category because the covalent bonding reaction barriers depend on local conformational information ͑which is well sampled on short times͒ but do not appear to depend strongly on global conformation. The reaction coordinates for the high-barrier covalent bonding reactions are almost identical with the bond coordinate for the bond undergoing a chemical change, with almost no contribution from the dihedral angle coordinates that lead to conformational changes between microstates. In other words, there is no unique conformation from which bond dissociation must take place, and every conformation is one of the end states. Also, complex transition states ͓such as ͑1,5͒ hydrogen transfer via six-membered ring transition states͔ should cause no problem as long as representative local configurations ͑the six-membered ring conformation͒ are sampled on times shorter than the superstate escape time.
During the PRD simulations, a transition is declared whenever there is a change in the bond connectivity matrix A, where A i j ϭ1 or 0 based on whether there is, or is not, a bond between atoms i and j. In practice, this information is evaluated using the Verlet neighbor lists, and the definition of a covalent bond is an atom pair with a separation less than the covalent bonding cutoff r i j max in the adaptive intermolecular reactive empirical bond order ͑AIREBO͒ potential 23 used for the simulations. This is a natural way of identifying transitions between isomers and into different chemical species, while ignoring conformational transitions. In principle, such an approach does not require energy minimization at the end of each block, if covalent bonding can be reliably determined from nonminimized states. However, close-contact, nonreactive intramolecular collisions are common at high temperatures and cannot easily be distinguished from nascent bonds without optimization; we performed a full energy minimiza-FIG. 2. Observed probability distribution P(t) that a chain has undergone a reaction at time t for direct MD simulation ͑ϫ͒ and PRD simulation ͑ϩ͒ at 2900 K. For a first-order process, these data would be described by P(t) ϭ1Ϫe
Ϫkt . Both curves are well described by this distribution with k ϭ1.19ϫ10 9 s Ϫ1 ͑dashed line͒.
tion using steepest descent at the end of each block in this study. By failing to detect ͑and rethermalize in͒ each conformational microstate, these simulations have lost the ability to correctly describe the diffusion or dynamics between the conformational states; diffusion among microstates is not accelerated in the same manner as transitions between superstates. As a consequence, the PRD time is not a deterministically correct time for any particular single trajectory. Instead, the PRD time must be interpreted as a statistically unbiased estimate of the reaction time at the moment of superstate transition.
This approach of aggregating energy basins ͑mi-crostates͒ into larger groups ͑superstates͒ is related to the approach used by Pande. 28, 29 That work uses signatures in the energy variance to indicate when transitions have been made between large free energy basins along the protein folding pathway. 32 Our system is considerably simpler, both in that the reactions of interest are easily identifiable once they have occurred and transition detection can be performed quantitatively.
We note that the separation in energy scales between chemical reactions and conformational transitions is not perfect. Although the activation energy for homolytic bond dissociation in saturated hydrocarbons is quite large ͑80-100 kcal/mol͒, the reverse reaction, radical combination, is nearly barrierless. This might be expected to introduce inefficiencies in the PRD algorithm, if fast recombinations require that much of the simulation time be spent in single-processor integration of the correlation time ⌬t c . However, for gasphase pyrolysis this is not a problem: the rate of the radical combination reactions is small, despite the low barrier. Kinetically, the frequency factor for the bimolecular combination reaction is much smaller than that of the unimolecular dissociation. The large loss of entropy in the combination reaction results in a significant free energy barrier to recombination, even though the energetic barrier is small. From a microscopic simulation point of view, products which dissociate with a nonzero velocity in an infinite simulation volume ͑no periodic boundary conditions͒ are vanishingly likely to reencounter one another. No such recombinations were observed to occur in this study. In higher density systems, such as liquid-phase pyrolysis, the presence of low-barrier radical reactions may indeed be a more serious problem.
B. AIREBO potential
We chose the AIREBO potential to describe hydrocarbon interactions in the pyrolysis simulations. This potential is described in detail elsewhere, 23 and we summarize it only briefly in this paper. This potential is one of a series of successful bond-order potentials for covalently bonded materials that originated with Tersoff's many-body potentials for silicon, carbon, and other semiconductors, 33 and continued with Brenner's parametrization for hydrocarbons. 21, 22 In these models, the covalent bonding interaction V i j between two atoms i and j comprises contributions from a repulsive potential V i j R and an attractive potential V i j A both of which are pair potentials:
The relative contribution of each term is modulated by the presence of the so-called ''bond order'' term b i j . This term is responsible for the modification of bond strength and equilibrium bonding distance based on changes in the local bonding environment, and is responsible for the many-body nature of the potential ͑i.e., the bond-order term b i j depends on the positions of atoms other than i and j͒. This class of models has been widely used for modeling chemical reactions in covalently bonded carbon and hydrocarbon systems. The Tersoff and Brenner ͑REBO͒ potentials differ primarily in the functional form chosen for the bond order b i j . 21, 22, 31 While the AIREBO potential was primarily developed for condensed-phase systems, we chose it for the current studies of gas-phase hexadecane pyrolysis because it includes the ability to model torsional potentials about bonds, as well as including exchange repulsion and dispersion interactions. 23 The torsional interactions are crucial in describing the relative population of different conformers of hexadecane, and the van der Waals interactions are relevant to the distribution between extended and coiled molecular states. The conformational degrees of freedom may well be important in determining the mechanism and kinetics of the pyrolysis process, an effect that is not considered in nonatomistic kinetic models. The AIREBO potential describes the covalent bonding interactions largely as in Brenner's REBO potential. 22 In addition, there are terms in the potential to account for torsional energies of single-bond rotations, as well as the nonbonded van der Waals interactions,
where V i j REBO is Brenner's REBO potential. The torsional energy is not modeled via the familiar truncated Fourier series, which imposes a predefined symmetry upon each rotatable bond, but is instead modeled as a pairwise interaction between ͑1,4͒ atoms, where is the dihedral angle and ⑀ characterizes the strength of the interaction. The advantage of this formulation of the torsional energy is that the symmetry of the dihedral angle potential is dictated entirely by the symmetry of the molecule, and can change as reactions occur. The van der Waals interaction is modeled using the standard Lennard-Jones ͑LJ͒ 12-6 potential, modified by several environment-dependent switching functions,
͑8͒
The C i j switching function is used to screen the LJ interactions between atoms that are connected by three or fewer covalent bonds; the SЈ(b i j *) switching function is used to adaptively screen the repulsive LJ interactions, reducing them for atom pairs that are not bonded, but which will have large bond orders upon closer approach; and the S(r i j ) switching function is used to ensure that the long-range dis-persion interactions are always present. Additional details about the AIREBO potential are available in Ref. 23 .
III. RESULTS AND DISCUSSIONS
A. Validation
As discussed in the preceding section, the assumption of first-order kinetics ͓Eq. ͑1͔͒ requires that the state ͑in this case the superstate͒ be sufficiently well sampled ͑or traversed͒ on time scales shorter than the average escape time. The PRD algorithm will fail if the events being sampled are not rare events, and the escape time distribution is not first order. In order to validate the chosen values for the dephasing time, correlation time, and block time, the reaction kinetics obtained from PRD simulations of hexadecane pyrolysis were compared to those obtained from direct MD simulations at a temperature of 2900 K-high enough so that thermal decomposition can be observed via direct MD simulations. The times required for the first decomposition reaction were recorded for a series of ten different initial conditions, using both direct MD and PRD with 61 processors (M ϭ60). Figure 2 shows the distribution function for the transition times of the ten initiation reactions from both direct MD and PRD simulations. Given an observation of N different event times t 1 ,...,t N for a first-order process, the maximum likelihood ͑ML͒ estimator for the true rate constant is simply the inverse mean reaction time, k tot ϭ͗t i ͘
Ϫ1
. This ML rate constant was k tot ϭ1.24ϫ10 9 s Ϫ1 from the direct MD simulations and 1.14ϫ10 9 s Ϫ1 from the PRD simulations. A Kolmogorov-Smirnov test indicates that both empirical distribution functions are consistent with a first-order process with kϭ1.24ϫ10 9 s Ϫ1 , at the 90% confidence level. These results demonstrate that, at 2900 K where the direct dynamics simulation is feasible, PRD simulation does not perturb the kinetics of the thermal decomposition process. This is a good indication that the conformational space is still being sampled sufficiently within each replica. Additional details on the 2900 K simulations are available in Ref. 30 . At lower temperatures, no comparison with direct MD is possible, because the decomposition does not take place in times that are easily accessible on a single processor. Fortunately, the efficiency of the conformational sampling will improve even further at lower temperatures, because the conformational barriers are lower than those separating distinct chemical species. Consequently, we expect that the PRD simulations will continue to reproduce the correct reaction kinetics as the temperature is decreased.
We emphasize here that the validation of the PRD algorithm used here is a fairly general conclusion, and does not depend critically on the hydrocarbon model used. Although the AIREBO potential was chosen as the best available classical model for treating reactivity in hydrocarbons, it is still an approximate model ͑as are all classical potentials͒. Other potentials ͑including ab initio potential energy surfaces͒ will have small ͑Շ10 kcal/mol͒ differences in barrier heights. These differences may have a large effect on the kinetics, but will not substantially affect the gap between conformational and covalent energy barriers. Thus, for any reasonable potential energy surface for hydrocarbons, the difference in rates for conformational and chemical reaction dynamics is large enough that the topology-based transition detection method can be safely used at temperatures below 3000 K. Table I shows the time and type of initiation reaction for a series of ten different initial conditions at five temperatures ranging from 2100 to 2500 K. The individual initiation times ranged from 0.04 to 789.76 ns. Note that the longest simulation would have required Ϸ26 months of continuous calculation on a single processor. By using PRD on 61 nodes of the computational ''minigrid'' at Clemson University, this simulation could be performed with a parallel efficiency of over 90%-far better than could be achieved on this 50-atom system by any atom-based parallel decomposition method.
B. Initiation
The thermal decomposition of hydrocarbons has been extensively studied previously, and is known to involve a number of free radical species and radical chain reactions. 2, 3, 34 In most simple reaction dynamics models, the mechanism for n-alkane pyrolysis is based on that proposed by Kossiakoff and Rice, 6 and is assumed to take place through an initial homolytic scission of a C-C bond to produce two alkyl radicals, followed by a network of competing propagation reactions involving radical species. Initiation takes place via C-C bond dissociation because this bond is weaker than the C-H bonds ͑Ϸ88 kcal/mol for a C-C dis- sociation vs 100 kcal/mol for C-H͒. 3 The actual initiation reaction is a composite reaction, with dissociation in varying proportions at symmetrically distinct C-C bonds ͑each with different Arrhenius parameters͒ at different temperatures. This mechanism is supported by various experimental results and the kinetics for the composite reaction are approximately first order at temperatures up to about 1000 K. 1,8 -10,35-37 Despite the use of the PRD algorithm, however, the simulation temperatures are still considerably higher than those commonly studied experimentally. At sufficiently high temperatures, initiation by C-H dissociation will become more prevalent. The rate of the C-H dissociations will be enhanced, relative to the C-C dissociations, by a factor of exp͕(⌬E a )/R͓(1/T 1 )Ϫ(1/T 2 )͔͖ as the temperature increases from T 1 to T 2 . This increase is approximately a factor of 50 as the temperature is increased from 1000 to 2500 K, for example. The issue of whether C-H dissociations occur has only rarely been addressed experimentally, 18, 38 and has not been treated in previous kinetic models of heavy alkane pyrolysis, even for those studies performed at temperatures exceeding 1000 K. 5, 36 When the data from each of the different temperatures is combined, the ratio of C-H to C-C bond dissociations is 41:9. Initiation via C-H bond dissociation is more frequent at these high temperatures, despite the fact that C-C bond dissociations have a lower activation barrier. This C-H:C-C dissociation ratio is even larger than the 34:15 ratio of C-H to C-C bonds, suggesting that the frequency factor must be larger for C-H dissociation. This is not expected, based on commonly accepted values for the frequency factors. 38 These values are based on experiments for much smaller hydrocarbons, and do not take into account the fact that the prefactor for C-C dissociations will decrease much more rapidly with increasing molecular size than will that of the C-H dissociations due to the higher probability of recoil-based recombinations when both product fragments are heavier than C 2 H 5 . This dependence of the frequency factor on the size of the products is not taken into account in most kinetic models, and cannot be addressed by equilibrium kinetic theories. Because the AIREBO model is realistic in its prediction of C-H and C-C bond dissociation energies and vibrational frequencies, it is difficult to say whether the unexpectedly high contribution of C-H dissociations at high temperatures is side effect of the AIREBO model, or whether there is a largerthan-expected dependence of frequency factor on bond position. Additional dynamics simulations are needed to further examine this point.
Nearly 25% of the C-H dissociations occurred at terminal methyl groups ͑primary carbons͒, generating a primary radical. This is higher than the ϳ12% that would be expected at these temperatures, given the 6:28 ratio of primary to secondary hydrogens and the activation energy for primary C-H dissociation that is higher than that for secondary C-H dissociation by ⌬E a ϭ2.0 kcal/mol, if the frequency factors are identical:
It is reasonable to suppose that the frequency factor for C-H dissociation is larger on primary carbons, but the statistics are not sufficient to declare this difference significant. None of the nine C-C dissociations occurred in the terminal C-C bond. While stronger than the internal C-C bonds by several kcal/mol, dissociations of the terminal bond should also be accessible at these temperatures, given the observation of C-H dissociations in addition to C-C dissociations, and primary C-H dissociations in addition to secondary C-H dissociations. Presumably they were not observed due to the limited sample size of only nine C-C dissociations. Figure 3 shows the composite reaction rates for initiation as a function of temperature. The data fit well in this temperature range by the Arrhenius equation,
where A 0 is the frequency factor, E a is the activation energy, R the universal gas constant, and T the absolute temperature. This results in an activation energy of E a ϭ79.7 kcal/mol and a frequency factor of log(A 0 /s Ϫ1 )ϭ14.8. Experimental results for the initiation rate at lower temperatures also show Arrhenius behavior, with values of log A 0 ranging from 14.3 to 19.6. 3, 8, 9, 39, 40 The activation energy of 79.7 kcal/mol is also consistent with experimental and empirical model values, which range from 59 to 87 kcal/mol. 3, 8, 9, 39, 40 Note that these Arrhenius parameters are composite parameters, and thus represent an average over all of the possible initiation modes. In the empirical model studies, the composite reactions are assumed to be solely C-C dissociations, whereas the current study includes C-H dissociations. Experimental studies, as well as the current dynamics simulations, consistently give Arrhenius activation energies lower than the barrier for the C-C dissociation reactions ͑88 kcal/mol from experiment; 92 kcal/mol using AIREBO͒. Values in the range of 75-80 kcal/mol for initiation are commonly accepted; 2 lower experimental activation energies for initiation are typically attributed to catalytic effects of the reactor walls, 9 an effect that is absent in the current simulations. Arrhenius parameters from several studies at different temperatures are compared in Table II . While the frequency factors obtained here at over 2000 K are comparable to some of the literature values ͑at much lower temperatures͒, they are somewhat lower than expected; both the frequency factor and the activation energy should increase at elevated temperatures as additional reaction modes ͑such as C-H dissociation͒ begin to contribute. Our reaction rate at 2500 K of 6.8ϫ10 7 s Ϫ1 is slower than the values of 1.4ϫ10 9 s Ϫ1 through 1.1ϫ10 12 s Ϫ1 obtained by extrapolating the experimental results to 2500 K. While agreement is not to be expected after a 1500 K extrapolation, the fact that the current rate is lower than predicted indicates that the current model may overpredict the barriers or underestimate the frequency factors for some reaction channels. However, we also note that our data can be fit equally well with temperaturedependent prefactors, 41, 42 making any temperature extrapolation quite circumspect. Although the high temperatures used here prevent the validation of the AIREBO model directly against experiment, this model has proved successful in a range of other systems involving C-C and C-H bond dissociation. A detailed comparison of AIREBO reaction barriers with ab initio calculations is currently underway that should help to enable closer comparison with experiment.
C. Propagation
It is well understood that in pyrolysis, the chemistry subsequent to the initiation reaction takes place via radical chain reactions. 2, 3, 34 The basic reactions in the chain have been well understood for half a century, 6, 7 and kinetic models exist which can predict approximate product distributions for the pyrolysis of linear alkanes. However, empirically adjusted model parameters often disagree markedly with known kinetic parameters, indicating that not all of the steps in the reaction network are fully understood at present. In addition, a thorough understanding of the kinetics and mechanisms of the underlying reactions will be required if we hope to make good predictions for cases that are not as well understood as simple alkanes.
A number of different kinetic models have been used in attempts to reproduce experimental results, including product ratios. 6,8 -11,13,15,34 -37,43 These range from analytical theory to very coarse-grained models that lump many different reaction products into a small number of classes, to complex systems of hundreds of coupled differential equations. Direct comparison of the current results with experiment and with the results of these models is not possible, for a number of reasons. The most important of these is that the current studies were performed with isolated molecules. No attempt was made to model collisions between gas-phase species. Consequently, important mechanistic steps such as hydrogen abstraction ͑intermolecular hydrogen transfer͒ and chain termination could not be observed. These reactions, especially hydrogen abstraction, can have a dramatic effect on the ultimate product distribution and its pressure dependence. 2, 6, 7 Although the simulations were performed without any intermolecular collisions, the rate of thermal activation in the simulations corresponds to the high-pressure limit. This is because the Langevin thermostat employed to control the temperature in these simulations used a friction value of ϭ0.007 fs Ϫ1 . In a system with hard-sphere collisions, equivalent thermalization at a collision frequency of ϳ0.007 fs Ϫ1 would occur at an ideal gas pressure of 44 
2 )kT. Assuming a hard sphere diameter of dϳ1 nm and a root mean square velocity of
ϭ700 m s Ϫ1 at Tϭ2500 K, this corresponds to a pressure of ϳ1000 bars. In other words, the energy transfer between a molecule or radical and the thermal heat bath occurs at a rate corresponding to high-pressure or liquid-state conditions, with energy transfer modeled via the Langevin thermostat rather than by explicit collisions. Additional evidence that the results obtained here correspond to the high-pressure limit comes from the observation that, in initial investigations, varying the thermostat time constant between 30 and 100 fs had no effect on the rate.
We have neither further explored the pressure dependence of the rate constants nor have we attempted to evaluate the energy dependence of the microcanonical rate constant that could be used for Rice-Ramsperger-Kassel-Marcus ͑RRKM͒ calculations of the rate. The simulations were all in the canonical ensemble, and thus provide an average over microcanonical rates. We emphasize once more that the principal aim was to perform a dynamics simulation of thermal decomposition without imposing any biases due to an assumed reaction network or set of kinetic parameters. Although additional studies with more accurate models and treatment of intermolecular effects will be needed before kinetic data can be applied directly to improved empirical models, successful validation of the algorithm provides the groundwork for such future studies.
To study the unimolecular radical propagation reactions, we performed additional PRD simulations of ten consecutive reactions ͑beginning with the initiation reaction͒ for each of three independent initial configurations of n-hexadecane in the same temperature range of 2100-2500 K. A total of over 1.35 s of dynamics was run on these systems, using PRD on 61 processors. Parallel replica dynamics is clearly invaluable in extending the range of simulation temperatures and times. Even in cases such as this where the independent simulations could have been parallelized trivially across as many as 15 different processors, the longest simulations, requiring hundreds of nanoseconds would have taken many months on a single processor; PRD is useful not only for increasing the number of processors onto which the problem can be parallelized, but also in providing a sort of load balancing. A total of 150 independent ͑noncorrelated͒ reactions were thus observed: 15 initiation and 135 propagation reactions. From these, we identified five distinct reaction mechanisms: ͑1͒ carbon-carbon dissociation ͑CCD͒; ͑2͒ carbonhydrogen dissociation ͑CHD͒; ͑3͒ intramolecular hydrogen transfer or hydrogen shift reactions ͑HTR͒; ͑4͒ three membered ring formation ͑3MRF͒; ͑5͒ three membered ring dissociation ͑3MRD͒. The details of all 150 independent reactions are presented in Tables III-V, along with the first and tenth reaction times. ͑Note that occasionally, during the 40 ps correlation time following a reaction, a subsequent reaction would occur. Such reactions are conservatively assumed to be correlated with the previous reaction and are not counted as independent events.͒
The most common chain reaction was an internal hydrogen transfer reaction, which occurred 75 times among the 135 independent propagation reactions ͑56%͒. The fast rate of this isomerization reaction confirms that the radical site is highly mobile, and at low pressures it is safe to assume an equilibrium distribution of isomeric radical species. Isomerization also occurred via three-membered ring formation ͑10 reactions; 7%͒ and dissociation of three-membered rings ͑11 reactions; 8%͒. 45 Ignoring the 15 initiation reactions, dissociation took place via C-H bond cleavage in 33 instances ͑24%͒ and via C-C bond cleavage in 6 instances ͑4%͒, again showing the prevalence of C-H dissociation at high temperatures with this model. The statistics on any one of these reaction modes at a particular temperature are not extensive, TABLE III. Ten consecutive transitions, along with the initial and final reaction times, for the first of three initial configurations. A C-C dissociation between atoms i and j in the carbon backbone is indicated by the notation CCD(i: j); the notation CHD(i) indicates a hydrogen dissociated from carbon i; HTR(i: j) indicates a hydrogen transfer from carbon i to carbon j; intramolecular cyclization via bond formation between carbon atoms i and j is indicated by NMRF(i: j) to indicate the formation of an N-membered ring; the notation NMRD(i: j) indicates that an N-membered ring has broken at the bond between carbons i and j ͑a special case of C-C dissociation͒ without resulting in dissociation of the molecule. so we do not provide individual reaction rates or Arrhenius parameters.
Hydrogen transfer is by far the fastest of the unimolecular propagation reactions, representing over half of the independent reactions observed. Kinetic models, such as those based on the theory of Kossiakoff and Rice, 6 frequently assume that internal hydrogen transfer occurs between ͑1,5͒ carbons in order to minimize strain energy in the cyclic transition state ͑which is a six-membered ring in this case͒. In contrast, nearly all the hydrogen transfers in our simulations occurred via ͑1,2͒ hydrogen transfer, via a triangular transition state. Hydrogen transfer to distant sites did occur, but generally by diffusion of the radical site via repeated one-site hops. In selected cases, hydrogen transfer occurred via a ͑1,3͒ two-site hop ͑e.g., reaction 6 at 2400 K in Table IV and reaction 5 at 2500 K in Table V͒ , and via concerted, nearly simultaneous exchange of two vicinal hydrogens ͑reaction 10 at 2500 K in Table III͒ . The mechanistic details of intramolecular hydrogen transfer and their influence on hydrocarbon pyrolysis products have been debated frequently in the past. 2 Hydrogen transfer via ͑1,4͒ shift is known experimentally to occur, [46] [47] [48] and is fast enough at low temperatures that it is often required in kinetic models in order to reproduce experimental product distributions. 40, 43, 49, 50 Shorter-distance hydrogen transfers ͓including ͑1,2͒ transfers between vicinal carbons͔ are also known to occur in selected instances, albeit with larger barriers than the ͑1,4͒ and ͑1,5͒ transfers. 20, 51 For large molecules, the presence of shorter-distance hydrogen transfers is perhaps irrelevant, as a full distribution of primary and secondary radicals can be obtained for all species larger than the pentyl radical using no hydrogen transfers shorter than ͑1,4͒. But shorter hops, if they occur, would affect the distribution of products obtained from smaller radical species generated during the decomposition process.
It is generally believed that hydrogen transfers shorter than ͑1,4͒ do not occur at experimental temperatures, 3 although the reactions themselves are not observed directly, and the arguments are typically made from indirect evidence of the product distributions. The primary evidence against ͑1,2͒ hydrogen transfers comes from pyrolysis studies of deuterated butane, in which decomposition products resulting from pathways involving ͑1,2͒ hydrogen transfer are not observed. 52 However, this result merely illustrates that pathways involving ͑1,2͒ hydrogen transfer are not competitive with those involving ␤-scission ͓and possibly including ͑1,3͒ hydrogen transfer͔ at temperatures below 800 K. Although we do not present detailed reaction rates for hydrogen transfer due to the limited sample sizes, it is clear from the simulation results that the higher prefactor associated with shortrange hydrogen transfer more than outweighs the additional strain energy at the barrier at these elevated temperatures in the AIREBO model used here. Given the difference between experimental and simulation temperature scales, it is important to validate the AIREBO model directly against more accurate ab initio calculations. Detailed analysis of the reaction pathways, transition states, and activation energies observed here will allow more conclusive statements about whether these reactions are expected to be important at experimentally relevant temperatures. Such studies are currently underway, both with classical and ab initio potential energy surfaces.
Isomerization of the carbon backbone occurred in the PRD simulations via the formation and dissociation of cyclic structures. Cyclization reactions are typically ignored entirely in kinetic models. In the simulations, ring formation occurred exclusively in the form of transient, highly strained cyclopropyl rings. As with the hydrogen transfer reaction, the higher prefactor for the formation of small cyclic structures overcomes the higher strain energy at these elevated temperatures. Of the 156 reactions observed ͑including 21 correlated events and excluding the 15 initiation reactions͒, 21 were cyclopropyl ring-closings and 18 were ring-opening reactions. Although the cyclopropyl species are stable, they are very short lived at these temperatures, nearly always decomposing to the preceding structure within tens of picoseconds ͑often within the 40 ps correlation time͒. On two occasions, however ͑reactions 7-9 at 2500 K and reactions 7-8 at 2100 K in Table V͒ , the cyclopropyl species survived long enough for the energy to dissipate from the incipient bond, dissociating instead into a branched compound as illustrated in Fig. 4 . To the extent that the three-membered ring structures are transient intramolecular ''complexes,'' it is unim-TABLE V. Ten consecutive transitions, along with the initial and final reaction times, for the third of three initial configurations. Description of reactions as in Table III. portant to include them in a coarse-grained kinetic model. However, given that they occasionally result in isomerization reactions, inclusion of these strained ring structures could have some effect in the predicted ͑small͒ fraction of branched products. Once again, it is uncertain to what degree these conclusions will hold at lower temperatures, and to what degree their presence is an artifact of the potential model. More detailed investigation of these structures and their energetics is underway.
As with the more comprehensive results on initiation reactions presented in Table I , the majority of initiation reactions ͑93%͒ occurred via C-H dissociation. C-H dissociation was also more prevalent after initiation, numbering 34 of the 156 post-initiation reactions, vs six C-C dissociations. Half of the observed C-C dissociations were ␤-scission reactions in which the C-C bond ␤ to a radical site is cleaved. This is one of the most important chain propagation steps in the Kossiakoff-Rice mechanism, so it is not surprising that it also features prominently in the simulations, even at high temperature. The three instances where it was observed were in reaction 8 at 2200 K in Table IV , reaction 2 at 2500 K in Table V , and reaction 5 at 2300 K in Table V. Detailed analysis of Tables III through V reveals a number of other interesting mechanistic observations. For example, generation of a primary radical ͑via either C-C or primary C-H dissociation͒ was usually followed shortly by hydrogen transfer reactions resulting in a lower-energy secondary radical. And C-H dissociations frequently occurred adjacent to existing radical or -bonding sites, leading to conjugated systems. A conjugated triene was formed in this manner at 2400 K in Table IV .
IV. CONCLUSIONS
Parallel replica dynamics has been applied to study a system with a heterogeneous distribution of reaction barriers. By detecting transitions using molecular connectivity, rather than absolute geometry of the configuration, we have been able to apply the PRD algorithm to the pyrolysis of hexadecane, in which there are a range of large ͑reactive͒ and small ͑conformational͒ energy barriers. A number of other processes including activated processes in liquids, polymers, and biomolecules may benefit from the same approach.
The PRD results for hexadecane agree with those of direct MD simulation at a temperature of 2900 K, confirming that the PRD algorithm can be used with confidence for this system, as well as other systems with comparably large ratios of conformational to chemical reaction rates. Use of the PRD algorithm with connectivity-based transition detection allowed parallel simulation with more processors than atoms in the system, and enabled simulations of hydrocarbon pyrolysis at temperatures of 2100-2500 K, some 1000 K lower than had been previously attempted with direct dynamics simulations. A total of over 5 s of dynamics was performed on this system, a feat which would not have been possible with alternative parallelization methods. Indeed, the parallel efficiency of over 90% achieved in this study on 61 processors requires an implementation that is over 99.8% parallel ͑according to Amdahl's Law͒, even if the communication costs are assumed to be zero. Performance at this level would clearly be impossible for systems of this size with traditional parallelization methods.
Several aspects of the kinetics were in agreement with experimental results at lower temperatures. The dissociation was found to be first order, and to have an Arrhenius-type temperature dependence. The Arrhenius parameters were in good general agreement with those obtained by fitting empirical models to experimental results, although the extrapolated rates were lower than the empirical values. After initiation, the unimolecular propagation steps that could be observed in these simulations involved fast mobility of the radical site via hydrogen-transfer reactions, and decomposition due to ␤-scission ͑and other scission͒ reactions.
Other details of the observed mechanism are more unusual, and do not occur or are not included in kinetic models at lower temperatures. These include the observation that dissociation occurs primarily via C-H bond cleavage at these temperatures, that hydrogen transfer occurs predominantly between vicinal carbons, and that the carbon backbone isomerizes generating branched structures via transient cyclic structures.
We note that the accuracy of the results obtained here depend on the accuracy of both the algorithm and the potential used. The algorithm has been verified for this system, by comparing reaction time distributions for direct MD and PRD. While the AIREBO potential has proved successful in other reactive hydrocarbon systems, it has not been specifically validated for the case of hydrocarbon pyrolysis. Such validation is currently underway through comparison with ab initio calculations. These studies will enable more definitive statements about whether the unexpected reactions are a consequence of the elevated temperature of the simulations, or the hydrocarbon potential. Although the high-barrier reactions are not expected to play major roles in pyrolysis mechanisms below 1000 K, the higher temperatures being used in modern pyrolysis experiments necessitate the careful treatment of high-energy reaction channels in kinetic models.
followed by accurate calculations with quantum mechanical methods, can be expected to provide improvements to largescale kinetic models. In addition, the method developed here can also be used for a wide range of other rare events in conformationally complex systems.
The combination of the PRD algorithm and the AIREBO reactive potential in this study has enabled simulations of hydrocarbon pyrolysis at temperatures as low as 2100 K, for aggregate times of over 5 s. We expect that by using massively parallel PRD, or by combining PRD with complementary accelerated dynamics techniques such as temperatureaccelerated dynamics, 53 accurate simulations of fuel oil hydrocarbon pyrolysis might be possible at temperatures approaching 1000 K, particularly for the propagation reactions. One significant advantage of this simulation technique is that the reaction modes and mechanisms have not been predetermined, as in kinetic models. The transitions are discovered purely as a result of the dynamics exploring the potential energy surface. The power of this method is evident in the fact that several unexpected mechanisms were uncovered. Whether these lead to improvements in kinetic models, or to improvements in the classical potentials, we expect that they will contribute to a more complete understanding the dynamics of this complex process.
