A distributed discrete-time algorithm is proposed for multi-agent networks to achieve a common least squares solution of a group of linear equations, in which each agent only knows some of the equations and is only able to receive information from its nearby neighbors. For fixed, connected, and undirected networks, the proposed discrete-time algorithm results in each agents solution estimate to converging exponentially fast to the same least squares solution. Moreover, the convergence does not require careful choices of time-varying small step sizes.
Introduction
A significant amount of effort in the control community has recently been given to distributed algorithms for solving a set of linear equations over multi-agent networks, in which each agent only knows some of the equations and controls a state vector that can be looked upon as an estimate to the solution of the overall linear equations [1] [2] [3] [4] . The key idea of these distributed algorithms is a so-called "agreement principle" [5] , in which each agent limits the update of its state to satisfy its own equation while trying to reach a consensus with its nearby neighbors' states. Different from the well-studied consensus problem [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , which aims to drive all agents' states to be the same, the agreement principle allows agents to cooperatively reach the same solution to the overall set of linear equation as long solutions exist. Numerous extensions along this direction include achieving solutions with the minimum Euclidean norm [18, 19] , elimination of the initialization step [20] , and reduction of state vector dimension by utilizing the sparsity of the linear equations [21] .
Linear equations arising from many engineering problems are, however, overdetermined, for which all the above distributed algorithms based on the agreement principle are not directly applicable. For example, in distributed parameter estimation [22] , observations are subject to measurement noise that leads to no solution of the resulting equations; in power networks, the mode estimation of voltage oscillations asks for the least squares solution of linear equations resulted from the output of phasor measurement units [23, 24] ; a distributed least squares solver can also be applied to the position determination of multi-agent formation control [25] [26] [27] , state estimation in signal processing [28] [29] [30] and real-time data fitting of financial models [31] . One idea for dealing with the case of overdetermined linear equations is briefly discussed in [1] , which however does not scale well with the network size. A common approach to achieve least squares solution is to reformulate it as a distributed optimization problem. In order to find the optimal solution in the sense of the total network, classical methods employ a centralized agent (coordinator) to collect the information in
Problem Formulation
Consider a network of m agents, i = 1, 2, ..., m, in which each agent can communicate with certain other agents called its neighbors. Suppose that each agent wishes to solve the following least squares optimization problem
for the least squares solution x * , where |·| 2 denotes the 2-norm, but each agent i only knows matrices A i ∈ R ni×n and b i ∈ R ni . Suppose that at each time t = 0, 1, . . . , each agent i controls a state vector x i (t) ∈ R n , which can be viewed as agent i's estimate of x * . The problem of interest in this paper is to develop a local rule for each agent i to iteratively update its state vector x i (t) by only using its neighbors' states such that all x i (t) converge exponentially fast to a least squares solution x * . Note that, if x * is a least squares solution then, all least squares solutions are given by
with A i r = 0 for i = 1, . . . , m, that is,
where
Thus the problem (1) has a unique solution if and only if ker(A) = 0.
To proceed, we let N i denote the set of agent i's neighbors. We assume that each agent is a neighbor of itself, that is, i ∈ N i . Neighbor relations can be described by an undirected graph G with self-arcs such that there is an undirected edge connecting two different nodes i and j if and only if i and j are neighbors. In this paper we only consider the case in which G is connected and fixed.
A Distributed Discrete-Time Update
In this section we present a distributed and discrete update algorithm for each agent to asymptotically achieve the same least squares solution x * . We note that the problem (1) is equivalent to the following constrained optimization problem:
subject to
To obtain an update algorithm, let W be a symmetric weighting matrix associated with the undirected graph G such that its ij-th and ji-th entries, w ij and w ji , are positive if and only if there is an undirected edge between i and j in G, and are zero, otherwise. Since each agent is a neighbor of itself one has w ii > 0. Let D denote the diagonal matrix whose ith diagonal entry, denoted by d i , is the i-th row sum of W , that is,
Now introduce the Laplacian L matrix associated with the weighted graph:
letL = L ⊗ I n where ⊗ denotes the Kronecker product and let
be the column consisting of all the state vectors. Since G is connected, a vector is the kernel of L if and only if it is a scalar multiple of 1 m [43] . Using this property, one obtains that the constraint in (5) is equivalent toLx = 0. Thus problem (5) and, hence, the original problem, is equivalent to the following problem:
Note that x * solves (9) if and only if
where x * is a least squares solution to the original problem. The linear constraint quadratic optimization problem (9) is analytically solvable by Lagrange Method [42, 44] . That is, define
where z = col {z 1 , z 2 , · · · , z m } ∈ R nm is the so-called Lagrange multiplier andc > 0 is an arbitrary positive constant introduced for the purpose of adjusting the weights between the two terms summed in G(x, z). Note that the Hessian matrix of the objective function isĀ Ā ≥ 0. Then, x * solves problem (9) if and only if there exists z * such that ∇ x,z G (x * , z * ) = 0. Then the problem of achieving a least square solution x * to (1) is equivalent to finding x * and z * such that (14)- (15) are equivalent tō
By introducing an additional state vector z i (t) ∈ R n for each agent i, one could achieve a distributed solution to (16) and (17) by the saddle-point dynamics proposed in [42, 45] . Discretization of such a continuous update usually requires a careful choice of sufficiently small step size to guarantee convergence. To eliminate such a requirement, we propose a new discrete-time update as follows:
Here c ≥ 0 is arbitrary non-negative constant and κ i > 0, i = 1, · · · , m, are parameters to be chosen. As will be shown later, a simple and distributed way of choosing c,c, κ i for each agent is
Under this choice the updates (18)- (19) will be totally distributed without any designed parameters and the effectiveness for driving all x i (t) to a least square solution will be shown later in next section. The updates (18)- (19) result from a mixed use of each agent's upcoming states x i (t + 1), z i (t + 1) and its neighbors current states x j (t), z j (t), j ∈ N i . This enables us to derive from (18) and (19) the following update without introducing any step size:
Note right away that the update (20) is distributed since each agent i only uses A i , b i and states of its neighbors and itself; it requires each agent to control a state vector in R 2n whose size is independent of the underlying network, and does not involve any step size. Exponential convergence under the proposed update will expounded on in next section.
Main Result
To present the main result of the paper, Theorem 1, let
where K ∈ R m×m is the diagonal matrix whose ii entry is κ i .
Theorem 1 Suppose G is undirected and connected, W is symmetric,c, κ 1 , . . . , κ m > 0, c ≥ 0
and c > 0 if there exists a non-zero vector u such thatĀ
Then the proposed update (20) results in all x i (t) converging exponentially fast to the same least squares solution to Ax = b.
By Theorem 1, convergence of the proposed update depends on choosing parameters κ i to satisfy (21) . This can be achieved in a simple and distributed way as illustrated by the following corollary. A proof of Corollary 1 is given in the Appendix.
Proof of Theorem 1
In order to prove our main result, we first re-write the update equations (18)- (19) in vector form:
SinceK is invertible andc > 0, all equilibrium states col {x e , z e } of (25)- (26) 
Thus, the equilibrium states are given bȳ
Clearly the set an equilibrium states to (25)- (26) is the same as the set of solutions to (14)- (15) . So, to prove Theorem 1 we just need to show that every solution to (25)- (26) converges to an equilibrium state. To achieve this we re-write (25)- (26) compactly as
where y = col {x, z} and
The equilibrium states y e of (32) are given by (I − Q)y e = b. Let y * be any equilibrium state of (32) . Then all equilibrium states y e of (32) are given by y e = y * + v where v = 0 or v an eigenvector of Q corresponding to eigenvalue one. The evolution of e = y − y * is governed by
So, to prove Theorem 1 we now just have to show that every solution of (35) exponentially converges to zero or to an eigenvector of Q corresponding to eigenvalue one. To achieve this we need the following lemma whose proof is in the Appendix Lemma 1 Suppose (21) holds. Then Q has the following properties.
(a) Every eigenvalue of Q has magnitude less than or equal to one and −1 is not an eigenvalue of Q.
(b) If Q has a complex eigenvalue of magnitude one then c = 0 and there is a non-zero vector u which satisfies (22) - (24) in Theorem 1.
(c) One is an eigenvalue of Q and its algebraic multiplicity is equal to its geometric multiplicity. A non-zero vector col {u,ū} is a eigenvector corresponding to one if and only if Au = 0,Lu = 0,Lū = 0
As a consequence of the hypotheses of Theorem 1, Lemma 1 tells us that every eigenvalue of Q has magnitude less than or equal to one. Also, one is the only eigenvalue of magnitude one and its algebraic and geometric multiplicities are equal. Hence, there exists a non-singular matrix T such that
and all the eigenvalues of R have magnitude strictly less than one. Every solution of (35) satisfies e(t) = Q t e(0). Since
and all the eigenvalues of R have magnitude strictly less than one, it follows that e(t) exponentially converges to
Note that
that is, v = 0 or v is an eigenvector of Q corresponding to eigenvalue one. Hence every solution of (35) exponentially converges to zero or to an eigenvector of Q corresponding to eigenvalue one.
Example
Numerical simulations will be performed with the 5-node network in Fig. 1 to illustrate Theorem 1. and based on the distributed way of choosing weights in Corollary 1,
We consider solving a set of linear equations that has multiple least square solutions on network G, in which agents 1, 2, 3, 4, 5 know respectively. Since the least squares solution is not unique, to show the effectiveness of our method, we introduce W (t) as
where the first term is a cost associated with the x i (t) not being a least squares solution of Ax = b; the second term is a cost associated with the x i (t) not achieving consensus to the same value. Numerical simulation results in Fig. 2 validates the exponential convergence of W (t) forc = 1 and c = 0, 2, 4, respectively. As a comparison, Fig. 3 validates the exponential convergence of W (t) It is worth mentioning that W (t) goes to 0 doesn't mean x i converge to a constant value, to show this, we let c = 0,c = 1 and use Fig. 4 to demonstrate the history of x 1 . This, along with the consensus result in Fig. 2 and 3 validates that all x i converge to constant values.
The simulation results show that different parameters c andc lead to different convergence rates, this because the eigenvalues of matrix Q are different. However, finding the best parameter set c and c is not straightforward because the eigenvalues of matrix Q are also determined by the equation Ax = b and the network G, both information are global information that cannot be obtained by agents. 
Conclusion
We have proposed a discrete-time update for multi-agent networks, which enable each agent to achieve the same least square solutions exponentially fast when the network is undirected and connected. The exponential convergence does not rely on any time-varying and small step-size, which differs form the proposed updates in existence. Future work includes proper design of parameters c, c and the generalization of the proposed update to networks that are directed and time-varying.
Appendix Proof of Lemma 1
First note that due to the mixed-product property of Kronecker product,DKD = (DKD) ⊗ I n ; WKW = (W KW ) ⊗ I n . Assumption (21) in Theorem 1 is equivalent tō
If suppose λ is an eigenvalue of Q. Then there is a nonzero vector col {u,ū} such that
which, recalling (33) , is equivalent to
that is,
and, sinceK is nonsingular, these can be written as
In the case of λ = 1, (39) is equivalent tō
Hence u = 0 and (38) is equivalent to
Thus, we have shown that λ = 1 is an eigenvalue of Q if and only if there is a nonzero vector u such that (41) holds. In the case of λ = 1, equations (38) and (39) reduce to
Recall thatD −W =L, thus λ = 1 is an eigenvalue of Q and col {u,ū} is an eigenvector corresponding to 1 if and only if col {u,ū} is nonzero and
Proof of (a) If |λ| > 1, then we have shown in the previous section that that λ is an eigenvalue of Q if and only if there is a nonzero vector u such that (41) holds. Suppose λ is real with |λ| > 1 and recall expression (42) for M (λ). Observe that both λ(λ − 1) and (λ − 1)
2 are positive;Ā Ā and λD −W K λD −W are positive semi-definite; andK −1 is positive definite. Furthermore, if λ > 1 then, λ−1 is positive and c(λD−W ) is positive semi-definite; if λ < −1 then, λ − 1 is negative and c(λD −W ) is negative semi-definite. Thus, we conclude that when λ is real with |λ| > 1, the matrix M (λ) in (42) is positive definite. Hence there is not a non-zero vector u for which M (λ)u = 0 and so λ is not an eigenvalue of Q.
Suppose that λ is complex. Left-multiplying equation (41) by u yields
Since M 0 , M 1 , M 2 are symmetric, c 0 , c 1 and c 2 are real. Let λ = p + qi, where i = √ −1 and p and q are real with q = 0. Then equating the real and imaginary parts of (45) to zero results in
Since q = 0, equation (47) 
Proof of (b)
Suppose that λ is a complex eigenvalue of Q with |λ| = 1. Recalling the proof of (a), there must exist a nonzero vector u such that (48) and (49) hold, that is, 
If c = 0 then (55) implies thatDu =W u and we obtain that
Since 1 = |λ| 2 = p 2 + q 2 = 1 and q = 0, we must have p < 1 and (57) implies that
The matrixDKD+K −1 +cD is positive definite, so, (58) yields the contradiction that u = 0; hence c = 0. IfLu = 0 thenDu =W u and (57) holds. Again we get the contradiction that u = 0. Hencē Lu = 0. This along with (53), (54), lead to the equations (22)- (24) in Theorem 1.
Proof of (c)
We have seen that one is an eigenvalue for Q and col {u,ū} is a corresponding eigenvector if and only if col {u,ū} is nonzero and satisfies (43) and (44) . SinceL is symmetric, (43) implies that that u L = 0. Multiplying both sides of (44) by u , it now follows that −cu Ā Ā u = 0; sincec > 0, this is equivalent toĀu = 0. Equation (43) now implies thatLū = 0. Thus (36) holds. In addition, sinceL is singular, a nonzero solution col {u,ū} to (36) exists; hence one is an eigenvalue for Q. Now, we prove the multiplicity property of eigenvalue one by contradiction. Suppose the algebraic multiplicity of the eigenvalue one is not equal to its geometric multiplicity. Then there exists a nonzero vector col {v,v} [46] such that
where col {u,ū} is an eigenvector corresponding to one. It follows from (59) and the definition of Q in (33) Since both K −1 + cD andK −1 are positive definite, we obtain the contradiction that u =ū = 0. Hence the algebraic multiplicity of eigenvalue one must equal its geometric multiplicity. 
Proof of Corollary 1
that is (24) is not satisfied. Hence there does not exist a vector u satisfying (22) - (24) . Application of Theorem 1 now yields exponential convergence for any c ≥ 0 andc > 0.
