Abstract MicroRNAs (miRNA) are a class of non-coding RNA which inhibits the expression of a particular gene by the process of nucleotide-sequence-specific post-transcriptional gene silencing method. miRNAs are *21 nt long non-coding RNAs that are derived from larger hairpin RNA precursors. The short length of the miRNA sequences and relatively low conservation of pre-miRNA sequences restrict the conventional sequence-alignment-based methods of finding only relatively close homologs. On the other hand, it has been reported that miRNA genes are more conserved in the secondary structure of their precursor rather than in primary sequences. Therefore, secondary structural features should be fully exploited in the homologue search for new miRNA genes. In this study, an approach for identification and prediction of miRNA in viruses through artificial neural networks (ANN) has been proposed. This idea uses both sequential and structural features of pre-miRNA to train the ANN for identification of miRNA in new viral genomes. The designed ANN was found with an accuracy of 93.68 % for the training dataset and 55.55 % for the validation dataset. In case of HIV, this trained ANN identifies pre-miRNA which does not show sufficient homology to known pre-miRNA sequences, but are highly conserved in their structure. Finally, single miRNA of length 19 mer has been predicted targeting four genes namely NDUFS7, WNT3A, SUFU, and FOXK1 a strict threshold at score 19. The results indicate that this method can be used for identifying novel miRNAs in other viral genomes with considerable success.
(RISC) (Hammond et al. 2000) are produced to regulate the expression of target genes via complementary base pair interactions. The precursor lengths of miRNA are more variable and their structures are more complex in plants, but the maturation process of miRNA is comparable with that of Animals. miRNAs can bind to the 3 0 UTRs of messenger RNAs (mRNAs) and interfere with their translation, thus contributing a significant post-transcriptional regulatory step in gene expression. They have been shown to play an important role at the level of development, apoptosis, and establishment of cell lineage in various organisms (He and Hannon 2004; Bartel 2004 ). Human immunodeficiency virus-1 (HIV-1) infects human cells and incorporates its DNA into the host genome. HIV-1 infection stimulates expression of particular sets of cellular miRNAs, including miR-29a. HIV-1 mRNA is transcribed, exported from the nucleus, and translated into viral proteins. Cellular RISC having specific miRNAs, such as miR-29a, target HIV-1 mRNA and sequestering the ribonucleoprotein (RNP) complex in P bodies. Depending upon cellular stimuli or viral pathogenesis signs, HIV-1 mRNA could be stored in P bodies and released for subsequent translation of viral proteins. Alternatively, viral mRNA could be degraded in P bodies (Nathans et al. 2009 ).
Although the exact mechanism by which miRNA mediates regulation is not completely understood, several experimental observations have been made which generalize the rules of miRNA-transcript binding. Most important among them are the incomplete complementarity of pairing and the initial continuous base pairing, referred to as the seed with base 2-8 of the 5 0 end of the miRNA pairing completely with the 3 0 UTR of the transcript. Other general features like optimum minimum free energy (MFE) of the bound complex and conservation in related sequences also favor miRNA function. HIV-1 has been identified as an etiological agent responsible for acquired immune deficiency syndrome (AIDS), a fatal condition that arises by the invasion of the virus on various cells of the human immune system (Arendt and Littman 2001; Emerman and Malim 1998) . It has been reported that only copious miRNA genes can be easily detected by Polymerase Chain Reaction or northern blot due to limitations of the techniques. For finding those low-expression or tissue-specific miRNA genes computational prediction provides an efficient strategy (Bartel 2004) . Several miRNAs have been accounted in the herpesvirus family (Pfeffer et al. 2005) . A computational approach has already been developed for predicting miRNA (Lim et al. 2003a, b; Lai et al. 2003; Thomassen et al. 2006) in animals considering both sequence and structure alignment (Wang et al. 2005) .
Artificial neural networks are a form of artificial intelligence that can learn to predict, through modeling, answers to particular questions in complex data. The models produced by ANNs have been shown to have the ability to predict well for unseen data and have the ability to cope with complexity and nonlinearity within the dataset; these features of ANNs mean they have the potential to identify and model patterns in this type of data to address a particular question (Anderson and McNeill 1995; Khan et al. 2001) . In this study, we have developed an approach for computational identification of miRNA, which utilizes the knowledge from homology-based search methods and machine learning approaches along with knowledge-based feature selection methods (Van Hulse et al. 2012; Liou and Huang 2012; Zillner and Sonntag 2012) .
A significant number of miRNAs have been reported experimentally but majority of gene target are still unknown. So, Insilico target prediction tools remain the only way for a rapid identification of miRNA target (Kiriakidou et al. 2004 , Alexiou et al. 2009 ).
Materials and methods

Data collection
The nucleotide sequences of pre-miRNAs, mature miRNA and annotated information were retrieved from miRBase database (http://www.microrna.sanger.ac.uk/sequences), which contains all experimentally verified data from 11 different viral genomes (Griffiths-Jones et al. 2006 Ambros et al. 2003; Kozomara and Griffiths-Jones 2011; Griffiths-Jones 2004) . Total 109 pre-miRNA sequences were collected from different viral genomes given in Table 1 .
Secondary structure extraction
The RNA secondary structure includes external elements (non-paired bases), double strand or stacks (paired bases), a hairpin (a double strand and a loop), bulge loops, interior loops, and multi-loops. RNA can also have tertiary interaction, such as pseudoknots. The RNAfold program (Gruber et al. 2008 ) has been used for the extraction RNA secondary structure on the Linux operating system. The structure-based features were extracted by programs written in Perl programming language. The input to the RNAfold program was FASTA format of precursor sequences.
Classifier
The ANN classifier has been used in this computational approach which is written in Perl programming language. A three-layer ANN architecture (Multi-Layer Perceptron) (Anderson and McNeill 1995) has been adopted for the analysis of secondary structure. The input layer consists of seven neurons for each pattern, corresponding to the seven secondary structure features of pre-miRNA (Fig. 1) . The output layer consists of single neuron indicating whether a potential pre-miRNA candidate can actually act as a premiRNA. A value of plus one indicates that the sequence can act as a pre-miRNA while minus one means that the sequence cannot act as a pre-miRNA.
Pre-miRNA prediction
It is important to predict Pre-miRNA before mature miR-NA. A rigorous method has been applied for identification of Pre-miRNA. The existing Pre miRNA structures were taken for extracting features such as GC, GU, AU pairs, loops, bulges, total base pair, and free energy. Data set related to each structural feature was normalized to get optimum value. The normalized dataset was segregated into training and validation dataset. Back-propagation algorithm was applied to train the training dataset. Finally, the output of trained network was correlated with potential precursor. The Computational steps taken into account for prediction of pre-miRNA in HIV-1 genome are shown in Fig. 2. 
miRNA target prediction
The DIANA-microT v 3.0 web server (http://diana.cslab. ece.ntua.gr/microT/microT.php) was used to predict possible target genes of differentially expressed miRNAs. DIANA-microT 3.0 prediction algorithm is primarily based on dynamic programming routines.The prediction score of a miTG interaction is the weighted sum of the scores of conserved and non-conserved miRNA-recognition elements (MRE) on a gene. Diana-microT identifies miRNA targets by combining TargetScan and PicTar predictions and has been reported to be the most selective algorithm in a comparative study (Maragkakis et al. 2009a, b) . The predicted miRNA sequence is subjected for target gene target identification in FASTA format to DIANA-microT server. 3 Results and discussion
Known pre-miRNA feature extraction
The sequential data of both pre-miRNA and mature miR-NA were analyzed with local programs written using Perl programming language. The analysis showed that the average length of the known pre-miRNA sequences is 78 nucleotides and average GC content in any pre-miRNA sequence is 42 %. The stem-loop structures of pre-miRNAs were analyzed for the total number of base pairing in the stem region, GC pairs in the stem region, GU pairs in the stem region, Total number of Loops in the structure, Total number of Bulges in the structure, and Free Energy of the secondary structure. The free energy of the RNA secondary structure varies from -21.70 to -59.20 kcal/ mol and average energy value is found -36.58 kcal/mol (Fig. 3) . The values obtained for each parameter have been represented in the form of histogram and analyzed statistically. The quantitative analysis indicates that average number of base pairing in the stem region is 28 with a standard deviation of 4.6580. The Maximum and minimum number of base pair in the stem region were found 43 and 18, respectively (Fig. 4) . The other parameters like GC, GU, AC pairs loop, and bulges were also estimated.
The length of precursor varies from 57 (hsv1-mir-LAT MI0006105) to 120 (mdv1-mir-M6 MI0005098). The maximum base pair of precursor miRNA existing in EBV (Accession no. MI0004991) is 43. The Standard deviation value of GU pairing is 1.7473 which can be further minimized by considering more number of experimentally identified miRNA in virus (Supplementary Table 1 ).
Data preparation
Information based on existing precursor miRNA of the viral genomes in miRBase, two dataset was prepared, one for training and one for validation. Both the data sets contain mutually exclusive information. In the training dataset normalized values, seven structural features, were used so that the varying number of pre-miRNA from each viral genome did not over train the network for a particular viral species. The network was trained on 190 patterns, among which 100 belonged to known pre-miRNA sequences (having a target output neuron value of 1) and 90 patterns were based on the sequences that were identified as non pre-miRNA sequences in the viral genome (having a target output neuron value of -1) ( Table 2 ).
Training of ANN
The back-propagation algorithm was used to train the neural network. The parameters used for training are given in the Table 3 . The training process starts by assigning arbitrary initial connection weights, which are then updated until an acceptable training accuracy is achieved. Overall root mean square error (RMS) was calculated after each epoch, and the weights were updated accordingly, both, between the hidden-output nodes as well as between the input-hidden nodes. After training the network once through all the input node (an epoch) the RMS is calculated for all the input nodes. The ANN was trained for 200 epochs in the first attempt but on increasing the number of epochs to 500 the RMS decreases further. The training data reveal that the RMS is very low (\0.0019) ( Table 4) . Once the training process is done, the generalization in the network has been evaluated by running the test dataset through the network. The trained ANN performs well on the training data as well as on validation data. Overall, an accuracy of 93.68 % was achieved in predicting the sequences of training set and an accuracy of 55.55 % on the validation dataset (Table 5) .
The neural networks developed during this effort were generated from data found mainly in the online databases. For refined algorithm development, experimentally verified data are always preferred even though the accuracy of a database is high. The candidate sequences for which the neural model output was very close to 1(i.e. greater than 0.98) were taken to be pre-miRNA sequences. All the other sequences were rejected as they either showed neural model output which is approximately to -1 or very low positive values (Fig. 5) .
The positive data train the neural network to identify true positives while the negative training set helps in identification of true negatives and decreases the chances of getting a false positive. Overall, the negative training data set is an essential part to improve the specificity of the program. In addition, the negative training data used for training and evaluating the ANN are almost equal in proportion to the positive training data. In biological systems, Fig. 4 Total base pairing in the stem region in precursor miRNA pre-miRNA coding regions are much less in number as compared with non-coding regions. The effect of these regions on the identification of pre-miRNA coding regions can be evaluated by increasing the proportion of negative training data. An exciting advancement would be pattern recognition of these elements in higher organisms. premiRNA by itself does not show much homology in sequence, or one can say that mature miRNA sequences are embedded in very divergent kind of pre-miRNAs. Although the training results of the neural network show low RMS error (Table 4) still the training can be improved by adding more data in the negative training set from other Viral genomes.
Analysis of pre-miRNA
The pre-miRNA nucleotide sequences of 109 viruses were used as nucleotide query to BLAST (Altschul et al. 1990 ) against the HIV-1 complete genome (gi|4558520|g-b|AF033819.3|). A total of 528 homologues were taken for further analysis, with E value less than or equal to 2.8; others with much higher E values were discarded (Supplementary Table 2 ). E value explains the random background noise. E-value having lower or closer to zero is more significant to the match. On including the sequences with higher E values the redundancy increased in the data as many sequences were similar. 285 homologues were identified on the plus strand and 243 homologues on the minus strand of the HIV genome. The homologues obtained in the BLAST output were small sequences of 10-15 nucleotides in length; therefore, potential pre-miR-NA sequences were extracted from the genome by flanking 30 nucleotides on each side of the homologue found on both the strands. The homologs that were identified in the HIV genomes against BLAST were found very short in their length which indicates that pre-miRNA by itself does not show much homology in sequence or one can say that mature miRNA sequences are embedded in very divergent kind of pre-miRNAs. Homology-based methods are helpful to scan newly sequenced genomes for homologues of already existing miRNA and alternatively find the miRNA gene in earlier studied genomes (Mendes et al. 2009 ). After the secondary structure prediction, the potential pre-miRNA candidates were filtered based on their free energy. All the secondary structures with estimated free energy value less than or equal to -20.90 kcal/mol were taken out for further study. A total of 25 candidates (Table 7) were filtered from precursors obtained on the minus strand and 13 candidates (Table 6) were obtained from precursors obtained on the plus strand. Therefore, this step helped greatly in reducing the search space from 528 homologues obtained as output of the BLASTn program to 38 potential pre-miRNA candidates.
The potential pre-miRNA candidates that were obtained in the previous step were mapped to the neural network with their structural features. Therefore, from 38 potential candidates only two sequences were predicted to pre-miRNA on mapping to the ANN. On mapping these pre-miRNA structures to the trained ANN, two pre-miRNAs were identified as the best candidate for miRNA. The pre-miRNA predicted on the plus strand of the HIV genome is having free energy of -22.10 kcal/mol. The pre-miRNA predicted on the minus strand of the HIV genome is having free energy of -22.40 kcal/mol. >p7 plus (222.10 kcal/mol) AGCUUGCUACAAGGGACUUUCCGCUGGGGACUU UCCAGGGAGGCGUGGCCUGGGCGGGACUGGGGA GUG >p15 minus (222.40 kcal/mol) ACCUUCUUCUUCUAUUCCUUCGGGCCUGUCGGG UCCCCUCGGGGUUGGGAGGUGGGUCUGAAACG AUAA Besides p7 and p15 pre-miRNA, p11 (-29.10 kcal/mol) from plus stand and p17 (-26 .80 kcal/mol) from minus strand were also considered because of lowest energy. The predicted pre-miRNA from ANN, p11 from plus strand and p17 from minus strand were aligned with miRBase database using BLASTN program. After alignment of p7 of plus strand with mature miRNA of miRBase database, the E value was found to be 0.92. The significant E value (1e-05) was found when p7 aligned with stem loop sequence of miRbase database. The E value for p7 stem loop sequence is lowest among all the alignment of p11 (?strand), p15 (-strand), and p17 (-strand). The alignment score of p7 (?) aligned with miRbase is also very high among all the alignments made (Table 8 ). This suggests that the mature predicted miRNA is embedded in the precursor sequence of p7.
The computational analysis indicates that the p7 have shown significant similarity with hiv1-miR-H1 miRNA of mirRBase database, which validates the presence of predicted miRNA in HIV-1 genome. The predicted miRNA Table 6 13 Potential pre-miRNA with estimated free energy values of secondary structure on plus strand Prediction of miRNA in HIV-1 genome 147 Table 7 25 Potential pre-miRNA with estimated free energy values of secondary structure on minus strand (19 mer length) is shown in red color (Fig. 6) . The predicted miRNA region starts from 35th to 53rd position of precursor p7 (plus strand). The sequence of predicted miRNA from complete genome of hiv-1(gi|4558520|g-b|AF033819.3|) is ''ccagggaggcguggccugg''
Target prediction
To predict the target of the predicted miRNA, we performed an in silico analysis to detect putative miRNAbinding sites. A higher miTG score corresponds to a higher possibility of being a real target. The precision score ranges from 0 to 1, and it evaluates the significance of the prediction. The seed match value has been taken at least 7 mer. A signal-to-noise ratio (SNR) and a precision score are calculated for each interaction to provide an estimate of the false-positive rate of each predicted miTG score. A non-strict (default) threshold is set at score 7.3 and a strict threshold at score 19. Predicted miRNAs share 1,510 target sites in 371 genes at threshold score 7.3 but at strict threshold score 19; only 39 targets site in 4 genes have been filtered out. These four target genes are NDUFS7, WNT3A, SUFU, and FOXK1 (Table 9) . NDUFS7 encodes for NADH dehydrogenase, which has important role in mitochondrial activities and programmed cell death (PCD) during somatic embryo development (Chomova and Racay 2010; Petrussa et al. 2009 ). WNT3A encodes the secreted signaling proteins. These proteins have been caught up in oncogenesis and in several developmental processes, including regulation of cell fate and patterning during embryogenesis (Saitoh et al. 2001) . SUFU encodes a component of the sonic hedgehog (SHH)/ patched (PTCH) signaling pathway (Delattre et al. 2001) . Mutations in genes encoding components of this pathway are lethal for typical development and are related to cancerpredisposing syndromes such as holoprosencephaly, basal cell nevus syndrome, and Greig cephalopolysyndactyly syndrome (Merchant et al. 2004; Taylor et al. 2002 Taylor et al. , 2004 . FOX1 is expressed in immature tissues of brain, eye, heart, lung, and thymus. In adults, FOX1 was mainly expressed in various malignant tissues, such as in the tumors of brain, colon, and lymph node (Huang and Lee 2004) .The targets of predicted miRNA are associated with the normal development of the organism where mutation in these genes can lead to apoptosis, growth arrest, and cancer predisposing syndrome. This indicates that the predicted miRNA plays an important role in HIV.
Conclusions
In this study we presented an ANN approach for viral miRNA prediction which is based on the knowledge of experimentally identified pre-miRNA and mature miRNAs. Several filtration steps are taken such as secondary structure feature selection, energy threshold value, etc. The accuracy of validation data set can be enhanced by taking larger dataset as well incorporating more features related to miRNA. Prediction of miRNA is currently a major research area. However, the accurate miRNA targets prediction are more important than predicting the miRNA itself because a single miRNA can target many mRNAs. Therefore, miR-NA predictions should genuinely be followed by their target identification. This suggests that mature miRNAs are more conserved in sequence than the pre-miRNAs. This study can help us in understanding the host-pathogen interactions in the virus-infected organisms. However, there are still restrictions in applying in silico approaches for accurate prediction of miRNAs due to lack of significant and deterministic features of miRNAs and scarcity of biologically relevant dataset. The accuracy of ANN approach for miRNA prediction can be further enhanced by taking into account more consistent features and applicable dataset.
