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Experimental Validation of a Radar-based Structural
Health Monitoring System
Alexander C. Amies, Christopher G. Pretty, Geoffrey W. Rodgers, and J. Geoffrey Chase
Abstract—This paper presents a new structural health mon-
itoring (SHM) method using frequency-modulated continuous
wave (FMCW) radar. The method was developed to circumvent
issues with SHM methods’ need for displacement measurements,
which can be difficult to obtain robustly through integrated accel-
erations, or through other displacement measurement methods.
Instead, interstorey drift ratios were estimated through the direct
measurement of interstorey displacement using FMCW radar.
Simulation of this method using historical structural response
data verified suitably accurate displacement measurements could
be obtained using FMCW radar, and prompted the construction
of a prototype system. Experimental validation of this proto-
type was carried out on a shake table. The precision of the
system in terms of mean interstorey drift ratio was found to
be 1.09 × 10−3. These results are encouraging for the future
deployment of this SHM approach.
Index Terms—radar applications, intelligent structures, simu-
lation.
I. INTRODUCTION
RADAR is an electromagnetic wave-based technique usedto detect the presence of objects and their distance from a
transmitting and receiving unit. This unit transmits radio waves
of known frequencies and compares these waves to received
echoes to determine the distance to nearby reflective objects.
There are numerous methods used to determine the distance to
reflectors, including time of flight of the signal, and frequency
analysis of a frequency modulated radar signal. This paper
presents a method employing the latter technique to provide
direct displacement measurements for SHM.
SHM in the context of parametric methods applied to multi-
storey structures requires the ability to measure or estimate the
distance a structure displaces from its resting position during
perturbation by external forces, including seismic and wind
loading. Based on a network of sensors, estimates can be made
in real-time about the likelihood of structural damage having
occurred, without the need to visibly inspect and test structural
elements [1], [2].
There are numerous metrics used to identify likelihood of
structural damage, and among these is the interstorey drift
ratio (IDR). This metric measures how far one level of a
multistorey structure is displaced from its resting position
relative to the storey below it, and the distance separating
the two storeys. Typical design guidelines use 0.02 IDR as
a metric for nonlinear damage [3], [4].
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Modern methods of measuring displacement typically utilise
accelerometers, and then doubly-integrate to obtain displace-
ment estimates. This method is susceptible to integral drift
errors [5], resulting in damaging motion potentially going
undetected if a structure resettles in a different position after a
seismic event. The ability to measure structural displacement
avoids the need for baseline correction [6], [7]. This research
therefore a non-contact method of measuring structural dis-
placement directly.
There are currently numerous existing types of SHM sen-
sors. These sensors include impedance-measuring devices [8],
accelerometers [9], [10], and sensors which measure displace-
ment directly, such as non-contact line scanners [11], [12], [13]
and directly-connected linear variable differential transformer
(LVDT) methods. The former requires direct line of sight
(LOS) between both ends of the measured distance, and the
latter requires space in the structure for the system to be
installed and can be damaged. To incorporate these methods
in a structure, allowances would thus need to be made for
the placement of these sensors. This requirement makes such
designs less robust and thus difficult to retrofit to existing
buildings. A non-line of sight (NLOS), non-contact method
was desired, and radar was identified as a suitable technology
for this purpose. Doppler radar methods have been shown to
be suitable in the monitoring of wind turbine structures [14],
[15].
In order to obtain displacement measurements, FMCW radar
can be used. This method transmits a signal with time-varying
frequency, and compares the returned echo of the signal with
the transmitted signal at the same instant by multiplying (or
heterodyning) the two signals to obtain a beat signal. The
fundamental frequency of this mixed signal is proportional
to the signal time-of-flight. From this value, a distance can
be obtained. The parameters of the FMCW system, including
bandwidth, centre frequency, modulation sweep time, and
signal amplification, determine how successful the system is
at detecting small perturbations in distance and at detecting
distant objects.
This paper explores how such a system would be imple-
mented, and its suitability for SHM. The particular application
of this form of radar in an SHM context is a novel approach
to monitoring structures undergoing seismic excitation. The
small perturbations which can be measured using FMCW radar
are shown to allow for precise determinations to be made
regarding post-event structural health.
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Fig. 1. A building before (black) and during (red) a seismic event. The
quantities used to calculate the IDR are indicated in blue.
II. THEORY
A. Structural Health Monitoring Requirements
Literature detailing the requirements of SHM systems points
to SHM being a problem of statistical analysis [16]. The iden-
tification of particular features in data obtained from structural
monitoring provides a likelihood of weakening or damage in
the relevant structural members. Typically, structural data is
obtained from sensors measuring numerous metrics of struc-
tural deformation while undergoing loading. The sources of
this data include accelerometers to measure the acceleration of
different planar surfaces of a structure, strain gauges (including
fiber Bragg grating (FBG) devices [17], [18], [9], [10]) to
identify the strain specific structural members have undergone,
and LVDT sensors and other equivalent linear tools such as
laser line scanners [12] to measure the displacement of specific
elements. Features of the time-series data captured by each of
these sources can identify damage.
One common metric used to identify damage in a multi-
level structure is the IDR. This metric expresses the amount a
level is displaced from its resting (central) position relative
to the distance of separation between the two levels. The





where di is the distance from the rest position the floor has
travelled, and hi is the height of the ith floor above the floor
below [19]. A diagram showing the parameters of this metric
in a hypothetical 2D structure is presented in Figure 1.
IDRs are particularly useful in the determination of damage
when applied to parametric models of damage in multi-storey
structures, such as the Bouc-Wen model [20], [21]. This model
was simplified [22] into the form:
M · v̈ + C · v̇ + K · v = −M · 1ẍg (2)
Here, M , C, and K are the mass, damping and stiffness
parameters of the structure, ẍg is the ground acceleration ap-
plied to the structure, 1 is a column vector of ones with length
equal to the number of floors in the structure, and v, v̇, and
v̈ are the structure’s displacement, velocity, and acceleration
respectively. Damage resulting from external loading causes a
change in structural parameters, in particular natural frequency
and stiffness. These changes in behaviour require a remodeled
structure with the form:
M · v̈ + C · v̇ + (K + ∆K) · v = −M · 1ẍg (3)
The additional parameter ∆K contains the information
relating to structural parameter changes and may be time-
variant. The goal of SHM systems is to provide the v, v̇, and
v̈ data such that, with knowledge of ground motion and initial
structural parameters, the structural changes post-event can be
identified. Hence, understanding of IDRs, related to the v term
in Equation (3), is required for parametric SHM methods.
It has been stated that IDRs of |δi| ≥ 0.005 can be indicative
of at least light damage to structural members in a heuristic
motion-damage relationship, with |δi| ≥ 0.009 indicating
moderate damage and |δi| ≥ 0.015 indicating severe damage
[23], [24], with |δi| = 0.02 being a typical design level.
However, testing of a variety of specimens has indicated that
cracking occurred in members at a range of IDRs (specifically
0.0019 ≤ |δi| ≤ 0.008) [23]. From this result, the need
for probabilistic fragility functions, which depend on both
empirical cracking data and the precise peak IDR observed
to return a likelihood of structural weakening or failure, has
arisen [25], [26], [27]. As such, for a new method of drift
detection to meet SHM requirements, the method must be
able to detect IDRs below values of 0.002, while reporting
peak IDRs as precisely as possible.
Some other methods of automated damage assessment rely
on wavelet transforms to identify probable damaging motion
[23], [28], [29], [30]. This involves the transformation of
the time-series structural displacement data onto a basis of
wavelets known to characterise damage with varying levels of
probability. For use with these methods of damage identifica-
tion and for buildings with responses in the 0.2 Hz to 20 Hz
range, the proposed SHM method should be able to record
measurements at a rate in the region of 50 Hz to 100 Hz [31].
B. Obtaining Structural Displacement
For IDRs to be calculated, the displacement of two consec-
utive storeys must be known. This value can be obtained by
comparing the distance diagonally between the two storeys,
defined here as the interstorey diagonal distance (IDD), and
is depicted in Figure 2. By observing how the IDD changes
during a seismic event, the IDR can be calculated.
1) Radio Wave Detection: Radar is a commonly-used
method of distance measurement using radio frequency (RF)
waves. This method involves the observation of reflected sig-
nals’ frequencies relative to the transmitted frequency. Some





Fig. 2. An example of a hypothetical two-dimensional structure with a radar
transceiver placed in the lower left corner and a reflector in the upper right
corner. The interstorey diagonal distance, x, is represented in blue.
Fig. 3. An example of how frequency-modulated continuous wave signals
change in frequency over time. The transmitted signal is shown in red, and the
reflected and received signal is shown in green, indicating the delay between
the two signals. The difference in frequency between the two signals is shown
in blue, indicating that the signals have mostly a constant frequency difference,
where the frequency difference is proportional to the time it takes for the wave
to return.
methods use Doppler shift of reflected signals to identify
moving targets, which allows the object’s velocity to be
measured. This style of measurement would not be suitable for
obtaining IDR data because the target’s velocity is returned,
which would need to be integrated.
FMCW radar systems transmit a signal with a frequency,
which changes over time. For example, a system can use
a triangular modulation, in which the signal’s frequency in-
creases linearly from a lower frequency bound (f0) to an upper
frequency bound (f1). Once the transmitter modulator output
reaches the upper bound, the output immediately reverts to
the lower bound and continues transmitting with its frequency
varying in a sawtooth manner, as shown in Figure 3.
The reflected signal is received some time after it was
transmitted. The delay means that at the instant the reflected
signal arrives at the receiving antenna, the transmitting antenna
is sending a signal with a higher frequency. The frequency
difference between the signals is proportional to the delay
time, and thus the distance the reflected signal travelled. The
transmitted and received signals are defined:













where Ac is the transmitted signal amplitude, ωc (t) is the
signal frequency, Ab is the rate of increase of the frequency
sweep, and Tp is the time taken for the signal to arrive at
the receiver [32]. These signals can be heterodyned using an
electronic mixer to produce the beat signal defined:










+ cos (AbTpt− φu)
]
(4)
The phase shift for each cosine term in Equation (4),
φu, is equal to (Ab/2)T 2p − ωcTp. The first cosine term
in Equation (4) has a linearly increasing frequency, mout =
2ωc − AbTp, which is approximately twice as large as the
carrier frequency, and can thus be filtered using a low-pass





Because fr is proportional to Tp, the time taken for the
signal to propagate from the transmitter to the receiver, the




2 (f1 − f0)
fr (5)
where c is the speed of light and the assumed speed of
signal transmission, and Tmod is the period over which the
linear frequency sweep occurs.
The theoretical limitation of the distance resolution of
FMCW systems depends on the discretisation of the beat
signal. The Discrete Fourier Transform (DFT) process has a
frequency bin resolution of 1T , where T is the duration of the
signal collected (in this case, T = Tmod). If the resolution of














Equation (6) implies increasing the frequency modulation
bandwidth improves the distance resolution of the system.
While sensor resolution can thus be improved infinitely with
increasing sweep bandwidth, practical sweep generators are
nonlinear (i.e. stepped), which limits the effective precision
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capabilities of an FMCW system [32]. The precision-limiting
effects of these non-linearities can be mitigated by increasing
Tmod. However, this approach creates a trade-off between
spatial precision and temporal resolution.
There are existing techniques to improve fundamental fre-
quency estimation in spectral analysis of signals [34], [35].
They can be applied to the beat signal to interpolate its
frequency spectrum. This process means that instead of simply
identifying the peak of the beat signal Fast Fourier Transform
(FFT) and using that frequency to calculate x, the peak of
the interpolation can be used, allowing for better estimation
of the radar signal distance. Furthermore, zero-padding the
signal and applying the FFT creates a spectrum with more
frequency bins, but with an added sinc function component.
Using interpolation techniques, this approach can also improve
frequency estimation accuracy [36], [37]. These methods are
utilised in the experimentation detailed in this paper.
There are existing examples of systems which utilise
FMCW radar for displacement detection in structures [38],
[39], [40]. These devices are placed off-structure and measure
the displacement of specific points of the structure. While
this method provides a metric for structural deformation, it
does not directly relate to the IDR metric for which design
and fragility functions exist. As such, the method proposed
in this paper measures IDDs so that they can be related to
IDRs so that probabilities of structural damage can be simply
estimated. Other research indicates that indoor positioning can
be performed using FMCW methods with sufficient accuracy
to be implemented as an SHM method [41], [42].
2) Mapping Interstorey Diagonal Drift to Interstorey Drift
Ratio: For a hypothetical two-dimensional structure with
uniform floor length, l, as depicted in Figure 2, the corner-





This formulation assumes that the floor length is constant
for all floors in the structure. In situations where different floor
dimensions are present, a different formula is required. When
the structure is disturbed by an external force, x is altered.
Assuming that l and hi remain constant during the event, the
disturbed l′ and h′i are defined:
l′ = l + (di − di−1)
h′i =
√
h2i − (di − di−1)
2 (7)
Through substitution and rearrangement, the relationship
between x′, l and hi becomes:
x′ =
√




2 − l2 − hi2
2lhi
(8)
Equation (8) converts IDDs to IDRs.
























Fig. 4. Beat signal for a simulated static target (d = 10m, (f1 − f0) =
700MHz, Tmod = 5ms, AWGN SNR = 20dB).
III. FEASIBILITY AND DESIGN SIMULATION
Before a radar prototype system was built, an FMCW sys-
tem was simulated using MATLAB 2016b (The MathWorks,
Natick, MA, USA). Simulation enables the testing of a range
of frequency sweep bandwidths and modulation timespans
to determine the requirements of such a system in an SHM
application to measure IDRs ≤ 0.002. It is thus a feasibility
and design analysis.
A single degree of freedom (DOF) target was simulated with
a one-dimensional channel, using a previously documented
methodology [43]. A static target implemented using this
method resulted in the heterodyned response depicted in
Figure 4, with a single frequency peak indicating the target’s
position. Data taken from a structure in the Christchurch
Botanic Gardens with period T = 1.0 s during the 2010
Canterbury, New Zealand Earthquake was used as the tracked
target motion. A plot of this data is shown in Figure 5. Because
the mean of this data is 0 m, the signal was recentred to a
distance of 20 m, and the amplitude was scaled such that the
IDDs being simulated corresponded to a peak IDR of 0.015.
These figures were chosen to represent an arbitrary structure
undergoing damaging peak motion. Additive white Gaussian
noise (AWGN) was inserted into the transmission channel with
a signal-to-noise ratio (SNR) of 20 dB to better simulate real-
world channel interference.
As shown in Equation (6), the FMCW resolution is im-
proved with increased sweep bandwidth. With improved spa-
tial resolution, there is an expectation that a radar system’s
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Fig. 5. The data used to simulate a single DOF structure, taken from the
2010 Canterbury, New Zealand earthquake.






















Fig. 6. IDR estimation precision is improved with increased frequency sweep
bandwidth. In each case, Tmod = 5ms, and f1 = 1GHz.
precision is also improved because the frequency bin cor-
responding to the heterodyned signal’s beat frequency is
more narrowly-defined. To verify this relationship, simulations
across a 5 s section of the data in Figure 5 were run with the
following parameters:
• f0 = 9 GHz to 9.9 GHz
• f1 = 10 GHz
• Tmod = 5 ms, therefore data rate fs = 200 Hz
• AWGN SNR = 20 dB
The results of these simulations are shown in Figure 6.
It can be observed that the postulated resolution-precision
relationship holds, and for an SHM application, a sweep
bandwidth of 120 MHz should be sufficient for the required
IDR precision, because the mean IDR error for all sweep
bandwidths above this value is smaller than the required
detectable IDR of 0.002.
The level of precision achievable by this method appeared
to reach an asymptotic IDR error of 1.50× 10−4 with sweep
bandwidths greater than 600 MHz. Because of this result, a
simulation across the entire data set presented in Figure 5 was
run with a bandwidth of 700 MHz. In this case, the relative
mean distance estimation error was 3.70× 10−3, which cor-
responded to a mean IDR error of 2.52× 10−4. Notably, the
difference between the actual peak IDR and the maximum
detected IDR was 1.02× 10−3. These results showed a radar-
based SHM system could measure sufficiently small IDRs





Fig. 7. The functional layout of the FMCW system used to validate this SHM
method.
accurately indicate the integrity of a structure. These findings
justified the construction and testing of a prototype FMCW
device for shake table testing.
IV. IMPLEMENTATION
The components selected for the prototype were chosen to
allow for a large range of sweep bandwidths and modulation
times to be tested. Further, discrete modules were used to
simplify construction and assembly.
A. Electrical Design
Figure 7 illustrates the design of the FMCW system created
to validate the experimental results. The system was designed
with reference to previously instantiated radar setups [44],
[45], with components selected to suit the specific SHM appli-
cation. The requirements of such a system included antennas
suited to measuring IDDs. Specifically, antennas were chosen
for their relatively narrow beamwidth. Narrow beamwidth
enables the antennas to be directed at the reflector, which,
due to the nature of damaging but non-destructive structural
motion, is expected to have relatively small motion, while
limiting the multipath interference expected in this application.
1) Radar Functional Design: The design uses a phase-
locked loop (PLL) to modify an oscillator signal to generate
the sweep. The PLL parameters are able to be manipulated
through software to change the frequency properties of the
generated signal to replicate a frequency sweep pattern. An
external square wave function generator was used to trigger
the ramp start for the distance sampling rate to be varied. The
signal output from the PLL was divided, with one output sent
to the transmitter antenna, while the other was mixed with the
receiver input. The transmitter antenna signal was amplified
with a low-noise amplifier (LNA) before being transmitted by
a log-periodic antenna, chosen for its directionality combined
with its range of frequencies able to be transmitted with
relatively constant antenna gain.
The received signal was amplified and mixed with the
PLL output, and the intermediate frequency (IF) signal was
amplified and collected by a PC-connected analog-to-digital
converter (ADC). This signal was then processed with an FFT
to find the frequency of the interference signal to obtain the
distance transmitted.
2) Radar Components: Components with configurable pa-
rameters were selected to determine the limits of operation
for such a system in the context of SHM. Specifically, the
Tmod and frequency sweep parameters needed to be variable to
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TABLE I
PROTOTYPE FMCW SYSTEM COMPONENTS
Function Manufacturer Component
VCO and PLL Texas Instruments LMX2492EVM
Power Divider Fairview Microwave MPR18F-2
Power Amplification Mini-Circuits ZVA-183+
Antennas Aaronia HyperLOG 60180
Mixer Hittite Microwave HMC1048LC3B
IF Amplification Texas Instruments INA118
ADC Saleae Logic Pro 16
Cabling Generic RG405
quantify the accuracy and sampling time necessary for SHM.
Table I lists the prototype components.
The LMX2492EVM printed circuit board (PCB) contained
both a voltage-controlled oscillator and a fractional phase-
locked loop. The VCO had a maximum bandwidth of 700 MHz
centred around 9.75 GHz; this was deemed to be a sufficiently
wide bandwidth to test a variety of sweep bandwidths and to
achieve the necessary detection accuracy to detect structurally
damaging motion. The remaining components were selected
due to their near-linear frequency and phase response across
this frequency range. The power amplifiers, in addition to their
linear response, had a typical gain across the band of 26 dB,
which was calculated to be sufficiently large to be used across
a testing range of up to 5 m.
B. Reflector Design
A reflector was designed to act as a target to be tracked
by the FMCW radar SHM system. A corner reflector was
chosen due to numerous features that made it a more suitable
design than a flat sheet reflector. The primary factor was
the corner reflector’s ability to preserve signal transmission
distance regardless of the angle of incidence of the signal.
Figure 8 shows the path of two beams to illustrate how
this process works. Additionally, the fact the beams exit the
reflector in the same, but opposite, direction they entered
maximises its reflectivity for systems in which there is little
spatial separation between transmitter and receiver.
A corner reflector was also deemed to be a suitable reflector
in a structural context. To measure IDDs, the transceiver
unit should be placed in one corner of a storey, while the
reflector should be placed in the opposite corner. Due to the
required corner positioning, a reflector which fits this shape
would require the least amount of structural modification or
allowance to be fitted. As such, this design was implemented
for experimental testing. It was constructed using 1.6 mm
aluminium sheet with an edge length of 370 mm, and is
depicted in Figure 9.
V. EXPERIMENTAL VALIDATION
The reflector designed was fastened to a shake table, which
was driven with ground motion data from five locations near
the epicentre of the 2011 Christchurch, New Zealand earth-
quake. These locations include the Christchurch Resthaven
(REHS), Christchurch Cathedral College (CCCC), Canterbury
Botanical Gardens (CBGS), Papanui High School (PPHS), and
Fig. 8. Corner reflectors reflect incoming beam paths off each of the three
internal faces before returning the beam in a direction parallel to the path
in which it entered the reflector. Note that regardless of the entry angle, the
beam travels the same distance before it exits the reflector.
Fig. 9. The corner reflector fixed to a shake table.
Fig. 10. The prototype FMCW system set up to detect the motion of a shake
table. The antennas (blue, top of image) are aimed at the corner reflector
shown in Figure 9, and connected to the LMX2492EVM signal generator.
The Logic Pro 16 ADC device is shown in red at the bottom of the photo.
Christchurch Hospital (CHHC) strong motion stations [46].
The frequency spectrum of the seismic data, in combination
with the amplitude of the shake table (±0.2 m) made this data
suitable motion to validate the ability of the system to detect
damaging IDRs in realistic structural responses.
The setup is pictured in Figure 10. The transmitting and
receiving antennas were placed as close to each other as
possible, and they were both placed around 2 m from the
reflector. The system’s Tmod was set to 5 ms to match the value
used in simulation for ease of comparison.
Each set of seismic data was run in turn on the shake table,
with an LVDT sensor used to record to reference position for
accuracy validation purposes. The beat signal was captured
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TABLE II
EXPERIMENTAL VALIDATION OF THE PROPOSED FMCW SYSTEM
Mean IDD Error Mean IDR Error Peak IDR Error
REHS 0.0279 % 7.65× 10−4 8.04× 10−5
CCCC 0.0336 % 1.38× 10−3 1.68× 10−3
CBGS 0.0310 % 1.06× 10−3 1.14× 10−3
PPHS 0.0329 % 7.79× 10−4 2.76× 10−4
CHHC 0.0353 % 1.45× 10−3 3.66× 10−3
Mean 0.0321 1.09× 10−3 1.37× 10−3





















Fig. 11. Seismic motion from REHS run on the shake table. The LVDT data
(blue) and radar measurements (using the Peak method, red) are shown.
on the FMCW system, and a simple peak detection method of
the spectrum of each sweep was used to obtain the tracked
displacement. Because there was no time synchronisation
information available, the tracked data and reference data sets
were cross-correlated. The delay of the peak correlation was
used to align the displacement signals temporally. An example
of LVDT and radar data sets plotted together can be seen in
Figure 11. The use of this correlation method allowed tracked
displacement errors relative to the reference displacement to
be calculated.
Table II summarises the results using the same metrics
as the simulation. Displacements measured with the FMCW
system were treated as IDDs, and then converted to IDRs using
Equation (8). Values for hi and l were selected such that the
maximum IDR was equal to 0.015 for ease of comparison
with the simulated system.
A. Discussion
While not as precise as was simulated, the FMCW system
can detect displacements to a level of accuracy suitable for use
in SHM applications. The mean IDR error was 1.09× 10−3,
while the error between peak IDRs was 1.37× 10−3. The
former value relates comparably to the requirements set for
use in SHM in Section II-A, with a mean error almost half
the required value.
There were numerous reasons why the theoretical accuracy
obtained during simulation was not matched in experimental
validation. The main issue is the difficulty of accurately
simulating a truly multipath environment. The simulation used
additive noise across the entire spectrum. However, in reality,
transmitted radar waves reflect in particular patterns and cause
groupings at particular beat frequencies. As a result, the ‘true’
beat frequency, which corresponds to the actual measured













Fig. 12. A comparison of sweep spectra from simulation (blue) and experi-
mental (red) data.
distance using Equation (5), can be hidden due to multipath
interference. Figure 12 highlights the difference between these
two cases.
Figure 12 also shows the spectral noise of the heterodyned
signal captured by the ADC. This noise was not present
in the simulated FMCW system. The spectral noise and
artifacts present in the plot limit the effectiveness of naı̈ve
peak identification as a means of radar distance measurement.
From observation of the plot, noise could cause the identified
peak to be shifted by as much as 100 Hz from the ‘true’
peak. This error corresponds to a relative distance error of
0.3 %, a significantly larger error than the mean error found
in experimentation. Errors in peak finding could therefore
potentially alter the mean IDR error to unacceptable levels.
Improved signal processing techniques exist to potentially
manage this issue in the future [34], [35].
It was observed that the shape of the spectrum, defined by
the relative magnitude of frequencies in the spectrum near
to the maximum) remained similar while the reflector was
driven. This similarity can be attributed to the multipath nature
of the real-world transmission channel. The observed window
of the spectrum includes reflections from objects other than
the fixed corner reflector, including the shake table itself, and
the structure mounted on the table which was simultaneously
undergoing testing. These objects were all being driven with
motion as the corner reflector, and were constrained in their
motion along the same single-DOF axis. The spectral peaks
associated with these reflections could potentially be used
as additional points of interest to more accurately estimate
displacement.
Due to the unconstrained nature of real seismic events,
and the multi-DOF response of structures during such events,
motion in directions other than the one being measured may
significantly alter the channel, and thus the heterodyned spec-
trum. This lack of constraint could impede the ability of a
multiple reflection tracking method to track the target with
the required level of precision, due to the change in multipath
reflection. However, these differences between shake table and
real-world testing should not affect the presented method’s
ability to identify the reflector. Because this method provides
sufficient accuracy for the detection of damaging motion, there
is an expectation that an FMCW SHM method should be
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viable, subject to further testing.
The seismic data used to test the FMCW radar system was
taken from ground motion data, rather than on-structure data.
The use of seismic data meant the measured displacements
were of a larger magnitude than some moderately damaging
IDRs found in multi-storey structures. This is a limitation of
the experiment that makes it a proof-of-concept trial. Further
testing of the FMCW radar system with smaller bandwidths
is required.
VI. CONCLUSIONS
The viability of a non-contact an NLOS FMCW system
measuring structural displacement directly was explored. The
radar-based method presented is non-invasive and thus simpler
to retrofit to existing structures. Viability was tested in a two-
step process.
Simulation showed FMCW systems with 120 MHz band-
width could achieve the required level of precision for the de-
tection of damaging structural motion. Additionally, increased
sweep bandwidths were shown to improve the precision of
displacement measurement as expected.
A prototype system was constructed and tested using
a shake table with data from five sites during the 2011
Christchurch, New Zealand earthquake. It was found that a
corner reflector target could be tracked with a mean IDR
error of 1.09× 10−3, a figure twice as good as required
to track identify damaging structural motion. The results of
this trial justify the testing of a multi-target system for the
purpose of identifying north-south (N-S) and west-east (W-E)
IDRs. Further testing of this device in a cluttered environment
typical of most structures should also be made before system
deployment.
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