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Abstract
The steady increase in the number of space objects near the Earth has raised critical
security concerns for the low Earth orbit (LEO) space environment where most of
the near-Earth satellites missions operate. Orbit prediction (OP) is the foundation
of many space missions and applications in LEO, e.g., space situational awareness,
re-entry prediction and debris removal. However, the precision of OP is limited due
to the accuracy of thermospheric mass density (TMD) prediction. In the past few
decades, more atmospheric data sets have been inferred from different techniques such
as the Global Navigation Satellite System, satellite laser ranging and two-line-element
catalogue. However, accurately predicting TMD is still a challenging task due to the
limited knowledge of thermospheric dynamics and the lack of measurements with
sufficient temporal and spatial resolution.
In this research, a precise OP platform for the analysis and prediction of the orbital
motion of satellite and and space debris is developed. It consists of various precise
perturbation models of gravitational and non-gravitational forces. This includes the
high-order Earth gravitational acceleration with the effect of solid and ocean tides,
third-body perturbations from other celestial bodies in the solar system, the general
relativity effects, aerodynamic acceleration, direct solar radiation pressure, and Earth’s
albedo and infrared radiation pressure. Coordinate transformation is established on the
precise time systems and the measured Earth orientation parameters. The developed OP
platform is validated against the historical precise orbits of LEO satellites.
In order to evaluate the most representative classes of empirical TMD models,
a comprehensive comparison of 12 models is performed. The vertical variability,
horizontal scale and the capability to capture the physics-based features of the selected
models are investigated. Various validations against the TMD estimated from on-
board accelerometer measurements of the GRACE satellites have been conducted.
The performance of these models in the OP of the GRACE-A satellite is assessed
under different solar and geomagnetic conditions. Also discussed is the coupling effect
between the TMD and ballistic coefficient that measures the impact of atmospheric
friction on the space object.
xii Contents
The impact of TMD variations on orbit dynamics of LEO objects is an important
focus in this thesis, which has not been well-quantified in previous studies. Intra-annual,
intra-diurnal and horizontal TMD variations are reproduced using the empirical model
DTM-2013. Also evaluated are physics-based variations including the equatorial mass
density anomaly (EMA) and midnight mass density maximum (MDM), which exhibit
both temporal and spatial variations and are simulated by the Thermosphere Ionosphere
Electrodynamics General Circulation Model. The analysis is based on the one-day OP
simulation at 400km. The result show that TMD variations have a dominant impact
on the predicted orbits in the along-track direction. Semiannual and semidiurnal TMD
variations exert the most significant impact on OP among the intra-annual and intra-
diurnal variations, respectively. In addition, both EMA and MDM create weaker but
still discernible impacts than other TMD variations. Some recommendations for TMD
modelling are also presented.
Moreover, precise modelling of TMD during geomagnetic quiet time is performed.
This is undertaken using the TMD data inferred from GRACE (∼500km), CHAMP
(∼400km) and GOCE (∼250km) satellites during the year of 2002–2013. Three dif-
ferent methods including the Fourier analysis, spherical harmonic (SH) analysis and
the artificial neural network (ANN) technique are adopted and compared in order to
determine the most suitable methodology for the TMD modelling. Additionally, dif-
ferent combinations of time and coordinate representations are also examined in the
TMD modelling. The results reveal that the precision of the low-order Fourier-based
model can be improved by up to 10% using the geocentric solar magnetic coordinate.
Both the Fourier- and SH-based models have drawbacks in approximating the vertical
gradient of TMD. The ANN-based model, however, has the capability in capturing the
vertical TMD variability and is not sensitive to the input of time and coordinate.
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CHAPTER 1
Introduction
The number of artificial space objects near the Earth has increased from only one – the
first artificial satellite, Sputnik I – to millions by 2015. Most of these space objects
are space debris distributing in the low Earth orbit (LEO, 160−2000km) from large
debris objects such as malfunctioned satellites and rocket bodies to µm-size particles.
Moreover, debris population will continue to increase due to their mutual collisions,
which is also known as the Kessler syndrome (Kessler and Cour-Palais, 1978; Hu and
Zhang, 2018). Additionally, thousands of new space debris are generated from space
accidents and anti-satellite tests; for instance, the collision of Iridium 33 and Kosmos-
2251 satellites on February 10, 2009 and the recent Indian anti-satellite missile test on
March 27, 2019. It all leads to an increasing collision risks for the active spacecrafts,
especially in LEO.
LEO is one of the most significantly populated regions for space missions such
as communication satellites, weather satellites, remote sensing satellites and the in-
ternational space station. Many removal strategies have been proposed such as the
active debris removal to better control the population of space debris and preserve the
near-Earth environment for future space missions (Liou et al., 2010). Almost all of these
strategies are relied on or highly related to an accurate and reliable orbit determination
(OD) and orbit prediction (OP).
Accurate OD/OP is a challenging task for LEO objects. One bottleneck of OD/OP
is the accurate determination of aerodynamic force. It is one of the most significant
perturbation forces acting on the LEO satellites operating below the altitude of 600km in
LEO. Aerodynamic force is the result of the energy and momentum exchange between
the satellite and the atmosphere (Prieto et al., 2014). Its magnitude generally depends
on the shape, size, mass, attitude and velocity of the space object and the composition
of the local atmosphere.
2 Introduction
The difficulty in accurately predicting the aerodynamic force results from the unpre-
dictability and irregularity of thermospheric mass density (TMD), which is excited by
many factors, e.g., the upward-propagating solar tides and solar radiation absorption
(Leonard et al., 2012). These responses can be observed in many variables such as
neutral temperature, atmospheric composition, and the strength of solar and magnetic
field. Current atmospheric models cannot represent the TMD distribution and variability
as accurately as required, even though TMD models have adopted one single index
or a combination of different indices to represent the effect of solar and geomagnetic
activities. At the moment, the accuracy of the empirical models is restricted to around
15− 30% of the absolute density value (Doornbos, 2012; Shi et al., 2015), and the
RMS error can reach up to 100% (Doornbos et al., 2008) during extreme space weather
conditions; e.g., geomagnetic storms and solar flares. Improving the knowledge of
TMD not only helps to understand the thermospheric dynamics, but also benefits the
OD and OP required in the re-entry prediction and space situational awareness.
1.1 Earth’s Upper Atmosphere
The Earth’s atmosphere can be divided into four layers based on their thermal properties:
the troposphere, stratosphere, mesosphere and thermosphere1 (Fig. 1.1). Atmospheric
temperature decreases with altitude from surface to the top of troposphere (∼11km).
The atmosphere from the top of the troposphere to 50km is called the stratosphere,
in which the temperature increases with height due to the heating of ozone in this
layer caused by solar ultraviolet radiation. The mesosphere reduces temperature again,
and extends from 50km to ∼80km. The top of mesosphere, called the mesopause,
is the coldest part of the Earth’s atmosphere (∼−90◦C)2. The thermosphere (above
90km) is another layer of increasing temperature with altitude. Temperature in the
thermosphere can reach up to 1500◦C due to the collision heating between neutral and
charged particles. Hence the thermosphere is also the layer where aurora generates.
As the atmosphere becomes much less heavy with the increasing altitude, the
Kármán line at 100km, or 1.57% of the Earth’s radius, is roughly defined as the
boundary between the Earth’s atmosphere and outer space (James, 2017). The dominant
composition of the thermosphere are neutral atoms O, H, He and N and molecules O2
and N2 (Moldwin, 2008). The order of magnitude of TMD (10−15 − 10−12 kg/m3 at
200− 600km) is considerably small but it has a dramatic effect on the operation of
1https://www.nasa.gov/topics/solarsystem/sunearthsystem/atmospheric-layers.html
2https://www.space.com/17683-earth-atmosphere.html
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LEO satellites. Next sections will introduce the thermosphere defined based on thermal
properties and ionosphere based on charged properties.
Note that there is a difference in altitude range between LEO (160−2000km) and
the thermosphere (90−600km). The overlapping altitudes (roughly 200−600km) is
the main topic of this thesis for two reasons: (1) aerodynamic force above 800km is
not significant and (2) satellite altitude will fast decrease without active manoeuvres
below 200km.
Fig. 1.1 Layers of the Earth’s thermosphere (US National Aeronautics and Space Administration,
NASA).
Thermosphere
The thermosphere is the atmospheric layer very close to vacuum, extending from 90km
to 600km. Thermospheric temperature, which is highly dependent on solar activity,
rises with altitude and can reach up to 2000◦C during solar maximum in the daytime.
Even though the temperature is very high, the read from a thermometer may be below
0◦C due to not enough heat transmission by contact (Moldwin, 2008). The dynamics
of the thermosphere has a significant diurnal period driven by the solar heating. The
structure of the thermosphere is the result of balance between the upward pressure
gradient force and the downward gravitational force. This balance is called hydrostatic
equilibrium and can be written as (Moldwin, 2008)
∂P
∂z
= −ρ(z)g(z), (1.1)
4 Introduction
where z is the height; ρ(z) is the mass density of atmosphere and g(z) is the altitude-
dependent gravitational acceleration.
According to the ideal gas law for a specific gas P = nk T , where P is the gas
pressure, n is the number density, k is the Boltzmann’s constant, T is the neutral
atmospheric temperature (Hargreaves, 1992) and the relationship ρ = nm holds, where
m is the mean molecular mass of the gas, we have
ρ(z) = ρ0 exp
(
− z−h0
H
)
, (1.2)
H =
kB T
mg(z)
, (1.3)
where ρ(z) is the TMD at the altitude z calculated from the reference TMD ρ0 at
the reference altitude h0; H is the scale height varying from 5km at height 80km to
70−80km at 500km. This approximation formula explains the fact that the TMD falls
off exponentially with altitude.
Ionosphere
Within the thermosphere, solar high-energy photons, usually ultraviolet or X-rays, or
energetic particles lead to the ionisation of atmospheric molecules, creating ions and
electrons. Subsequently, this region is termed as the ‘ionosphere’ extending from
approximately 60km to 1000km. The ionosphere is primarily produced by the process
of photoionisation and the peak densities of charged particles are found in the daytime
(Hargreaves, 1992). There are three regions within the ionosphere as shown in Fig. 1.1,
i.e. the D (60−85km), E (85−140km) and F regions (>140km) (Johnson, 1961) by
the number density of ions. The dominant sources of ions in the lowest D region is
solar ultraviolet photons ionising nitric oxide (NO). The E region is formed by both low
energy X-rays and ultraviolet radiation (UV) radiation ionising O2 and N2. This region
has a higher peak density of ions than that of D region, while D region decays away at
night.
The F region is formed by solar ultraviolet photons ionising atomic oxygen (O)
and usually peaks at 300km (Moldwin, 2008). The F region exists with the highest
electron density in the atmosphere. The ionosphere above the peak is called the
topside ionosphere, in which ions density diminishes slowly and finally blends into
the plasmasphere. The F region contains two layers during the day (F1 and F2). But
the ionisation in the F region decreases and deforms to only one layer (F2) at night
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by cosmic rays. The F2 layer plays a critical role in high frequency (shortwave) radio
communications over long distances.
Thermospheric Models
Thermospheric models developed in the past few decades can be grouped in two cat-
egories: physical models and empirical models. The physical models numerically
solve the fluid equations describing the coupled thermosphere-ionosphere system. For
example, the Thermosphere Ionosphere Electrodynamics General Circulation Model
(TIE-GCM) solves the Eulerian equations of conservation of mass (continuity), momen-
tum, energy and composition (Richmond et al., 1992; Sutton et al., 2015). A detailed
summary of recent physical models is given in Emmert (2015b, Table 2). Most physical
models output atmospheric parameters such as neutral temperature, ion temperature
and plasma temperature, and concentrations of neutral and charged particles. Fig. 1.2
presents the global and seasonal average profiles of neutral composition, TMD, mass
mixing ratio and mean molecular mass. Note that Argon (Ar) is originally distinguished
as a minor composition in TIE-GCM, whose contributions to thermal and momentum
dynamics are neglected (Foster, 2018). More information of TIE-GCM can be found in
Chapter 4.
Empirical thermospheric models (also called statistical thermospheric models)
capture the statistically averaged behaviour of the atmosphere in a parameterised mathe-
matical formulation (Emmert, 2015b). Compared to physical models, they only output
neutral temperature, atmospheric composition and TMD. In some literature, empirical
models are also called semi-empirical models due to the physical constraints used (Bru-
insma et al., 2004; Moe and Moe, 2008). For instance, the diffusion equation is used in
the Jacchia70 model (Jacchia, 1965). For consistency, the term ‘empirical model’ is
used hereafter in this thesis. Global and seasonal average profiles of the NRLMSISE00
(Navel Research Laboratory Mass Spectrometer Incoherent Scatter Extended) model are
given in Fig. 1.3. Referring to both TIE-GCM and NRLMSISE00, the atomic Oxygen
(O) and Nitrogen (N2) are respectively the dominant composition in the top and bottom
of the thermosphere.
Emmert (2015b) commented that the distinction between empirical and physical
models is not clear-cut, but some obvious differences can be found. The physical
models require dedicated computation for numerical integration. However, they are not
dependent on historical measurements and can, to a large extent, simulate the internal
physical mechanics of the atmosphere. Although empirical and physical models may
predict TMD on a similar accuracy level (Emmert, 2015b), empirical TMD models are
6 Introduction
100
200
300
400
500
(a)
 He
 O
 N2
 O2
 Ar
 Total
10 10 10 15 10 20
100
200
300
400
500
600
(d)
(b)
10 -15 10 -12 10 -9
(e)
(c)
0 6 12 18 24 30
So
la
r M
in
0 0.2 0.4 0.6 0.8 1
(f)
So
la
r M
ax
Mean
molecular
mass
Fig. 1.2 Global and seasonal average profiles of (a) number density, (b) mass density and (c)
mass mixing ratio and mean molecular mass (black dash line) from TIE-GCM simulation during
solar minimum (F10.7 = 70, Kp = 1). (d)–(f) are the same as (a)–(c) but during solar maximum
(F10.7 = 200, Kp = 1). Different colours in the legend indicate seven atmospheric composition.
more suitable for orbital dynamics in terms of computational efficiency. In order to
take advantages of both physical and empirical models, model fusion of the two types
of models has also been investigated. For example, Elvidge et al. (2016) presented a
reduction of 60% in the root mean square (RMS) error of TMD during solar minimum
by calculating the weighted mean TMD values from one empirical and two physical
models. It is important to note that this reduction includes the bias of TMD models and
no significant improvements can be seen during solar maximum.
With the launch of new LEO satellites equipped with accelerometers in the past
few decades, new TMD estimates with a high temporal resolution have become avail-
able. As a result, many empirical TMD models have been developed, including the
Jacchia (Jacchia, 1965; Roberts, 1971; Jacchia, 1971, 1977), the High Accuracy Satel-
lite Drag Model (HASDM) (Bowman and Storz, 2002; Storz et al., 2005), the Mass
Spectrometer Incoherent Scatter (MSIS) (Picone et al., 2002; Hedin, 1987, 1991), the
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Fig. 1.3 The same as Fig. 1.2 but for NRLMSISE00.
Jacchia-Bowman (JB) (Bowman et al., 2006, 2008b), the Drag Temperature Model
(DTM) (Berger et al., 1998; Bruinsma et al., 2003, 2012; Bruinsma, 2015) and the
Global Average Mass Density Model (GAMDM) (Emmert et al., 2008).
Performance of these empirical TMD models has been partly evaluated at the altitude
region of 200−600km. Vallado and Finkleman (2014) investigated the OP uncertainty
generated from several empirical models using a weekly OP case study of ICESat (Ice,
Cloud, and land Elevation Satellite) at ∼590km. They concluded that the treatment
(e.g., interpolation, prediction and smoothing) of space weather indices has a significant
impact on OP. Bruinsma (2015) showed a high precision feature of the DTM2013 model
compared to DTM2009 and JB2008 using the accelerameter-derived TMD from the
CHAMP (Challenging Minisatellite Payload), GRACE (Gravity Recovery and Climate
Experiment) and GOCE (Gravity field and steady-state Ocean Circulation Explorer)
satellites. The DTM2013, JB2008 and NRLMSISE00 models were also verified in the
low altitude region (150−300km) using GOCE-derived TMD before re-entry (2009–
2013) (Bruinsma et al., 2017). DTM2013 presented the least bias which is possibly due
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to the fact that the GOCE-derived TMD in 2009–2012 has been used in the construction
of DTM2013. Lechtenberg et al. (2013) found TMD derived from precise ephemeris
improves the OP of CHAMP and GRACE compared to both Jacchia71 and HASDM
models. Marcos et al. (2006) demonstrated the outperformance of JB2006, compared
to Jacchia70, NRLMSISE00 and DTM2000, using daily TMD derived from tracking
measurements of 38 satellites over 1997–2004.
Most of the above-mentioned literature is limited in the number of empirical models
evaluated and/or evaluation conditions. The evaluation condition here refers to the
inconsistency of reference TMD data sets used in the modelling and evaluation process.
Only a few comprehensive reviews on the comparisons of empirical models and varia-
tions in TMD have been made. Qian and Solomon (2012) provided a comprehensive
review of the temporal and spatial variations in TMD including the solar cycle (around
11 years), annual and semi-annual, solar rotational (average 27 days), diurnal, semi-
diurnal, multi-daily, longitudinal and latitudinal variations. Vallado and Finkleman
(2014) commented that no single empirical TMD model is the best under all conditions
after evaluating the Jacchia70, Jacchia71, MSIS86, MSIS90, NRLMSISE00, etc. in a
weekly OP case study of ICESat. Different TMD measuring techniques, three recent
empirical models (NRLMSISE00, JB2008 and DTM2013) and eight physical models
were comprehensively reviewed in Emmert (2015b). While, their work mainly focused
on the climate and weather features of TMD.
1.2 Satellite Drag Measurements
Various satellite tracking measurements can be used for OD and TMD retrieval (Doorn-
bos, 2012) as summarised in Table 1.1. Following sections will provide an overview
of four drag measurements and data set used to derive TMD. The TMD data can be
further used in the TMD modelling, calibration of TMD models and atmospheric data
assimilation. The TMD derived from satellite accelerometer is the foundation of the
TMD modelling in this thesis.
Satellite Accelerometer
The first type of measurements is collected from high-quality accelerometer instruments
on the LEO satellites, which is also the data sources used in the TMD modelling of
this thesis. Once the acceleration caused by solar radiation pressure, Earth’s albedo
and Earth’s infrared radiation are removed from the total non-gravitational acceleration,
atmospheric drag can be recovered along with TMD and/or crosswinds (Tapley et al.,
1.2 Satellite Drag Measurements 9
Table 1.1 List of LEO satellite missions. Note that the initial altitude is usually different from
that of the final orbits3.
Satellite
Mission
Operation
Time
Orbital
Period (min)
Initial
Altitude (km)
Num. of
Satellites
Instrumentsa
TOPEX/Poseidon 1992−2005 112.4 1336 1 GNSS, SLR
GPSMET 1995−1997 100 730 1 GNSS, SLR
Ørsted 1999−now 99.5 630−830 1 GNSS, SLR
SAC-C 2000−2013 98 682 1 GNSS, SLR
CHAMP 2000−2010 93.55 454 1 GNSS, SLR, ACC
JASON-1 2001−2013 112 1336 1 GNSS, SLR
GRACE-A/B 2002−now 91 500 2 GNSS, SLR, ACC
ICESat 2003−2010 94 600 1 GNSS, SLR
COSMIC 2006−now 100 514−540 6 GNSS
MetOp 2006−now 101 ∼817 2 GNSS, SLR
TerraSAR-X 2007−now 94.79 510 1 GNSS, SLR
C/NOFS 2008−now 97.3 405−853 1 GNSS, SLR
GOCE 2009−2013 96.5 250 1 GNSS, SLR, ACC
CryoSat-2 2010−now 99.16 717 1 GNSS, SLR
Swarm-A/B/C 2013−now 96 460−530 3 GNSS, SLR, ACC
a GNSS: Global Navigation Satellite System; SLR: Satellite Laser Ranging; ACC: accelerometer.
2007; Visser et al., 2013). An applicable iterative method for density and wind estima-
tion was developed by Doornbos et al. (2010). The major advantage of the onboard
accelerometer measurements is its availability of non-gravitational accelerations, high
temporal resolution and good precision. However, the raw measurements for each
accelerometer axis must be calibrated with external OD techniques before use, since
the onboard accelerometers might suffer from biases and scale factors (Bruinsma et al.,
2004; Visser et al., 2013). For example, the calibration based on the GNSS technique
is also called the GNSS-based accelerometry. Another drawback of this type of mea-
surements is the lack of sufficient spatial coverage (Doornbos, 2012). Nevertheless,
the accelerometer-derived TMD takes priority in TMD determination due to its high
temporal resolution, sensitivity and precision.
In the past few decades, a number of LEO satellites that have been equipped with
accelerometers consist of CHAMP, GRACE, GOCE and Swarm. Their launch time,
initial orbital altitude and other details can be found in Table 1.1. The CHAMP mission,
managed by the German GeoForschungsZentrum (GFZ) Potsdam, was primary designed
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(a) CHAMP (b) GRACE
Fig. 1.4 CHAMP and GRACE satellites (GFZ and NASA/Jet Propulsion Laboratory).
for the Earth’s gravity and geomagnetic fields recovery (see Figure 1.4(a)) although
TMD can also be derived using CHAMP’s onboard accelerometer. The GRACE satellite
mission in Figure 1.4(b) is a joint research program between NASA and GFZ. Both
GRACE twin satellites were previously launched in a near polar, almost circular orbit
with a nominal separation distance of 220km. The main mission objective is to detect
the time-varying changes in the gravity field, although, similar to CHAMP, the GRACE
accelerometers can also be used to retrieve TMD.
Accelerometer measurements are available from another two similar satellite mis-
sions, i.e., the ESA’s Swarm and GOCE. Swarm is a constellation of three satellites
(A, B and C) mainly for the studies of geomagnetic field. The Swarm-A and -B satel-
lites are orbiting in the same polar orbit, side by side at an altitude of 450km and the
Swarm-C in another polar orbit with an altitude of 530km. The GOCE is in a very low
sun-synchronous orbit with a low initial orbit of about 280km. After almost five years,
it finally reentered the Earth’s atmosphere on 11 November, 2013 due to fuel depletion.
The main research objective of GOCE was to determine the stationary component of the
Earth’s gravity field and geoid with a higher accuracy and spatial resolution than before
from gravity gradiometer and GNSS measurements. In order to counter the effect of
atmospheric drag experienced, a drag-free mode and attitude control system were added
to the design of GOCE.
Although most of these satellite missions were not designed for thermospheric
studies, they can provide critical measurements for improving our knowledge of thermo-
sphere. The TMD information from these LEO satellite missions offer an unprecedented
view of the inside of the Earth from space, increasing our knowledge of atmospheric
processes and circulation patterns that affect climate and weather. The overlapping
operation time of these satellite missions also offer excellent opportunity to perform
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(a) Swarm (b) GOCE
Fig. 1.5 Swarm and GOCE satellites (European Space Agency, ESA).
data assimilation of TMD from LEO satellites and investigate the spatial features of the
thermosphere in small scales (Doornbos, 2007).
Global Navigation Satellite Systems
The Global Navigation Satellite Systems (GNSS) have revolutionised our positioning
practice and have been well used for precise OD of LEO satellites. A large amount of
accurate observations collected from on-board GNSS receivers is capable of tracking
new generation GNSS constellations (e.g., Galileo, GPS, GLONASS, and Beidou), new
signals and frequencies, and new augmentation systems. The advantages of using GNSS
are: (1) high precision, (2) cost-effectiveness and wide coverage, and (3) availability
of continuous observations and multi-dimensional tracking. Therefore, most of the
Earth observation LEO satellites have been equipped with specially designed onboard
GNSS receivers as an essential payload in the last two decades. Wright (2003) outlined
a technique to estimate the density in real-time using GNSS ranging and/or Doppler
tracking data. Sang et al. (2012) presented a new method to derive TMD using the
change rate of the semi-major axis of a LEO satellite. The relative accuracy of the
derived TMD was about 2–3%, compared to the accelerometer-derived TMD.
LEO satellites equipped with GNSS receivers but without accelerometers are used
in this study, such as the COSMIC (Constellation Observing System for Meteorology,
Ionosphere, and Climate) mission. The COSMIC is a joint US-Taiwan mission with
six micro-satellites launched on April 15, 2006. These six satellites orbit the Earth at
altitudes between 750 and 800km and at an orbital inclination of 72° in the final mission
phase (Hwang et al., 2009). The GNSS antenna set on the top body of the COSMIC
satellites is used for precise OD. The other two on the lower part are designed for
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Fig. 1.6 COSMIC satellites (NASA).
atmospheric radio occultation. The data from COSMIC have significantly contributed to
a wide range of Earth’s scientific research including meteorology, climate, ionosphere,
geodesy and gravity. Based on the gre01at success of COSMIC, a follow-on radio
occultation mission (called COSMIC-2) has been funded which consists of six satellites
in low-inclination orbits4.
Satellite Laser Ranging
Currently, SLR is the most accurate ranging technique of orbital tracking that can be
used to determine the distance between observation stations and satellites equipped with
retroreflectors to a millimetre level (Degnan, 1993). SLR is not only a tool to determine
the centimetre-level positions of ground stations, satellites and geocentre, but also a
proven potential technique for studying the post-glacial rebound and measuring the
temporal variations in Earth’s gravity field.
TLE Catalogue
The last type of measurements used to derive TMD is the TLE catalogue (Emmert
et al., 2008). The US Air force constructed the Space Surveillance Network using
radar tracking measurements and released the OD results in the form of TLE data
sets with a latency of no more than one day. TLE catalogue has been utilised as
a complementary TMD data source due to its long-term database and high spatial
coverage (Cefola et al., 2004; Doornbos et al., 2008; Picone et al., 2005; Shi et al., 2015;
Chen and Sang, 2016). TLE catalogue is publicly available with more than 20,000
4http://www.cosmic.ucar.edu/satStatus/index.html
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orbital objects. One of its disadvantages is its low temporal resolution since variations
in the orbit can only be observed over a period of three days or more (Doornbos, 2012).
Another disadvantage is its relatively lower accuracy. Although the highest accuracy
of TLE orbit (100−200m) is several orders of magnitude worse than that of precise
OD solutions, the percentage error of the TLE-derived TMD was found to be at a RMS
level of 0.25−0.40% (Doornbos, 2012). Doornbos et al. (2008) reduced the error of
the NRLMSISE00 model to 12% by calibrating with TLE-derived density from ∼50
LEO satellites during 2000. Picone et al. (2005) proposed a novel and fast method for
retrieving TMD from TLE data, showing a comparable accuracy to the OD-based TMD
but with a considerable less computational cost.
1.3 Research Advance in TMD Study
Two approaches have been more successful in reducing the error of empirical TMD
models: (1) using multiple and new sets of indices such as particle precipitation, extreme
ultraviolet energy, geomagnetic storms and new solar indices for a better representation
of solar and geomagnetic activities (Bowman et al., 2008c; Gaposchkin and Coster,
1990; Storz et al., 2005; Tobiska et al., 2008) and (2) using space tracking measurements
to either calibrate the coefficients of the empirical models or estimate the ratio of the
estimated density to the model-derived density (Bruinsma et al., 2004; Doornbos et al.,
2005; Sang and Zhang, 2010). Previous results revealed that the calibration method can
reduce the error of existing density models from the original ∼15% to 6−8% of the
absolute TMD values in the altitude range of 200−800km (Storz et al., 2005). Shi et al.
(2015) demonstrated that a relative RMS error of ∼9% can be achieved in the calibrated
NRLMSISE00 model based on TLE data. The core task in the calibrations models is
the estimation of TMD using space tracking measurements.
Much research has been carried out to improve the estimation of TMD in real-time.
For example, Wright (2003) developed a real-time OD algorithm estimating density
simultaneously with the ballistic coefficient, which is a complicating factor of the
atmospheric resistance. Visser et al. (2013) proposed a TMD and crosswinds retrieval
algorithm using simulated Swarm data, and showed that the standard deviation of TMD
errors was around 9−11%.
Intensive analyses of TMD, especially those that are focused on the temporal varia-
tions in TMD, are based on the aforementioned types of measurements. For example, a
negative secular TMD trend resulted from the reduction of thermospheric temperature
has been supported by Saunders et al. (2011) and references therein. Although TMD
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variations have been intensively studied in recent years, their quantitative impact on the
LEO dynamics has not been fully investigated. For example, Lechtenberg et al. (2013)
examined the travelling atmospheric disturbances, geomagnetic cusp and midnight mass
density maximum (MDM) in the TMD derived from the precise orbits and accelerome-
ter measurements of GRACE and CHAMP. However, the impact of these three TMD
variations is not separated. Moreover, many physics-based TMD variations with both
temporal-spatial TMD variability (e.g., EMA and MDM) may have discernible impacts
on the LEO dynamics but have not been examined before. Leonard et al. (2012) is the
first to assessed the error in the one-day OP incurred by the longitude-dependent tides at
the altitudes of 200km and 400km, which were respectively found to be approximately
200m and 15km. All these help the TMD refinement enormously.
Additionally, there is a trade-off between the efficiency and accuracy of OP in
space situational awareness. Petit and Lemaitre (2016) showed that DTM2013 can
achieve a slightly better result but with almost 50 times more computational resources
consumption than that of JB2008 in the long-term OP of Starlette and Stella satellites
(800− 1000km). Due to the computational burden behind the accurate prediction
of TMD and atmospheric drag, many studies in the re-entry prediction and orbital
uncertainty propagation only consider a simplified TMD model in which the TMD is
only dependent on the geocentric radius of the satellite; e.g., Giza et al. (2009).
In addition, an assimilative method of atmospheric density observations was con-
ducted by Matsuo et al. (2012). The difference between the TMDs before and after
the assimilation with CHAMP and GRACE density observations at 400km can reach
up to 50% (Matsuo et al., 2012). Also, Shoemaker et al. (2014) presented a novel
tomography-based technique for the determination of TMD. The temporally averaged
TMD was reconstructed with an accuracy of ∼10% in the result of simulation exper-
iments with ground-based tracking data of a single station. More simulations with
multiple ground sites can be found in Shoemaker et al. (2013).
1.4 Research Objectives and Outline
The accuracy of TMD affects the results of OD/OP and the navigation and operations
of Earth observation missions, re-entry analyses, space situational awareness and space
debris tracking. Accurate TMD prediction is critically required for robust and reliable
OD/OP, which is a necessity for the safety and sustainability of near-Earth environment.
To achieve the above research aim, the following objectives have been formulated:
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(a) To comprehensively evaluate the existing empirical TMD models in terms of
temporal and spatial variations captured, model biases and the performance in the
OP of the GRACE satellite.
(b) To identify the impact of TMD variations on the orbital dynamics of LEO space
objects.
(c) To investigate the most suitable methodology for the TMD modelling and develop
a new empirical TMD model during geomagnetic quiet time using accelerometer-
derived TMD from four LEO satellites.
(d) To establish an advanced platform of orbital dynamics for precise OP.
This thesis is therefore structured as follows. Chapter 2 introduces the time and
coordinate systems used in this study, as well as the fundamental orbit theory for LEO
space objects. A comprehensive comparison of 12 popular empirical TMD models
is conducted and their impact on OP in LEO is evaluated in Chapter 3. Chapter 4
investigates the impact of TMD variations on the LEO orbital dynamics. Precise TMD
modelling during geomagnetic quiet time is performed in Chapter 5 using 12 years of
accelerometer-derived TMD data from GRACE, CHAMP and GOCE. Three methods,
namely the Fourier analysis, spherical harmonics (SH) analysis and artificial neural
network (ANN), are adopted and inter-compared in the TMD modelling. Finally, the
conclusions and envisaged future work are given in Chapter 6.

CHAPTER 2
Fundamentals in Orbital Dynamics
This Chapter introduces the fundamentals of orbital dynamic in LEO. The definition
and transformation methods of different time and coordinate systems used in OD/OP
and TMD modelling are presented in Sections 2.1 and 2.2. Section 2.3 gives the general
equations of motion in LEO. Sections 2.4 and 2.5 introduce the gravitational and non-
gravitational accelerations exerted on the LEO space objects. This Chapter ends with a
summary section.
2.1 Time Systems
In the determination of gravitational and non-gravitational forces, one needs to know
the locations of targets in different coordinate and time systems. The transformation
between different coordinate and time systems is implemented in the International
Astronomical Union (IAU) standard of fundamental astronomy (SOFA) library1. Three
different time systems are defined in this section (Hofmann-Wellenhof et al., 2012).
The first one is the International Atomic Time (TAI). It is a uniformly-scaled time
system kept by 400 global atomic clocks, most of which are Caesium-133 nuclide
(Ce-133) clocks. The current definition of the second in the International System of
Units (Système Internationale (SI) d’Unités) is "duration of 9192631770 9,192,631,770
periods of the radiation corresponding to the transition between the two hyperfine levels
of the ground state of the Caesium 133 atom" (McCarthy and Seidelmann, 2009). GPS
Time (GPST) is an atomic time used as a reference time in the GPS technique. The
second is Universal Time (UT) which is a measure of the Earth’s rotation (sidereal time).
It is not a uniformly-scaled time system. The UT without the oscillation of polar motion
1http://www.iausofa.org/
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of the Earth is denoted as UT1. Since January 1, 1972, Coordinate Universal Time
(UTC) has been broadcast, which is a continuous time system defined from TAI but it is
kept within 0.9sec of UT1. Another important time system is dynamical time which is a
uniformly-scaled time system used to describe the motion of celestial or artificial bodies
in a gravity field. Two types of the dynamical time, i.e., the Terrestrial Dynamic Time
(TDT) and the Barycentric Dynamic Time (TDB, from the French Temps Dynamique
Barycentrique), have been defined with a dynamical time scale at the geocentre and
the barycentre of the solar system, respectively. Since TDT and TDB are imperfectly
defined, the IAU redefined the TDT as Terrestrial Time (TT) in 1991. TT is a continuous
and uniformly scaled time system using the SI second. The transformations among
different time systems are summarised as below:
TAI = GPST+19s,
TAI = TDT−32.184s,
(2.1)
where TAI−UTC and UT1−UTC can be obtained from the International Earth Rotation
and Reference Systems Service (IERS) report (Petit and Luzum, 2010).
The thermosphere and many thermospheric phenomena are associated with the
Sun’s position and the geomagnetic field disturbances. For this reason, a large variety
of magnetic and solar time and coordinate systems have been used in the studies of
upper atmosphere. The solar and magnetic coordinate systems will be introduced in
Section 2.2.2, which can be used to calculate the magnetic local time (MLT). Laundal
and Richmond (2017) recommended the following definition of MLT
MLT = (λM −λ⊙)/15°+12, (2.2)
where λ⊙ is the magnetic longitude of the sub-solar point and λM is the magnetic
longitude of the unknown position. It is based on the position of the sub-solar point in
order to yield MLT = 12 at the sub-solar point.
Other time systems used in this study include the UT (UTC hour), local time (LT)
and local solar time (LST), which are given by
UT = Hour+Minute/60+Second/3600, (2.3)
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where Hour, Minute and Second are in UTC and
LT = UT+λ/15°, (2.4)
LST = (α−α⊙)/15°+12, (2.5)
where α and α⊙ are the right ascension of the point in question and the Sun, respectively.
2.2 Coordinate Systems
Gravitational and non-gravitational forces exerted on a LEO satellite or a debris object
are generally defined in different coordinate systems. In addition, although geographic
and geomagnetic coordinate have been used in TMD modelling, it has not been fully
explored that which one is most appropriate and efficient. This section gives the
definitions of geographic/magnetic/solar coordinate systems used for orbital dynamics
in Chapters 3 and 4 and TMD modelling in Chapter 5.
2.2.1 Geographic Coordinate Systems
Earth-centred Inertial Coordinate System
For convenience, the orbital dynamics of LEO objects are usually described in a Earth-
centred inertial (ECI) coordinate system. This Cartesian reference system has its origin
at the centre of mass of the Earth; z axis points to the Conventional International
Origin (CIO), which is the mean pole of the Earth’s rotation; x axis has a fixed inertial
direction to the equinox of J2000.0 (Julian Date for 12:00 TT January 1, 2000); y axis
is determined according to the right-handed rule (Xu, 2007). ECI is also known as the
geocentric celestial reference systems (GCRS).
Earth-centred, Earth-fixed Coordinate System
The location of the ground-based tracking station is more conveniently expressed in an
Earth-fixed coordinate system. The ECEF coordinate system is a right-handed Cartesian
system. As shown in Fig. 2.1, its origin coincides with the Earth’s centre of mass. Its x
and z axes are directed to the mean Greenwich meridian and CIO, respectively. The
y axis is also determined by the right-handed rule. The xy-plane and xz-plane are the
so-called mean equatorial plane and the mean zero-meridian plane, respectively (Xu,
2007; Sutton, 2008).
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Fig. 2.1 Earth-centred, Earth-fixed coordinate system (ECEF).
Geocentric Coordinate System
As shown in Fig. 2.1, given a position vector (rECEF =
−→
OS ) of a satellite in ECEF,
the geocentric spherical coordinate includes the geocentric latitude ϕ (or geocentric
colatitude θ = π/2−ϕ), longitude λ and geocentric radius r (Laundal and Richmond,
2017):
rECEF =

r cosϕ cosλ
r cosϕ sinλ
r sinϕ
 =

r sinθ cosλ
r sinθ sinλ
r cosθ
 , (2.6)
Geodetic Coordinate
Geodetic coordinate is mathematically defined on a reference ellipsoid, which is a
flattened sphere globally closest to the Earth’s surface (or geoid). Geodetic height H of
a satellite is the normal distance of the location to the surface of the reference ellipsoid.
Referring to Fig. 2.1, geodetic latitude (φ) and longitude (λ) in the unit of degree can be
used to calculated the Cartesian position vector:
rECEF =

(Nh+H) cosφ cosλ
(Nh+H) cosφ sinλ(
(1− e2)Nh+H
)
sinφ
 , (2.7)
where Nh = NT in Fig. 2.1 and
Nh =
a√
1− e2 sin2φ
(2.8)
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where a and e are respectively the semi-major axis and eccentricity of the reference
ellipsoid. Note that the longitudes in geocentric and geodetic coordinate systems are
identical and the relationship between the geocentric latitude and the geodetic latitude
is given by
tanϕ = (1− e2) tanφ. (2.9)
2.2.2 Magnetic and Solar Coordinate Systems
The Earth’s magnetic field B(r, θ,λ, t) can be calculated from the derivative of the geo-
magnetic potential V(r, θ,λ, t), which can be further expressed in the form of spherical
harmonics (SH). For example, the geomagnetic potential in ECEF modelled by the
International Geomagnetic Reference Field (IGRF) model is given by (Thébault et al.,
2015):
B(r, θ,λ, t) =

Bx
By
Bz
 = −∇V(r, θ,λ, t), (2.10)
where
V(r, θ,λ, t) = R
Nmax∑
n=1
n∑
m=0
(R
r
)n+1
P˜n,m(cosθ)
[
gn,m(t)cosmλ+hn,m(t) sinmλ
]
, (2.11)
and R = 6371.2km and (r, θ, λ) is the geocentric coordinate introduced in Section 2.2;
P˜n,m is the Schmidt quasi-normalised associated Legendre function of the degree n and
order m.
In the latest IGRF12 model, Nmax = 13 and gn,m and hn,m are the time-dependent
Gauss coefficients of the internal field due to the slight temporal changes in the geo-
magnetic field. Hence, IGRF series model is updated every five years. Another famous
global geomagnetic field model is the World Magnetic Model (WMM)2, developed
jointly by the National Geophysical Data Center (NGDC) in USA and the British
Geological Survey in Scotland.
From Eq. (2.11), the unit vector pointing from the geocentre to the dipole can be
calculated by (Laundal and Richmond, 2017)
mˆ= − 1
B0

g1,1
h1,1
g1,0
 , (2.12)
2https://www.ngdc.noaa.gov/geomag/WMM/
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where
B0 =
√(
g1,1
)2
+
(
h1,1
)2
+
(
g1,0
)2 (2.13)
is the reference geomagnetic field. The direction of geomagnetic field can be represented
by declination (D) and inclination (I), which is calculated from the components of
geomagnetic field:
D = arctan
(
By
Bz
)
, (2.14)
I = arctan
 Bz√B2x+B2y
. (2.15)
Two magnetic latitudes beneficial to the studies of ionospheric physics are the
invariant latitude (Emmert et al., 2010)
φΛ = arccos
√
1
L
, (2.16)
where L is the magnetic shell parameter (McIlwain, 1961) (refer to the reference for
more details) and the dip latitude
φdip = arctan
(
1
2
tan I
)
. (2.17)
The position of the Sun needs to be determined before the detailed definitions of
these coordinate systems since some of them are dependent on the sub-solar point. Let
φ⊙ and λ⊙ be the geocentric latitude and longitude of the sub-solar point in ECEF. A
unit vector pointing from the geocentre to the Sun in ECEF is given by
sˆ =

cosφ⊙ cosλ⊙
cosφ⊙ sinλ⊙
sinφ⊙
 . (2.18)
Disturbance of the Earth’s magnetic field, e.g., due to the geomagnetic storms, can
lead to a significant impact on TMD response with latitude, longitude, LT and altitude
(Liu et al., 2014). A commonly used geomagnetic instrument is the magnetometer.
Many magnetic coordinate systems have been proposed in order to better interpret the
measurements of magnetometer and to investigate the thermosphere-ionosphere system
(Laundal and Gjerloev, 2014). Popular magnetic coordinate systems include the centred
dipole (CD), eccentric dipole (ED), geocentric solar magnetic (GSM), solar magnetic
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(SM), quasi-dipole (QD) (Richmond, 1995), modified Apex (MA) (Richmond, 1995),
corrected geomagnetic (CGM) (Laundal and Richmond, 2017) and altitude-adjusted
corrected geomagnetic (AACGM) (Shepherd, 2014) coordinates. Fig. 2.2 gives a global
comparison of QD coordinate with other magnetic coordinates. Note that CD, ED, GSM
and SM coordinates are dependent on the geocentric spherical coordinate, while the
other three magnetic coordinate systems are developed based on geographic coordinates.
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Fig. 2.2 Comparisons of QD coordinate (in blue) with CD, ED, dip latitude and CGM coordinates
(all in red) from top to bottom at the altitude of 110km in 2005 (modified from Emmert et al.
(2010, Fig. 1)).
Centred Dipole (CD) and Eccentric Dipole (ED) Coordinate Systems
The CD coordinate is the most commonly used and simplest geomagnetic dipole
coordinate with a tilt angle of dipole axis (ϑ) with respect to the Earth-Sun line sˆ,
i.e., ϑ = arccos(sˆ · mˆ). It is a strict orthogonal Cartesian coordinate system with the
z axis pointing towards the centred dipole in the northern hemisphere. The y axis is
perpendicular to both the dipole axis and the Earth’s rotation axis ( zˆ⊕). The x axis
satisfies a right-handed system. The base vectors (unit vector) of CD coordinate are
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(Laundal and Richmond, 2017)
xˆCD = yˆCD× zˆCD,
yˆCD =
zˆ⊕× zˆCD
∥ zˆ⊕× zˆCD∥ ,
zˆCD = mˆ,
(2.19)
and the geocentric Cartesian coordinate of the CD coordinate is
rCD =

rGEO · xˆCD
rGEO · yˆCD
rGEO · zˆCD
 , (2.20)
The CD coordinate only relies on the first three coefficients of the SH representation
of a geomagnetic field model, e.g., IGRF12, which accounts for around 95% of the
model-derived geomagnetic field (Laundal and Richmond, 2017). The ED coordinate
rED is determined by translating the origin of the CD coordinate system. The translation
vector ∆rCD is estimated by minimising the n= 2 terms in Eq. (2.11) and can be calculated
from the first eight Gauss coefficients by (Laundal and Richmond, 2017)
rED = rCD−∆rCD, (2.21)
where
∆rCD =

p · xCD
p · yCD
p · zCD
 , (2.22)
p=

η
ζ
ξ
 ·R⊕ =

L1−g1,1E
L2−h1,1E
L0−g1,0E
 · R⊕3B20 , (2.23)
and
L0 = 2g1,0g2,0 +
√
3
(
g1,1g2,1+h1,1h2,1
)
,
L1 = −g1,1g2,0 +
√
3
(
g1,0g2,1+g1,1g2,2+h1,1h2,2
)
,
L2 = −h1,1g2,0 +
√
3
(
g1,0h2,1−h1,1g2,2+g1,1h2,2) ,
E =
(
L0 ·g1,0+L1 ·g1,1+L2 ·h1,1)/4B20.
(2.24)
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Geocentric Solar Magnetic (GSM) and Solar Magnetic (SM) Coordinate Systems
The GSM coordinate is a commonly used coordinate system in studying magnetospheric
and ionospheric phenomena affected by the solar wind and the interplanetary magnetic
field (IMF) (Laundal and Richmond, 2017). While the SM coordinate system is mainly
used to study the impact of the geomagnetic field, e.g., the inner magnetosphere. The
base vectors of GSM coordinate are defined by
xˆGSM = sˆ,
yˆGSM =
mˆ× xˆGSM
∥mˆ× xˆGSM∥ ,
zˆGSM = xˆGSM× yˆGSM,
(2.25)
and the base vectors of the SM coordinate are defined by
xˆSM = yˆSM× zˆSM,
yˆSM =
zˆSM× sˆ
∥ zˆSM× sˆ∥ ,
zˆSM = mˆ.
(2.26)
Similar to Eq. (2.20), the Cartesian coordinates in GSM and SM can be obtained by
the inner product of the position vector of the point in question and the corresponding
base vectors of GSM and SM.
Quasi-dipole (QD) and Modified Apex (MA) Coordinate Systems
The magnetic Apex coordinates are constructed from the CD coordinates of the highest
point above the ellipsoidal shape of the Earth, called the ‘Apex’, along geomagnetic
field lines of the IGRF (Emmert et al., 2010). The magnetic Apex longitude λApex is
defined as the CD longitude of the Apex location (Emmert et al., 2010)
λApex = λCD, (2.27)
and the Apex latitude given by
φApex = ±arccos
√
R⊕
R⊕+hA
, (2.28)
where hA is the geodetic height of the Apex above the reference ellipsoid; R⊕ is the
equatorial radius, e.g., R⊕ = 6371.137km for the World Geodetic System 1984 (WGS-
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84). The sign of Apex latitude is the same as the sign of vertical component of the
geomagnetic field; i.e., positive(negative) for the north (south) of the dip equator.
Two versions of magnetic Apex coordinates are first proposed by Richmond (1995),
i.e., the QD and MA coordinates. The only difference between these two with the
original magnetic Apex coordinate is the height to which the CD coordinate is mapped.
The QD coordinate is defined by
φQD = ±arccos
√
R⊕+h
R⊕+hA
,
λQD = λApex,
(2.29)
where h is the geodetic height at the Apex point and the MA coordinate by
φMA = ±arccos
√
R⊕+hR
R⊕+hA
,
λMA = λApex,
(2.30)
where hR is the reference height determined by the user. Therefore, MA coordinate
will be identical to QD coordinate if the reference height is set to be the altitude of the
location in question. Again, the sign of the QD and MA latitudes are positive (negative)
in the Northern (Southern) magnetic hemisphere. A relationship between QD and MA
coordinates can be found (Laundal and Richmond, 2017)
cosφQD =
√
R⊕+h
R⊕+hR
cosφMA. (2.31)
The base vectors of the aforementioned four magnetic and solar coordinates are
orthogonal. The QD and MA coordinates described in this section take into account
higher-degree SH terms of geomagnetic models for a better representation of geo-
magnetic field (Laundal and Richmond, 2017). As a result, QD and MA coordinates
become non-orthogonal coordinates or skewed coordinates, i.e., their base vectors are
not perpendicular with each other. Fig. 2.2 shows comparisons of QD coordinate with
other magnetic coordinate systems.
Corrected Geomagnetic (CGM) Coordinate Systems
The CGM coordinate system is determined by the intersection point of the geomagnetic
field line that starts from the point in question with the dipole equatorial plane of
CD coordinate, as denoted by the black grid lines in Fig. 2.3. A dipole mapping to a
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sphere with the radius of R⊕ is applied to determine the latitude of the CGM coordinate
(Laundal and Richmond, 2017):
φCGM = ±arccos
√
R⊕
R⊕+hEQ
, (2.32)
where hEQ is the height of the intersection point. Referring to the IGRF field line (red)
in Fig. 2.3, starting at 20° latitude, it intersects the Earth’s surface before the CD dipole
equator (black). Therefore, the CGM coordinate is not defined in the area marked by the
yellow curves in Fig. 2.3. Previous implementation of the CGM was based on look-up
tables and only for the positions at the reference ellipsoid (Laundal and Richmond,
2017).
Later, an altitude-adjusted corrected geomagnetic (AACGM) coordinate system
based on the SH expansion was proposed for the areas of higher altitudes and lower
latitudes (see Laundal and Richmond (2017) and references therein). As shown by
the green line in Fig. 2.3, the AACGM coordinate system becomes available at lower
latitudes compared to that of CGM coordinate. However, AACGM is still undefined in
some areas near the dipole equator, e.g., the Atlantic Ocean marked by the grey area
in Fig. 2.4, which shows the difference between QD (blue grids) and AACGM (brown
grids). It is clear to see that the difference between QD and AACGM in the polar area
is very small.
Fig. 2.3 An illustration of the AACGM coordinates at the Greenwich Meridian (Shepherd, 2014,
Fig. 1). Four geomagnetic field lines (red), calculated by IGRF, starts from the locations at
geographic latitudes of four geographic latitude of 50°, 40°, and 30° and terminating at the CD
dipole equator. The AACGM coordinates with the same latitude values are shown in green.
The magenta line shows the IGRF field line starting at 20° latitude. Orange line indicate the
magnetic dip equator. Yellow lines mark the area where AACGM coordinates are undefined.
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Fig. 2.4 AACGM coordinate grids in brown lines at the Earth’s surface and the corresponding
QD coordinate grids in blue lines. The red curve is the centred dipole equator. Both CGM and
AACGM are undefined in the grey area over the Atlantic Ocean (Laundal and Richmond, 2017,
Fig. 7).
2.2.3 Coordinates Transformation
Since both ECI and ECEF frames are geocentric right-handed system, one can perform
the transformations of position, velocity and acceleration vectors between ECEF to ECI
via the following equations (Hofmann-Wellenhof et al., 2012; Xu, 2007; Montenbruck
and Gill, 2012; Noureldin et al., 2013).
rECI = PNEM rECEF, (2.33a)
vECI = PNE (MvECEF+ω⊕× rPEF) , (2.33b)
aECI = PNE [MaECEF+ω⊕× (ω⊕× rPEF)+2ω⊕× vPEF] , (2.33c)
and
rECEF =M⊤ E⊤N⊤ P⊤ rECI, (2.34a)
vECEF =M⊤
(
E⊤N⊤ P⊤ vECI−ω⊕× rPEF
)
, (2.34b)
aECEF =M⊤
[
E⊤N⊤ P⊤ aECI−ω⊕× (ω⊕× rPEF)−2ω⊕× vPEF
]
, (2.34c)
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where subscript ⊤ denotes the transpose operator and
rPEF =MrECEF = E⊤N⊤ P⊤ rECI,
vPEF =MvECEF = E⊤N⊤ P⊤ vECI−ω⊕× rPEF,
aPEF =MaECEF.
(2.35)
where the subscript ‘PEF’ is the abbreviation of the pseudo Earth-fixed coordinates
(PEF) used in aerospace science (Vallado and McClain, 2001), also called the terrestrial
intermediate reference system (TIRS) in space geodesy (Petit and Luzum, 2010).
In the above expressions, P, N, E and M are the transformation matrices due to
precession, nutation, sidereal time and polar motion, respectively. These transformation
matrices are orthogonal and hence their inverse matrices are the transpose. ω⊕ is the
Earth’s angular rotation vector
ω⊕ =
[
0, 0, ω
(
1− LOD+δLOD
86400
)]⊤
, (2.36)
whereω is the nominal mean Earth’s angular velocity; δLOD is the sub-daily corrections
to the length of day (LOD) which will be elaborated in next section.
One needs to keep in mind that ω⊕ is defined in the intermediate coordinate systems
(TIRS and PEF) and celestial intermediate reference system (CIRS), in which z-axis
is the instantaneous direction of Earth’s rotation axis. Therefore, coordinates in the
above cross production are under PEF instead of ECI, which has been misused in some
previous literature (Doornbos, 2012; Giza et al., 2009) but the impact is unknown.
An alternative but much more recommended way to perform coordinate transfor-
mation is deduced in the matrix format. Let T = P ·N ·E ·M, then Eq. (2.33) can be
rewritten as
rECI =T rECEF, (2.37a)
vECI =TvECEF+ T˙ rECEF, (2.37b)
aECI =T aECEF+2 T˙ vECEF+ T¨ rECEF, (2.37c)
where
T˙ = ∥ω⊕∥ PNE

0 1 0
−1 0 0
0 0 0
M, (2.38a)
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T¨ = ∥ω⊕∥2 PNE

−1 0 0
0 −1 0
0 0 0
M. (2.38b)
Here ECI and ECEF are respectively identical to GCRS and International Terrestrial
Reference System (ITRS) used in the IAU’s standard of fundamental astronomy (SOFA).
The relationship between these coordinates is illustrated in Fig. 2.5. More details of
these matrices can be found in Vallado and McClain (2001) and Hofmann-Wellenhof
et al. (2012).
( xp , yp )
ECI 
(GCRS)
CIRS
ECEF
(ITRS)
PEF
(TIRS)
  DUT1
LOD ( Dy , De )
( dX, dY )
IAU 1980
IAU 2000/2006
Fig. 2.5 Transformation from celestial to terrestrial reference systems.
2.2.4 Earth Orientation Parameters
Accurate Earth orientation parameters (EOP) are required and critical to the time and
coordinate transformation as well as the determination of gravitational acceleration.
The EOP includes polar coordinates, UT1 time difference and length of day (Bradley
et al., 2011), where
(i) Polar coordinates (xp and yp) are the coordinates of the celestial intermediate
pole (CIP) with respect to the celestial intermediate origin (CIO) defined by the
IERS.
(ii) Celestial pole offsets based on equinox (∆ψ and ∆ϵ) or CIP (dX and dY). In the
post-IAU-2000 CIO based model, the precession and nutation are described based
on the instantaneous pole due to the availability of long-term time series of CIP.
(iii) UT1 time difference (∆UT1 = UT1 - UTC) is the time offsets between UT1 and
UTC.
2.2 Coordinate Systems 31
(iv) Length of day (LOD) is the the time difference between the observed duration of
a mean solar day and 86400s of SI unit.
For IAU 1976/1980/1982/1994 models, transformation matrices mentioned in the
previous section are given by3 (Petit and Luzum, 2010):
M = Ry(xp) ·Rx(yp), (2.39a)
E = Rz(GAST), (2.39b)
N = Rx(−ϵA) ·Rz(∆ψ) ·Rz(ϵA+∆ϵ), (2.39c)
P = Rz(ζA) ·Ry(−θA) ·Rz(zA), (2.39d)
where ζA, θA and zA are three Euler angles of precession between two dates; GAST is
Greenwich Apparent Sidereal Time; ϵA is the mean obliquity of date.
For IAU 2000/2006 models,
M = Rz(−s′) ·Ry(xp) ·Rx(yp), (2.40a)
E = Rz(−ERA), (2.40b)
N · P = Rz(−E) ·Ry(−d) ·Rz(E) ·Rz(s), (2.40c)
where ERA is the Earth rotation angle; ϵA is the mean obliquity of date; s′, named
“Terrestial Intermediate Origin (TIO) locator”, is a function of polar coordinates
s′(t) = 1
2
∫ t
t0
(
xpy˙p− yp x˙p
)
dt, (2.41)
which is applied to the time after 1 January 2003 and provides an exact realisation of
the “instantaneous prime meridian” (Petit and Luzum, 2010, Chapter 5); E and d are
the coordinates of the CIP in GCRS
X
Y
Z
 =

sind cos E
sind sin E
cosd
 , (2.42)
and s, named as “CIO locator”, is a function of the coordinates X, Y and Z
s(t) = −
∫ t
t0
X(t)Y˙(t)−Y(t)X˙(t)
1+Z(t)
dt− (σ0N0−Σ0N0), (2.43)
3In IERS Collection 1996, M = Rx(yp)·Ry(xp) (IERS, 1996), but the impact is insignificant since
both the xp and yp are very small and the commutative law of matrix multiplication is almost satisfied,
i.e., Rx(yp)Ry(xp) ≈ Ry(xp)Rx(yp).
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where Σ0 and σ0 are respectively the x-origin of the GCRS and the positions of CIO at
J2000.0; N0 is the ascending node of the equator at J2000.0 in the equator of GCRS.
Here rotation matrices R for each axis can be expressed by
Rx(φ) =

1 0 0
0 cosφ sinφ
0 −sinφ cosφ
 , (2.44a)
Ry(θ) =

cosθ 0 −sinθ
0 1 0
sinθ 0 cosθ
 , (2.44b)
Rz(ψ) =

cosψ sinψ 0
−sinψ cosψ 0
0 0 1
 . (2.44c)
Due to the different definitions of these two sets of celestial pole offsets parameters,
caution must be taken when EOP data from the IERS Bulletin B report4 is used.
Additionally, for high precision requirement in the orbital dynamics, daily EOP data
should first be interpolated to the current time. Then interpolated (xp,yp), ∆UT1 and
LOD should include the ocean tides corrections and libration corrections as shown
below (Petit and Luzum, 2010, Chapter 5)xpyp
 = xpyp

IERS
+
∆xp
∆yp

ocean
+
∆xp
∆yp

libration
, (2.45a)
∆UT1 = ∆UT1IERS+∆UT1ocean+∆UT1libration, (2.45b)
LOD = LODIERS+∆LODocean+∆LODlibration, (2.45c)
where the subscript ‘IERS’ denotes the daily EOP data obtained from the IERS Bulletin
B report; subscript ‘ocean’ denotes the diurnal and semi-diurnal variations in EOP
caused by ocean tides; subscript ‘libration’ denotes the variations in EOP corresponding
to polar motion with periods less than two days which are not included in the IAU
2000 nutation model. More details of these variations can be found in Petit and Luzum
(2010, Chapter 5). Source code written in Fortran implementing the 4th-order Lagrange
interpolation and correction procedures can be found in the in IERS Collection5.
4https://www.iers.org/IERS/EN/DataProducts/EarthOrientationData/eop.html
5ftp://hpiers.obspm.fr/eop-pc/models/interp.f and ftp://tai.bipm.org/iers/conv2010/
chapter8/ORTHO_EOP.F
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Bradley et al. (2011) gave a recommendation table of EOP usage in coordinate
transformation as shown in Table 2.1. They concluded that EOP interpolation methods
(linear, 9th-order Lagrange and cubic spline) generate only a sub-millimetre error in OP
over 7 days and the ocean tide corrections are insignificant in OP below GEO altitude
for most applications. The libration corrections in Eq. (2.45) were not included in their
evaluation because the libration corrections are an order of magnitude smaller than that
of ocean tide.
Table 2.1 Recommendation for the usage of EOP for different accuracy requirements of coordi-
nate transformation using different interpolation methods. All accuracy boundary is summarised
from the Earth’s surface to GEO altitude (35786km) (Bradley et al., 2011, Table 10).
Desired Accuracy Level EOP Interpolation Ocean Tides
10−100m ∆UT1 Linear No
4−30cm (xp,yp), ∆UT1 Linear No
3−20cm all EOPs Linear No
1−5mm all EOPs 9th-order Lagrange Yes
< 1mm all EOPs Cubic Spline Yes
2.3 Equations of Motion
Without consideration of the stochastic forces, orbital dynamics of satellites can be
expressed by an ordinary differential equation (ODE). The accelerations acting on
the satellites can be grouped into two types, the gravitational accelerations (ag) and
non-gravitational accelerations (ang) (Doornbos, 2012):r˙v˙
 =  vag+ ang
 ,
ag = −GM⊕∥r∥3 r+ ans+ aNb+ atide+ agr,
ang = aaero+ asrp+ aIR+ aalb+ aother.
(2.46)
where r and r are position and velocity vectors of the satellite in ECI, respectively. GM⊕
is the Earth’s gravitational parameter (product of the gravitational constant and the mass
of the Earth). The gravitational accelerations include spherical gravitational (−GM⊕∥r∥3 r)
and non-spherical gravitational accelerations (ans), perturbation of N-body motions
(aNb), the tidal effect of polar, solid and ocean tides (atide), and the effect of the general
relativity (agr). The non-gravitational accelerations represent forces that are not caused
by gravity: the accelerations due to aerodynamic forces (aaero), solar radiation pressure
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(asrp), Earth albedo radiation pressure (aalb), Earth infrared radiation (IR) pressure (aIR)
and other forces (aother, e.g., thrusters). More details of orbital dynamics can be found in
many references, e.g., Montenbruck and Gill (2012), Schutz et al. (2004) and references
therein.
Fig. 2.6 presents the magnitude of accelerations experienced by the GRACE-A
satellite, as a classic example of LEO satellites, due to spherical geopotential (GRAV
µ/r), Earth flattening (GRAV J2) and remaining SH terms (GRAV rest), direct lunisolar
perturbation (LUNISOL), solid Earth tides (SE_TID), ocean tides (OC_TID), atmo-
spheric drag (DRAG), solar radiation pressure (DSRP), albedo pressure (ALB), infrared
pressure (IR) and relativistic correction (RELATIV) (Bezdek, 2010). It shows that the
non-gravitational accelerations acting on the GRACE-A satellite are approximately
10−7/10−8/10−8 m/s2 in the along-track/cross-track/radial directions at the altitude of
∼500km.
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Fig. 2.6 Histograms of gravitational and non-gravitational accelerations in along-track, cross-
track and radial directions of GRACE-A between August 2002 and March 2004 (Bezdek, 2010,
Fig. 3).
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2.4 Gravitational Accelerations
If the Earth was a perfect sphere with an uniform mass density or a spherically symmetric
density, a gravitational field of uniform magnitude will be generated above the surface.
This spherical gravitational force f , pointing directly from the LEO object towards the
Earth’s centre, can be expressed by:
f = −GM⊕m∥r∥3 r, (2.47)
where G is the gravitational constant and M⊕ is the mass of the Earth; m is the mass
of the targeted LEO object. Usually, the product of G and M⊕ can be denoted as the
Earth’s gravitational parameter GM⊕. Since the acceleration a is more convenient in
the numerical computation of OP, Eq. (2.47) can be rewritten as (Montenbruck and Gill,
2012)
a = −GM⊕∥r∥3 r. (2.48)
However, the realistic distribution of the Earth’s mass and shape is more irregular,
so non-spherical gravitational forces as well as other gravitational perturbation forces
and effects need be considered. For simplicity, the forces acting on the LEO objects
will be expressed in the form of accelerations in the following sections.
2.4.1 Non-spherical Acceleration
The non-spherical accelerations can be calculated from the gradient of the Earth’s
gravity potential, which is usually expressed by a SH expansion: (Montenbruck and
Gill, 2012)
U(r, θ,λ) = GM⊕
r
N∑
n=2
n∑
ℓ=0
(R⊕
r
)n
Pn,ℓ(cosθ)
[
Cn,ℓ cos(ℓλ)+Sn,ℓ sin(ℓλ)
]
, (2.49)
whereU(r, θ,λ), R⊕, and GM⊕ are the gravity potential, radius and gravitational constant
of the Earth; Pn,ℓ is the fully normalised associated Legendre polynomials of degree n
and order ℓ, which is related to the classical (unnormalised) Legendre polynomials as
follows:
Pn,ℓ = Nn,ℓ Pn,ℓ (2.50)
where
Nn,ℓ =
√
(n− ℓ)! (2n+1)(2−δ0)
(n+ ℓ)!
, δ0 =
 1 (ℓ = 0)0 (ℓ , 0) . (2.51)
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In Eq. (2.49),Cn,ℓ andSn,ℓ are the corresponding normalised geopotential coefficients
which can be found in the dataset of a static geopotential model, e.g., Earth gravity
model 2008 (EGM2008) (Pavlis et al., 2008). θ and λ are the geocentric colatitude and
longitude (in ECEF).
Finally, the non-gravitational acceleration for the Cartesian ECEF coordinates is
given by the partial derivatives of the geopotential (U):
ans = ∇U(r, θ,λ) =

cosθ cosλ ·Ur − sinθr cosλ ·Vθ − sinλcosθ r ·Uλ
cosθ sinλ ·Ur − sinθr sinλ ·Vθ + cosλcosθ r ·Uλ
sinθ ·Ur + cosθr ·Vθ
 , (2.52)
where
Uθ =
∂U
∂θ
=
GM⊕
r
N∑
n=2
n∑
ℓ=0
(R⊕
r
)n ∂Pn,ℓ
∂θ
[
Cn,ℓ cos(ℓλ)+Sn,ℓ sin(ℓλ)
]
,
Uλ =
∂U
∂λ
=
GM⊕
r
N∑
n=2
n∑
ℓ=0
(R⊕
r
)n ∂Pn,ℓ
∂λ
[
Cn,ℓ cos(ℓλ)+Sn,ℓ sin(ℓλ)
]
,
Ur =
∂U
∂r
= −GM⊕
r2
N∑
n=2
n∑
ℓ=0
(R⊕
r
)n
(n+1)Pn,ℓ
[
Cn,ℓ cos(ℓλ)+Sn,ℓ sin(ℓλ)
]
.
(2.53)
Precise Earth gravity models have a wide range of applications in the Earth and
aerospace sciences. The commonly used gravity models include the EGM2008,
ITG-Grace2010s (Mayer-Guerr et al., 2010), ITSG-Grace2014s6 and ITU_GGC167.
EGM2008 is recommended by IERS, which achieves predominant precision and resolu-
tion due to the availability of LEO satellites such as GRACE and CHAMP (Petit and
Luzum, 2010). Moreover, the gravity models developed only by GRACE measurements
shows a good agreement with EGM96 to spherical harmonic degree of ∼90 (Pavlis
et al., 2008).
Fig. 2.7 illustrates the magnitude of gravitational accelerations from these four grav-
ity models as a function of degree of SH. It is evident that they are consistent below the
degree of 150. While, at lower altitudes, higher truncated degree of SH terms is required.
Referring to Fig. 2.6, the perturbation due to the atmospheric effect is approximately
10−8−10−7 m/s2 for GRACE satellites and the non-spherical gravitational accelerations
on the similar order of magnitude must reach the degree of 100. Hence, the geopotential
6https://www.tugraz.at/institutes/ifg/downloads/gravity-field-models/
itsg-grace2014/
7http://icgem.gfz-potsdam.de/tom_longtime
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harmonic expansion of ITG-Grace2010s up to a degree and order of 100 is used in the
following study.
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Fig. 2.7 Acceleration due to different degree of spherical harmonics (SH) derived from (a)
EGM2008, (b) ITG-Grace2010s, (c) ITSG-Grace2014s and (d) ITU_GGC16 at 200−600km.
Note that the inputs coordinates to the gravity models are usually defined in ECEF,
therefore the coordinates conversion between ECI and ECEF is required, which will
be introduced in Section 2.2. It is very important to emphasise that ans predicted by
empirical models is transformed from ECEF to ECI using Eq. (2.33) since it is fully
dependant on positions instead of velocities (Pavlis et al., 2008).
2.4.2 Tidal Effects
Last section gives the equations to calculate static gravitational accelerations. However,
the instantaneous gravity field is affected by different tide effects including solid Earth
tides, ocean tides and polar motion tides. The corrections induced by these tides effects
are traditionally modelled as variations in the standard geopotential coefficientsCn,ℓ and
Sn,ℓ (Petit and Luzum, 2010).
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Solid Earth Tides
This calculation includes two steps. The first step is to determine the frequency depen-
dent corrections to Cn,ℓ and Sn,ℓ (n = 2,3,4) in the gravity potential model:
∆Cn,ℓ − i∆Sn,ℓ =

kn,ℓ
2n+1
∑3
j=2
GM j
GM⊕
(
R⊕
r j
)n+1
Pn,ℓ
(
sinϕ j
)
e−iλ j ℓ (n = 2,3)
k+2,ℓ
5
∑3
j=2
GM j
GM⊕
(
R⊕
r j
)3
Pn,ℓ
(
sinϕ j
)
e−iλ j ℓ (n = 4, ℓ = 0,1,2)
,
(2.54)
where j denotes the Moon ( j = 2) and the Sun ( j = 3); r j is the geocentric distance;
ϕ j and λ j are the body-fixed geocentric latitude and east longitude from Greenwich,
respectively. kn,ℓ and k+2,ℓ are the nominal Love number for degree n and order ℓ, which
can be found in Table 6.3 in Pavlis et al. (2008). As recommended by Eshagh and
Najafi Alamdari (2006), anelastic Earth model is used for higher precision and hence
kn,ℓ will be complex numbers.
The second step is to calculate the sum of contributions from a number of tidal
constituents:
∆C2,0 =
∑
f (2,0)
(A0 δkRf H f ) cosθ f − (A0 δkIf H f ) sinθ f ,
∆C2,ℓ − i∆S2,ℓ = ηl
∑
f (2,ℓ)
(Al δk f H f )eiθ f (ℓ = 1,2),
(2.55)
where
A0 =
1
R⊕
√
4π
,
Al =
(−1)ℓ
R⊕
√
8π
,
η1 =− i, η2 = 1,
θ f =ℓ · (θg+π)−N ·F=n·β.
(2.56)
Here F= (ls, l′, F, D, Ω)⊤ are the five Delaunay variables of nutation theory. β=
(τ, s, hs, p, N′, ps)⊤ are the six Doodson’s fundamental arguments, i.e., the mean lunar
time (the Greenwich Hour Angle of the mean Moon plus 12 hours) τ = θg+π− s, the
mean longitude of the Moon s = F +Ω, the mean longitude of the Sun hs = s−D, the
longitude of the Moon’s mean perigee p = s− ls, the negative longitude of the Moon’s
mean ascending node on the ecliptic N′ = −Ω and the longitude of the Sun’s mean
perigee ps = s−D− l′. Note that six integer multipliers in n can also be calculated from
each digit in Doodson’s numbers by subtracting 5 (the last five multipliers).
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Here ni is the six-vector multipliers of the Doodson’s fundamental arguments at
frequency f ; Ni is the five-vector of multipliers of the Delaunay variables for the
nutation of frequency − f +dθg/dt; both ni and Ni are given in Tables 6.5a, 6.5b and
6.5c in Pavlis et al. (2008). It shoud be noted that the amplitudes in these tables are
referring to (Am δk f H f ).
Ocean Tides
The mass redistribution of ocean will affect the the Earth’s gravitational potential. This
dynamical effect caused by ocean tides is modelled by the sum of periodic variations in
the normalised Stokes’s coefficients of degree n and order ℓ. For clarity, Equation 6.15
in Petit and Luzum (2010) is rewritten as ∆Cn,ℓ
∆Sn,ℓ
 =

(
C+f ,nl+C−f ,nl
)
cosθ f +
(
S+f ,nl+S−f ,nl
)
sinθ f(
S+f ,nl−S−f ,nl
)
cosθ f −
(
C+f ,nl−C−f ,nl
)
sinθ f
 , (2.57)
where C±f ,nl and S±f ,nl are the harmonic amplitudes for the ocean tide constituent f ; the
dominant ocean tide waves includes long period waves (S a, S sa, Mm, M f , Mtm, Msqm),
diurnal waves (Q1, O1, P1, K1), semi-diurnal waves(2N2, N2, M2, T2, S 2, K2) and quarter-
diurnal waves(M4) (Petit and Luzum, 2010); θ f (t) is the same as in Eq. (2.55) and its
corresponding multipliers n can be calculated from Doodson’s number provided in the
ocean tide models, e.g., FES2004 (Lyard et al., 2006).
Solid Earth Pole Tide
The pole tides result from the centrifugal effect of polar motion. The change in the
geopotential coefficients caused by the solid Earth pole tide is given by ∆C2,1
∆S2,1
 =  −1.333×10−9(w1+0.0115w2)−1.333×10−9(w2−0.0115w1)
 , (2.58)
where w1 and w2 are wobble variables in arc seconds.
Ocean Pole Tides
The ocean pole tide is generated from the centrifugal effect of the polar motion over the
ocean, which has a 14-month Chandler wobble and annual variations. The ∆C2,1 and
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∆S2,1 are the dominant components in the ocean pole tide expressed as below: ∆C2,1
∆S2,1
 =  −2.1778×10−10(w1+0.01724w2)−1.7232×10−10(w2−0.03365w1)
 . (2.59)
2.4.3 N-body Effects
N-body effects are the perturbing accelerations caused by the Sun, the Moon or even
other planets in the solar system, in comparisons with the traditional two-body problem
which only considers the target object (e.g., the LEO satellite) and the Earth. These
effects are necessarily considered in the precise orbital dynamics. Since these bodies
are further away from the satellites than the Earth, a simplified formula of gravitational
force as shown in Eq. (2.48) can be used:
aNb =GMn ·
(
rn− r
∥rn− r∥3 −
rn
∥rn∥3
)
, (2.60)
where GMN and rN are the gravitational parameter and geocentric coordinates (e.g.,
ECI) of the N-body.
The N-body effects has a secular characteristic resulting from the periodic motion
of the celestial bodies. Two of the most largest N-body effects are attributed to the Sun
and the Moon, which have the significant periods of 183 days and 14 days, respectively
(Schutz et al., 2004). The semi-annual solar effects are generally greater than the lunar
semi-monthly effects.
In order to calculate the N-body effects, the coordinates of the Sun, Moon and
planets can be derived from the JPL planetary and lunar ephemerides8. These precise
ephemerides are provided as the form of Chebyshev polynomials fit to the Cartesian
positions and velocities of the Moon and other planets. These positions and velocities
are given in a reference to the solar system’s barycentre (the mass centre of the solar
system) or geocentre (ECI) and barycentric dynamical time (TDB), indicating the time
and coordinates conversions are required. The version of the development ephemerides
(DE430) used in this study was released in 2013 covering the dates from 1550 Jan 01 to
2650 Jan 22 (Folkner et al., 2014).
2.4.4 General Relativity Effects
The theory of general relativity considers a flat four-dimensional space-time that is
curved by the Earth’s mass. In precise orbital dynamics of near-Earth objects, the
8https://ssd.jpl.nasa.gov/?ephemerides#planets
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corrections due to the theory of general relativity should be formulated (Petit and Luzum,
2010). In the ECI (or called GCRS), the relativistic correction to the acceleration of
near-Earth objects is
agr =
GM⊕
c2r3
{[
2(β+γ)
GM⊕
r
−γv · v
]
r+2(1+γ)(r · v)v
}
+
(1+γ)
GM⊕
c2r3
[
3
r2
(r× v)(r · J⊕)+ (v× J⊕)
]
+{
(1+2γ)
[
R˙×
(−GM⊙R
c2R3
)]
× v
}
, (2.61)
where c is the speed of light; β and γ are the parametrised post-Newtonian parameters
and are equal to 1 in general relativity; R is the position vector of the Earth with respect
to the Sun; J⊕ is the Earth’s angular momentum per unit mass (about its rotation axis)
J⊕ = 0.33068R2⊕ω⊕

0
0
1
 , (2.62)
where ∥J⊕∥ ≈ 9.8×108 m2/s and the constant 0.33068 is defined in Eq. (2.62) is the
polar moment of inertia of the Earth divided by M⊕R2⊕. Note that J⊕ is defined in Earth-
fixed coordinates referred to the true pole of date and, therefore, needs to be transformed
to ECI in OD and OP by multiplying the transformation matrices of precession, nutation
and sidereal time, i.e., P ·N ·E · J⊕.
2.5 Non-gravitational Accelerations
One of the most significant non-gravitational forces is the aerodynamic force accounting
for more than 90% when a space object is at a specific altitude. The others are solar
radiation pressure and Earth-reflected radiation pressure (albedo pressure and infrared
pressure), which must be subtracted from the total non-gravitational forces in accurate
determination of TMD and wind velocities.
2.5.1 Aerodynamic Acceleration
The aerodynamic acceleration (aaero) is resulting from the pressure and skin friction
caused by the relative motion between the atmosphere and satellites (Doornbos, 2012).
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It can be separated into atmospheric drag (ad), lift (al) and lateral accelerations (an)
aaero = ad + al+ an. (2.63)
If the aerodynamic accelerations are studied in the system of three orthogonal unit
vectors (eˆd, eˆl, eˆn), then ad, al and an for a single-panel LEO object can be expressed as
ad = −12 Cd
A
m
ρv2r eˆd, (2.64)
al = −12 Cl
S
A
ρv2r eˆl, (2.65)
an = −12 Cn
S
A
ρv2r eˆn. (2.66)
where
eˆd =
vr
∥vr∥ ,
eˆl =
(eˆd × nˆ)× eˆd
sin Θ
,
eˆn =
eˆd × eˆl
∥eˆd × eˆl∥ .
(2.67)
Here ρ is the TMD; Cd and Cl are the non-dimensional drag and lift coefficients;
nˆ is the unit vector normal to the surface; vr is the relative velocity of LEO objects
with respect to the atmosphere; Θ is the angle between nˆ and vr (cosΘ = vr · nˆ/∥vr∥);
m is the mass of LEO objects whose projected area in the direction of vr is defined as
S = A · cosΘ where A is the total area; Note that the determination of vr must be in a
consistent coordinate system (see Section 2.2):
vr = v−w, (2.68)
where v and w are the velocity of the LEO objects and the wind velocity both defined in
ECI, respectively. More details refer to Appendix A.
According to the properties of interaction between atmospheric particles and satellite
surfaces, the aerodynamic acceleration acts mainly in the direction of vr (i.e., ad), and
the perpendicular accelerations (al and an) are less significant in changing the orbit
trajectory (Doornbos, 2012). Therefore, al and an can be ignored for many satellites
such as geodetic satellites with spherical shapes (Tapley et al., 2007). Whilst in the
applications of precise orbital dynamics, e.g., the determination of TMD, both drag and
lift will be considered.
If the geometry of the satellites is not regular, the satellites can be broken into
a panel model of several individual flat plates (Sutton et al., 2007). A more precise
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equation for the aerodynamic accelerations can be written as
adl = − ρ2m
N∑
k=1
[
Ak Cd,k (vr · nˆ)vr +Ak Cl,k cosθksinθk (vr × nˆ) × vr
]
, (2.69)
where Ai is the total area of i-th panel; nˆ is the outward normal unit vector defined in
the satellite body-fixed frame; Cd and Cl are the corresponding drag and lift coefficients
(an is excluded here).
The detailed surface properties of GRACE and CHAMP can be found in Appendix B.
As emphasised in Chapter 1, Cd and Cl are crucial to the determination of TMD. These
two aerodynamic coefficients are dependent on the geometry and orientation of the
satellite with respect to the flow of atmosphere, the atmospheric atoms, ions and
molecules interacting with its surface (Doornbos, 2012). Reliable physical models
of drag and lift coefficients are vital to the accurate OD/OP and TMD determination
from tracking measurements (Mehta et al., 2017; Pardini et al., 2012). Whilst, a more
commonly used method is to estimate the drag coefficient along with other unknown
parameters (e.g., trajectory and coefficients of solar radiation pressure) in OD (Kuang
et al., 2014), the precise calculation of the atmospheric drag for OP analysis is still
challenging due to the uncertainties of the variables in Eq. (2.64).
Drag coefficient is often assumed to be 2.2−2.4 in the OP of LEO satellites (Vallado
and McClain, 2001; Kuang et al., 2014). These values are mainly valid for spherical
satellites because the drag coefficient varies with the geometry, surface characteristics
and temperature of the space object, and the local atmospheric composition (Bruinsma
et al., 2004; Vallado and Finkleman, 2014). Due to the biases in the existing TMD
models, the drag coefficient estimated in orbit determination will contain compensated
biases. Another method to determine the drag coefficient is through a physical drag
coefficient model, which numerically simulates the energy and momentum exchange
between the atmosphere and the satellite (Mehta et al., 2017), hence the atmospheric
temperature and composition from empirical models are also required. A comprehensive
review of physical drag coefficient modelling methods can be found in Prieto et al.
(2014).
TMD is a dominant source of error in calculating the atmospheric drag. The density
is highly variant with complicated processes, primarily driven by the solar energy input
to the thermosphere including the solar irradiance (especially the extreme ultraviolet
radiation, EUV), solar wind forcing (electrical energy and energetic particles from the
solar wind and magnetosphere) and upward-propagated waves originating in the lower
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atmosphere (Emmert, 2015b). The solar wind forcing has a dominant factor that leads
to TMD variations during a geomagnetic storm (Oliveira et al., 2017).
Wind velocity is generally either neglected or calculated from an empirical horizontal
wind model in the OP (Hedin et al., 1996). The wind velocity includes the co-rotation of
the atmosphere and the horizontal winds. Horizontal winds are neglected in some cases,
e.g., geomagnetic quiet time. The local wind velocity of ∼500m/s at 250− 500km
from the horizontal wind model (HWM07 (Drob et al., 2008)) is generally ∼10% of a
satellite’s velocity under quiet space weather conditions (Doornbos, 2012). However, it
can reach up to 700−1000m/s at high latitudes during geomagnetic storms (Bruinsma
et al., 2006).
Mass and projected area of LEO satellites in the instantaneous flight direction can be
highly accurate (Moe et al., 2004) if the necessary information on the satellite geometry
and attitude is available (Mehta et al., 2017). However, the projected area needs to be
estimated when the attitude of satellites is unknown (Oltrogge and Leveque, 2011).
2.5.2 Solar Radiation Pressure
Solar photons will exert pressure on LEO space objects due to the transfer of momentum.
Analogous to the macro model used in the modelling of aerodynamic acceleration,
multiple panel models are commonly utilised (see Appendix B). When the LEO object
is sunlit, the acceleration caused by the solar radiation pressure can be expressed by
asrp = −
N∑
k=1
S f Ak cosΦk
m
(
1AU
Rs
)2 2Cvrd,k3 +Cvrs,k cosΦk
 nˆk + (1−Cvrs,k) rˆs⊙ , (2.70)
where S f is the solar flux constant; Crs and Crd are the coefficient of specular reflectivity
and diffusive reflectivity of each panel, respectively; AU is the astronomical unit (AU);
rˆs⊙ is the unit target-Sun vector and its norm is Rs; N is the number of macro panels
of satellites. Note that negative value of cos(Φk) = nˆk · rˆs⊙ means the panel is not
illuminated, i.e., asrp = 0 (Tapley et al., 2007; Sutton, 2008).
Satellite orientation information obtained from onboard star camera or nominal
attitude model can be used to calculate the nˆi. However, only an approximation equation
can be used for debris (Kelecy et al., 2007)
asrp = −γCr
S f A
m
(
1AU
Rs
)2
rˆs⊙, (2.71)
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where γ is the shadow function defined as
γ =

1 full sunlit
(0,1) partial eclipse
0 full eclipse
. (2.72)
2.5.3 Earth-reflected Radiation Pressure
An additional non-gravitational forces imparted to LEO space objects are due to the
reflection and scattering of solar radiation reflected by the Earth surface. In the determi-
nation of these two accelerations, empirical models or data sets of shortwave radiation in
terms of albedo is required. One can obtain the Earth albedo perturbation by summing
the acceleration components from the different Earth elements j (Sutton, 2008; Knocke
et al., 1988)
aalb =
N∑
k=1
∑
j
−
Evj Ak cosΦk, j
m
2Cvrd,k3 +Cvrs,k cosΦk, j
 nˆk + (1−Cvrs,k) rˆ j , (2.73)
where rˆ j is unit vector from the element j to LEO target; Cvrs and Cvrd are the coefficients
of specular reflectivity and diffusive reflectivity for infrared, respectively;Evj is the
irradiance from the j-th Earth’s surface element received by the LEO objects.
The Earth’s surface reflected radiation can be determined from analytical models
(Knocke et al., 1988) or real data sets such as the Clouds and the Earth’s Radiant Energy
System data (Rodriguez-Solano et al., 2012) and the European Centre For Medium-
range Weather Forecasts (ECMWF) ERA Interim data set9 (Bruinsma et al., 2004).
Likewise, long-wave radiation in terms of emissitivity (IR) from the Earth’s surface can
be modelled by a similar formula as Eq. (2.73) except for the coefficients of reflectivity
(Cirs and C
i
rd) and radiation flux (E
i
j), which can also be obtained from the ECMWF
data sets.
2.6 Summary
This Chapter has reviewed different time and coordinate systems used in precise orbital
dynamics and TMD modelling. In particular, multiple geographic, solar and magnetic
coordinate systems have been presented and compared in this study in order to inves-
tigate the most appropriate time and coordinate representations for TMD modelling
9http://apps.ecmwf.int/datasets/data/interim-full-daily/levtype=sfc/
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in Chapter 5, which has not received sufficient attention in the previous studies. In
addition, an advanced OP platform for precise and efficient OP has been developed and
the underlying perturbation force models have been introduced. As the utmost important
perturbation forces for LEO objects, the aerodynamic force has been elaborated and
discussed.
CHAPTER 3
Comprehensive Evaluation of
Empirical TMD Models
Atmospheric drag is the most dominant perturbation force acting on LEO satellites
passing through the thermosphere in the altitude region of 200−600km. The imperfect
TMD modelling generates the uncertainty in predicting the atmospheric drag. Accu-
rate OP is a challenging task for LEO space objects. One reason is that the current
atmospheric empirical models cannot represent the TMD distribution and variability as
accurately as required.
Although many empirical TMD models have been developed in the past few decades,
only limited attention has been paid to the biases in the empirical models. These biases
mainly originate from the reference TMD data sets used to build the empirical models;
e.g., the on-board accelerometer-derived TMD which are also commonly used as a
reference in the model comparisons. The ignored biases and discrepancies may lead
to different or even unreasonable results of performance assessment. Therefore, three
crucial objectives of this Chapter are (a) evaluating the discrepancies among different
reference accelerometer-derived TMD data sets which are estimated using different
sources of drag coefficients, (b) comprehensively assessing most available empirical
TMD models with accelerometer-derived TMD and (c) assessing the empirical TMD
models’ performance in the OP of LEO satellites.
This Chapter is structured as follows. Commonly used space weather indices and
existing empirical TMD models published before 2018 are comprehensively reviewed in
Sections 3.1 and 3.2, respectively. The vertical and horizontal features of TMD captured
by empirical models are investigated in Section 3.3, followed by a comparison against
the accelerometer-derived TMD and a OP-based validation of GRACE in Section 3.4.
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The results presented in this Chapter have been published in the recent paper by He
et al. (2018).
3.1 Space Weather Indices
Space weather index is an indicator summarising the complex space weather environ-
ment from related observations of multiple sources (Doornbos, 2012). The spatial
distribution and temporal variations of TMD are most affected by the solar input energy
(Oliveira et al., 2017). In the published literature, multiple indices have been defined
and used in the TMD modelling (see Table 3.1).
Solar Indices
• The F10.7 index is a daily indicator of the solar radio flux density (conventionally
referred to as flux) at the wavelength of 10.7cm (2800MHz) (Tapping, 2013).
This index ranges from ∼70 sfu (solar flux units, 1 sfu = 10−22 W/(m2 Hz)) for
low solar activity up to ∼370 sfu for high solar activity. F10.7 is a valuable
index in studying and forecasting space weather due to its long-term continuous
data set and strong correlation to the sunspot number, solar visible radiation
and EUV radiation. The centred 81-day smoothed value of F10.7 (F10.7) and
P10.7 = (F10.7+F10.7)/2 are also used in TMD modelling (Emmert, 2015b; Liu
et al., 2013). Note that the F10.7 can be calculated from last 81 days, but most
empirical TMD models adopt a centred average for better performance in the OP
(Vallado and Finkleman, 2014). An adjusted F10.7 at one astronomical unit (AU,
the average Earth-Sun distance) can be calculated via
Fˆ10.7 = F10.7
AU2
R2⊕
, (3.1)
by considering the solar radiation is closely related to the Sun-Earth distance R⊕
(Vallado and Finkleman, 2014). Due to its long-term continuous data set, F10.7 is
used in the majority of empirical models.
• The Mg II index is the ratio of the solar Mg II chromospheric core emission at
280nm to the background solar wind continuum near 280nm (Viereck et al.,
2001). Viereck et al. (2001) demonstrated that Mg II has a higher correlation than
F10.7 with the 30.4nm channel data measured by SEM-SOHO (solar extreme-
ultraviolet monitor instrument on-board the Solar and Heliospheric Observatory)
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Table 3.1 A summary of the latest globally empirical TMD models. The inputs of solar and
geomagnetic indices in the third and fourth columns to different models are elaborated in
Section 3.1. Indices in parenthesis denote alternative input. Available links to the models are
given in Appendix C.
Model Data Sourcea (Time Span) Solar Geomagnetic
Jacchia70 Satellite drag; F10.7 ap (Kp)
Jacchia71 Satellite drag (1961–1973); F10.7 ap (Kp)
Jacchia77 Satellite drag, temperature
spectrometer (1958–1975);
F10.7 ap (Kp)
MSIS86 NMS, ISR, NACS, rocket sounding; F10.7 ap
MSISE90 NMS, ISR, NACS, pressure gauge,
rocket sounding (1965–1983);
F10.7 ap
NRLMSISE-00 NMS, ISR, NACS, pressure gauge,
rocket sounding, solar UV occultation,
TMD from accelerometer, satellite drag
(1961–1998);
F10.7 ap
DTM78 TMD from satellite drag (1961–1973); F10.7 Kp
DTM94 NMS, WATS, optical spectrometer,
TMD from satellite drag and
accelerometer (1961–1983)
F10.7 Kp
DTM2000 NMS, NACS, NATE, WATS, TMD
from satellite drag and accelerometer
(1961–1983)
Mg II Kp
DTM2009 NMS, NACS, NATE, WATS, TMD
from satellite drag, EDR, TLE and
accelerometer (1961–2008)
F10.7 Kp
DTM2012 Accelerometers, TLE, satellite drag,
EDR-inferred density;
F10.7 Kp
DTM2013 Optical spectrometer, satellite drag,
accelerometers, EDR-inferred density
(1969–2012)
F30 (F10.7) am (Kp)
JB2006 Satellite drag, EDR-inferred density,
radar, optical spectrometer
(1978–2004);
F10.7, S 10.7,
M10.7
ap
JB2008 Satellite drag, EDR-inferred density,
radar, optical spectrometer
(1978–2007);
F10.7, S 10.7,
M10.7, Y10
Dst, ap
GOST-2004 Satellite drag from Cosmos satellites
(1964–2000);
F10.7 ap
HASDM Satellite drag E10.7 ap
GRAM2010 Satellite drag E10.7 ap
GRAM2016 N/Ab N/A N/A
MET2007 Satellite drag F10.7 ap (Kp)
50 Comprehensive Evaluation of Empirical TMD Models
Table 3.1 (continued)
Model Data Sourcea (Time Span) Solar Geomagnetic
GAMDM TLE (1967–2007) F10.7 daily mean
Kp
GAMDM2 TLE (1967–2013) F10.7 daily mean
Kp
HANDY accelerometer of GRACE and CHAMP
(2002–2006)
M10.7 Esw, Psw,
Csw
Liu et al. (2013) accelerometer of CHAMP (2002–2005) P10.7 ap
Perez et al.
(2014)
accelerometer of CHAMP (2002) F10.7 Dst
Chen et al.
(2014)
accelerometer of CHAMP and GRACE
(2001–2010)
F10.7 Dst ap
Calabia and Jin
(2016)
accelerometer of GRACE (2003–2016) P10.7 am
a Two-line element (TLE), neutral mass spectrometer (NMS), incoherent scatter radar (ISR),
wind and temperature spectrometer (WATS), energy dissipation rates (EDR), neutral atmo-
sphere composition spectrometer (NACS), neutral atmosphere temperature experiment (NATE),
space-borne accelerometer and Global Navigation Satellite System (GNSS).
b No information available.
launched by NASA (National Aeronautics and Space Administration). Hence, it
becomes an alternative index of the solar EUV radiation to F10.7. The prediction
of atmospheric temperature was improved in the empirical TMD models based
on Mg II; e.g., DTM2000 (Bruinsma et al., 2003).
• The M10.7 index is scaled from Mg II via a linear fit to F10.7 units so that it can
be directly used in the empirical models built on F10.7; e.g., JB-class models
(Bowman et al., 2006, 2008b). Tobiska et al. (2008) gave a conversion equation
M10.7 = 7606.56 Mg II−1943.85, (3.2)
and a centred 81-day smoothed average of M10.7 is denoted by M¯10.7.
• The F30 index is the solar radio flux at the wavelength of 30cm. It was found to
be more sensitive than F10.7 to long-wavelength UV (ultraviolet radiation) and,
consequently, a better indicator for the solar response of TMD. The scaled F30
given by (Yaya et al., 2017)
Fˆ30 = −1.5998+1.553755 F30 (3.3)
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was first used by DTM2013 (de Wit et al., 2014; de Wit and Bruinsma, 2017).
• The S 10.7 index is derived from the integrated EUV solar radiation at the wave-
length of 26−34nm. EUV radiation can be observed by SOHO-SEM (Bowman
et al., 2006, 2008b). The earliest S 10.7 was calculated using measurements from
the period of January 1, 1996 to December 30, 2005. In its later version used by
JB-class models, a slightly long-term trend was removed after June 12, 2005. The
S10.7 index denotes an 81-day centred smoothed value.
• The Lyman-α index is the solar flux in the Hydrogen Lyman-α transition wave-
length (121.57nm). Hydrogen Lyman-α emission is the dominant energy source
into the mesosphere and lower thermosphere during moderate and low solar con-
ditions (Tobiska et al., 2008). This dominance is relinquished to the solar X-ray
radiation (wavelength 0.1−0.8nm) during high solar activity. Therefore, Tobiska
(2005) developed the X10 index representing the background solar X-ray radiation
without the high-frequency components caused by the solar flares. Since both
Lyman-α and X10 are deposited into the mesosphere and lower thermosphere, a
mixed solar index Y10 was created by Bowman et al. (2008b), which is weighted
from both Lyman-α and X10, and scaled to F10.7. The Y10 index is the centred
81-day smoothed value of Y10. This index is only used in JB2008 (Bowman et al.,
2008b).
• The E10.7 index is the integrated EUV flux density at the wavelength of 1−
105nm. It has been demonstrated that E10.7 is a better index for TMD prediction
compared to F10.7, since daily F10.7 may overestimate the EUV radiance input to
the atmosphere by up to 60% (Tobiska, 2001). E10.7 is used in many of the latest
models; e.g., GRAM2010.
Geomagnetic Indices
The second most important index for TMD input energy is the solar wind forcing,
which has a more significant impact on the thermosphere during geomagnetic events
such as storms and sub-storms (Oliveira et al., 2017). During geomagnetic storms, the
atmosphere is strongly heated by dissipation of the electromagnetic energy from the
solar wind forcing. The most significant heating process, called Joule heating, can
be larger than the solar radiation during storm time (Knipp et al., 2004). Therefore,
geomagnetic indices are commonly used in TMD modelling and discussed further
below. Not all of these indices have been used in the existing empirical models and
further efforts are expected in seeking better representative indices.
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• The K-index is an integer quantifier in the range of 0−9 measuring the variation
of geomagnetic field. K-index ≤ 1 indicates calm geomagnetic conditions and
K-index ≥ 5 indicates disturbed conditions. The K-index, invented by Bartels et al.
(1939), is calculated from the maximum fluctuations in the horizontal components
of geomagnetic field observed at 13 mid-latitude observatories by magnetometers
with a resolution of 3-hours (Menvielle and Berthelier, 1991).
• The ap and Kp indices are daily 3-hour planetary geomagnetic indices but with
different scales, respectively (Menvielle and Berthelier, 1991). Both ap and Kp
are the indicators of the level of geomagnetic activity. Kp is derived from the 3-
hour K-index and can be converted to ap using the relationship given in Table 3.2.
Ap is the daily mean of eight 3-hour ap values.
Table 3.2 The relationship between 3-hour ap and Kp indices in unit of nT (Bartels, 1957).
Kp 0 0+ 1– 1 1+ 2– 2 2+ 3– 3 3+ 4– 4 4+
ap 0 2 3 4 5 6 7 9 12 15 18 22 27 32
Kp 5– 5 5+ 6– 6 6+ 7– 7 7+ 8– 8 8+ 9– 9
ap 39 48 56 67 80 94 111 132 154 179 207 236 300 400
• The am and Km indices are 3-hour geomagnetic indices available from 1959
onward. am is derived from the K-index computed from the data collected by
a network of observatories (Francq and Menvielle, 1996), which are located
in nine longitude sectors in the northern and southern hemispheres over sub-
auroral latitudes. K-indices collected at northern (southern) hemisphere are then
weighted to an (as). The am index is the arithmetic average of an and as; i.e.,
am = (an+as)/2. The am index can give a good representation of the energy input
to the magnetosphere. The Km, Kn and Ks indices are quasi-logarithmic values of
am, an and as, respectively. Km is only used in DTM2013 (Bruinsma, 2015).
• The Dst (disturbance storm time) and SYM-H indices are both designed to
represent the intensity of globally symmetrical equatorial current (called ‘ring
current’) during geomagnetic storms. Both Dst and SYM-H are calculated from
geomagnetic observations near the equator. Their difference primarily comes
from the dissimilarity in determining the base values and their different temporal
resolutions. The SYM-H index with a 1-min temporal resolution can be used as a
high-resolution Dst index with only a 1-hour resolution (Wanliss and Showalter,
2006).
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• The Polar Cap (PC) index is a geomagnetic index with the temporal resolution
of 15-min, independently derived from two stations close to the magnetic pole;
the Thule station located in Greenland at the geomagnetic latitude of 86.5°N and
the Vostok station in Antarctica at 83.3°S (Chun et al., 1999). The PC index is
designed for monitoring the solar wind energy input to the polar cap regions.
Solar Wind Parameters
The third most important index is the solar wind parameter. Solar wind is a stream of
energised plasma flowing outward from the upper atmosphere of the Sun (called the
corona) at a temperature of one million degrees Celsius at supersonic speed (Gosling,
2014). The magnetic field of the solar wind plasma interacts with the geomagnetic
field and is the cause of disruptions within the Earth’s magnetosphere-ionosphere-
thermosphere system. Solar wind parameters include flow pressure, flow temperature,
flow speed, IMF, proton density and proton flux, etc. These parameters can be used to
quantify the influence of solar wind on the Earth’s magnetosphere, and subsequently the
ionosphere and thermosphere during geomagnetic storms, especially over high-latitude
regions (Yamazaki et al., 2015). Some other important solar wind parameters are
determined using these solar wind observations; e.g., the merging electric field (Liu
et al., 2010):
Em = vsw
√
B2y +B2z sin
2 Θ
2
, (3.4)
where vsw is the magnitude of solar wind velocity; By and Bz are the transverse compo-
nents of IMF in geocentric solar magnetospheric (GSM) coordinates; tan Θ ≈ |By|/Bz
(0 ≤ Θ ≤ π) is the angle between the IMF and geomagnetic field in the reconnection
(also known as ‘clock angle’). Note that these parameters observed by the Helios, Wind,
Geotail, IMP-8 and ACE (Advanced Composition Explorer) satellites near the Lagrange
point L1 between the Earth and the Sun are shifted to Earth’s magnetosphere using a
shift in time.
3.2 Empirical TMD Models
Considerable efforts in thermosphere modelling have been made based on multiple
types of measurements and data such as precise ephemeris and two-line element (TLE)
sets (Emmert, 2015b; Picone et al., 2005; Emmert, 2009; Sang et al., 2012), and
observations collected from ground-based and air-borne instruments: e.g., neutral
mass spectrometer (NMS), density gauges, incoherent scatter radar (ISR), wind and
temperature spectrometer (WATS), energy dissipation rates (EDR), neutral atmosphere
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composition spectrometer (NATE), neutral atmosphere temperature experiment, space-
borne accelerometer and GNSS (Picone et al., 2002; Bruinsma et al., 2003, 2012;
Doornbos, 2012; Mehta et al., 2017; Jin et al., 2018). A variety of empirical TMD
models have been published since the 1960s based on these data sets and observations.
The most commonly used empirical models are summarised in Table 3.1. Although
most of the following atmospheric models can extend from the lower thermosphere to
the exosphere, the term ‘thermospheric models’ is used herein since the atmospheric
drag is most significant in the thermosphere and the following review is limited to the
altitude region of the thermosphere. Available links to the following models are given
in Appendix C.
Jacchia
The Jacchia-class models (Jacchia70, 71 and 77) output the atmospheric temperature,
TMD, pressure and concentration of six atmospheric components (see Table 3.1) for
altitudes extending from 90 to 2500 km (Jacchia, 1965, 1971, 1977). The construction
of all these Jacchia-class models is fundamentally the same. For a constant boundary
of the neutral temperature and atmospheric components at 120km, the concentration
(number density) ni of one component i in thermosphere is built as a function of the
geometric height z (km) by numerically integrating the diffusion equation (Jacchia,
1965):
dni
ni
= − dz
Hi
− dT
T
(1+αi), (3.5)
Hi =
kB T
Mi g(z)
, (3.6)
where T is neutral temperature; Mi, Hi and αi are the molecular mass, scale height
and thermal diffusion coefficient of the atmospheric component i, respectively; kB is
the Boltzmann’s constant and T is the neutral temperature; g(z) is the gravity of Earth
at the altitude of z. With an empirical temperature profile, the concentration of each
atmospheric component can be obtained and TMD can be calculated by
ρ =
∑
iniMi
NA
=
M
∑
i ni
NA
, (3.7)
where NA is Avogadro’s number and M is the mean molecular mass of the atmosphere.
Only 11-year solar cycle, 27-day solar rotation, semiannual and diurnal variations
are considered in Jacchia70. Although the empirical profiles of neutral temperature
and composition were updated, Jacchia71 still has the limitation in capturing the intra-
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diurnal variations in TMD (period less than one day) (Vaughan et al., 2010). An
overestimation of TMD in Jacchia series of models was observed due to the drag
coefficient of 2.2 used in the processing of drag observations from LEO satellites
(Jacchia, 1965; Vallado and Finkleman, 2014; Pardini et al., 2012). Jacchia71 was
incorporated into the Committee on Space Research (COSPAR) International Reference
Atmosphere 1972 (CIRA-1972) by COSPAR (Jacchia, 1979; Vaughan et al., 2010). An
analytic approximation to Jacchia71 for altitudes greater than 125km was developed by
Roberts (1971).
MSIS
The MSIS-class models were first released as MSIS83 (Hedin, 1983). As a follow-on
model, MSIS86 has an improved precision over the polar region. CIRA-1986 was
proposed based on MSIS86 (Hedin, 1987). The lower altitude boundary of 90km in
MSIS86 is extended down to the Earth’s surface in MSISE90 (Hedin, 1991). The latest
NRLMSISE-00 model represents the atmosphere from the ground to the altitude of
1000km (Picone et al., 2002).
The neutral temperature profile of the thermosphere in these three MSIS models is
essentially modelled as (Hedin, 1987; Picone et al., 2002)
T (z) = T∞− (T∞−T120)exp
[
−σ (z−120)(R+120)
R+ z
]
, (3.8)
where R = 6356.77km; σ = T ′120/(T∞−T120) is the relative neutral temperature gradient
and T ′120 is the average neutral temperature gradient at 120km; T∞ is the neutral
temperature of the exosphere (the uppermost region of Earth’s atmosphere) and T120
are the neutral temperature at 120km, which have the form
T120 = T120 [1+G120(L)] , (3.9)
T∞ = T∞ [1+G∞(L)] , (3.10)
where the overbared variables indicate the global and temporal averages. For the
atmospheric component i in MSIS-class models, its concentration is expressed by
ni(z) = ni exp[Gi(L)]. (3.11)
Here ni is the average concentration at the reference altitude; The function G(L) was
updated after MSIS86. As the latest MSIS-class model, NRLMSISE-00 contains (1)
the polynomial terms with solar activity indices, (2) linear and exponential terms with
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geomagnetic activity indices, (3) spherical harmonics terms and (4) time-dependent
periodic terms in the day of year and time of day. Again TMD can be calculated from
the concentrations using Eq. (3.7).
One particular improvement of NRLMSISE-00 is the modelling of ‘anomalous
oxygen’ (appreciable O+ and hot atomic oxygen) which contributes to the atmospheric
drag in the upper thermosphere (Picone et al., 2002). The impact of anomalous oxygen
on the atmospheric drag is evaluated in Section 3.4.
JB
The JB-class models are empirical TMD models based on Jacchia71 (CIRA-1972). In
addition to F10.7, two new solar indices, S 10.7 and Mg II, are used as input to JB2006 to
capture the solar irradiance in the EUV and far UV (FUV) wavelengths (Bowman et al.,
2008c). A new equation of exospheric temperature with the difference between the daily
and the centred 81-day smoothed value of Mg II and S 10.7 was employed in JB2006
(Bowman et al., 2006). In JB-class models and Jacchia71, the semiannual variation in
the common logarithm of TMD was modelled as
∆ log10 ρ = F(z) ·G(t) (3.12)
where F(z) represents the amplitude as a function of altitude z and solar indices F; G(t)
is time-dependent average TMD variation.
In JB2006, F(z) is fitted to a quadratic polynomial of both z and F10.7. G(t) has a
form of Fourier series on the day of year (DOY) and F10.7. In 2008, they are determined
to be
F(z) = B1+B2FJ +B3zFJ +B4z2FJ , (3.13)
where FJ =F10.7−0.70S10.7−0.04M10.7 and
G(t) =
2∑
k=0
[
C2k sin
(
2πk t
365
)
+C2k+1 cos
(
2πk t
365
)]
+
2∑
k=0
[
D2k sin
(
2πk t
365
)
+D2k+1 cos
(
2πk t
365
)]
·FS , (3.14)
where FS =F10.7−0.75S10.7−0.37M10.7; t = DOY −1 and DOY is the day of year.
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Note that FJ in JB2008 is calculated from centred 81-day smoothed average. Dst
is first used in JB2008 to account for the geomagnetic storm effect on the exospheric
temperature, but is only used during geomagnetic storms (Bowman et al., 2008b).
DTM
The DTM-class models were developed by CNES/GRGS (Centre National d’Etudes
Spatiales/Groupe de Recherches de Géodésie Spatiale). The earliest version DTM78
was published by Barlier et al. (1978), in which the concentration is modified from
Eq. (3.11) as:
ni(z) = ni exp[Gi(L)] fi(z), (3.15)
fi(z) = exp
[
−σ (z−120)(R+120)
R+ z
](
T120
T (z)
)1−αi+γi
, (3.16)
(3.17)
where γi = mi g120/(σkBT∞) and mi is the mass of the atmospheric component i.
Since then, DTM-class models have been updated using new measurements and/or
methodologies. The following version, DTM94, adopted calibrating factors to adjust
the discrepancies between TMD deduced from drag measurements of different satellites
(Berger et al., 1998). DTM2000 was the first model to use the Mg II index as the solar
index input (Heath and Schlesinger, 1986) due to its better representation of solar UV
and EUV emissions (Bruinsma et al., 2003). However, longitudinal variation in TMD
was not modelled in DTM2000 and hence, horizontal variations with a scale of less than
3000km was not captured (Vaughan et al., 2010). Based on DTM2000, DTM2009 was
updated using accelerometer measurements from both CHAMP and GRACE (Bruinsma
et al., 2012). The latest two models, DTM2012 and DTM2013, were developed under
the framework of the Advanced Thermosphere Modelling and Orbit Prediction Project
(ATMOP). About four years of GOCE-derived TMD data sets were assimilated into
DTM2013 (Bruinsma et al., 2017).
As shown in Table 3.1, F10.7 and Kp are alternative indices to F30 and Km respec-
tively in DTM2013 (Bruinsma, 2015). Note that DTM2012 and DTM2013 are not
open-source libraries, and DTM2000 and DTM2009 are not currently available to the
public.
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GAMDM
Two versions of GAMDM (Global Average Mass Density Model) were built by Emmert
et al. (2008) using TLE data sets of approximately 5000 near-Earth space objects
over 1967–2007 to investigate global long-term trends in TMD. GAMDM is a time-
independent model described by the following equation (Emmert et al., 2008; Emmert
and Picone, 2010):
lnρ =
9∑
i=1
aiNi(F10.7)+b1∆F−10.7+∆F
+
10.7
(
b2+b3∆F10.7
)
+
4∑
i=1
[
ci cos
(
2πi
366
DOY
)
+di sin
(
2πi
366
DOY
)]
+
2∑
i=1
[
ei cos
(
2πi
366
DOY
)
+ fi sin
(
2πi
366
DOY
)]
·∆F10.7
+ (Kp−1.6)
(
g1+g2∆F
−
10.7+g3∆F
+
10.7
)
, (3.18)
where ∆F10.7 = F10.7 −F10.7 and ∆F10.7 = F10.7 − 150 (in this instance, F10.7 is the
average daily value for the previous 3 days); The superscripts ‘+’ and ‘−’ indicate the
different piecewise linear coefficients for positive and negative values of ∆F10.7; Ni and
∆F10.7; Ni is a cubic B-spline function of F10.7; Kp is the daily average Kp index prior
to 12 hours; ai, bi, ci, di and ei are the model coefficients.
In its revised version, GAMDM2, the dependence of TMD on CO2 was modulated
as
lnρ =
7∑
i=1
aiNi(F10.7)+b1∆F−10.7+∆F
+
10.7
(
b2+b3∆F10.7
)
+
4∑
i=1
[
ci cos
(
2πi
366
DOY
)
+di sin
(
2πi
366
DOY
)]
+
2∑
i=1
[
ei cos
(
2πi
366
DOY
)
+ fi sin
(
2πi
366
DOY
)]
·∆F10.7
+ (Kp−1.6)
(
g1+g2∆F
−
10.7+g3∆F
+
10.7
)
+
3∑
i=1
hi
(
nCO2 −360
)
Mi(Kp), (3.19)
by a piecewise linear correlation of Kp (Emmert, 2015a), where nCO2 is the concentration
of CO2 and Mi is linear B-spline function in Kp. Here F10.7 is the daily average for the
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past 4 days and Kp is an average index from 1 day after the density observation to 2
days prior to the observation. Note that only daily-mean TMD at specific altitudes can
be obtained from these two models.
MET
The MET-class models were developed by the NASA Marshall Space Flight Centre.
The first model MET-1988 suffered from errors caused by the numerical integration
algorithm (Suggs and Suggs, 2017). A modified version, MET-1999, updated the
equations for computing the solar position. MET-2007 was improved by adding the
seasonal and latitudinal variations in TMD below 170km and in the helium component
above 500km, both from Jacchia71 (Suggs and Suggs, 2017).
GRAM
The GRAM-class models (Earth Global Reference Atmospheric Model) were developed
by the NASA Marshall Space Flight Center. The latest two versions are GRAM2010 and
GRAM2016. GRAM2010 predicts TMD, temperature, pressure, wind velocity and com-
ponents of the upper atmospheric component above 90km. Additionally, GRAM2010
incorporates three alternative models in the region of the thermosphere: MET-2007,
NRLMSISE-00 and JB2008 (Leslie and Justus, 2011). No detailed information for the
GRAM2016 is available.
Dynamic Calibration Atmosphere (DCA) Technique
The GOST and HASDM, although developed by different organisations, are categorised
into the same group because both models are based on near real-time satellite drag mea-
surements only and the Dynamic Calibration Atmosphere (DCA) technique (Nazarenko
and Yurasov, 2003). The latest version of the GOST model (GOST-2004) was con-
structed from the tracking measurements of the Russian Cosmos satellites covering the
altitude of 120− 1500km (Cefola et al., 2008; Pardini et al., 2012). 3-hour tracking
measurements of ∼75 satellites from the Space Surveillance Network were used to
estimate the near real-time TMD correction in HASDM (Bowman and Storz, 2002). The
E10.7 index was first used in HASDM to capture the EUV heating in the thermosphere.
Acceleromter-derived Models
The rest of the models were typically developed from the accelerometer-derived TMD
only. Liu et al. (2013) constructed a TMD model based on trigonometric functions.
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Principal component analysis was adopted in the TMD modelling by Calabia and Jin
(2016). A high-latitude atmospheric neutral density model (HANDY), developed by
Yamazaki et al. (2015), took into account the contribution of the solar wind to TMD for
the first time. However, this model only describes the TMD at the altitude of 450km and
at latitudes >60°. A localised TMD model was developed by Perez et al. (2014) based
on artificial neural networks. This local model only predicts TMD along the orbit of one
satellite (e.g., CHAMP). To be more general, Chen et al. (2014) developed a storm-time
TMD model based on the classical artificial neutral networks (ANN) method with only
one hidden layer. The evaluation against NRLMSISE-00 and JB2008 suggested the
potential of ANN in improving TMD modelling.
TMD data sets derived from on-board accelerometer measurements are usually
chosen as a reference in the assessment of empirical models. For example, Volkov et al.
(2008) evaluated the accuracy of NRLMSISE-00 and investigated the temporal-spatial
variations in TMD using CACTUS micro-accelerometer measurements at 270−600km
over the second half of 1975. Their results show that the errors in NRLMSISE-00
grow from 10− 15% at the altitude of 270km to 40% at 600km. It is worth noting
that CACTUS-derived TMD has already been assimilated into NRLMSISE-00. The
error of empirical models, varying with altitudes and space weather conditions, is
generally around 15−30% (Doornbos, 2012; Shi et al., 2015). It was found by Murray
et al. (2015) that both DTM2013 and TIE-GCM show underestimation in TMD during
solar maximum periods and overestimation during solar minimum periods. A possible
explanation may be that the TMD data sets used to develop the empirical models
contain errors caused by ignoring the atmospheric wind (Yamazaki et al., 2015) and the
atmospheric variations caused by upward-propagating solar tides and solar radiation
absorption (Leonard et al., 2012).
TMD data set retrieved from precise ephemeris or satellite tracking measurements
is an alternative reference TMD (Picone et al., 2005; Visser et al., 2013; Chen and
Sang, 2016; Li et al., 2017). Biases in Jacchia71, MSISE90, NRLMSISE-00, GOST-
2004, JB2006 and JB2008 have been studied over October 1999–December 2002 using
TLE data of four satellites (Pardini et al., 2012). The bias in the empirical models
was quantified as the ratio of estimated drag coefficient in orbit determination using
different TMD models to the reference drag coefficient derived from a physical drag
coefficient model. Empirical models presented a consistent bias of 7− 20% below
500km. NRLMSISE-00 showed a lowest bias at 630km, but the result above 500km
in Pardini et al. (2012) may be insignificant as only one satellite was analysed.
Comparisons between empirical and physical models have also been carried out.
For example, Murray et al. (2015) analysed the differences between DTM2012 and TIE-
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GCM during solar cycles 23 and 24. Qian and Solomon (2012) examined the temporal
and spatial variations in TMD using TIE-GCM and NRLMSISE-00. Many efforts have
been made to improve TMD modelling by characterising the spatial distribution and
temporal variation of TMD. These features, if not appropriately treated in the modelling,
may yield biased models.
Xu et al. (2013) noticed a strong longitudinal variation in daily-mean TMD, which
showed a seasonal pattern and an annual oscillation. A two-cell equatorial mass density
anomaly (EMA) structure, i.e., TMD peaks at mid-latitudes and a trough near the
equator, was observed by the CHAMP mission (Liu et al., 2013). Three- or four-peak
longitudinal patterns in low and middle latitudes at the same local time (LT) were
overviewed in the work of Liu et al. (2017). It is of great importance to reiterate that
the neglect of these TMD variations, especially the spatial ones, may introduce biases
to the empirical TMD models.
3.3 Characteristics of Empirical TMD Models
Since the GOST, HASDM and GRAM series of models are not easily accessible to the
public and the temporal-spatial resolution of the GAMDM series of models is low (daily
average TMD over the globe), only 12 empirical TMD models are investigated hereafter
in this study: Jacchia70, Jacchia71, Jacchia77 (hereafter referred as to J70, J71 and J77
in this Chapter), MSIS86, MSISE90, NRLMSISE-00 (M86, M90 and M00, and M00a
with anomalous oxygen considered in NRLMSISE-00), DTM78, DTM94, DTM2012,
DTM2013 (D78, D94, D12 and D13), JB2006 and JB2008 (JB06 and JB08). Table 3.3
summarises the modelling methods and atmospheric components considered in the 12
models. It is worth noting that the adjusted F10.7 is used as input to the 12 models in
this study as recommended by Vallado and Finkleman (2014). These empirical models
are investigated in terms of the vertical variation, horizontal scale and capability in
capturing the EMA feature.
3.3.1 Vertical Variation
Generally, the vertical variation in TMD is larger than the horizontal variation (Qian
and Solomon, 2012). The concentrations (or number density) of neutral atmospheric
components drop roughly exponentially with increasing altitude. This exponential
decay mainly results from hydrostatic equilibrium, which is the balance between the
upward pressure gradient force and downward gravitational force. As a consequence,
TMD is usually approximated by an exponentially decreasing trend as expressed by
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Table 3.3 Modelling details of the 12 atmospheric models investigated. The notations P and
S in the second column refer to polynomial and spherical harmonic, the maximum degrees of
which are listed in the third column. Only part of spherical harmonic terms are used. The forth
column shows the equivalent spherical harmonic degree discussed in Section 3.3.2.
Model Method
Max
degree
Equivalent
SH degree
Altitude
(km) Atmospheric
composition
J70 P 6 4 90−2500 N2,O2,Ar,He,O,H
J71 P 5 4 90−2500 N2,O2,Ar,He,O,H
J77 P 5 4 90−2500 N2,Ar,He,O,H
D78 S 5 5 120−1500 N2,He,O
D94 S 5 5 120−1500 N2,He,O,H
D12 S 6 5 120−1500 N2,O2,He,O,H
D13 S 6 5 120−1500 N2,O2,He,O,H
M86 S 6 6 90−2500 N2,O2,Ar,He,O,H,N
M90 S 7 6 0−2500 N2,O2,Ar,He,O,H,N
M00 S 7 6 0−2500 N2,O2,Ar,He,O,H,N
and anomalous oxygen
JB06 P 5 4 90−4000 N2,O2,Ar,He
JB08 P 5 4 90−4000 N2,O2,Ar,He
Eq. (1.2), which can be derived from, e.g., Eq. (3.11) and has been widely adopted in
the empirical TMD models.
The scale height of empirical models between 200km and 800km exhibits an
obvious dependence on solar and geomagnetic conditions. Fig. 3.1(a) gives an example
of TMD scale heights from different empirical models as a function of altitudes on
October 31, 2003 (high solar activity) during a geomagnetic storm (F10.7 = 279 sfu and
daily average Kp = 7). A positive linear correlation between the altitude and scale height
can be seen from this plot. However, three different trends in the scale height profile
can be identified during low solar activity in Fig. 3.1b, i.e., ≤500km, 500−700km, and
≥700km. This result suggests that piece-wise modelling for TMD is necessary in the
vertical direction.
One application of the TMD scale height is the TMD normalisation in previous
studies; e.g., Bruinsma et al. (2006); Yamazaki et al. (2015) and Xu et al. (2013). The
TMD estimated from the on-board accelerometer is highly dependent on the altitude of
the satellite. Therefore, densities along the orbit at different altitudes are conventionally
normalised to a fixed reference altitude (Bruinsma et al., 2006; Yamazaki et al., 2015;
Xu et al., 2013):
ρ(z0) = ρ(z)
ρm(z0)
ρm(z)
, (3.20)
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Fig. 3.1 TMD scale heights from 12 models over 60° S, 160° W at 12:00 LT on (a) Oct. 31,
2003 and (b) Sept. 4, 2009.
where ρ(z0) is the TMD scaled to a fixed altitude z0 from ρ(z) at the altitude of z and,
ρm(z0) and ρm indicate the model-derived TMDs.
Bruinsma et al. (2006) found that the uncertainty caused by this normalisation is
about −3.5% of the TMD at the altitude of 425km if the relative uncertainty in the
scale height is around 5%. Fig. 3.2c–j depicts the percentage differences (left column)
and differences (right column) of GRACE-derive TMD (GRACE-TMD) normalised by
D12 (orange), D13 (black), JB08 (turquoise) and M00 (reference model) on 29 October,
2003 (the beginning of the Halloween Storms). The ap and Dst indices in Fig. 3.2(b)
show that there were two intensification at 6 and 18 UTC. D12 model shows large
altitude-related differences before geomagnetic intensification but no obvious reason
is available. The percentage differences of JB08 and D13 compared to M00 at 425km
altitude can reach 20%. This suggests that the uncertainty of −3.5% in Bruinsma et al.
(2006) may be underestimated during geomagnetic storms, which is possibly due to
the underestimated uncertainty of scale height (+5%) in the uncertainty budget. From
Fig. 3.2a, the uncertainty in scale height can be 30% at 400km (the maximum difference
in scale heights of models). Moreover, the difference in normalised TMD during storms
has a larger magnitude at lower altitudes. Therefore, caution is needed in interpreting
the normalised TMD values.
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Fig. 3.2 Normalisation of GRACE-derived TMD to fixed altitudes of 400, 425, 470 and 500km
using different empirical models on October 29, 2003 (high solar activity). Difference and
percentage difference between normalised TMDs scaled by D12 (orange), D13 (black), JB08
(turquoise) and M00 (with M00 as the reference model) are shown in the left and right columns
respectively. (a) Altitudes of the satellite and AE and (b) ap and Dst are also shown.
3.3.2 Horizontal Variation
In addition to vertical distribution in TMD, the horizontal variation in both latitudinal
and longitudinal directions is another important feature. Latitudinal variation comes
from the global atmospheric circulation (neutral wind) excited by solar irradiance and
geomagnetic activity. Other factors such the Sun-Earth distance, atmospheric tides
and the coupling effect between thermosphere and ionosphere can affect the TMD
latitudinal variation. Longitudinal variation can also be related to Joule heating and
particle precipitation in the auroral region (Xu et al., 2013). As such, it shows a stronger
amplitude near the magnetic poles and a dependency of magnetic local time. The
longitudinal variation with 3 or 4 peaks (wavenumber-3 and wavenumber-4 patterns)
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has been widely confirmed by numerical simulations and observations at low latitude
and equatorial regions (Liu et al., 2007; Bruinsma and Forbes, 2010; Xiong et al., 2015).
It is important to note that latitudinal and longitudinal variations are usually coupled.
As a typical example, the EMA, aligned with geomagnetic equator, is a two-cell structure
with two crests in global TMD distribution around geomagnetic dip latitude of 25°−30°
and a trough near the geomagnetic equator (Liu et al., 2007). Its crest-to-trough ratio
of TMD is around 1−6% at this altitude. The 12 selected empirical TMD models are
compared below in terms of the horizontal scale and the capability of capturing the
EMA feature.
Horizontal Scale
The horizontal scale of the model-derived TMD determines the minimum wavelength
of variations in TMD predicted by the empirical models. Deeper knowledge of the
horizontal scale can help to improve the performance of TMD models. The spherical
harmonic (SH) analysis is adopted in this analysis to quantify the horizontal scale
since the highest degree in SH analysis describes the minimum wavelength of variation.
Although atmospheric components have been modelled by SH analysis in some of the
selected TMD models (see Table 3.3), horizontal scales of TMD at different altitudes
are still unknown and are therefore worth investigating. Two-dimensional (2D) global
TMDs, at different altitudes with a horizontal resolution of 2°, are first output from the
12 selected models (the resolution of 2° chosen here does not affect the final results
because the horizontal scales of these models are found to be much larger) and then
approximated by
ρm(ϕ,λ,h, t)
ρm(h, t)
=
Nmax∑
n=0
n∑
m=0
Pn,m(sinϕ)
[
Cn,m cos(mλ)+Sn,m sin(mλ)
]
, (3.21)
where the model-derived global TMD field ρm at altitude h and time t is first scaled by
its global averageρm; Pn,m is the normalised associated Legendre polynomial of degree
n and order m; Nmax is the truncated degree of the SH analysis; Cn,m and Sn,m are the
normalised SH coefficients; ϕ and λ are the geocentric latitude and longitude.
It is important to note that the horizontal variations studied here include the LT
variation in TMD although the LT variation is much larger than that of longitudinal
variation as revealed in Chapter 4.2. The truncated degree Nmax determines the smallest
horizontal scale (half-wavelength resolution) ∆L of SH analysis as (Jäggi, 2007):
∆L =
180°
Nmax
. (3.22)
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As a result, SH analysis can be performed using increasing degrees of SH until
the fitting error is converged. Generally, a better fitting result is expected when higher
maximum degrees of SH are used and, therefore, more parameters are estimated in the
fitting process. However, the residuals will be over-converged (or over-fitted) after the
degree exceeds a threshold, namely a converged degree.
The a posteriori standard deviation (STD) of unit weight (σˆ0) is plotted as a function
of the maximum degree of SH expension in Figs. 3.3 and 3.4 during low (2009) and
high (2003) solar activity, respectively. Here σˆ0 is defined as
σˆ0 =
√
V⊤PV
n− t , (3.23)
where t = (Nmax+1)2 is the number of SH coefficients; V is the residual of fitting; P
is the weight matrix (identity matrix used here); n = 181×91 is the number of grids
in the 2D global TMD fields generated from the empirical models and t is the number
of unknown parameters. Both Figs. 3.3 and 3.4 show that larger σ0 occurs at higher
altitudes. Comparing these two figures, the solar activity shows a larger impact on the
fitting results at the altitudes of (b) 400km and (c) 550km than that of (a) 250km and
(d) 800km. Generally, the higher the converged degree, the smaller the scale of the
variation contained.
Referring to Figs. 3.3 and 3.4, the overall converged degrees of these models are 4∼6
under both low and high solar activity (see the fourth column in Table 3.3), yielding an
equivalent horizontal scale of 30° (∼3500km in distance at the altitude of 500km). This
result means that empirical TMD models fail to capture the TMD variations with smaller
scales such as regional scale (1000−2000km) and medium scale (300−500km), which
can be observed in the CHAMP and GRACE accelerometer-derived TMDs as shown in
Bruinsma et al. (2006).
EMA
Evaluating the capabilities of empirical models in capturing the TMD horizontal varia-
tion is another focus in this study. EMA is chosen as an example of observed smaller-
scale variations since its mechanics and features have been investigated in various
studies (Calabia and Jin, 2016; Liu et al., 2013; Lei et al., 2012b). In order to avoid
possible uncertainty in TMD normalisation as noted in Section 3.3.1, a more reliable
method is based on TMD modelling: e.g., the Fourier analysis (Liu et al., 2013) and
principal component analysis (PCA, Lei et al., 2012a). Similar to Liu et al. (2013), a
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Fig. 3.3 Spherical harmonics analysis of TMD derived from 12 models at 12:00 UTC during
year 2009 (low solar activity).
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Fig. 3.4 Spherical harmonics analysis of TMD derived from 12 models at 12:00 UTC during
year 2003 (high solar activity).
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simplified model of TMD is defined as:
ln ρ = logρ0 · f1(P10.7,ap) · f2(ϕ) · f3(LT ) · f4(DOY) · f5(h),
f1(P10.7,ap) = 1+a1 P10.7+a2 P210.7+a3 ap+a4 a
2
p,
f2(ϕ) = 1+
4∑
i=1
[
b1,i sin
(
2πi
180
ϕ
)
+b2,i cos
(
2πi
180
ϕ
)]
,
f3(LT ) = 1+
3∑
j=1
[
c1, j sin
(
2π j
24
LT
)
+ c2, j cos
(
2π j
24
LT
)]
,
f4(DOY) = 1+
2∑
k=1
[
d1,k sin
(
2πk
365.25
DOY
)
+d2,k cos
(
2πk
365.25
DOY
)]
,
f5(h) = 1+ e1 h,
(3.24)
where P10.7 and ap are the proxies introduced in Section 3.1; ϕ is the geomagnetic
latitude; h is the altitude; DOY and LT are the day of year and local time, respectively.
Five-year reference accelerometer-derived TMDs of CHAMP and GRACE (2002–2006)
provided by Sutton (2008) are used to estimate the constant model coefficients ρ0, a, b,
c and d in Eq.(3.24) using the non-linear least squares method.
Here both CHAMP and GRACE reference TMD data sets (ap ≤ 32 and 100 ≤
P10.7 ≤ 240) are used to generate two models based on Eq. (3.24), i.e., the CHAMP and
GRACE models. Longitude variation is not considered in Eq. (3.24) since LT implicitly
includes the longitudinal variation (LT =UTC+Longitude/15°) and the EMA is mainly
dependent on latitudes (Liu et al., 2007). Note that h, ap and P10.7 are normalised by
their mean and STD values of the five-year period. ρ0 (2.06×10−12 kg/m3 for GRACE
and 2.48×10−12 kg/m3 for CHAMP) denotes the globally average TMD at the mean
altitudes (490km for GRACE and 386km for CHAMP) during the mean space weather
conditions over the period.
Fig. 3.5 depicts the TMD distribution produced by the CHAMP and GRACE models
along with other three latest empirical models at the altitudes of (a) 370km and (b)
470km during the March equinox. It is evident that both CHAMP and GRACE models
capture the EMA feature at 14 LT for both altitudes. Referring to Figs. 3.5(a) and 3.5(b),
the crests move towards the geomagnetic equator with increasing altitudes from the
altitude of 370km to 470km. This feature was also captured by the empirical TMD
model developed by Liu et al. (2013). This implies that EMA phenomenon may be
indiscernible in the upper thermosphere. The annual variation in TMD also influences
the location of crests in EMA (not shown) (Rentz and Lühr, 2008), which generates
a clear hemispheric asymmetry following the movement of the sub-solar point (Liu
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Fig. 3.5 Geomagnetic QD latitude versus LT distribution of the longitudinally averaged TMD
(in unit of kg/m3) during March equinox output from the TMD models developed on the (a)
CHAMP- and (b) GRACE-derived TMDs at 370km and 470km, respectively. The results for
M00 (c and d), JB08 (e and f) and D13 (g and h) are also presented. P10.7 = 180 and ap = 5
(Kp = 1+ for D13).
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et al., 2007). No full explanation has been entirely validated for the EMA crests. The
most probable explanation is the heating and chemical reactions due to plasma-neutrals
collisions (Lei et al., 2012b). In addition, diurnal tide and the upward propagating
terdiurnal (eight-hour) tide are reported to be EMA-related (Miyoshi et al., 2011).
Similar to the result in Liu et al. (2013), both JB08 and M00 fail to capture the EMA
structure. Only D13 appears to reproduce the EMA feature. This could be explained
by the fact that GRACE- and CHAMP-derived TMD data sets have been included
in D13 but not in M00. Even though accelerometer-derived TMD data set has been
assimilated into JB08, it fails to capture the EMA, possibly due to the insufficient degree
in modelling (see Table 3.3). This comparison indicates that the degree of the fitting is
important.
3.4 Validation of Empirical TMD Models
Three crucial objectives of this validation are to (a) evaluate the discrepancies among
different reference accelerometer-derived TMD data sets which are estimated using
different drag coefficients, (b) validate most available empirical TMD models with
accelerometer-derived TMD and (c) assess the empirical TMD models performance in
the OP of LEO satellites.
3.4.1 Comparisons with GRACE-derived TMD
The GRACE twin satellites were developed in a joint research program between GFZ
(German Research Centre for Geosciences) and NASA. These two satellites were
launched into the same near polar orbit with a relative along-track separation of 220km
and an altitude of ∼450km. The primary scientific objective of GRACE is to detect the
temporal variations in the gravity field of the Earth. The precise ephemeris of GRACE
(Level 1B product) are publicly available from the Information System and Data Center
at GFZ.
Three publicly available reference density data sets, derived from the GRACE twin
satellites, are generated by Doornbos et al. (2010); Sutton (2008) and Mehta et al.
(2017). These data sets have been used in characterising, investigating and modelling
of the thermosphere, e.g., Yamazaki et al. (2015) and Liu et al. (2014). It should be
noted that there are discrepancies among these TMD data sets even though they are
derived from the same on-board accelerometer measurements. These discrepancies
primarily originate from the handling of the neutral wind and the use of the physical
drag coefficient model.
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Doornbos et al. (2010) provides the CHAMP- and GRACE-derived TMD data
sets (ρD). Both TMD and crosswind were derived from an iterative algorithm using
multi-axis accelerometer measurements. Prior to the determination of TMD, the Cd
was calculated from a physical model based on Sentman’s solution (Sentman, 1961)
and considering the effect of the long shape of the GRACE satellites.
Sutton (2008) derived TMD (ρS ) by taking into account both atmospheric drag and
lift. Atmospheric lift is the acceleration caused by the difference of atmospheric flow
pressures between the top and bottom surfaces of the satellite. The lift force is exerted
in the direction perpendicular to the atmospheric flow. Here Cd and the lift coefficient
were determined by a physical model called the Diffuse Reflection with Incomplete
Accommodation (DRIA) model, which is based on Sentman’s solution (Sentman, 1961).
The neutral wind velocity was neglected in the derivation of this data set (Sutton et al.,
2007).
Mehta et al. (2017) derived a re-scaled TMD (ρM) from that in Sutton (2008) using
a different gas-surface interaction model. Instead of using a constant value of the energy
accommodation coefficient as in the derivation of ρS , a time-varying value dependent
on solar activity was applied to ρM. The TMD data sets of Mehta et al. (2017) were
derived using a scaling approach
ρM =
CdS AS
CdM AM
ρS (3.25)
where the CdS and AS are the projected area in the instantaneous flight direction and
drag coefficients of GRACE calculated by Sutton (2008); CdM and AM denote the values
used in Mehta et al. (2017). A high fidelity geometry model of GRACE is used to
improve the value of AM.
The atmospheric temperature and composition used in the physical Cd models
are conventionally simulated by NRLMSISE-00 (see M00 in Table 3.1). Yamazaki
et al. (2015) mentioned that the error of ρS is ∼11% which mainly comes from imper-
fect modelling of Cd, neglecting neutral wind (horitzontal and co-rotating wind) and
accelerometer calibration error.
In this validation, three GRACE-derived reference TMDs in the year of 2002–2010
are analysed and inter-compared. Tables 3.4 and 3.5 reveal that the discrepancies
between reference TMDs can reach up to 20% of TMD. Note that large differences
(or ‘outliers’) during highly disturbed periods are excluded in these two tables. The
criteria for the outliers are defined as below Q1−1.5IQR and above Q3+1.5IQR, where
Q1 and Q3 are the first and third quartiles (25% and 75%), and the interquartile range
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is defined as IQR = Q3−Q1. The percentage of exclusion is less than 0.62% for both
TMD data sets in 2003 and 2009.
Table 3.4 Differences between accelerometer-derived reference TMDs (unit: 10−14 kg/m3). The
reference TMD data sets of ρD, ρS and ρM are detailed in Mehta et al. (2017); Doornbos et al.
(2010); Sutton et al. (2007), respectively. Only TMD from the GRACE-A satellite is used.
Year
ρM −ρS ρM −ρD ρD−ρS
Mean STD RMS Mean STD RMS Mean STD RMS
2002 -11.57 3.41 12.07 -4.37 2.90 5.25 -7.28 4.26 8.44
2003 -9.60 3.80 10.33 -5.11 2.34 5.62 -4.53 3.74 5.87
2004 -8.45 3.93 9.32 -5.05 2.17 5.50 -3.36 3.32 4.73
2005 -7.53 3.93 8.49 -4.78 2.10 5.23 -2.64 2.93 3.95
2006 -6.68 3.90 7.74 -4.05 2.38 4.70 -2.40 2.32 3.34
2007 -5.97 3.87 7.11 -3.52 2.49 4.31 -2.12 1.87 2.82
2008 -5.42 3.82 6.63 -3.11 2.51 4.00 -1.94 1.57 2.49
2009 -4.99 3.74 6.23 -2.88 2.45 3.79 -1.76 1.45 2.28
2010 -4.95 3.66 6.16 -2.88 2.45 3.79 -1.76 1.45 2.28
Table 3.5 Percentage differences between accelerometer-derived reference TMDs (unit:%). For
more details refer to Table 3.4.
Year
ρM−ρS
ρS
ρM−ρD
ρD
ρD−ρS
ρD
Mean STD RMS Mean STD RMS Mean STD RMS
2002 -11.3 3.2 11.8 -5.4 4.1 6.8 -6.6 2.4 7.0
2003 -14.2 3.8 14.7 -9.4 5.3 10.8 -5.5 3.0 6.2
2004 -16.1 4.2 16.6 -12.0 6.1 13.5 -4.7 3.4 5.8
2005 -17.4 4.4 17.9 -13.8 6.5 15.3 -4.2 3.8 5.7
2006 -18.5 4.6 19.1 -12.7 6.7 14.4 -6.7 6.3 9.2
2007 -19.4 4.7 20.0 -12.0 6.9 13.9 -9.1 8.4 12.4
2008 -20.1 4.8 20.6 -11.4 7.0 13.4 -11.0 9.5 14.5
2009 -20.5 4.7 21.1 -11.5 7.2 13.6 -11.4 9.7 15.0
2010 -20.6 4.7 21.2 -11.5 7.2 13.6 -11.4 9.7 15.0
The mean percentage difference of 11−20% between ρM and ρS in Table 3.5 agrees
with 10−24% in Mehta et al. (2017). Mehta et al. (2017) also found that the percentage
difference (ρM − ρS )/ρM showed a negative correlation with space weather conditions.
The ‘anti-correlation’ was associated with the fact that the constant value (0.93) of
energy accommodation coefficient, used in the physical drag coefficient model, is only
representative under high solar and geomagnetic conditions. However, the difference
ρM − ρS exhibits an opposite trend; i.e., the TMD difference enhances in response to
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increasing solar and geomagnetic activity. As a result, lower percentage difference
under active space weather conditions is more likely due to the higher magnitude and
variability of TMD instead of the constant energy accommodation coefficient used
(0.93). Although most evaluations of empirical TMD models are based on percentage
difference, e.g., Bruinsma et al. (2012, 2017) and Mehta et al. (2017), this opposite
trend suggests the necessity of evaluating TMD in terms of the direct difference. This
difference may have larger impact on orbital dynamics than the percentage difference,
which is another focus of this Chapter and is explored in the next section.
It can be seen from Table 3.4 that the systematic bias measured by the mean of TMD
differences has a larger contribution to the RMS of TMD differences than the uncertainty
measured by STD. Most likely, the biases are resulted from the drag coefficients
determined by different physical models or schemes. Generally, a relationship of mean
TMD between these data sets can be concluded, i.e., ρM < ρD < ρS . The Pearson
correlation coefficient of the three reference TMDs is larger than 0.99. This suggests
that, while biases may appear, different reference TMDs have consistent fluctuations.
Here, only the reference TMD data sets provided by Sutton et al. (2007) and Mehta
et al. (2017) are used in the comparisons due to large gaps in the data set of Doornbos
et al. (2010). Only the agreement (consistency between different TMDs) rather than
accuracy (difference about to the true TMD) is investigated in the various comparisons
between selected empirical TMD models and reference TMDs. Special caution is
required when the reference TMD is used for other studies such as TMD modelling,
investigation of variations in TMD and thermosphere-ionosphere coupling. The selected
12 empirical models are comparatively analysed in this study using the model-to-
observation ratios of TMD (hereafter TMD ratio). The TMD ratio can be converted
to the percentage difference, i.e., ρmodel/ρACC = (ρmodel − ρACC)/ρACC + 1 = ∆ρ/ρACC + 1.
Hence, model biases can be approximately quantified by the mean TMD ratio minus
one. The word ‘error’ is avoided here because the true value of TMD is unknown as
discussed before.
Negative values in reference TMD (mainly caused by inaccurate modelling of drag
coefficients) and the TMD ratios that fall outside the of 3 IQR range are excluded
as outliers. Fig. 3.6 illustrates the probability density function of TMD ratios (blue)
of empirical models compared to the TMDs of Sutton et al. (2007) and Mehta et al.
(2017) in 2003 and 2009. The majority of models show bell-shaped distribution curves
except for D78 and D94 (not very clear due to the same scale of the vertical axis). The
good agreement of the fitted Gaussian distribution (red) implies that the logarithm of
TMD ratios almost follows a Gaussian distribution. This result is consistent with the
comparison between M00 and TLE-derived TMD given in Emmert (2009). The mean
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Fig. 3.6 Distribution of model-to-accelerometer TMD ratios (blue) and fitted Gaussian distribu-
tion (red) for selected empirical TMD models and years. The fitting R-squared (R2) statistic is
better than 0.99. All the subplots are assigned to the same scale and the horizontal axis is shown
in logarithm. The results compared to Sutton’s and Mehta’s TMD data sets are given in the left
and right two columns, respectively.
value of the TMD ratio is much closer to 1 during high solar activity (2003) than low
solar activity (2009), similar to that of the discrepancies among reference TMDs.
Table 3.6 summarises the comparisons with the TMD of Sutton et al. (2007) in 2003
and 2009. Mean and STD of TMD ratios respectively reflect the models’ bias and
precision. This table also shows that the selected models overestimate TMD during
both low and high solar activity (mean ratios are generally larger than one), which
reinforces the comparison between CHAMP-derived TMD and D12 at the altitude of
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Table 3.6 Ratio of model-derived to accelerometer-derived TMD from Sutton et al. (2007).
Values shown in parenthesis are STD. Outliers in the TMD are excluded as discussed in
Section 3.4.1. Outlier rates are around 0.02% (0.25%) and 0.26% (0.6%) for GRACE-A and
GRACE-B in 2003 (2009), respectively. M00a in the first column indicates the outputs of
NRLMSISE-00 including the anomalous oxygen (Picone et al., 2002).
Model
2003 2009
GRACE-A GRACE-B GRACE-A GRACE-B
J70 1.26 (0.59) 1.22 (0.58) 1.62 (0.57) 1.85 (0.73)
J71 1.32 (0.61) 1.27 (0.60) 1.51 (0.60) 1.70 (0.76)
J77 1.20 (0.59) 1.16 (0.57) 1.51 (0.54) 1.72 (0.70)
D78 1.07 (0.35) 1.03 (0.34) 2.02 (0.86) 2.38 (1.20)
D94 1.09 (0.41) 1.05 (0.40) 1.71 (0.77) 1.95 (0.95)
D12 1.24 (0.29) 1.20 (0.30) 1.22 (0.33) 1.38 (0.47)
D13 1.29 (0.28) 1.24 (0.30) 1.29 (0.36) 1.46 (0.52)
M86 1.26 (0.47) 1.21 (0.46) 1.71 (0.52) 1.94 (0.71)
M90 1.25 (0.53) 1.20 (0.51) 1.70 (0.53) 1.93 (0.71)
M00 1.28 (0.51) 1.23 (0.50) 1.64 (0.52) 1.86 (0.69)
M00a 1.28 (0.51) 1.23 (0.50) 1.64 (0.53) 1.86 (0.70)
JB06 1.31 (0.55) 1.26 (0.54) 1.41 (0.52) 1.60 (0.72)
JB08 1.12 (0.26) 1.08 (0.28) 1.01 (0.35) 1.13 (0.47)
410− 490km as reported in Murray et al. (2015). However, it is different from the
comparison between GRACE- and M00-derived TMD at 400km by Bruinsma et al.
(2006). This inconsistency could be explained by the choice of reference TMD data
sets used in their studies. Similar results can be seen in Table 3.7 when compared with
reference TMD provided by Mehta et al. (2017). Larger TMD ratios appear in Table 3.6,
which is consistent with the result of ρM <ρS as shown in Table 3.5. It is interesting
to note that M00 with or without anomalous oxygen gives almost the same results of
TMD, although inclusion of anomalous oxygen in the calculation of satellite drag above
500km is recommended by the developer of M00 (Kim et al., 2012). It is expected
that M00 could show the best agreement with the reference TMD data set because the
simulated atmospheric flow in the physical drag coefficient model is generated by M00
(Mehta et al., 2017; Doornbos et al., 2010; Sutton, 2008). However, the TMD ratio
of M00 is generally larger than one over the nine years, which implies that the drag
coefficient may be overestimated by the physical model and thus introduces a negative
bias into the accelerometer-derived TMD.
From Figs. 3.7(a) and 3.7(c), annual mean values of TMD ratios show a strong
dependence on the solar activity from 2002 to 2010. The STD of TMD ratio in
Figs. 3.7(b) and 3.7(d) is less affected by the solar conditions, which suggests STD
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Table 3.7 Ratio of model-derived to accelerometer-derived TMD from Mehta et al. (2017).
Values shown in parenthesis are STD. Outliers in the TMD are excluded as discussed in
Section 3.4.1. Outlier rates are around 0.02% (0.25%) and 0.26% (0.62%) for GRACE-A and
-B in 2003 (2009), respectively. For more details refer to Table 3.6.
Model
2003 2009
GRACE-A GRACE-B GRACE-A GRACE-B
J70 1.49 (0.69) 1.43 (0.67) 2.13 (0.77) 2.42 (0.99)
J71 1.56 (0.72) 1.49 (0.69) 1.99 (0.81) 2.23 (1.04)
J77 1.42 (0.68) 1.36 (0.66) 1.99 (0.73) 2.26 (0.96)
D78 1.27 (0.42) 1.22 (0.41) 2.67 (1.20) 3.13 (1.65)
D94 1.29 (0.48) 1.24 (0.47) 2.26 (1.06) 2.57 (1.32)
D12 1.47 (0.35) 1.41 (0.35) 1.60 (0.44) 1.81 (0.64)
D13 1.53 (0.34) 1.46 (0.35) 1.70 (0.49) 1.91 (0.71)
M86 1.49 (0.56) 1.42 (0.54) 2.25 (0.71) 2.54 (0.96)
M90 1.48 (0.63) 1.42 (0.60) 2.23 (0.72) 2.52 (0.96)
M00 1.51 (0.61) 1.45 (0.59) 2.16 (0.71) 2.43 (0.94)
M00a 1.52 (0.61) 1.45 (0.59) 2.16 (0.71) 2.44 (0.94)
JB06 1.55 (0.64) 1.48 (0.63) 1.85 (0.70) 2.10 (0.98)
JB08 1.32 (0.31) 1.27 (0.33) 1.32 (0.47) 1.49 (0.65)
may be a more appropriate metric of precision in the TMD comparisons. The latest
models (D12, D13 and JB08) still show the best agreement with the reference TMD
data of Sutton et al. (2007) for both mean and STD. JB08 performs better than D12 and
D13 even though the GRACE data sets from 2009 have not been assimilated into JB08
(Bruinsma et al., 2017). This may be because GRACE-TMD assimilated in D12 and
D13 was scaled to the CHAMP density with a scale factor of 1.23 which introduces a
bias to the GRACE-derived TMD (Bruinsma, 2015). Again, the discrepancies between
these two reference TMDs cannot be neglected.
3.4.2 Evaluation of Empirical TMD Models in Orbit Dynamics
The performance of the 12 selected empirical models is examined in the OP for a LEO
satellite during high (2003) and low (2009) solar activity. Ballistic coefficient (BC)
is used in the following discussion since the BC relies on the drag coefficient if both
accurate mass and projected area of the satellite are known. It is important to reiterate
that both BC and TMD can affect orbital dynamics as they govern the amplitude of
the atmospheric drag. The bias in the model-derived TMD can be compensated by
estimating BC (or drag coefficient) using tracking measurements in orbit determination.
Good agreement between the predicted orbit and precise ephemeris only implies good
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estimates of the product of BC and TMD. In other words, TMD cannot be well evalu-
ated in the OP process without knowing the accurate BC as they are highly coupled.
Currently, precisely separating TMD and BC without introducing bias into the orbit de-
termination process is still a challenge. Therefore, a constant value of BC (0.00687) for
GRACE from Bowman et al. (2008a) is used in the comparisons based on OP. It should
be noted that this BC value still contains bias that will be discussed later. Subsequently,
the BC value of 0.00687 and TMD are evaluated simultaneously in the OP. The precise
ephemeris of GRACE provided by GFZ is chosen as the reference orbits. One-day OP
experiments for the GRACE-A satellite using different TMD models are performed
in 2003 and 2009 under real space weather conditions. An adaptive Runge-Kutta 4-5
integration algorithm (MATLAB build-in function) is used with the absolute and relative
tolerances of 10−13and 10−16, respectively. Co-rotated atmosphere is assumed and no
horizontal wind models are used. More details of the OP in this study are listed in
Table 3.8. Note that only GRACE-A at the altitude of ∼450km is examined because of
the similarity in both orbits and shapes of GRACE twin satellites.
The RMS of the three-dimensional (3D) orbit difference between the precise
ephemeris and predicted orbits are presented in Table 3.9. The RMS error reflects
the combination of systematic bias and precision, measured by the mean and STD
respectively, i.e., RMS2 ≈Mean2+STD2. It clearly shows that the 3D orbit difference
during high solar activity (2003) is much larger than that during low solar activity
(2009). Table 3.9 indicates the improvement of the empirical TMD models over time:
the RMS of OP results ranges from ∼140 m (∼600m) for Jacchia series of models to
50−70m (200−300m) for the latest models during low (high) solar activity. Among
these empirical models, JB08, D12 and D13 obtain the lowest mean and STD. Not
surprisingly, the OP scenario using the MSIS series of models show large mean and STD
errors in comparison with the true orbit, being consistent with the result from Bruinsma
et al. (2012) that M00 does not perform the best at the altitude of 300−500km.
The OP scenarios of ‘Sutton’ and ‘Mehta’ in Table 3.9 are performed using estimated
TMD and BC. Here BC values are calculated from the attitude measurements and mass
of the GRACE-A satellite and Cd estimated from the physical model as introduced in
Section 3.4.1. Only a small difference exists in these two OP scenarios since ρS ·BS ≈
ρM ·BM as revealed in Mehta et al. (2017). Fig. 3.8 illustrates the daily maximum 3D-
orbit difference in 2003 (red) and 2009 (blue). The scale of vertical axis for each panel
is different in order to show the improvement over each series of models. Consistent
with the statistics in Table 3.9, the OP errors in 2003 are much larger than that in 2009.
The largest OP errors around the day of year 300 in 2003 are due to the Halloween solar
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Table 3.8 Configurations of the one-day OP for the GRACE-A satellite.
Configuration Description
Geopotential ITG-Grace2010s (100 × 100)
(Mayer-Guerr et al., 2010)
N-body JPL DE430 ephemeris
Solid Earth (pole) tide IERS 2010 conventions (Petit and Luzum,
2010, Chapter 6)
Ocean (pole) tide FES2004 (10 × 10) (Petit and Luzum,
2010, Chapter 6)
Precession IAU 1976 model (Petit and Luzum, 2010,
Chapter 5)
Nutation IAU 1980 models (Petit and Luzum, 2010,
Chapter 5)
Earth orientation parameters IERS 08 C04 data
Relativity First two terms of the Eq. 10.12 (Petit and
Luzum, 2010, Chapter 10)
Solar radiation pressure Cannon-ball model (A = 0.5m2,
m = 500kg and radiation coefficient
Cr = 1.3)
Atmospheric drag BC = 0.00687 (Bowman et al., 2008a)
and Jacchia, MSIS, DTM and
Jacchia-Bowman series models. Wind
velocity is neglected.
Propagator Adaptive Runge-Kutta 4-5 integrator
(Shampine and Reichelt, 1997) (absolute
tolerance 10−13 and relative tolerance
10−16)
Reference orbits Level-1B GPS navigation data (GNV1B)
(Case et al., 2002)
storm. The decrease of the peak 3D error from 4000m for J70 to 1500m for both D13
and JB08 shows the significant improvement in empirical models during the storm time.
In order to analyse the impact of empirical TMD models on the OP in different
directions, Table 3.10 presents the orbit differences in the radial, along-track and cross-
track frame during low and high solar activity. Here radial direction is parallel to the
geocentric radius of the satellite, cross-track direction is orthogonal to the plane defined
by the satellite position and velocity vectors, and the along-track direction is orthogonal
to the radial and cross-track directions by forming a right-handed orthogonal system.
This table shows that the error in TMD mainly affects the orbit in the along-track
direction. From the STD in the parenthesis, it is clearly shown that the uncertainty
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Table 3.9 Mean, STD and RMS (unit: m) of 3D-orbit difference between the precise orbit and
the daily predicted orbit of GRACE-A in 2009.The ballistic coefficient is set to BC = 0.00687
in the OP. Sutton and Mehta in the first column indicate the OP scheme considering real mass
information, attitude observations and thermospheric mass density.
Model
2003 2009
Mean STD RMS Mean STD RMS
J70 366.9 569.9 677.1 120.2 75.9 142.1
J71 406.3 643.7 760.4 110.0 90.2 142.2
J77 363.3 574.3 678.9 104.0 71.6 126.3
D78 281.5 301.6 412.3 189.8 53.1 197.1
D94 277.2 266.9 384.6 148.7 65.6 162.5
D12 227.2 191.6 297.1 46.0 36.4 58.7
D13 258.7 210.2 333.2 57.0 42.6 71.1
M86 296.7 308.1 427.4 129.7 54.0 140.4
M90 297.6 309.0 428.7 130.3 53.9 141.0
M00 307.2 326.3 447.8 123.6 54.0 134.8
M00a 307.5 326.5 448.2 124.0 54.0 135.3
JB06 319.4 468.5 566.5 79.9 54.4 96.6
JB08 139.1 163.2 214.3 41.3 36.6 55.1
Sutton 15.2 11.4 19.0 15.9 13.0 20.5
Mehta 15.2 11.4 19.0 16.4 17.4 23.9
measured by STD during high solar activity is larger than that during low solar activity.
However, the bias measured by the mean does not present the same dependency.
Focusing on the latest models in Table 3.10, D13 shows a much larger bias measured
by the mean value in the along-track orbit difference (231m) than that of JB08 (9.5m)
during high solar activity, however the STD of these two models are quite close. D13
may have a similar accuracy to JB08 because the RMS error of D13 is mostly resulting
from the mean value of orbit difference (230m) and its STDs in radial and along-track
are close to that of JB08. Again, this result implies a bias in the empirical TMD models.
Therefore, STD may be a better metric for assessing these TMD models since it is less
affected by the bias in BC.
3.4.3 Coupling Effect between TMD and Ballistic Coefficient
To investigate the impact of BC relative to TMD on orbital dynamics, an extra one-day
OP test using different BC (similar to the ‘Sutton’ scenario) is carried out in this study.
Fig. 3.9 shows the daily orbit difference as a function of BC. The vertical dash line in the
figure illustrates BC = 0.00687 (RMS: ∼48 m). As can be seen, the best OP result in 3D
is achieved when BC ≈ 0.00935 (RMS: ∼3 m). This discrepancy, with a magnitude of
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Fig. 3.8 Daily maximum 3D-orbit differences between precise orbit and predicted orbit of
GRACE-A using different empirical TMD models (a–m) and accelerometer-derived TMD (n–o)
in 2003 (red) and 2009 (blue).
tens of metres in 3D orbit difference, could be caused by two reasons: (1) the bias in the
accelerometer-TMD, and/or (2) the inconsistency in dynamical models including mis-
modelling and neglect of other perturbations. For example, the one-day OP experiment
adopts a simplified Cannon-ball model for the geometry of the GRACE-A satellite and
neglects the effect of Earth albedo pressure and neutral wind, while the data processing
of accelerometer measurements has taken the macro model of GRACE surface and/or
neutral wind velocity into account. Therefore, consistent BC and TMD are critical to
the precise OP. One practical solution is to choose a base empirical TMD model used in
both orbit determination and OP. The BC value estimated in orbit determination using
the base model will contain the bias of the base TMD model. This bias in BC can be
cancelled out in the OP by using the same base model.
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Fig. 3.9 RMS of daily orbit difference between predicted and precise orbits of GRACE-A using
different ballistic coefficients on April 21, 2009. x, y, z and 3D denote the three components and
3D error in the ECI frame. The vertical dash line indicates the ballistic coefficient of 0.00687
used in the OP scenarios.
3.5 Summary
This Chapter revisited almost all the commonly used empirical TMD models before
2018. A comprehensive comparison was conducted among 12 representative models
in terms of vertical variation, horizontal scales and the capability of capturing physics-
based variations such as EMA. The results presented a good consistency of the scale
heights during high solar activity but large difference can be observed during low solar
activity at the altitudes of 450− 700km. Additionally, necessary caution should be
exercised in interpreting the normalised TMD especially during the geomagnetic storms.
Horizontal scales of the selected empirical TMD models were found to be approximately
30° (equivalent to 3500km at the altitude of 500km). Three GRACE-TMD data sets of
Sutton et al. (2007), Doornbos et al. (2010) and Mehta et al. (2017) showed a percentage
difference of 5% (20%) during high (low) solar activity. The latest three TMD models,
D12, D13 and JB08, provided the best agreement with the GRACE-derived TMD of
Sutton et al. (2007) and Mehta et al. (2017) as well as in the one-day OP scenario of
GRACE-A satellite. A MATLAB toolbox of the selected 12 empirical TMD models was
formulated in this research for further usage. Related links can be found in Appendix C.

CHAPTER 4
Impact of TMD on Orbital Dynamics
Accurate TMD prediction is critical in the tracking of LEO satellites. The error associ-
ated with the TMD is one of the largest sources of uncertainty in OP for LEO objects.
This error is found to be around 15− 30% (Doornbos, 2012; Shi et al., 2015) since
the thermosphere contains complicated non-linear temporal-spatial variations caused
by external forcing (e.g., solar and geomagnetic activities) and internal forcing (e.g.,
thermosphere-ionosphere coupling). Due to the increasing number of TMD measure-
ments from LEO satellites, more variations in TMD have been recognised and quantified.
For example, Qian and Solomon (2012) examined the temporal variations in TMD with
temporal scales from decades to hours including the solar cycle (11-year), annual and
semiannual, solar rotation (27-day), diurnal, semi-diurnal and terdiurnal variations, and
abrupt changes associated with solar flares (Li et al., 2018) and geomagnetic storms.
Xu et al. (2013) found a strong longitudinal variations in the daily-mean TMD with a
seasonal pattern and an annual oscillation.
This Chapter aims to identify the quantitative impact of TMD variations on the
orbital dynamics of LEO satellites. Suggestive directions are formulated for balancing
the efficiency and accuracy of OP. Moreover, different from the studies of space physics
and upper atmosphere which are interested in the mechanics of the TMD variations,
this study focuses on the uncertainty from the imperfect empirical TMD models and
their accumulative impact on the LEO dynamics. The outline of this Chapter is given as
follows. First, Section 4.1 introduces the empirical and physical models used to simulate
the TMD variations. Section 4.2 elaborates the temporal (intra-annual and intra-diurnal),
spatial (latitudinal and longitudinal) and stochastic variability (caused by the model
uncertainty) of the TMD considered in this study. Section 4.3 investigates the impact
of TMD variations through one-day OP simulation at the altitude of 400km. The final
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section summarises the impact of these TMD variations and provides an insightful guide
on the selection of TMD models in the operational problem with required accuracy.
4.1 TMD Simulations
Two different TMD models, i.e., DTM2013 and TIE-GCM model, are used in this study
to capture the variations of TMD. DTM2013 is one of the latest empirical TMD models
representing the statistically average status of the atmosphere in the altitude range of
120−1500km (Bruinsma, 2015). Based on the SH expansion, this model can output the
atmospheric temperature and TMD along with the atmospheric components including
N2,O2,He,O and H. Input of DTM2013 includes the day of the year, local solar time,
geodetic coordinates, F10.7 and Kp. Note that the space condition indices are optional
for DTM2013. If those indices are not specified, DTM2013 will use default indices
such as F30 and Km which provides a better performance of the model (de Wit et al.,
2014; de Wit and Bruinsma, 2017). In this simulation, F10.7 and Kp values input to
DTM2013 are fixed in order to remove the impact of solar and geomagnetic activities.
From the TIE-GCM simulations under high solar activity (F10.7 = 180), Lei et al.
(2012c) confirmed that the field-aligned ion drag has a critical impact on the formation
of EMA peaks but it is only slightly associated with EMA crests. The momentum
equation used in the latest TIE-GCM can be written as (Foster, 2018; Hsu et al., 2014)
∂w
∂ t
=
(
g− 1
ρ
∇P
)
−2ω⊕×w−ω⊕× (ω⊕× rECEF)−w · ∇w− 1
ρ
∇ (µc∇w)− νni(w−wi),
(4.1)
where w is the neutral wind velocity in the geographic coordinate; g is the gravitational
acceleration; ω⊕ is the angular velocity of the Earth; µc is the viscosity coefficient; νni
is the neutral-ion collision frequency; wi is the ion velocity; the other variables are the
same as previously defined. The terms on the right side are respectively the accelerations
due to the non-hydrostatic effect, Coriolis force, centrifugal force, horizontal advection,
viscosity and ion drag1. It is worth noting that TIE-GCM is based on the hydrostatic
assumption; i.e., the non-hydrostatic term (g− 1ρ∇P) is not explicitly included.
1This equation is evaluated in duv.F of the TIE-GCM Fortran source code.
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The ion drag can be further expressed as the sum of two components perpendicular
(⊥) and parallel (∥) to the geomagnetic field (Zhu et al., 2005; Lei et al., 2012c):
−νni(w−wi) = −νni (w⊥−wi⊥)− νni (w∥−wi∥)
=
J ×B
ρ
− νni (w∥−wi∥), (4.2)
where J is the electric current density; subscript ‘∥’ is the component parallel to B; the
first and the last terms on the right side of this equation are the Lorentz force per unit
mass and the field-aligned ion drag, respectively. Lei et al. (2012b) further showed that
the plasma-neutral heating (collision heating between neutrals and charged particles)
can explain the equatorial temperature anomaly crests. Note that the latest version of
TIE-GCM (v2.0) does not consider the mechanism of field-aligned ion drag proposed
by Lei et al. (2012c).
Table 4.1 Settings of the TIE-GCM simulations for solar maximum (F10.7 = 200) and solar
minimum (F10.7 = 70) during geomagnetic quiet time (Kp = 1).
Run F10.7
Field-aligned
ion drag
Diurnal and
semidiurnal tides
Terdiurnal
tide
1 70/200 – ✓ –
2 70/200 ✓ ✓ –
3 70/200 – – –
4 70/200 – ✓ ✓
In this study, a TIE-GCM simulation is run for the DOYs of 80, 172, 264 and
355, representing two equinoxes (March and September) and two solstices (June and
December). To reproduce the EMA and MDM, the TIE-GCM is simulated with a time
step of 30sec, a horizontal resolution of 5°, and a constant eddy diffusion at the lower
boundary of ∼99km. The lower boundary of neutral temperature and wind velocity
are set by the Global-Scale Wave Model (GSWM) and extended Canadian Middle
Atmosphere Model (eCMAM) models. An example of the diurnal, semidiurnal and
terdiurnal tides of neutral temperature at 12 UTC during the March equinox is shown
in Fig. 4.1. In order to obtain a steady state of TIE-GCM, the simulation starts at five
days before the date of OP simulations. As shown in Table 4.1, F10.7 = 70 (F10.7 = 200)
represents the solar minimum (maximum) during geomagnetic quiet time (Kp = 1).
The upward propagating terdiurnal tide from the troposphere, as one of possible EMA
drivers found by Miyoshi et al. (2011), is not considered in the simulations of Run 1 and
Run 2. Referring to Fig. 4.2(a), the latitudinal TMD variation at five different longitudes
during March equinox derived from Run 2 in Table 4.1 shows a clear trough pattern
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near the geomagnetic dip equator indicated by the black dash line. EMA patterns during
other seasons in Figs. 4.2(b), 4.2(c) and 4.2(d) are not examined in Lei et al. (2012c)
and Hsu et al. (2014) but still discernible.
Fig. 4.1 An example of atmospheric tides in neutral temperature at the lower boundary of
∼99km (unit: K). The migrating (a) diurnal and (b) semidiurnal tides are predicted by GSWM
and the migrating (c) terdiurnal tide is calculated by eCMAM.
4.2 Variations in TMD
The thermosphere is an extremely complicated non-linear system coupling with the
ionosphere and the magnetosphere. The primary energy sources of the thermosphere are
solar irradiance and solar wind in the form of protons, helium and other charged/neutral
particles (Hargreaves, 1992). Thus TMD, to a large extent, is determined by the solar
activity. On the other hand, the geomagnetic activity, caused by the interaction between
the geomagnetic field and the solar wind plasma (Qian and Solomon, 2012), also
generates additional short-term variations in TMD. Table 4.2 lists the common TMD
variations revealed in the previous literature; e.g., Qian and Solomon (2012) and Liu
et al. (2017). It was found to be associated with the increasing concentration of CO2
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Fig. 4.2 Latitudinal distribution of TMD (unit: 10−12 kg/m3) in EMA at 400km simulated by
Run 1 (blue) and Run 2 (red) at (a) March equinox, (b) June solstice, (c) September equinox and
(d) December solstice during high solar activity (F10.7 = 200). Four rows from top to bottom
represent the TMD at the longitudes of 150°W, 30°E, 60°E and 120°E, respectively. Black dash
line indicates the geomagnetic dip equator determined by IGRF12.
(Qian and Solomon, 2012; Emmert, 2015a). Compared to the global warming effect in
troposphere, the middle and upper atmosphere experience a cooling effect due to the
loss of collision energy in the infrared radiance. This long-term decrease in TMD has
been confirmed by satellite drag measurements and model simulations (Emmert, 2015a).
Note that the long-term decrease in TMD is not considered due to its tiny magnitude. In
this study, the impact of the solar periods is evaluated by comparing the results of other
TMD variations during solar maximum and solar minimum.
4.2.1 Temporal Variations
Solar irradiance varies with the solar phenomena such as solar flares, the 11-year solar
cycle, the 27-day solar rotation and the coronal mass ejections. The 11-year solar cycle
originates from the 22-year cycle in the solar magnetic field polarity. The 11-year
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Table 4.2 Amplitudes of TMD variations at the altitude of 400km. The data for the yearly and
daily variations are derived from DTM2013 and the others from Emmert (2015b) and Qian and
Solomon (2012).
Variation Amplitude (%) Features (Period/Latitude)
Long-term decrease 1−5 per decade
Solar cycle ∼100 11 yr
Solar rotation <100 27 days, decrease for lower solar activity
Annual 5−15 1 yr
Semiannual ∼20 0.5 yr
Diurnal 10−40 24 hr
Semidiurnal ∼10 12 hr
Terdiurnal 0−3 8 hr
Geomagnetic Storms 100−200 hourly
Latitudinal 10−20 –
Longitudinal <5 –
MDM 20−30 23−01 LT, 20°N–20°S
EMA 1−6 10−20 LT, 30°N–30°S
cycle can be quantified by the number of individual or groups of sunspots. The solar
cycle variation significantly affects the energy reaching the Earth and hence changes
the TMD. As introduced in Chapter 3, EUV irradiance is the main contributor to the
solar-cycle variability of TMD (Qian and Solomon, 2012). Solar rotation is caused
by the Sun’s rotation with different periods ranging from 26.8 days at the equator to
36 days at poles (average 27 days, ). This characteristic in the solar rotation makes it
difficult to accurately predict the solar flux and TMD.
Intra-annual
Intra-annual variations (or seasonal variations) in TMD and atmospheric compositions
exhibit two maxima near the equinoxes (March and September) and two minima near
the solstices (June and December) (Emmert, 2015b). Fig. 4.3 presents the geographic
latitude versus the DOY of percentage TMD variation at 200km and 400km predicted
by DTM2013. The solar maximum and minimum are captured by setting F10.7 to
180sfu and 80sfu, respectively. Moreover, the DOY of two annual maxima at the
altitude of 400km slightly varies with the seasons but it barely changes at 200km. The
amplitudes of intra-annual variations were found to have a positive correlation with
geomagnetic and solar activities (Guo et al., 2008; Emmert, 2015b). In this study,
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Fig. 4.3 The geographic latitude versus the DOY variation in TMD predicted by DTM2013
during solar maximum (F10.7 = 180 sfu) at (a) 200km and (b) 400km and during solar minimum
(F10.7 = 80 sfu) at (c) 200km and (d) 400km. The quiet geomagnetic condition is modulated by
Kp = 1. The colormap shows the percentage variation about to the global mean TMD (unit: %).
annual and semiannual variations at a given position can be expressed by
ρa(DOY) = ρ¯a + A1 sin
(
2πDOY
365.25
)
+B1 cos
(
2πDOY
365.25
)
+ A2 sin
(
4πDOY
365.25
)
+B2 cos
(
4πDOY
365.25
)
, (4.3)
where ρ¯a is the annual mean TMD; Ai and Bi (i = 1,2) are the coefficients for the annual
and semiannual variations (equivalent to the amplitudes and phases). Smaller-scale
variations are neglected in this equation.
Intra-diurnal
Intra-diurnal variations in the upper thermosphere over 400km mainly results from the
daily variability of solar irradiance (Qian and Solomon, 2012). The most significant
intra-diurnal variations of TMD are diurnal, semidiurnal and terdiurnal variations with
the periods of 24, 12, 8 hours, respectively. Recent study also showed the alignment of
intra-diurnal variations with the upward propagating atmospheric tides generated from
the lower atmosphere (e.g., Forbes et al., 2009), daily periodic solar heating (thermal
force) and gravitational attraction of the Sun and the Moon. Fig. 4.4 presents the LT
versus geographic latitude distribution of percentage variation in DTM2013-derived
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Fig. 4.4 The geographic latitude versus the LT variation in TMD predicted by DTM2013 during
solar maximum (F10.7 = 180 sfu) at (a) 200km and (b) 400km and during solar minimum
(F10.7 = 80 sfu) at (c) 200km and (d) 400km. The quiet geomagnetic condition is modulated by
Kp = 1. The colormap shows the percentage variation about to the global mean TMD (unit: %).
TMD. Again, the solar maximum and solar minimum have been respectively set to
180sfu and 80sfu. During both solar activity periods, the daily peak TMD appears
around 14 LT. It is evident that TMD in the daytime is larger than that in the night-
time except for Fig. 4.4(a) at 200km due to its alignment with the lower atmosphere.
Therefore, the altitude of 200km is not considered in the following OP simulation. The
EMA feature is captured during solar maximum between 12 and 16 LT, which will be
further discussed in Section 4.2.3.
Intra-diurnal variations have been considered in many popular empirical TMD mod-
els, e.g., the DTM-class models (Berger et al., 1998; Bruinsma et al., 2003; Bruinsma,
2015). Analogous to Eq. (4.3), first three intra-diurnal TMD variations at given location
can be expressed as a function of LT (or UT):
ρd(LT ) = ρ¯d +C1 sin
(
2πLT
24
)
+D1 cos
(
2πLT
24
)
+C2 sin
(
2πLT
12
)
+D2 cos
(
2πLT
12
)
+C3 sin
(
2πLT
8
)
+D3 cos
(
2πLT
8
)
, (4.4)
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Fig. 4.5 The geographic latitude versus geographic longitude variation in TMD predicted by
DTM2013 during solar maximum (F10.7 = 180 sfu) at (a) 200km and (b) 400km and during
solar minimum (F10.7 = 80 sfu) at (c) 200km and (d) 400km. The quiet geomagnetic condition
is modulated by Kp = 1. The colormap shows the percentage variation about to the global mean
TMD (unit: %).
where Ci and Di (i = 1,2,3) are the coefficients representing the amplitudes and phases
of variations. Again, other variations are neglected in this equation.
4.2.2 Spatial Variations
Generally, TMD decreases exponentially with the increasing altitude (diffusive equi-
librium state), even though the hydrostatic equilibrium may not be satisfied due to
the global circulation of the thermosphere such as the non-migrating tides (Qian and
Solomon, 2012). Solar irradiance is the dominant energy input to the Earth’s atmosphere,
the TMD peak is, therefore, located close to the sub-solar point (at the local noon).
The movement of the TMD peak creates the day-to-night variation, i.e., the diurnal
variability of TMD. In this study, this LT effect has been removed from the longitudinal
variation of TMD. Fig. 4.5 illustrates the global horizontal TMD of geographic latitude
versus geographic longitude at 12 UTC. One may notice that the latitudinal variation in
TMD is larger than the longitudinal variation.
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Latitudinal
Latitudinal variation is generated by the global atmospheric circulation (neutral wind)
that is excited mainly by the solar irradiance, geomagnetic activities and Earth’s rotation.
This circulation transports energy and atmospheric components to different latitudes.
Moreover, other factors can also affect the latitudinal distribution of TMD such as the
Sun-Earth distance and the coupling effect between thermosphere and ionosphere. For
the same LT and altitude, TMD can be simplified as
ρ(λ,φ) = ρ¯φ+∆ρ(φ) =
1
π
∫ π
2
− π2
ρ(λ,φ) dφ+∆ρφ, (4.5)
where λ and φ are the geographic longitudes and latitudes, respectively; ρ¯φ is the
latitudinal mean TMD and ∆ρφ is the latitudinal variation in TMD; again, other TMD
variations and errors are neglected here.
Longitudinal
Longitudinal variation of TMD is a periodic change through 360° in longitude. This
variation has been found highly correlated to the tides in thermosphere and the Joule
heating in the auroral region (Xu et al., 2013). The tides here refers to the non-migrating
tides that are planetary-scale tidal waves with a harmonic period of one day and does
not propagate with apparent motion of the Sun (Emmert, 2015b). An example of
longitudinal variation is given by Figure S3 in the supporting information, from which
wavenumber-3 and wavenumber-4 patterns are observable (three or four troughs of
TMD in the zonal direction). These patterns have been widely confirmed by numerical
simulations and observations at low latitude and equatorial regions (Xiong et al., 2015).
In the same way, the longitudinal TMD can be decomposed into two components:
ρ (λ,φ) = ρ¯λ+∆ρ(λ) =
1
2π
∫ π
−π
ρ(λ,φ) dλ+∆ρλ, (4.6)
where ρ¯λ is the longitudinal mean TMD and ∆ρλ is the longitudinal variation in TMD.
Again, longitudinal variability of TMD in this study includes the effect of the atmo-
spheric tides.
4.2.3 EMA and MDM
Physics-based variations includes both temporal and spatial variations, which are more
common and usually due to complicated physical dynamics in the atmosphere. This
4.2 Variations in TMD 95
160˚W 80˚W 0˚ 80˚E 160˚E
60˚S
30˚S
0˚
30˚N
60˚N
(a)
12 LT
80˚W 0˚ 80˚E 160˚E 120˚W
60˚S
30˚S
0˚
30˚N
60˚N
14 LT
0˚ 80˚E 160˚E 120˚W
60˚S
30˚S
0˚
30˚N
60˚N
16 LT
160˚W 80˚W 0˚ 80˚E 160˚E
60˚S
30˚S
0˚
30˚N
60˚N
(b)
80˚W 0˚ 80˚E 160˚E 120˚W
60˚S
30˚S
0˚
30˚N
60˚N
0˚ 80˚E 160˚E 120˚W
60˚S
30˚S
0˚
30˚N
60˚N
160˚W 80˚W 0˚ 80˚E 160˚E
60˚S
30˚S
0˚
30˚N
60˚N
(c)
80˚W 0˚ 80˚E 160˚E 120˚W
60˚S
30˚S
0˚
30˚N
60˚N
0˚ 80˚E 160˚E 120˚W
60˚S
30˚S
0˚
30˚N
60˚N
160˚W 80˚W 0˚ 80˚E 160˚E
60˚S
30˚S
0˚
30˚N
60˚N
(d)
−1 0 1 2 3 4
80˚W 0˚ 80˚E 160˚E 120˚W
60˚S
30˚S
0˚
30˚N
60˚N
−2 −1 0 1 2 3
0˚ 80˚E 160˚E 120˚W
60˚S
30˚S
0˚
30˚N
60˚N
−3 −2 −1 0 1 2
Fig. 4.6 Latitudinal and LT distribution of TMD difference (unit: 10−13 kg/m3) at 400km
between Run 1 and Run 2 during solar maximum at (a) March equinox, (b) June solstice, (c)
September equinox and (d) December solstice. White dash lines indicate the geomagnetic dip
equator.
study considers two classic examples of physics-based variations, i.e. EMA and MDM.
Again, the dynamics of these variations may not be of great interest to OP applica-
tions, but it may still have non-negligible impact on orbital dynamics. In addition,
the capability in capturing these types of variations can be a metric to evaluate the
performance of TMD models. Meanwhile, it also helps to improve the understanding of
the thermosphere and further optimises the OP-oriented empirical TMD models.
The EMA phenomenon has been reported to be significant during equinoxes and
high solar activity conditions. It usually coexists with similar latitudinal structures in
neutral temperature and electron density, namely the equatorial temperature anomaly and
the equatorial electron density anomaly respectively. Fig. 4.6 illustrates the distribution
of TMD difference between the TIE-GCM simulation of Run 1 and Run 2 (Run 2 −
Run 1) as shown in Table 4.1. As shown in Fig. 4.2, a clear strip-shaped area of low
TMD distributes along the geomagnetic equator due to the trough in EMA.
As introduced in Section 4.1, the MDM is replicated by adding a non-migrating
terdiurnal tide to TIE-GCM. The configurations of space weather indices and TIE-
GCM can be found in Table 4.1. The terdiurnal tide is simulated by eCMAM and
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the diurnal/semidiurnal tides have been previously considered in TIE-GCM using the
GSWM. Fig. 4.7 illustrates the longitudinal averaged TMD near the midnight during
solar minimum. Evidently, enhancement near the equator during midnight can be seen
in Fig. 4.7(b) for Run 4.
Fig. 4.7 Latitudinal and LT distribution of MDM in TMD (unit: 10−13 kg/m3) at 400km sim-
ulated by (a) Run 3 and (b) Run 4 during solar minimum (F10.7 = 70). Rows from the top to
bottom indicate March, June, September and December.
4.2.4 Stochastic Variations
The uncertainty of TMD models is the largest source of random errors in LEO dynamics.
Although very few studies have focused on the impact of the uncertainty of TMD models
on OP (Emmert et al., 2017). Stochastic errors, generated from the model uncertainty,
can be mathematically regarded as a ‘stochastic variation’ in TMD. This term will be
used hereafter in this study. Referring to Eq. (2.46), the orbital dynamics of the LEO
satellite in ECI without stochastic accelerations can be rewritten as
dx =
drdv
 = f (x, t)dt =  vag+ ang
dt, (4.7)
where x is the state vector of the satellite including the position and velocity.
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Considering a scalar stochastic acceleration following a Gaussian distribution, ODE
of orbital dynamics shown above becomes a stochastic differential equation (SDE)
dx = f (x, t)dt+ g(x, t)dW(t), (4.8)
where x(t) ∈ R6 is a six-dimensional state vector (position-velocity) in this study;
f (x, t) : R6 × [0,∞] → R6 denotes the deterministic terms of the dynamical systems;
W(t) is a scalar Wiener process with the following properties (Kloeden and Platen,
1992):
(i) W(0) = 0;
(ii) For s ≥ 0, the increment W(t+ s)−W(t) is normally distributed with mean zero
and variance s, i.e., W(t+ s)−W(t) ∼ N(0, s);
(iii) For s ≥ 0, the increments W(t+ s)−W(t) are independent over time;
and g(x, t) : R6× [0,∞]→ R6 in Eq. (4.8) denotes the stochastic terms characterising
the diffusion dW. That is,
D [dW(t+ s),dW(t)] = E
[
dW(t+ s)dW⊤(t)
]
= δ(s)σ2 dt, (4.9)
where D and E are respectively the covariance and expectation operators; δ is the Dirac
delta function; the correlation σ2 (or diffusion coefficient) is a scalar because only
stochastic error in TMD is considered in this study.
The Wiener process is also called the Brownian motion since it can be used to
model the physical movement of microscopic particles in a fluid. The f and g here are
continuous and bounded in R6, which can generally be satisfied in most of physical
problems. This type of SDE is also called the Itô process (Kloeden and Platen, 1992;
Park and Scheeres, 2006). Now the solution to Eq. (4.8) can be expressed as
x(t) = x(t = 0)+
∫ t
0
f (x, t)dt+
∫ t
0
g(x, t)dW. (4.10)
Let a˜d be the ‘true’ acceleration due to the ‘true’ TMD ρ˜ and ∆ρ be the error in
the TMD. The error in atmospheric drag caused by the error of TMD models can be
expressed by a ratio q = ∆ρ/ρ:
a˜d = −12 ρ˜ BC |vr|vr = −
1
2
(ρ+∆ρ) BC |vr|vr
= −1
2
ρ BC |vr|vr
(
1+
∆ρ
ρ
)
= −1
2
ρ BC |vr|vr (1+q) .
(4.11)
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Fig. 4.8 Histogram of q = ∆ρ/ρ (a) and Quantile-Quantile plot between q and a standard
Gaussian distribution (b); q is the ratio of error in DTM2012-derived TMD (∆ρ) to the model-
derived TMD (ρ). The reference TMD values are derived from accelerometer measurements
collected from the GRACE-A satellite in 2009.
Fig. 4.8 gives the histogram of percentage error (q) of TMD between an example
of empirical model, DTM2012, and the accelerometer-derived TMD from GRACE-
A provided by Sutton et al. (2007) in 2009. Note that those ratios out of µ± 5σ
are excluded as outliers (outlier deletion rate is around 0.012%). The red curve in
Fig. 4.8(a) indicates the fitting Gaussian distribution. Fig. 4.8(b) gives the Quantile-
Quantile plot of q versus theoretical quantile from a normal Gaussian distribution. It
can be found that the percentage error q approximately follows a Gaussian distribution,
i.e., ∆ρ/ρ ∼ N(0.16,0.22). Similar results for other empirical models refer to Fig. 3.6.
Hence, the stochastic acceleration due to the error in TMD can be approximated by the
Wiener process.
Assuming the ratio q follows a general Gaussian distribution, i.e., q ∼ N(µw,σ2w),
Eq. (4.8) can be written as
dx =
 vag+ ang
dt+
 03×1
µwad(x, t)
dt+
 03×1
σwad(x, t)
dW(t). (4.12)
Applying the properties of Wiener process to the above equation, we have the
expectation of the state x
E [x(t)] = x0+
∫ t
0
 v(t)ag(t)+ ang(t)+µwad(x, t)
dt, (4.13)
4.3 Numerical Analysis based on Orbit Prediction 99
which means the diffusion terms (σw) in the errors do not perturb the expectation of the
orbital dynamics.
For simplicity, the drift term in above equations will not be considered (µw = 0) since
the objective of this study is to determine the impact due to stochastic errors in TMD.
The bias of DTM2013 is neglected in this simulation. While it is worth noting that this
drift term is mainly caused by the imperfect decoupling of the ballistic coefficient and
TMD as discussed in Chapter 3.
Recently, numerical solutions to the SDE problem have been proposed due to the
boost of computational power. Commonly used SDE solvers include Euler and Milstein
methods (Kloeden and Platen, 1992). A Runge-Kutta algorithm for the integration of
SDE problem is used for the stochastic OP in this study. For more details of this SDE
solver, the reader is refereed to Kasdin (1995).
4.3 Numerical Analysis based on Orbit Prediction
The impact of different TMD variations is evaluated in one-day OP simulations. The
configurations of OP are listed in Table 4.3. A drag coefficient of Cd = 2.3 for a spherical
satellite is assumed. This assumed value of Cd will not affect the consistency of the final
results although drag coefficients for other satellites may increase or decrease the orbit
difference (Leonard et al., 2012). The impact is evaluated using the orbit difference
between the predicted orbits with and without the specific TMD variation. Note that
the EMA and MDM are simulated by TIE-GCM and the other TMD variations by
DTM2013. In addition, a mass of 500kg along with a projected area of 0.5m2 are used
based on the geometry of the GRACE satellite.
A set of 30 orbits with different ascending nodes is examined during each four
season (March, June, September and December). The ascending nodes of these 30
orbits are equally spaced at the equator, which indicate the different LT/LST for the
initial epoch of OP simulations. Three inclination angles (0°, 45° and 90°) of the orbits
are examined for analysing the impact of the latitudinal distribution of TMD.
4.3.1 Temporal Impact
Fig. 4.9 illustrates the results of the one-day OP disturbed by intra-annual variations
from DTM2013 during different solar activity periods. The orbit difference is analysed
in radial, along-track and cross-track coordinate. The TMD variations have the largest
impact on the OP in the along-track direction and the smallest impact in the cross-track
direction. The mean three-dimensional (3D) orbit difference due to annual variation
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Table 4.3 Models used for the evaluation of TMD variations in OP.
Configuration Description
Geopotential ITG-Grace2010s (Static gravity model, degree
100) (Mayer-Guerr et al., 2010)
N-body JPL DE430 ephemeris
Solid Earth (pole) tide IERS 2010 conventions (Petit and Luzum,
2010)
Ocean (pole) tide FES2004 (degree 50) (Petit and Luzum, 2010)
Precession and Nutation IAU2000 (Petit and Luzum, 2010)
Earth orientation
parameters
IERS EOP14 C04 data
Solar radiation pressure Cannon-ball model (A = 0.5m2, m = 500kg and
radiation coefficient Cr = 1.3)
Atmospheric drag TIE-GCM and DTM2013 (A = 0.5m2,
m = 500kg and Cd = 2.3)
Horizontal wind HWM14 (Drob et al., 2015)
Propagator Adams-Bashforth-Moulton algorithm for
deterministic OP (absolute tolerance 10−10 and
relative tolerance 10−13, adaptive time step);
Runge-Kutta algorithm for stochastic OP (fixed
time step of 0.1sec) (Kasdin, 1995).
during solar maximum (200−400m) is approximately 1−2 order of magnitude larger
than that during solar minimum (1−10m) (see Fig. 4.9(a)). In addition, the mean value
of the orbit difference is larger than its STD implying that the intra-annual variations
have a more significant impact on the mean value of the predicted orbit than that on the
uncertainty.
The positive mean values of orbit difference in the along-track direction indicate
a smaller atmospheric drag experienced by the satellite and, hence, a smaller TMD in
the OP. Annual TMD variation decelerates the orbital decay in June and September
but accelerates the decay in March and December as shown in Fig. 4.9(a). While as
observed in Fig. 4.9(b), the semiannual variation decelerates the orbital decay near the
solstices and accelerates near the equinoxes, which agrees with the previous studies that
two maxima and two minima exhibit near the equinoxes and the solstices, respectively
(Emmert, 2015b).
The influence of intra-diurnal variations on one-day OP is presented in Fig. 4.10.
Different from intra-annual variations, the mean value of the orbit difference in the
along-track direction is close to zero and much smaller than the STD. These results
indicate that intra-annual variations exert a systematic bias on one-day OP but intra-
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Fig. 4.9 Impact of (a) annual and (b) semiannual variations in TMD on one-day OP at the
altitude of 400km during solar maximum and solar minimum (unit: m). The bars show the
mean value of orbit difference between the control and reference orbits in radial, along-track
and cross-track directions along with the three-dimensional (3D) value. The values over/under
the bar are the STD of orbit difference.
diurnal variations do not. It strongly suggests that a zero mean periodic variation in
TMD may not affect the orbit unless the prediction time is much shorter than the period
of the TMD variation. Nevertheless, both intra-annual and intra-diurnal variations
enhance the uncertainty of the predicted orbit.
4.3.2 Spatial Impact
As shown in Fig. 4.11, the orbit differences caused by the latitudinal and longitudinal
TMD variations are much smaller than that of the temporal variations. During solar
maximum, 3D orbit difference for latitudinal variation is nearly 100m. Note that the
longitudinal variation due to the movement of the sub-solar point has been removed
by using a fixed LST in DTM2013. The degree of the spherical harmonics used by
DTM2013 is less than 6 (incomplete terms of the Legendre functions were adopted)
and, therefore, the impact of the horizontal variations shown here only includes the
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Fig. 4.10 Impact of (a) diurnal, (b) semidiurnal and (c) terdiurnal variations in TMD on one-day
OP at the altitude of 400km during solar maximum and solar minimum (unit: m). The bars show
the mean value of orbit difference between the control and reference orbits in radial, along-track
and cross-track directions along with the three-dimensional (3D) value. The values over/under
the bar are the STD of orbit difference larger than 1cm.
horizontal variations with the wavelength larger than 30°. Further studies are required
to investigate the impact of the small scale horizontal variations in TMD.
4.3.3 Impact of EMA and MDM
Table. 4.4 presents the orbit difference predicted without and with EMA (no EMA −
EMA) in radial, along-track and cross-track directions for a one-day OP simulation for
different seasons. The 3D orbit difference can reach up to 50m. EMA tends to slightly
accelerate the orbital decay because of the negative orbit difference in radial direction.
In order to show more details on the EMA’s influence, the difference of the perigee
distance, semi-major axis, eccentricity and inclination for one example OP simulation
is shown in Fig. 4.12. The grey areas illustrate the time when the satellite pass the
equatorial region during 10–20 LT. The differences in perigee distance and eccentricity
clearly show the two peaks when the satellite enters and exits the EMA region.
Although the percentage amplitude of MDM is higher than that of EMA, the
mean orbit difference of MDM (<8m) in the radial direction during solar minimum
in Table 4.5 is much smaller than that of EMA (20−50m) during solar maximum in
Table 4.4. This can be explained by the fact that EMA is simulated in the daytime during
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Fig. 4.11 Impact of (a) latitudinal and (b) longitudinal variations in TMD on one-day OP at
400km during solar maximum and solar minimum (unit: m). The bars show the mean value of
orbit difference between the control and reference orbits in radial, along-track and cross-track
directions along with the three-dimensional (3D) value. The values over/under the bar are the
STD of orbit difference larger than 1cm.
solar maximum but MDM in the night-time during solar minimum. The uncertainties in
the along-track direction caused by EMA and MDM are all around ∼10m .
Table 4.4 Mean and STD (in parenthesis) of orbit difference for the EMA (unit: m).
Season Radial Along-track Cross-track 3D
So
la
rM
ax Mar −0.16 (0.73) 16.5 (56.4) 2.8×10−3 (4.4×10−3) 47.0 (36.1)
Jun −0.05 (0.59) 6.8 (44.7) 4.0×10−3 (6.3×10−3) 39.0 (23.6)
Sep −0.19 (0.72) 14.4 (53.9) 3.2×10−3 (4.8×10−3) 45.2 (33.6)
Dec −0.21 (0.68) 16.7 (53.6) 2.9×10−3 (4.6×10−3) 44.6 (34.9)
So
la
rM
in Mar −0.03 (0.05) 3.1 (4.6) −9.0×10−5 (8.3×10−4) 4.2 (3.6)
Jun −0.02 (0.04) 1.8 (2.8) −4.0×10−5 (5.3×10−4) 2.6 (2.1)
Sep −0.03 (0.05) 2.4 (3.9) −2.7×10−6 (5.4×10−4) 3.5 (3.0)
Dec −0.03 (0.05) 2.4 (4.0) 8.1×10−5 (6.6×10−4) 3.4 (3.3)
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Fig. 4.12 Orbit difference of an one-day OP simulation for perigee distance, semi-major axis,
eccentricity and inclination (unit: m). The orbit difference is calculated from the orbits predicted
without and with EMA (no EMA − EMA). The grey areas illustrate the time when the satellite
in the EMA region during 10–20 LT.
Table 4.5 Mean and STD (in parenthesis) of orbit difference for the MDM (unit: m).
Season Radial Along-track Cross-track 3D
So
la
rM
ax Mar −2.35 (0.66) 180.4 (29.4) −3.3×10−2 (5.9×10−2) 182.8 (29.7)
Jun −1.36 (0.44) 100.8 (22.4) −1.9×10−2 (3.4×10−2) 102.2 (22.7)
Sep −2.54 (0.69) 186.0 (28.7) −3.5×10−2 (6.2×10−2) 188.6 (29.0)
Dec −1.55 (0.50) 121.0 (25.9) −2.2×10−2 (4.1×10−2) 122.6 (26.2)
So
la
rM
in Mar −0.09 (0.14) 7.5 (8.7) −1.5×10−3 (5.1×10−3) 10.5 (5.0)
Jun 0.01 (0.15) -1.4 (9.0) 4.3×10−4 (3.9×10−3) 6.9 (6.1)
Sep −0.10 (0.15) 8.0 (8.4) −1.6×10−3 (4.4×10−3) 10.6 (4.9)
Dec 0.06 (0.15) -3.6 (11.7) 9.3×10−4 (5.9×10−3) 8.5 (9.1)
4.3.4 Stochastic Impact
Referring to the 15− 30% percentage error of empirical TMD models confirmed by
many previous studies, a Wiener process with a diffusion coefficient of 0.04 (corre-
sponding to a Gaussian noise of 20% percentage error in TMD) is examined in the
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Fig. 4.13 Orbit difference of one-day OP due to the stochastic TMD variations in the radial,
along-track, cross-track and 3D directions during solar maximum and solar minimum (unit: m).
Shown in each panel are the 3×4×30 simulations (light green), the mean of all simulations
(red) and the interval of one STD (blue) as a function of prediction time. The stochastic variation
in TMD is simulated by the TMD ratio using a Gaussian distribution with a STD of 20%.
OP simulation. The drift in the Wiener process, or the bias in the TMD prediction, is
not considered but it can be regarded as a deterministic force in the orbital dynamics
as shown in Chapter 4.2.4. The results shown in Fig. 4.13 are not grouped by the sea-
sons and inclination angles since no obvious seasonal- or inclination-dependence has
been observed. The orbit difference is generally less than 10m for most cases. The
only difference results from the solar activity: the orbit difference during solar maxi-
mum (F10.7 = 200) is 1−2 order of magnitude larger than that during solar minimum
(F10.7 = 70). Comparing with the result of <1m in a two-body problem (not shown in
this study), the non-linear orbital dynamics described in Table 4.3 amplifies the impact
of the stochastic variation in TMD.
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Table 4.6 Impact of TMD variations on the one-day OP at 400km. The values inside and outside
of the parentheses are the seasonal mean and STD (unit: m).
TMD
Variation
Errors
Solar Max Solar Min
Annual 300 (20) 25 (5)
Semiannual 800 (40) 70 (15)
Diurnal 50 (30) 10 (10)
Semidiurnal 100 (100) 10 (10)
Terdiurnal 1 (1) 0.5 (0.5)
Latitudinal 75 (50) 25 (20)
Longitudinal 1 (1) 0.5 (0.5)
Stochastica 3 (2) 0.3 (0.2)
EMAb 50 (30) 5 (3)
MDMc 150 (30) 15 (6)
a White Gaussian error with an STD of
20% in TMD.
b EMA: equatorial mass density anomaly.
c MDM: midnight mass density maxi-
mum.
4.3.5 Discussions and Conclusions
Table 4.6 summarises the error level of the TMD variations analysed in this study. It is
evident that the impact of TMD during solar maximum is far larger than that during
solar minimum. Especially, TMD variations have the largest impact in along-track
direction. The magnitudes of orbit difference in along-track direction caused by annual
variation are found to be of 200−400m during solar maximum and 15−30m during
solar minimum. The orbit difference of semiannual variation is nearly two times as large
as that of annual variation. Note that the signs of the mean orbit difference for the intra-
annual variations corresponds to the peak and trough values of the TMD variations. The
impact of intra-diurnal variations are much smaller than that of intra-annual variations.
It is interesting to find that the mean orbit differences of the one-day OP simulations
are very close to zero for intra-diurnal variations. Therefore, the zero mean periodic
variations in TMD are thought to significantly change the predicted orbit if the period
of the TMD variation is larger than the time span of OP. EMA affects the one-day
OP at 400km with a magnitude of 50m. Both the differences in the perigee distance
and eccentricity clearly show a feature with two maxima which is aligned with EMA
feature. The result shows that orbit dynamics in LEO is more sensitive to MDM than
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EMA, which indicates the atmospheric tides have a stronger impact on LEO than that
of field-aligned ion drag.
4.4 Summary
This study investigated and quantified the impact of different TMD variations on the
one-day OP at the orbital altitude of 400km. In the OP simulations, DTM2013 was
used to capture the intra-annual, intra-diurnal and horizontal variations of TMD and
TIE-GCM to reproduce the EMA and MDM features in the lower thermosphere. The
sensitivity of the LEO dynamics to TMD variations under low and high solar activity
was analysed and summarised. TMD variations are shown to have a notable impact on
the orbit dynamics. The result of this study demonstrate the necessity for efficient and
precise OP to carefully consider each TMD variation based on the given space mission.
Moreover, this study provide insightful recommendations to optimising the trade-off of
OP between efficiency and precision for the satellite missions; e.g., target tracking and
measurement association (Cai et al., 2018).

CHAPTER 5
Modelling of TMD During
Geomagnetic Quiet Time
The past two decades have witnessed a resurgence of many new empirical TMD
models. These have been developed using the accelerometer-derived TMD from the
Earth observation satellites in LEO (Sutton, 2008; Doornbos et al., 2010; Mehta et al.,
2017), such as GRACE, CHAMP and GOCE satellites. Additionally, many advanced
techniques have been attempted in the TMD modelling such as the Fourier analysis
(Liu et al., 2013), SH (spherical harmonics) analysis (Yamazaki et al., 2015), principal
component analysis (Calabia and Jin, 2016) and ANN (artificial neural network) analysis
(Perez et al., 2014; Chen et al., 2014). The details of these methods are given in
Section 5.2.
As discussed in Chapter 3, it can be difficult to consistently evaluate the performance
of empirical TMD models because of hidden biases in the empirical models (Pardini
et al., 2012) as well as discrepancies in the reference TMD data sets used to construct
the models (He et al., 2018). The reference TMD data sets used in the modelling are
usually different from those used in the model evaluations. For instance, a high-latitude
atmospheric neutral density model (HANDY) was developed by Yamazaki et al. (2015)
using CHAMP and GRACE derived TMD data sets (Doornbos et al., 2010) but could
not be reliably compared with the JB2008 model which was developed from different
reference TMD data set provided by Bowman et al. (2008b).
Therefore, the main research objective of this Chapter is to comprehensively inves-
tigate the performance of three aforementioned methods used in the TMD modelling.
This preliminary studies only focuses on the TMD modelling during geomagnetic
quiet time. The models investigated and the observations used in the modelling and
validation are first outlined in Section 5.1. The modelling methodology is documented
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in Section 5.2. The results of the study are presented in Section 5.3, followed by some
conclusions and future work given in Section 5.4.
5.1 Observations and Models
In this Chapter, accelerometer-derived TMD from the GRACE (2002–2010), CHAMP
(2002–2010) and GOCE (2009–2013) satellites are used to develop empirical TMD
models. The GRACE, CHAMP and GOCE TMD data sets are calibrated to account
for the hidden biases of 10−20% as documented by Mehta et al. (2017) and He et al.
(2018). The space weather indices used in the modelling are first analysed on their
Pearson correlation coefficients with observed TMD and the more suitable indices are
selected for further modelling.
5.1.1 Response of TMD to Space Weather Indices
Many different space weather indices have been proposed and used in thermosphere
modelling. This study evaluates the correlation between TMD and ∼40 space weather
indices. These include (a) hourly solar wind parameters (e.g., IMF, solar wind velocity
and solar wind pressure), (b) 3-hour geomagnetic indices (e.g., Kp, ap, Dst and am) and
(c) daily solar indices (e.g., solar flux at the wavelength of 30cm, 15cm, 10.7cm, 8cm
and 3.2cm) (Yaya et al., 2017). A detailed overview of these indices can be found in
He et al. (2018) and in Chapter 3.
The six solar indices with the highest Pearson correlation coefficient are illustrated
in Fig. 5.1. The time lag is the length of days before or after the current epoch of
TMD observations. The TMD data sets from GRACE-A/B, CHAMP and GOCE are
daily averaged and normalised to the altitude of 400km using NRLMSISE-00. Again,
the analysis presented here may not be affected by such TMD normalisation during
the geomagnetic quiet time. Note that all other TMD data sets are scaled to that of
GRACE-A in order to remove the hidden discrepancies (see Section 5.1.2). The figure
shows that P10.7 = (F10.7+ F¯10.7)/2 has the best correlation with daily mean TMD.
The Kp index from the NASA OMNI2 data set also shows the highest correlation
among geomagnetic indices (Fig. 5.2). The Pearson correlation coefficients for geo-
magnetic indices are much lower than that of the solar indices for two main reasons.
First, geomagnetic activity has short-term (e.g., hourly) influence on TMD and hence
does not well-correlate solar flux activity at long trend. The other reason is the fact that
the TMD modelling in this study is performed during geomagnetic quiet time without
geomagnetic storms and solar flares. The geomagnetic quiet time is hereafter identified
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Fig. 5.1 Pearson correlation coefficients between accelerometer-derived TMD and solar indices
of (a) daily average and (b) last 81-day average during quiet time. Solar indices considered
include the sunspot number, F10.7, Lyman-α, Mg II, M10.7, P10.7, etc. Scaled TMD data sets
from GRACE-A/B, CHAMP and GOCE are daily averaged and normalised to the altitude of
400km using NRLMSISE-00. The curve of Mg II is completely overlapped by that of M10.7
due to their linearity. The legend is shared between the top and bottom panels.
by Dst ≥ −50nT and ap ≤ 32nT (corresponding to Kp > 4+) and X-ray flux no larger
than 1.0×10−5 W/m2 (corresponding to X-class and M-class solar flares).
5.1.2 TMD from LEO Accelerometers
The TMD data sets derived from the CHAMP and GRACE satellites and that from the
GOCE satellite have been made freely available by Mehta et al. (2017) and Doornbos
et al. (2010), respectively. The reader is directed to these authors and the reference
therein for more details regarding the computation and data processing methods used.
It is worth noting that discrepancies exist between these TMD data sets as emphasised
in previous studies (Yamazaki et al., 2015; Lei et al., 2012a).
An inter-calibration procedure of TMD data sets is hence performed by comparing
with the NRLMSISE-00 model to minimise the discrepancies of TMD data sets from
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Fig. 5.2 Pearson correlation coefficients between accelerometer-derived TMD and geomagnetic
and solar wind indices of (a) daily average and (b) last 81-day average during quiet time.
Considered geomagnetic indices include Kp, ap, Km, am, aa, Dst, PC, IMF (interplanetary
magnetic field) components, solar wind plasma parameters (flow pressure, temperature, speed
and proton density). Note that the Kp index is provided by NASA OMNI2 with a resolution of
0.1nT. The legend is shared between the top and bottom panels.
different satellites. The NRLMSISE-00 model is used in the calibration due to its
capability in physically capturing the annual and semiannual oscillations compared to
the post hoc TMD modulation used in other empirical models (Weimer et al., 2016);
e.g., JB2008. Consequently, the ACC-TMD ρ(h) at the altitude of h is scaled by
ρ˜(h) =
〈
ρm(h)
ρ(h)
〉
· ρ(h), (5.1)
where ρm is the TMD output from NRLMSISE-00, ρm/ρ is the model-to-observation
TMD ratio defined in Chapter 3 and ⟨·⟩ denotes the average operator over the years of
2002–2013.
Note that this TMD calibration procedure is different from the vertical TMD nor-
malisation mentioned in Chapter 3. Moreover, the calibration procedure undertaken
here may not change the final results. This is because the TMD observations during
geomagnetic storms and solar flares are identified and removed according to the space
weather conditions mentioned earlier. Also, TMD estimate is flagged as an outlier if
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Fig. 5.3 Model-to-observation ratio of TMD from (a) GOCE, (b) CHAMP, (c) GRACE-A and
(d) GRACE-B during geomagnetic quiet time from 2002 to 2013. The empirical model used
here is NRLMSISE-00. See Section 5.1.2 for more details of the data selection. The GOCE
TMD data are provided by Doornbos (2012) and the others are provided by Mehta et al. (2017).
The legend is shared among all the panels.
the TMD ratio is beyond the range of 3·IQR (see Section 3.4.1). As a result, up to
0.2% of TMD data was excluded during high solar activity in the year of 2007–2009.
The exclusion rate is closer to zero during other times for all satellites. Only TMD
observations that pass this quality control are used hereafter.
The yearly TMD ratios in 2002–2013 for four satellites, as defined in Section 3.4.1,
are statistically illustrated in Fig. 5.3. Consistent with the results given by He et al.
(2018) and Chapter 3, the yearly mean TMD ratios marked by green crosses show a
solar-dependent trend, which most likely results from the estimation of drag coefficient.
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5.2 Modelling Algorithms
This section develops three different empirical TMD models. Only the P10.7 and Kp
indices are used from the correlations discussed in Section 5.1.1. Furthermore, the
evaluation of these new empirical models developed is based on the natural logarithm
of TMD, which is more appropriate in the representation of TMD (Yamazaki et al.,
2015). Note that the model coefficients are represented by a for clarity but their values
are different in each model. An equivalent error weight is assumed for the TMD data
sets of four satellites.
5.2.1 Fourier Analysis
The application of the trigonometric function to TMD modelling was first attempted
by Liu et al. (2013). Their model was constructed using CHAMP TMD data set (2002–
2005) and the solar and geomagnetic driving forces were modelled using daily P10.7
and ap indices, respectively. Assuming a non-linear TMD profile, an updated version
incorporating the solar wind merging electric field was developed by Xiong et al. (2018).
In the research presented here, this method is named as ‘Fourier’ due to its use of the
Fourier series as shown in Eqs. (5.2)–(5.9).
The Fourier-based model ρ(P10.7,Kp,φ,λ,h,DOY,UT,HOD) considered in this
study can be expressed as
ρ = e f1(h) · f2(P10.7) · f3(Kp) · f4(φ) · f5(λ) · f6(HOD) · f7(DOY), (5.2)
where terms fi (i = 1, . . . ,7) represent the vertical, solar activity, geomagnetic, latitudinal,
longitudinal, intra-diurnal and intra-annual variations in TMD, respectively1:
f1(h) = a0+
n1∑
i=1
a1(i)hi, (5.3)
f2(P10.7) = 1+
n2∑
i=1
a2(i) Pi10.7, (5.4)
f3(Kp) = 1+
n3∑
i=1
a3(i) Kip, (5.5)
f4(φ) = 1+
n4∑
i=1
(a4(i) sin2iφ+a5(i)cos2iφ) , (5.6)
1cos
(
2πi
180φ
)
and sin
(
2πi
180φ
)
are used in Liu et al. (2013) and Xiong et al. (2018) due to the degree unit
of φ. The same case for the longitude λ.
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f5(λ) = 1+
n5∑
i=1
(a6(i) sin iλ+a7(i)cos iλ) , (5.7)
f6(HOD) = 1+
n6∑
i=1
[
a8(i) sin
(
2πi
24
HOD
)
+a9(i)cos
(
2πi
24
HOD
)]
, (5.8)
f7(DOY) = 1+
n7∑
i=1
[
a10(i) sin
(
2πi
365
DOY
)
+a11(i)cos
(
2πi
365
DOY
)]
, (5.9)
where φ and λ are the geographic/solar/geomagnetic latitude and longitude (see Chap-
ter 2.2), which are termed as ‘general’ latitudes and longitudes hereafter; h is the altitude
and ρ0 is the TMD at the reference altitude of h0. HOD is the hour of the day and DOY
is the day of year, which can be measured by UT, LT, LST or MLT as introduced in
Chapter 2.1. φ, λ and HOD used by Xiong et al. (2018) are the geographic coordinate
and MLT.
The TMD modelling undertaken in this study is performed during geomagnetic
quiet time but the Kp index is still used in the model generation for better representation
of the models. As clarified by Yamazaki et al. (2015), ap = 0 (Kp = 0 in this study) is
applied in the model evaluation representing the geomagnetic quiet time. In order to fix
the period of intra-annual variations to 365 days, TMD on DOY of 366 is excluded.
The advantage of using log-TMD in modelling and analysis of TMD in altitude, as
commented by Emmert and Picone (2010), is that the variance of log-TMD is more
uniform. Another important reason for the use of log-TMD is the exponential decreasing
trend identified in the TMD profile. If the modelling is directly performed in terms of
TMD, the TMD residuals at high altitudes (e.g., from the GRACE twin satellites) can
be 2 ∼ 3 orders of magnitude smaller than those at the lower thermosphere (e.g., from
the GOCE satellite). This can lead to a least-square solution only fit to low-altitude
TMD observations.
To apply the log-TMD modelling scenario, four schemes of the Fourier-based model
are investigated in this study:
(i) Taking natural logarithm directly to both sides of Eq. (5.2) yields the expression
of the first Fourier-based model as:
lnρ = f1(h)+ ln f2(P10.7)+ ln f3(Kp)+ ln f4(φ)+ ln f5(λ)
+ ln f6(HOD)+ ln f7(DOY), (5.10)
which requires fi (i = 2−7) to be non-negative functions. The model coefficients
in Eq. (5.10) can be estimated using an iterative non-linear least squares method
116 Modelling of TMD During Geomagnetic Quiet Time
subject to the cost function as
arg min(ln ρ˜− lnρ)⊤(ln ρ˜− lnρ), (5.11)
where ln ρ˜ and lnρ are respectively the predicted and observed log-TMD. By
expressing the model inputs x = (h,P10.7,φ,λ,HOD,DOY) and the model co-
efficients a = [ai] (i = 0− 11), the model-derived TMD can be expressed as a
function of the x and a. Then the increment of model coefficients a in the iterative
estimation can be calculated by:
∆ai =
(
B⊤B
)−1
B⊤V, (5.12)
where B = ∂ lnρ/∂a is the design matrix of the observation equation that contains
the first derivatives of the model prediction with respect to the model coefficients;
V = ln ρ˜− lnρ is the observed-minus-predicted log-TMD residuals.
(ii) Another scheme to apply the log-TMD modelling strategy in Eq. 5.2 using a
linear form can be expressed as
lnρ = f1(h)+ f ′2(P10.7)+ f
′
3(Kp)+ f
′
4(φ)+ f
′
5(λ)+ f
′
6(HOD)+ f
′
7(DOY), (5.13)
where f ′i = fi−1 (i = 2−7) and attention is expected to the difference between fi
and f ′i (i = 2−7).
The model coefficients a can be estimated from an iterative linear least squares
method with an initial value of zeros. This scheme aims to evaluate the different
performance of both non-linear and linear TMD models. It is worth noting that
the non-linear form of log-TMD lnρ = f1(h) · f ′2(P10.7) · f ′3(Kp) · f ′4(φ) · f ′5(λ) ·
f ′6(HOD) · f ′7(DOY) cannot be appropriately interpreted and hence not considered
in the present study, even though it provides better fitting results.
(iii) In the following discussion, it will be shown that the previous two schemes (i
and ii) have a poor capability in capturing the vertical variation of TMD. This
is particularly the case for the TMD modelling with four satellites covering the
altitudes of 200−550km in the present study. Therefore, Eq. (5.13) is expanded
to consider different reference heights by removing the altitude-dependent term
f1:
lnρ(h0) = lnρ0+ f ′2(P10.7)+ f
′
3(Kp)+ f
′
4(φ)+ f
′
5(λ)+ f
′
6(HOD)+ f
′
7(DOY), (5.14)
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where h0 is the reference heights of 250, 300, 400, 500 and 550km. The log-TMD
at the altitude of h will be linearly interpolated from the nearest two reference
heights. Subsequently, five times of the model coefficients are used, in comparison
with the scheme ii.
(iv) A multivariable linear least squares minimisation method is used in the model
of Liu et al. (2013). Since the linear assumption of vertical TMD used by Liu
et al. (2013) is only valid for the altitude range of one scale height (∼70km), an
updated equation based on log-TMD modelling proposed here can be given as
lnρ = f1(h)
(
1+ f ′2(P10.7)+ f
′
3(Kp)+ f
′
5(λ)
)
f4(φ) f6(HOD) f7(DOY). (5.15)
The Eq. (5.15) is fully expanded to the form of summation in order to take all
interrelations of fi into account before estimate the model coefficients. The
readers refer to Liu et al. (2013) and Kakinami et al. (2009) for more details.
Note that this multivariable fitting dramatically multiplies the number of model
coefficients in Liu et al. (2013)’s model from 36 to 6750, and results in a problem
of rank deficiency in the normal equation. Hence, the solar and geomagnetic
variations are combined into the longitudinal variation for reducing both the
computational time and the number of model coefficients. Moreover, the height-
dependent version, similar to the scheme iii, is not applied to this model because
of the large number of model coefficients.
In the previous research, different orders of the Fourier-based models have been
used. For instance, geographic coordinates and LT are applied in the model of Liu et al.
(2013) with the orders of (n1,n2,n3,n4,n5,n6,n7) = (1,1,1,4,6,2,2) in capturing the
annual/semiannual variations (n6 = 2) and diurnal/semidiurnal variations (n5 = 2). They
assumed a linear approximation of altitudinal variation (n1 = 1). While, the orders used
by Xiong et al. (2018) are set to (n1,n2,n3,n4,n5,n6) = (1,2,1,6,4,4,3) and the solar
wind merging electric field (see Section 3.1) is adopted as the geomagnetic index.
Due to the possible rank-deficiency in the design matrix B and the sizeable data
records used (N = 1.163×107), a good initial value of coefficients is of great significance
in obtaining a convergent solution. In this study, the initial value is first calculated by
the Levenberg-Marquardt non-linear algorithm (Marquardt, 1963), which can be written
as
∆a =
(
B⊤B+βIna
)−1
B⊤V, (5.16)
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where β is a non-negative scalar factor, called the damping factor; Ina is an na × na
identity matrix and na is the number of model coefficients. As β in the above equation
decreases to zero, it makes the Levenberg-Marquardt estimation to be the regular least
squares solution, while a large value of β makes it approach to the gradient-descent
method.
5.2.2 Spherical Harmonics Analysis
Similar to the Horizontal Wind Model (HWM) (Drob et al., 2008, 2015) and other
empirical models based on the SH analysis (e.g., He et al., 2017), the HANDY model
(Yamazaki et al., 2015) was developed using the SH expansion and split into two parts —
a geomagnetic quiet model and a disturbed model. This quiet model is calibrated from
NRLMSISE-00 only to an altitude of 400km. The TMD model based on SH analysis
in this study is slightly different from both the NRLMSISE-00 and HANDY models as
follows:
lnρ =
n1∑
i=1
a0(i)hi+G
(
P10.7, P¯10.7,Kp,φ,λ,DOY,UT,HOD
)
, (5.17)
where a0 is the constant coefficients of the altitude-dependent variation. The vertical
profile of TMD in NRLMSISE-00 and DTM2013 is modelled by a diffusive term based
on atmospheric temperature as shown in Eq. (3.16). It is not considered in this study
because no atmospheric temperature observation is available.
In Eq. (5.17), the function of G(P10.7, P¯10.7,Kp,φ,λ,DOY,UT,HOD) is given by
G = a1 P1,0+
(
a2+a3∆P¯10.7
)
P2,0+a4 P4,0+a5 P6,0 (Time independent)
+a6 cos
[
2π
365
(DOY −a7)
]
(Symmetrical annual)
+
(
a8+a9 P2,0
)
cos
[
4π
365
(DOY −a10)
]
(Symmetrical semiannual)
+F1
(
a11 P1,0+a12 P3,0
)
cos
[
2π
365
(DOY −a13)
]
(Asymmetrical annual)
+a14 P1,0 cos
[
4π
365
(DOY −a15)
]
(Asymmetrical semiannual)
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+
{
a16 P1,1+a17 P3,1+a18 P5,1+a19 P2,1 cos
[
2π
365
(DOY −a13)
]}
F2 cos
(
2π
24
HOD
)
+
{
a20 P1,1+a21 P3,1+a22 P5,1+a23 P2,1 cos
[
2π
365
(DOY −a13)
]}
F2 sin
(
2π
24
HOD
)
(Diurnal)
+
{
a24 P2,2+a25 P4,2+
(
a26 P3,2+a27 P5,2
)
cos
[
2π
365
(DOY −a13)
]}
F2 cos
(
4π
24
HOD
)
+
{
a28 P2,2+a29 P4,2+
(
a30 P3,2+a31 P5,2
)
cos
[
2π
365
(DOY −a13)
]}
F2 sin
(
4π
24
HOD
)
(Semidiurnal)
+
{
a32 P3,3+
(
a33 P4,3+a34 P6,3
)
cos
[
2π
365
(DOY −a13)
]}
F2 cos
(
6π
24
HOD
)
+
{
a35 P3,3+
(
a36 P4,3+a37 P6,3
)
cos
[
2π
365
(DOY −a13)
]}
F2 sin
(
6π
24
HOD
)
(Terdiurnal)
+
{
a38 P2,1+a39 P4,1+a40 P6,1+a41 P1,1+a42 P3,1+a43 P5,1+
(
a44 P1,1+a45 P3,1+a46 P5,1
)
cos
[
2π
365
(DOY −a13)
]}(
1+a47∆ P¯10.7
)
cosλ
+
{
a48 P2,1+a49 P4,1+a50 P6,1+a51 P1,1+a52 P3,1+a53 P5,1+
(
a54 P1,1+a55 P3,1+a56 P5,1
)
cos
[
2π
365
(DOY −a13)
]}(
1+a47∆ P¯10.7
)
sinλ
(Longitude)
+a57∆P10.7+a58∆P10.7∆P¯10.7+a59∆P210.7+a60∆P¯10.7+a61∆P¯
2
10.7
(Solar activity)
+
(
a62 P1,0+a63 P3,0+a64 P5,0
) (
1+a65∆P¯10.7
) (
1+a66 P1,0
) ·{
1+a67 P1,0 cos
[
2π
365
(DOY −a13)
]}
cos
[
2π
24
(UT −a68)
]
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+
(
a69 P3,2+a70 P5,2+a71 P7,2
) (
1+a72∆P¯10.7
)
cos
[
2π
24
(UT −a73)+2λ
]
(UT)
+
{
a76+a77P2,0+a78P4,0+
(
a79P1,0+a80P3,0+a81P5,0
)
· cos
[
2π
365
(DOY −a13)
]
+
(
a82P1,1+a83P3,1+a84P5,1
)
cos
[
2π
24
(HOD−a85)
]}
∆A
(Magnetic activity)
+
{(
a86P2,1+a87P4,1+a88P6,1
) (
1+a89P1,0
)
cos(λ−a90)
+
(
a91P1,1+a92P3,1+a93P5,1
)
· cos
[
2π
365
(DOY −a13)
]
cos(λ−a94)
+
(
a95P1,0+a96P3,0+a97P5,0
)
cos
[
2π
24
(UT −a98)
]}
∆A,
(UT/longitude/magnetic)
(5.18)
where
∆P10.7 = P10.7− P¯10.7,
∆P¯10.7 = P¯10.7−150,
F1 = 1+a74∆P¯10.7+a57∆P10.7+a59∆P210.7,
F2 = 1+a75∆P¯10.7+ c57∆P10.7+ c59∆P210.7,
∆A = (Kp−1)+a99(Kp−1),
(5.19)
and Pm,l (φ) is the non-normalised Legendre polynomials as used in NRLMSISE-00;
φ and λ are the general latitudes and longitudes as described in Section 5.2.1. Again,
terms related to the geomagnetic effect are estimated in the modelling of this study but
the developed models will be evaluated at Kp = 0 for consistency. See Yamazaki et al.
(2015) for more explanation. Similar to the Fourier-based model, the model coefficients
in Eq. (5.19) are estimated using a separate Levenberg-Marquardt algorithm, which is
also originally used in the development of NRLMSISE-00 (Picone et al., 2002).
Again, an altitude-dependent version of the SH-based model is proposed as:
lnρ(h0) = lnρ0+G
(
P10.7, P¯10.7,Kp,φ,λ,DOY,UT,HOD
)
, (5.20)
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where h0 is the reference heights of 250, 300, 400, 500 and 550km. Likewise, the
log-TMD at the altitude of h is linearly interpolated from two nearest reference heights
as the Fourier-3 model does.
The SH-based model is developed from NRLMSISE-00 but some difference still
remains. First, the SH analysis is directly applied to the number density of each
atmospheric composition in NRLMSISE-00. Second, NRLMSISE-00 is constructed
on a theoretical profile of atmospheric temperature which is not considered here. In
addition, the original order of SH analysis in NRLMSISE-00 is followed in this study
without optimisation since it is beyond the scope of this study. Also in contrast to the
linear and non-linear modelling used in the Fourier-based model, the SH-based model
is an integrated model. One can find that TMD variations, as denoted by the text in
Eq. (5.18), are linearly modelled but non-linear multiplicative forms are adopted in the
variations.
5.2.3 Artificial Neural Networks
The artificial neural network (ANN) technique was initially designed to investigate
non-linear classification, regression and pattern recognition by resembling biological
brains as shown in Fig. 5.4(a). A classic ANN consists of three components: input layer,
hidden layers and output layer as shown in Fig. 5.4(b). ANN is a non-linear processing
unit which is characterised by inputs, outputs, biases, weights and activation functions.
Round circles in Fig. 5.4(b) represent artificial neurons.
Each hidden layer is connected to the former and next layers by the artificial neurons
(nodes). In order to capture any non-linear relationship, a bias and an activation function
are applied in each hidden layer as shown in Fig. 5.4(b). For example, the value of the
neurons in the layer L j+1 are calculated from that of neurons in the layer L j
L j+1 = ϕ
(
w j L j+ b j
)
, (5.21)
where w j and b j are the weight matrix and bias vector, respectively; ϕ(.) is an activation
function such as
Sigmoid(x) =
1
1+ e−x
,
tansig(x) =
2
1+ e−2x
−1,
ReLu(x) = max(0, x),
Gaussian(x) = e−x
2
,
Linear(x) = x.
(5.22)
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Fig. 5.4 Diagram of (a) biological neuron and (b) ANN.
Usually, a gradient descent algorithm is used to iteratively estimate the weights and
biases of the ANN model subject to the least squares metric arg min {V⊤V}, where V is
the model residuals defined in Eq. (5.16); w and b are the weight and bias of the ANN.
For this sum-squared error cost function, gradient descent yields
∆a = −ηB⊤V, (5.23)
where η is the learning rate. The activation function applied to the hidden layer in this
study is the tangent sigmoid function and a pure linear function to the output layer. This
selection is made based on multiple trials of different combinations in the modelling.
Many improvements of the standard gradient descent have been made including
random gradient descent, gradient descent with momentum and conjugate gradients,
and mini-batch gradient descent (Blackwell and Chen, 2009). In this study, a Levenberg-
Marquardt algorithm similar to Eq. (5.16) is used to replace standard gradient descent
algorithm for its better robustness and faster convergence. The estimation process in
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ANN is also called training (or learning process), similar to the acquisition of experience
and knowledge in biological brains. The TMD data sets are randomly partitioned into
three segments that include training (70%), validation (15%) and test (15%) in order to
avoid over-training (or over-fitting) and under-training (under-fitting). Over-training is
the condition where an ANN model gains too much information in the training process
and loses its generalised capability of prediction. Conversely, under-training is the
condition that the ANN model is unable to learn the relationship due to insufficient
neurons (Perez et al., 2014). The ANN algorithm has been implemented in the build-in
MATLAB Deep Learning Toolbox. The preprocessing step selects and normalises
inputs for the training of the ANN models, which will be discussed in the next section.
Other classes of ANN have been developed such as the recurrent neural network
with feedback loop (Perez and Bevilacqua, 2015; Hu et al., 2018; Hu and Zhang, 2018)
and time-delay neural network with auto-regressive delays (Perez et al., 2014). The
feedback in a recurrent neural network is the output from a forward layer and used
as an input in a previous layer (Blackwell and Chen, 2009). The delay layers in the
time-delay neural networks can store information flowing in the network by processing
the sequences of inputs. However, a common disadvantage of these two neural networks
is that the inputs must be continuous in time with a constant sampling rate and fixed at
the same location (Hu et al., 2018). Therefore, recurrent neural networks and time-delay
neural networks are not considered in the global TMD modelling of this study.
5.3 Model Evaluations
In this study, the model performances discussed previously are evaluated by using three
metrics. First, the a posteriori STD of unit weight (σˆ0), as mentioned previously in
Eq. (3.23), is considered and can be calculated from
σˆ0 =
√
V⊤V
n−na . (5.24)
Again, an equivalent observation weight is assumed; i.e., the TMD data sets of four
satellites are on the same level of precision. TMD models with different orders have
different number of model coefficients. The models with more coefficients are expected
to have better performance, hence it is not wise to evaluate the models with different
coefficients just by the traditional metrics such as the mean, STD and root-mean-square
(RMS) error. σˆ0 used in this study approaches RMS as n ≫ na and includes both
systematic biases and random errors. From the equation of σˆ0, the model degrees of
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freedom (the number of model coefficients n−a) is considered. The other two selected
metrics used in the model evaluation include mean TMD ratio (defined in Chapter 3) as
r¯ =
〈
ρ
ρ˜
〉
, (5.25)
and the Pearson correlation coefficient as
R =
D(ρ, ρ˜)√
D(ρ) · √D(ρ˜) , (5.26)
where ρ and ρ˜ are the prediction and observation of TMD defined above, respectively.
As introduced in Chapter 3, the mean TMD ratio is a classic model bias metric.
In the next section, TMD models with different temporal and spatial inputs are
examined including UT, LT, LST and MLT for time systems and geodetic (GEO), GSM,
SM, CD, ED, QD, MA and AACGM for coordinate systems. The dip latitude and the
declination of geomagnetic field derived from IGRF-12 denotes as ‘DIP’. The original
inclination is not directly used in TMD modelling due to its poor performance (not
shown here for simplicity). Additionally, TMD modelling based on the AACGM only
utilises the data from mid- and high-latitudes (φ≥30°) because of the gap area of CGM
coordinates near the equatorial area as shown in Section 2.2.
5.3.1 Model Generation
The selection of model orders, fitting results and initial evaluations of three empirical
models are presented in the following sections.
Fourier-based Model
Four schemes of the Fourier-based models in Section 5.2.1 are summarised in Table 5.1,
in which the orders of models are determined according to reference as discussed above.
Table 5.1 Four schemes of the Fourier-based TMD models.
Model Expression Output
Model Order
n
#.
Coefficients
Fourier-1 Eq. (5.2) ρ (1,2,1,6,4,4,3) 39
Fourier-2 Eq. (5.13) lnρ (1,2,1,6,4,4,3) 39
Fourier-3 Eq. (5.14) lnρ (5,1,1,4,6,2,2)* 190
Fourier-4 Eq. (5.15) lnρ (1,1,1,4,6,2,2) 6750
* n1 = 5 is the number of reference heights not the order of f1.
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Fig. 5.5 Amplitudes of the latitudinal, longitudinal and temporal variations in the Fourier-1
TMD model of (a) GEO-MLT (Xiong et al., 2018), (b) QD-LST (Liu et al., 2011) and (c)
GSM-LT in the present study.
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First, it is necessary to examine the orders of the Fourier-based model for the purpose of
achieving a higher precision but with lower complexity. Here temporal and spatial TMD
variations are expanded into a number of pair-wise sine and cosine functions. Higher
orders of the model may provide better fitting results but it may lead to over-fitting.
The amplitudes of harmonic TMD variations in Fourier-1 model, as an example, are
illustrated in Fig. 5.5 for n= (1,2,1,6,4,4,3).
The amplitude of variation is defined as the amplitude of the paired sine and cosine
components in Eq. (5.2). For the GEO-MLT and QD-LST models in Fig. 5.5(a) and (b),
temporal variations of HOD and DOY present almost the same magnitudes and the first
and second components comprise more than 90% of the total variation. The usage of
the GSM coordinate significantly changes the longitudinal and HOD variations because
the x-axis in the GSM coordinate system points to the Sun. The global maximum in
TMD will therefore appear around the 0° of GSM longitude. It also indicates that GSM
longitude is correlated with HOD (e.g., LT used here). Hence, the selection of the
orders is considered reasonable for Fourier-1 model. Lower orders (1,1,1,4,6,2,2)
are considered in the Fourier-2 model (see Table 5.1) in order to avoid multiplying the
number of model coefficients and over-fitting results.
Tables 5.2 and 5.3 show the σˆ0 results for the Fourier-1 and Fourier-2. The GSM-LT
coordinate combination provides the best fitting result for both of these two models.
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Fig. 5.6 Distribution of residuals (left column) and the quantile-quantile plot (right column) for
the Fourier-1 model (GSM-LT) from GRACE-A/B, CHAMP and GOCE. The TMD error is in
the unit of ln(kg/m3).
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A 10% improvement of the σˆ0 in comparison with other combinations of time and
coordinate frames is achieved. QD and MA show almost the same performance, most
likely due to their similar definition. Moreover, the Fourier-1 model (Table 5.2) is
slightly better than that of the Fourier-2 model (Table 5.3). This can be considered to
represent an equivalence between the log-TMD modelling and the logarithm expression
of the cost function.
Table 5.2 The a posteriori STD of unit weight (σˆ0, unit: ln(kg/m3)) of the Fourier-1 model.
The model of AACGM is constructed using the TMD data above the latitude of 30° only. Values
in bold for the best fitting result.
Coordinate
Time
UT LT LST MLT*
GEO 0.4736 0.3605 0.3604 0.3691
GSM 0.3351 0.3269 0.3269 0.3292
SM 0.4736 0.3604 0.3603 0.3690
DIP 0.4735 0.3603 0.3603 0.3689
CD 0.4735 0.3604 0.3603 0.3689
ED 0.4736 0.3605 0.3604 0.3690
QD 0.4734 0.3603 0.3602 0.3689
MA 0.4734 0.3603 0.3602 0.3689
AACGM 0.4324 0.3551 0.3551 0.3643
* MLT for GEO, GSM, SM and DIP frames is derived from
the QD longitude.
Table 5.3 The a posteriori STD of unit weight (σˆ0, unit: ln(kg/m3)) of the Fourier-2 model.
The model of AACGM is constructed using the TMD data above the latitude of 30° only. Values
in bold for the best fitting result.
Coordinate
Time
UT LT LST MLT*
GEO 0.4800 0.3690 0.3689 0.3773
GSM 0.3443 0.3363 0.3363 0.3386
SM 0.4800 0.3689 0.3688 0.3772
DIP 0.4800 0.3688 0.3688 0.3771
CD 0.4799 0.3688 0.3688 0.3771
ED 0.4800 0.3689 0.3689 0.3772
QD 0.4798 0.3688 0.3687 0.3771
MA 0.4798 0.3688 0.3687 0.3771
AACGM 0.4389 0.3631 0.3630 0.3720
* MLT for GEO, GSM, SM and DIP frames is derived from
the QD longitude.
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Table 5.4 The a posteriori STD of unit weight (σˆ0 of the Fourier-3 model for four satellites in
the unit of ln(kg/m3). The model is built at five reference heights of 250, 300, 400, 500 and
550km. For simplicity, only the results of five coordinate and time frames are presented.
Coordinate-Time GRACE-A GRACE-B CHAMP GOCE Overall
GEO-LST 0.3338 0.3712 0.2890 0.1354 0.3099
GEO-MLT 0.3410 0.3765 0.2842 0.1465 0.3133
GSM-LT 0.3030 0.3390 0.2353 0.1140 0.2742
GSM-LST 0.3011 0.3353 0.2260 0.1193 0.2704
QD-LST 0.3331 0.3705 0.2891 0.1363 0.3095
Fig. 5.6 gives the distribution of residuals (left column) for the GSM-LT Fourier-1
model and the corresponding quantile-quantile plot (right column) for four satellites.
As expected, the fitted Gaussian distribution curves in red shows a good agreement
with the distributions of residuals in the left column, which indicates that the model
residuals are approximated to a Gaussian white noise process. This is also confirmed by
the fact that the quantile distributions of the model residuals plotted against a simulated
Gaussian-distributed samples are located around the line y = x in the right column
of Fig. 5.6. These results demonstrate that the fitting with the observations has been
successful.
Fig. 5.7 presents a scatter plot between the Fourier-1 model predictions and the
TMD observations for GRACE, CHAMP and GOCE satellites. The lines in red depict
the linear regression result. Also included are the Pearson correlation coefficient R and
the linear regression equation. The figure illustrates that the slope of the regression
lines show an altitude-dependent trend for four satellites implying an underestimation
for GRACE and a slight overestimation for GOCE. This may result from the fact that
the vertical gradient of log-TMD data cannot be accurately approximated by the linear
equation in Eq. (5.2). The quadratic and higher polynomials cannot describe the vertical
gradient of log-TMD also. Note that the scatter plot for CHAMP in Fig. 5.7(c) presents
two different linear correlations during low (2008) and high (2003) solar activity. This
may also be a result of any under-fitting of the vertical gradient in TMD, considering
possible variability of scale height discussed in Chapter 3.
As shown in Table 5.1, the Fourier-3 model is designed to better capture the vertical
variability of TMD by applying the altitude-dependent modelling at 250, 300, 400, 500
and 550km, respectively. The fitting results for selected coordinate-time frames are
presented in Table 5.4 and the corresponding residuals of the model built on GSM-LST
are plotted in Fig. 5.8. It is evident that the Fourier-3 model predictions are similar to
the TMD observations with a higher correlation than that of the Fourier-1 model (see
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Fig. 5.7 Comparisons of the Fourier-1 (GSM-LT) model between the observed and predicted
TMD in the unit of ln(kg/m3) for GRACE-A/B, CHAMP and GOCE. The colour bar shows the
year of the TMD data.
Fig. 5.8 Comparisons of the Fourier-3 (GSM-LT) model between the observed and predicted
TMD in the unit of ln(kg/m3) for GRACE-A/B, CHAMP and GOCE. The colour bar shows the
year of the TMD data.
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Fig. 5.9 Geographic (GEO) latitude versus local time (LT) distribution of TMD predicted by
Fourier-4 at 370km around March equinox during solar maximum (left column, P10.7 = 180)
and solar minimum (right column, P10.7 = 80). The panels (a) and (b) are estimated using the
TMD data from four satellites. Only CHAMP data set is used for the panels (c) and (d). The
colour bar indicates the TMD in the unit of 10−11 kg/m3.
Fig. 5.7). This result indicates that the vertical gradient of TMD across more than one
scale height range (>100km) cannot be well approximated by the polynomials.
A similar conclusion can be drawn for the Fourier-4 model. Although its σˆ0 results
are much lower due to the large number of model coefficients (e.g., 0.2811, 0.2856,
0.2641 and 0.2802 ln(kg/m3) for the frames of GEO-LT, GEO-MLT, GSM-LT, and QD-
LST respectively), the global distribution of the predicted TMD may be unrealistic if the
modelling covers more than one scale height (∼70km) (Liu et al., 2013). For example,
Fig. 5.9(a) and (b) show the predicted TMD at 370km using four satellites’ TMD data
(200− 550km) during solar maximum and solar minimum, respectively. Fig. 5.9(c)
shows that the Fourier-4 model built on the CHAMP data presents a consistent result
to that in Liu et al. (2013, Fig. 2). The altitude-dependent modelling is not applied for
Fourier-4 in this study because of the large number of modelling coefficients used.
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Table 5.5 Two schemes of the SH-based TMD models.
Model Expression Output
#.
Coefficients
SH-1 Eq. (5.17) lnρ 102
SH-2 Eq. (5.20) lnρ 300*
* Three reference heights of 200, 300 and 500km are
considered.
Table 5.6 The a posteriori STD of unit weight (σˆ0, unit: ln(kg/m3)) of the SH-1 model. Values
in bold for the best fitting result.
Coordinate
Time
LT LST MLT*
GEO 0.3147 0.3146 0.3173
GSM 0.3102 0.3103 0.3110
SM 0.3185 0.3184 0.3173
DIP 0.3242 0.3241 0.3274
CD 0.3162 0.3162 0.3162
ED 0.3169 0.3168 0.3165
QD 0.3174 0.3173 0.3165
MA 0.3174 0.3173 0.3165
* MLT for GEO, GSM, SM and DIP frames is
derived from the QD longitude.
SH-based Model
Two schemes of the SH-based model are summarised in Table 5.5. Since UT has been
used in Eq. (5.17), it has not been considered in the comparisons with different time and
coordinate systems. The fitting results of the SH-based model are given in Table 5.6.
Again, the GSM coordinate shows the best fitting result and QD and MA have almost the
same performance. In comparisons with the improvement of nearly 10% for Fourier-1
(39 coefficients) when using the GSM coordinate, the SH-1 model (102 coefficients)
shows an statistical improvement of only 1%. This implies that the consideration of
GSM in the TMD modelling becomes less important if a sufficiently complex model
(based on the number of model coefficients) is used.
As illustrated in Fig. 5.10, the fitting residuals of the SH-1 model also follow a
Gaussian distribution, except for the TMD data set of GOCE. Therefore, an altitude-
dependent model, the SH-2 model (see Table 5.5), is developed. The corresponding
fitting results and residuals are given in Table 5.7 and Fig. 5.11, respectively. Although
both SH-1 and SH-2 have the lowest σˆ0 when the GST-LT is adopted, the temporal-
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Table 5.7 The a posteriori STD of unit weight (σˆ0, unit: ln(kg/m3)) of the SH-2 model. The
model is built at five reference heights of 200, 300, and 500km.
Coordinate-Time GRACE-A GRACE-B CHAMP GOCE Overall
GEO-LT 0.2716 0.3085 0.2261 0.1592 0.2557
GEO-LST 0.2711 0.3079 0.2248 0.1630 0.2554
GEO-MLT 0.2745 0.3114 0.2264 0.1639 0.2580
GSM-LT 0.2677 0.3032 0.2211 0.1580 0.2514
GSM-LST 0.2678 0.3033 0.2211 0.1583 0.2515
QD-LST 0.2762 0.3130 0.2287 0.1614 0.2594
spatial distribution of TMD does not agree with the relationship between solar activity
and TMD. For example, Fig. 5.12(a) shows that the SH-2 (GSM-LT) model during high
solar activity peaks at midnight and fails to capture the solar-dependence of TMD.
The result of AACGM is not shown in the following model evaluation for its limited
definition at low latitudes. Nevertheless, the evaluation of AACGM in other two TMD
models are conducted and presents similar result to that of the Fourier-based models.
ANN-based Model
Other research has shown that a single-hidden-layer ANN was capable of approximating
continuous functions on compact subsets of n-dimensional real space to an arbitrary
precision level with a sufficient number of neurons in the single hidden layer (Hornik
et al., 1989; Hornik, 1991). In the present research, a single-hidden-layer model, ANN-
1, with different numbers of neurons ranging from 5 to 100 is first built and examined in
order to find the optimal structure of ANN as listed in Table 5.8. Moreover, harmonics
of latitude and longitude with different orders, as used in the Fourier-based model,
are also attempted in the modelling of ANN-2 model (see Table 5.8). For the purpose
of simplifying the ANN structure, a deep ANN model with a classic three hidden
layers is adopted and grouped as ANN-3. The Pearson correlation coefficient and
principal component analysis are used in the pre-processing of ANN modelling in order
to examine the statistical interdependence of the inputs listed in Table 5.8.
Due to the considerable computational burden of ANN modelling, only the combina-
tions of GEO-LST, GSM-LT and QD-LST are examined. This selection is determined by
considering the statistical results of the two previous types of models. Only P10.7 and Kp
are used as the space weather indices in these three ANN-based models. Again, Kp = 0
is evaluated in the model comparison representing the quiet geomagnetic condition.
The inputs of the ANN-based TMD model for storm time developed by Chen et al.
(2014) include the altitude h for the vertical variation of TMD, geographic latitude φ
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Fig. 5.10 Distribution of residuals (left column) and the quantile-quantile plot (right column)
for the SH-1 (GSM-LT) model from GRACE-A/B, CHAMP and GOCE. The TMD error is in
the unit of ln(kg/m3).
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Fig. 5.11 Distribution of residuals (left column) and the quantile-quantile plot (right column)
for the SH-2 (GSM-LT) model from GRACE-A/B, CHAMP and GOCE. The TMD error is in
the unit of ln(kg/m3).
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Table 5.8 Structure of the ANN-based TMD models. ANN-1 and ANN-2 are single-hidden
layer ANN model and ANN-3 has three hidden layers. The number of neurons in the hidden
layer(s) is given in the fourth column.
Model Inputs
#.
Inputs
#.
Neurons
#.
Coefficients
ANN-1
P10.7, Kp, h,
sin2φ, cos2φ, sinλ, cosλ,
sin
(
2π
24 HOD
)
, cos
(
2π
24 HOD
)
,
sin
(
2π
365 DOY
)
, cos
(
2π
365 DOY
) 11
5 66
10 131
20 261
50 651
100 1301
ANN-2
P10.7, Kp, h,
sin2mφ, cos2mφ (m = 1−6),
sinnλ, cosnλ (n = 1−4),
sin
(
2πk
24 HOD
)
, cos
(
2πk
24 HOD
)
(k = 1−3),
sin
(
2πd
365 DOY
)
, cos
(
2πd
365 DOY
)
(d = 1−2)
33
5 176
10 351
20 701
50 1751
100 3501
ANN-3
P10.7, Kp, h,
sin2φ, cos2φ, sinλ, cosλ,
sin
(
2π
24 HOD
)
, cos
(
2π
24 HOD
)
,
sin
(
2π
365 DOY
)
, cos
(
2π
365 DOY
) 11
10-10-5 291
15-15-5 506
15-15-10 591
20-20-10 881
20-20-15 991
Table 5.9 The a posteriori STD of unit weight (σˆ0, unit: ln(kg/m3)), mean TMD ratio (ρ¯) and
Pearson correlation coefficient (R) of ANN-1 model.
Coordinate-Time
Neurons on
Hidden Layer σˆ0 r¯ R
GEO-LST
5 0.2718 1.0392 0.9881
10 0.2419 1.0307 0.9882
20 0.2255 1.0267 0.9927
50 0.2085 1.0226 0.9948
100 0.2019 1.0211 0.9954
GSM-LT
5 0.2501 1.0332 0.9922
10 0.2442 1.0315 0.9878
20 0.2234 1.0283 0.9943
50 0.2117 1.0233 0.9949
100 0.2053 1.0218 0.9952
QD-LST
5 0.2656 1.0374 0.9882
10 0.2393 1.0302 0.9902
20 0.2252 1.0264 0.9936
50 0.2111 1.0256 0.9946
100 0.2028 1.0226 0.9952
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Fig. 5.12 GSM-LT and QD-LST distribution of TMD predicted by SH-2 at 370km around
March equinox during solar maximum (left column, P10.7 = 180) and solar minimum (right
column, P10.7 = 80). The top panels are estimated by SH-2 (GSM-LT) and the bottom panels by
SH-2 (QD-LST). The colour bars indicate TMD in the unit of 10−11 kg/m3.
and longitude λ for the spatial variations, cosφ for the latitudinal symmetry in global
distribution of TMD, cos
(
2π
24 HOD
)
for the diurnal TMD variation, cos
[
2π
365 (DOY −81)
]
for the seasonal TMD variation. However, discontinuity in the longitudinal TMD
distribution can be found around the longitudes of ±180° due to the range of longitudes
adopted in this study (−180° ≤ λ ≤ +180°) and the periodic feature of longitude. A
feasible solution is extending the longitude range to, e.g., [−240°,+240°], but it cannot
perfectly solve this discontinuity problem. Therefore, sine and cosine functions of
general latitudes and longitudes are input to the ANN-based models. Table 5.8 gives the
configuration of the three ANN-based models investigated in this study.
For the ANN-1 model with lower number of neurons, GSM-LT still shows an
improvement of nearly 8%. However, ANN-1 models with different time and coordinate
combinations reach the similar precision as the neuron number climbs close to 100. It is
speculated that the ANN-based model with sufficient numbers of neurons can adapt to
the different mapping associated with GEO to GSM/QD coordinates, as well as for the
time transformation. This result indicates that an ANN model with sufficient neurons in
the hidden layer may be less sensitive to the inputs of the time and coordinate. Again,
the residuals of ANN-1 follow an approximated Gaussian distribution. An example
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Fig. 5.13 Distribution of residuals (left column) and the quantile-quantile plot (right column)
for the ANN-1 model from GRACE-A/B, CHAMP and GOCE. The number of neurons in the
single-hidden layer is 100. The TMD error is in the unit of ln(kg/m3).
for QD-LST is illustrated in Fig. 5.13 and an obvious improvement can be observed,
particularly for the GOCE satellite at the lowest altitude in the bottom panels.
Table 5.10 gives the fitting results of the ANN-2 model with different inputs of time
and coordinate frames. The harmonics of DOY, HOD, general latitude and longitude
are used in ANN-2 and an improvement of 3−10% can be found in comparison with
Table 5.9. Similar results of the three-hidden-layer ANN-3 model are presented in
Table 5.11. The ANN-3 model performs the best among three types of ANN-based
models given the equivalent number of model coefficients, e.g., ANN-1(50), ANN-2(20)
and ANN-3(20-20-10); the numbers inside the parentheses indicate the number of
neurons in the hidden layer(s). The QD latitude versus LST distribution of the three
ANN-based models are given in Fig. 5.14. The crests in EMA are reproduced at the QD
latitude of 30° during solar maximum as expected in Fig. 5.14(a),(c) and (e). Similarly,
an equatorial maximum in TMD near midnight can be observed during solar minimum
in panels (b), (d) and (f). It shows that the ANN-based model is able to capture both
EMA and MDM. Only the ANN-3 model is considered in the following evaluation due
to its better performance, robustness and stability in the process of training.
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Table 5.10 The a posteriori STD of unit weight (σˆ0, unit: ln(kg/m3)), mean TMD ratio (ρ¯) and
Pearson correlation coefficient (R) of ANN-2 model.
Coordinate-Time
Neurons on
Hidden Layer σˆ0 r¯ R
GEO-LST
5 0.2426 1.0309 0.9918
10 0.2202 1.0251 0.9931
20 0.2117 1.0229 0.9948
50 0.2027 1.0213 0.9952
100 0.1920 1.0199 0.9955
GSM-LT
5 0.2391 1.0302 0.9906
10 0.2216 1.0259 0.9931
20 0.2125 1.0234 0.9946
50 0.2013 1.0208 0.9951
100 0.1904 1.0189 0.9950
QD-LST
5 0.2447 1.0316 0.9911
10 0.2392 1.0307 0.9898
20 0.2143 1.0241 0.9948
50 0.2006 1.0207 0.9951
100 0.1959 1.0199 0.9950
Table 5.11 The a posteriori STD of unit weight (σˆ0, unit: ln(kg/m3)), mean TMD ratio (ρ¯) and
Pearson correlation coefficient (R) of ANN-3 model.
Coordinate-Time
Neurons on
Hidden Layers σˆ0 r¯ R
GEO-LST
10-10-5 0.2159 1.0242 0.9949
15-15-5 0.2077 1.0224 0.9951
15-15-10 0.2047 1.0218 0.9953
20-20-10 0.2032 1.0217 0.9956
20-20-15 0.2032 1.0208 0.9954
GSM-LST
10-10-5 0.2199 1.0253 0.9942
15-15-5 0.2100 1.0229 0.9952
15-15-10 0.2087 1.0227 0.9951
20-20-10 0.2038 1.0216 0.9953
20-20-15 0.2032 1.0202 0.9954
QD-LST
10-10-5 0.2166 1.0235 0.9943
15-15-5 0.2084 1.0221 0.9951
15-15-10 0.2076 1.0240 0.9952
20-20-10 0.2041 1.0221 0.9954
20-20-15 0.2032 1.0219 0.9953
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Fig. 5.14 QD latitude versus LST distribution of TMD predicted by ANN-based model at 400km
around March equinox during solar maximum (left column, P10.7 = 180) and solar minimum
(right column, P10.7 = 80). The panels (a) and (b) are predicted by ANN-1(50), (c) and (d) by
ANN-2(20) and (e) and (f) by ANN-3(20-20-10). The digits in the parenthesis is the number of
neurons in the hidden layer(s). The colour bars indicate the TMD in the unit of 10−11 kg/m3.
Fig. 5.15 Model comparisons of (a) the a posteriori STD σˆ0 and (b) TMD ratio r¯ among the
Fourier-4 (GSM-LT) in yellow, SH-1 (QD-LST) in purple and ANN-3 (QD-LST) models in
blue. Reference TMD are inferred from GRACE-A/B, CHAMP and GOCE. The shadow area in
the bottom panel indicate the one STD range. The legend is shared among the two panels.
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5.3.2 Model Evaluations and Discussions
Fig. 5.15 shows comparisons of the Fourier-3 (GSM-LT), SH-1 (QD-LST) and ANN-3
(QD-LST) models with the reference TMD data sets over 2002–2013. The ANN-based
model has the highest precision and lowest bias among the three example empirical
models. Since dominant variations in TMD are attributed to the solar activity (Emmert
and Picone, 2010; Yamazaki et al., 2015), the performance of the models shows a strong
dependency on the solar activity. In this research, σˆ0 for all models is larger during the
low solar activity (around 2007) than that during the high solar activity. The spikes of
σˆ0 in the beginning of 2002 and 2012 are caused by the data gap during these years.
Interestingly, the ANN-based model does not appear to be affected by this and still
shows good consistency.
In order to provide insight into their dependency on seasons, these three empirical
models are run at 400km for various solar activity condition in Fig. 5.16. Note that all
the subplots are generated under geographic latitude for comparison. The DOY versus
geographic latitude distribution of these three models are generally consistent with the
result of Guo et al. (2008, see their Figs. 2 and 9). These models have shown a good
capability to capture the hemispheric asymmetry and latitudinal dependency of TMD.
The amplitudes and phases of two maxima (around two equinoxes) and two minima
(around two solstices) agree well with Guo et al. (2008, their Figs. 2 and 9) generated
directly from the observations. Additionally, the phase of two maxima changes with
geographic latitude, which cannot be modelled by the Fourier-1 model with geographic
or magnetic coordinates (not shown). This shortcoming of the original Fourier-based
model can also be observed in Xiong et al. (2018, their Fig. 4(c) and (d)). It again
suggests that temporal and spatial analysis of the model-derived TMD is necessary in
model evaluation. Moreover, it is evident that only ANN-3 (QD-LST) in Fig. 5.16(e)
shows a EMA feature in March during high solar activity. However, the two crests are
not located around 30° due to the geographic latitude used in plotting this figure.
The SH-based model, reproduced from NRLMSISE-00, presents a unbiased fitting
result against the previous study which validate the improvement of the new-developed
model in comparison with the original NRLMSISE-00 model. Additionally, the SH-
based model generated in this study can only represent the performance of the SH
modelling method rather than the original NRLMSISE-00. This is due to the fact that
many features of NRLMSISE-00 are not adopted in this study; e.g., the vertical variation
of TMD is built on the profile of atmospheric temperature at 120km.
One of challenges in TMD modelling is precisely approximating the vertical gradi-
ent of TMD. One solution is altitude-dependent modelling which builds several models
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Fig. 5.16 Intra-annual variations in TMD at noon versus geographic latitude and DOY for
the Fourier-4 (GSM-LT) model (a-b), SH-1 (QD-LST) model (c-d) and ANN-3 (QD-LST)
model (e-f) during solar maximum (left column, P10.7 = 180) and solar minimum (right column,
P10.7 = 80). The colour bars indicate the TMD in the unit of 10−12 kg/m3.
at different reference heights. In the altitude-dependent model, the TMD of interest is in-
terpolated from the TMD at reference heights. Another solution is ANN modelling. The
result in the present research shows that the ANN-based models outweigh the Fourier-
and SH-based models in three aspects: (1) the ANN-based model is capable of capturing
the vertical variability of TMD without providing the explicit altitude-dependency; (2)
the ANN-based model with a sufficiently complicated structure (or sufficient number of
hidden layers and neurons) is not sensitive to the time and coordinate frames input to
the ANN; (3) the ANN-based model achieves higher accuracy than the other two types
of models.
5.4 Summary 141
5.4 Summary
This Chapter investigated the TMD modelling during geomagnetic quiet time us-
ing accelerometer-derived TMD observations from four LEO satellites, i.e., GRACE
(∼500km), CHAMP (∼400km) and GOCE (∼250km) during the year of 2002–2013.
Different time and coordinate representations have been examined in the empirical
TMD models. Additionally, three methodologies, i.e., the Fourier analysis, SH analysis
and ANN technique, are investigated to study their suitability for the global TMD
modelling. Comprehensive evaluation and validation of models have been carried out
in order to determine the optimal method for the TMD modelling. This study shows the
outperformance of GSM coordinate in the empirical models with a low order. Both the
Fourier- and SH-based models have drawbacks in approximating the vertical gradient
of TMD. The ANN-based model, however, has the capability in capturing the vertical
TMD variability and is not sensitive to the input of time and coordinate.

CHAPTER 6
Summary, Conclusions and
Recommendations
The primary aim of this research was to enhance our understanding as well as the capa-
bility and capacity of the space environment management through investigating TMD
modelling methodologies. Satellite drag measurements, especially the accelerometer-
based measurements collected from LEO satellites, provide a new and valuable data
source for the sensing and modelling of TMD. Based on the accelerometer-derived
TMD data from four LEO satellites, this thesis has investigated the relationship between
TMD and orbital dynamics, in particular the impact of the TMD variations and TMD
modelling methodologies.
This Chapter will summarise the rationale of the research, key areas of contributions
and findings. Recommendations are given for a guidance of future research along the
area of TMD modelling and thermospheric data assimilation.
6.1 Summary and Conclusions
A precise OP platform for the analysis and prediction of comprehensive low Earth
orbital dynamics was developed. It consists of various precise perturbation models of
gravitational and non-gravitational forces (high-order Earth gravitational acceleration
with the effects of solid Earth tides and ocean tides, third-body perturbations from
other celestial bodies in the solar system, the general relativity effects, aerodynamic
acceleration, direct solar radiation pressure, and Earth’s albedo and infrared radiation
pressure). Based on the latest Earth orientation parameters, accurate time and coordinate
system transformations were also studied and subsequently implemented in the OP
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platform developed. The OP platform has been validated against the historical precise
orbit information of selected LEO satellites and has been formed the basis in the
subsequent OP simulation and TMD modelling studies. The main contributions of this
thesis are summarised as follows.
The first major contribution of this thesis is the comprehensive evaluation and
comparison of the commonly used empirical models including the Jacchia, MSIS, DTM
and JB series models. The main objectives of this study are to identify the biases in
the reference accelerometer-derived TMD data sets, validate empirical TMD models
against accelerometer-derived TMD and investigate the performance improvement of
empirical TMD models in OP of LEO satellites. The scale heights of the 12 selected
atmospheric models are found to be consistent during high solar activity, but large
discrepancies have been shown during low solar activity. This leads to the caution
in interpreting the vertically normalised TMD during geomagnetic storms due to the
discrepancies in the scale heights of empirical models. It is found that most of the 12
models selected may not well reproduce the EMA phenomenon above 400km except
for NRLMSISE-00 and DTM2013. The LEO-based acceleration measurements play an
important role in the orbit determination of LEO and hence the accelerometer-derived
TMD data have demonstrated significant benefits in TMD modelling. A percentage
difference of 5−20% is found among multiple sources of GRACE-TMD data, mainly
due to the different physical drag coefficient models, accelerometer calibration methods
and empirical wind models used in the processing of accelerometer measurements.
Compared against the accelerometer-derived TMD, the differences and the percentage
differences of the selected models show an opposite dependency of solar activity. One-
day OP simulations of GRACE-A in 2003 and 2009 present a strong dependence on
the severity of space weather. More specifically, both JB08 and D13 provide the most
accurate OP results due to the fusion of the accelerometer-derived TMD data. The orbital
uncertainty of TMD models generates the largest error in the along-track direction. Two
reference TMD data sets (Sutton, 2008; Mehta et al., 2017) and corresponding high-
fidelity ballistic coefficients produce similar OP results under different space weather
conditions. Note that Mehta et al. (2017) have not generated a new data but re-scaled
others’ authors dataset (Sutton, 2008) to fit in his physical drag mode
The second major contribution is the investigation of TMD impact on the orbit
dynamics of LEO satellites due to intra-annual, intra-diurnal, spatial, statistical and
physics-based variations and the trade-off the efficiency and accuracy of OP. The one-
day OP experiments were simulated at the altitude of 400km. It was found that TMD
has a larger impact on OP accuracy during solar maximum (F10.7 = 200) than that
during solar minimum (F10.7 = 70). Since the aerodynamic force caused by atmospheric
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friction points to the flight direction of satellites, TMD variations have the largest
impact on the along-track direction. The impact of the semiannual variation is 2∼4
times as large as that of the annual variation. The intra-diurnal variations produce a
very small mean orbit difference with a large STD. These zero-mean periodic variations
in TMD will change the predicted orbit only if the period of the variation is far larger
than the time span of OP. Likewise, an indiscernible impact is generated from a zero-
mean Gaussian white noise with a percentage STD of 20%. Two examples of physical
variations in TMD, i.e., EMA and MDM, are examined in the one-day OP. The 3D
orbit difference due to EMA is around 50− 200m (5− 20m) during solar maximum
(minimum). Both the differences in perigee distance and eccentricity clearly show a
two-maxima feature aligned with the EMA feature. The MDM, driven by atmospheric
tides, leads to a hundred-metre-level impact on the one-day OP.
The third primary contribution of this research is the TMD modelling during geo-
magnetic quiet time in order to determine the most optimal method for TMD modelling.
This study was based on the multiple drag-derived TMD data sets during 2002–2013. It
is the first known investigation on the performance of different time (UT/LT/LST/MLT)
and coordinate (geographic/solar/geomagnetic) representations in TMD modelling.
Three modelling methods, i.e., Fourier, spherical harmonics and the artificial neural
network (ANN), were investigated for the development of three independent TMD
models. A significant improvement of nearly 10% was achieved by using the geocentric
solar magnetic coordinate in the low-order Fourier- and SH-based TMD models. The
SH-based model, built on the NRLMSISE-00 model, presented an unbiased fitting
result. A global empirical TMD model based on ANN was also developed. It has
demonstrated that ANN-based models are capable of capturing the vertical variability of
TMD with a high accuracy. More importantly, the ANN-based model with a sufficiently
complicated structure (>600 model coefficients) is not sensitive to the input of time and
coordinate representations.
6.2 Recommendations for Future Work
The performance of three methodologies used for the TMD modelling were investigated.
A novel global model based on the ANN technique has been developed and significant
improvement was demonstrated. This experience has led to several recommendations
for the further precise TMD modelling and thermospheric data assimilation.
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TMD modelling during disturbed time
The modelling of high-frequency TMD variations is challenging under geomagnetic
disturbed conditions; e.g., geomagnetic storms, substorms, solar flares, coronal mass
ejections and the enhanced energy deposition in the auroral zones. Sudden and localised
variations in TMD during geomagnetic disturbed times are, albeit its importance, not
well covered in this study. Sudden and localised variations can potentially generate a
high level of variability in the aerodynamic force and hence in the orbit determination
of the satellites and debris objects. Additionally, many indices with a high temporal
resolution are proposed but are rarely used in the current empirical models (e.g. solar
wind parameters). Further investigation is recommended for the consideration of high-
frequency space weather indices in the short-term and real-time TMD modelling.
Data Assimilation of TMD
Existing empirical models were developed based on the observations with a limited
resolution. All features in thermosphere cannot be fully captured with the current
study. The thermospheric data assimilation (DA) can be an alternative method in
maximising the representation of the spectrum in the thermosphere. Thermospheric
DA algorithm is capable of assimilating different types of observations into physical
TMD models; e.g., the accelerometer-derived TMD and the electron density from radio
occultation. In addition, this algorithm can output not only TMD but also neutral wind
and temperature. These parameters are expected to further improve the accuracy of
thermospheric modelling, deepen our understanding of thermosphere-ionosphere system
and hence help us in improving the safety of near-Earth environment for operational
spacecraft.
APPENDIX A
Relative Velocity to the Wind
The relative velocity of the satellites with respect to the atmosphere is an important
variable in the determination of aerodynamic acceleration. For the simplified case of
a co-rotating atmosphere (the atmosphere is assumed co-rotating with the Earth), the
relative velocity with respect to the co-rotating atmosphere in ECI is expressed as (Giza
et al., 2009):
vc = v−ω⊕× r, (A.1)
where ω⊕ is the the Earth’s angular rotation vector; both r and v are the positions and
velocities in ECI.
If required, an approximate horizontal wind velocity with respect to the Earth (in
ECEF) can be output from empirical wind models such as HWM07 (Drob et al., 2008)
and its update version HWM14 (Drob et al., 2015). Literature of Doornbos (2012) uses
the following equation to express vr (in ECI):
vr = vc−w
= v−ω⊕× r−w,
(A.2)
where v is the inertial velocity of the satellite (or other LEO objects); w is the wind
velocity with respect to the Earth (Earth-fixed atmosphere). According to the literature,
w is actually in ECEF and hence it is not consistent in coordinate systems.
As introduced in Chapter 2.2, the conversion of velocities between ECI and ECEF
can be given by (cross product has been replaced by a matrix product) (Noureldin et al.,
2013)
vECI = T˙ · rECEF+T · vECEF. (A.3)
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For the co-rotating (Earth-fixed) atmosphere, substituting w in ECEF (a zero vector
in fact) into Eq. (A.3) yields the wind velocity in ECI is
vw = T˙ · rECEF
= PNE
[
ω⊕× (MvECEF)] , (A.4)
and we can easily obtain a more precise equation of relative velocity in ECI than
Eq. (A.1). However, if the wind velocity with respect to the Earth-fixed atmosphere vw
is considered, the relative velocity vr in ECI can be expressed as
vr = v− vw
= v− T˙ · rECEF−T ·w.
(A.5)
where w is wind velocity in ECI.
Eq. (A.5) is often misused as Eq. (A.2) in the previous literature such as Doornbos
(2012); Giza et al. (2009). However, the coordinate vector in the cross production as
shown above must be under intermediate terrestrial or celestial coordinates since ω⊕
is parallel to the intermediate Earth’s rotation axis instead the conventional one. In
addition, wind velocity w output from empirical models is generally defined in ECEF
and need to be converted to ECI.
APPENDIX B
Macro Models of GRACE and
CHAMP
LEO satellites are approximated by a panel model of N individual flat plates, the
radiation pressure accelerations can be expressed by the sumed effect of each satellite
panel. The area (A), mass (m) and coefficient of specular reflectivity (Crs) and diffusive
reflectivity (Crd) of each panel are given in the macro models for different LEO satellite
missions, e.g., GRACE and CHAMP, are available in Lühr et al. (2002) and Bettadpur
(2004).
Table B.1 The macro model of CHAMP.
Panel Area
A (m2)
Normal Unit
nˆ
Visible
Reflectivity
Infrared
Reflectivity
X Y Z Cvrs C
v
rd C
i
rs C
i
rd
Top 1.2920 1 0 0 0.05 0.30 0.03 0.16
Bottom 3.6239 -1 0 0 0.68 0.20 0.19 0.06
Left 3.1593 0.707 0 0.707 0.05 0.30 0.03 0.16
Left (rear) 0.3020 -0.707 0 -0.707 0.40 0.26 0.23 0.15
Right 3.1593 0.707 0 -0.707 0.05 0.30 0.03 0.16
Right (rear) 0.3020 -0.707 0 0.707 0.40 0.26 0.23 0.15
Aft 0.4902 -0.342 -0.9397 0 0.40 0.26 0.23 0.15
Front 1.2199 -0.9397 0.342 0 0.20 0.40 0.26 0.51
Boom (top) 0.9300 1 0 0 0.40 0.26 0.23 0.15
Boom (bottom) 0.9300 -1 0 0 0.40 0.26 0.23 0.15
Boom (left) 0.9300 0 0 -1 0.40 0.26 0.23 0.15
Boom (right) 0.9300 0 0 1 0.40 0.26 0.23 0.15
Front 0.0529 0 1 0 0.20 0.40 0.26 0.51
The normal unit vector of CHAMP is defined in the accelerometer instrument
reference system. The directions of X, Y, Z are anti-parallel to yaw axis (nadir pointing
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in nominal attitude), parallel to roll axis (flight direction in nominal attitude), and anti-
parallel to pitch axis (forming a right-handed system with other two axises), respectively
(Lühr et al., 2002).
Table B.2 The macro model of GRACE.
Panel Area
A (m2)
Normal Unit
nˆ
Visible
Reflectivity
Infrared
Reflectivity
X Y Z Cvrs C
v
rd C
i
rs C
i
rd
Front 0.9551567 1 0 0 0.40 0.26 0.23 0.15
Rear 0.9551567 -1 0 0 0.40 0.26 0.23 0.15
Starboard (outer) 3.1554792 0 0.766044 -0.642787 0.05 0.30 0.03 0.16
Starboard (inner) 0.2282913 0 -0.766044 0.642787 0.40 0.26 0.23 0.15
Port (outer) 3.1554792 0 -0.766044 -0.642787 0.05 0.30 0.03 0.16
Port (inner) 0.2282913 0 0.766044 0.642787 0.40 0.26 0.23 0.15
Nadir 6.0711120 0 0 1 0.68 0.20 0.19 0.06
Zenith 2.1673620 0 0 -1 0.05 0.30 0.03 0.16
Boom 0.0461901 -* -* -* 0.40 0.26 0.23 0.15
* Any direction in the Satellite Frame X-Y plane.
The normal unit vector of GRACE satellites is defined in the satellite frame (SF).
The origin of the SF is the centre of mass of the proof mass of the accelerometer. The
directions of X, Y, Z are roll, pitch and yaw axes, respectively (Bettadpur, 2004).
Note that different reference frame systems are used to define the normal unit for
each panel in different satellite missions.
APPENDIX C
Sources of Data, Software and Models
The GRACE precise orbit solutions used in this study were provided by GRACE
Information System and Data Center (ISDC) at the GeoForschungsZentrum Posdam
(GFZ). Dr. Eelco Doornbos from Delft University of Technology, Dr. Eric Sutton from
Air Force Research Laboratory and Dr. Piyush Mehta from the University of Minnesota
are thanked for providing GRACE-derived thermospheric mass density data (available
on thermosphere.tudelft.nl/acceldrag/data.php, sisko.colorado.edu/sutton/data.html, and
tinyurl.com/densitysets, respectively). GOCE density data is downloaded at https:
//earth.esa.int/web/guest/missions/esa-operational-eo-missions/goce.
High resolution (1-min and 5-min) solar wind parameters are available on the Op-
erating Missions as Nodes on the Internet (OMNI) database of the NASA’s Goddard
Space Flight Center (GSFC) (https://omniweb.gsfc.nasa.gov/ow_min.html). Solar and
geomagnetic indices are publicly available on https://sol.spacenvironment.net/jb2008/
indices.html and https://omniweb.gsfc.nasa.gov/form/dx1.html and www.celestrak.com/
SpaceData/ (access on July 2016) except for am and aa downloaded from the Interna-
tional Service of Geomagnetic indices (http://isgi.unistra.fr). X-ray flux is obtained from
the Data ARchives and Transmission System (http://darts.jaxa.jp/pub/sswdb/goes/xray).
F30, F15, F8 and F3.2 are downloaded from the Collecte Localisation Satellites (CLS)
company (https://spaceweather.cls.fr/services/radioflux/).
The Fortran source code of Jacchia70 and Jacchia77 can be found on the website
of the Community Coordinated Modeling Center (CCMC, https://ccmc.gsfc.nasa.gov/
modelweb/). The C source code converted by Valdemir Carrara (valdemir.carrara@inpe.br)
is available on http://www.dem.inpe.br/~val/atmod/default.html. The MATLAB version
is kindly provided by Meysam Mahooti on his MATLAB Exchange website. The
MATLAB version of Jacchia71 is included in the tracker component library provided
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by David Crouse (github.com/USNavalResearchLaboratory/TrackerComponentLibrary)
(Crouse, 2017).
Libraries of DTM2012 and DTM2013 can be found on the website of ATMOP (www.
atmop.eu/index.php/models). The source code of DTM2012 can be requested from
Dr. Sean Bruinsma (Sean.Bruinsma@cnes.fr). The Fortran source code of Jacchia77,
MSIS86, MSIS90, NRLMSISE00 are available on the website of CMCC. The JB
series of models are available on https://sol.spacenvironment.net/~JB2006/ and https:
//sol.spacenvironment.net/~JB2008/.
Public access to other models are not permitted and, therefore, are not evalu-
ated in the present thesis. For example, see www.software.nasa.gov/featuredsoftware/
earth-gram-2016 and www.ngdc.noaa.gov/stp/SOLAR/pcindex.html for more informa-
tion of the GRAM series of models.
The AACGM coordinate is calculated by the software provided by Shepherd (2014),
which is available in the C and IDL. MATLAB wrapper can be requested from Changy-
ong He.
MATLAB source code of HANDY can be requested from Dr. Yosuke Yamazaki at
GFZ Potsdam (yosuke.yamazaki@gfz-potsdam.de).
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