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HILBERT SERIES OF BINOMIAL EDGE IDEALS
ARVIND KUMAR AND RAJIB SARKAR
Abstract. LetG be a finite simple graph on n vertices and JG denote the corresponding
binomial edge ideal in the polynomial ring S = K[x1, . . . , xn, y1, . . . , yn]. In this article,
we compute the Hilbert series of binomial edge ideal of decomposable graphs in terms
of Hilbert series of its indecomposable subgraphs. Also, we compute the Hilbert series
of binomial edge ideal of join of two graphs and as a consequence we obtain the Hilbert
series of complete k-partite graph, fan graph, multi-fan graph and wheel graph.
1. Introduction
Let G be a finite simple graph on the vertex set [n]. Herzog et al. in [5] and Ohtani,
independently in [11], introduced the notion of binomial edge ideal corresponding to a
finite simple graph. Let S = K[x1, . . . , xn, y1, . . . , yn], where K is a field. The binomial
edge ideal of the graph G is JG = (xiyj − xjyi : {i, j} ∈ E(G), i < j). Researchers have
been trying to relate the algebraic properties of JG with the combinatorial properties of
G, see for example [1, 4, 5, 7, 8, 9, 10]. While the Castelnuovo-Mumford regularity of
binomial edge ideals of several classes of graphs are known, not much is known about
other invariants such as Betti numbers, Hilbert series and multiplicity. Betti numbers
and Hilbert series of the binomial edge ideals of cycles were computed by Zafar and Zahid
in [13]. Mohammadi and Sharifan studied the Hilbert series of quasi cycles in [10]. In
[12], Schenzel and Zafar computed dimension, depth, multiplicity and Betti numbers of
complete bipartite graphs. The aim of this article is to compute the Hilbert series of
binomial edge ideals of graphs in terms of the Hilbert series of certain subgraphs.
A graph G is said to be decomposable if there exist induced subgraphs G1 and G2
such that G = G1 ∪ G2, V (G1) ∩ V (G2) = {v} and v is a free vertex of G1 and G2. A
graph G is indecomposable, if it is not decomposable. Upto permutation, G has a unique
decomposition into indecomposable subgraphs, i.e. there exist indecomposable subgraphs
G1, . . . , Gr of G with G = G1∪· · ·∪Gr such that for each i 6= j, either V (Gi)∩V (Gj) = φ
or V (Gi) ∩ V (Gj) = {vi,j} and vi,j is a free vertex of Gi and Gj. In Section 3, we obtain
the Hilbert series and multiplicity of a decomposable graph in terms of the Hilbert series
of its indecomposable subgraphs (Theorem 3.2). As consequences we obtain the Hilbert
series and multiplicity of Cohen-Macaulay closed graphs and k-handle lollipop graphs.
Let H and H ′ be two graphs with the vertex sets [p] and [q], respectively. The join
of H and H ′, denoted by H ∗ H ′ is the graph with vertex set [p] ⊔ [q] and the edge set
E(H ∗H ′) = E(H) ∪ E(H ′) ∪ {{i, j}|i ∈ [p], j ∈ [q]}. Our aim is to compute the Hilbert
series of H ∗ H ′ in terms of the Hilbert series of H and H ′. First, we treat the case
when both the graphs are disconnected (Theorem 4.2). In order to compute the Hilbert
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series of join of two arbitrary graphs, it is necessary to understand the structure of some
other intermediate graphs. We define a product operation of a graph with the complete
graph and study the minimal primes and Hilbert series of the resulting graph. We further
compute the Hilbert series of several intermediate graphs and use those results finally to
obtain:
Theorem 4.13. Let H and H ′ be two graphs on vertex sets [p] and [q], respectively.
Let G = H ∗H ′ be the join of H and H ′. Let SH = K[xi, yi : i ∈ V (H)], SH′ = K[wi, zi :
i ∈ V (H
′
)] and S = K[xi, yi, wj, zj : i ∈ V (H), j ∈ V (H
′
)]. Then
HilbS/JG(t) = HilbSH/JH (t)+HilbSH′ /JH′ (t)+
(p+ q − 1)t+ 1
(1− t)p+q+1
−
(p− 1)t+ 1
(1− t)p+1
−
(q − 1)t+ 1
(1− t)q+1
.
As consequences, we obtain the Hilbert series of binomial edge ideal of complete k-
partite graph, wheel graph, fan graph and multi-fan graph.
Acknowledgements: The authors are grateful to their advisor A. V. Jayanthan for
constant support, valuable ideas and suggestions. The first author thanks the National
Board for Higher Mathematics, India for the financial support. The second author thanks
University Grant Commission, Government of India for the financial support.
2. Preliminaries
In this section we recall some notation and fundamental results which are used through-
out this article.
Let G be a finite simple graph with the vertex set V (G) and edge set E(G). For a
subset A ⊆ V (G), G[A] denotes the induced subgraph of G on the vertex set A, that is,
for i, j ∈ A, {i, j} ∈ E(G[A]) if and only if {i, j} ∈ E(G). A subset U ⊆ V (G) is said to
be a clique if G[U ] is a complete graph. A clique U is said to be a maximal clique if for
every v ∈ V (G) \U , U ∪{v} is not a clique. A vertex v ∈ V (G) is called a free vertex if v
belongs to exactly one maximal clique. For a vertex v, G\v denotes the induced subgraph
of G on the vertex set V (G) \ {v}. A vertex v ∈ V (G) is said to be a cut vertex if G \ v
has strictly more connected components than G. For a vertex v, Gv denotes the graph on
the vertex set V (G) and edge set E(Gv) = E(G)∪{{u, w} : u, w ∈ NG(v)}, where for any
x ∈ V (G), NG(x) = {u ∈ V (G) : {u, x} ∈ E(G)}. Complement of G, denoted by G
c is
the graph on the vertex set V (G) and the edge set E(Gc) = {{i, j} : i 6= j, {i, j} /∈ E(G)}.
For a subset T of [n], let T¯ = [n] \ T and cG(T ) denote the number of connected
components of G[T¯ ]. Let G1, · · · , GcG(T ) be connected components of G[T¯ ]. For each i,
let G˜i denote the complete graph on V (Gi) and
PT (G) = ( ∪
i∈T
{xi, yi}, JG˜1, · · · , JG˜cG(T )
).
It was shown by Herzog et al. that JG = ∩
T⊆[n]
PT (G), [5]. For each i ∈ T , if i is a
cut vertex of the graph G[T¯ ∪ {i}], then we say that T has the cut point property. Let
C (G) = {φ} ∪ {T : T has cut point property} and M (G) = {PT (G) : T ∈ C (G)}. In [5],
the authors proved that P is the minimal prime associated to JG if and only if P ∈ M (G).
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Let M =
⊕
k∈N
Mk be a graded S-module such that for each k ∈ N, l(Mk) < ∞. The
function HM : N → N defined as HM(k) = l(Mk) is called the Hilbert function of the
module M . The Hilbert series of M is the generating function of the Hilbert function
HM and is denoted by, HilbM(t) =
∑
k∈N
l(Mk)t
k. Let M be a finitely generated graded
S-module of dimension d. The Hilbert polynomial of M , denoted by PM(X) is the unique
polynomial with rational coefficients such that HM(k) = PM(k) for k ≫ 0. It is known
that one can express the polynomial PM(X) as
PM(X) =
d−1∑
i=0
(−1)d−1−ied−1−i(M)
(
X + i
i
)
,
where ej(M)’s are integers in [2, Lemma 4.1.4]. The coefficient e(M) = e0(M) is called
the multiplicity of M .
3. Hilbert series of binomial edge ideal of decomposable graphs
In this section, we compute the Hilbert series of decomposable graphs in terms of the
Hilbert series of its indecomposable components. Throughout this section, by writing G =
G1∪· · ·∪Gr, we mean that Gi’s are induced subgraphs of G such that V (Gi)∩V (Gj) = φ
or {vi,j} where vi,j is a free vertex inGi andGj . We begin by recalling the Betti polynomial
of M .
Definition 3.1. Let M be a finite graded S-module. Then we denote by
BM(s, t) =
∑
i,j
βij(M)s
itj ,
the Betti polynomial of M , where βij(M) are the graded Betti numbers of M .
Recently J. Herzog and G. Rinaldo [6, Proposition 3] proved that if G = G1 ∪G2, then
BS/JG(s, t) = BS/JG1 (s, t)BS/JG2 (s, t) = BS1/JG1 (s, t)BS2/JG2 (s, t),
where Si = K[xj , yj : j ∈ V (Gi)] for i ∈ {1, 2}.
By [2, Lemma 4.1.13], the Hilbert series of a graded S-module S/JG is
HilbS/JG(t) =
BS/JG(−1, t)
(1− t)2n
.
As an immediate consequence, we obtain
Theorem 3.2. Let G = G1 ∪G2 be a graph on the vertex set [n]. Then
HilbS/JG(t) = (1− t)
2HilbS1/JG1 (t) HilbS2/JG2 (t),
where Si = K[xj , yj : j ∈ V (Gi)], for i = 1, 2. In particular,
dim(S/JG) = dim(S1/JG1) + dim(S2/JG2)− 2 and e(S/JG) = e(S1/JG1)e(S2/JG2).
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Proof. For i = 1, 2, let Gi be a graph on vertex set [mi]. Note that n = m1 + m2 − 1.
Now,
HilbS/JG(t) =
BS/JG(−1, t)
(1− t)2n
=
BS/JG(−1, t)
(1− t)2(m1+m2−1)
= (1− t)2
BS1/JG1 (−1, t)
(1− t)2m1
BS2/JG2 (−1, t)
(1− t)2m2
= (1− t)2HilbS1/JG1 (t) HilbS2/JG2 (t).
Now, let d = dim(S/JG) and di = dim(Si/JGi), for i = 1, 2. It follows from [2, Corollary
4.1.8] that HilbS/JG(t) =
QS/JG(t)
(1−t)d
, HilbS1/JG1 (t) =
QS1/JG1
(t)
(1−t)d1
and HilbS2/JG2 (t) =
QS2/JG2
(t)
(1−t)d2
.
Therefore
QS/JG(t)
(1− t)d
= (1− t)2
QS1/JG1 (t)
(1− t)d1
QS2/JG2 (t)
(1− t)d2
.
Hence d = d1 + d2 − 2 and QS/JG(t) = QS1/JG1 (t)QS2/JG2 (t). Also, e(S/JG) = QS/JG(1) =
e(S1/JG1)e(S2/JG2). 
The following is an immediate consequence of previous result.
Corollary 3.3. Let G = G1∪· · ·∪Gr be a connected graph. Let Si = K[xj , yj : j ∈ V (Gi)],
for each i ∈ [r]. Then
HilbS/JG(t) = (1− t)
2r−2
∏
i∈[r]
HilbSi/JGi (t).
In particular, dim(S/JG) =
∑
i∈[r]
dim(Si/JGi)− 2r + 2 and e(S/JG) =
∏
i∈[r]
e(Si/JGi).
Note that if G is the complete graph on n vertices, then S/JG is a determinantal ring. It
follows from [3, Corollary 1] that HilbS/JG(t) =
(n−1)t+1
(1−t)n+1
. Hence by [2, Proposition 4.1.9],
e(S/JG) = n, e1(S/JG) = n− 1 and for 2 ≤ i ≤ n, ei(S/JG) = 0.
Corollary 3.4. Let G = Pn be the path graph on the vertex set [n]. Then
HilbS/JG(t) =
(1 + t)n−1
(1− t)n+1
,
ei(S/JG) =
(
n−1
i
)
2n−1−i for 0 ≤ i ≤ n− 1 and en(S/JG) = 0.
Proof. The result follows for n = 1, 2. For n ≥ 3, G is a decomposable graph with
n − 1 indecomposable subgraphs and each indecomposable subgraph of G is K2. Thus,
by Corollary 3.3, HilbS/JG(t) = (1 − t)
2n−4
(
t+1
(1−t)3
)n−1
= (t+1)
n−1
(1−t)n+1
= Q(t)
(1−t)n+1
. For 0 ≤
i ≤ n − 1, Q(i)(t) = i!
(
n−1
i
)
(1 + t)n−1−i, where Q(i)(t) denotes the i-th derivative of Q(t)
with respect to t. Hence it follows from [2, Proposition 4.1.9] that for 0 ≤ i ≤ n − 1,
ei(S/JG) =
(
n−1
i
)
2n−1−i and en(S/JG) = 0. 
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It follows from the previous Corollary that the Hilbert Polynomial of Pn is PS/JPn (X) =∑
i∈[n]
(−1)n−i2i−1
(
n−1
i−1
)(
X+i
i
)
.
Now, we obtain the Hilbert series of k-handle lollipop graph. Let m ≥ 2 and Km be
the complete graph on [m]. Let Lm,r1,...,rk denote the graph obtained by identifying one
free vertex of each path Pr1, . . . , Prk with k distinct vertices of Km. Such a graph is called
k-handle lollipop graph.
For an induced subgraph H of G, set SH = K[xj , yj : j ∈ V (H)].
Proposition 3.5. Let G = Lm,r1,...,rk be a k-handle lollipop graph. Then
HilbS/JG(t) =
((m− 1)t+ 1)(1 + t)r−k
(1− t)m+r−k+1
, where r = r1 + · · ·+ rk.
In particular, dim(S/JG) = m+ r − k + 1 and e(S/JG) = 2
r−km.
Proof. Note that G = Km ∪ Pr1 ∪ Pr2 · · · ∪ Prk . Therefore by Corollary 3.3,
HilbS/JG(t) = (1− t)
2k HilbSKm/JKm (t)
∏
i∈[k]
HilbSPri /JPri
(t).
By Corollary 3.4, we have
HilbS/JG(t) = (1− t)
2k ((m− 1)t+ 1)
(1− t)m+1
∏
i∈[k]
(1 + t)ri−1
(1− t)ri+1
=
((m− 1)t+ 1)(1 + t)r−k
(1− t)m+r−k+1
.

It follows from Proposition 3.5 and [2, Proposition 4.1.9] that if G = Lm,r1,...,rk , then for
1 ≤ i ≤ r − k, ei(S/JG) = (m − 1)
(
r−k
i−1
)
2r−k−i+1 +m
(
r−k
i
)
2r−k−i, er−k+1(S/JG) = m − 1
and ej(S/JG) = 0 for j ≥ r − k + 2.
Let G be a Cohen-Macaulay closed graph on vertex set [n]. It follows from [4, Theorem
3.1] that G = Km1 ∪ · · · ∪ Kmr for some mi ≥ 2. Therefore by using Corollary 3.3, we
recover the result of Ene-Herzog-Hibi([4, page 66]),
HilbS/JG(t) = (1− t)
2r−2
∏
i∈[r]
HilbSKmi /JKmi
(t) =
∏
i∈[r]
((mi − 1)t+ 1)
(1− t)n+1
and e(S/JG) =
∏
i∈[r]
mi.
4. Hilbert series of Binomial edge ideal of Join of Graphs
In this section we compute the Hilbert series of binomial edge ideal of join of two graphs.
As consequences of this we obtain the Hilbert series of the binomial edge ideal of complete
k-partite graphs, wheel graphs, fan graphs and multi-fan graphs.
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Definition 4.1. Let H and H ′ be two graphs with the vertex sets [p] and [q], respectively.
The join of H and H ′, denoted by H ∗H ′ is the graph with vertex set [p]⊔ [q] and the edge
set E(H ∗H ′) = E(H) ∪ E(H ′) ∪ {{i, j}|i ∈ [p], j ∈ [q]}.
The graph G, given on the right, is
the join of the complete graph K4 and
the complement graph of the complete
graph K3.
G = K4 ∗K
c
3
For rest of the section we use the following notation: Let H and H ′ be two graphs
on vertex sets [p] and [q], respectively. Let G = H ∗ H
′
be the join of H and H ′. Set
SH = K[xi, yi : i ∈ V (H)], SH′ = K[zj , z
′
j : j ∈ V (H
′
)] and S = K[xi, yi, zj, z
′
j : i ∈
V (H), j ∈ V (H
′
)].
Theorem 4.2. Let H and H
′
be two disconnected graphs on vertex sets [p] and [q],
respectively. Let G = H ∗H
′
be the join of H and H
′
. Then
HilbS/JG(t) = HilbSH/JH (t)+HilbSH′ /JH′ (t)+
(p+ q − 1)t+ 1
(1− t)p+q+1
−
(p− 1)t+ 1
(1− t)p+1
−
(q − 1)t+ 1
(1− t)q+1
.
Proof. It follows from [9, Proposition 4.14] that
C (G) = {φ} ∪ {T ⊔ [q] : T ∈ C (H)} ∪ {[p] ⊔ T ′ : T ′ ∈ C (H ′)}.
Let
Q1 = ∩
T∈C (G)
[p]⊆T
PT (G) = (xi, yi : i ∈ [p]) + JH′
and
Q2 = ∩
T∈C (G)
T 6=φ [p]*T
PT (G) = (zi, wi : i ∈ [q]) + JH .
Now, by [5, Corollary 3.9],
JG = ∩
T∈C (G)
PT (G) = Pφ(G) ∩Q1 ∩Q2 = JKp+q ∩Q1 ∩Q2.
Set Q3 = JKp+q ∩Q2 and consider the short exact sequence,
0 −→
S
Q3
−→
S
JKp+q
⊕
S
Q2
−→
S
JKp+q +Q2
−→ 0.
Note that JKp+q +Q2 = (zi, wi : i ∈ [q]) + JKp. Therefore
HilbS/Q3(t) = HilbS/JKp+q (t) + HilbS/Q2(t)−HilbS/(JKp+q+Q2)(t)
=
(p+ q − 1)t + 1
(1− t)p+q+1
+HilbSH/JH(t)−
(p− 1)t+ 1
(1− t)p+1
.
Now, consider the short exact sequence
0 −→
S
JG
−→
S
Q1
⊕
S
Q3
−→
S
Q1 +Q3
−→ 0.
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Note that Q1 +Q3 = (xi, yi : i ∈ [p]) + JKq . Therefore
HilbS/JG(t) = HilbS/Q1(t) + HilbS/Q3(t)− HilbS/Q1+Q3(t)
= HilbS
H
′ /J
H
′ (t) + HilbSH/JH (t)+
(p+ q − 1)t+ 1
(1− t)p+q+1
−
(p− 1)t+ 1
(1− t)p+1
−
(q − 1)t+ 1
(1− t)q+1
.

Now we move on to study the join of a disconnected graph with a complete graph. We
first identify the subsets with cutpoint property.
Lemma 4.3. Let H be a disconnected graph on the vertex set [p]. Let G = H ∗Kq be the
join of H and Kq. Then
C (G) = {φ} ∪ {T ⊔ [q] : T ∈ C (H)}.
Proof. The proof is immediate from [9, Proposition 4.5]. 
We now compute the Hilbert series:
Theorem 4.4. Let H be a disconnected graph on the vertex set [p]. Let G = H ∗Kq be
the join of H and the complete graph Kq. Then
HilbS/JG(t) = HilbSH/JH (t) +
(p+ q − 1)t+ 1
(1− t)p+q+1
−
(p− 1)t+ 1
(1− t)p+1
.
Proof. By [5, Corollary 3.9], JG = ∩
T∈C (G)
PT (G). Let Q = ∩
T∈C (G)
[q]⊆T
PT (G) = (zj, wj : j ∈
[q]) + JH . Now it follows from Lemma 4.3 that JG = Pφ(G) ∩ Q = JKp+q ∩ Q. Consider
the short exact sequence
0 −→
S
JG
−→
S
JKp+q
⊕
S
Q
−→
S
JKp+q +Q
−→ 0.
Note that JKp+q +Q = (zj , wj : j ∈ [q]) + JKp. Therefore
HilbS/JG(t) = HilbS/Q(t) + HilbS/JKp+q (t)− HilbS/(JKp+q+Q)(t)
= HilbSH/JH (t) +
(p+ q − 1)t+ 1
(1− t)p+q+1
−
(p− 1)t+ 1
(1− t)p+1
.

If H is a disconnected graph, then by taking q = 1 in Theorem 4.4, we obtain the
Hilbert series of the cone of H . Of particular interest is the case of multi-fan graph. Let
Pp1, . . . , Ppr denote paths on vertices p1, . . . , pr respectively. The the graph {v}∗(⊔
r
i=1Ppi)
is called a multi-fan graph, denoted by Mp1,...,pr . As a consequence of Theorem 4.4, we
obtain the Hilbert series of binomial edge ideal of the multi-fan graphs.
Corollary 4.5. Let G =Mp1,...,pr be the multi-fan graph with r ≥ 2. Let p =
∑
i∈[r]
pi. Then
HilbS/JG =
(1 + t)p−r
(1− t)p+r
+
(p− 1)t2 + 2t
(1− t)p+2
.
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In particular, dim(S/JG) = p+ r and
e(S/JG) =
{
2p−r if r > 2,
2p−r + p+ 1 if r = 2.
Proof. Let H = ⊔
i∈[r]
Ppi. Since r ≥ 2, by Theorem 4.4 and Corollary 3.4
HilbS/JG(t) = HilbSH/JH (t) +
pt+ 1
(1− t)p+2
−
(p− 1)t+ 1
(1− t)p+1
=
r∏
i=1
HilbSPpi /JPpi
(t) +
(p− 1)t2 + 2t
(1− t)p+2
=
r∏
i=1
(1 + t)pi−1
(1− t)pi+1
+
(p− 1)t2 + 2t
(1− t)p+2
=
(1 + t)p−r
(1− t)p+r
+
(p− 1)t2 + 2t
(1− t)p+2
.

We proceed to study the connected case now. To understand H ∗ Kq, where H is a
connected graph, we need more tools. We first treat the case q = 1.
Theorem 4.6. Let H be a connected graph on [p] and G = H ∗ {v}. Then
HilbS/JG(t) = HilbSH/JH(t) +
(p− 1)t2 + 2t
(1− t)p+2
.
In particular,
e(S/JG) =


e(SH/JH) if dim(SH/JH) ≥ p+ 3,
p+ 1 + e(SH/JH) if dim(SH/JH) = p+ 2,
p+ 1 if dim(S
H
/JH) = p+ 1.
Proof. If H = Kp, then the result is immediate. Assume that H 6= Kp, so that v is not a
free vertex in G. By [11, Lemma 4.8], JG = JGv ∩ ((xv, yv) + JG\v). Note that Gv = Kp+1
and G \ v = H . It follows from the short exact sequence
0 −→
S
JG
−→
S
JKp+1
⊕
S
(xv, yv) + JH
−→
S
(xv, yv) + JKp
−→ 0
that
HilbS/JG(t) = HilbSH/JH (t) +
pt+ 1
(1− t)p+2
−
(p− 1)t+ 1
(1− t)p+1
= HilbSH/JH (t) +
(p− 1)t2 + 2t
(1− t)p+2
.
The formula for the multiplicity follows directly from the Hilbert series expression. 
As an immediate consequence, we have:
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Corollary 4.7. Let G = Wp+1 be the wheel graph on [p+ 1] with p ≥ 3. Then
HilbS/JG(t) =
(1− t2)(1 + t)p−1 + (p− 1)tp + tp+1
(1− t)p+1
+
(p− 1)t2 + 2t
(1− t)p+2
.
In particular, dim(S/JG) = p+ 2 and e(S/JG) = p+ 1.
Proof. Let H = Cp be the cycle graph on [p]. Note that G = Cp ∗ {v}. Therefore by
Theorem 4.6,
HilbS/JG(t) = HilbSH/JH(t) +
(p− 1)t2 + 2t
(1− t)p+2
.
Now the result follows from [13, Theorem 10]. 
We now define a new product which is required in the computation of the Hilbert series
of join of two arbitrary graphs.
Let H be a graph on [p] and H ′ be a graph
on [q]. Let v1, ..., vr be vertices of H
′ with
1 ≤ r ≤ q. The graph with vertex set [p]⊔ [q]
and edge set
E(H)⊔{(u, vi) : u ∈ V (H), i = 1, ..., r}⊔E(H
′)
is denoted by H(∗)rH ′. Note that if r = q,
then H(∗)qH ′ is the join of H and H ′. For
example, the graph G given on the right side
is the graph P3(∗)
2K4.
v1
v2
G
Our next aim is to compute the Hilbert series of H(∗)rKq. First we identify the sets
with cut point property.
Lemma 4.8. Let H be a graph on [p] and G = H(∗)rKq, where q ≥ 2 and 1 ≤ r < q.
Then
C (G) = {φ} ∪ {T ⊔ {v1, ..., vr} : T ∈ C (H)}.
Proof. Let T ∈ C (G) and T 6= φ. First note that {v1, ..., vr} ⊆ T . For if vi /∈ T for
some i, then GT¯ is a connected graph, which contradicts the fact that T ∈ C (G). Let
T ′ = T \ {v1, ..., vr}. We need to show that T
′
∈ C (H). If T ′ = φ, then we are through.
Assume that T
′
6= φ. If u ∈ T
′
, then G[T¯ ∪ {u}] = H [T¯ ′ ∪ {u}] ⊔Kq−r. Since u is a cut
vertex of G[T¯ ∪ {u}], it is a cut vertex of H [T¯ ′ ∪ {u}]. Thus T ′ ∈ C (H).
Conversely, let T = T ′ ⊔ {v1, ..., vr}, where T
′ ∈ C (H). Note that for i ∈ [r],
G[T¯ ∪ {vi}] = H [T¯ ′](∗)
1Kq−r+1. So vi is a cut vertex of G[T¯ ∪ {vi}]. If T
′ = φ, then
we are done. Assume that T ′ 6= φ and let u ∈ T ′. Since G[T¯ ∪ {u}] = H [T¯ ′ ∪ {u}]⊔Kq−r,
u is a cut vertex of G[T¯ ∪ {u}] and T ∈ C (G). Hence the result follows. 
Theorem 4.9. Let H be a graph on [p] and G = H(∗)rKq be the graph on vertex set
[p] ⊔ [q] with q ≥ 2 and 1 ≤ r < q. Then
HilbS/JG(t) = HilbSH/JH (t)
(q − r − 1)t+ 1
(1− t)q−r+1
+
(p+ q − 1)t+ 1
(1− t)p+q+1
−
(p+ q − r − 1)t+ 1
(1− t)p+q−r+1
.
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Proof. By [5, Corollary 3.9], JG = ∩
T∈C (G)
PT (G). Now, by Lemma 4.8,
JG = Pφ(G) ∩ ∩
T∈C (G),T 6=φ
PT (G)
= JKp+q ∩ ((xvi , yvi : i ∈ [r]) + JH + JKq−r).
Let Q = (xvi , yvi : i ∈ [r])+JH+JKq−r . Note that JKp+q +Q = (xvi , yvi : i ∈ [r])+JKp+q−r .
Then it follows from the exact sequence below
0 −→
S
JG
−→
S
JKp+q
⊕
S
Q
−→
S
JKp+q +Q
−→ 0
that
HilbS/JG(t) = HilbS/Q(t) + HilbS/JKp+q (t)− HilbS/(JKp+q+Q)(t)
= HilbSH/JH (t)
(q − r − 1)t+ 1
(1− t)q−r+1
+
(p+ q − 1)t+ 1
(1− t)p+q+1
−
(p+ q − r − 1)t+ 1
(1− t)p+q−r+1
.

Now we compute the Hilbert series of a q-cone over a connected graph H , i.e., join of
H and q isolated vertices. We denote the graph of q isolated vertices by Kcq .
Theorem 4.10. Let H be a connected graph on the vertex set [p]. Let G = H ∗Kcq be the
join of H and Kcq . Then
HilbS/JG(t) = HilbSH/JH(t) + HilbS/JKp∗Kcq (t)−
(p− 1)t+ 1
(1− t)p+1
.
Proof. We proceed by induction on q. For q = 1, G = H ∗ {v} and the result follows from
Theorem 4.6. Now assume that q > 1 and the result is true for q − 1. Let G = H ∗Kcq
and V (Kcq) = {v1, v2, ..., vq} . Let Q1 = (xvq , yvq) + JG\vq and Q2 = JGvq . Note that
Q1 + Q2 = (xvq , yvq) + JGvq\vq . Since vq is not a free vertex, it follows from [11, Lemma
4.8] that JG = Q1 ∩ Q2. Let R = K[xi, yi : i ∈ V (G) and i 6= vq]. Then by induction
hypothesis
HilbS/Q1(t) = HilbR/JG\vq (t) = HilbSH/JH(t) + HilbR/JKp∗Kcq−1
(t)−
(p− 1)t+ 1
(1− t)p+1
.
Consider the short exact sequence
0 −→
S
JG
−→
S
Q1
⊕
S
Q2
−→
S
Q1 +Q2
−→ 0.
Note that Gvq = Kp ∗ K
c
q , Gvq \ vq = Kp ∗ K
c
q−1 and G \ vq = H ∗ K
c
q−1. Therefore, it
follows from the above short exact sequence that
HilbS/JG(t) = HilbSH/JH(t) + HilbS/JKp∗Kcq (t)−
(p− 1)t+ 1
(1− t)p+1
.

As a consequence of the Theorems 4.4, 4.6 and 4.10, we compute the Hilbert series of
fan graphs.
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Corollary 4.11. Let G = Pp ∗K
c
q be the fan graph. Then
HilbS/JG(t) =
(1 + t)p−1
(1− t)p+1
+
1
(1− t)2q
+
(p+ q − 1)t+ 1
(1− t)p+q+1
−
(p− 1)t+ 1
(1− t)p+1
−
(q − 1)t+ 1
(1− t)q+1
.
In particular, dim(S/JG) = max{2q, p+ q + 1} and
e(S/JG) =


1 if p+ 1 < q,
p+ q + 1 if p+ 1 = q,
p+ q if p+ 1 > q.
Proof. By Theorem 4.10,
HilbS/JG(t) =
(1 + t)p−1
(1− t)p+1
+HilbS/JKp∗Kcq (t)−
(p− 1)t+ 1
(1− t)p+1
.
If q = 1, then the assertion follows from the Theorem 4.6. Assume that q > 1. Now by
Theorem 4.4, the assertion follows. 
Theorem 4.12. Let H be a connected graph on [p] and G = H ∗Kq, where q ≥ 2. Then
HilbS/JG(t) = HilbSH/JH (t) +
(p+ q − 1)t+ 1
(1− t)p+q+1
−
(p− 1)t+ 1
(1− t)p+1
.
Proof. Let H
′
= H ⊔ {w}, G
′
= H
′
∗ Kcq , SH′ = SH [xw, yw] and S
′
= S[xw, yw]. By
Theorem 4.2,
HilbS′/J
G
′
(t) =
1
(1− t)2
HilbSH/JH(t)+
1
(1− t)2q
+
(p+ q)t + 1
(1− t)p+q+2
−
pt+ 1
(1− t)p+2
−
(q − 1)t+ 1
(1− t)q+1
.
Since w is not a free vertex of G
′
, it follows from [11, Lemma 4.8] that JG′ = ((xw, yw) +
JG′\w)∩JG′w . Let Q1 = (xw, yw)+JG
′
\w, Q2 = JG′w . Note that Q1+Q2 = (xw, yw)+JG′w\w,
G
′
w = H(∗)
qKq+1, G
′
\ w = H ∗Kcq and G
′
w \ w = H ∗Kq = G. Consider the short exact
sequence
0 −→
S
′
JG′
−→
S
′
Q1
⊕
S
′
Q2
−→
S
′
Q1 +Q2
−→ 0.
Then by Theorem 4.9 and Theorem 4.10
HilbS/JG(t) = HilbS/JH∗Kcq (t) + HilbS
′
/JH(∗)qKq+1
(t)−HilbS′/J
G
′
(t)
= HilbSH/JH (t) +
(p+ q − 1)t+ 1
(1− t)p+q+1
−
(p− 1)t+ 1
(1− t)p+1
.

Now we are ready to compute the Hilbert series of the join of two arbitrary graphs.
Theorem 4.13. Let H and H ′ be graphs on vertex sets [p] and [q], respectively. Let
G = H ∗H
′
be the join of H and H ′. Then
HilbS/JG(t) = HilbSH/JH (t)+HilbSH′ /JH′ (t)+
(p+ q − 1)t+ 1
(1− t)p+q+1
−
(p− 1)t+ 1
(1− t)p+1
−
(q − 1)t+ 1
(1− t)q+1
.
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Proof. If both H and H ′ are disconnected graphs, then the assertion is proved in Theorem
4.2. Assume thatH is connected andH ′ is disconnected. Let w be a new vertex. SetH
′′
=
H ⊔{w} , G
′
= H
′′
∗H
′
, SH′′ = SH [xw, yw] and S
′
= S[xw, yw]. Let Q1 = (xw, yw) + JG′\w
and Q2 = JG′w . Since w is not a free vertex of G
′, it follow from [11, Lemma 4.8] that
JG′ = Q1∩Q2. Note that Q1+Q2 = (xw, yw)+JG′w\w, G
′
w = H(∗)
qKq+1, G
′
w \w = H ∗Kq
and G′ \ w = G. Therefore, it follows from the short exact sequence
0 −→
S
′
JG′
−→
S
′
Q1
⊕
S
′
Q2
−→
S
′
Q1 +Q2
−→ 0
that
HilbS/JG(t) = HilbS′/J
G
′
(t) + HilbS/JH∗Kq (t)−HilbS′/JH(∗)qKq+1
(t).
Note that G′ is join of two disconnected graphs. Now, the assertion follows from Theorems
4.2, 4.9 and 4.12.
Assume now that both H and H ′ are connected. Let u be a new vertex. Set H
′′′
=
H ′ ⊔ {u} , G
′′
= H ∗H
′′′
, SH′′′ = SH′ [xu, yu] and S
′
= S[xu, yu]. Let Q1 = (xu, yu) + JG
and Q2 = JG′′u . It follow from the [11, Lemma 4.8] that JG
′′ = Q1 ∩ Q2. Consider the
short exact sequence
0 −→
S
′
JG′′
−→
S
′
Q1
⊕
S
′
Q2
−→
S
′
Q1 +Q2
−→ 0.
Note that Q1+Q2 = (xu, yu)+JG′′u\u, G
′′
u = H
′(∗)qKq+1, G
′′
u \u = H
′ ∗Kq and G
′′ \u = G.
Then
HilbS/JG(t) = HilbS′/J
G
′′
(t) + HilbS/JH′∗Kq (t)−HilbS′/JH′(∗)qKq+1
(t).
Since G′′ is join of a connected graph H and a disconnected graph H ′′′, by previous case
HilbS′/JG′′ (t) = HilbSH/JH (t)+HilbSH′′′ /JH′′′ (t)+
(p+ q)t+ 1
(1− t)p+q+2
−
(p− 1)t+ 1
(1− t)p+1
−
qt+ 1
(1− t)q+2
.
Now, the assertion follows from Theorems 4.9 and 4.12. 
As an immediate consequence, we are able to compute the Hilbert series, dimension
and multiplicity of complete multi-partite graphs.
Corollary 4.14. Let G = Kp1,...,pk be the complete k-partite graph on the vertex set
[n] = [p1] ⊔ · · · ⊔ [pk] with p1 ≥ · · · ≥ pk. Then
HilbS/JG(t) =
∑
i∈[k]
1
(1− t)2pi
−
∑
i∈[k]
(pi − 1)t+ 1
(1− t)pi+1
+
(n− 1)t+ 1
(1− t)n+1
.
In particular, dim(S/JG) = max{2p1, n+ 1} and
e(S/JG) =


n if p1 = 1 or 2p1 < n + 1,
1 if 2p1 > n + 1,
n+ 1 if 2p1 = n + 1.
Proof. Note that G = (· · · (Kcp1 ∗K
c
p2) ∗ · · · ) ∗K
c
pr . Now the result follows by recursively
applying Theorem 4.13. 
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