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摘要—近幾年來，網際網路迅速成長，加上行動裝
置的進步，使得網路換手問題越來越被廣泛討論，而在
眾多方案中，串流控制傳輸協定(SCTP)[1]最為熱門。 
然而，即便使用 SCTP 來達到換手，還是有許多問
題，如 SCTP 中的緩速啟動與擁塞控制機制就會導致換
手時期產生傳輸崩潰現象，在本論文中我們希望針對 S
CTP 的緩速啟動與擁塞控制機制去解決問題，使得換手
過程中，可以持續擁有良好的傳輸品質。1 
一、 簡介 
近年來網際網路與行動裝置的快速發展，越來越多
的問題浮出，像是異質網路間如何整合、無線訊號如何
傳遞、如何有效作點對點分群與移動時交換基地台，其
中在交換基地台的部分，我們可以把它歸類為網路換手
的議題，而這類的問題，在學術上已經被大量的研究，
如何有效率的換手，更是網路換手中十分重要的議題。 
1.SCTP 
1.1介紹 
SCTP (Stream Control Transmission Protocol)是
在 2000 年由 IETF 的 SIGTRAN 工作組定義的一個傳輸
層協議，提供了終端與終端之間的溝通，其傳送機制
類似 TCP(Transmission Control Protocol)，相似的地方
在於具有連結導向、可信度、擁塞和流量控制，而改
善 TCP 的部分分別是多重連接、連結終止與動態位置
配置，使其提供了更多傳輸上的特色。 
1.2Multi-homing 
在網路機器與裝置介面之間，Multi-homing 提供
了重複性與終端對終端的錯誤容忍度機制，與 TCP 和
UDP 不同的是，在 TCP 中，會有四種連結，分別為(C
1,S1)、(C1,S2)、(C2,S1)、(C2,S2)，而在 SCTP 中，其
連結(Association)是一個點綁定多個 IP 位置，如圖一所
示，在 SCTP 中的連結可以看做({C1，C2}，{S1，S
2})，而當資料的傳輸完成以後，SCTP 會終止連結。 
Multi-homing 的另一項特色是 Dynamic Address-
Reconfiguration(DAR)，該特色使得 SCTP 可以在已經
運作在一個 Multi-homing 的傳輸中，其中有一條路徑
是用來做為負責傳送使用者資料的主要路徑(Primary P-
ath)，而其他次要路徑則是用來重傳及傳送其他訊息，
另一方面，當主要路徑發生斷線時，終端就會重新選
擇一條新的路徑來當作主要路徑，讓連結(Associatio-
n)能夠繼續進行；換句話說，也就是除了主要路徑之
外， 其它路徑只用來重傳時使用或是當成主要路徑的 
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備用路徑，因此該特色使得 SCTP 在建立連結(Associa-
tion)時，可以有多重的連線路徑選擇。 
 
圖一、Multi-homing概念圖 
1.3Multi-Streaming 
每個 SCTP 的連結(Association)中是由多個串流(S-
tream)所組成的，每個串流都是單向和彼此獨立的資料
流，並且每個資料流都有屬於自己的序列空間，因此
當資料流抵達接收端時，接收端不會考慮每個資料流
抵達的相對順序，只會依照資料流內的序列來傳遞資
料。 
在建立 STCP 連結(Association)時，就會先規畫好
有多少輸出串流與輸入串流，舉例來說，如圖二所
示，在此連結(Association)中，客戶端使用了三條輸出
串流和兩條輸入串流，有一點是必須注意的，在此連
結中每一個串流都會共享壅塞控制，因此 SCTP 是依附
在 TCP 的公平性原則上來運作的，在此特色之下，任
何串流中的封包遺失時，只會影響到該串流中的封
包，而不會影響到其他串流。 
 
圖二、Multi-Streaming概念圖 
1.4架構與原理 
SCTP 近似於 TCP，在傳送或接收資料前會先建
立連結(Association)，在建立連結(Association)時，兩個
終端都會向對方提供一個 Port Number 和一個 IP 位
址，而每個連結(Association)是由許多個單向的 Stream
所組成的，一旦資料轉送完成後，兩終端將會終止連
結(Association)。 
 
  
2.無縫換手 
行動裝置在交換基地台訊號的同時，基本上會處在
一段失去訊號的時間，如何有效率的進行換手之所以十
分重要，正是因為一旦失去訊號的時間過長，使用者便
會察覺網路中斷，並且為此不滿，而如果能讓使用者感
覺不出網路中斷，則網際網路的發展與重要性則會日益
提升，因此如何讓使用者無法感覺到換手時的網路中斷
成為了目前很重要的一個研究方向－無縫換手。 
3.相關研究 
關於換手，目前已有多種做法，像是 IEEE 提出的 
IEEE 802.21 MIH[3]便是架構在網路七層的第二層與第
三層間做為溝通橋樑，藉由 SAP(Service Access Poin-
t)對第二層以下的架構進行控制，並允許第三層以上對
第二層以下進行詢問，藉由 MIH function 達到無縫換手
的效果，不過由於是透過 MIH function 所以只能使用在
有支援 MIH function 的環境下，像是 802.3、802.11、3
GPP 與 3GPP2…等。 
另一個廣為人知的換手解決方案則是使用串流控制
傳輸協定(SCTP)[1]作為傳輸協定，因為 SCTP 有著十分
適合換手的特性，[4]我們可以更加清楚的知道 SCTP 的
特性，像是 Multi-homing、Multi-streaming 與動態位置
配置(DAR)，其中在[5][6]中更是指出了如何使用 SCTP
來完成網路換手，尤其[5]更是建立了如何使用 SCTP 進
行網路換手的三個步驟。 
後來大部分使用 SCTP 進行換手的相關研究大多採
用這四個步驟進行換手，如圖三所示，四個步驟分別
為： 
3.1 獲得新 IP： 
當節點進入網路重疊區時，取得新基地台   
IP。 
3.2 動態建立新 IP 連線： 
當節點取得新 IP 時，利用 SCTP 的動態位置
配置的特色在已經運行的 Association 中建立新 IP
的連線。 
3.3 切換主要路徑： 
當舊有 IP 的基地台提供的訊號強度低於一定
閾值時，將會採用新 IP 的連線為主要連線路徑。 
3.4 動態刪除舊 IP： 
當節點已經完全離開舊有 IP 的基地台時，如
同步驟二，利用 SCTP 的動態位置配置的特色在已
經運行的 Association 中切斷舊 IP 的連線。 
基於這四個步驟，我們可以藉由 SCTP 進行網路換
手。 
然而，雖然 SCTP 的特色很適合處理網路換手，但
是卻也存在了一些不利於網路換手的因素，其中像是 Sl
ow-Start 與 Congestion Avoidance 這些擁塞處理的演
算，將會導致網路換手的行為時分沒有效率，而本篇論
文正是要針對使用 SCTP 進行網路換手的效率進行改
善。 
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圖三、SCTP 換手步驟 
二、 研究方法 
在改善換手效率以前，必須先認識是什麼降低了網
路換手時的效率，原因出在 SCTP 為了進行壅塞控制時
所建立的壅塞控制演算法，SCTP 類似於 TCP 會對於遺
失的封包進行重傳送，但這個機制將有機會造成嚴重的
網路壅塞，因為如果當網路狀況十分壅塞的同時，封包
遺失量必然會大量增加，一但遺失量上升，重新傳送的
資料又會增加，重新傳送的資料上升，整體的資料量必
然又會攀升，緊接著擁塞問題會加重，最後會導致更多
封包遺失，為了避免這個問題無窮的相扣下去，所以不
論 TCP 或 SCTP 都有設計一套壅塞控制機制，在 SCTP
的部分對於網路狀況的控制主要分為兩個部分，分別為
Slow-Start 與 Congestion Avoidance，在 Slow-Start 的部
分是為了確保傳輸量穩定的成長，緩慢增加傳輸量至最
大安全傳輸量，因為這個機制將會使 SCTP 傳輸時不會
一開始就因過量的傳輸導致網路壅塞，另外 Congestion 
Avoidance，則是確保 SCTP 發生擁塞的時候能夠自我調
節傳輸量以降低網路壅塞的狀況。 
不論是 Slow-Start 或是 Congestion Avoidance 都與 
SCTP 中的三個參數有關分別為，Congestion Windows( 
cwnd)和 Slow-Start threshold(ssthresh)與 flightsize，首先
cwnd 為壅塞視窗，這個參數紀錄的是以建立的連結可以
累積的最大未認證資料量，根據探測的結果，如果傳輸
狀態勢穩定的則會往上攀升一個 MTU(最大傳輸單位，
Max Transmission Unit)，而 ssthresh 則是一個用於決定
該 SCTP 連結是處於 Slow-Start 還是 Congestion Avoida-
nce 的參數，當連結創立時，初始值為無窮大，每當發
生重傳事件時則會成為一個可數值，其判斷條件為 ssth-
resh 大於 cwnd 時呈現 Slow-start 機制，反之則為 Conge-
stion Avoidance，而 flightsize 則為未認證的封包大小，
而 SCTP 在傳輸時存在著一個原則： 
  
如果傳送端送至目標位址的未認證資料大於或等於
cwnd 時，則傳送端不能繼續傳送新資料到給定的傳輸位
址[1]。 
根據這個原則我們可以得知，cwnd 是控制傳輸量的
一大因素，而問題就產生在這裡，當我們進行網路換手
時，勢必會進行至 SCTP 換手四大步驟中的第三個步
驟，切換主要路徑，這個時候新 IP 的連結因為沒有大量
傳輸過資料，因此 cwnd 的數值將會經過 Slow-start 階
段，這時將會造成網路傳輸的效率突然的下降，為了解
決這個問題，我們想到了一個方法，就是將最大 cwnd
的值進行預存，等到主要路徑切換時，便將預存的 cwnd
給予新的主要路徑並且對於換手後的重傳機制做修改，
以提升換手效率。 
在我們所提到的方法中，我們設計了一個預存壅塞
控制參數的結構：CwndRecord，如圖五所示，pre_cwnd
儲存了在傳輸過程中所達到的最大壅塞視窗參數值，pre
_ssthresh 儲存當下了閥值以便判斷是何種壅塞控制機
制，另外 changeFlag 則是用來判斷目前是否已切換主要
路徑，而在我們方法中的總共會有三個步驟，分別為： 
1.預存最大的 cwnd 值： 
每當壅塞控制機制觸發時，便會調整 cwnd 與
ssthresh，所以就在調整過後立即判斷目前的 cwnd
是否為最大值，如果是的話就將目前主要路徑的 c-
wnd 與 ssthresh 分別存進 CwndRecord.pre_cwnd 與
CwndRecord.pre_ssthresh，將最大的 cwnd 值記錄下
來。 
2.將預存的 cwnd 給予新路徑： 
在切換主要路徑的情況發生時，將先前所預存
的 ssthresh 與最大 cwnd 值給予新的主要路徑，目的
是為了讓新路徑的 cwnd 不會從初始值慢慢爬升，
使得傳送的資料不會因此而大幅下降，即使發生了
重傳逾時或快速重傳機制，也不會導致 cwnd 過度
地減少，另外也會將 CwndRecord 中的 changeFlag
設為 1，表示已經切換主要路徑了。 
3.修改換手後第一次的重傳機制： 
當換手完成後，會因為封包遺失而觸發重傳逾
時或快速重傳機制，在此時會使得 cwnd 減少為原
本的一半，在此我們會先藉由 CwndRecord 中的 ch-
angeFlag 判斷此時是否是換手後觸發的第一次重傳
機制，並且修改機制將 cwnd 減少為原本的四分之
三，目的是為了讓傳送的資料量不會因此而大量減
少，最後再將 changeFlag 設為 0，讓重傳機制能夠
照原本的去執行，方法流程圖如圖六所示。 
 
 
圖五、預存壅塞控制參數結構(CwndRecord) 
 
 
圖六、換手後流程圖 
三、 模擬與分析 
在本論文中，我們使用 NS2(Network Simulator，
網路模擬器)來模擬環境，設定的環境如下： 
第一：傳送資料時間為 400 秒。 
第二：進入重疊區的時間為 1 秒(199.5~200.5 秒)。 
第三：由路徑 1 往路徑 2 前進並且在第 200 秒時切
換主要路徑，環境規格表如表 I 所示： 
 
表 I 
模擬環境規格表 
 頻寬 路徑延遲時間 
路徑 1 0.5Mb 150ms 
路徑 2 0.5Mb 150ms 
 在本實驗中，我們模擬的的情況為相同頻寬下的換
手效能測試，採用 SCTP 原始做法與改進做法進行運
  
作，並透過 cwnd 以及收到的封包數來觀察是否有提升
換手的效益，而原始做法我們稱其為 ORG，改進作法為
REC。 
 圖七與圖八為 cwnd 與收到封包數的比較圖，在此
兩圖中可以看到在第 200 秒左右進行換手時，改良的做
法透過維持傳輸封包增進了換手期間的傳輸量，另外，
由於在 199.5 秒到 200.5 秒之間處於重疊區，從圖八可
發現，在 200 至 200.5 秒間收到的封包數上升較快，原
因是在重疊區有兩條路徑同時連結，舊路徑原本已進入
傳送緩衝區(queue)的封包會繼續傳送，直到 200.5 秒離
開重疊區後，只剩下新路徑傳送的封包被接收。 
 
圖七、壅塞視窗比較圖 
 
 
圖八、收到封包比較圖 
四、 結論與討論 
隨著網路與行動裝置的持續進步，在網路換手方面
的研究將會更加重要，如何達到無縫換手更是其中最為
重要的部分，在本篇論文中我們考慮了 SCTP 的各項參
數與規則，進而利用控制 cwnd 來改變壅塞控制對於換
手時期的傳輸效率降低，從最後的結果可以得知此方法
具有顯著的效果。 
在此研究中並沒有特別考慮遺失的封包，而是著重
在是否有穩定的傳輸，因此在未來會考量如何減少封包
的遺失，我們將會針對各項壅塞控制可以導致換手的規
則進行研究，並加強本論文中提到的方法，進而在考慮
遺失的環境中比較新舊方法中的差距，另外，更真實的
模擬環境也不容易存在著相同傳輸量的換手行為，因此
未來也會針對在不同傳輸量的切換上如何避免 SCTP 的
規則造成換手效率的下降這個方向繼續努力發展。 
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