Polynomial identities for the Jordan algebra of upper triangular matrices of order 2  by Koshlukov, Plamen & Martino, Fabrizio
Journal of Pure and Applied Algebra 216 (2012) 2524–2532
Contents lists available at SciVerse ScienceDirect
Journal of Pure and Applied Algebra
journal homepage: www.elsevier.com/locate/jpaa
Polynomial identities for the Jordan algebra of upper triangular matrices
of order 2
Plamen Koshlukov a,∗, Fabrizio Martino b
a IMECC, UNICAMP, Sérgio Buraque de Holanda 651, 13083-859 Campinas, SP, Brazil
b Dipartimento di Matematica ed Applicazioni, Università di Palermo, Via Archirafi 34, 90123 Palermo, Italy
a r t i c l e i n f o
Article history:
Received 12 July 2011
Received in revised form 19 December 2011
Available online 30 March 2012
Communicated by A.V. Geramita
MSC: 16R10; 17C05; 16R99
a b s t r a c t
The associative algebras UTn(K) of the upper triangular matrices of order n play an
important role in PI theory. Recently it was suggested that the Jordan algebra UJ2(K)
obtained by UT2(K) has an extremal behaviour with respect to its codimension growth. In
this paperwe study the polynomial identities ofUJ2(K).Wedescribe a basis of the identities
of UJ2(K) when the field K is infinite and of characteristic different from 2 and from 3.
Moreover we give a description of all possible gradings on UJ2(K) by the cyclic group Z2
of order 2, and in each of the three gradings we find bases of the corresponding graded
identities. Note that in the graded case we need only an infinite field K , char K ≠ 2.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let A be an associative algebra over a field K of characteristic 0, and denote by T (A) its T -ideal. Since charK = 0 it suffices
to study only themultilinear polynomial identities ofA. Let Pn be the vector space of themultilinear polynomials in x1, . . . , xn
in the free associative algebra K(X).We assume that the set X of the free generators is countable and infinite. Thus in order to
study the identities of A one studies the intersections Pn ∩ T (A), n ≥ 1. But for practical purposes these intersections are not
suitable since they tend to become very large as n →∞. Therefore one is led to study the quotients Pn(A) = Pn/(Pn∩T (A)).
The dimension cn = cn(A) = dim Pn(A) is called the nth codimension of A; the sequence of codimensions for a given algebra
is one of the most important characteristics of the identities of A. In [6,8] Giambruno and Zaicev proved that the sequence
(cn(A))1/n converges, and its limit is always an integer, called the PI exponent of A. Since then, extensive research on the
exponent of PI algebras has been conducted. It is of interest to study the minimal algebras with respect to their PI exponent.
Recall that A is minimal when for every algebra B such that T (A) ⊂ T (B) (a proper inclusion), the PI exponent of B is less
than that of A. The interested reader may wish to consult Chapters 7 and 8 of the monograph [7] for further reading about
minimal algebras and varieties.
Onemay define, and study analogous concepts for large classes of nonassociative algebras as well. Here wemention only
that the PI exponent of a nonassociative algebra need not be an integer.
The algebras UTn(K) of upper triangular matrices were among the first classes of algebras to have their identities
completely described. They are crucial in classifying the subvarieties of the variety of algebras generated by the matrix
algebra of order 2. Here we mention that concrete bases of identities for an algebra are known in few cases. The identities
of the matrix algebra M2(K) are known over any field as long as charK ≠ 2—see [19,16,11]; bases for the Grassmann
algebra E are also known over any field—see [15,14,2,21]. In [17] the identities of E ⊗ E when charK = 0 were described.
The identities of UTn(K) are also known. Concerning Lie algebras, a basis of the identities of sl2(K) is known—see [19,22].
∗ Corresponding author.
E-mail addresses: plamen@ime.unicamp.br (P. Koshlukov), martino@math.unipa.it (F. Martino).
0022-4049/$ – see front matter© 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpaa.2012.03.009
P. Koshlukov, F. Martino / Journal of Pure and Applied Algebra 216 (2012) 2524–2532 2525
The identities of the Lie algebra UTn(K) are easy to describe. In the case of Jordan algebras, the only nontrivial cases where
the identities are known are those of the algebras Bn and B of a nondegenerate symmetric bilinear form, to be defined later
on. These results are due to Vasilovsky [23]. Recall that earlier Iltyakov [9] had developedmethods for studying the identities
in these algebras and had proved that the variety generated by Bn is Spechtian. Apart from the results mentioned above one
does not know the concrete form of the identities satisfied by given algebras.
Gradings on algebras and the corresponding graded identities have become an area of extensive study. We refer the
interested reader to the survey [1] for further reading and reference (see also [12]) concerning gradings and graded identities.
Let us mention that graded identities are ‘‘easier’’ to study than the ordinary ones, and quite a lot is known about bases of
graded identities in large classes of associative algebras. These include all T-prime algebraswith their natural gradings, upper
triangular matrices, etc.
In contrast with the associative case, graded identities for Lie and Jordan algebras have seldom been studied. Among
the few known results we mention [12,13]. In the first of these papers, the graded identities for the Lie algebra sl2(K)were
described, under every possible grading. The second paper dealt with the graded identities of the Jordan algebra of the
symmetric matrices of order 2.
In this paper we study the polynomial identities for the Jordan algebra UJ2 = UJ2(K) of the upper triangular matrices of
order 2 over an infinite field of characteristic different from 2.We describe all gradings on UJ2 by the group Z2. Moreover we
obtain bases of the corresponding graded identities in each one of the three cases. For these results we need an infinite field
of characteristic different from 2. Finally we describe a basis of the ordinary identities satisfied by UJ2, under the restriction
charK ≠ 2, 3. Recall that one may consider the ordinary identities as the graded ones for UJ2 equipped with the trivial
grading. Our methods yield somewhat more general results in this last situation. In fact we find a basis of the polynomial
identities of the Jordan algebra of a symmetric bilinear form on a vector space in the case where the form is of rank 1.
2. Preliminaries
All algebras and vector spaces that we consider will be over a fixed infinite field K of characteristic different from 2. Any
additional restrictions on the characteristic will be mentioned explicitly.
Let A be an associative algebra and denote by A+ the vector space of A equipped with the Jordan product a ◦ b =
(ab + ba)/2. Then A+ is a Jordan algebra. The Jordan algebras of this type as well as their subalgebras are called special;
otherwise they are exceptional. Let V be a vector space equipped with a symmetric bilinear form ⟨u, v⟩, and let B = K ⊕ V .
Define a multiplication ◦ on B by (α + u) ◦ (β + v) = (αβ + ⟨u, v⟩) + (αv + βu), α, β ∈ K , u, v ∈ V . Then B is a Jordan
algebra. If dim V = nwe shall denote it by Bn. (Clearly these algebras depend on the form ⟨u, v⟩.)
If A is an algebra we denote the associator of a, b, c ∈ A as (a, b, c) = (ab)c − a(bc); here ab is the product in A. Let
UJ2 be the vector space of the symmetric 2 × 2 matrices; it is a subalgebra of the Jordan algebra M2(K)+. If a, b ∈ M2 are
tracelessmatrices then a◦b is a scalarmatrix. ThusUJ2 is a Jordan algebra of a symmetric bilinear form.We draw the reader’s
attention to this form being degenerate.
We fix the basis I = e11+ e22, a = e11− e22, b = e21 of UJ2. Here the eij are the usual matrix units. One gets immediately
a2 = I , b2 = 0, a ◦ b = 0.
Let G be a group and A an algebra. We say that A is G-graded if A = ⊕g∈GAg is a direct sum of vector subspaces such that
AgAh ⊆ Agh for all g , h ∈ G. The elements of Ag are homogeneous, of degree g . The homogeneous degree of an a ∈ Ag is
denoted by |a|. The gradings that we consider in this paper are by the additive cyclic group Z2. Thus a graded algebra for us
will be A = A0 ⊕ A1 where AiAj ⊆ Ai+j, i, j = 0, 1 (the latter sum is taken modulo 2). If need be we shall use upper indices
for the graded components of A: A = A(0) ⊕ A(1) instead of A = A0 ⊕ A1.
Let X = {x1, x2, . . .} be an infinite countable set. We denote by K(X) and by J(X) the free (unitary) associative algebra
and the free Jordan algebra freely generated by X over K . The polynomial f = f (x1, . . . , xn) ∈ K(X) is a polynomial identity
(a PI or an identity) for the associative algebra A if f (a1, . . . , an) = 0 for every ai ∈ A. The identities for A form an ideal
T (A) in K(X); this ideal is closed under endomorphisms. Ideals enjoying this property are called T-ideals. Moreover every
T-ideal is the ideal of identities of some algebra. Similarly one defines Jordan identities and T-ideals in J(X). The identity f
is a consequence of g (or f follows from g as an identity) if f lies in the T-ideal generated by g; f and g are equivalent as
identities if each of them follows from the other. A set of identities is a basis of the T-ideal I if it generates I as a T-ideal.
Since the base field is infinite we can and shall consider only multihomogeneous polynomial identities. Note that if
charK = 0 then the multilinear polynomials in a T-ideal generate it as a T-ideal.
Following the above concepts one defines the analogues of identities, T-ideals and so on in the graded case. Assume that
X = Y ∪ Z is a disjoint union of the sets Y = {y1, y2, . . .} and Z = {z1, z2, . . .}. Define a Z2-grading on the free Jordan
algebra J(X) in the following way. Let m be a monomial; then its Z2-degree is 0 if the total degree in the variables Z is
even, and otherwise it has Z2-degree 1. The former monomials are called even and the latter ones odd. If J(X)i denotes
the span of all monomials of Z2-degree i, i = 0, 1, then J(X) = J(X)0 ⊕ J(X)1 is a grading on J(X). The polynomial
f (y1, . . . , ym, z1, . . . , zn) ∈ J(X) is a graded identity for the graded Jordan algebra J = J0⊕ J1 if f vanishes after substituting
the variables yi by any elements of J0 and the zi by any elements of J1. As in the ungraded case, the set T2(J) of all graded
identities of J is an ideal which is closed under graded endomorphisms of J .
We shall consider only unitary algebras. Therefore we may restrict our attention to the proper polynomials. These are
linear combinations of products of commutators (of length at least 2) in the free associative algebra. Denote by B(X) the set
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of all proper polynomials in K(X). It is well known that if A is unitary algebra then its T-ideal T (A) is generated as a T-ideal
by T (A) ∩ B(X). In other words every T-ideal is generated by its proper elements. A similar statement holds for the graded
identities of an algebra; one has to consider only Y -proper polynomials. These are graded polynomials such that every even
variable is inside commutators. As we shall not use such graded polynomials here, we refer the interested reader to [13] for
further details.
As in the ungraded case we can consider only multihomogeneous graded identities.
Lemma 1. Let f (x1, . . . , xn) ∈ K(X) be a multihomogeneous polynomial. Then f ∈ B(X) if and only if ∂ f /∂xi = 0 for all
i = 1, . . . , n.
Proof. Observe that ∂ f /∂x1 can be viewed as the multihomogeneous component of f (x1 + y, x2, . . . , xn) of degree 1 in y
where we substitute y = 1. Denote by L(X) the free Lie algebra freely generated by the set X . Then L(X) is isomorphic to the
Lie subalgebra (under the usual commutator operation) of K(X) generated by X . Take an ordered basis of L(X) consisting of
multihomogeneous elements and such that the elements of X precede all of the remaining basic elements; thus the basiswill
look like x1 < x2 < · · · < u1 < u2 < · · · where the ui are multihomogeneous and of degree≥ 2. But K(X) is the universal
enveloping algebra of L(X). According to the Poincaré–Birkhoff–Witt theorem one forms a basis of K(X) consisting of 1 and
all elements xi1 · · · xikuj1 · · · ujm where i1 ≤ · · · ≤ ik and j1 ≤ · · · ≤ jm. Writing f as a linear combination of these basis
elements it is clear that f ∈ B(X) if and only if f is a linear combination of the uj1 · · · ujm . But this happens if and only if
∂ f /∂xi = 0 since substituting 1 in a commutator makes the commutator vanish. 
The above lemma is well known. Here we decided to include it since its statement motivates the definition of the proper
elements in the case of Jordan algebras. The polynomial f (x1, . . . , xn) ∈ J(X) is proper if ∂ f /∂xi = 0 for every i.
The Jordan algebras UJn(K) are special. Moreover, according to a theorem due to Slinko (see [20]), the variety of Jordan
algebras generated by UJ2(K) is special. In other words if a Jordan algebra satisfies the identities of UJ2(K) then it is special.
3. Graded identities for UJ2(K )
Throughout this section we assume that K is an infinite field and charK ≠ 2. First we describe all possible Z2-gradings
on the Jordan algebra J = UJ2(K) of the upper triangular 2×2matrices. We fix the basis 1 = e11+e22, a = e11−e22, b = e12
of J .
Lemma 2. The following decompositions J = J0 ⊕ J1 are Z2-gradings on J = UJ2(K).
1. (The associative grading) J0 = K ⊕ Kb, J1 = Ka.
2. (The scalar grading) J0 = K , J1 = Ka⊕ Kb.
3. (The classical grading) J0 = K ⊕ Ka, J1 = Kb.
Here we identify K with the scalar matrices in J.
Proof. The proof consists of a straightforward and easy computation with 2× 2 matrices. 
Lemma 3. The three gradings from Lemma 2 are pairwise nonisomorphic.
Proof. In the scalar grading one has dim J0 = 1 while dim J0 = 2 in the remaining two gradings. Hence the scalar grading
cannot be isomorphic to either of the other two. On the other hand in the classical grading one has J21 = 0 while in the
associative grading J21 = K ; hence they cannot be isomorphic either. 
Proposition 4. The three gradings from Lemma 2 are, up to a graded isomorphism, the only nontrivialZ2-gradings on J = UJ2(K).
Proof. Let J = J0 ⊕ J1 be a nontrivial grading on J; then either dim J0 = 1 or dim J0 = 2. Observe that 1 ∈ J0. Assume first
that dim J0 = 1; then J0 = K . Let a = α1 + u, b = β1 + v, α, β ∈ K , u, v ∈ J1. Then 1 = a2 = α2 + 2αu + u2, and since
u2 ∈ J0 and u /∈ J0 one gets α = 0; thus a ∈ J1. Similarly 0 = b2 = β2 + 2βv + v2, v2 ∈ J0 and hence β = 0 and b ∈ J1.
Therefore if dim J0 = 1 the grading is exactly the scalar one.
Now assume that dim J0 = 2 and therefore dim J1 = 1. Let 1 and u form a basis of J0 and let v be a basis of J1. We can
write u = αa + βb, v = λ1 + µa + νb. By the multiplication table among 1, a, b one gets u ◦ v = λu + αµ. As u ◦ v ∈ J1
this implies λ = 0 and αµ = 0.
Consider first the case α = 0; then without loss of generality u = b. Also we must have µ ≠ 0, and we can choose
µ = 1. Hence v =
 1 ν
0 −1

. If ν = 0 we have exactly the associative grading. If, otherwise, ν ≠ 0 then the matrix v can
be diagonalized by means of a conjugation by an upper triangular matrix. Such conjugation preserves the identity matrix,
and sends b to a scalar multiple of b. Therefore this conjugation gives the graded isomorphism between our grading and the
associative one.
Now let µ = 0; then we can take v = b. But u = αa+ βb and necessarily α ≠ 0. Dividing by α we consider α = 1, and
then we repeat the above diagonalization procedure exchanging v and u. In this case we have a grading isomorphic to the
classical one. 
In the next three subsections we describe the graded identities for each one of the three gradings on UJ2(K). In fact one
may see that the graded identities for these gradings are pairwise different. Thismay give another (indirect andmuch longer,
though) proof of the fact that they are nonisomorphic.
P. Koshlukov, F. Martino / Journal of Pure and Applied Algebra 216 (2012) 2524–2532 2527
3.1. The associative grading
Here we describe generators of the ideal of graded identities for the associative grading. Recall that in it J0 = K ⊕ Kb,
J1 = Ka. Recall also that the letters y, with or without lower indices, stand for even variables; z are odd variables in the free
Z2-graded Jordan algebra.
Lemma 5. The following polynomials are graded identities for the associative grading on UJ2(K):
(y1, y2, y3), (z1, y, z2), (z1, z2, z3), (y1, z, y2), (z, y1, y2), (z1z2, x1, x2), (x1, z1z2, x2).
Here x1 and x2 are any variables; that is they may be even or odd.
Proof. The proof consists of a direct verification and we omit it. 
Proposition 6. The seven identities of the preceding lemma generate the ideal of graded identities for the associative grading.
Proof. Denote by I the ideal of graded identities generated by the identities of Lemma 5. We shall work in the free graded
Jordan algebra modulo the ideal I . In order to simplify the notation we use the same letters y for y+ I , and analogously for z.
The algebra generated by the variables yi in J(X)/I is associative and commutative. If f (y1, . . . , yk, z) is amultihomogeneous
polynomial that is linear in z then the first, fourth and fifth identities from Lemma 5 yield that f ≡ αyi11 · · · yikk z, α ∈ K
(the congruence is modulo I). Analogously, the second, third and last two identities yield that every multihomogeneous
polynomial f (y, z1, . . . , zk) that is linear in y can bewrittenmodulo I asβy(z
j1
1 . . . z
jk
k )+γ (yz1)z j1−11 . . . z jkk for someβ , γ ∈ K .
Also z1z2 is associative with and commutes with every element. Therefore if j1+· · ·+ jk is odd then f ≡ βy(z j11 . . . z jkk ) only.
Let f (y1, . . . , yr , z1, . . . , zs) bemultihomogeneous. We shall prove that modulo I one can write f as a linear combination
of elements of the following types: YZ, (Yz1)Z , ((Yz1)z2)Z , (((Y1z1)z2)Y2)Z . Here the upper case Y stands for a product
yi11 . . . y
ir
r , Y1 and Y2 are again products of the variables Y (we assume that these products are ordered as the algebra generated
by the yi is associative and commutative), and Z is an ordered product of the variables zj; deg Z is even. We assume that f is
a monomial and we use induction on deg f = n. If n = 2, 3, 4, the statement obviously holds. Ifm is a monomial of some of
the given types, degm < n, we must show thatmy andmz are again of the given type. We shall discard the Z as it lies in the
associative centre.
This is clearly the case whenm = Y . Ifm = Yz1 thenmy = (Yz1)y = (Yy)z1, andmz = (Yz1)z. Letm = (Yz1)z2—thenmy
is of the fourth type; mz = ((Yz1)z2)z = (Yz1)(z2z), and we get an element of the second type (plus the product z2z to the
Z part). So suppose thatm = ((Y1z1)z2)Y2. Thenmy = ((Y1z1)z2)(Y2y)which is again of the fourth type. Finally
mz = (((Y1z1)z2)Y2)z = ((Y1z1)z2)(Y2z) = ((Y1z1)(Y2z))z2 = (((Y1Y2)z1)z)z2 = ((Y1Y2)z1)(zz2)
which is of the second type.
We shall show that the four types above are linearly independent modulo the graded identities of UJ2(K). Substitute yi
for the ‘‘generic’’ matrix αiI+βib and zi for γia. Here the αi, βi, γi are commuting variables. The elements (Yz1)Z are the only
odd elements so we consider the remaining three types. The elements ((Yz1)z2)Z only evaluate to scalar matrices; thus we
can discard them as well. Now let Y = Y1Y2 and let Z = Z ′z1z2. Then we discard Z ′ and consider Y (z1z2) and ((Y1z1)z2)Y2.
The coefficients of the identity matrix are equal but those of e12 are independent (the latter includes the (1, 1)-entries of
the part Y2 only). Hence our types are independent and we are done. 
3.2. The scalar grading
Here we fix the grading J0 = K , J1 = Ka⊕ Kbwhich we called the scalar one.
Lemma 7. The polynomials
(y1, y2, y3), (y, z1, z2), (z1, y, z2), (z1, z2, z3)z4
are graded identities for the scalar grading.
Proof. A direct and easy verification. 
Proposition 8. The graded identities from Lemma 7 generate the ideal of graded identities for UJ2(K) with respect to the scalar
grading.
Proof. The proof is similar to that of Proposition 6. Denote by I the ideal of graded identities generated by the ones from
Lemma 7. The even variables y lie in the associative and commutative centre of the relatively free graded algebra J(X)/I .
Therefore every multihomogeneous polynomial f (y1, . . . , yr , z1, . . . , zs) can be written as
f (y1, . . . , yr , z1, . . . , zs) ≡ yi11 · · · yirr g(z1, . . . , zs) (mod I)
for somemultihomogeneous polynomial g(z1, . . . , zs)depending only on the odd variables. Substituting all yk by the identity
matrix we get that f is a graded identity if and only if g is.
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Denote by M the subalgebra of J(X)/I generated by all odd variables zi; then M is Z2-graded by putting M = M0 ⊕ M1.
HereM0 is spanned by all monomials of the type (zi1zj1) · · · (zit zjt ) andM1 is spanned by zi0(zi1zj1) · · · (zit zjt ).
Using the last identity from Lemma 7 we obtain (z1z2)(z3z4) = (z1z3)(z2z4). Thus if deg g is even we can write
g(z1, . . . , zs) ≡ α(zi1zj1) · · · (zit zjt ), α ∈ K
where i1 ≤ j1 ≤ · · · ≤ it ≤ jt . Therefore g is a graded identity if and only if α = 0, that is if and only if g ∈ I .
If on the other hand deg g is odd we write it as
g(z1, . . . , zs) ≡

γi0zi0(zi1zj1) · · · (zit zjt ), γi0 ∈ K
where as above i1 ≤ j1 ≤ · · · ≤ it ≤ jt . Now we substitute zik = αika+ βikb and zjk = αjka+ βjkbwhere the αik , βik and αjk ,
βjk are (associative) commutative independent variables. Then g evaluates as
i0
γi0(αi0a+ βi0b)(αi1αj1) · · · (αitαjt ) =

i0
γi0(αi1αj1) · · · (αitαjt )(αi0a+ βi0b).
The coefficient βi0 comes only from the summand starting with zi0 . Therefore g is a graded identity for J if and only if all
γi0 = 0 which clearly means that g ∈ I . 
3.3. The classical grading
Here we fix the classical grading on J = UJ2(K): J0 = K ⊕ Ka, J1 = Kb.
Lemma 9. The polynomial
(x1x2, x3, x4)− x1(x2, x3, x4)− x2(x1, x3, x4) (1)
is an ordinary polynomial identity for J .
Proof. The proof is a straightforward computation and therefore will be omitted. We shall return to the above identity in
the next section. 
Corollary 10. Every monomial in the free Jordan algebra J(X) can be written, modulo the identity (1), as a linear combination of
monomials where the brackets are right-normed (or left-normed).
Proof. By expanding (1) one gets
((x1x2)x3x4)− (x1x2)(x3x4) ≡ x1((x2x3)x4)− x1(x2(x3x4))+ x2((x1x3)x4)− x2(x1(x3x4))
and by the commutativity we rewrite the above as
(x1x2)(x3x4) ≡ x1(x2(x3x4))+ x2(x1(x3x4))− x1(x4(x2x3))− x2(x4(x1x3))+ x4(x3(x1x2)).
This shows that the product (x1x2)(x3x4) can be written as a linear combination of right-normed products.
Observe that using once again the commutativity for the right-hand side we can write x1(x2(x3x4)) = ((x3x4)x2)x1. 
Now we continue as in the previous two gradings. The next lemma is immediate.
Lemma 11. The following polynomials are graded identities for the classical grading on J:
(y1, y2, y3), z1z2, (y1, z, y2).
Proposition 12. The graded identities from Lemma 11 together with the identity (1) generate the ideal of graded identities for
the classical grading on J = UJ2(K).
Proof. Denote by I the ideal of graded identities generated by the identities from the statement and (1). Assume that f is
a multihomogeneous polynomial. Then the graded identity z1z2 = 0 implies that f contains only one odd variable z and
f is linear in z (or otherwise f depends only on even variables). Moreover according to Corollary 10 we can express f as a
linear combination of right-normedmonomials. Furthermore by applying several times the graded identities (y1, y2, y3) and
(y1, z, y2) to a right-normedmonomialwith only one zwe can put that z at the rightmost position, keeping the right-normed
brackets. In addition we can reorder the variables y at will.
In this way we obtain f (y1, . . . , ys, z) ≡ αyi1(yi2(. . . (yir−1(yir z)) . . .) (mod I) where i1 ≤ · · · ≤ ir , and f is a graded
identity if and only if α = 0 that is f ∈ I . 
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4. The ordinary identities of UJ2(K )
In this section we complete the study of the graded identities of UJ2(K) and deal with the trivial grading on this algebra.
However, this turns out to be the most difficult case. In what follows we assume that K is an infinite field, charK ≠ 2, 3.
We shall work in the free Jordan algebra J(X) and sometimes we shall denote the free generators by the letters x, y, z, t , u, v
with or without indices. LetΩ be the least subset in J(X) such that if f , g , h ∈ Ω ∪ X then (f , g, h) ∈ Ω . The elements ofΩ
are called (long) associators. If the parentheses in such a long associator are left-normed we shall call it a regular associator.
In the case of regular associators we shall omit the inner parentheses: (x, y, z, t, u) stands for ((x, y, z), t, u), and so on.
Let SJ(X) be the free special Jordan algebra freely generated by X over K . Thus SJ(X) is the subalgebra of K(X)+ (the free
associative algebra together with the Jordan multiplication a ◦ b = (ab + ba)/2) generated by the set X . It is well known
that SJ(X) ∼= J(X) if and only if |X | ≤ 2; see for example [10, p. 47]. It is also well known that whenever |X | ≥ 3 then SJ(X)
has homomorphic images that are not special; see for example [10, p. 11].
Lemma 13. The polynomials
[x, y]2, (u, (x, y, z), v) (2)
are identities for the Jordan algebra J = UJ2(K).
Proof. The first polynomial is obviously an identity for J . As for the second, observe that (x, y, z)when evaluated on J , yields
a multiple of e12, and then for any g , h ∈ J one gets (g, e12, h) = 0. 
Remark. As we commented above, SJ(x, y) = J(x, y). Moreover SJ(x, y) coincides with the set of all polynomials in K(x, y)
that are invariant under the reversal involution (see [10, pp. 8, 9]). The polynomial [x, y]2 is invariant under this involution
in K(x, y); hence [x, y]2 lies in the free special Jordan algebra in two generators SJ(x, y). Therefore we view [x, y]2 as the
corresponding Jordan element. We prefer using the ‘‘commutator’’ form of [x, y]2 since it implies immediately that this
polynomial is an identity for J .
In fact one canwrite [x, y]2 explicitly as a Jordan polynomial; see below the expression for T (x, y, z, t). Herewe give such
an expression of the Jordan element [x, y]2:
−(4/3)[x, y]2 = 2((x2y)y+ (xy2)x− ((xy)x)y− ((xy)y)x)− x2y2 + (xy)2
We shall prove later on that the two identities from (2) generate the ideal of all identities of J . First we collect a list of
identities for the algebra J that follow from those of (2). We begin with some facts about proper polynomials in Jordan
algebras. We shall use results and ideas from [9] and from [23].
Let T (x, y, z, t) = (xy, z, t) − x(y, z, t) − y(x, z, t) for all x, y, z, t ∈ J(X). We already established that T (x, y, z, t) is an
identity for J; see Lemma 9. Moreover in the free special Jordan algebra SJ(X), one has the equality
T (x, y, z, t) = (1/4)([z, x] ◦ [y, t] − [y, z] ◦ [x, t]).
But the right-hand side is readily seen to be, up to a scalar multiple, the linearization of the polynomial [x, y]2. Therefore we
can substitute the identity [x, y]2 for T (x, y, z, t), the latter beingmultilinear.We shall denote by I the ideal of identities in the
free Jordan algebra generated by the polynomials T (x, y, z, t) and (u, (x, y, z), v). We set R(X) = J(X)/I , the corresponding
relatively free algebra; we shall work in it.
Lemma 14. The equality (x1, x2, x3)(y1, y2, y3) = 0 holds in R(X).
Proof. It suffices to note that
(x1, x2, x3)(y1, y2, y3) = (1/3)(T ((x1, x2, x3), y3, y2, y1)− T ((x1, x2, x3), y1, y2, y3))
modulo I; see [23, Eq. 3.37]. 
The ideal of identities of J is unitarily closed; hence the identities of J are generated by some set of proper polynomials.
Recall that a multihomogeneous polynomial is proper if all its partial derivatives vanish. The next lemma describes the
proper polynomials in R(X). It is a particular case of a more general result established in [9, Lemma 2].
Lemma 15. The subalgebra P(X) of the proper polynomials in R(X) is spanned by all regular associators.
Proof. It follows from [9, Lemma 2] that P(X) is spanned by all T (x, y, z, t), by all long associators and by all products of two
long associators. (In such products one of the associators may be taken of length 3.) Since T vanishes on R(X) and the same
is true for the product of two associators we are left with long associators only. Now according to [10, pp. 343, 344] every
associator can be represented as a linear combination of regular (that is left-normed) ones, and the proof is complete. 
Remark. The proof of the fact that every associator is a linear combination of regular ones given in [10] requires passing to
Lie triple systems.
Every Jordan algebra satisfies the identities
(x, y, z) = −(z, y, x), (x, y, z)+ (y, z, x)+ (z, x, y) = 0 (3)
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Lemma 16. The identity (x, y, z, t, u) = (x, y, z, u, t) holds in R(X).
Proof. Applying the second identity of (3) to (u, (x, y, z), v)we get
(u, (x, y, z), t) = −((x, y, z), t, u)− (t, u, (x, y, z))
= −(x, y, z, t, u)+ (x, y, z, u, t)
(we used also the first identity of (3) in the second line). Thus we have the identity of the lemma. 
Lemma 17. The identity (x, y, z, t, u) = (x, t, z, u, y) holds in R(X).
Proof. Write f = (x, y, z, t, u)− (x, t, z, u, y) as
f = ((x, y, z)t)u− (x, y, z)(tu)− ((x, t, z)u)y+ (x, t, z)(yu).
The identity (x, yz, t) = (x, y, t)z + (x, z, t)y holds in every Jordan algebra. Applying this identity we have
(x, t, z)(yu) = (x, t(yu), z)− (x, yu, z)t, −(x, y, z)(tu) = −(x, y(tu), z)+ (x, tu, z)y.
But (x, t(yu), z)− (x, y(tu), z) = (x, (y, u, t), z) = 0 in R(X) and we get
f = ((x, y, z)t)u− (x, y, z)(tu)− ((x, t, z)u)y+ (x, t, z)(yu)
= (x, tu, z)y− (x, yu, z)t + ((x, y, z)t)u− ((x, t, z)u)y
= ((x, t, z)u)y+ ((x, u, z)t)y− ((x, y, z)u)t − ((x, u, z)y)t + ((x, y, z)t)u− ((x, t, z)u)y
= ((x, u, z)t)y− ((x, u, z)y)t + ((x, y, z)t)u− ((x, y, z)u)t
= (t, (x, u, z), y)+ (t, (x, y, z), u).
The last expression vanishes in R(X), and the lemma is proved. 
Corollary 18. The identity (x, y, z, t, u) = (x, t, z, y, u) holds in R(X).
Proof. Apply first Lemma 17 and then Lemma 16. 
Let f be a regular associator in R(X) depending on the variables x1, . . . , xn. Then by applying several times the identities
from (3) we canwrite f in R(X) as a linear combination of associators startingwith x1. Then applying if necessary Lemmas 16
and 17 we can write every such associator (starting with x1) in the form
h = (xi1 , xi2 , xi3 , . . . , xim), i1 = 1, i2 ≤ i4 ≤ · · · ≤ im.
We cannot say much about i3 (if i3 = i1 then clearly h = 0).
On the other hand let us substitute, in the above associator, the generic matrices gj =
 aj bj
0 cj

where the aj, bj, cj are
independent (associative and commutative) variables. A simple computation shows that
h(g1, . . . , gn) = ±((ai1 − ci1)bi3 − (ai3 − ci3)bi1)(ai2 − ci2)
m
j=4
(aij − cij).
Therefore different nonzero associators of the type of h are linearly independent modulo the identities T (J) of J . Thus they
must be independent in R(X) as well. Since I ⊂ J and these associators span the proper elements of R(X) they must span
the proper elements of J(X)/T (J), too. All this gives us proof of the following theorem.
Theorem 19. The identities from (2) form a basis of the ordinary polynomial identities for the Jordan algebra of the upper
triangular matrices of order 2, over any infinite field of characteristic different from 2 and from 3.
Corollary 20. Let V be a vector space over an infinite field K , char K ≠ 2, 3, and suppose V is equipped with a symmetric bilinear
form ⟨u, v⟩ of rank 1. Then the polynomials from (2) form a basis of the identities of the Jordan algebra J = K ⊕ V of this form.
Proof. Let v1, v2, . . . , be a basis of V such that ⟨v1, v1⟩ = 1 and the span W of v2, v3, . . . , is an isotropic subspace of V .
Then clearly W is an ideal of J and W 2 = 0. It is immediate that the identities from (2) hold for the Jordan algebra J . Thus
T (UJ2(K)) ⊆ T (J). The opposite inclusion is obvious since one can find a copy of UJ2(K) inside J . 
Corollary 21. Let hm = (x1, x2, . . . , xm), m = 2k+ 1, and denote by Wm the variety of unitary Jordan algebras determined by
the identities (2) and hm. Then the Wm, m ≥ 3, are the only subvarieties of var(UJ2(K)).
Proof. The proof follows from the fact that we consider unitary algebras. 
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Remark. 1. Let charK = 0 and consider the variety of associative K -algebras with 1 defined by the identity [x, y]2 = 0.
Drensky in [3] gave a complete description of its subvarieties. That description is somewhat more complicated than in our
case; here we have no proper elements of even degree.
It is clear that hm+2 is a consequence of the identity hm, and that in characteristic 0 the polynomial hm generates an
irreducible Sm-module corresponding to the partition (2k, 1)wherem = 2k+1. Therefore its dimension equalsm−1. Now
we use the relationship between the proper and the ordinary codimensions; see for example [5, p. 47] for the associative
case, or [4] for the case of Jordan algebras. Letγm be themth proper codimensions of the variety var(UJ2(K)); then γm = m−1
whenm is odd, and γm = 0 otherwise. A straightforward computation then shows that for the ordinary codimensions cn we
have cn =nm=0 nmγm; see [4, Corollary 4.2]. Therefore the codimensions of every proper unitary subvariety of var(UJ2(K))
have polynomial growth. On the other hand the codimensions of UJ2(K) behave like 2n. More precisely, cn = 1+ n2k+12k
where the sum runs over all k ≥ 1. Writing (1 + x)n = nt=0 ntxt and (1 − x)n = nt=0 nt(−1)txt , differentiating and
putting x = 1, we obtain cn = (n− 2)2n−2 + 1.
2. The two identities from (2) are independent as the second of them is not a consequence of the first. One deduces
this fact from [3], Proposition 3.3, Theorem 3.4. In the associative case the S5-module of proper multilinear elements of
degree 5 decomposes as a direct sum of two irreducible modules corresponding to partitions (2, 1, 1, 1) and (4, 1). These
are generated by the linearizations of the polynomials m5 and e5 (in the notation of [3], Proposition 3.3). Both m5 and e5
are linear combinations of commutators of length 5; hence they are Jordan elements. The dimensions of both irreducible
modules are equal to 4. Since the proper codimension γ5 = 4 one of these modules represents an identity for our algebra.
Clearly it does not follow from [x, y]2.
Open problems Here we state a couple of open problems related to the results of the paper.
1. Find a basis of the ordinary polynomial identities for the Jordan algebras UJn(K) of the n×n upper triangular matrices.
(Our experience shows this might not be as easy as it appears.)
2. Find a basis of the graded identities for UJn(K) under some ‘‘natural’’ gradings, say by the group Zn.
3. If J is a Jordan algebra of a nondegenerate symmetric bilinear form then its identities were described by Vasilovsky in
[23]. What about the identities of J if the form is degenerate of rank> 1?
4. Is it true that for every proper subvariety (not necessarily of algebras with 1) of var(UJ2(K)), charK = 0, the growth
of the codimensions is polynomial?
It was announced by A. Popov (see [18]) that this is indeed the case. In [18] the codimensions, together with the basis of
the identities of J , are givenwith somemisprints. It seems to us that the author of [18] considers the variety generated by the
polynomial [x, y]2 (in the form given in the remark at the beginning of this section). If this is the case, his result concerning
the codimensions might be more general than claimed.
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