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ABSTRACT 
 
 
Booking cancellations have a momentous impact on the hospitality industry, 
as regards to demand management. In order to diminish the influence of cancellations, 
hotels apply severe cancellation policies and tactics, that may have negative results on 
the hotel’s prestige and therefore its revenue. To minimize the impact of booking 
cancellations and improve the functionality of the hotel, a machine learning based 
model was developed. By using a dataset of a 4-stars hotel and approaching 
cancellation prediction as a supervised anomaly detection concept, it is exhibited that 
it is possible to develop a predicting machine learning model to forecast booking 
cancellations with overall accuracy 99%. The results of the research give the 
opportunity to the hotel manager to accurately predict demand through cancellations, 
produce improved forecasts and define better overbooking strategies.  
 
Keywords: Booking cancellations, anomaly detection, literature review, hospitality 
industry, machine learning, rare class mining. 
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Chapter 1. Introduction 
 
 
 
 
 In the hospitality industry, the cancelation of bookings has a big influence on 
decisions regarding demand management. Booking cancelations have a direct effect 
on the output of accurate estimates, which is a crucial fact in terms of revenue 
management. In order to minimize the impact of cancelations, hotels apply strict 
cancelation policies and overbooking tactics that ultimately adversely affect the 
hotel's revenue and reputation. On the other hand, overbooking allows hotels to 
question the quality of service, which can lead to bad experience for the guest and 
have a negative impact on both the revenue and the credibility of the hotel. 
 
 
In this study, we partnered with a 4-stars hotel resort to identify the 
characteristics of customers that are most probably to cancel their booking 
reservation. These kinds of concepts are usually resource-intensive and demand high-
cost installation projects and such unforeseen cancellations hold a great risk to the 
partner company - hotel. It is important to emphasize that, to please any type of 
customer, hotels have a limited number of rooms and sell a perishable product. 
Customers who stay in suits could be considered as highly demanding, while 
customers who stay in double-rooms could be considered less demanding. By 
canceling a reservation, the hotel does not only lose a customer but also may have 
denied that specific room from another possible customer suited for that room. 
Bookings are indicative of a customer-hotel relationship (Talluri et al., 2004). By this 
reason, consumers have the right to use or cancel the service in the future before the 
service is provided. Even though previous bookings are considered the biggest 
predictor of the results forecast for a hotel (Smith et al., 2015), the option to cancel 
the reservation set at great risk the hotel itself. The hotel guarantees that rooms will be 
available to the customers, but simultaneously, it has to carry the cost of vacant 
capacity, in a scenario where, the customer cancels a reservation or doesn’t even show 
up (Talluri & Van Ryzin, 2004). 
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The development of a predictive booking cancelation model is therefore a high 
priority, with regard to what Chiang et al. (2007) also pointed out that revenue 
management could enterprise with mathematics and predictive models in order to 
make use of existing data and technology. 
 
 
The aim of this study is, by the perspective of anomaly detection concept to 
build a machine learning model to identify the bookings that have high probability to 
be canceled, so our partner business can take measures to secure the bookings. 
Successful bookings are also identified as well as the cancellations, in order to take a 
step forward and also improve the sales pipeline. In addition to that, this paper covers 
an extensive literature work, regarding related work on booking cancellation and 
anomaly detection research. It also identifies the features of a hotel customer database 
that contribute to predicting booking cancellations. Finally, it demonstrates how data 
science can be applied to forecast cancelation of bookings within the context of hotel 
demand and revenue management. 
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Chapter 2.  Literature Review 
  
 
            2.1 History of booking cancellation prediction 
 
Mehrotra (2006) noted that precise demand forecasting is a key determinant of 
revenue management. Talluri (2004) have recognized the importance of revenue 
management forecasting by confirming that revenue management systems need a 
quantity forecast, and more precisely, " its performance depends critically on the 
quality of these forecasts". In addition to that, other authors like Morales & Wang 
(2010) and Ivanov & Zhechev (2012) acknowledged the crucial role of demand 
forecast where forecasting is crucial. Because of the need for predicted demand, the 
cancelation of reservations, as in the hospitality industry and other service industries 
that deal with advanced reservations, do not show the true demand for their services, 
as there are often a insignificant number of cancellations (Morales et al., 2010). 
  
The cancelation of bookings is a well-known issue in the revenue management 
sector related to the service industries, and especially to the hospitality industry. With 
the growing effect of the internet on the way consumers search and purchase travel 
services in recent years (Noone & Lee, 2010), researches in this topic have been 
increased, and particularly on the subject of controls used to mitigate the effects of 
cancelations on revenue allocation, cancelation policies and overbooking (Ivanov, 
2014; Talluri et al., 2004). It is important to mention that, in the hospitality industry, 
there is only a few literature on the booking cancelation forecast market. Among the 
related literature is the work of Huang et al. (2013), who in their case used data from 
restaurants. Another related work is Liu's one (2004), which used real data about 
hotels. Every other case uses Personal Name Record Data (PNR) which is a standard 
established by the International Civil Aviation Organization (2010). The use of PNR 
data is not an uncommon approach since work on cancelation forecasting is mostly 
available in Yoon et al., 2012; Lemke et al., 2009; Iliescu et al., 2008; Gorin et al., 
2006) 
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The dominance of the airline industry in the booking cancellation forecast can 
be explained, as not only an extended operation of revenue management, but also has 
quite a high rate of cancellations on airline bookings, which indicates the 30 percent 
(Phillips, 2005) to 50 percent (Talluri et al., 2004) of all bookings. Although travel 
and hospitality are both service industries and can have many similarities, there are a 
few key points that distinguish them, which is the aspect that lures consumers to 
select their service providers. In hospitality industry key factors are the price, social 
reputation, quality of service, cleanliness, location, accessibility to transport hubs, 
while in airline industry the importance of the above factors changes and there may be 
others, like company’s profile, safety reputation and loyalty programs (Chen et al., 
2008; Park et al., 2006). 
 
From the data science perspective, and especially in the machine learning 
field, supervised predictive modelling projects are usually divided into two categories 
(Hastie et al., 2001). The first category is called regression, and it simply defines the 
conditions in which quantitative outcomes are evaluated. For example, the prediction 
of reservations cancellation percentage of a company's total bookings. The second 
category called classification is considered when the outcome is a class or category. 
For example, the prediction of the possibility that a specific reservation “will be 
cancelled” or “will not be cancelled”. 
 
Even though, some of the published researches on prediction of booking 
cancellations consider it a classification question, most researchers approach it as a 
regression problem. Actually, Morales (2010) describes that “it is hard to imagine that 
one can predict whether a booking will be cancelled or not with high accuracy simply 
by looking at PNR information”. Although, it is suggested in the next chapters that the 
classification of whether a room reservation will be cancelled is feasible. An 
additional reason to examine as a classification issue booking cancellation is that, 
from the class prediction results, it is possible to achieve quantitative results. For 
instance, the calculation of booking cancellation rate can be done by dividing the total 
number of bookings predicted as cancelled by the sum of bookings for that specific 
period of time. 
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According to Ivanov (2014), the registration of cancellations is an important 
factor for recognizing data trends and thus creating better forecasts, overbooking and 
cancellation policies. Talluri and Ryzin (2004) consider overbooking one of the most 
successful revenue management practices. Over the last years, some authors 
suggested rigid cancellations policies as effective tools toward cancellations, like 
financial penalties or payment in advance during the booking process (DeKay et al., 
2004). At the present, these kinds of measures may have a negative effect on sales and 
revenue, as they are considered as sales inhibitor (Smith et al., 2015) 
 
Sales forecasting is generally a complex process, as there are numerous phases 
and there are several participants at each phase. Buyers and sellers, for example, may not 
have the same goals and interests. Therefore, the sales forecast is a key factor in making 
managerial decisions as well, and inaccurate forecasts will result in great resource losses 
(Bohanec et al., 2017). 
 
Customer cancellation is a classification concept in which machine learning 
techniques can be applied to enhance the accuracy of the predictions that a company can 
make of the concept if a customer cancels his or her reservation (Huang et al. 2013). 
Therefore, participants such as stakeholders and policy-makers are not only interested in 
the accuracy of the classification models, but need these studies as evidence to reinforce 
their opinions in decision-making situations. Thus, the interpretability of a prediction 
model is also a key factor, along with its accuracy (Bohanec et al., 2017). For this reason, 
while more sophisticated models, like SVMs and ensembled boosting methods, may 
indicate stronger predictive models, though they lack interpretability, such as of Logistic 
Regression, Nearest Neighbors models and Decision Trees (Caruana & Niculescu, 2006) 
 
According to Kotsiantis (2007), it is important for a particular concept to be 
fully understand of the conditions under which a model can theoretically outperform 
the others. In customer cancellation, there is a rare limitation as the data is usually 
imbalanced, and for this reason, cases like these are approached as anomaly detection 
concepts. In general, an extremely low percentage of customers belong to that class 
and the minority class is usually the one that we are interested to predict (Zhao et 
al.,2005). Certain common examples alongside customer cancellation include fraud 
detection, intrusion detection and rare disease diagnosis (Chandola et al., 2007). 
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Although most of the classification models, according to Chen et al. (2004), are meant 
to minimize the overall error and not focus on the minority class 
 
Thus, two main approaches are used, in order to overcome the issue of 
imbalanced data, the resampling techniques and the cost-sensitive learning, which 
assigns high costs to misclassified instances. 
 
Chawla et al. (2002) developed a well-known resampling technique named 
Synthetic Minority Over-sampling Technique (SMOTE). Commonly, in the 
oversampling technique, the minority class is over-sampled with replacement by 
random data points. However, in the SMOTE approach, the minority class is 
oversampled, based on its k-nearest neighbours, by creating new synthetic samples. In 
this way, the information is increased, along with the minority samples weight. 
 
 
 
Actual Class 
Actual Positive Actual Negative 
Predicted 
Class 
Classified Positive TP FP 
Classified Negative FN TN 
Table 1: confusion matrix of a binary classification concept 
 
 
Regarding data with class imbalance, Tang et.al (2009) discovered that overall 
accuracy is not the optimal model evaluation metric, as it is not capable to depict the 
misclassifications of rare positive samples, and also, grants the model a high total 
accuracy when all samples are predicted as negative. Thus, they introduced the use of 
Precision and Recall as the most appropriate ones.  
 
With regard to class imbalance results, Tang et.al (2009) found that overall 
accuracy is not the optimum model evaluation metric, as it is not capable of depicting 
misclassifications of rare positive samples, and also provides the model with a high 
overall accuracy when all samples are expected to be negative. Thus, he introduced 
the use of Precision and Recall as the most appropriate ones. The table 1 depicts a 
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confusion matrix of a binary classification concept. True Positive (TP) and True 
Negative (TN) indicate that the actual class and predicted one are the same, while 
False Negative (FN) and False Positive (FP) indicates that negative and positive 
classes were misclassified. Accuracy, Precision and Recall (Larose, 2015) are 
described in detail in table 2. 
 
 
Evaluation 
Metric 
Formula Description 
Accuracy 
 
 
 
 
Measures the proportion of true 
results among the total number of 
predictions 
Precision 
 
 
Measures the proportion of True 
Positives against the sum of all 
positive predictions  
 
Recall 
 
 
Measure of relevant predictions that 
are retrieved.  
 
Table 2: Accuracy, Precision and Recall scores 
 
 
            2.2 Types of Anomalies 
 
In the section, we look at some of the most basic and popular forms of 
Anomalies. Anomalies or unusual events can be categorized according to a number of 
parameters. Anomalies can be divided primarily into three groups according to 
Chandola et al. (2009), depending on the nature and viewpoint of anomalies. 
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            2.2.1 Point anomalies 
 
A point anomaly, also referred to as global anomaly, is observed when a data 
point shows a behavior which is different from that of the entire data set. Despite the 
fact that it is the easiest type of anomaly to be observed, the calculation that is chosen 
to deviate one point from the rest of the points is still a big problem. Hypothetically 
let's assume each node must have at least two "neighbors" nodes connected to it for a 
regular network. As illustrated in Figure 1, the nodes that compose the first group ‘V1’ 
are isolated points, while the second group ‘V2’ contains nodes that communicate with 
at least two neighbors. Thus, it can be assumed that group V2 represents a normal 
behavior, and on the contrary, group V1 represents an abnormal behavior. 
 
 
Figure 1. Point anomalies 
 
 
            2.2.2 Contextual anomalies 
 
A contextual anomaly, also known as a conditional anomaly, occurs when a data 
instance diverges greatly from the rest of the data, with respect to a particular context. 
For example, if a temperature of 25 °C can be characterized as anomalous, it heavily 
depends on the time and location of the sampling. It can be considered as an anomaly 
if the sampling took place in winter in Greece. However, this temperature is completely 
normal in summers in Greece, so no phenomenon can be believed. 
 
In the process of detecting contextual anomalies, there are two data instance 
attributes which define the entire data set: 
• Contextual attributes: Those are the attributes which define the instance 
context. For example, the date and location in the above climatic 
example are the contextual attributes of the data instance. 
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• Behavior attributes: Generally, such characteristics describe an instance 
in such a way as to make it easier to identify its anomalous existence 
with respect to its meaning. In the above climatic example, attributes 
like degrees of temperature, wind, pressure and humidity could be 
characterized as behavior attributes 
 
Based on Chandola et al. (2009), proximity based methods are usually used for 
contextual anomaly detection, as data instances may vary on their nature of whether 
they are anomalies or not, regarding a specific context each time. 
 
 
            2.2.3 Collective anomalies 
 
 
Collective anomalies are detected when a collection of relevant data instances, 
within a data set, is anomalous with respect to the entire data set, but the values of the 
individual instances are not abnormal by themselves, in either a global or contextual 
perspective. A real-world scenario could be the cancellation of flights, as it may be 
considered as normal the cancellation of a flight in a time period of twelve hours, but if 
multiple flights start canceling one after the other, then as a complete group they are 
considered as outliers. Equivalently, in Figure 2 the group G of data instances denotes 
a collective anomaly regarding its density. The density of G group is unusually high 
with respect to the others, though each individual data instance that belongs to group G 
is not an outlier with respect to the other participants of the same group. 
 
 
Figure 2. Collective anomalies. 
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             2.3 Anomaly detection techniques 
 
Anomaly detection is described as “ an observation which deviates so much 
from the other observations as to arouse suspicions that it was generated by a different 
mechanism.” (Hawkins et al., 1980). 
 
Chandola et al. (2009) indicate that, with regard to label availability, anomaly 
detection can be classified into three categories, as follows: 
• Supervised methods 
• Semi-supervised methods 
• Unsupervised methods 
 
The usage of the above methods depends highly on the availability of whether 
an expert labeled the data instances as normal and abnormal. 
 
 
            2.3.1 Supervised methods 
 
Supervised methods approach anomaly detection as a classification problem 
with pre-labeled data, described as normal or abnormal. The main aim of these 
approaches is to allow the classifier to learn as efficiently as possible, and they can be 
set up in different ways. For example, it can be Support Vector Machine, also known 
as SVM, based (Ma et. al., 2003) (Ratsch et. al., 2002), Bayesian network based (Box 
et. al., 1968) (Abraham B et. al., 1979), neural network based (Brotherton T, 1998) 
(Augusteijn MF, 2002).  
 
Dealing with supervised anomaly detection methods, one should keep in mind 
that imbalanced class problem arises, as abnormal data instances are quite more rare 
than normal data instances in a dataset. Specific techniques, such as oversampling, 
undersampling, or other artificial anomaly methods must therefore be applied (Lemaitre 
G, 2017). In addition to the above, significant focus should be put on recall metrics 
during the process of choosing a classification system to identify anomalies. By 
concentrating on memory, the goal becomes to identify as many anomalies as possible 
accurately as possible, rather than preventing false positives. 
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           2.3.2 Unsupervised methods 
 
 
Unsupervised methods are used when there are no pre-existing data labels and 
hidden patterns need to be found in data set. These kinds of approaches are usually 
studied as a clustering problem. Unsupervised approaches consider that normal 
instances form one or more clusters with specific attributes, thus normal instances are 
expected to follow a particular pattern. On the contrary, anomalies are expected to act 
in this way, as displayed in Figure 3.  
 
However, the above hypothesis is not constantly true, as in some cases when 
dealing with collective anomalies, there are anomalous cases which form similarity 
clusters, as shown in Figure 2. So in this case, when the normal instances are scattered 
in contrast with anomalous instances, unsupervised methods tend to operate 
inefficiently, as they fall into the trap of false positives. In General, by dealing with 
unsupervised anomaly detection methods, two major challenges have arisen. First, an 
isolated instance of data can be regarded as anomalous, but this statement may typically 
be incorrect, as a data instance can be noise rather than an anomaly. Second, 
unsupervised approaches can sometimes be very time-consuming, as they are used to 
discover the clusters first, and then the anomalies. The key factor in that challenge is 
that usually the number of normal instances are far more than anomalies instances in a 
data set. 
 
 
Figure 3: Unsupervised ‘clustering’ approach. 
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           2.3.3 Semi-supervised methods 
 
Semi-supervised methods use two sets of data, usually a small set of data, which 
are labeled as normal, and a large set of unlabeled data. By using the small set of labeled 
data, a classifier tries to recognize the unlabeled data, through the deductive derivation. 
A model is built for the normal data instances, in a way that the instances which don’t 
fit the normal model are labeled as anomalies. This method is called self-training and 
is considered to be the easiest technique used in a semi-supervised approach. Another 
well-known approach called co-training and describes how two or more classifiers are 
deployed to train each other. In contrary to self-training, co-training is less sensitive to 
errors. 
 
The challenge related to semi-supervised methods is that if the available small 
set of labeled data represent the anomalous instances, rather than the normal ones, the 
procedure of detecting every possible anomaly becomes extremely difficult for a model. 
 
 
 
            2.4 Proximity based anomaly detection 
 
Proximity based anomaly detection techniques analyze and define every data 
instance as anomalous or normal, “with respect to its neighbors”. Normal data instances 
are believed to have close proximity to their neighbors, because they adopt a trend of 
density where irregular instances are far away from their closest neighbours. Aggarwal 
(2013) suggests that proximity-based analytical techniques can primarily be divided 
into the following two categories: Distance-based techniques and Density techniques. 
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The following table 3, describes the general advantages and disadvantages of 
the proximity based anomaly detection methods: 
 
Proximity based anomaly detection methods 
Advantages Disadvantages 
Simplest data mining approach. 
 
It becomes difficult to handle and detect 
phenomena when we have many areas 
with very different densities. 
 
Applicable to a number of domain. 
 
The group of anomalies is difficult to 
detect, if they are present near each 
other. 
 
An simple and straightforward solution is 
the identification of a distance or density 
metric, as the only major requirement for 
such methods. 
Methods based on proximity are highly 
dependent on the proximity measures 
used for their efficient work which may 
not be accessible in certain 
circumstances.. 
 
Table 3. Advantages and disadvantages of proximity based anomaly detection 
methods 
 
 
            2.4.1 Distance based anomaly detection methods 
 
 
Distance based anomaly detection methods determine anomaly score by using 
the distance between a data instance and its k neighbours. Anomalies based on distance 
are known as ' global anomalies. ' Mostly the distance from Mahalanobis, Manhattan 
or Euclidean is used as the metric distance. According to Aggarwal, while most of the 
distance based methods are constructed with the use of Euclidean distance, 
Mahalanobis distance is an excellent choice, “as it is all about the effective statistical 
normalization, based on the characteristics of a particular data locality” (Aggarwal, 
2013). The concept of distance based anomaly detection methods does not consider any 
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underlying data distribution, as it also generalizes some of the concepts of distribution 
based methods. 
 
Generally, distance based anomaly detection methods are amongst the most 
widely accepted and usually used methods in data mining and machine learning, as they 
totally depend upon the concept of local neighborhood (KNN) of the data points (Jin 
W, 2006). The above practice can also be described as Nearest Neighbor analysis, and 
it is applicable for either classification, clustering or most importantly anomaly 
detection. 
 
A general approach for the method of detection of distance dependent anomalies 
is defined below. For each and every data instance the neighborhood of an instance is 
evaluated, calculated by the distance threshold. If an instance's neighborhood, o, loses 
out significantly on many instances from the whole data set, D, then the given 
neighborhood is considered an anomaly (Knorr, 2000).  
 
The method quoted above uses two global parameters, d and β. Parameter d 
determines the maximum possible distance between instances that are part of an 
instance's neighborhood. To function as an anomalous node, the parameter β specifies 
the fraction threshold which defines the maximum number of instances that might 
belong in a neighborhood. As stated in Han J (2012), if d “with d ≥ 0” is the distance 
threshold, β “with 0 < β ≤ 1” is the fraction threshold and dist (d, b) is the distance 
factor, then instance' o' is an anomaly if: 
 
 
 
Knorr (2000) suggests the nest loop method to be the simplest method for 
detection of anomalies regarding the distance. In this approach, an inner loop measures 
the β factor and determines if an instance is usual or anomalous, based on the amount 
of elements present in the instance's d-neighbourhood. Though this may be the easiest 
approach, it demands O(n2) time and it is supposed to be quite costly, especially when 
each instance is checked one by one, against the whole data set. 
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The Achilles heel of distance based approaches is that they fail to detect the 
local anomalies. In order to surpass this issue associated with distance based methods, 
density based methods are used. Anomaly detection methods based on density use more 
complex techniques to model data instances abnormality compared to distance-based 
methods. Such methods work by comparing the density of an instance to the density of 
its surrounding neighbours. Despite the fact that density based models may be evidence 
of stronger modeling toward anomaly detection, simultaneously they require quite 
expensive computations. 
 
Hautamaki et al. (2004) suggested the Outlier Detection using In-degree 
Number (ODIN), probably the most straightforward density based method. However, 
Breunig et al. (2000) introduced the Local Outlier Factor (LOF), the most popular 
density based anomaly detection method thus far. The LOF method is an indirect way 
of detecting anomalies, and in fact its main idea is that the distance distribution between 
an instance and all the other instances will behave similarly with regard to the 
cumulative distance distribution for all the pair distances, if there are many other 
instances close to each other. The LOF score of an instance is defined as the ratio of the 
k-neighbors ' local reachability density of instance' o' to its own. The density of local 
accessibility used in LOF is a factor in the k-nearest neighborhood and the estimate of 
the distance of accessibility of instance' O.' As far as the anomalous instances are 
concerned, the LOF score is higher because the relative density of an anomalous node 
is greater than that of its neighbors, whereas the usual data instances are roughly the 
same. 
 
The strong point of LOF over the simplest approach of ODIN proposed by 
Ramaswamy (2000), is that LOF score of a data instance indicates the density contrast 
between its density and those of its neighborhood (Breunig, 2000). Whether the density 
of an instance ‘x’ is lower or the density of x’s neighbor is higher, the LOF score is 
larger which indicates that o has a greater degree of being an anomaly. LOF's weak 
point is that it fails to detect possible phenomena, the local density of which is very 
similar to that of its neighbours. 
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For that reason the Connectivity Based Outlier Factor (COF) method (Tang J, 
2002), which improves the efficiency and effectiveness of the LOF approach, especially 
when the pattern itself has equal density of neighborhood as an anomaly (Zhang J, 
2004).In a similar way, Influential Outlier (INFLO) method (Jin W, 2006) also focuses 
on the different variants of a neighborhood set. In more detail, INFLO employs the 
reverse k-nearest neighbors set (RkNN) to get all those points, which has instance ‘ο’ 
in its neighborhood set. 
 
 
Long story short, the density based anomaly detection methods are 
computationally more complicated and therefore more costly than those based on 
distance. However, at the same time they are way better, as the density based methods 
analyze simultaneously the local density of the data instance being investigated and the 
local densities of its nearest neighbors. 
 
 
Figure 4.The advantage of LOF over Distance based Methods in anomaly 
detection (Challagalla et al, 2010) 
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            2.5 Classification based methods  
 
Classification based methods are defined by Han J et al. (2012) as supervised 
methods that are divided into two essential phases, the learning phase and the 
classification phase. In the learning phase, a trained data set of labeled instances is used 
to build up the classification model. This phase is also described as training stage. 
Subsequently, in the testing stage, the created classification model is used in the 
classification process to determine the class labels for the dataset. Regarding anomaly 
detection, the training data instances are classified as normal or anomalous, depending 
on their behaviour. Classical brute force methods may not be useful and effective in 
anomaly detection, since the number of anomalous data instances is much smaller than 
the number of regular data instances. However, specific classification-based methods 
can be applied either to one class (Moya, 1993) or to multiclass models. Some of the 
best suited for anomaly detection are discussed in the sections below. 
 
            2.5.1 Support Vector Machine 
 
In Support Vector Machines (Cortes C, 1995), a hyperplane is used to 
distinguish the tuples of different classes from each other. The aim of SVM is to specify 
and select the greatest separating hyperplane among plenty of them. The Maximum 
Marginal Hyperplane approach (MMH) is considered one of the most accurate for 
classification.  
Although SVM factions are a two-class model solution, it can also be viewed 
as a one-class approach by thinking that only a positive dataset is taken as a class, and 
the observed anomalies are treated as the other. Cortis and Vapnik (1995) used a vector 
machine model with one-class support to detect anomalous behaviours. Manevitz and 
Yousef (2002) have used a similar approach to classify various documents expressed 
in various formats. Another case of one class SVM is Ma and Perkins (2003), where 
time series novel data evaluated toward abnormalities, which were identified and 
ranked by providing a level of confidence to each anomaly. Piciarelli et al. (2008) used 
a one-class SVM clustering method to detect anomalous trajectories that were created 
by traffic monitoring and video monitoring. 
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            2.5.2 Random Forest 
 
Random Forest is a method of machine learning composed of bagging unpruned 
decision trees with a random selection of features at each split. At the beginning, 
Random Forest picks samples of n-tree bootstrap from the initial data, and then, to every 
bootstrap sample picked, the algorithm creates an unpruned classification tree. From 
that point on, the class that received most of the votes among all forest trees is used to 
identify the observation (Breiman, 2001) 
 
 
            2.5.3 Boosting methods 
 
Schapire et al. (1998) proposed Boosting, and it can be described as an ensemble 
approach that combines multiple classificators. Boosting methods aim to improve 
performance of a set of weak classifiers into one strong classifier by providing 
sequential learning of the predictors. The first classifier learns in more detail from the 
entire dataset, the misclassified data instances are labelled and their weights are 
increased in order to have a higher probability of being in the posterior predictor 
training set. The posterior classifier therefore learns from training sets based on the 
performance of the preceding one. As a result of this approach, different classifiers have 
the possibility to be specialized in predicting different areas of the same data set 
(Graczyk et al, 2010).  
 
Gradient Boosting is an ensemble approach that combines weak learners to 
build a single stronger learner, and typically a decision trees (Brownlee, 2016). The 
poor model makes a prediction at first, then some successive boosting phases forecast 
the residuals of error. Subsequently, by using the gradient descent approach, the error 
residuals are minimized. Specific hyperparameters for this algorithm can tune the 
individual decision trees or manage the boosting procedure based on the requirements, 
respectively (Jain, 2016). In addition, Gradient Boosting uses a weighted forecast 
description to provide a cumulative prediction (Gorman, 2017) 
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Extreme Gradient Boost, also known as XGBoost, is a decision tree ensemble 
technique, perceived as one of classification’s most effective and efficient method 
(Chen and Guestrin, 2016). One of the most important strong points of XGBoost is that 
it handles overfitting, by using a set of parameters to make the model's formula fine 
tuned, along with making the training stage more resilient to noise.This feature makes 
XGBoost an ideal approach for anomaly detection cases. In addition to the above, 
Parameters include the subsample of instances to be used in each decision tree and the 
subsample of features to be used per decision tree. In the hospitality industry, Antonio, 
Almeira and Nunes (2017) used the XGBoost tree boosting machine learning model to 
build a classification model, powerful enough to daily predict cancelation likelihood in 
a fast pace, by using new data each day, along with past errors in predictions. 
 
 
 
The following table 3, demonstrates the general advantages and disadvantages 
of the classification based anomaly detection methods: 
 
Classification based anomaly detection methods 
Advantages 
 
Disadvantages 
 
Fast processing, especially in the testing 
phase, as a classification model has 
already been learnt which just needs to be 
analysed for testing process. 
 
Heavy dependency and reliability on 
training dataset, which if not properly 
available may lead to the degradation of 
performance. 
 
Difficulty in detecting group of 
anomalies as they occur close to each 
other. 
Difficulty detecting group of anomalies 
as they occur close to each other. 
Table 4. Advantages and disadvantages of classification based anomaly 
detection methods 
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Chapter 3. Data 
 
Name Type Description 
Num. Numeric ID of record 
Customer Categorical Name of customer 
ADR Numeric Average daily rate 
Agent Categorical Brand of agent (if booked through an 
agent) 
Reservation_Status Categorical Status of reservation (out: the 
reservation is completed, cancelled by 
guest, double booking, illness, no 
reason, no show: guest did not show up, 
wrong room type) 
Room_Type Categorical Room type assigned to booking 
Guests Numerical Number of guests 
Total Numerical Income by booking, based on the type of 
room and number of nights the guests 
stayed at the hotel 
Arrival_ month Categorical Month of arrival date 
Nights Numerical Nights the guests had stayed at the hotel 
Year Numeric Year of arrival 
Arrival_day Numeric Day of month of arrival  
Canceled Categorical Outcome variable: 
Binary value indicating if the reservation 
has been cancelled (0: no; 1: yes) 
Arrive_weekend Categorical Binary value indicating that guest/guests 
came during the weekend (0: no; 1: yes) 
Arrive_dayofweek_name Categorical Name of the arrival day (Monday 
through Sunday) 
Departure_dayofweek_name Categorical Name of the departure day (Monday 
through Sunday) 
Departure_weekend Categorical Binary value indicating if guest’s 
departure was during the weekend (0: no; 
1: yes) 
Price Numerical Income by booking, based on ADR and 
number of nights the guest/guests were in 
the hotel 
Table 5. Explanation of case study’s attributes 
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The data used in this research collected from a 4-star hotel resort in Greece. The 
data set consists of 18 attributes and 4.301 instances for a period of time of 2 years that 
the hotel has been installed an information system to supervise and record its various 
operating processes. The features of the data set are discussed in table 5 above. 
 
Domain awareness is essential, according to data science literature, in order to 
select the best attributes and escape any pit of a predictive model. 
• The dimensionality curse: The dimensionality curse: high computational 
costs due to the relation between the amount of data and the high number 
of predictor variables 
• Leakage: Based on the generated variables examining for possible future 
information leakage. For e.g., the “IsRepeatedGuest” variable acts as a 
binary predictor of the scenario: if a client has stayed in the hotel again 
before booking. In this case, the “IsRepeatedGuest” variable should 
have a value of 1 “yes”. Otherwise, this vector will assume the value of 
0 “no” in the first booking of that particular guest. 
• Correlation: Guyon and Elisseeff (2003) describe this fact as “Perfectly 
correlated variables are truly redundant in the sense that no additional 
information is gained by adding them”. Thus, some variables were 
excluded from the learning phase, as they would be perfectly correlated. 
In our case, as they are illustrated in figure 6, the assignment of room 
numbers only take place during the arrival of the guest at the hotel. 
Therefore, all bookings which are not cancelled have assigned room 
number, while cancelled bookings do not have one. 
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Figure 6. Correlation Matrix 
 
 
 
The data sets were explored with the use of Python ‘3.7’ and Microsoft Excel. 
In the beginning, the first dataset (bookings) had 3796 observations, 18 columns and 
the second dataset (cancellations) 505 observations, 16 columns. The resulting pre-
processed dataset had 4301 observations and 18 columns. 
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Figure 7. Elliptic Envelope between price income and nights stayed per 
reservation 
 
During the preprocessing phase, unsupervised anomaly detection methods 
were performed to locate the possible outliers that could disorient our final model. As 
it can be observed in figure 7. Elliptic envelope detects outliers among guests who 
visited the hotel for 12 nights and 14 nights stayed. On the other hand, LOF (Figure 8) 
identify possible outliers at guests who stayed 9 nights and 11 nights.  
 
 
Figure 8. Local Outlier Factor between price income and nights stayed per 
reservation 
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According to our data, the lost income due to cancellations is estimated close to 
169.097,80 euros in 2018 (268) and 151.411,45 euros (237) in 2019. We can observe a 
reduction of 11,56% on cancellations in 2019. In figure 9 are demonstrated the amounts 
of booking and cancellations during 2018 and 2019 season. 
 
 
 
Figure 9: Cancellations & bookings per year 
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Chapter 4. Methodology 
 
 
 
 
            4.1 Data characterization and used methods 
 
As previously mentioned, this paper uses real booking data from a hotel located 
in the Chalkidiki, one of Greece’s most famous resort areas. Data extends from 2018 to 
2019. The hotel needed anonymity as planned, so the two data sets, bookings, and 
cancellations were properly updated and redesigned. Some information on facilities and 
services are given, in order to better understand the demand of the hotel. Summer 
months are considered high season, from July through September. During the low 
season the hotel closes temporarily, from early October to late April. 
 
The study is broken down into 4 specific stages:  
• Data exploration  
• Pre-processing and data cleaning 
• Model building  
• Model evaluation and comparison  
 
 
 
 
Figure 10: Methodology process flow 
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            4.2 Data understanding 
 
During the first stage of data exploration, we investigated the two data sets 
toward to some specific patterns: 
• The interrelationship between Bookings and Cancellations data sets 
• The interrelationship between the features of both data sets 
• Distribution and fill-rate of their attributes 
• Associations between the predictor ‘cancelled’ and the response variables 
 
            4.3 Data preparation 
 
After understanding the data, we performed the following tasks: 
• Analysis of the missing values 
• Elimination of high correlating features or almost zero variance 
• Data validation, in terms of verifying the correctness of data and deal 
with anomalies 
• Feature transformations, including specific encoding and normalization 
of features data  
 
 
Feature Engineering: During this phase, additional features were created 
through the existing ones. The feature generated was inputted directly into the model 
and evaluated for its importance in the analysis. 
 
 
Some of the created features: 
• Average Daily Rate: ADR metric indicates how much revenue is made 
per room. ADR is widely used in the hospitality industry and it is 
perceived as one of the key performance indicators (KPI) in the industry 
(American Hotel & Lodging Association, 2014). ADR is calculated by 
taking the average revenue earned from all rooms and by dividing it with 
the number of rooms occupied in a specific period of time. 
 
Formula:  
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• Reservation Status: The reason for canceling a booking reservation. The 
bookings that weren’t canceled hold the value “out” 
• Arrival/departure weekend: Indication of whether a guest arrived of left 
the hotel during weekend. 
• Room Type (in cancellations dataset): The attribute Room type was 
absent in cancellations, as rooms are assigned when the guest arrives in 
the hotel. Thus, in order to discover the possible room type of a cancelled 
reservation; total cost of a canceled reservation was divided by the 
nights and through the combination of that price value, the average price 
per room type and an IF statement, possible room types were obtained 
to cancelled reservations. 
 
 
 
 
            4.4 Modeling and Evaluation 
 
            4.4.1 Treatment of Class Imbalance 
 
 
The imbalance between the classes that are Cancelled (1) and not Cancelled (0) 
is approached by using the two following techniques: 
a. Over-sampling the minority class 
b. Resampling using Synthetic Minority Over-Sampling Technique (SMOTE) 
 
The SMOTE resampling technique is used for oversampling the minority 
classes in a data set. Particularly, it defines the k-nearest neighbors for the minority 
class and also generates synthetic minority class instances. In our case, SMOTE 
resampling approach is applied only on the training set. On the contrary, if SMOTE 
technique was performed on the entire data, training and testing sets, the data in the 
train set would include quite a few data from the validation set, thereby, this would 
definitely inflate the precision and recall of the model. 
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            4.4.2 Models 
 
The study requires to classify the bookings of a hotel as canceled and not 
canceled, which projects the customer’s attitude toward a room’s reservation. Jupiter 
Notebook was the tool used to build the models, which run on Python 3.7.  
Different algorithms showed different results, so new models were created 
using a number of different algorithms, and then we selected the best ones. Considering 
that the label “canceled” is a binary attribute, the following two-class classification 
models were selected: 
• Logistic Regression 
• Naïve Bayes 
• K-Nearest Neighbors 
• Support Vector Machines 
• Decision Tree 
• Random Forests 
• Gradient Boosting Machines 
• Extreme Gradient Boost 
 
 
In this work, cross-validation was used, in particular k-fold cross-validation, a 
well-known technique for model evaluation (Hastie et al, 2001). The main objective of 
k-fold cross-validation is to randomly partition the data of the given sample into 
subsamples of k size. Although this model evaluation technique may be 
computationally inefficient, it encourages the structure of models that are not overfitted 
and can be applied to independent data at the same time (Smola and Vishwanathan, 
2010). In our case, we selected 10 folds to divide the data set, a very common number 
of folds in the applied machine learning field (Smola and Vishwanathan, 2010). For 
each of the 10 folds, performance measurements of the selected models are calculated, 
and then the mean score is calculated to determine the global output of each algorithm. 
Table 6 also contains the mean score by each of the algorithms. 
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            4.4.3 Model Evaluation 
 
As this is a binary classification issue with a class imbalance, Precision and 
Recall metrics are used as this study's performance metrics. According to Larose et al. 
(2015) Precision and Recall are defined as follows: 
 
 
• Precision: Indicates when a model expects an instance to belong in a 
class, and how often it actually falls within that particular class. For 
example, 90 percent precision means the used model ranked 90 times 
correctly out of 100 times that an instance belongs to a certain class. 
 
Formula:              
 
 
• Recall: Indicates the times when an instance is classified actually into a 
class, and how many times that it is correctly classified into that class. 
For example, 90 percent recall means that out of 100 instances that are 
classified into a given project, the model correctly classified the 90 of 
them into that project. 
 
Formula:              
 
 
 
 
 
 
 
 
 
 
 34 
Chapter 5. Results 
 
 
The models were evaluated based on their Accuracy Mean, F1 and scores. Table 
6 below displays the models and their accuracy, precision, recall, F1, AUC scores for 
the data collection of validation: 
 
Algorithm 
Imbalance 
Technique 
Mean Score Accuracy Precision Recall F1 AUC 
Logistic 
Regression 
Oversampling 0.999734 0.990427 0.99 0.99 0.99 1.00 
SMOTE 0.999337 1.00 1.00 1.00 1.00 1.00 
Naïve 
Bayes 
Oversampling 0.916189 0.806571 0.81 0.81 0.81 0.83 
SMOTE 0.871726 0.892358 0.73 0.80 0.76 0.89 
 
KNN 
Oversampling 0.998270 0.979513 0.98 0.98 0.98 1.00 
SMOTE 0.997337 0.994684 0.98 0.99 0.99 1.00 
SVM 
Oversampling 0.983769 0.928428 0.94 0.93 0.93 - 
SMOTE 0.991364 0.967441 0.88 0.98 0.93 - 
Decision 
Tree 
Oversampling 1.00 0.999068 1.00 1.00 1.00 1.00 
SMOTE 1.00 0.999335 1.00 1.00 1.00 1.00 
Random 
Forest 
Oversampling 1.00 0.950246 0.95 0.95 0.95 1.00 
SMOTE 0.996020 0.994684 0.99 0.98 0.99 1.00 
Gradient 
Boosting 
Oversampling 1.00 0.999068 1.00 1.00 1.00 1.00 
SMOTE 1.00 0.999335 1.00 1.00 1.00 1.00 
XGBoost 
Oversampling 0.999867 0.998935 1.00 1.00 1.00 1.00 
SMOTE 1.00 0.999335 1.00 1.00 1.00 1.00 
 
Table 6. Results of the different algorithms 
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Cross-validation scores were auspicious for almost every algorithm. The lowest 
accuracy mean result was 87.17%, while most algorithms are similar to 99 percent of 
the mean accuracy score. When AUC is considered as the metric of evaluation, the 
results are even better, except Naïve Bayes, all the other algorithms reported 100 
percent scores, which are regarded excellent values based on Zhu et al. (2010). F1 
scores also shown great result, where Decision Tree, Gradient boost and XGBoost 
achieved the perfect 100% score, while the worst results were denoted by Naïve Bayes 
and Random Forest. 
 
In terms of accuracy, Decision Tree and Gradient Boost algorithms were the 
best. In terms of precision, Decision Tree, Gradient Boost, XGBoost were the best 
algorithms. It is important to highlight that Logistic Regression almost reach the results 
of others way more sophisticated algorithm, an evidence that Logistic Regression could 
be called the most efficient algorithm in this case, in terms of energy efficiency and 
performance. The final models were built with Logistic Regression, Decision Tree, 
Gradient Boost and XGBoost for a final assessment. 
 
This is done routinely in the creation of predictive models for machine learning, 
the data set has been divided into two class-conscious subsets. For training, a subset 
with 70 percent of the total data was used, and another with the remaining 30 percent 
used for testing the built model. In addition, Tuning was applied for each algorithm 
during the training process to examine a number of variations of the parameters of each 
algorithm and analyze the best parameters to be used in each situation. The results of 
the three algorithms for the test sets are described in Table 7. 
 
Algorithm 
Imbalance 
Technique 
Accuracy 
Execution 
Time 
Class Precision Recall F1 
Decision 
Tree 
SMOTE 0.999335 1.4 sec 
Not 
Canceled 
1.00 1.00 1.00 
Canceled 1.00 0.99 1.00 
Gradient 
Boost 
SMOTE 0.999335 7.1 sec 
Not 
Canceled 
1.00 1.00 1.00 
Canceled 1.00 0.99 1.00 
XGBoost SMOTE 0.999335 30.8 sec 
Not 
Canceled 
1.00 1.00 1.00 
Canceled 1.00 0.99 1.00 
 
Table 7 
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Table 7 above provides a description of the results of each selected model: 
• All chosen classifiers reached absolute accuracy in the “canceled” and 
“not canceled” classes, meaning that if a booking is classified as 
“canceled”, it is extremely likely to be cancelled.  
• In same manners, all algorithms recorded high values of Recall and 
specifically 99%. This fact implies that the 99% of the cancels were 
predicted out of all the canceled bookings 
• According to results, Decision Tree classifier outperformed all the other 
classifiers, as it achieved the same excellent Accuracy of 99.93%, but 
also it was almost 5 times faster than the second-best Gradient Boost 
algorithm 
 
 
 
 
Chapter 6. Discussion - Conclusion 
 
 
Throughout this study, we created a machine learning model to predict whether 
a reservation will be completed successfully, or whether the customer will renege on 
the reservation and cancel the reservation. Through data analytics techniques and the 
application of unsupervised anomaly detection techniques, it is possible to identify 
outliers that could reduce the quality of results. In addition, we are capable to 
understand the features’ predictive relevance, by using data visualizations, along with 
the implementation of the mutual information filter. 
 
Several classification models are applied for this binary classification concept. 
All models built reached overall accuracy over 87.1%. This shows that in our situation, 
the decision tree algorithm, using data sets with the precisely defined attributes, is a 
great technique for creating predictive models for booking cancellations. These 
findings also confirm Chiang (2007) statement “as new business models keep on 
emerging, the old forecasting methods that worked well before may not work well in 
the future. Facing these challenges, researchers need to continue to develop new and 
better forecasting methods”. 
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The imbalance in target class ‘Canceled’ is handled by using SMOTE. We find 
that, in our case study, simple minority class oversampling, and the more sophisticated 
SMOTE technique have almost equal results in combination with any of the applied 
classification model.  
 
The models are evaluated by comparing the overall accuracy, execution time, 
precision and recall scores of predictions. By deploying the greatest performing model, 
Decision Tree classifier with SMOTE approach, the hotel can predict the booking 
cancellations by 99.93% and save 160.254,625 euros annually.  
 
Such models motivate hotel management to take more action on reservation 
classified as “canceled”. In the same time, these models encourage the development of 
a more detailed approach to demand and revenue forecasting. 
 
Future work can be applied on the largest hotel chains in the world, like Marriot 
International, which use big data platforms to collect data from a variety of their 
operations. One of the main objectives of these platforms can be dynamic pricing 
automation that contributes in optimizing room prices, which take advantage of global 
economic factors. 
 
 
Chapter 7. Limitations of the study 
 
 
Further research can be done by using data from additional hotels. A greater 
variety of hotels could lead to a better understanding of the prediction of booking 
cancelations, and furthermore examine how well do the used classifiers perform in a 
generalized concept of booking cancellation prediction in hotel industry. 
 
Additionally, research may also use features from external data sources, such as 
currency exchange rates, competitive intelligence (prices and social reputation) and 
weather information, to boost model efficiency and measure the impact of those 
external features on booking cancellations. 
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Finally, a great limitation could be the security concern, which has intensified 
by GDPR. Hotels that record personal customers’ data have higher responsibilities of 
safeguarding them. This fact effects the credibility of these kinds of research. 
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