Abstract. In this paper we study the inhomogeneous div-rot system (div f = g 0 , rot f = g) where the datum (g 0 , g) consists of a continuous scalar and a continuous vector field, respectively. We embed the system in its appropriate quaternionic setting, and by using the right inverse of the Moisil-Teodorescu operator, we provide a necessary and sufficient condition for the solvability of the system and we describe its general solution. As a byproduct we obtain an explicit integral expression for the right inverse for the operators div and rot. Finally, we show how the same problem could have been studied using algebraic analysis, and we use this different approach to obtain some additional results.
Introduction
Let Ω ⊂ R 3 be a domain and let g : Ω → R 3 and g 0 : Ω → R be given continuous vector and scalar fields, respectively. We will study the system div f = g 0 ,
which is called sometimes the problem of reconstruction of the vector field by its divergence and rotation, or the inverse problem of vector analysis. This is a very classical object of study and much is known about it, we refer the reader to Section 4 in the book [1] by S. Bergman or the book [24] and the works [19] , [20] , [21] . In many textbooks the following way of solving (1) is proposed: whenever we look for an irrotational solution, i.e., g is identically zero, the Newton vector field gives a particular solution to (1) ; if, on the other hand, we look for a solenoidal vector field, i.e., g 0 is identically zero, then the Biot-Savart vector field gives a particular solution. Thus, in general, that is for arbitrary g 0 and g, a particular solution to (1) is the sum of the Newton and the Biot-Savart vector fields. It is worth mentioning that both the Newton field and the Biot-Savart field emerge from physical considerations. This method is clearly related to the Helmholtz theorem, which states that any smooth vector field can be decomposed into the sum of a solenoidal and an irrotational vector fields.
As a disclaimer, we should note that what we have just said is only a very brief description of the setting. A lot of subtle and important details related to the shape of Ω, its smoothness, the choice of boundary conditions, etc., maintain this area of research alive and interesting, see e.g., [15] , [24] .
In this paper we propose a new approach based on the fact that solenoidal and irrotational vector fields generalize, in three dimensions, holomorphic functions in one complex variable, thus (1) is the corresponding generalization of the non-homogeneous Cauchy-Riemann equations. More generally, however, we can extend the system by considering quaternion-valued functions, not vector fields, in domains of R 3 since the quaternionic analysis of the Moisil-Teodorescu operator does preserve the structure of holomorphic function theory in one variable, on one hand, and it includes, on the other, the vector fields theory as a proper "sub-theory". In particular, the Moisil-Teodorescu operator has a right inverse, and this fact becomes crucial since the system (1) is a particular case of the inhomogeneous Moisil-Teodorescu equation, for which a complete solution is easily constructed with the help of that right inverse operator. It is worth noting that this approach allows us to obtain as a "simple byproduct" some additional information such as the existence of right inverse operators for the operators div and rot, and the integral form of them. Another byproduct is the proof of the vanishing of the first cohomology group of the sheaf of Moisil-Teodorescu regular functions, originally given in [18] . Finally, we study the algebraic analysis of the div-rot system, providing also the cohomological properties of the sheaf of its solutions.
There exists a vast literature on system (1) and related topics; a comparison with the already known results together with some further refinements will be done in a forthcoming publication.
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Rudiments of Quaternionic Analysis
Consider the real linear space
where f 0 ∈ C 1 (Ω, R) is a scalar field and f ∈ C 1 (Ω, R 3 ) is a vector field, and introduce the operator:
acting on such columns. Next, consider the non-homogeneous system of partial differential equations associated to (2), namely
where
The operator D is called sometimes the Moisil-Teodorescu operator, and it can be interpreted in quaternionic terms by endowing the R-linear space R × R 3 with the non-commutative multiplication defined, for a 0 a and
where a, b is the scalar (or inner) product of the two vectors, and ( a × b) is their cross product. This is equivalent to the structure of the skew-field of Hamilton's quaternions H: writing a 0 a as a = a 0 + a = a 0 + a 1 i + a 2 j + a 3 k one can easily conclude that the product (4) is equivalent to the standard quaternionic product, which implies the usual properties ij = −ji, ik = −ki, jk = −kj, i 2 = j 2 = k 2 = −1. In particular, the operator D is equivalent, in quaternionic terms, to the operator
Hence, the system (3) becomes the quaternionic equation
with g = g 0 + g ∈ C(Ω, H). 
then the pair (p 0 , p) is called a hyperconjugate harmonic pair.
Of course Definitions 2.1 and 2.3 indicate that the function p := p 0 + p is a Moisil-Teodorescu hyperholomorphic function if and only if the pair (p 0 , p) is a hyperconjugate harmonic pair.
In particular, if p is a solenoidal and irrotational vector field, i.e., it is a solution of the homogeneous system div p = 0,
then (0, p) is a hyperconjugate harmonic pair. In other words, the identically zero scalar field can be complemented up to a hyperconjugate harmonic pair with an arbitrary solenoidal and irrotational vector field. Nevertheless, given a non identically zero p 0 then to ask how to complement it with p in order to get a hyperconjugate harmonic pair (p 0 , p) is a more delicate question. Notice that similar questions in different settings and in the framework of Clifford analysis have been intensively treated recently, see for instance [2] , [6] .
A fine point here is that, see [10] , [11] , [14] , there exists a quaternionic operator T mt which is a right inverse to D mt on the space C(Ω, H). Thus, for any g ∈ C(Ω, H) one has
As it is shown in [10] , [11] , [14] , the operator T mt can be explicitly described in terms of three integral operators:
where θ(x) := − 1 4π 1 |x| is the fundamental solution to the Laplace operator ∆ 3 in three dimensions, so that
It follows from (9) that one has
which gives a right inverse for the operator D.
The Inhomogeneous div-rot System
The reason why we embedded the system (1) into (2) is because the latter possesses better analytic properties which will allow us to give a complete description of the solutions of the former. As we just saw in the previous section, this approach offers some interesting "byproducts", and this section is devoted to their description.
To begin with, we note that the matrix-vector equation (11) is equivalent to the system of operator equalities
The first equality in the system implies immediately Proposition 3.1. The operator −T 21 is a right inverse of the operator div on the space C(Ω, R).
The second and the third equalities lead to
Let us introduce the space C(Ω,
. Then the last equality in (12) gives Proposition 3.3. The operator T 22 is a right inverse of the operator rot on the space C(Ω, R 3 ).
Remark 3.4. Note that it is not possible to find a right inverse for the operator rot unless we impose some conditions since otherwise we would be able to always solve system (1). This observation is consistent with the fact that the symbol of the matrix P that describes the rot operator has determinant identically equal to zero. This fact is, in turn, equivalent to the existence of nontrivial syzygies for the module generated by the rows of the matrix P which is equivalent to the fact that the non-homogeneous div-rot system has solutions only if the datum satisfies the compatibility conditions expressed by the syzygies. It is also worth pointing out that the study of explicit solutions for the non-homogeneous div-rot system was discussed in [7, p. 182] , where the author introduces the notion of semi-fundamental solutions for vectorial systems of differential equations.
We now return to the system (3). Since the equality (11) means that the operator 0 T 12 T 21 T 22 is a right inverse to D, one concludes that given a datum g 0 g ∈ C(Ω, R) × C(Ω, R 3 ) the system (3) admits a particular solution given by
In order to obtain general solution to (3) one has to add an arbitrary solution h 0 h of the homogeneous system (3).
It is essential to note that the above is in contrast to system (1), which does not always have a solution. An immediate corollary of (13) is the following result. Note that we are not claiming that the system has a vector solution if and only if T 12 ( g) = 0, this is about the particular solution (13) only. In other words, if
, then the solution f of (3) given by (13) is a vector. This implies, in turn, that if g ∈ C(Ω; R 3 ) then the system (1), our main object of interest, has a particular solution
Having in mind some further developments, we can say that the scalar field T 12 [ g] is the first component of a hyperconjugate harmonic pair which ensures the existence of the particular solution (14) . It is however quite possible that system (3) admits a vector solution even if the condition T 12 [ g] = 0 is not satisfied, i.e., if g / ∈ C(Ω; R 3 ). Indeed, the general solution to (3) is of the form
where (h 0 , h) is an arbitrary hyperconjugate harmonic pair; thus an adequate h 0 may serve for "annihilating"
Thus we have proved (1) is given by
with q an arbitrary solenoidal and irrotational vector field.
Remark 3.7. The previous result shows that the solvability of the inhomogeneous system (1) is equivalent to the problem of constructing certain hyperconjugate harmonic pairs. The latter has its subtleties and will be studied in details elsewhere but we emphasize that whenever the system (1) is solvable its solution is of the form (16). In particular, note that the request that (G 0 , g) is a harmonic hyperconjugate pair implies that G 0 admits second derivatives and so g must admit first derivatives.
To conclude the section, let us show how the properties of the datum g determine whether G 0 = T 12 [ g] is, or isn't, a harmonic function: Proof. Since T 12 ( g)(x) = − Ω grad τ θ(τ − x), g(τ ) dV τ and since θ is the fundamental solution to the Laplacian and using integration by parts, it turns out that ∆T 12 ( g) = div g under some natural additional hypothesis on the boundary of Ω, and when div g is understood in the distributional sense. Hence, the function G 0 is harmonic if and only if div g = 0 (in the sense of distributions).
Remark 3.9. The previous discussion shows that in case div g = 0 in Ω the problem (1) has no solutions.
Algebraic Analysis for the div-rot System
The problem of solvability for the div-rot system can also be addressed by using standard methods in algebraic analysis. As it is well known, see [5] , given a matrix P (D) of linear constant coefficients partial differential operators the study of the inhomogeneous system
for f and g with components in some given sheaf of (generalized) functions, can be done through the use of some general algebraic techniques. Let P be the polynomial matrix which is the Fourier transform of P (D) and let P 1 be the matrix of its syzygies (we refer the reader to [8] for the necessary algebraic definitions). Finally denote by P 1 (D) the anti-Fourier transform of P 1 . We have the following classical result (due, in different settings, to Ehrenpreis, Hormander, and Malgrange, see e.g. [7] ):
Theorem 4.1. Let S be one of the sheaves E, A, O, D ′ , B. The system (17) has a solution f with components belonging to S(U ) on a convex open (or convex compact) set U , if and only if the datum has components in S(U ) and satisfies the compatibility system P 1 (D)g = 0.
Remark 4.2. It is important to note that the choice of sheaves in Theorem 4.1 is dictated by some very special properties that such sheaves must have. In particular, with the exception of A, all the sheaves in the theorem are examples of LAU-spaces in the sense first made explicit by Ehrenpreis in [7] . The case of real analytic functions is a bit more delicate, and the fact that the theorem holds in that case is due to Kaneko, [12] .
In our case, it is easy to find the matrix P 1 and to show that P The conditions div g = 0 and T 12 [ g] = 0 cannot be immediately compared, since they depend on the regularity of the datum, however we can say something at least in some special situations. Proof. Let g ∈ C be such that T 12 ( g) = 0. Proposition 3.5 implies that there is a solution f to system (1) and that such solution f is of class C 1 . But Theorem 4.3 applied to the sheaf D ′ implies that div( g) = 0 and we have therefore shown that for continuous vector fields the condition T 12 ( g) = 0 implies that div( g) = 0.
Cohomological Vanishing for Irrotational and Solenoidal Vector Fields
In [18] we study the sheaf of solutions of the Moisil-Teodorescu operator defined by the system 
which is a matrix form of Definition 2.1 of Moisil-Teodorescu hyperholomorphic functions.
The homogeneous div-rot system (8) can be written in matrix form as
Let U be an open set in R 3 and let us consider vector fields f = [f 1 f 2 f 3 ] defined on U . We denote the set of solenoidal and irrotational vector fields as
The set DR(U ) is a vector space over the real numbers, moreover we have Proposition 5.1. The assignment U → DR(U ) is a sheaf of vector spaces.
Proof. It follows immediately from the fact that the functions f are solutions to a system of linear constant coefficients differential operators.
Let us consider the Fourier transform of the matrix P (D). Up to a constant it can be written as
Let R be the ring of polynomials C[x, y, z] and let M := R 3 /P t . We have the following results:
Moreover
and it vanishes otherwise.
Proof. The resolution and the Ext-modules can be computed directly, for example with CoCoA.
Remark 5.3. The fact that Ext 1 (N, R) = 0 implies that, even though the system (1) has more equations than unknowns, the compact singularities of its solutions cannot be removed. This is in contrast to what happens with many other rectangular systems, like the Cauchy-Riemann, Cauchy-Fueter or Dirac systems in several variables. On the other hand, this result is consistent with the nonvanishing of Ext 1 in the case of Maxwell's equations, see [4] . Remark 5.5. This result implies, in particular, the well known fact that the divergence is a surjective operator on C ∞ functions. In fact, not only one can always solve div f = g 0 for any g 0 ∈ C ∞ (U ), for U convex, but the solution f can be chosen to have prescribed rot g as long as div g = 0. The situation becomes remarkably more complicated if we consider spaces other than C ∞ functions.
Proposition 5.6. The characteristic variety of Ext
Proof. It follows by direct computations, by taking the greatest common divisor of 3 × 3 minors of the matrix P . A((|Im x|
In general, when the variety is not hypoelliptic it is possible to remove the singularities reduced to a point of the distributional solutions of a given system, see e.g. [17] . In this case, the result does not apply.
Proposition 5.8. Let U be an open set in R 3 . Then, for any j 2, we have
Proof. It is a consequence of the fact that the length of the resolution (20) There exist open sets U in R 3 on which H 1 (U, DR) = 0. This is a consequence of the fact that Ext 1 (N, R) = 0. In the sequel we will provide a condition under which we can guarantee the vanishing of H 1 (U, DR).
Theorem 5.9. Let U be any bounded open set in R 3 with piecewise smooth boundary, and let ξ = { g ij } be a cocycle in H 1 (U, DR). Let {ϕ i } be any partition of the unity associated to a covering {U i } of U , set h i := j ϕ j g ji ∈ C ∞ (U i ), and let
Proof. Every solution to the div-rot system (8) can be thought of as a MoisilTeodorescu-hyperholomorphic function. Let ξ = { g ij } be a 1-cocycle in H 1 (U, DR), i.e., if U = {U i } is a covering of the open set U , the functions g ij satisfy div-rot (and therefore the Moisil-Teodorescu) system on the intersections U i ∩ U j and satisfy g ij +g ji = 0, g ij −g ik +g jk = 0. Let {ϕ i } be a complex valued partition of unity associated to the covering U. Then we can construct new C ∞ functions h j := i ϕ i g ij . These functions are quaternion valued as well, and it is immediate to observe that for every i and j such that
If we now apply the right-inverse operator T mt of D mt we obtain a quaternion-valued function u := T mt [k] . Setting g j := h j − u we get Moisil-Teodorescu-hyperholomorphic functions on U j such that g ij := g j − g i belongs to R(U i ∩ U j ). In fact, to guarantee that ξ = 0, we need the functions g j to be vectors and not with values in the whole H. Thus we need to impose that u = T mt [k] is a vector, i.e., that
A New Proof of Cohomology Vanishing for Moisil-Teodorescu-Hyperholomorphic Functions
In this section we exploit the existence of a right inverse for the Cauchy-Fueter operator, see [9] , to give a different proof of Mittag-Leffler theorem for Moisil-Teodorescu-hyperholomorphic functions originally proven in [18] . The usual CauchyFueter operator D F acts on functions f ∈ C 1 (U ; H), where U ⊆ H, as
We observe that
where D mt is the Moisil-Teodorescu operator. The sheaf of hyperholomorphic functions (in the sense of the operator D F ) will still be denoted by R, while the sheaf of Moisil-Teodorescu-hyperholomorphic functions will be denoted by M. It is well known, see [5] , that not only H 1 (U, R) = 0, but also H 1 (Ω, M) = 0. In this section we show how to obtain the second vanishing from the first. Proof. From the vanishing of H 1 (U, R) we have that for any 1-cocycle ξ = {g ij } one can construct, using a partition of the unity {ϕ i } on a covering U of the open set U , the functions h i = j ϕ i g ij . If we set h = {D F h i } and g i = h i − T F (h), where T F is the right inverse of D F , then on U i ∩ U j we have g ij = g i − g j . Let us suppose that ξ belongs to H 1 (Ω, M), i.e., that g ij do not depend on x 0 . The discussion above shows that ϕ i and h i can be chosen independent of x 0 . The functions g i depend on four variables because of the term T F (h). Let us set
where T mt is the right inverse of D mt andg i = h i − T mt (h). Since g ij = g i − g j =g i −g j and D mt (g i ) = D mt (h i − T mt (h)) = 0 the statement follows.
