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Abstract
We consider the asymptotic behaviour of positive solutions u of the conformal scalar
curvature equation, ∆u + n(n−2)
4
u
n+2
n−2 = 0, in the neighbourhood of isolated singularities
in the standard Euclidean ball. Although asymptotic radial symmetry for such solutions
was proved some time ago, [2], we present a much simpler and more geometric derivation
of this fact. We also discuss a refinement, showing that any such solution is asymptotic to
one of the deformed radial singular solutions. Finally we give some applications of these
refined asymptotics, first to computing the global Pohozˆaev invariants of solutions on the
sphere with isolated singularities, and then to the regularity of the moduli space of all such
solutions.
1 Introduction
The problem we consider in this paper is to derive asymptotics for positive solutions of the
conformally invariant semilinear elliptic equation
∆u+
n(n− 2)
4
u
n+2
n−2 = 0 (1)
which are defined in the punctured ball Bn \ {0}, and which are singular at the origin. It is
well-known that a solution u of this equation corresponds to a conformally flat metric
g = u
4
n−2 δ
which has constant scalar curvature Rg = n(n − 1). Equation (1) is a special case of the more
general equation relating the scalar curvatures of any two conformally related metrics. More
specifically, if g and g′ = u
4
n−2 g are any two such metrics, with corresponding scalar curvature
functions Rg and Rg′ , respectively, then
∆gu− n− 2
4(n− 1)Rgu+
n− 2
4(n− 1)Rg′u
n+2
n−2 = 0. (2)
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The linear part of the operator on the left
Lg = ∆g − n− 2
4(n− 1)Rg (3)
is known as the conformal Laplacian associated with the metric g. It satisfies the conformal
equivariance property that
Lg(uφ) = u
n+2
n−2Lg′φ (4)
for any φ ∈ C∞ and any two metrics g and g′ related as above.
Asymptotics of solutions of equation (1) were proved by L.A. Caffarelli, B. Gidas and J.
Spruck [2] using a rather complicated version of Alexandrov reflection. Their result states that
an arbitrary positive solution u of (1) satisfies
u(x) = |x| 2−n2 vε(− log |x|+ T )(1 + o(1)), (5)
where uε(x) = |x| 2−n2 vε(− log |x|) is one of a one-parameter family of radial solutions of (1). We
call the vε and the uε Fowler solutions and discuss them at greater length in the next section
(Fowler solutions are also called Delaunay type solutions in many works which we will refer to).
In recent work [5], C.C. Chen and C.S. Lin have generalized this result and slightly simplified
their argument, although their proof is still quite technical. This asymptotics theorem is related
to a simpler result due to P. Aviles [1] concerning the subcritical equation, where the exponent
n+2
n−2 is replaced by a smaller number p in the range [
n
n−2 ,
n+2
n−2 ). P. Aviles shows that an arbitrary
positive solution of the subcritical equation with an isolated singularity at the origin converges,
in the sense of (5), to a radial solution of the same equation.
The present work is a combination of two separate projects which are sufficiently closely
related that it has seemed natural to publish them together. The first, undertaken several years
ago by the first and fourth authors (K & S), is to supply an alternate argument, more geometric
and much simpler than that of [2], to establish (5). This also gives a slightly stronger estimate,
improving the o(1) remainder term to O(|x|α) for some α > 0. The second project, quite recently
undertaken by the second and third authors (M & P) and inspired by their recent construction
[9], concerns a refinement of these asymptotics, in some sense obtaining a second term in the
expansion, along with various applications for these refined asymptotics. More precisely, it is
possible to improve (5) using, instead of vε, a family of deformations of the Fowler solutions,
parametrized by vectors a ∈ Rn, which we denote vε,a and which are defined by
vε,a(t, θ) = |θ − ae−t|
2−n
2 vε(t+ log |θ − ae−t|),
where θ = x/|x|. For all a ∈ Rn and T ∈ R we define
uε,a,T (x) = |x|
2−n
2 vε,a(− log |x|+ T, x/|x|).
The main result is
Theorem 1 Let u be an arbitrary weak solution of the equation (1) which is positive on the ball
Bn(0) ⊂ Rn and in C∞(Bn(0) \ {0}). Then either u ∈ C∞(Bn(0)), or else there exists some
choice of parameters ε ∈ (0, ε0] (ε0 = ((n− 2)/n)(n−2)/4), a ∈ Rn and some constants T ∈ R and
α > 1 such that
u(x) = |x| 2−n2 (vε,a(− log |x|+ T, x/|x|) +O(|x|α)), as |x| → 0.
Alternatively,
u(x) = uε,a,T (x) +O(|x|β) as |x| → 0
for some constant β > 4−n2 . In particular, there are upper and lower bounds for u of the form
C1|x| 2−n2 ≤ u ≤ C2|x| 2−n2 , with 0 < C1 ≤ C2, and the corresponding metric g = u
n+2
n−2 δ is complete
at 0.
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Solutions of equation (2) on the sphere Sn, singular along a closed set Λ, giving conformal
factors relating the standard metric to a new metric of scalar curvature n(n − 1) complete on
Sn \Λ, were first considered in the work [20] of the fourth author and S.T. Yau. For solutions to
exist it is necessary that the Hausdorff dimension of Λ be less than or equal to (n− 2)/2. Under
mild geometric hypotheses, these solutions are shown there to extend to global weak solutions on
Sn. Around the same time, solutions with isolated singularities (and with some more complicated
singular sets arising essentially as limit sets of Kleinian groups) on Sn were constructed by one of
us [17]. Since then, solutions singular along an arbitrary disjoint collection of submanifolds, and
giving metrics of positive scalar curvature, have been constructed in a succession of works, [13],
[15], [8], [9]. (We do not discuss the by now extensive set of results on the analogous problem for
metrics of negative scalar curvature.)
Emerging from [8] and [9] (as well as [17]) is the lesson that solutions with isolated singularities
are far more rigid objects than solutions with higher dimensional singular sets. This is apparent
if one fixes the singular set Λ and studies the moduli space MΛ of all solutions singular along
Λ. We shall henceforth restrict attention to the case where Λ is a finite disjoint collection of
submanifolds, of (possibly varying) dimensions less than or equal to (n− 2)/2. When at least one
component of Λ is of positive dimension, MΛ is infinite dimensional and is modelled locally on a
Banach manifold. Closely related to Theorem 1 is a result on refined asymptotics, analogous to
the one here but for solutions singular along higher dimensional submanifolds, given in [7]. One
sees from these asymptotics that solution metrics need not have bounded curvature, and that the
correct way to parametrize the moduli space MΛ then is via an asymptotic Dirichlet problem.
On the other hand, when Λ is a set of k points on the sphere, then MΛ is finite dimensional. It
is proved in [11] that in this case, MΛ is even a locally real analytic set with virtual dimension
k. In [9] it is shown that for generic configurations Λ, MΛ attains this dimension. The sharper
asymptotics proved here have applications to the study of MΛ when Λ is finite. In particular,
corresponding to any conformal Killing vector field on the sphere one can define a Pohozˆaev
invariant of the (global) solution, depending on the parameters ε and a associated to each singular
point. Using the refined asymptotics one can evaluate these invariants explicitly; one obtains a
finite number of real analytic equations satisfied by the set of parameters associated to each
solution. While these equations are not enough to determine the moduli space completely, they
do lead to new information about it. This is done in §6. There are two other applications of the
refined asymptotics considered here. Then, in §7, we discuss the nondegeneracy of the moduli
space MΛ near its ends.
For any k > 0, Theorem 1 gives the existence of a ‘parameter map’ Φ on the space of solutions
defined on all of Rn, with exactly k singularities; Φ associates to a solution its set of singular
points p1, . . . , pk and the associated parameters Tj , aj and εj at each pj. Φ is defined more
carefully in (21) below. This map should be quite useful in the global study of the moduli spaces
MΛ when Λ is finite. It seems quite likely that Φ is injective, but the proof of this fact may be
subtle. We leave this as an interesting open problem.
We conclude this introduction by remarking on the relationship of the results here with what
is known for noncompact constant (nonzero) mean curvature surfaces Σ ⊂ R3 which are (Alexan-
drov) embedded and have k ends. Although seemingly quite different, this extrinsic geometric
problem bears many similarities to the intrinsic conformal scalar curvature equation. Indeed, all
the results known in one setting seem to have direct analogues in the other setting, although the
proofs are sometimes different. Any end of such a surface Σ is asymptotic to one of the Delaunay
surfaces (these are a family of rotationally symmetric CMC surfaces in R3); this follows from
work of the first author, Kusner and Solomon, [4], and Meeks, [14]. The deformations of the
radial solutions used here, and the corresponding refined asymptotics, corresponds in the CMC
setting to translations and rotations of the asymptotic axes. More analytically, the difference
is that the Jacobi fields corresponding to these deformations, in the CMC context, are at most
linearly growing, while in the scalar curvature setting they are exponentially growing or decaying.
Amongst the various applications of the refined asymptotics we develop here, the global balanc-
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ing formula of §6 corresponds to the computationally more simple balancing formula in the CMC
context discussed, for example, in [4]. The nondegeneracy argument of §7 has a direct analogue
in the CMC setting, and to our knowledge, is new there as well.
2 Preliminaries
In this section we define and discuss in some detail the (n+1)-parameter family of functions vε,a
which arise in the statement of Theorem 1. We also study the linearization of (1) about any one
of the the Fowler solutions vε, since this will be a crucial tool in the later analysis. Parts of this
material can also be found in [17] and [11].
In the ensuing discussion it will be convenient to use the conformal equivariance of the problem
to express (1) relative to different background metrics in the flat conformal class. The three most
natural choices are the standard Euclidean metric, the cylindrical metric dt2 + dθ2 on R× Sn−1,
and the standard spherical metric on Sn. Equation (1) is already expressed relative to the
Euclidean metric. Relative to the cylindrical metric this equation becomes
d2v
dt2
+∆θv − (n− 2)
2
4
v +
n(n− 2)
4
v
n+2
n−2 = 0. (6)
The transformation between (1) and (6) can also be seen directly by setting
u(x) = |x| 2−n2 v(− log |x|, x/|x|)
and choosing a new independent variable t = − log |x|. We shall not need the explicit form of
this equation relative to the spherical metric.
At each stage below we shall use whichever of these ambient metrics is most convenient for
the computations at hand.
2.1 Fowler solutions
We now define the special family of solutions mentioned in the introduction and develop their
relevant properties. We start by considering the radial solutions of (1) on Rn which are singular
at the origin. For this problem it is simplest to use the cylindrical metric and equation (6).
The first result characterizes the global solutions of (6).
Proposition 1 Let v be any positive solution of (6) defined on the whole cylinder R × Sn−1.
Then v is independent of the spherical variable θ, hence depends only on the variable t. Moreover
we always have 0 < v(t) ≤ 1 for all t ∈ R.
The proof of this uses an Alexandrov reflection argument, and is contained in [2] and also in [18].
Hence if v is a global solution, then it satisfies the autonomous ODE obtained by dropping
the θ differentiation in (6). We analyze this by converting it to a system of first order equations
on the phase plane. Namely, setting w = ∂tv, the equation becomes
d
dt
v = w,
d
dt
w =
(n− 2)2
4
v − n(n− 2)
4
v
n+2
n−2 .
This system is Hamiltonian, with corresponding energy function
H(v, w) = w2 − (n− 2)
2
4
v2 +
(n− 2)2
4
v
2n
n−2 . (7)
In particular, if v(t) is a solution of (6) then the path parametrized by (v(t), v′(t)) is contained
within a level set of H , hence H(v, v′) does not depend on t. There is a homoclinic trajectory
lying in the level set {H = 0}∩{v > 0}, and a one-parameter family of closed level sets contained
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in the bounded set O ≡ {H < 0} ∩ {v > 0}. All other trajectories and level sets pass into the
region where v ≤ 0, so we do not consider them here. The compact level sets in O correspond
to a family of periodic solutions of (6) which we shall denote vε(t). The parameter ε denotes
the minimum value attained by the solution, and we will often refer to it as the necksize of the
solution. It varies in the interval (0, ε0], where ε
4
n−2
0 =
n−2
n . The level set of H corresponding to
vε is
H ≡ H(ε) = (n− 2)
2
4
(
ε
2n
n−2 − ε2). (8)
Before continuing with the rest of our treatment of this special family of solutions we digress
slightly to discuss the energy of arbitrary (nonnegative) solutions of (6). Thus let v be any such
solution. Multiply this equation by ∂tv; a small calculation yields
1
2
∂t
(
∂tv
)2
+ div θ
(
∂tv∇θv
)− 1
2
∂t|∇θv|2 − (n− 2)
2
8
∂t(v
2) +
(n− 2)2
8
∂t(v
2n
n−2 ) = 0.
We can rephrase this by noting that it is equivalent to the vanishing of the divergence of the
vector field
W =
(
1
2
(∂tv)
2 − 1
2
|∇θv|2 − (n− 2)
2
8
v2 +
(n− 2)2
8
v
2n
n−2
)
∂t + (∂tv)∇θv∇θ.
Hence the integral of 〈W,∂t〉 on the sphere t = T (with respect to the volume form for the metric
g) gives a number which, by the divergence theorem, does not depend on T . Thus we obtain an
invariant of the solution v, which we shall call the ‘radial Pohozˆaev invariant’ of v and denote
Pra(v). It is a special case of the more general Pohozˆaev invariants we shall discuss later. Note
that the radial Pohozˆaev invariant of the Fowler solution vε is simply
1
2ωn−1H(ε), where ωn−1 is
the volume of Sn−1 and H(ε) is the Hamiltonian energy (7).
We now return to the discussion of the special family of solutions. There are actually two
parameters for these periodic solutions. The first is this necksize parameter ε, while the second
corresponds to the value of the solution at t = 0 and we will denote by Tε the period of vε.
We normalize the functions vε by assuming that vε(0) = min vε. Hence the complete family
of positive radial solutions is vε(t + T ) for T ∈ R and ε ∈ (0, ε0]. The two extremes of this
family are when v is the constant solution v ≡ ε0 (geometrically, this corresponds to the correct
magnification of the cylinder which has scalar curvature n(n− 1)), and the limits vε(t) −→ 0 and
vε(t +
1
2Tε) −→ (cosh t)
2−n
2 as ε → 0. This last explicit solution corresponds to the conformal
factor (cosh t)−2 transforming the cylinder to the punctured sphere Sn \ {p,−p}.
It is known that Tε, the period of vε, is monotone in ε, converging to 2π/
√
n− 2 as ε→ ε0 and
increasing to ∞ as ε→ 0. Geometrically, however, the metrics gε ≡ v
n+2
n−2
ε (dt2 + dθ2) converge to
a bead of spheres arranged along a fixed axis. This family of radial solutions interpolates between
the cylinder and this singular limit.
We may also transform these back to solutions of (1), to obtain the solutions
e
2−n
2 Tuε(e
−Tx) = |x| 2−n2 vε(− log |x|+ T )
on Rn \ {0}.
As indicated earlier, we shall consider, in addition, an n parameter family of deformations of
these radial solutions. Geometrically these may be understood as follows. Using the Euclidean
background metric, and starting with a radial solution u, we first take the Kelvin transform
u˜(x) = |x|2−nu(x/|x|2). It is not difficult to check that u˜ is also a solution of (1). Then translate
u˜ by some vector a ∈ Rn, and finally take the Kelvin transform once again to obtain uε,a. Note
that this is the pullback by the composition of three conformal transformations, first inversion
in the unit sphere {|x| = 1}, then Euclidean translation, which is a parabolic transformation
fixing infinity, and then inversion once again. Each of these elementary transformations takes the
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space of solutions of (1) to itself. Using instead the spherical metric as the background, if u is
transformed to a solution on Sn which is singular at two antipodal points {p,−p}, then these steps
correspond to first reflecting across the equator determined by p and −p, then applying a parabolic
transformation F which fixes the point p and carries another point q to p, and finally reflecting
across the equator again. Finally, note that relative to the cylindrical background metric, the final
and initial transformations correspond even more simply to the reflection t→ −t. The parabolic
translation is more complicated to describe on the cylinder.
Now let us perform these steps explicitly on uε(x) = |x| 2−n2 vε(− log |x|). After the first inver-
sion, we obtain |x| 2−n2 vε(log |x|). Translation carries this to |x− a| 2−n2 vε(log |x− a|). Performing
the final inversion yields at last
uε,a(x) = | x|x|2 − a|
2−n
2 vε(log | x|x|2 − a|) = |x|
2−n
2 |θ − a|x|| 2−n2 vε(− log |x|+ log |θ − a|x||),
where θ = x/|x|. We can also define the associated functions
vε,a(t, θ) = |θ − ae−t|
2−n
2 vε(t+ log |θ − ae−t|)
on the cylinder; these are solutions of (6). Notice that these functions are regular except at
t = log |a|, θ = a/|a|, and in particular are smooth for t sufficiently large.
We conclude this section by calculating the expansion of uε,a near |x| = 0. To do this we first
observe that ∣∣ x
|x| − a|x|
∣∣ 2−n2 = 1 + n− 2
2
a · x+O(|x|2).
Similarly we calculate
log
∣∣ x
|x| − a|x|
∣∣ = −a · x+O(|x|2),
and so
vε(− log |x| − a · x+O(|x|2)) = vε(− log |x|) − v′ε(− log |x|)(a · x) +O(|x|2).
Putting these altogether we finally obtain
uε,a(x) = |x|
2−n
2
(
vε(− log |x|) + a · x
(− v′ε(− log |x|) + n− 22 vε(− log |x|)
)
+O(|x|2)
)
= uε(x) + |x|
2−n
2 (a · x)(−v′ε +
n− 2
2
vε) +O(|x|
6−n
2 ). (9)
In particular, |vε,a(t, θ)− vε(t)| ≤ Ce−t.
We have now obtained the families of solutions uε,a(x) and vε,a(t, θ) for the problems (1) and
(6), respectively. For all T ∈ R, changing vε(t) into vε(t + T ) in the construction above leads
to families of solutions uε,a,T (x) and vε,a,T (t, θ) for the problems (1) and (6), respectively. We
note again that the parameters a ∈ Rn and T ∈ R correspond to explicit geometric (conformal)
motions; only the parameter ε does not arise from an extrinsic motion. For simplicity, when
a = 0, we shall denote these functions simply by uε and vε.
2.2 The linearized equation
We shall now consider the linearization
Lε = ∂
2
∂t2
+∆θ − (n− 2)
2
4
+
n(n+ 2)
4
v
4
n−2
ε (10)
of the operator in (6) around one of the radial Fowler solutions vε. Our primary interest is in the
mapping properties of Lε, which we shall review from [11] and [9].
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This operator has periodic coefficients, hence may be studied by classical Flocquet - or Bloch
wave - theoretic methods, as in [11], but also by separation of variables and elementary ODE
methods, as in [9]. We shall need to refer to results derived from both of these methods.
Let {λj , χj(θ)} be the eigendata of ∆Sn−1 . We use the convention that the eigenvalues are
listed with multiplicity, so that λ0 = 0, λ1 = . . . = λn = n−1, λn+1 = 2n, etc. Then Lε decouples
into infinitely many ordinary differential operators
Lε,j = d
2
dt2
+
(n(n+ 2)
4
v
4
n−2
ε − (n− 2)
2
4
− λj
)
.
When j > n + 1, the term of order zero in each of the Lε,j is negative because λj ≥ 2n and
vε < 1; hence for these values of j, Lε,j satisfies the maximum principle. The same conclusion
holds for Lε,j , j = 1, . . . , n, because conjugating by an appropriate power of vε yields an operator
also with negative term of order zero. It follows from these facts that the L2 spectrum of −Lε,j
is contained in (0,∞) when j > 0. On the other hand, 0 is contained in the essential spectrum
of −Lε,0. In particular, L does not have closed range on L2(R×Sn−1; dt dθ), but the difficulty is
localized to the ground eigenspace of the Laplacian on the cross-section.
The failure of Lε to have closed range is caused by its Jacobi fields, i.e. by the solutions of
Lεψ = 0. To study these, it suffices to consider the solutions of the induced problems Lε,jψj = 0.
It can be proved, cf. [11], that for each j > 0 there are two normalized linearly independent
solutions ψ±ε,j and an associated constant γε,j such that |ψ±ε,j(t)| ≤ e∓γε,jt for all t. The solutions
ψ+ε,0(t), ψ
−
ε,0(t) for Lε,0 are bounded and linearly growing, respectively, and so it is natural to
define γε,0 = 0. We immediately deduce the following
Proposition 2 Suppose that Lεψ = 0 on R+ × Sn−1 and ψ = O(e−γt) as t → ∞, for some
γ > 0. Then ψ(t, θ) =
∑∞
j=j0
ψ+ε,j(t)χj(θ), where j0 is the first integer such that γj0 > γ.
Somewhat remarkably, we may deduce the explicit forms of these solutions when j = 0, . . . , n.
This rests on the fact that whenever we have a one-parameter family of solutions of the nonlinear
equation (6), then the differential of this family gives a solution of the linearized equation. In the
previous subsection we found several different one-parameter families of solutions. The simplest
are the families
T −→ vε(t+ T ), and ε −→ vε(t).
Differentiation with respect to either of these two parameters yields the solutions corresponding
to the cross-sectional eigenvalue λ0 = 0.
ψ+ε,0(t) ≡
d
dT
vε(t+ T ) = v
′
ε(t), ψ
−
ε,0(t) ≡
d
dε
vε(t) = v˙ε(t). (11)
We may also differentiate vε,a with respect to aj , using the expansion (9), to get
ψ+ε,j(t)χj(θ) ≡
d
daj
vε,a(t, θ) = e
−t(− v′ε(t) + n− 22 vε(t)
)
χj(θ); (12)
these give the exponentially decreasing solutions of of Lε,jψ = 0, j = 1, . . . , n. Since these
functions are all equal to one another, it is often simpler to denote any one of them by just ψ+ε,1.
In any case, using them we may restate (9) as
uε,a(x) = |x|
2−n
2

vε(− log |x|) + |x|(
n∑
j=1
ajχj(θ)ψ
+
ε,j(− log |x|)
)
+O(|x|2)


= |x| 2−n2 (vε(− log |x|) + (a · x)ψ+ε,1(− log |x|) +O(|x|2)) . (13)
Notice that ψ+ε,1 = . . . = ψ
+
ε,n. Although they are not required later, we also note that the
exponentially increasing solutions ψ−ε,j(t) of Lε,j , j = 1, . . . , n, are obtained from ψ+ε,j(t) simply
by replacing t by −t.
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It follows from (12) that the ‘indicial root’ γε,j ≡ 1, j = 1, . . . , n. It is somewhat unex-
pected that for j ≤ n, γε,j is independent of ε; one can show however that all other γε,j depend
nontrivially on ε, and in fact tend to
( (n− 2)2
4
+ λj
)1/2
as ε→ 0 [9].
The numbers {±γε,j} are analogous to the indicial roots of a Fuchsian operator, and they
influence the mapping properties in exactly the same way. To state these mapping properties
most suitably for our purposes we define weighted Ho¨lder spaces on the (half-) cylinder
∀t0 ∈ R, Ck,αγ ([t0,+∞)× Sn−1) = {w = etγw¯ : w¯ ∈ Ck,α([t0,+∞)× Sn−1)}.
If F is any space of functions defined on the half-cylinder [t0,+∞)×Sn−1, we let FD denote the
subspace of functions of F vanishing at t = t0 for some fixed t0. We cannot choose t0 arbitrarily
because it is necessary for the following result that ψ+j (t0) 6= 0 for j ≤ n; this condition is always
fulfilled for j = 1, . . . , n but fails for j = 0 when t0 ∈ {(ℓ/2)Tε : ℓ ∈ Z}), Tε being the period of
vε. We also define
Eε,0 = Span{ψ+ε,0(t)} ⊂ C2,α0 ([t0,+∞)× Sn−1)
and
Eε,1 = Span{ψ+ε,j(t)χj(θ) : j = 1, . . . , n} ⊂ C2,α−1 ([t0,+∞)× Sn−1).
Using this notation, the result we need is
Proposition 3 Assume that t0 6= (ℓ/2)Tε, ℓ ∈ Z. Recalling that γε,0 = 0, γε,1 = . . . = γε,n = 1
and γε,n+1 > 1, if 0 < γ < 1, then
Lε :
[C2,α−γ ([t0,∞)× Sn−1)⊕ Eε,0]D −→ C0,α−γ ([t0,∞)× Sn−1)
is a surjective Fredholm mapping. In particular, there exists a bounded right inverse
Gε,0 : C0,α−γ ([t0,∞)× Sn−1) −→
[C2,α−γ ([t0,∞)× Sn−1)⊕ Eε,0]D
so that LεGε,0 = I. If 1 < γ < γε,n+1, then
Lε :
[C2,α−γ ([t0,∞)× Sn−1)⊕ Eε,0 ⊕ Eε,1]D −→ C0,α−γ ([t0,∞)× Sn−1)
is also a surjective Fredholm mapping, and there exists a bounded right inverse
Gε,1 : C0,α−γ ([t0,∞)× Sn−1) −→
[C2,α−γ ([t0,∞)× Sn−1)⊕ Eε,0 ⊕ Eε,1]D
with LεGε,1 = I.
One may find solutions of Lεw = f for f ∈ C0,α−γ ([t0,+∞)× Sn−1) by considering the induced
differential operators Lε,j on each eigenspace of ∆θ separately. When j > n, solutions are easily
obtained using the fact that Lε,j satisfies the maximum principle. This is done explicitly in [9].
To obtain solutions when j ≤ n it is easiest to use the Fourier-Laplace methods of [11]. Although
these methods are L2-based, it is not hard to check that w ∈ C2,α−γ ([t0,+∞) × Sn−1) if f ∈
C0,α−γ ([t0,+∞)×Sn−1). The necessity of adding Eε,0 and Eε,1 to the domains to obtain surjectivity
for the homogeneous Dirichlet problem is a simple form of the linear regularity theorem of [11],
but also follows from easy ODE arguments.
It is important in this result that the weight factor −γ does not equal one of the ±γε,j. In
fact, on any one of the spaces C2,α±γε,j ([t0,+∞)×Sn−1) the operator Lε does not have closed range.
This proposition may be used not only to find solutions of the equation Lεu = f , but also to
obtain decay properties of solutions which are already given.
Corollary 1 Suppose that µ and γ are weight parameters and Lεu = f where u ∈ C2,α−µ (R+ ×
Sn−1) and f ∈ C0,α−γ (R+ × Sn−1). If 0 < µ < γ < 1, then u ∈ C2,α−γ (R+ × Sn−1). If 0 < µ < 1 <
γ < γε,n+1, then u ∈ C2,α−γ (R+ × Sn−1)⊕ Eε,1.
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The proof of this corollary is straightforward. For example, if 0 < µ < γ < 1, fix some t0 > 0
satisfying the assumptions of Proposition 3, then v + cψ+ε,0 = Gε,0f ∈ [C2,α−γ ([t0,+∞) × Sn−1) ⊕
Eε,0]D is also a solution of Lεv = f . Hence h = u− v is a homogeneous solution, Lεh = 0, which
is also exponentially decaying as t → +∞. This means that h ∈ C2,α−1 ([t0,+∞) × Sn−1), and so
we conclude that u has the stated decay. The other cases are proved similarly.
3 Upper and lower bounds for solutions
In this section we derive upper and lower bounds on solutions defined in the punctured unit ball.
We further show that any such solution has a nonzero radial Pohozˆaev invariant Pra. Specifically
we prove the following.
Theorem 2 Assume that u is a nonnegative smooth solution of (1) defined in the punctured unit
ball Bn\{0}. Either u extends as a smooth solution to the ball, or there exist positive constants
C1, C2 such that
C1|x|(2−n)/2 ≤ u(x) ≤ C2|x|(2−n)/2.
Furthermore, the radial Pohozˆaev invariant of u is nonzero.
As stated, the constants C1 and C2 depend on the solution u. We will see in this section that the
upper bound C2 follows from a more precise universal upper bound, while the discussion of the
previous section, and in particular the fact that the infimum of vε tends to zero with ε, shows
that the lower bound depends in a more delicate way on the solution. It seems to be unknown
how one should express the lower bound in a universal form. A universal upper bound for global
weak solutions was given in [19], and was later recorded and used in [16]. A local version for
smooth solutions was obtained by the fourth author, and presented in his course at the Courant
Institute in 1989-90. This result was written up and applied by Y.-Y. Li [6].
The main subtlety in obtaining an upper bound is the existence of spherical solutions on Rn.
Definition 1 For any λ > 0 and x0 ∈ Rn, the spherical solution of dilation λ and center x0 is
given by
uλ,x0(x) = |x− x0|
2−n
2
(
cosh(− log |x− x0|+ logλ))
) 2−n
2 =
(
2λ
1 + λ2|x− x0|2
)n−2
2
.
Any one of these functions gives a conformal factor transforming the flat metric on Rn to the
pullback of the standard metric on the sphere by a conformal transformation. The danger is that
a general solution may be well approximated by one of these, in particular by a strongly dilated
one, in some neighbourhood. This corresponds to the phenomenon of bubbling.
We present here a local version of the upper bound for solutions defined in a region which
extend to be weak supersolutions across the complement. A positive function u in L
n+2
n−2
loc (B
n) is
a weak supersolution of (1) if it satisfies
∆u+
n(n− 2)
4
u
n+2
n−2 ≤ 0
in the distributional sense on Bn. We will be especially interested in supersolutions which are
smooth solutions on an open subset Ω of Bn. The complement Λ = Bn\Ω is then relatively
closed in Bn. Note that such a function u is superharmonic, and thus can be redefined on a set
of measure zero so as to be upper semicontinuous. As such, the restriction of u to any compact
subset of Bn achieves its infimum.
We remark that in the main application, u will be a weak solution. The reason for considering
supersolutions is that it was shown in ([20],Theorem 5.1) that any solution u which defines a
complete metric on a region Ω in the sphere extends as a weak supersolution to the full sphere.
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Moreover, any solution u on Ω which lies in L
n+2
n−2
loc (B
n) and tends locally uniformly to infinity on
approach to Λ extends as a weak supersolution on Bn. This can be seen by observing that for
any large constant L, the function uL = min{u, L} is a weak solution of the inequality
∆uL ≤ −n(n− 2)
4
u
n+2
n−2χ{u≤L}
where χE denotes the characteristic function of a set E. A simple application of the dominated
convergence theorem then shows that u defines a weak supersolution.
The proof of the upper bound estimate for a solution u in Bn which is singular only at the
origin will require that u extends to a weak solution of (1) on all of Bn. This follows from a more
general result. In fact, any solution of (1) defined outside a ‘sufficiently thin’ set automatically
extends as a weak solution. To make this precise, we let Λ ⊆ Bn be a relatively closed set of
Lebesgue measure zero. We will call Λ thin if there is a sequence φi of smooth functions on B
n
with values in [0, 1] such that φi ≡ 0 in a neighborhood of Λ, lim φi = 1 on Bn \ Λ, and
lim
i→∞
∫
B(0,r)
(|∆φi|(n+2)/4 + |∇φi|(n+2)/2)dx = 0
for any r < 1. One sees that a smooth submanifold of dimension less than n−22 is thin by choosing
φi to be a function of distance to the submanifold; in particular, a point is thin in any dimension.
Lemma 1 Suppose u is a solution of (1) defined on Bn\Λ where Λ is a relatively closed thin set.
Then u lies locally in L(n+2)/(n−2)(Bn), and defines a weak solution of (1) on Bn.
To prove this we first show that u is locally in L
n+2
n−2 (Bn). Let ζ be a smooth nonnegative
function with compact support in Bn \Λ, and multiply (1) by ζ(n+2)/2 and integrate by parts to
obtain
n(n− 2)
4
∫
ζ(n+2)/2u(n+2)/(n−2)dx = −
∫
u∆(ζ(n+2)/2)dx.
This implies the bound∫
(ζ(n−2)/2u)(n+2)/(n−2)dx ≤ c
∫
ζ(n−2)/2u(ζ|∆ζ| + |∇ζ|2)dx.
An application of Ho¨lder’s inequality then implies
∫
(ζ(n−2)/2u)(n+2)/(n−2)dx ≤ c
∫
(ζ|∆ζ| + |∇ζ|2)(n+2)/4.
Now we choose ζ = ψφi where ψ is a function which is equal to one on B(0, r) for some r < 1,
and equal to zero outside B(0, r1) for some r1 ∈ (r, 1). We then have by an easy estimate
(ζ|∆ζ| + |∇ζ|2)(n+2)/4 ≤ c(1 + |∆φi|(n+2)/4 + |∇φi|(n+2)/2)
with a constant c depending on r, r1. Letting i tend to infinity we then conclude that u is in
L
n+2
n−2 (B(0, r)) for any r < 1.
To complete the proof of the lemma, we now let ζ be any chosen smooth compactly supported
function in Bn, and we multiply (1) by ζφi and integrate by parts to obtain∫
Bn
(u∆(ζφi) +
n(n− 2)
2
ζφiu
(n+2)/(n−2))dx = 0.
We expand
∆(ζφi) = ζ∆(φi) + 2〈∇ζ,∇φi〉+ φi∆ζ.
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By Ho¨lder’s inequality
|
∫
uζ∆(φi)| ≤ ‖uζ‖L(n+2)/(n−2)‖∆(φi)‖L(n+2)/4(sptζ),
and this term tends to zero as i tends to infinity. Similarly,
|
∫
u〈∇ζ,∇φi〉| ≤ ‖u|∇ζ|‖L(n+2)/(n−2)‖∇(φi)‖L(n+2)/4(sptζ)
which also goes to zero. Therefore we may apply the bounded convergence theorem to let i tend
to infinity and conclude
∫
Bn
(u∆(ζ) +
n(n− 2)
2
ζu(n+2)/(n−2))dx = 0.
This completes the proof of Lemma 1.
In the following proposition we let d(x,Λ) denote the distance from x to Λ for x ∈ Bn.
Proposition 4 Let u be a positive supersolution of (1) which is a smooth solution on an open
set Ω ⊂ Bn. Then there exists a constant c depending only on n such that
u(x) ≤ c d(x,Λ) 2−n2
(
inf
∂B(0,3/4)
u
)−1
for all x ∈ Ω ∩B(0, 1/2).
Let Λǫ denote the neighborhood of radius ǫ about Λ. For x ∈ B(0, 5/8), set Uǫ(x) =
dǫ(x)
n−2
2 u(x) where dǫ(x) = min{d(x,Λǫ), 58 − |x|}. In order to prove the proposition it suf-
fices to show that
sup
B(0,5/8)
Uǫ ≤ c
(
inf
∂B(0,3/4)
u
)−1
(14)
for some constant c not depending on ǫ.
The first step in proving this is to show that given any constants R and δ ∈ (0, 1/2], there
is a constant c1 depending only on n, R, and δ such that if Mǫ ≡ supB(0,5/8) Uǫ ≥ c1, then the
solution u “differs by at most δ” from a spherical piece “of size R” which is concentrated near
any chosen maximum point x0 ∈ B(0, 5/8)\Λǫ of Uǫ. Precisely we mean that, if x0 is a maximum
point of Uǫ, and we set λ = u(x0)
2/(2−n), then the rescaled function wλ(x) ≡ λ(n−2)/2u(x0 + λx)
satisfies
‖uµ,y0 − wλ‖C2(B(0,R)) < δ (15)
where uµ,y0 is the standard spherical solution defined above with |y0| ≤ c2 and 1/c2 ≤ µ ≤ c2 for
a constant c2 depending only on n. To prove this assertion, we use an indirect blow-up argument.
Assume that there is a sequence ui with corresponding values Mi,ǫ tending to infinity. Let xi be
a maximum point of Ui,ǫ, and let wi(x) = λ
(n−2)/2
i ui(xi + λix) where λi = ui(xi)
2/(2−n). Since
xi is a maximum point of Ui,ǫ, we have Ui,ǫ(x) ≤ Ui,ǫ(xi) for x ∈ B(xi, ri) where ri = 12di,ǫ(xi).
Since di,ǫ(x) ≥ 12di,ǫ(xi) for x ∈ B(xi, ri) we have ui(x) ≤ 2(n−2)/2ui(xi) for x ∈ B(xi, ri). We
then see that wi is a solution of (1) which is regular and bounded by 2
(n−2)/2 in B(0, Ri) where
Ri = ri/λi =
1
2M
2/(n−2)
i . Since Ri tends to infinity, we see in a standard way that a subsequence
of the wi converges in C
2 norm on compact subsets to a global positive solution w of (1). By the
theorem of [3] this must be a standard spherical solution.
We now argue by contradiction. If the result were not true, there would exist a sequence ui
with corresponding values Mi,ǫ tending to infinity such that (15) does not hold for any µ > 0 and
any y0 ∈ Rn. This clearly contradicts the previous analysis.
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Once (15) is proved, the bounds on y0 and µ follow from the conditions wλ ≤ 2(n−2)/2 in
B(0, R′), where R′ = 12dε(x0)/λ ≥ 12c
2/(n−2)
1 and wλ(0) = 1. Indeed, increasing c1 if necessary,
we may always assume that c1 ≥ 2n−2 so that R′ ≥ 12c
2/(n−2)
1 ≥ 2. It follows from wλ ≤ 2(n−2)/2
and δ ≤ 1/2 that uµ,y0(y) ≤ 2(n−2)/2+ δ ≤ 2n/2 for all y ∈ B(0, 2) ⊂ B(0, R′) and it follows from
wλ(0) = 1 that uµ,y0(0) ≥ 1− δ ≥ 1/2. Now assume that y0 ∈ B(0, 2), we may then take y = y0
in the inequality uµ,y0(y) ≤ 2n/2 to obtain 2µ ≤ 2n/(n−2) which gives a bound on µ. Finally, if
y0 /∈ B(0, 2), there exists y1 ∈ B(0, 2) such that |y1 − y0|2 = |y0|2 − 1 and it then follows from
the inequality uµ,y0(y1) ≤ 2n/2 that
2−2/(n−2)µ ≤ 1 + µ2|y0|2 − µ2
and from the inequality uµ,y0(0) ≥ 1/2 that
1 + µ2|y0|2 ≤ 2n/(n−2)µ.
These inequalities imply first that 2−n/(n−2) ≤ µ ≤ 2n/(n−2) and then |y0| ≤ 2n/(n−2).
Notice that the conclusion (15) can be replaced by the simpler inequality
‖u1,0 − wλ‖C2(B(0,R)) < δ (16)
if we allow ourselves to shift the center point x0 to a new point x1 which is within distance 2c2λ
where c2 = c2(n) is the constant above, and which is a local maximum point of u. Thus we now
are taking wλ(x) ≡ λ(n−2)/2u(x1 + λx) with λ = u(x1)2/(2−n). To see this we observe from the
blow-up argument above that wi will have a absolute maximum point near y0 for i sufficiently
large, since |y0| is bounded and since µ is bounded from below and from above. Shifting center
to this point, and rescaling so that the maximum value is one then produces u1,0 as the limit
of the sequence. Note that the distance 2c2λi is an arbitrarily small constant times ri since
λi = 2M
2/(2−n)
i ri, and thus x1 can be used in place of x0 above and we can assume, increasing
c1 if necessary, that 2c2λi < 1/16.
To complete the proof of (14), we first note that inf∂B(0,3/4) u is bounded above since one can
see easily from the fact that u is a supersolution (as in the proof of Lemma 1) that u is locally
bounded in L(n+2)/(n−2)(Bn). Thus if the left hand side is bounded above by the constant c1
(for a fixed chosen R and δ) of the previous paragraph, then we are done. Therefore we may
assume that this is not the case, and that u satisfies the above bounds with δ chosen as small
as desired, and R chosen as large as we like. In this case, we are going to prove that (14) still
holds. We now introduce the function v(t, θ) on the cylinder R × Sn−1 which corresponds to
the function w = wλ with λ = u(x1)
2/(2−n). Thus we define v(t, θ) = |x|(n−2)/2w(x), where
t = − log |x| and θ = x/|x|. It is important to note in the following argument that because the
point x1 lies in the ball of radius 5/8+ 1/16 = 11/16 about the origin, its distance to ∂B(0, 3/4)
is at least 1/16; upon rescaling, we see that the ball B(0, 116λ
−1) lies in the domain of w, and
corresponds to a portion of B(0, 3/4) in the domain of u. From (16), we see that v is close in
C2 norm on [− logR,∞)× Sn−1 to the function v0(t, θ) = (cosh t)(2−n)/2. We now fix R = e2 so
that − logR = −2. It follows that ∂tv(−1, θ) > 0 for all θ ∈ Sn−1. Then apply the Alexandrov
technique to v on the region [− log( 116λ−1),∞)×Sn−1, reflecting across the spheres {t1}×Sn−1,
starting with t1 very positive, and continuing as far as possible. Because ∂tv(−1, θ) > 0, this
procedure must end before t1 reaches −1. We will show below that because v is a supersolution,
and the reflected function v∗ is a solution, there can be no interior contact point with v∗ ≤ v.
Since v is a regular solution near t = t1 for t1 ≥ −1, the Hopf boundary point lemma implies
that ∂tv(t1, θ) < 0. Thus the reflection argument must end because a contact between v
∗ and v
occurs on the boundary. In order for this to happen we must have
inf{v(− log( 1
16
λ−1), θ) : θ ∈ Sn−1} < sup{v(t, θ) : t > log( 1
16
λ−1)− 2, θ ∈ Sn−1}.
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Recalling the definitions of v and λ, we see that
inf{v(− log( 1
16
λ−1), θ) : θ ∈ Sn−1} = 16(2−n)/2 inf
∂B(x1,1/16)
u ≥ 16(2−n)/2 inf
∂B(0,3/4)
u
where the inequality holds because u is superharmonic. Finally, for δ small and fixed, we have
v(t, θ) ≤ 2v0(t) for t ≥ 0, and therefore we have
inf
∂B(0,3/4)
u ≤ c sup
[log( 116λ
−1)−2,∞)
v0 ≤ cλ(n−2)/2 = c u(x1)−1
where we have used the definition of v0 and λ. This implies (14) since Uǫ is bounded above by a
constant times u.
In this argument we needed to know that if v∗ ≤ v in a connected open set, then either v∗ < v
or v∗ ≡ v. To see this, observe that L(v − v∗) ≤ (v∗)(n+2)/(n−2) − v(n+2)/(n−2) ≤ 0 weakly. The
standard mean value inequality then gives us the desired conclusion. This completes the proof of
the proposition.
For the proof of the lower bound, we require the following result.
Lemma 2 If u is a positive solution of (1) defined in Bn\{0} with limx→0 |x|(n−2)/2u(x) = 0,
then u extends as a smooth solution to all of Bn.
To prove this, first note that by Lemma 1 u extends as a weak solution to Bn. If we could show
that u ∈ Lp for some p > 2n/(n− 2), then standard results would imply first that u is bounded
near the origin, and then by linear elliptic theory that it extends smoothly across 0. Let v(t, θ) be
the corresponding cylindrical solution, and observe that the hypothesis implies that v(t, θ) tends
to 0 uniformly as t tends to ∞. Therefore (1) implies that ∆v ≥ βv for some β > 0 and t ≥ t0
for sufficiently large t0. Now consider the function w = ce
−√βt + ǫe
√
βt where c is chosen large
enough that ce−
√
βt0 > v(t0, θ) for all θ ∈ Sn−1. Note that w is a solution of ∆w = βw. We will
use the maximum principle on [t0, T ]× Sn−1 for any sufficiently large T to obtain the necessary
decay estimate on v. If T is chosen sufficiently positive, then we have v(T, θ) < w(T, θ) since
v tends to zero as t tends to ∞ while w is growing at an exponential rate. By the maximum
principle it follows that for all t0 ≤ t ≤ T , all θ, and any chosen ǫ > 0 we have
v(t, θ) ≤ ce−
√
βt + ǫe
√
βt.
Since T is arbitarily large, this inequality holds for all t ≥ t0, and since c is independent of ε, we
may let ε go to zero. We have shown that e
√
βtv(t, θ) ≤ c for t ≥ t0. Writing this in terms of
u we have shown that u(x) ≤ c|x|q for q = (2 − n)/2 +√β. This implies that u ∈ Lp for some
p > 2n/(n− 2) as required. This completes the proof of Lemma 2.
We now are in a position to prove Theorem 2. The upper bound follows from Lemma 1 and
Proposition 4, as already noted. To prove the lower bound, it is most convenient to use the
cylindrical background, and so consider the function v(t, θ). We first observe that the upper
bound v ≤ C2 implies a Harnack inequality of the form
sup{v(t, θ) : T ≤ t ≤ T + T0} ≤ c inf{v(t, θ) : T ≤ t ≤ T + T0} (17)
for all T > 2, and where the constant c depends on T0 and C2, but not on T . Define v¯(t) =∫
Sn−1 v(t, θ) dθ. From the Harnack inequality we see that v and v¯ are bounded in ratio. Suppose
then that the singularity at 0 is not removable. Applying Lemma 2 we see that either the lower
bound holds or else there is a sequence ti tending to ∞ such that v¯(ti) tends to 0.
Using (17), the Harnack inequality, standard elliptic estimates as well as the fact that v is a
solution of (1), we can estimate the radial Pohozˆaev invariant Pra(v), as defined in §2 (cf. also
§6), at any one of the ti. Using the fact that it is independent of i, we see that the invariant
must vanish. Now set wi(t, θ) = v(t + ti, θ)/v¯(ti). Some subsequence of the wi converges in C
2
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on compact subsets of R× Sn−1 to a positive solution of Lw = 0. The associated function h(x)
defined on Rn \ {0} is then a positive harmonic function, and can therefore be written a|x|n−2+ b
for some a, b ≥ 0. This is the same as the condition that w(t, θ) = ae(n−2)/2t+ be−(n−2)/2t. Since
w¯ has a critical point at t = 0, it follows that a = b, and both are positive. Then, a direct
calculation shows that
lim
i→+∞
∫
Sn−1
(
1
2
(∂twi)
2 − 1
2
|∇θwi|2 − (n− 2)
2
8
w2i + v¯(ti)
4
n−2
(n− 2)2
8
w
2n
n−2
i )dθ
=
∫
Sn−1
1
2
(∂tw)
2 − (n− 2)
2
8
w2dθ = −ωn (n− 2)
2
2
ab 6= 0
But this is a contradiction, for this is also a limit of rescalings of the Pohozˆaev invariant for v,
and hence must be zero. Indeed
0 = v¯(ti)
−2Pra(v) =
∫
Sn−1
(
1
2
(∂twi)
2 − 1
2
|∇θwi|2 − (n− 2)
2
8
w2i + v¯(ti)
4
n−2
(n− 2)2
8
w
2n
n−2
i )dθ 6= 0
for i sufficiently large. This establishes the lower bound.
To show that Pra(v) 6= 0, we observe that by the upper and lower bounds, we can choose a
sequence t′i tending to ∞ so that the corresponding translated solutions t→ v(t+ t′i, θ) converge
in C2 norm on compact subsets of R×Sn−1 to a solution satisfying the same bounds and defined
on all of R× Sn−1. By Proposition 1 such a solution must be independent of θ, and hence must
have nonzero radial Pohozˆaev invariant. Since this invariant must be the same as Pra(v) because
of the C2 convergence, we have shown Pra(v) 6= 0 as desired. The proof of Theorem 2 is complete.
4 Simple convergence to a radial solution
Our aim in this section is to prove
Proposition 5 Assume that u is a nonnegative smooth solution of (1) defined in the punctured
unit ball Bn\{0} with a nonremovable singularity at the origin. For t > 0 and θ ∈ Sn−1, let
us define v(t, θ) so that u(x) = |x| 2−n2 v(− log |x|, x/|x|). Then, there exists a Fowler parameter
ε ∈ (0, ε0], constants T ∈ [0, Tε) and C > 0, and some exponent α > 0 such that
|v(t, θ) − vε(t+ T )| ≤ Ce−αt, for t ≥ 0.
We first show that any sequence of translates of v has a subsequence converging to one of the vε,
then that any angular derivative of v converges to zero. After this, a somewhat delicate rescaling
argument due originally to Leon Simon, in a different context, gives the final convergence.
By the results of the last section we know that 0 < C1 ≤ v(t, θ) ≤ C2 for all t ≥ 0. By standard
elliptic estimates, we also get the uniform boundedness of any derivative |∂jt ∂γθ v(t, θ)| ≤ Cj,γ for
all t ≥ 0.
Let {τj} be any sequence of numbers converging to ∞, and define vj(t, θ) = v(t + τj , θ).
Then vj is defined on [−τj ,∞)× Sn−1 and satisfies (6) there. Using the uniform bounds on any
derivative of vj , we may choose a subsequence of the vj converging in the C∞ topology on any
compact subset of R×Sn−1. The limit function, v∞, still satisfies (6), is nonvanishing because of
the lower bound for v and is defined on the whole cylinder. By Proposition 1, the only functions
with these properties are the translated Fowler solutions; hence we deduce that for some ε and
T , v∞(t, θ) = vε(t+ T ).
The radial Pohozˆaev invariant of v equals that of any one of the vj , hence also equals that of
vε(t + T ). Hence the limiting necksize ε is independent of the original sequence of numbers τj
and of the subsequence.
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The fact that any sequence of translates of v has a subsequence converging to a θ-independent
solution is very strong. It implies immediately that any angular derivative ∂θv tends to zero
uniformly. For if this were false, then there would be a sequence of points (τj , θj) with τj → ∞
for which |∂θv(τj , θj)| ≥ C > 0. But then, translating back by τj and rotating θj to some fixed
point θ0 ∈ Sn−1 to get a new sequence of solutions vj , we can again extract some subsequence
converging to a radial function. But this contradicts the positive lower bound on |∂θvj(0, θ0)|.
Next, let X be any infinitesimal rotation on Sn−1, which we denote for simplicity by ∂θ;
applying it to (6) and using that it commutes with ∆θ, we see that ∂θv is a Jacobi field for
the Jacobi operator at v, i.e. the linearization of (6) at v. By the discussion above, we know
that ∂θv = o(1), but since we know little about this Jacobi operator, we cannot deduce better
decay directly. However, for some τj → ∞ consider the corresponding sequence of translates
∂θvj and let Aj = supt≥0 |∂θvj |. If this supremum is attained at some point (sj , θj) then sj
must stay bounded. Otherwise we could translate back further by sj to obtain, after passing to
a subsequence, a Jacobi field φ for the Jacobi operator at vε(t + T ), for some T , defined on all
of R. By construction, φ is bounded and not identically zero, but on the other hand, since it
clearly has no zero eigencomponent relative to ∆θ, the results above show that it must increase
exponentially either as t→ +∞ or as t→ −∞. This contradiction shows that sj stays bounded.
Now fix a positive integer N such that NTε > sup sj and define IN ≡ {0 ≤ t ≤ NTε}; here, of
course, Tε is the period of vε. Then Aj = supIN |∂θvj |, and we obtain again, after passing to a
subsequence, a Jacobi field φ for the Jacobi operator at some vε(t+T ) which is bounded for t ≥ 0
and attains its supremum of 1 in IN .
By the results on this Jacobi operator stated earlier, φ must decay at least like e−t. Actually,
something slightly stronger is true. Although the limit φ is not necessarily unique, there exists a
constant c, independent of all other choices, such that |φ(t)| ≤ ce−t for t ≥ 0. To see this, write
φ =
∑n
j=1 cjψ
+
ε,j + φ
′′ = φ′ + φ′′, where φ′′ ∈ Span{hj(t)χj(θ) : j ≥ n + 1} ≡ E′′. Since |φ| ≤ 1
for t ≥ 0, the cj , j = 1, . . . , n, are absolutely bounded because they are given by the (normalized)
inner products of φ with χj(θ). Hence |
∑n
j=1 cjψ
+
ε,j | ≤ ce−t with c = c(n). Next, we claim that
|φ′′| ≤ ce−t for some c independent of all other choices, and that this is a consequence of the fact
that φ′′ is absolutely bounded for t ≥ 0 and φ′′ ∈ E′′. We argue by contradiction and assume
that there exists a sequence of Jacobi fields φ′′i ∈ E′′ such that A′′i = supt≥0 et|φ′′i (t, θ)| tends to
infinity. If this supremum is achieved at a point (ti, θi), then define φ˜i(t, θ) = e
tiA−1i φ
′′
i (t+ ti, θ);
these are Jacobi fields on [−ti,∞) which are bounded by e−t, and which take the value 1 at
(0, θi). The ti clearly cannot be bounded, because the Jacobi equation is uniformly elliptic on
any finite piece of the cylinder. Passing to a subsequence, if necessary, we obtain a Jacobi field φ˜
defined and satisfying |φ˜| ≤ e−t on the whole cylinder. Since we also know that φ˜ ∈ E′′, it must
grow faster than e−t either at +∞ or −∞, which is a contradiction. This proves the claim.
At this stage, it is now possible to show that ∂θv decays exponentially. Although we do not,
strictly speaking, need this result, we sketch the proof anyway as a warm-up to the arguments
later. Let JN ≡ {NTε ≤ t ≤ 2NTε}, and denote by vτ (t, θ) the translate v(t + τ, θ). We claim
that if N is chosen large enough then
∀τ ≥ 0, sup
JN
|∂θvτ | ≤ 1
2
sup
IN
|∂θvτ |.
As usual, this is proved by contradiction. If it were to fail, there would exist some sequence
τj →∞ such that Bj > 12Aj , where
Aj ≡ sup
IN
|∂θvj |, Bj ≡ sup
JN
|∂θvj |.
However, since A−1j ∂θvj converges to the Jacobi field φ uniformly on compact sets, we see that
∂θvj = Ajφ+ o(Aj) on IN ∪ JN . Since |φ| ≤ Ce−t, we then get that Bj ≤ CAje−NTε + 14Aj for
j sufficiently large. However, as we have seen, the constant C is bounded independently of other
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choices since φ is normalized to be less than 1 on IN , so if N is sufficiently large, Ce
−NTε ≤ 14 ,
and we obtain a contradiction. This proves the assertion. It is now trivial to deduce that ∂θv
decays at some exponential rate.
We may use the sequence of translates vj to obtain a Jacobi field in another way. Suppose
that we have chosen a subsequence converging to some vε(t+ T ). Define
wj(t, θ) = vj(t, θ)− vε(t+ T ), αj = sup
IN
|wj |, and φj = α−1j wj .
Then it is easy to check that φj converges to a solution φ of the Jacobi operator at vε(t+T ). This
Jacobi field is bounded on t ≥ 0. To see this we examine its eigencomponents with respect to
∆θ. First consider the sum of eigencomponents over all nonzero eigenvalues, which we call φ˜. To
show that φ˜ is bounded, and hence exponentially decaying, it is sufficient to show that ∂θφ is also
bounded for t ≥ 0. We may assume that φ˜ is not identically zero, for otherwise this case is trivial.
This function arises as the limit of a subsequence of the sequence α−1j ∂θvj . If we knew that αj
were commensurate with Aj , the supremum of ∂θvj on IN , i.e. if C1Aj ≤ αj ≤ C2Aj for some
constants C1, C2 > 0, then we could appeal to our earlier argument. However, this must be the
case, for otherwise α−1j ∂θvj would either blow up or tend to zero on IN , whereas we know that it
converges to the nontrivial function ∂θφ. As for the remaining eigencomponent, with eigenvalue
zero, we know that
φ(t, θ) = a+ψ+ε,0 + a
−ψ−ε,0 + φ˜,
where φ˜ decreases exponentially. We claim that a− = 0. Intuitively this is true because this
coefficient corresponds to an infinitesimal change of Fowler parameter. Rigorously, simply write
vj = vε + αjφ + o(αj) on IN , say; if a
− were not to vanish, then the radial Pohozˆaev invariants
of the two sides would differ, which is impossible. Thus we have shown that φ must be bounded
for t ≥ 0.
We are finally in a position to show that the difference between v(t, θ) and some vε(t + T )
converges to zero uniformly. The subtlety here arises because the displacement T cannot be
detected by any of the Pohozˇaev integrals. We use again the same sort of argument as above,
which is due to L. Simon. Define vτ (t, θ) = v(t + τ, θ) and set wτ (t, θ) = vτ (t, θ) − vε(t). (Since
we do not know the correct translation parameter T beforehand, we choose one arbitrarily, say
T = 0.) The idea is to establish an improvement of approximation in the following sense. Use
the interval IN as before and fix a constant B > 0, and let η(τ) = supIN |wτ |. Then we claim :
If τ is sufficiently large and η(τ) sufficiently small, then there exists an s with |s| ≤ Bη(τ)
such that η(τ +NTε + s) ≤ 12η(τ).
To prove this, suppose that, for fixed values of N and B, it fails. Then there exists some
sequence τj → ∞ such that ηj ≡ η(τj) → 0, but such that for any s with |s| ≤ Bηj we have
η(τj + NTε + s) >
1
2ηj . Let φj = η
−1
j wτj . We have shown already that φj converges in C∞
on compact sets to a Jacobi field φ which is bounded for t ≥ 0. By construction, |φ| ≥ 1/2 on
NTε ≤ t ≤ 2NTε, so φ 6≡ 0. Expanding φ into eigenfunctions again, we get φ = a+ψ+ε,0+ φ˜, where
φ˜ is exponentially decreasing. Note that a+, which we relabel simply a, is uniformly bounded,
independently of the sequence, because |φ| ≤ 1 on 0 ≤ t ≤ NTε. We assume that the constant
B has been chosen larger than this upper bound. Because ψ+ε,0 corresponds to infinitesimal
translation, this argument indicates that we should adjust vε by some translation, and to first
order, this adjustment should just be sj = −ηja; by our choice of B, this is less than Bηj . Thus
we estimate
wτj+sj (t, θ) = v(t+ τj − ηja, θ)− vε(t) = wτj (t, θ)− aηjψ+ε,0(t) + o(ηj).
In particular,
wτj+sj = ηj φ˜+ o(ηj).
But the function φ˜ decays at a fixed exponential rate and its supremum on 0 ≤ t ≤ NTε is
bounded by one, so that if N is chosen large enough (but again, independent of our original
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sequence τj , etc.) then
sup
0≤t≤NTε
|wτj+sj+NTε | = sup
NTε≤t≤2NTε
|wτj+sj | = ηj sup
NTε≤t≤2NTε
|φ˜|+ o(ηj) ≤ ηj
4
.
But this contradicts the assumption that η(τj +NTε+ s) >
1
2η(τj), and thus we have proved our
claim.
It remains only to show how this approximation improvement property yields the correct
simple asymptotics. In fact, we must prove that wσ → 0 for some fixed translation σ. We
may assume, by starting at some sufficiently large t, that η(0) is sufficiently small and that
Bη(0) ≤ 12NTε. Let τ0 = 0 and s0 be determined by the first step of this argument. Define, for
any integer j > 0,
σj =
j−1∑
i=0
si, τj = τj−1 + sj−1 +NTε.
Then by iteration, η(τj) ≤ 2−jη(0), |sj | ≤ 2−j−1NTε, and hence in particular σ = limσj is well
defined and less than NTε. To show that σ is the correct translation parameter, for any t > 0,
let [t] denote the reduction mod NTε, so that t = jNTε + [t] for some j ≥ 0. Then
wσ(t, θ) = v(t+ σ, θ) − vε(t) =
(
v(t+ σj , θ)− vε(t)
)
+
(
v(t+ σ, θ) − v(t+ σj , θ)
)
= wτj ([t], θ) +O(2
−j),
where we have used Taylor’s theorem and the uniform boundedness of ∂tv and ∂tvε. But using
the bound on η(τj), we finally conclude that
|wσ(t, θ)| ≤ C2−j , or equivalently |wσ(t, θ)| ≤ C′e−
log 2
NTε
t.
This completes our proof of Proposition 5.
5 Refined asymptotics
In this last step of the proof of Theorem 1, we improve the asymptotics one step further. We
show that for some a ∈ Rn, u has an expansion of the form
u(x) = |x| 2−n2 (vε(− log |x|+ T ) + (a · x)ψ+ε,1(− log |x|+ T ) +O(|x|β)), (18)
where β = min{2, γ+2 }.
On the other hand, we also know that the deformed Fowler solution uε,a has an expansion of this
exact form, (9); comparing these two expansions completes the proof of the main theorem.
Using the simple asymptotics already established, write
u(x) = |x| 2−n2 v(− log |x|) = |x| 2−n2 (vε(− log |x|+ T ) + w(− log |x|))
where w(t) ∈ C2,α−γ (R+ × Sn−1) for some γ > 0. The function v(t) satisfies (6), which we write as
N(v) = 0. Expanding this in a Taylor series about vε(t+ T ) gives
Lεw = n(n− 2)
4
(
(vε + w)
n+2
n−2 − v
n+2
n−2
ε − n+ 2
n− 2v
4
n−2
ε w
)
≡ Q(w). (19)
It is straightforward to check that if w ∈ C0,α−γ (R+ × Sn−1) and vε + w > 0, then Q(w) ∈
C0,α−2γ(R+ × Sn−1).
First assume that 0 < γ < 12 . Then Corollary 1 gives that w ∈ C2,α−2γ(R+ × Sn−1), and so
Q(w) ∈ C2,α−4γ(R+×Sn−1). Continuing on, we deduce after finitely many steps that w ∈ C2,α−γ′(R+×
Sn−1) for some γ′ ∈ (1/2, 1). Applying Corollary 1 again gives w ∈ C2,α−β (R+×Sn−1)⊕Eε,1, where
β = min{2γ′, γ2}).
The optimal β we could expect is min{2, γ2}. We have proved the expansion (18).
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6 The global balancing formula
In this section we shall present an application of the refined asymptotics theorem. We consider
solutions of the singular Yamabe problem with discrete singular set Λ in the standard conformal
class [g0] on S
n. More specifically, let Λ = {p1, . . . , pk} ⊂ Sn be arbitrary, k ≥ 2. The solutions
we consider are functions u > 0 on Sn \ Λ such that u 4n−2 g0 is a complete metric of constant
positive scalar curvature n(n− 1) on Sn \Λ. More analytically, these functions satisfy the special
case of (2),
∆Snu− (n− 2)
2
4
u+
(n− 2)2
4
u
n+2
n−2 = 0, (20)
with u > 0 on Sn \ Λ and u singular at the points of Λ. The ‘unmarked moduli space’ Mk
consists of all such solutions with k singular points, but with Λ allowed to vary. (One may also
consider the ‘marked moduli space’MΛ, consisting of all such solutions with fixed singular set Λ.)
The most basic question about these moduli spaces, whether they are nonempty, was answered
originally by the fourth author [17] some time ago; an alternate construction was recently given
in [9].
The refined asymptotics theorem implies that to any u ∈ Mk one can associate a set of
parameters: the singular points pj, and then at each pj the Fowler and translation parameters
εj ∈ (0, ε0] and aj ∈ Rn. This yields a map
Φ :Mk −→ Xk ≡

( k∏
j=1
Sn
) \ ∪i,j∆ij × (0, ε0]k × (Rn)k

 /Σk, (21)
where ∆ij is the diagonal of the product of the i
th factor and the jth factor and Σk is the
permutation group on k letters, which acts in the obvious way. It is shown in [10] (following the
proof of the analogous fact for MΛ in [11]) that Mk is a real analytic set of dimension k(n+ 1);
on the other hand, dimXk = k(2n+1). There are actually another k parameters, arising from the
translations (what we called T earlier) at each pj . Thus the correct parameter space is 2k(n+1)-
dimensional. In current work, D. Pollack shows that this extended version of Φ is a Lagrangian
immersion which is equivariant under the obvious action of the conformal group on either side.
Our purpose here is to use the refined asymptotics theorem to show that the image of Mk in
Xk lies in the zero set of a collection of real analytic equations obtained by computing the global
Pohozˆaev integral for each solution u with respect to any conformal Killing vector field X on Sn.
Although there are not enough equations here in general to fully determine the moduli spaceMk,
the relations we can obtain here are still interesting in their own right. Before embarking on this
computation, though, we first define these integral invariants.
6.1 Pohozˆaev invariants
We now turn to a discussion of the existence and specific form of a family of homological integral
invariants of solutions of equation (1). These ‘Pohozˆaev invariants’ were discovered in their
simplest form by Pohozˆaev, and applied by him to prove the nonexistence of nonnegative smooth
solutions of (1) satisfying Dirichlet conditions on smooth, star-shaped domains. The identity he
discovered was later put into a natural and general Riemannian setting in [17]. These extended
invariants associate to any metric g of constant scalar curvature on a manifold Ω, any closed
hypersurface Σ ⊂ Ω and any conformal Killing field X , a real number P(X,Σ) which depends
only on the the homology class of Σ in Hn−1(Ω). The invariant associated to X , g and Σ is
P(X, g,Σ) ≡ n− 2
2(n− 1)
∫
Σ
T (X, ν) dσ, (22)
where T (·, ·) is the trace-free Ricci tensor for the metric g, ν is the unit normal to Σ and dσ is
the volume form induced by g on Σ.
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In this subsection we shall compute these invariants in our particular case of interest, where
g = u
4
n−2 δ, u is a solution of (1) in the ball B(0, 1) with an isolated singularity at 0 and Σ = Σ|η|
is the sphere |x| = η < 1. To do this, we need two ingredients. First, the trace-free Ricci tensor T
transforms fairly simply under conformal changes: if g = φ−2g0 are any two conformally related
metrics, with trace-free Ricci tensors T and T0, then
T = T0 + (n− 2)φ−1
(
Ddφ− ∆0φ
n
g0
)
.
Next, the conformal Killing vector fields on the sphere constitute a vector space of dimension
(n + 1)(n + 2)/2. A spanning set is given by the following four basic types of conformal Killing
fields:
• X(b) =∑ bi∂xi , the generators of parabolic motions fixing infinity,
• D =∑xi∂xi , the generator of dilation,
• R(b,c) =∑ ((b · x)ci − (c · x)bi) ∂xi , the generators of rotations, and
• Y (b) =∑((b · x)xi − 12 |x|2bi) ∂xi , the generators of parabolic motions fixing zero.
We shall compute relative to the Euclidean metric δ. The transformation rule for the trace-free
Ricci tensor yields
T =
2n
n− 2u
−2du · du− 2u−1Ddu−
(
2
n− 2u
−2|∇u|2 + n− 2
2
u
4
n−2
)
δ. (23)
Next, the hypersurfaces Ση have unit normal and volume form
ν = u
−2
n−2
x
|x| = u
−2
n−2 |x|D, and dσ = u 2(n−1)n−2 |x|n−1 dθ.
Thus we need to evaluate
n− 2
2(n− 1)
∫
|x|=η
T (X, ν) dσ =
∫
|x|=η
|x|n−2
{
n
n− 1(X · ∇u)(D · ∇u)−
n− 2
n− 1u (Ddu)(X,D)
−
(
1
n− 1 |∇u|
2 +
(n− 2)2
4(n− 1)u
2n
n−2
)
(X · D)
}
dθ. (24)
Denote by S the symmetric 2-tensor appearing on the right here (and including the factor |x|n−2).
The main considerations in the computations below involve homogeneity. Let us say that a
term is of order j if it is a sum of products of terms homogeneous of order j and functions periodic
in log |x|. Thus, from the refined asymptotics of u we see that
S = S(−2) + S(−1) + S′,
where S(j), j = −2,−1, is a symmetric bilinear form, the coefficients of which (in a standard
Euclidean basis) are of order j. All coefficients in the remainder term S′ are bounded. Each of
the conformal fields X listed above is homogeneous, and so the corresponding term S(j)(X,D) is
of order j + ℓ + 1 if the coefficients of X are homogeneous of order ℓ. Since the integral itself is
independent of the radius η, the invariant in each case, coincides with the integral of the term of
order zero.
The easiest case is when X = Y (b), since it has coefficients homogeneous of order 2, and so
S(X,D) = O(|x|). We conclude that
P(Y (b), g) = 0. (25)
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The other cases require more work. First we make some general calculations. Using the refined
asymptotics of u always, we first see that
D · ∇u = |x| 2−n2
{
−(v′ε +
n− 2
2
vε) + (a · x)
[
−v′ε +
n− 2
2
vε − n(n− 2)
4
v
n+2
n−2
ε
]
+ . . .
}
. (26)
Next, by definition of the Hessian of a function,
Ddu(X,D) = X(Du)− (∇XD)u.
Since ∇XD = X , this reduces to X(D · ∇u− u). Thus we will need that
D · ∇u− u = |x| 2−n2
{
−(v′ε +
n− 2
2
vε)− n(n− 2)
4
(a · x)v
n+2
n−2
ε + . . .
}
. (27)
Finally,
u
2n
n−2 = |x|−n
(
v
2n
n−2
ε +
2n
n− 2(a · x)(−v
′
ε +
n− 2
2
vε) + . . .
)
. (28)
First consider X = D. Since (D · ∇u)2 = |x|2|∇u|2, the first and third terms combine to give
(D · ∇u)2 = |x|2−n
(
(v′ε +
n− 2
2
vε)
2 + (a · x)
(
(v′ε)
2 − (n− 2)
2
4
+
n(n− 2)
2
v
n+2
n−2
ε (v
′
ε +
n− 2
2
vε)
)
+ . . .
)
. (29)
Combining this with the appropriate multiples of D applied to (27) and |x|2 multiplied by (28),
we find that
S(D,D) = H(ε)(1 + n(a · x) + . . .).
Integrating on Sn−1, and taking the limit as η → 0, we get
P(D, g) = ωn−1H(ε). (30)
Next, consider the case X = R(b,c) (or simply R, for short). The third and fourth terms of
the integrand involve the inner product of R with D, and hence vanish. Also, R annihilates any
function of |x|. Thus, the components of order zero in each of the remaining terms (R·∇u)(D·∇u)
and R(D ·∇u−u) are of the form F (|x|)(e ·x) for some vectors e. These integrate to zero, and so
P(R(b,c), g) = 0. (31)
For the final case, when X = X(b), we decompose X into the orthogonal sum of two vectors
X(1) +X(2), where
X(1) =
b · x
|x|2 D
is the radial component. Then
S(X(1),D) = b · x|x|2 S(D,D).
Using the expansion above, this becomes
b · x
|x|2 H(ε) + n
(a · x)(b · x)
|x|2 H(ε) + . . . .
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The first term here integrates to zero, while for the second we use the identity∫
|x|=1
(a · x)(b · x) dθ = 1
n
ωn−1(a · b),
to conclude that its integral equals
ωn−1(a · b)H(ε).
For the final term, S(X(2),D), we continue with the same methods, noting that since X(2) is
orthogonal to the radial direction, the third and fourth terms once again vanish. A straightforward
calculation, using the same sorts of parity considerations, shows that the integral of the remaining
two terms is exactly the same as for the first component. Putting these together, we get, at last,
that
P(X(b), g) = 2n
n− 2ωn−1H(ε)(a · b). (32)
Notice that one consequence of these calculations is that for any solution u of (1) with an
isolated singularity at the origin, we can recover the values of the parameters ε and a in its refined
expansion from the Pohozˆaev invariants.
6.2 The balancing formulæ
We now put the information from the last subsection together as follows. Let u correspond to
any element ofMk. We regard u as a function on Rn rather than on the sphere Sn for simplicity.
Assume that u is singular at the points {p1, . . . , pk}, and has Fowler and translation parameters
at pj given by εj , Tj and aj , respectively. Let X be any one of the conformal Killing vector fields
listed earlier. We compute the invariants for the homologically trivial hypersurfaces
Ση = ∪kj=1B(pj , η) ∪B(0, 1/η)
by letting η tend to zero. To do this, first note that u = O(|x|2−n) as |x| tends to infinity (since
∞ corresponds to a regular point of u on the sphere), and thus the integral around the sphere
of radius 1/η tends to zero with η. As for the integrals around the other components of Ση, we
decompose X at each pj as a sum of these four types of basis vector fields translated by pj. Thus
• X(b) =∑ bi∂xi
• D =∑(xi − pj,i)∂xi +∑ pj,i∂xi
• R(b,c) =∑((b · pj)ci − (c · pj)bi)∂xi +∑((b · (x− pj))ci − (c · (x − pj)bi)∂xi
• Y (b) =∑((b · pj)pji − 12 |pj |2bi)+∑((b · (x− pj))pji − (pj · (x− pj))bi)∂xi +∑(b · pj)(xi −
pji)∂xi +O(|x − pj|2).
Here pji is the i
th coordinate of the point pj , and the last term in the last item is some vector
field with coefficients vanishing quadratically at pj .
Now apply the computations of the last subsection to evaluate the limit as η tends to zero of
the integral around the sphere |x − pj| = η. For X = X(b) we obtain
∑
H(εj)(b · aj) = 0 and
since this holds for any vector b ∈ Rn, we conclude that
k∑
j=1
H(εj)aj = 0. (33)
Next, with X = D we get
k∑
j=1
H(εj)((pj · aj) + 1
2
) = 0. (34)
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Next, with X = R(b,c) we get
k∑
j=1
H(εj) ((b · pj)(c · aj)− (c · pj)(b · aj)) = 0 (35)
for any vectors b, c ∈ Rn. Finally, with X = Y (b) we get
k∑
j=1
H(εj)
(
(b · pj)(aj · pj + 1
2
)− 1
2
|pj|2(b · aj)
)
= 0 (36)
for any b ∈ Rn. These are the global balancing formulæ which hold for the parameters associated
to any solution u ∈Mk.
This set of analytic equations does not determine all the parameters of the solution u, and in
particular, gives absolutely no information about the ‘translation parameter’ Tj appearing in the
asymptotics formula at each pj. Still, particularly when k is small relative to n, these equations
do shed more light on the global nature of the moduli space. For example, when k = 3 this set
of equations can be solved and leads to an explicit formula for the parameters aj in terms of the
εj and pj . This is not possible in general, but nevertheless we still have the following result:
Proposition 6 There exists a constant C > 0, depending only on Λ = {p1, . . . , pk}, such that
for any u ∈ MΛ, the corresponding translation parameters and necksizes satisfy |H(εj)aj | ≤ C,
j = 1, . . . , k.
We have already seen that P(X(b), g, ∂B(pj, η)) determines ωn−1(aj ·b)H(εj). On the other hand,
using the universal upper bound of Theorem 2 and elliptic estimates, we also get an a priori bound
for this invariant. Since this is true for all b ∈ Rn, the result follows.
7 Nondegeneracy of the moduli spaces near their ends
In this final section we give another application of the asymptotics theorem and address the issue
of the nondegeneracy of the unmarked moduli space Mk. Unlike in the previous sections, we
use only the simpler asymptotics result, not the more refined one. We have included this here
because the arguments are soft, and not too different in spirit from some of the ones used above.
This result is an adaptation of one in [9], and our desire here is to show its validity beyond the
more limited setting of that paper.
It is unknown whether degenerate solutions ever exist. If they do they are quite unstable: it is
shown in [11] that under an arbitrarily small generic change in the conformal class [g0], the moduli
space becomes smooth. On the other hand, it is also nontrivial to show that a given solution
is nondegenerate. This should be easier with explicitly constructed solutions, but unfortunately
this was still impossible to do with the first-known solutions from [17]. One construction of
nondegenerate solutions, in a somewhat limited setting, was given in [12], and another much
more general one was given in [9]. In this last paper it was shown that given any singular set
Λ, there is a nondegenerate solution singular at the points of Λ; these solutions have very small
necksizes (i.e. Fowler parameters). (It was also shown that for generic configurations Λ, these
solutions are also nondegenerate in the marked moduli space MΛ.)
We show here that an argument from [9] may be adapted to prove something slightly weaker,
although probably optimal. Before we state it, we discuss briefly the compactification theory of
these moduli spaces. It was shown in [16] that if uℓ is any sequence of elements in Mk such that
the singular points p
(ℓ)
j are bounded away from one another and all Fowler parameters ε
(ℓ)
j are
bounded away from zero, then some subsequence of uℓ converges to an element u∞ ∈ Mk. This
result limits the ways in which noncompactness in Mk can occur. This was discussed further
in [11] and [10], where it was shown that if uℓ is a sequence in Mk with one or both of these
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restrictions not satisfied, then it is possible find conformal transformations Fℓ such that some
subsequence of F ∗ℓ uℓ converges to an element u
′
∞ in some Mk′ with k′ < k, or else converges
to zero uniformly on compact sets. (To make things consistent here, we let M0 denote the set
of pullbacks of the standard (smooth) metric on Sn by conformal transformations.) This result
states, then, thatMk may be compactified by adding to its ends certain subsets of moduli spaces
Mk′ of solutions with fewer or no singular points.
Finally then we can state our result.
Proposition 7 Let uℓ ∈Mk be any sequence of elements such that the singular points p(ℓ)j stay
bounded away from one another. Suppose that this sequence converges to u∞ ∈ Mk′ with k′ ≤ k.
Then either u∞ is a degenerate solution in Mk′ or else uℓ is nondegenerate for sufficiently large
ℓ.
For simplicity in the notations, we will assume that the singularities {p(ℓ)1 , . . . , p(ℓ)k } do not depend
on l.
The proof is by contradiction. First let us apply the refined asymptotics theorem as follows.
Choose small balls B(pj , ρ) which are disjoint from one another and such that we may write each
uℓ as a sum of two functions
uℓ = u
ε¯,a¯,T¯
ℓ + wℓ.
Here ε¯ = {ε(ℓ)1 , . . . , ε(ℓ)k }, T¯ = {T (ℓ)1 , . . . , T (ℓ)k } and a¯ = {a(ℓ)1 , . . . , a(ℓ)k } are the Fowler and trans-
lation parameters at each pj for uℓ and u
ε¯,a¯T¯
ℓ is a function agreeing with uℓ outside the balls
B(pj , ρ) and equalling the model deformed Fowler solution (relative to the background spherical
metric) uεj ,aj ,Tj in B(pj ,
1
2ρ); finally, wℓ ∈ C2,αγ˜ for some fixed γ˜ > (4 − n)/2 close to (4 − n)/2.
Assume that at least some of the ε
(ℓ)
j tend to zero; otherwise the theorem is trivial. Relabel the
points so that, after passing to a subsequence, ε
(ℓ)
j tends to zero for k
′ + 1 ≤ j ≤ k while ε(ℓ)j
converges to some nonzero values εj for j ≤ k′. Finally, assume that there exists, for each ℓ, a
function φℓ ∈ C2,αγ˜ such that Lℓφℓ = 0, where Lℓ is the Jacobi operator at uℓ.
Although it is not literally true, we shall assume that the singular points pj do not vary with
ℓ. Since we are assuming that they stay a bounded distance away from one another, we could
transform to this case where Λ is fixed by a convergent set of diffeomorphisms of the sphere, but
the only effect this would have would be to complicate notation.
Normalize φℓ, multiplying it by a suitable constant, so that sup d(y)
−γ˜ |φℓ(y)| = 1, where d(y)
is the distance of the point y from the singular set Λ in the spherical metric. Choose a point
yℓ ∈ Sn \ Λ realizing this supremum, i.e. such that d(yℓ)−γ˜ |φℓ(yℓ)| = 1.
If some subsequence of the yℓ converges to a point y0 ∈ Sn \ Λ, then we may extract a
subsequence of the vℓ converging to an element v
′ ∈ Sn \ Λ′, where Λ′ = {p1, . . . , pk′} and also
so that φℓ converges to a nontrivial function φ on S
n \Λ′. Clearly, |φ| ≤ d(y)γ˜ , and also L′φ = 0
weakly on all of Sn, where L′ is the Jacobi operator at v′. Since γ˜ > (4−N)/2 and v′ is smooth
at the points pj , j > k
′, it follows from a standard removable singularities theorem that φ is
actually smooth across these points. Thus φ ∈ C2,αγ˜ (Sn \ Λ′), and so we have shown that the
limiting solution v′ ∈Mk′ , is degenerate.
If, on the other hand, some subsequence of the yℓ converges to one of the points pj , then it is
more convenient to transform the problem, using its conformal equivariance, to one on a cylinder
before proceeding further. First, choose a function A on Sn \ {pj, q} (for any second point q)
such that A−
4
n−2 g0 is the product metric gC =
n−2
n (dt
2 + dθ2) on the cylinder C = R × Sn−1,
with t =∞ corresponding to pj and t = −∞ corresponding to q. On C, the function A is simply
a multiple of (cosh t)
n−2
2 , and on Sn is of the order dist(y, {pj, q})n−22 . The solutions vℓ on Sn
correspond to solutions Avℓ on C. Since the metrics gC and g0 both have scalar curvature n(n−1),
a straightforward calculation (cf. [12]) shows that the linearized scalar curvature operators Lℓ on
Sn at vℓ and LC,ℓ on C at Avℓ satisfy the same conformal equivariance property as the conformal
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Laplacians for these two metrics, namely
LC,ℓ(Aφ) = A
N+2
N−2Lℓφ, (37)
for any function φ. (This depends strongly on the fact that both metrics have the same scalar
curvature.)
Using this transformation, we now have a sequence Avℓ of solutions of the nonlinear equation
as well as a sequence Aφℓ of solutions of the Jacobi operator at Avℓ on C. For simplicity we
relabel these functions and the operator by vℓ, φℓ and Lℓ again. Let y = (t, θ) denote the variable
on the cylinder and define γ = γ˜ + (n− 2)/2, so that γ > 1, close to 1. Then
sup d(y)−γ |φℓ| = 1, (38)
where d(y) is once again a smoothed distance function to the singular points in Λ \ {pj}, trans-
planted to C, in some large compact set and equal to sech t outside this neighbourhood. By (38),
φℓ decays at both ends of the cylinder.
As before, let the supremum in (38) be attained at the point yℓ = (tℓ, θℓ). By assumption,
tℓ → ∞. Translating back by tℓ and renormalizing the solution, we find yet another sequence
of solutions, which we again call wℓ, attaining their maximum at t = 0, and which solve the
translated equation, which we again write as Lℓφℓ = 0. Here Lℓ is the Jacobi operator at
vℓ(t + tℓ, θ). As usual, some subsequence of the φℓ converge to a nontrivial solution φ of the
limiting equation Lφ = 0, and φ is bounded by e−γt for all t.
There are two cases to consider. In the first, pj is one of the singular points for which ε
(ℓ)
j
tends to zero. Here there are two subcases, depending on whether vℓ(tℓ, θℓ) tends to zero or not.
If it does tend to zero, then φ satisfies the equation
n
n− 2
(
∂2t +∆θ
)
φ− n(n− 2)
4
φ =
n
n− 2
(
∂2t +∆θ −
(n− 2)2
4
)
φ = 0.
Decomposing φ into its ∆θ eigencomponents, we see that any eigencomponent φj is a sum of
exponentials, φj = a
+
j e
µjt + a−j e
−µjt. Since φ decays as t → +∞, a+j = 0. But then it is clear
that no function of the form e−µjt can be bounded for all t by e−γt unless γ = µj , which is not
the case, so we arrive at a contradiction. In the other subcase, vℓ(tℓ, θℓ) does not tend to zero.
Translating by a fixed finite amount, we may assume that vℓ tends to the function (cosh t)
(2−N)/2,
and hence, after pulling out the superfluous constants, that the limiting function φ satisfies
(
∂2t +∆θ −
(n− 2)2
4
+
n2 − 4
4
sech 2t
)
φ = 0.
Again separate φ into its eigencomponents φj . Then
∂2t φj −
(
(n− 2)2
4
+ λj
)
φj +
n2 − 4
4
sech 2t φj = 0.
For j = 0 the indicial roots of this equation at both ±∞ are ±(n− 2)/2, for j = 1 they are ±n/2,
and for j > 1 the indicial roots are all ≥ (n+ 2)/2.
The components φj with j > 1 are easy to eliminate. In fact, these φj must decay faster than
e±(n+2)|t|/2 at ±∞, so we may multiply the equation satisfied by φj and integrate by parts to
obtain ∫ ∞
−∞
(∂twj)
2 +
(
λj +
(n− 2)2
4
)
φ2j −
n2 − 4
4
sech 2t φ2j dt = 0.
Since λj ≥ 2n, the integrand is nonnegative, hence φj = 0.
For the remaining cases, when j = 0, 1, the indicial roots at ±∞ are less than (n + 2)/2
in absolute value. On the other hand, to check unmarked nondegeneracy it suffices to use any
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γεj ,n+1 > γ > 1. But because εj tends to zero, this upper limit tends to (n + 2)/2. Thus if
we choose γ in the range (n/2, (n + 2)/2) then both φ0 and φ1 decay less quickly than e
−γt as
t→ +∞, which implies that these φj too must vanish. This is a contradiction.
The final case to consider is when ε
(ℓ)
j does not converge to zero, so that vℓ is converging
to some Fowler solution vε. In this case φℓ converges to a solution of Lεφ = 0 which satisfies
|φ| ≤ Ce−γt. But we have shown that all solutions of this equation are sums of terms for each
eigencomponent of ∆θ which satisfy bounds |ψ±ε,j |e∓γε,jt ≤ C. Clearly this is incompatible with
the previous bound, so we arrive here too at a contradiction.
We have shown, finally, that unless it is converging to a degenerate solution in some Mk′ , vℓ
is nondegenerate in Mk.
It may well seem disappointing that we can not exclude degeneracy near any end, but as
remarked earlier, this form of the result is probably optimal. However, in certain cases we can
deduce nondegeneracy without restriction; this is due to the fact that only the first of the several
cases treated in the proof did not necessarily lead to a contradiction. However, for example, if
the solutions vℓ are converging to zero uniformly on compact sets of S
n \ Λ, then they must be
nondegenerate for sufficiently large ℓ. This is because the equation satisfied by the limiting Jacobi
field φ is (∆Sn − (n − 2)2/4)φ = 0 which has no nontrivial solution. This is the case studied in
[9]. Another case where we can deduce nondegeneracy for sufficiently large ℓ is when all but two
of the singular points pj disappear in the limit, i.e. when k
′ = 2. This is because any Fowler
solution is nondegenerate. On the other hand, it is not possible, using this argument, to deduce
nondegeracy for the solutions constructed in [17], for there vℓ converges to the constant function
1 on Sn, and the sphere is degenerate.
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