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Abstract
A real seminormed involutive algebra is a real associative algebra A endowed with an
involutive antiautomorphism ∗ and a submultiplicative seminorm p with p(a∗) = p(a)
for a ∈ A. Then ball(A, p) := {a ∈ A : p(a) < 1} is an involutive subsemigroup. For the
case where A is unital, our main result asserts that a function ϕ : ball(A, p) → B(V ),
V a Hilbert space, is completely positive (defined suitably) if and only if it is positive
definite and analytic for any locally convex topology for which ball(A, p) is open. If
ηA : A → C
∗(A, p) is the enveloping C∗-algebra of (A, p) and eC
∗(A,p) is the c0-direct
sum of the symmetric tensor powers Sn(C∗(A, p)), then the above two properties are
equivalent to the existence of a factorization ϕ = Φ ◦ Γ, where Φ: eC
∗(A,p) → B(V )
is linear completely positive and Γ(a) =
∑∞
n=0 ηA(a)
⊗n. We also obtain a suitable
generalization to non-unital algebras.
An important consequence of this result is a description of the unitary representations
of U(A) with bounded analytic extensions to ball(A, p) in terms of representations of
the C∗-algebra eC
∗(A,p).
Mathematics Subject Classification 2000: 22E65, 46L05, 46L07
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1 Introduction
A real seminormed involutive algebra (or ∗-algebra) is a pair (A, p), consisting of a real as-
sociative algebra A endowed with an involutive antiautomorphism ∗ and a submultiplicative
seminorm p satisfying p(a∗) = p(a) for a ∈ A. Our project eventually aims at a system-
atic understanding of unitary representations of unitary groups U(A) of real seminormed
involutive algebras (A, p). If A is unital, its unitary group is
U(A) := {a ∈ A : a∗a = aa∗ = 1},
and if A is non-unital, then U(A) := U(A1)∩ (1+A), where A1 = A⊕R1 is the unitization
of A. Typical examples we have in mind are C∗-algebras (considered as real algebras) and
algebras of the form A = C∞(X,B) for a Banach ∗-algebra B or A = C∞(X,Mn(K)), where
X is a smooth manifold and K ∈ {R,C,H}. In the latter case U(A) ∼= C∞(X,Un(K)) are
groups of smooth maps with values in a compact Lie group, hence particular examples of
gauge groups.
We wish to initiate a line of investigation of unitary representations of U(A) which, in
a suitable sense, are boundary values of representations of the ball semigroups ball(A) :=
{a ∈ A : p(a) < 1}. This leads us naturally to completely positive maps on these semigroups.
The present paper provides the foundation of that study, by developing the corresponding
dilation theory and reducing it completely to the C∗-context. In a sequel we will apply these
dilation methods to the representation theory of semigroups ball(A, p) for various types of
concrete algebras A.
We now introduce some concepts needed to state our main theorem. If S is an involutive
semigroup and V a Hilbert space, then a positive definite function ϕ : S → B(V ) is called
dilatable if there exist a representation (π,H) of S and a continuous linear map ι : V → H
such that ϕ(s) = ι∗π(s)ι for s ∈ S. We write ηA : A → C
∗(A, p) for the enveloping C∗-
algebra of the real seminormed ∗-algebra (A, p), and for a C∗-algebra B, we write eB for the
c0-direct sum of the C
∗-algebras Sn(B) ⊆ B⊗n, where the tensor products are constructed
from the maximal C∗-cross norm (see [Arv87] and Definition 6.1 below).
Here is our main theorem:
Theorem 1.1. Let (A, p) be a real seminormed involutive algebra and V a complex Hilbert
space. For a bounded function ϕ : ball(A, p)→ B(V ), the following are equivalent:
(i) ϕ is completely positive and dilatable.
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(ii) ϕ is dilatable, positive definite and analytic with respect to some locally convex topology
for which p is continuous.
(iii) There exists a linear completely positive map Φ: eC
∗(A,p) → B(V ) with Φ ◦ Γ = ϕ,
where Γ(a) =
∑∞
n=0 ηA(a)
⊗n.
If A is unital, then every bounded positive definite function on ball(A, p) is dilatable, so that
this requirement can be omitted in (i) and (ii).
Note that (ii) is particularly strong because analyticity is not required for the topology
defined by p but for some topology which may be much finer. An important consequence of
this theorem is that it leads to a one-to-one correspondence between bounded analytic repre-
sentations of ball(A, p) with the representations of the C∗-algebra eC
∗(A,p) (Theorem 6.8),
which thus plays the role of a host algebra in the sense of [Gr05] for the bounded ana-
lytic representations of the involutive semigroup ball(A, p), resp., the corresponding unitary
representations of U(A), obtained from its action on ball(A, p) by multipliers.
To see how such representations arise naturally, consider the unitary group U(A) of a
C∗-algebra A. Then every irreducible representation (π,H) of A provides for every partition
λ = (λ1, . . . , λk) of N ∈ N an irreducible representation (πλ, Sλ(H)) on a subspace of H
⊗N
by a straightforward generalization of the classical Schur–Weyl theory to Hilbert spaces (see
[BN12], and [EI13, Nes13] for an extension to type II1-factor representations). Any such
representation extends to a (holomorphic) polynomial representation of the multiplicative
semigroup (A, ·), resp., the C∗-algebra SN(A) on Sλ(H).
In the special case where A = K(H) is the C∗-algebra of compact operators on an
infinite dimensional complex Hilbert space H, results of A. Kirillov and G. Olshanski [Ki73,
Ol78] provide a complete classification of all unitary representation of U(A). All continuous
unitary representations of U(A) are direct sums of irreducible ones which are of the form
Sλ(H) ⊗ Sµ(H)
∗ and there are natural generalizations to U(K(H)), where H is a real or a
quaternionic Hilbert space. Therefore the Schur–Weyl construction is exhaustive in these
three cases. The key method to obtain these results is to show that continuous unitary
representations of U(K(H)) are generated by dilation from operator-valued positive definite
functions ϕ of the form ϕ(g) = ρ(ege), where e is a hermitian projection of finite rank and
ρ is a continuous representation of the semigroup S = ball(eAe) of contractions in eAe,
where eAe ∼= M(n,K) for K ∈ {R,C,H}. Comparing with the results of the present paper,
it follows that the representations ρ of S for which ϕ is positive definite are precisely the
completely positive ones (see [Ne13] for a recent presentation of the Olshanski–Kirillov theory
from this point of view). We conclude that, in this case, eC
∗(K(H)) ∼= eK(HC) is a host algebra
for all continuous unitary representations of U(K(H)).
For the algebra A = C∞(X,Mn(K)), X a compact smooth manifold, the identity com-
ponent of U(A) is a product of an abelian group and the group C∞(X, SUN (K))0 whose
norm continuous unitary representations have recently been classified ([JN13]). Here the
irreducible ones are finite tensor products of so-called evaluation representations, hence ob-
tained by restricting finite tensor products of irreducible algebra representations. In [BN15],
we will see how all these particular results fit naturally into our present framework and how
the representations of Sn(B) for a C∗-algebra B can be described in terms of representations
of B.
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For the proof of our main theorem, we need several results that are interesting in their
own right:
• Factorization of ∗-representations of degree n of (A, ·) bounded on ball(A, p) through a
linear representations of the C∗-algebra Sn(C∗(A, p)). So the C∗-functor is compatible
with this kind of non-linearity.
• If ϕ is completely positive and homogeneous of degree α ∈ R, then α ∈ N0 and ϕ is
polynomial. This is based on Arveson’s method of iterated differences ([Arv87]) and
the case A = R, for which the completely positive maps ϕ : ball(A) = [−1, 1]→ R are
determined in [CR78].
Theorem 1.1 generalizes Arveson’s work on non-linear states on balls of unital C∗-algebras
([Arv87]) which we found very inspiring. Actually he uses a notion of complete positivity
that is weaker than ours and does not imply positive definiteness although he uses it at some
point in his arguments. We discuss this issue in Section 7. His result asserts that completely
positive states ϕ : ball(A, p) → C factor through linear states of the C∗-algebra eA ⊗ eA.
This mysterious occurrence of the C∗-algebra A is clarified by our present approach via real
algebras in which C∗(A) ∼= AC ∼= A ⊕ A, so that e
C∗(A) ∼= eA ⊗ eA provides the bridge to
our Theorem 1.1(iii).
Theorem 1.1 also extends work of Ando/Choi on expanding nonlinear completely positive
maps ϕ : A → B between C∗-algebras as series ϕ =
∑∞
mn,=0 ϕm,n, where the maps ϕm,n are
homogeneous polynomial and completely positive. For the special case case where A is a C∗-
algebra, the equivalence of (i) and (iii) in Theorem 1.1 is due to Hiai/Nakamura ([HN87]).
If A is a C∗-algebra, then the situation simplifies considerably because an application of
Arveson’s Extension Theorem ([Arv69, Thm. 1.2.3]) shows that every bounded completely
positive map ϕ on ball(A, p) is dilatable.
The structure of this paper is as follows. In Section 2 we introduce the basic concepts,
such as real seminormed involutive algebras, their ball semigroups and completely positive
functions thereon. Section 3 develops dilation theory on the abstract level of structured
∗-semigroups. These are involutive semigroups S with a homomorphism γ : (0, 1] → S, so
that S◦ :=
⋃
0<r<1 γ(r)S is a semigroup ideal. Here our main result is Theorem 3.18 on the
existence of dilations for positive definite functions on S◦. This applies in particular to the
subsemigroup S◦ = ball(A, p) for the structured ∗-semigroup S = ball(A, p), when A is
unital. In Section 4 we provide the key tools to obtain a series expansion ϕ =
∞∑
n=0
ϕn of a
bounded completely positive function ϕ on ball(A, p) into homogeneous components ϕn.
In Section 5 we turn to positive definite functions ϕ : ball(A, p) → B(V ) which are
analytic with respect to some locally convex topology on A for which ball(A, p) is open. We
derive a series expansion of dilatable bounded analytic positive definite functions, but to use
this result to show that ϕ is completely positive, a detailed analysis of the case where ϕ is a
homogeneous polynomial is required. Here the isomorphism C∗(Sn(A), pn) ∼= S
n(C∗(A, p)) is
a key ingredient. All these partial results are combined in Section 6 to a proof of Theorem 1.1.
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2 Basic concepts
In this section we introduce real seminormed involutive algebras (A, p) and their enveloping
C∗-algebras C∗(A, p). We further introduce completely positive maps on these algebras and
their open unit balls. We conclude this section with a discussion of complexifications and
embeddings of non-unital algebras into unital ones and how this is reflected by the enveloping
C∗-algebra.
Seminormed involutive algebras
Definition 2.1. A real involutive algebra is a real associative algebra A, endowed with an
involutive antiautomorphism a 7→ a∗.
(a) A submultiplicative seminorm p : A → [0,∞) is called involutive if p(a∗) = p(a) for all
a ∈ A. If A is unital, we further assume p(1) = 1. A seminormed involutive algebra is a pair
(A, p), consisting of an involutive algebra A and an involutive submultiplicative seminorm p
on A (cf. [Ne00, Def. III.2.3]).
(b) We will use the following notation:
• U(A) := {u ∈ A | u∗u = uu∗ = 1} for the unitary group of a unital ∗-algebra A and
for a non-unital algebra we put U(A) := U(A1) ∩ (1+A), where A1 = A⊕ R1 is the
unitization of A;
• ball(A, p) := {a ∈ A | p(a) < 1} for the open ball semigroup of (A, p);
• ball(A, p) := {a ∈ A | p(a) ≤ 1} for the closed ball semigroup of (A, p).
Both ball(A, p) and ball(A, p) are ∗-semigroups, and if A is unital, then 1 ∈ ball(A, p).
We will omit p from this notation whenever p is clear from the context, for instance if A is a
C∗-algebra with the norm p. If H is a complex Hilbert space and B(H) is the von Neumann
algebra of all bounded linear operators on H, then we also write C(H) := ball(B(H)).
(c) We define the positive cone of A as A+ := conv({a
∗a | a ∈ A}), where conv denotes
the convex hull.
Here are some examples of seminormed involutive algebras.
Example 2.2. (a) Besides C∗-algebras and Banach ∗-algebras, a typical example for the
above setting is the Fre´chet algebra of smooth A0-valued functions A = C
∞(M,A0) on
any compact manifold M , where A0 is any Banach ∗-algebra and p(a) = ‖a‖∞. In this
case C∗(A) = C(M,A0) is the C
∗-algebra of continuous A0-valued functions on M and
ηA : C
∞(M,A0) →֒ C(M,A0) is the isometric inclusion map.
(b) Let (S, ∗, α) be an involutive semigroup (S, ∗), endowed with an absolute value, i.e.,
a non-negative function α : S → [0,∞) satisfying
α(s∗) = α(s) and α(st) ≤ α(s)α(t) for s, t ∈ S.
Then the real semigroup algebra A := R[S] inherits an involution by the linear extension of
the involution on S. Writing δs ∈ A for the basis element corresponding to s ∈ S, we obtain
by
p
(∑
s∈S
csδs
)
:=
∑
s∈S
|cs|α(s)
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a seminormed real involutive algebra (R[S], p). (cf. [Ne00, Lemma III.2.4]).
Definition 2.3. (Enveloping C∗-algebras) For any seminormed involutive algebra (A, p),
there exist a C∗-algebra C∗(A, p) and a morphism ηA : A → C
∗(A, p) of involutive algebras
satisfying ‖ηA(a)‖ ≤ p(a) with the universal property that, for every real linear homomor-
phism β : A → B, where B is a C∗-algebra and ‖β(a)‖ ≤ p(a) for every a ∈ A, there
exists a unique morphism β˜ : C∗(A, p)→ B of C∗-algebras satisfying β˜ ◦ ηA = β (see [Ne00,
Sect. III.2]). The morphism η : A → C∗(A, p) of real seminormed involutive algebras is called
the enveloping C∗-algebra of (A, p).
Remark 2.4. (a) Once we have fixed the involutive seminorm p, it determines a topology on
A so that mostly it is not necessary to specify any finer topology. However, for any topology τ
on A which is finer than the one specified by p, the homomorphism ηA : A → C
∗(A, p) is
continuous, so that every linear representation of A satisfying ‖π(a)‖ ≤ p(a) for a ∈ A, is
τ -continuous.
(b) A linear homomorphism π : A → B, where B is a C∗-algebra satisfies ‖π(a)‖ ≤ p(a)
for every a ∈ A if and only if π(ball(A, p)) is bounded (cf. Remark 3.5(b) below). This
condition implies that ‖π(a)‖ ≤ q(a) holds for every equivalent submultiplicative involutive
seminorm on A. It follows in particular, that C∗(A, p) ∼= C∗(A, q) whenever there exist
constants c1, c2 > 0 such that c1q ≤ p ≤ c2q.
(c) Since p is multiplicative on A, the subspace Ip := {a ∈ A : p(a) = 0} is an ideal of A,
and the quotientA/Ip inherits the structure of a real normed involutive algebra. Accordingly,
its completion is a real Banach ∗-algebra Ap whose enveloping C
∗-algebra coincides with
C∗(A, p).
We also point out that if A is a C∗-algebra, then C∗(A) defined as above is not equal to
A. It is isomorphic to AC ≃ A⊕A, since the universal property from Definition 2.3 involves
all the real linear homomorphisms β, not only the complex linear ones.
Example 2.5. Suppose that A is commutative and let
Âp := {χ ∈ Hom(A,R) \ {0} : |χ| ≤ p},
where Hom(A,R) denotes the set of all ∗-homomorphisms A → R. Note that every such
homomorphism annihilates all skew-symmetric elements, so that we may assume that a∗ = a
for every a ∈ A. Then the weak-∗-topology turns Âp into a locally compact space and it is
easy to see that the natural map
η : A → C0(Âp) = C0(Âp,C), η(a) = â, â(χ) := χ(a)
is the enveloping C∗-algebra of (A, p), so that C∗(A, p) ∼= C0(Âp).
Example 2.6. (a) Consider A = Mn(K) for K ∈ {R,C,H} with the natural involution
(aij)
∗ = (aji) and any involutive seminorm p with ‖a‖ ≤ p(a) for a ∈ A. Since A is simple,
the ideal Ip := {a ∈ A : p(a) = 0} is trivial, and since all non-degenerate representations of
A are multiples of the complexification of the identical representations, we obtain
C∗(A, p) ∼= AC ∼= Mn(KC) ∼=


Mn(C) for K = R
Mn(C)⊕Mn(C) for K = C
Mn(M2(C)) ∼= M2n(C) for K = H.
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(b) For A := M∞(K) :=
⋃
n∈NMn(K), one thus obtains for any p ≥ ‖ · ‖ that
C∗(A, p) ∼= lim
−→
C∗(Mn(K), p) ∼= K(ℓ
2(N,K)C) ∼=


K(ℓ2) for K = R
K(ℓ2)⊕K(ℓ2) for K = C
K(ℓ2) for K = H.
Completely positive functions
Definition 2.7. (a) A map ϕ : A → B between involutive algebras is said to be positive if
ϕ(A+) ⊆ B+, i.e., positive elements of A are mapped to positive elements of B. We call ϕ
completely positive if, for every n ∈ N0, the induced map
ϕn : Mn(A)→Mn(B), (aij) 7→ (ϕ(aij))
is positive, i.e., for A = (aij) ∈Mn(A)+, the matrix ϕn(A) ∈Mn(B) is positive. This means
that, for B1, . . . , Bm ∈Mn(A), we have ϕn
(∑m
ℓ=1B
∗
ℓBℓ
)
≥ 0. In view of
( m∑
ℓ=1
B∗ℓBℓ
)
ij
=
∑
ℓ,k
B∗ℓ,kiBℓ,kj ,
this is equivalent to the requirement that
(
ϕ
( m∑
k=1
a∗kiakj
))
1≤i,j≤n
∈Mn(B)+ for (aki) ∈Mm,n(A),m ∈ N. (1)
(b) This concept can be extended to maps defined on ball(A, p) as follows. We call a
map ϕ : ball(A, p) → B completely positive if A = (aij) ∈ Mn(A)+ and aij ∈ ball(A, p)
imply that the matrix ϕn(A) = (ϕ(aij)) ∈Mn(B) is positive, for every n ≥ 1.
Definition 2.8. Let S be a ∗-semigroup and B be a ∗-algebra. A function ϕ : S → B is said
to be positive definite if, for every n ∈ N and s1, . . . , sn ∈ S, the matrix (ϕ(s
∗
jsk)) ∈ Mn(B)
is positive.
The following lemma shows that completely positive functions are particular positive
definite functions and one of the main points of the present paper is to explain in which sense
they are particular among the positive definite functions.
Lemma 2.9. If ϕ : ball(A, p)→ B is completely positive, then ϕ is positive definite.
Proof. If a1, . . . , an ∈ ball(A, p) and A = (δ1iaj)1≤i,j≤n, then A
∗A = (a∗i aj)1≤i,j≤n with
p(a∗i aj) < 1. This implies the lemma.
Remark 2.10. (a) If ϕ : A → B and ψ : B → C are completely positive maps, then so is their
composition ψ ◦ ϕ : A → C. The same conclusion holds if ϕ : ball(A, p) → ball(B, q) ⊆ B
and ψ : ball(B, q) → C are completely positive, or if ϕ : ball(A, p) → B is completely
positive and ψ : B → C is completely positive.
(b) If ϕ : A → B is a linear homomorphism of ∗-algebras, then so are the corresponding
maps ϕn : Mn(A)→Mn(B), and this implies that ϕ is completely positive.
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(c) From (1) it follows that a linear map ϕ : A → B is completely positive if and only
if it is positive definite (cf. [Pau02, Lemma 3.13]; [Arv10, p. 112]). In particular, a linear
functional ϕ : A → C is completely positive if and only if it is positive (cf. [St55, Thm. 3] for
the case where A is a unital C∗-algebra).
(d) If (S, ∗) is an involutive semigroup, then every map ϕ : S → B extends to a linear
map ϕL : R[S]→ B. Using (c), it is easy to see that ϕL is positive definite if and only if ϕ is
positive definite.
The next lemma shows in particular that a homogeneous function on A is completely
positive if and only if it is so on ball(A, p).
Lemma 2.11. Suppose that the map ϕ : ball(A, p) → B is homogeneous of degree α ∈ R,
i.e., for 0 < r < 1 and a ∈ ball(A, p), we have ϕ(ra) = rαϕ(a). Then ϕ extends by
ϕ̂(ra) := rαϕ(a) for 0 < r and a ∈ ball(A, p)
to a map ϕ̂ : A → B. Then ϕ is completely positive if and only if ϕ̂ is completely positive.
Proof. We first observe that ϕ̂ is well-defined. It is clear that ϕ is completely positive if ϕ̂ is.
To see the converse, we note that, for any matrix A = (aij) ∈Mn(A)+, there exists an r > 0
with rp(aij) < 1 for every i, j. Then ϕ̂n(A) = r
−αϕ̂n(αA) ∈Mn(B)+ implies that ϕ̂ : A → B
is completely positive.
Complexification of a real involutive algebra
Definition 2.12. (Complexification of a seminormed involutive algebra) Let (A, p) be a real
seminormed involutive algebra. Then its complexification AC is an involutive algebra in the
usual sense with respect to the antilinear extension (x+ iy)∗ := x∗− iy∗, for x, y ∈ A, of the
involution. Further,
pC(a+ ib) := p(a) + p(b)
is a seminorm satisfying
pC((a+ ib)
∗) = pC(a
∗ − ib∗) = p(a∗) + p(b∗) = p(a) + p(b) = pC(a+ ib)
and
pC((a+ ib)(c+ id)) = p(ac− bd) + p(bc+ ad) ≤ p(a)p(c) + p(b)p(d) + p(b)p(c) + p(a)p(d)
= (p(a) + p(b))(p(c) + p(d)) = pC(a+ ib)pC(c+ id),
so that (AC, pC) is a seminormed involutive algebra. We call it the complexification of (A, p).
Lemma 2.13. For a real involutive algebra (A, p), the complex linear extension
ηCA : AC → C
∗(A, p), a+ ib 7→ ηA(a) + iηA(b)
has the universal property of the enveloping C∗-algebra in the category of complex involu-
tive algebras, i.e., for every complex linear ∗-homomorphism β : AC → B to a C
∗-algebra
satisfying ‖β(a)‖ ≤ pC(a) for a ∈ AC, there exists a unique morphism of C
∗-algebras
β̂ : C∗(A, p)→ B with β̂ ◦ ηCA = β. In this sense we have C
∗(AC, pC) ∼= C
∗(A, p).
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Proof. Let β : AC → B be a complex linear ∗-homomorphism to a C
∗-algebra satisfying
‖β(a)‖ ≤ pC(a) for a ∈ AC. Then ‖β(a)‖ ≤ p(a) for a ∈ A, so that the universal property of
ηA implies the existence of a morphism of C
∗-algebras β̂ : C∗(A, p)→ B with β̂ ◦ ηA = β|A.
Now complex linear extension yields β̂ ◦ ηCA = β.
Remark 2.14. Note that a representation β : A → B(H) satisfies ‖β(a)‖ ≤ p(a) for every
a ∈ A if and only if its complex linear extension βC satisfies ‖βC(a + ib)‖ ≤ pC(a + ib) for
a, b ∈ A.
Unitization of seminormed involutive algebras
Definition 2.15. Let (A, p) be a real seminormed involutive algebra and A1 := A ⊕ R,
1 := (0, 1), the corresponding unital algebra with the involution (a, λ)∗ := (a∗, λ). Then
p1(a, λ) := p(a) + |λ| turns (A1, p1) into a unital seminormed involutive algebra.
Remark 2.16. Every ∗-homomorphism β : A → B into a unital C∗-algebra B, satisfying
the condition ‖β(a)‖ ≤ p(a), extends by β1(a, λ) := β(a) + λ1 to a morphism of unital
∗-algebras satisfying ‖β1(a)‖ ≤ p1(a) for a ∈ A1. This implies that C∗(A1, p1) has the
universal property of the enveloping unital C∗-algebra of (A, p), i.e.,
C∗(A, p)1 ∼= C∗(A1, p1),
(cf. [Bha98, Lemma 2.10] for the special case of Banach algebras).
Example 2.17. (a) For every c ∈ A, the map Tc : A
1 → A, a 7→ c∗ac is completely positive.
For n ∈ N, the induced map Tc,n : Mn(A
1) → Mn(A) is given by Tc,n = TC with C = cEn,
where En ∈Mn(A) is the identity matrix.
For the sake of later reference, we note that this implies in particular that if A = (akℓ) ∈
Mn(A
1)+ ⊆ Mn(MN (A
1)) ∼= MnN (A
1) and s1, . . . , sN ∈ A, then the matrix (s
∗
i akℓsj) ∈
MnN(A) is positive because it can be written as S
∗AS for S = (δijsj)1≤i,j≤N,1≤k,ℓ≤n.
(b) Fix s1, . . . , sN ∈ A. We claim that the map
β : MN(A
1)→ A, β((aij) :=
N∑
i,j=1
s∗i aijsj.
is completely positive. The corresponding map
βn : Mn(MN(A
1)) ∼= MnN(A
1) → Mn(A),
βn((a(i,k),(j,ℓ))) =
( N∑
i,j=1
s∗i a(i,k),(j,ℓ)sj
)
1≤k,ℓ≤n
(2)
is of the same structure with si replaced by the matrix siEn ∈Mn(A). Therefore it suffices
to show that β is positive. As β is linear, this means that β(B∗B) ≥ 0 for B ∈MN(A1). For
A = B∗B, we have
β(B∗B) =
N∑
i,k,j=1
s∗i b
∗
kibkjsj =
N∑
k=1
( N∑
j=1
bkjsj
)∗( N∑
j=1
bkjsj
)
≥ 0.
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3 Positive definite functions and dilations
We start this section by a discussion of the representation (πϕ,Hϕ) associated to a (bounded)
positive definite function ϕ : S → B(V ) on a ∗-semigroup S. Here Hϕ is a subspace of the
space V S of V -valued functions on S, on which S acts by right translations. We then
discuss dilations of positive definite functions and criteria for their existence, such as the
existence of a unit in S. For non-unital semigroups, the existence of dilations is a subtle
issue. Based on the concept of a structured ∗-semigroup and multiplier techniques, we prove
in Theorem 3.18 the existence of dilations for positive definite functions on the canonical
ideal S◦ of a structured ∗-semigroup, and this applies in particular to the subsemigroup
S◦ = ball(A, p) of S = ball(A, p) when A is unital. Generalizing the classical Stinespring
Dilation Theorem ([St55]), we prove in Proposition 3.9 that a linear completely positive
function ϕ : A → B(V ) which is bounded on ball(A, p) factors through ηA : A → C
∗(A, p)
if and only if it has a dilation.
3.1 Preliminaries on positive definite functions
Throughout this subsection, (S, ∗) is an involutive semigroup.
Remark 3.1. (The GNS representation associated to ϕ) We recall from [Ne00] some basic
facts on the reproducing kernel Hilbert space associated with any positive definite function
ϕ : S → B(V ), where S is any ∗-semigroup. Define the positive definite kernel
K = Kϕ : S × S → B(V ) by K(s, t) := ϕ(st
∗).
The corresponding reproducing kernel space Hϕ ⊆ V
S (V S stands for the vector space of
all V -valued functions on S), can be constructed as follows. For t ∈ S, v ∈ V , we put
Kt,v := K(·, t)v ∈ V
S . Then
H0ϕ := span{Kt,v | t ∈ S, v ∈ V }
is a pre-Hilbert space with respect to a scalar product specified by
〈Ks,v,Kt,w〉 = 〈K(t, s)v, w〉V = 〈ϕ(ts
∗)v, w〉V for s, t ∈ S, v, w ∈ V.
The completion Hϕ of H
0
ϕ has a natural inclusion into V
S with continuous evaluation oper-
ators
Ks : Hϕ → V, f 7→ f(s) satisfying KsK
∗
t = K(s, t) for s, t ∈ S.
In particular, we have Kt,v = K
∗
t v for t ∈ S, v ∈ V .
As in [Ne00, Sect. II.3], we denote by B0(H0ϕ) the ∗-algebra consisting of the linear
operatorsA : H0ϕ → H
0
ϕ for which there exists a linear operatorA
♯ : H0ϕ → H
0
ϕ with 〈Av,w〉 =
〈v,A♯w〉 for all v, w ∈ H0ϕ. Then we obtain a ∗-representation π
0
ϕ : S → B
0(H0ϕ) given by
(π0ϕ(s)f)(t) := f(ts) for all t, s ∈ S. For the operator closures πϕ(s) := π
0
ϕ(s), we then obtain
Ktπϕ(s) = Kts and πϕ(s)K
∗
t = K
∗
ts∗ for t, s ∈ S. (3)
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Remark 3.2. If ϕ : S → B(V ) is constant, then all functions Kt,v(s) = K(s, t)v = ϕ(st
∗)v
are constant, so that the representation (πϕ,Hϕ) is trivial.
If, conversely, the representation πϕ is trivial, then Kt = Kts for t, s ∈ S by (3). If S has
a unit, this implies that ϕ is constant.
Definition 3.3. Let S be a ∗-semigroup, V be a complex Hilbert space and ϕ : S → B(V )
be a positive definite function.
(a) If α : S → [0,∞) is an absolute value (cf. Examples 2.2(b)), then ϕ is said to be
α-bounded if
ϕ(s∗t∗ts) ≤ α(t)2ϕ(s∗s) for t, s ∈ S.
This condition is equivalent to ‖πϕ(t)‖ ≤ α(t) for the corresponding GNS representation
(πϕ,Hϕ) (cf. [Ne00, Th. III.1.3]; and [Seb86] for related conditions).
(b) A triple (π,H, ι) consisting of a ∗-representation π : S → B(H) on the complex Hilbert
space H and a bounded linear operator ι : V → H (called the linking operator), is called a
dilation of ϕ if
ϕ(s) = ι∗π(s)ι for s ∈ S.
A dilation is said to be minimal if π(S)ι(V ) spans a dense subspace of H. A positive definite
function for which a dilation exists is called dilatable. 1
The following proposition shows in particular that the boundedness characterization of
[Ne00, Th. III.1.19(4)] can also be used for operator-valued functions.
Proposition 3.4. For any positive definite function ϕ : S → B(V ) on the involutive semi-
group (S, ∗), the following assertions hold:
(a) If S is unital and ϕ is α-bounded for some absolute value α on S, then (πϕ,Hϕ,K
∗
1
) is
a minimal dilation of ϕ satisfying ‖πϕ(s)‖ ≤ α(s) for s ∈ S.
(b) If (π,H, ι) is a minimal dilation of ϕ, then there exists a unique unitary operator
Φ: H → Hϕ intertwining π with πϕ and satisfying Φ(ι(v)) = ϕ(·) · v for all v ∈ V .
(c) (Uniqueness of minimal dilations) If (πj ,Hj , ιj), j = 1, 2, are two minimal dilations of
the positive definite function ϕ : S → B(V ), then there exists a unique unitary operator
U : H1 → H2 intertwining π1 with π2 and satisfying U ◦ ι1 = ι2.
Proof. (a) We will use the notation from Remark 3.1. In view of [Ne00, Th. III.1.3], the
α-boundedness of ϕ implies that ‖π0ϕ(s)‖ ≤ α(s) for every s ∈ S. Since H
0
ϕ is dense in Hϕ, it
follows that the linear operator π0ϕ(s) ∈ B(H
0
ϕ) has a unique extension πϕ(s) ∈ B(Hϕ) with
‖πϕ(s)‖ ≤ α(s). This is also given by right translations
(πϕ(s)f)(t) := f(ts) for t, s ∈ S, f ∈ Hϕ
(cf. [Ne00, Prop. II.4.9]). For s ∈ S and ι := K∗
1
, we have
ι∗πϕ(s)ι(v) = K1πϕ(s)K
∗
1
v = (K∗
1
v)(s) = ϕ(s)v,
1The above dilatable functions were called Stinespring representable in [Bha98] in the special case when
S = (A, ·) for some Banach ∗-algebra A.
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so that (πϕ,Hϕ, ι) is a dilation of ϕ. Its minimality follows from the fact that, for f ∈ Hϕ,
the vanishing of f(s) = K1π(s)f for every s ∈ S implies f = 0.
(b) We consider the map
Φ: H → V S , Φ(w)(s) := ι∗π(s)w.
This map is S-equivariant with respect to the right translation action of S on V S and
satisfies Φ(ι(v)) = ϕ · v for all v ∈ V . If Φ(w) = 0, then π(S)w ⊆ ker ι∗ = ι(V )⊥ leads to
w ∈ (π(S)ι(V ))⊥ = {0}, so that Φ is injective. Therefore Φ(H) ⊆ V S is a reproducing kernel
Hilbert space whose kernel is given by
K(s, t) = (ι∗π(s))(ι∗π(t))∗ = ι∗π(st∗)ι = ϕ(st∗).
We conclude that (π,H) is equivalent to (πϕ,Hϕ).
(c) follows from (b) with U := Φ−12 ◦ Φ1.
Remark 3.5. Let S be a ∗-semigroup, ϕ : S → B(V ) be a positive definite function and
α : S → [0,∞) be an absolute value.
(a) If ‖ϕ(s)‖ ≤Mα(s) for all s ∈ S and some M ≥ 0, then ϕ is α-bounded (see the sup-
plement to [RSzN72, Appendix 1] or [Ne00, Cor. III.1.20]). In particular, Proposition 3.4(a)
applies to every bounded positive definite function ϕ : S → B(V ) with the constant absolute
value α = 1. 2
(b) If π : S → B(H) is a ∗-representation for which sup
s∈S
‖π(s)‖ < ∞, then actually
sup
s∈S
‖π(s)‖ ≤ 1 because, for s ∈ S, the boundedness of the sequence
‖π(s)‖2n = ‖π(s∗s)‖n = ‖π((s∗s)n)‖
is equivalent to ‖π(s)‖ ≤ 1.
Lemma 3.6. Let S be a ∗-semigroup with a zero element 0, i.e., 0 · s = s · 0 = 0 for s ∈ S.
If ϕ : S → B(V ) is an α-bounded positive definite function, then the function ϕ−ϕ(0) is also
positive definite.
Proof. Since 0 is a zero element, the same holds for 0∗, and this leads to 0 = 0∗0 = 0∗.
Therefore the operator P := πϕ(0) is a hermitian projection satisfying Pπϕ(s) = πϕ(s)P = P
for every s ∈ S. It acts on Hϕ by
(πϕ(0)f)(s) = f(s0) = f(0).
This implies that H0 := P (Hϕ) is the subspace of constant functions contained in Hϕ, and
that H⊥0 = {f ∈ Hϕ : f(0) = 0}. Accordingly, the reproducing kernel K(s, t) = ϕ(st
∗)
decomposes as
Ks = ev0⊕(Ks − ev0) ∈ B(H0, V )⊕B(H
⊥
0 , V )
∼= B(Hϕ, V ).
This leads to
(Ks − ev0)(Kt − ev0)
∗ = KsK
∗
t − ev0K
∗
t −Ks ev
∗
0+ev0 ev
∗
0
= ϕ(st∗)− ϕ(0)− ϕ(0) + ϕ(0) = ϕ(st∗)− ϕ(0).
We conclude that ϕ− ϕ(0) is positive definite.
2In the case V = C one thus recovers [Arv87, Lemma 2.3].
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Proposition 3.7. (Existence of minimal dilations) Consider the unital involutive semigroup
S1 := S∪˙{1} with 1∗ = 1 and an absolute value α on S1. For an α-bounded positive definite
function ϕ : S → B(V ), the following are equivalent:
(i) ϕ is dilatable.
(ii) For every v ∈ V , the function ϕ · v : S → V belongs to Hϕ.
(iii) ϕ extends to an α-bounded positive definite function on S1.
Proof. (i) ⇒ (ii) follows from Proposition 3.4(b).
(ii) ⇒ (i): Suppose, conversely, that ϕ · v ∈ Hϕ for every v ∈ V . Then we obtain a linear
map ι : V → Hϕ, v 7→ ϕ · v. Since all compositions evs ◦ι : V → V, v 7→ ϕ(s)v, are continuous,
the Closed Graph Theorem implies that ι is continuous. We further have, for v, w ∈ V , the
relation
〈ι∗πϕ(s
∗)ι(v), w〉 = 〈πϕ(s
∗)ϕ · v, ϕ · w〉 = 〈K∗s v, ϕ · w〉 = 〈v, ϕ(s)w〉.
This implies that ϕ(s) = (ι∗πϕ(s
∗)ι)∗ = ι∗πϕ(s)ι, so that (πϕ,Hϕ, ι) is a dilation of ϕ.
(i) ⇒ (iii): If (π,H, ι) is a dilation of ϕ and π1(1) := 1 is the canonical extension of π to
a representation of S1, then ϕ1(s) := ι∗π1(s)ι is an extension of ϕ to an α-bounded positive
definite function on S1.
(iii) ⇒ (i): If an α-bounded positive definite extension ϕ1 to S1 exists, then Proposi-
tion 3.4(a) implies that ϕ1, and hence also ϕ, is dilatable.
Example 3.8. (a) If ϕ : S → B(V ) is a ∗-representation, then (ϕ, V, idV ) is a dilation of ϕ.
(b) If ϕ : S → B(V ) is positive definite and s ∈ S, then ϕs(t) := ϕ(sts
∗) defines a positive
definite function on S which extends by ϕs(1) := ϕ(ss
∗) to a positive definite function on
S1. Therefore ϕs is dilatable by Proposition 3.7. More explicitly, the representation (πϕ,Hϕ)
satisfies
Ksπϕ(t)K
∗
s = KstK
∗
s = ϕ(sts
∗) = ϕs(t),
so that (πϕ,Hϕ,K
∗
s ) is a dilation of ϕs.
(c) Suppose that S is endowed with a topology for which the bounded positive defi-
nite function ϕ : S → B(V ) is weak-operator continuous and for which there exists a right
approximate identity (δj)j∈J in S, i.e., limj sδj = s for every s ∈ S.
For v ∈ V , we then have ‖Kδj,v‖
2 = 〈ϕ(δjδ
∗
j )v, v〉 ≤ ‖ϕ‖∞‖v‖
2, so that the net (Kδj ,v)j∈J
has a weak cluster point ψ ∈ Hϕ. Let Kδjk ,v be a subnet converging to ψ. Then we obtain
for w ∈ V the relation
〈ψ(s), w〉 = lim
k
〈Kδjk,v ,Ks,w〉 = limk
〈ϕ(sδjk )v, w〉 = 〈ϕ(s)v, w〉,
so that ψ = ϕ · v ∈ Hϕ. Therefore ϕ is dilatable by Proposition 3.7(iii).
Proposition 3.9. Let (A, p) be a seminormed ∗-algebra and V be a complex Hilbert space.
Then Φ 7→ Φ ◦ ηA is a bijective correspondence between the set of linear completely positive
B(V )-valued maps on C∗(A, p) and the dilatable completely positive functions ϕ : A → B(V )
which are bounded on ball(A, p).
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Proof. Since ηA is a linear homomorphism of ∗-algebras, it is completely positive (Re-
mark 2.10) and its range spans a dense subspace of C∗(A, p). Hence the correspondence
Φ 7→ Φ◦ηA is well defined and injective. Every completely positive map Φ: C
∗(A, p)→ B(V )
extends to a completely positive map Φ1 : C∗(A, p)1 → B(V ) by Arveson’s Extension The-
orem ([Arv69, Thm. 1.2.3]), and C∗(A, p)1 ∼= C∗(A1, p1) by Remark 2.16. Therefore Φ is
dilatable, and this implies that Φ ◦ ηA is dilatable.
Assume, conversely, that ϕ : A → B(V ) is linear, bounded on ball(A, p), and that
(π,H, ι) is a minimal dilation of ϕ. Then the linearity of ϕ implies that the representa-
tion π of (A, ·) is linear. Further, ‖π(a)‖ ≤ p(a) follows from the uniqueness of minimal
dilations (Proposition 3.4). By the universal property of C∗(A, p), there exists a unique
∗-homomorphism π̂ : C∗(A, p) → B(H) with π̂ ◦ ηA = π. Then Φ(·) := ι
∗π̂(·)ι : C∗(A, p) →
B(V ) is linear, completely positive and satisfies Φ ◦ ηA = ϕ. This completes the proof.
A Banach ∗-algebra version of Proposition 3.9 can be found in [Bha98, Th. 2.1(6)]. In
that case the ∗-representations and linear positive definite B(V )-valued functions are always
continuous ([Dix64, Prop. 1.3.7], [Arv10, Cor. A.2]). This automatic continuity property
remains true for unital Mackey complete ∗-algebras with continuous inversion ([Bi10, Prop.
6.6]).
Example 3.10. (A non-dilatable completely positive functional) We consider the non-unital
Banach ∗ algebra A := ℓ1(N,R), endowed with the pointwise multiplication and p(a) = ‖a‖1.
Then the enveloping C∗-algebra is C∗(A, p) ∼= c0(N,C).
The continuous linear functional
ϕ : A → R, ϕ(a) :=
∞∑
n=1
an
is a sum of characters of A, hence completely positive. Moreover, for a, b ∈ A, we have
ϕ(a∗ba) ≤ ‖b‖∞ϕ(a
∗a) = ‖b‖∞‖a‖
2
2,
so that the representation πϕ of A on Hϕ ⊆ A
∗ = ℓ∞(N,C) extends to a representation of
C∗(A, p) ∼= c0(N,C) (Proposition 3.4).
Note that ϕ(ab∗) =
∑
n anbn implies that Hϕ
∼= ℓ2(N,C), considered as a subspace of
A′
C
∼= ℓ∞(N,C). The function ϕ itself corresponds to the constant function 1, which is not
contained in Hϕ. This implies that there exists no element v ∈ Hϕ with ϕ(a) = 〈π(a)v, v〉
for a ∈ A (cf. [Ne00, Cor. III.1.25]). We conclude that ϕ is not dilatable (Proposition 3.7).
Note that A has no bounded approximate identity because, in view of Example 3.8(c),
this would contradict Proposition 3.7, applied to ball(A, p) (see also [Ne00, Rem. IV.1.23]).
The preceding example, applied to ball(A, p), provides a counterexample to [Seb86,
Th. 2].
3.2 Multipliers and structured ∗-semigroups
In this subsection we recall the multiplier semigroup of a ∗-semigroup and introduce the
concept of a structured (unital) ∗-semigroup (S, γ), which consists of a ∗-semigroup S with a
unital ∗-homomorphism γ : (0, 1]→ S with central range. The main result of this subsection
is Theorem 3.18 which asserts that bounded positive definite functions on the semigroup
ideal S◦ := γ((0, 1))S are always dilatable.
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Multipliers of involutive semigroups
Definition 3.11. (Multiplier semigroup) Let (S, ∗) be an involutive semigroup. A multiplier
of S is a pair (λ, ρ) of mappings λ, ρ : S → S satisfying the following conditions:
(M1) aλ(b) = ρ(a)b,
(M2) λ(ab) = λ(a)b, and
(M3) ρ(ab) = aρ(b).
The map λ is called the left action of the multiplier and ρ is called the right action of the
multiplier. For m = (λ, ρ) and s ∈ S we write
ms := λ(s) and sm := ρ(s).
We write M(S) for the set of all multipliers of S and turn it into an involutive semigroup by
(λ, ρ)(λ′, ρ′) := (λ ◦ λ′, ρ′ ◦ ρ) and (λ, ρ)∗ := (ρ∗, λ∗)
with λ∗(a) := λ(a∗)∗ and ρ∗(a) = ρ(a∗)∗ (see [Jo64]).
Remark 3.12. (a) The assignment η : S → M(S), a 7→ (λa, ρa) defines a morphism of
involutive semigroups which is surjective if S has an identity: in this case (M1) implies that
s := λ(1) = ρ(1), (M2) implies λ = λs and (M3) that ρ = ρs. The multiplier semigroup acts
from the right on S by (s,m) 7→ sm, and via η this extends the natural right action of S on
itself. This right action of M(S) is related to the fact that η(S) is an involutive semigroup
ideal in M(S). In fact, η(s)∗ = (ρ∗s, λ
∗
s) = (λs∗ , ρs∗) = η(s
∗), and
(λ, ρ)η(s) = (λ ◦ λs, ρs ◦ ρ) = (λλ(s), ρλ(s)) = η
(
λ(s)
)
.
(b) Let ϕ be a positive definite function on S and Kϕ(a, b) := ϕ(ab
∗) the corresponding
positive definite kernel. We claim that Kϕ is invariant with respect to the action of M(S)
on S, as is easily seen from
Kϕ(a, bm) = ϕ(a(bm)
∗) = ϕ(am∗b∗) = Kϕ(am
∗, b).
This shows that, for every positive definite function ϕ on S, there exists a hermitian
representation π˜ϕ of M(S) on H
0
ϕ satisfying π˜ϕ ◦ η = πϕ. In view of [Ne00, Prop. II.2.11(ii)],
every bounded representation (π,H) of S yields a hermitian representation π˜ of the multiplier
semigroup with π˜(m)π(s) = π(ms) and therefore also π˜ ◦ η = π. To decide whether this
extension acts by bounded operators, one needs more information on the multipliers or has
to use topological arguments involving approximate identities (cf. [FD88, p.778]).
Lemma 3.13. For any non-degenerate bounded representation (π,H) of the involutive semi-
group (S, ∗), there exists a unique bounded representation (π˜,H) of its multiplier semigroup
M(S) satisfying π˜(m)π(s) = π(ms) for m ∈M(S), s ∈ S.
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Proof. Let (π,H) be a non-degenerate bounded representation of S and note that this implies
that ‖π(s)‖ ≤ 1 for every s ∈ S. We claim that the corresponding hermitian representation
π˜ of M(S) is also bounded. To see this, we may w.l.o.g. assume that π is cyclic. So let v ∈ H
be an element for which π(S)v is total in H. Then π˜(M(S))π(S)v ⊆ π(S)v shows that this
total subset is invariant under the hermitian representation of M(S) on span(π(S)v). From
‖π(s)v‖ ≤ ‖v‖ it now follows that, for every s ∈ S, the positive definite function
ϕ(m) := 〈π˜(m)π(s)v, π(s)v〉 = 〈π(s∗ms)v, v〉
is bounded, so that [Ne00, Cor. III.1.20] implies that
‖π˜(m)π(s)v‖ ≤ ‖π(s)v‖.
Therefore [Ne00, Lemma II.3.8(iii)] yields ‖π˜(m)‖ ≤ 1 for every multiplier m ∈M(S).
Example 3.14. Let (A, p) be a real seminormed involutive algebra and (A1, p1) be the
corresponding unital seminormed algebra (Definition 2.15). Then A is an ideal in A1 and
ball(A, p) is a semigroup ideal in ball(A1, p1), which leads to a natural homomorphism
µ : ball(A1, p1)→M(ball(A, p)), µ(m) := (λm, ρm).
Accordingly, Lemma 3.13 implies that every non-degenerate bounded representation π of
ball(A, p) extends uniquely to a representation π1 of ball(A1, p1) satisfying π1(m)π(a) =
π(ma) for a ∈ ball(A, p), m ∈ ball(A1, p1).
Structured ∗-semigroups
Definition 3.15. A structured ∗-semigroup is a unital ∗-semigroup S with a homomorphism
of ∗-semigroups γ : (0, 1]→ S for which γ(1) = 1 ∈ S and the image of γ is contained in the
center of S. We will say that γ is the structure homomorphism of S. Note that γ(r)∗ = γ(r)
for every r ∈ (0, 1]. We will denote
(∀r ∈ (0, 1])(∀x ∈ S) xr = rx := γ(r)x
and S◦ :=
⋃
0<r<1
rS, which is easily seen to be a ∗-subsemigroup of S, however we may have
1 6∈ S◦. Actually, S◦ is a semigroup ideal of S, that is, SS◦ ∪ S◦S ⊆ S◦.
Remark 3.16. If S is a structured ∗-semigroup, then S◦ = S◦S◦, as a trivial consequence
of S · S = S (S is unital).
Every ∗-semigroup with unit element is a structured ∗-semigroup with respect to the
trivial structure homomorphism which is identically equal to the unit element. Here are also
some less trivial examples.
Example 3.17. (a) Let A be any unital associative ∗-algebra, and pick any convex self-
adjoint multiplicative subset S ⊆ A which contains 0,1 ∈ A. That is, we require that S
should be convex, closed under the involution, and moreover S · S ⊆ S and 0,1 ∈ S. Then
the multiplicative ∗-semigroup S is a typical example of a structured ∗-semigroup with the
structure homomorphism defined by the scalar multiplication γ : (0, 1]→ S, γ(r) = r1.
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(b) Let (A, p) is any seminormed unital ∗-algebra. Then the ∗-semigroup
S := ball(A, p) := {a ∈ A : p(a) ≤ 1}
satisfies the requirements of (a). It is easily checked that
S◦ = ball(A, p) := {a ∈ A : p(a) < 1}.
(c) Let A be a unital associative Banach ∗-algebra with isometric involution and ‖1‖ = 1.
Then the contraction ∗-semigroup S = ball(A) = {a ∈ A : ‖a‖ ≤ 1} is a special case of (b)
and it is clear that S◦ = ball(A) is the strict contraction semigroup of A.
We will prove the following generalization of [Arv87, Th. 2.2]. Note that it does not
follows from Proposition 3.4 because S◦ need not be unital.
Theorem 3.18. (Dilation Theorem for structured ∗-semigroups) Let S be a structured ∗-
semigroup and V be a complex Hilbert space. Then every bounded positive definite function
ϕ : S◦ → B(V ) has a dilation (π,H, ι) with
‖ι‖2 ≤ lim sup
0<r<1
‖ϕ(γ(r))‖.
Before proving Theorem 3.18, we describe some of its consequences.
Remark 3.19. (a) If (A, p) is a unital seminormed ∗-algebra, then S = ball(A, p) is a
structured ∗-semigroup with S◦ = ball(A, p) (Example 3.17(c)). Accordingly, Theorem 3.18
applies to S.
(b) Example 3.10 shows that Theorem 3.18 does not generalize to non-unital semigroups.
For later use in the proof of Proposition 3.21, we also record the following observation.
Lemma 3.20. If S is a ∗-semigroup satisfying S = S ·S, and ϕ : S → B(V ) is an α-bounded
positive definite function, then the representation (πϕ,Hϕ) is non-degenerate.
Proof. Let f ∈ Hϕ with πϕ(S)f = {0}. Then 0 = f(S · S) = f(S) implies f = 0.
We now turn to the proof of Theorem 3.18, which needs the following method of extending
representations of semigroup ideals. In the next proposition we use the notation S◦ from
structured ∗-semigroups only in order to indicate how this method will be used, however this
applies to semigroup ∗-ideals, which are more general than the ones defined by a structure
homomorphism as in Definition 3.15.
Proposition 3.21. Let S be a ∗-semigroup and suppose that S◦ E S is a semigroup ∗-
ideal, i.e., SS◦ ∪ S◦S ⊆ S◦, and that it satisfies S◦S◦ = S◦. Let ϕ : S◦ → B(V ) be a
bounded positive definite function with the corresponding representation πϕ : S
◦ → B(Hϕ) on
the reproducing kernel Hilbert space Hϕ consisting of V -valued functions on S
◦. Then the
formula
(π̂ϕ(s)f)(t) = f(ts) (4)
defines a representation π̂ϕ : S → B(Hϕ) by contractions, which extends the representa-
tion πϕ.
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Proof. Since ϕ : S◦ → B(V ) is a bounded positive definite function, we obtain the corre-
sponding GNS representation (πϕ,Hϕ) of S
◦, where Hϕ ⊆ V
S◦ . The assumption S◦S◦ = S◦
implies that this representation is non-degenerate (Lemma 3.20).
Since S acts in the obvious way by multipliers on the semigroup ideal S◦, Lemma 3.13
implies the existence of a bounded representation π̂ϕ of S onHϕ which is uniquely determined
by π̂ϕ(s)πϕ(t) = πϕ(st) for s ∈ S, t ∈ S
◦. To see that this representation is also given by
(4), it suffices to verify this on functions of the form f = πϕ(t)h, h ∈ Hϕ:
(π̂ϕ(s)πϕ(t)h)(x) = (πϕ(st)h)(x) = h(xst) = (πϕ(t)h)(xs).
This completes the proof.
The following lemma will be a key tool to extend representations from algebra ideals.
Lemma 3.22. Let B be a real involutive algebra and A E B be an ideal for which (A, p) is a
seminormed involutive algebra. If π : A → B(H) is a non-degenerate linear ∗-representation
bounded on ball(A, p) and S := {b ∈ B : b ball(A, p) ∪ ball(A, p)b ⊆ ball(A, p)} gen-
erates B linearly, then there exists a unique linear representation π̂ : B → B(H) satisfying
π̂(b)π(a) = π(ba) for a ∈ A, b ∈ B. (5)
This representation is bounded on S.
Proof. In view of Lemma 3.13, the bounded representation π|ball(A,p) extends to a bounded
representation π˜ : S → B(H) which is uniquely determined by the relation
π˜(s)π(a) = π(sa) for s ∈ S, a ∈ ball(A, p).
On the other hand, by [Ne00, Prop. II.4.14], there is a ∗-representation π̂ : B → End(H0)
on the dense subspace H0 := spanπ(A)H of H which is uniquely determined by the relation
π̂(b)π(a)v = π(ba)v for a ∈ A, b ∈ B, v ∈ H. The uniqueness and the linearity of π now
imply that π̂ is linear. Since S spans B and π˜(s)|H0 = π̂(s) for s ∈ S, it further follows
that all operators π̂(b), b ∈ B, are bounded, so that we actually obtain a ∗-representation
π̂ : B → B(H) satisfying (5).
We shall also need the following result.
Lemma 3.23. Consider the abelian multiplicative semigroup I = ((0, 1), ·) endowed with the
trivial involution. Then the following assertions hold:
(i) If B is a C∗-algebra and ϕ : I → B is a positive definite function, then, for every s ∈ I,
we have 0 ≤ ϕ(s) ∈ B.
(ii) If, moreover, B = C and ϕ is bounded, then ϕ is also increasing and continuous.
(iii) Every bounded ∗-representation (π,H) of I is norm-continuous and extends to a strong-
ly continuous representation π̂ of the unital semigroup (0, 1]. Moreover, if π is non-
degenerate and V ⊆ H is dense, then π(r)V is dense for every r ∈ I, and π̂(1) = 1.
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(iv) Let V be a complex Hilbert space and (An)n≥0 in B(V ) be a sequence for which the
series ϕ(t) =
∑
n≥0
tnAn is norm convergent in B(V ) for every t ∈ I and the function
ϕ : I → B(V ) is positive definite. Then 0 ≤ An ≤ sup
0<t≤1
‖ϕ(t)‖ · 1 for every n ≥ 0.
Proof. (i) follows from ϕ(s) = ϕ((s1/2)∗s1/2) ≥ 0 for every s ∈ I.
(ii) From (i) we know that ϕ(I) ⊆ [0,∞). Now the conclusion follows by [Arv87,
Prop. 2.4].
(iii) Since we may w.l.o.g. assume that π is non-degenerate and I ∼= ((0,∞),+), the first
assertion follows from [Ne00, Lemma VI.2.2].
Assume that π is non-degenerate and that V ⊆ H is dense. If w ∈ H is orthogonal to
π(r)V for some r ∈ I, then 〈π(r)w, V 〉 = 〈w, π(r)V 〉 = {0}, which leads to π(r)w = 0. In view
of the Spectral Representation π(r) =
∫∞
0 r
α dP (α) (see [RSzN72, Ch. X, §2, subsect. 141]),
the fact that rα > 0 for every α ≥ 0 implies that π(r) is injective, and therefore w = 0. This
shows that π(r)V is dense for every r ∈ I. We also obtain π̂(1) = lim
r→1
π(r) =
∫∞
0
dP (α) = 1.
(iv) For every vector v ∈ V , the function ϕv : I → C, s 7→ 〈ϕ(s)v, v〉 is positive definite
and by (iii) it extends continuously to a positive definite function on [0, 1]. Hence [Arv87,
Lemma 3.8] shows that 0 ≤ 〈Anv, v〉 ≤ sup
0≤t≤1
〈ϕ(t)v, v〉 for every n ≥ 0, which implies the
assertion.
Finally, here is the proof of Theorem 3.18:
Proof. We shall prove the dilatability of ϕ by verifying that, for every v ∈ V , the function
ϕ · v belongs to Hϕ (Proposition 3.7). Proposition 3.21 applies in particular to structured
∗-semigroups because the subsemigroup I := {γ(r) : 0 < r < 1} of S◦ satisfies
S◦ = SI = IS and S◦ = S◦S◦
(cf. Remark 3.16). By construction, the space H := Hϕ ⊆ V
S◦ consists of functions on
S◦. This subsemigroup satisfies IS◦ = S◦ = S◦I, which implies that the representation
πϕ ◦ γ of (0, 1) is also non-degenerate. From [Ne00, Lemma VI.2.2] it now follows that
this representation of ((0, 1), ·) ∼= ((0,∞),+) is norm-continuous and extends to a strongly
continuous representation of the unital semigroup (0, 1].
For v ∈ V and s ∈ S◦, we have
(K∗s v)(t) = ϕ(ts
∗)v and πϕ(s)K
∗
t = K
∗
ts∗ . (6)
For v, w ∈ V and s, t ∈ S0, we thus obtain
〈ϕ(st∗)v, w〉 = 〈K∗t v,K
∗
sw〉 = lim
r→1−
〈πϕ(r)K
∗
t v,K
∗
sw〉 = lim
r→1−
〈ϕ(srt∗)v, w〉.
Since S◦ = S◦I = S◦S◦, this implies that
ϕ(s) = lim
r→1−
ϕ(sr) for s ∈ S◦ (7)
in the weak operator topology. From Lemma 3.23 we obtain the relation
ϕ(γ(rr′)) ≤ ϕ(γ(r)) for 0 < r, r′ < 1,
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so that the boundedness of ϕ on I implies the existence of the strong operator limit
A := lim
r→1−
ϕ(γ(r)) ∈ B(V ).
For v ∈ V and 0 < r < s < 1, we further get
‖K∗γ(r)v −K
∗
γ(s)v‖
2 = ‖K∗γ(r)v‖
2 + ‖K∗γ(s)v‖
2 − 2Re〈K∗γ(r)v,K
∗
γ(s)v〉
= 〈ϕ(γ(r2))v, v〉 + 〈ϕ(γ(s2))v, v〉 − 2Re〈ϕ(γ(rs))v, v〉 → 0
for r, s→ 1−. This implies that the limit
ι(v) := lim
r→1−
K∗γ(r)v = ϕ · v
exists for every v ∈ V in Hϕ with
‖ι(v)‖2 = lim
r→1−
‖K∗γ(r)v‖
2 = lim
r→1−
〈K(γ(r), γ(r))v, v〉 = lim
r→1−
〈ϕ(γ(r2))v, v〉 = 〈Av, v〉,
which leads to ‖ι‖2 ≤ ‖A‖ ≤ lim sup ‖ϕ(γ(r))‖. In particular, ϕ · v ∈ Hϕ holds for every
v ∈ V , so that the assertion follows from Proposition 3.4.
3.3 Extreme points and homogeneity
For later use we also state a rather standard result on the situation when the representation
πϕ in Theorem 3.18 is irreducible (compare [Ne00, Cor. III.1.10] or [Arv87, Lemma 5.3]).
We will use the following terminology.
Definition 3.24. If S is a structured ∗-semigroup and E is a real vector space, then a
function f : S◦ → E is said to be homogeneous of degree α ∈ R if, for every x ∈ S◦ and
0 < r < 1, we have f(rx) = rαf(x).
Proposition 3.25. Let S be a structured ∗-semigroup and P1(S
◦) the set of all positive
definite functions ϕ : S◦ → C satisfying sup
x∈S◦
|ϕ(x)| ≤ 1. Then P1(S
◦), endowed with the
topology of pointwise convergence, is a compact convex set. For every non-zero extreme point
ϕ ∈ P1(S
◦), its corresponding representation πϕ : S
◦ → C(Hϕ) given by Theorem 3.18 is
irreducible and there exists some α ∈ [0,∞) for which ϕ is homogeneous of degree α and
πϕ(γ(r)) = r
α1 for 0 < r < 1.
If ϕ is non-constant and t 7→ ϕ(tx) is continuous on [0, 1) for all x ∈ S◦, then α > 0.
Proof. Let D := {z ∈ C : |z| ≤ 1}. Since positive definiteness is preserved under pointwise
limits, P1(S
◦) is a closed subset of the compact set DS
◦
, hence compact.
Let ϕ ∈ P1(S
◦) be an extreme point. In view of Lemma 3.20, the representation (πϕ,Hϕ)
from Theorem 3.18 is non-degenerate and v := ι(1) satisfies
‖v‖2 = ‖ι∗ι‖ ≤ sup
0<r<1
‖ϕ(r)‖ ≤ 1.
20
Suppose that we have a direct sum decomposition πϕ = π1 ⊕ π2 with Hϕ = H1 ⊕ H2 and
both summands non-zero. Then v = (v1, v2) := ι(1) is a cyclic vector with ϕ(s) = 〈πϕ(s)v, v〉
for s ∈ S. As |ϕ(s)| ≤ ‖v‖2 ≤ 1 and ϕ is a non-zero extreme point, we have ‖v‖ = 1. The
cyclicity of v implies that both components vj are non-zero. Accordingly
ϕ = ‖v1‖
2ϕ1 + ‖v2‖
2ϕ2 with ϕj(s) :=
〈πj(s)vj , vj〉
‖vj‖2
is a proper convex combination of the two elements ϕj ∈ P1(S
◦). This contradiction implies
that πϕ is irreducible.
Now Schur’s Lemma implies the existence of a function c : (0, 1) → [0, 1] with π(γ(r)) =
c(r)1 for 0 < r < 1. From [Ne00, Lemma VI.2.2] it now follows that π◦γ is a norm-continuous
representation, so that there exists some α ≥ 0 with c(r) = rα for all 0 < r < 1. We thus
obtain
ϕ(rs) = ι∗π(rs)ι = ι∗π(γ(r))π(s)ι = rαι∗π(s)ι = rαϕ(s) for s ∈ S◦, 0 < r < 1.
This proves the first assertion, and the second follows directly.
The following example shows that Proposition 3.25 does not generalize in any obvious
way to operator-valued functions.
Example 3.26. Let S := {z ∈ C : |z| ≤ 1} = C(C), S◦ = {z ∈ C : |z| < 1} and, for
a complex Hilbert space V , write P1(S
◦, B(V )) the set of all positive definite functions
ϕ : S◦ → B(V ) satisfying sup
x∈S◦
‖ϕ(x)‖ ≤ 1. Then P1(S
◦, B(V )), endowed with the topology
of pointwise weak convergence, is a compact convex set.
The function
ϕ : S◦ →M2(C) ∼= B(C
2), ϕ(z) =
(
1 0
0 z
)
is positive definite with ‖ϕ(s)‖ = 1 for every s ∈ S◦. The corresponding space Hϕ ⊆ (C
2)S
◦
is generated by the function
Ks,v(t) = ϕ(ts
∗)v = (v1, ts
∗v2) for v = (v1, v2).
It follows that
Hϕ ∼= C
(
1
0
)
⊕ Cz
(
0
1
)
is 2-dimensional and multiplicity free.
If ϕ = λϕ1 + (1 − λ)ϕ2 with 0 < λ < 1 and ϕ1, ϕ2 ∈ P1(S
◦, B(C2)), then the functions
ϕj correspond to subrepresentations, so that the only non-trivial way to decompose ϕ is by
λϕ1(z) =
(
1 0
0 0
)
and (1− λ)ϕ2(z) =
(
0 0
0 z
)
.
This leads to ‖ϕ1(z)‖ = λ
−1, so that ϕ1 6∈ P1(S
◦, B(C2)). Consequently, ϕ ∈ P1(S
◦, B(C2))
is an extreme point, the corresponding representation is not irreducible and ϕ is not homo-
geneous.
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4 Completely positive functions on ball(A, p)
In this section we first show that a dilation of a positive definite function on ball(A, p) is
completely positive if and only if ϕ is. Then we turn to the important special case A = R
which provides the key tools to obtain a series expansion ϕ =
∞∑
n=0
ϕn of a bounded completely
positive function ϕ on ball(A, p) into homogeneous components ϕn (Subsection 4.3).
4.1 Complete positivity of dilations
The following proposition connects the complete positivity of a function ϕ : ball(A, p) →
B(V ) to the complete positivity of the corresponding GNS representation (πϕ,Hϕ). If A is
unital, then ϕ is dilatable by Theorem 3.18, so that it asserts in this case that the complete
positivity of ϕ and πϕ are equivalent. It generalizes [Arv87, Th. 2.17], which deals with the
case dim V = 1 and a unital C∗-algebra A.
Proposition 4.1. Let (A, p) be a seminormed ∗-algebra, V be a complex Hilbert space, and
ϕ : ball(A, p)→ B(V ) be a bounded positive definite function. Then the following assertions
hold:
(a) If ϕ is completely positive, then the corresponding GNS representation (πϕ,Hϕ) is com-
pletely positive.
(b) If (π,H, ι) is a minimal dilation of ϕ, then ϕ is completely positive if and only if π is
completely positive.
Proof. First note that for every a ∈ ball(A, p) one has πϕ(a) ∈ B(Hϕ) by Remark 3.5(a).
(a) Put (π,H) := (πϕ,Hϕ). We have to show that, if n ≥ 1, A := (ajk) ∈ Mn(A)+ and
ajk ∈ ball(A, p) for 1 ≤ j, k ≤ n, then (π(ajk)) ∈Mn(B(H))+. Since the functions K
∗
s v, s ∈
ball(A, p), v ∈ V , span a dense subspace ofH, it suffices to prove that
n∑
j,k=1
〈π(ajk)hk, hj〉 ≥ 0
for arbitrary h1, . . . , hn ∈ span{K
∗
sv : s ∈ ball(A, p), v ∈ V }.
There exists an m ∈ N, and bjp ∈ ball(A, p) and vjp ∈ V for 1 ≤ j ≤ n and 1 ≤ p ≤ m,
such that hj =
m∑
p=1
K∗bjpvjp. Then
n∑
j,k=1
〈π(ajk)hk, hj〉 =
n∑
j,k=1
m∑
p,q=1
〈π(ajk)K
∗
bkp
vkp,K
∗
bjqvjq〉
=
n∑
j,k=1
m∑
p,q=1
〈Kbjqπ(ajk)K
∗
bkpvkp, vjq〉 =
n∑
j,k=1
m∑
p,q=1
〈ϕ(bjqajkb
∗
kp)vkp, vjq〉,
and since ϕ is completely positive, it suffices to check that the matrix
C := (bjqajkb
∗
kp) ∈Mmn(A)
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is non-negative. If we denote by Bp ∈ Mn(A) the diagonal matrix diag(b1p, . . . , bnp), then
C = D(A⊗ 1m)D
∗ ≥ 0, where
D =


B1 0 . . . 0
B2 0 . . . 0
...
...
Bm 0 . . . 0

 ∈Mm(Mn(A)) ∼= Mmn(A)
and this proves that π is completely positive.
(b) It is well known (and easy to see) that the linear mapping Ψ: B(H)→ B(V ), T 7→ ι∗T ι
is completely positive. Therefore ϕ = Ψ ◦ π is completely positive if π is completely positive.
For the converse we can use (a) because (π,H) is equivalent to the GNS representation
(πϕ,Hϕ) by Proposition 3.4.
Corollary 4.2. A bounded ∗-representation (π,H) of ball(A, p) is completely positive if and
only if, for every v in some dense subset of H, the function πv(a) := 〈π(a)v, v〉 is completely
positive.
Proof. If π is completely positive, then so is every function πv since the linear functional
A 7→ 〈Av, v〉 on B(H) is positive definite, hence completely positive (Remark 2.10(c)).
Suppose, conversely, that all functions πv are completely positive for v in some dense
subset ofH, hence actually for every v ∈ H. Write π as the direct sum of a zero representation
and a direct sum of cyclic representations (πj ,Hj , vj)j∈J . Since vj ∈ Hj is a cyclic vector
for the representation πj , it follows that πj is a minimal dilation of the positive definite
function ϕj := π
vj , and then πj is unitarily equivalent to the GNS representation πϕj by
Proposition 3.4(b). On the other hand, since the function ϕj is completely positive by
assumption, the representation πϕj is completely positive by Proposition 4.1(a). Hence also
πj is completely positive. This implies that π is completely positive, as an orthogonal direct
sum of completely positive maps.
Corollary 4.3. Let (A, p) be a seminormed ∗-algebra and V be a complex Hilbert space.
If ϕ : ball(A, p) → B(V ) is a dilatable completely positive function, then ϕ − ϕ(0) is also
completely positive and dilatable.
Proof. Let (π,H, ι) be a dilation of ϕ. With the same argument as in the proof of Lemma 3.6,
we see that P := πϕ(0) is a projection onto a trivial subrepresentation. With H0 := P (H)
and H1 := H
⊥
0 and the corresponding decompositions ι = ι0+ ι1 and π(s) = (π0(s), π1(s)) =
(1, π1(s)), we then obtain
ϕ(s) = ι∗π(s)ι = ι∗0ι0 + ι
∗
1π1(s)ι1 and ϕ(0) = ι
∗π(0)ι = ι∗0ι0.
This proves the assertion.
Lemma 4.4. Let (π,H) be a non-degenerate bounded representation of ball(A, p), with its
canonical extension π1 : ball(A1, p1)→ B(H) (Example 3.14). Then π is completely positive
if and only if π1 is completely positive.
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Proof. We must show that the complete positivity of π implies the complete positivity of
π1. Decomposing π as a direct sum of cyclic representations, it suffices to prove the lemma
for cyclic representation. So assume that 0 6= v ∈ H is cyclic and put ϕ(a) := 〈π(a)v, v〉.
For s1, . . . , sn ∈ ball(A, p) and c1, . . . , cn ∈ C, the vectors of the form w :=
∑n
j=1 cjπ(sj)v
form a dense subspace of H. In view of Corollary 4.2, it therefore suffices to show that the
functions
ψ : ball(A1, p1)→ C, ψ(a) := 〈π1(a)w,w〉 =
n∑
i,j=1
cicj〈π(s
∗
jasi)v, v〉 =
n∑
i,j=1
cicjϕ(s
∗
jasi)
are completely positive.
So let A = (akℓ) ∈ MN (A
1) be positive. Then the matrix B := (s∗jakℓsi) ∈ MnN (A)
is positive by Example 2.17(a). Now the complete positivity of ϕ implies that the matrix
(ϕ(s∗jakℓsj)) ∈MnN (C) is positive, so that Example 2.17(b) shows that the matrix
ψN (A) =
( n∑
i,j=1
cicjϕ(s
∗
jakℓsi)
)
1≤k,ℓ≤N
∈MN (C)
is positive. We conclude that ψ is completely positive.
The following proposition is a version of Proposition 3.25 for completely positive functions
on ball(A, p).
Proposition 4.5. If (A, p) is a seminormed involutive algebra, then the set CP1(ball(A, p))
of all completely positive functions ϕ : ball(A, p)→ C with
‖ϕ‖∞ := sup
x∈ball(A,p)
|ϕ(x)| ≤ 1,
endowed with the topology of pointwise weak convergence, is a compact convex set. For every
extreme point ϕ ∈ CP1(ball(A, p)) either Hϕ = {0} or the representation πϕ : S
◦ → C(Hϕ)
is irreducible and there exists some integer α ∈ N0 such that
ϕ(tab) = tαϕ(ab) for 0 ≤ |t| < 1, a, b ∈ ball(A, p). (8)
Proof. Note that complete positivity is preserved under pointwise convergence, so that the
same argument as in Proposition 3.25 implies the compactness of CP1(ball(A, p)). We
likewise see that, for every extreme point ϕ of CP1(ball(A, p)), for which the corresponding
Hilbert space Hϕ is non-zero, the corresponding representation πϕ is irreducible. Here we use
that the complete positivity of ϕ implies the complete positivity of πϕ (Proposition 4.1(a)),
and therefore the complete positivity of the functions ϕj(s) :=
〈πj(s)vj ,vj〉
‖vj‖2
. Using the canon-
ical extension of the representation to ball(A1, p1) (Example 3.14) and Schur’s Lemma,
this implies the existence of some α ≥ 0 with π˜ϕ(t) = t
α1 for |t| < 1. For v ∈ V and
a ∈ ball(A, p), we now have
tαKa,v(b) = (π˜ϕ(t)Ka,v)(b) = Ka,v(tb) = ϕ(tba
∗)v,
so that ϕ satisfies (8). It remains to show that α ∈ N0.
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If 〈ϕ(a∗a)v, v〉 = 0 for every a ∈ ball(A, p) and v ∈ V , then the relation ‖Ka,v‖
2 =
〈ϕ(a∗a)v, v〉 in Hϕ implies that Hϕ = {0}. If this is not the case, then there exists an
a ∈ ball(A, p) and v ∈ V such that the completely positive function ψ(t) := 〈ϕ(a∗ta)v, v〉 =
tα〈ϕ(a∗a)v, v〉 on [−1, 1] does not vanish. Its complete positivity implies that, for every
positive definite matrix A = (aij) ∈ Mn(R) with aij > 0, the matrix (a
α
ij) ∈ Mn(R) is
positive semidefinite. In view of [Ho69, pp. 270-271], this implies that α ∈ N0 (see also
[CR78, Thm. 1]).
Proposition 4.6. Let (A, p) be a seminormed involutive algebra and ϕ : A → B(V ) be
dilatable completely positive and homogeneous of degree n ∈ N0 and bounded on ball(A, p).
Then ϕ is a continuous polynomial which is homogeneous of degree n.
Proof. Case 1: First we assume that A is unital. We use the method of proof of [Arv87,
Lemma 4.3] to see that, for h ∈ A, the function
(∆hϕ)(a) := ϕ(a+ h)− ϕ(a)
is also completely positive. Iterating this argument, one shows that the function
(∆nϕ)(a;h1, . . . , hn) := (∆h1 · · ·∆hn)(a)
is completely positive on the seminormed involutive algebra An+1 with respect to the semi-
norm
qn+1(a0, . . . , an) := max{p(a0), · · · , p(an)}.
The corresponding argument in the proof of [Arv87, Lemma 5.8] works for general unital
involutive algebras, but one should replace the reference to [Arv87, Thm. 2.17] in its proof
by a reference to [Arv87, Lemma 4.3].
Theorem 3.18 shows that, if ϕ(r) = 0 for 0 < r < 1, then ι = 0, and thus ϕ = 0. Now the
same argument as in [Arv87, p. 342] implies that ϕ is a homogeneous polynomial of degree n.
In the whole argument, continuity is never needed, only that the functions ∆kϕ are bounded
on balls with respect to the corresponding seminorm qk+1.
Case 2: Now we assume that A is not unital. Let (π,H, ι) be a dilation of ϕ. Since we
may assume that H = Hϕ (Proposition 3.4) and ϕ is homogeneous of degree n, it follows that
π(ta) = tnπ(a) for a ∈ A and t ∈ R. In view of Lemma 4.4, the bounded representation π of
ball(A, p) extends to a bounded representation π1 of ball(A1, p1). Further Proposition 4.1
implies that π1 is completely positive. Therefore the first part of the proof applies to the
completely positive function ϕ1(a) := ι∗π1(a)ι which extends ϕ to ball(A1, p1).
Since representations are dilatable for trivial reasons (Example 3.8), the preceding propo-
sition implies:
Corollary 4.7. If π : (A, ·) → B(H) is a representation bounded on ball(A, p) and homo-
geneous of degree n, then π is a continuous homogeneous polynomial of degree n.
Remark 4.8. Let ϕ : A → B(V ) be completely positive, homogeneous of degree n ∈ N0 and
bounded on ball(A, p) but not necessarily dilatable. Then all functions in Hϕ ⊆ C
ball(A,p)
are homogeneous of degree n ∈ N0, which implies that the representation πϕ is homogeneous
of degree n. Now the preceding corollary implies that πϕ is a continuous homogeneous
polynomial of degree n.
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Remark 4.9. It follows by [AC86, Th. 4] that if A is a C∗-algebra and S = (A, ·) its mul-
tiplicative group, then the completely positive maps ϕ : S → B(V ) which are homogeneous
of degree 1 in the sense of the above Definition 3.24 are precisely the (completely positive)
R-linear maps.
4.2 The case A = R
In this section we take a closer look at the special case A = R. We write S := ball(R) =
((−1, 1), ·). We know from Proposition 4.5 that the set CP1(S) of completely positive func-
tions ϕ on S with ‖ϕ‖∞ ≤ 1 is a compact convex set with respect to the topology of pointwise
convergence and that its non-zero extreme points are the characters
χn(r) = r
n, n ∈ N0.
Then
S :=
{
(an)n∈N0 ∈ ℓ
1(N0) : aj ≥ 0,
∑
n
an ≤ 1
}
is a weak-∗-closed bounded subset of ℓ1(N0) ∼= c0(N0)
′, hence compact in the weak-∗-topology.
This implies that on S the weak-∗-topology coincides with the product topology inherited
from RN0 . We have a well-defined map
Φ: S → CP1((−1, 1)), Φ((an))(t) :=
∞∑
n=0
ant
n,
and since the sequences (tn)n∈N0 , |t| < 1, are in c0(N0), Φ is continuous with respect to the
product topology on S and the topology of pointwise convergence on CP1((−1, 1)). Since Φ
is affine, its image is a compact convex subset of CP1((−1, 1)) which contains the extreme
points χn = Φ(en). Hence Φ is surjective by the Krein–Milman Theorem. As Φ is obviously
injective, the compactness of S implies that Φ is a homeomorphism. Hence every function
ϕ ∈ CP1((−1, 1)) is analytic and its Taylor series in 0 converges uniformly on the closed
interval [−1, 1]. In particular, ϕ extends to a continuous function on [−1, 1].
Remark 4.10. The completely positive characters of (−1, 1) are the monomials χn(t) = t
n,
n ∈ N0.
Proposition 4.11. (Completely positive functions on (−1, 1)).
(a) Every non-degenerate bounded completely positive representation (π,H) of (−1, 1) is a
direct sum of subrepresentations (πn,Hn)n∈N0 with πn(t) = t
n1 for |t| < 1.
(b) Every bounded completely positive function ϕ : (−1, 1)→ B(V ) is of the form
ϕ(t) =
∞∑
n=0
tnAn,
where An ≥ 0 and the sum converges on each interval [−r, r], r < 1, in the norm
topology. Further, ϕ(±1) :=
∑∞
n=0(±1)
nAn defines a weakly continuous extension to
[−1, 1].
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Proof. (a) Since every non-degenerate representation is a direct sum of cyclic ones, this
follows from the structure of the bounded completely positive functions on (−1, 1):
ϕ(t) =
∞∑
n=0
ant
n with an ≥ 0 and
∑
n
an <∞.
It implies that Hϕ contains χn whenever an > 0 because ϕ−anχn is positive definite ([Ne00,
Thm. I.2.8]). Let ϕn := anχn. Then the norm of ϕn in Hϕn is given by ‖ϕn‖
2 = an, so that
the series
∑
n ϕn converges in ⊕
∞
n=0Hϕn . This shows that Hϕ
∼= ⊕∞n=0Hϕn .
(b) Let (π,H, ι) be a dilation of ϕ (Theorem 3.18). Then Proposition 4.1 implies that
the non-degenerate representation π is completely positive. Now (a) implies that (π,H) =
⊕∞n=0(πn,Hn) and we obtain with ι(v) =
∑
n ιn(v), ιn(v) ∈ Hn, the relations
π(t) =
∑
n
tn idHn and ϕ(t) =
∑
n
tnAn with An := ι
∗
nιn ∈ B(V ),
where the series converge in the weak operator topology and uniformly on [−r, r] in the norm
topology. We further have the weak operator convergent series
ι∗ι =
∑
n
ι∗nιn =
∑
n
An
which leads to weak operator continuous extension of ϕ by ϕ(±1) :=
∑∞
n=0(±1)
nAn.
4.3 Series expansion of bounded completely positive functions
For a bounded function ϕ : ball(A, p)→ E with values in a Banach space E, we write
‖ϕ‖∞ := sup{‖ϕ(a)‖ : a ∈ ball(A, p)}.
Theorem 4.12. Let ϕ : ball(A, p)→ B(V ) be a bounded dilatable completely positive func-
tion. Then ϕ is analytic in the p-topology and its Taylor series ϕ =
∑
n ϕn at 0 converges
for every r < 1 uniformly on the ball {a ∈ A : p(a) ≤ r}. The homogeneous polynomials ϕn
are also completely positive with
‖ϕn‖∞ ≤ ‖ϕ‖∞ for every n ∈ N.
Proof. Let (π,H, ι) be a be a minimal dilation of ϕ (Theorem 3.18). Then the representation
π is non-degenerate and is completely positive by Proposition 4.1, and by Lemma 4.4 it
extends to a completely positive representation π1 of ball(A1, p1). Applying Proposition 4.11
to π1|(−1,1)1, we see that (π,H) ∼=
⊕
n∈N0
(πn,Hn) with the ball(A, p)-invariant subspaces
Hn = {v ∈ H : π
1(t1)v = tnv for |t| < 1}.
Writing ι(v) =
∑
n
ιn(v) with ιn(v) ∈ Hn, this leads to the weakly convergent series
ϕ(a) = ι∗π(a)ι =
∑
n
ϕn(a) with ϕn(a) := ι
∗
nπn(a)ιn,
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where πn and ϕn are homogeneous of degree n in the sense that
ϕn(ta) = t
nϕn(a) and πn(ta) = t
nπn(a) for a ∈ ball(A, p), |t| < 1.
Since ‖ιn‖ ≤ ‖ι‖ and ‖πn(a)‖ ≤ ‖π(a)‖ ≤ 1, the series ϕ(a) =
∞∑
n=0
ϕn(a) converges uniformly
on all subsets Br := {a ∈ A : p(a) < r} for r < 1 with respect to the norm topology on B(V ),
and pointwise on all of ball(A, p). To see that ϕ is analytic, it now suffices to observe that
each ϕn is polynomial, which follows from Lemmas 2.11 and Proposition 4.6.
The main point of the preceding theorem is the fact that the homogeneous functions ϕn
are polynomials. This would follow much more directly if ϕ is weakly smooth, because then
the Taylor series of the functions a 7→ 〈ϕ(a)v, w〉, v, w ∈ V , makes sense, and the terms of
order n are polynomial in a.
Remark 4.13. (On the non-unital case) Every completely positive representation
π : ball(A, p) → C(H) is in particular a dilatable completely positive function, so that
Theorem 4.12 applies.
This applies in particular to the GNS representation (π,H) = (πϕ,Hϕ) associated to
a bounded completely positive function ϕ : ball(A, p) → B(V ) (Proposition 4.1 and Re-
mark 3.5). From the decomposition π =
∑∞
n=0 πn, we derive that the corresponding positive
definite kernel K(a, b) := ϕ(ab∗) decomposes as K =
∑∞
n=0K
n, and these kernels satisfy
Kn(ab, c) = Kn(a, cb∗) for a, b, c ∈ ball(A, p).
IfA is not unital, then it is not clear if there exists functions ϕn : ball(A, p)→ B(V ), n ∈ N0,
with ϕn(ab
∗) = Kn(a, b) for a, b ∈ ball(A, p). Without the assumption of dilatability it is
therefore not clear if ϕ admits a corresponding series expansion. If ball(A, p) contains an
approximate identity and ϕ is continuous, then we can use [Ne00, Prop. IV.1.29] to obtain
functions ϕn on the dense subsemigroup ball(A, p) ball(A, p) of ball(A, p) which satisfy
ϕn(ab
∗) = Kn(a, b) for a, b ∈ ball(A, p).
5 Analytic positive definite functions
In this section we turn to positive definite functions ϕ : ball(A, p)→ B(V ) which are analytic
with respect to some locally convex topology on A for which p is a continuous seminorm (cf.
Definition A.1). After some general observations concerning series expansions on structured
semigroup in Subsection 5.1, we derive in Subsection 5.2 a series expansion of dilatable
bounded analytic positive definite functions ϕ : ball(A, p) → B(V ). Before we can use
these result to show that ϕ is completely positive, we take in Subsection 5.3 a detailed
look at the case where ϕ is a homogeneous polynomial. The main result to deal with this
case is Proposition 5.11 which asserts that the C∗-algebra Sn(C∗(A, p)) is the universal
enveloping algebra of (Sn(A), pn). This in turn is used to show that every dilatable positive
definite homogeneous polynomial ϕ : A → B(V ) which is bounded on ball(A, p) is completely
positive.
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5.1 Series expansions on structured ∗-semigroups
Proposition 5.1. Let S be a structured ∗-semigroup, T ⊆ S be a subsemigroup with rT ⊆ T
for 0 < r < 1 and V be a complex Hilbert space. For every integer n ≥ 0, let the function
ϕn : T → B(V ) be homogeneous of degree n such that, for every a ∈ T , the series
ϕ(a) :=
∑
n≥0
ϕn(a)
is convergent in the weak operator topology and M := sup
a∈T
‖ϕ(aa∗)‖ <∞. Then the function
ϕ is positive definite if and only if all the functions (ϕn)n≥0 are positive definite on T . If
this is the case, then sup
a∈T
‖ϕn(aa
∗)‖ ≤M for all n ≥ 0.
Proof. Let us fix arbitrary m ≥ 1, a1, . . . , am ∈ T , and v1, . . . , vm ∈ V , and set αn :=
m∑
j,k=1
〈ϕn(a
∗
jak)vk, vj〉 ∈ C. If 0 ≤ t ≤ 1, the series ψ(t) =
∑
n≥0
αnt
n =
m∑
j,k=1
〈ϕ(ta∗jak)vk, vj〉 is
convergent. Moreover, if 0 ≤ t1, . . . , tq ≤ 1, and µ1, . . . , µq ∈ C, then
q∑
i,ℓ=1
ψ(titℓ)µiµℓ =
q∑
i,ℓ=1
m∑
j,k=1
〈ϕ((tℓaj)
∗(tiak))(µivk), µℓvj〉 ≥ 0
since ϕ is positive definite. Therefore ψ : [0, 1] → C is positive definite on the ∗-semigroup
[0, 1], and then [Arv87, Lemma 3.8] shows that, for every n ≥ 0, we have
0 ≤ αn ≤ sup
0≤t≤1
ψ(t),
that is
0 ≤
m∑
j,k=1
〈ϕn(a
∗
jak)vk, vj〉 ≤ sup
0≤t≤1
m∑
j,k=1
〈ϕ(ta∗jak)vk, vj〉. (9)
Recalling the definition of αn, it follows that, for each n ≥ 0, the homogeneous function
ϕn : T → B(V ) is positive definite. Using the above equation (9) (with m = 1), we obtain
sup
a∈T
‖ϕn(a
∗a)‖ ≤ sup
a∈T
‖ϕ(a∗a)‖ = M.
This concludes the proof.
Corollary 5.2. Let S be a structured ∗-semigroup and V be any complex Hilbert space. For
every integer n ≥ 0, let the function ϕn : S
◦ → B(V ) be homogeneous of degree n such that,
for every a ∈ S◦, the series
ϕ(a) :=
∑
n≥0
ϕn(a)
is convergent in the weak operator topology and M := sup
a∈S◦
‖ϕ(a)‖ < ∞. Then the function
ϕ is positive definite if and only if all the functions (ϕn)n≥0 are positive definite. If this is
the case, then sup
a∈S◦
‖ϕn(a)‖ ≤M for all n ≥ 0.
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Proof. We apply Proposition 5.1 to T = S◦ and recall that S◦ = S◦S◦, which implies that,
for s = ab∗, we obtain
‖ϕn(s)‖
2 = ‖ϕn(ab
∗)‖2 ≤ ‖ϕn(aa
∗)‖‖ϕn(bb
∗)‖ ≤M2.
This completes the proof.
5.2 Analytic positive definite functions
Definition 5.3. If M is an analytic manifold and V a complex Hilbert space, then we call
a function ϕ : M → B(V ) weakly analytic if there exists a dense subspace E ⊆ V , such that,
the function M → C,m 7→ 〈ϕ(m)v, w〉 is analytic for v, w ∈ E.
Proposition 5.4. Every bounded weakly analytic positive definite function ϕ : (−1, 1) →
B(V ) is completely positive.
Proof. (a) First we consider the case V = C. Then ϕ|[0,1) is increasing by Lemma 3.23(ii),
and by [Ne00, Cor. VI.2.11] there exists a uniquely determined positive Radon measure µ on
[0,∞) with
ϕ(t) =
∫ ∞
0
tα dµ(α) for 0 < t < 1.
On the other hand, the analyticity of ϕ in 0 implies the existence of an ε > 0 and an ∈ C
with
ϕ(t) =
∞∑
n=0
ant
n for |t| ≤ ε.
Then the function ψ(t) := ϕ(tε) =
∑∞
n=0 anε
ntn on [0, 1] is is positive definite, so that
Lemma 3.23(iv) implies that 0 ≤ an ≤ ε
−nψ(1) = ε−nϕ(ε). From the uniqueness of the
measure µ and the identity
∫ ∞
0
tα εαdµ(α) = ϕ(tε) =
∞∑
n=0
anε
ntn for 0 < t ≤ 1,
it follows that µ =
∑∞
n=0 anδn. This in turn implies that
ϕ(t) =
∫ ∞
0
tα dµ(α) =
∞∑
n=0
ant
n
holds for 0 ≤ t < 1 and by analyticity we have this relation for |t| < 1. It follows in particular
that ϕ is completely positive.
(b) Now let ϕ : (−1, 1)→ B(V ) be weakly analytic and positive definite. Let E ⊆ V be a
dense subspace such that s 7→ 〈ϕ(s)v, w〉 is analytic for v, w ∈ E. To see that ϕ is completely
positive, it suffices to show that the corresponding GNS representation πϕ is completely
positive (Proposition 4.1). This representation is weakly analytic, because the functions
s 7→ 〈πϕ(s)πϕ(t)ι(v), πϕ(u)ι(w)〉 = 〈ϕ(ust)v, w〉, v, w ∈ E,
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are analytic for every t, u ∈ (−1, 1). Therefore we may assume that ϕ = π is a non-degenerate
representation. Then π is a direct sum of cyclic representations whose generating vectors
have analytic matrix coefficients. Combining (a) with Proposition 4.1, it follows that all
these subrepresentations are completely positive, and therefore π is completely positive.
Let ϕ : S := ball(A, p) → B(V ) be a bounded positive definite real analytic function
for some locally convex topology for which p is continuous (Definition A.1(c)) and πϕ : S →
B(Hϕ) be the corresponding contraction representation of S (Theorem 3.18). Since ϕ is
analytic, there exists an open circular 0-neighborhood U ⊆ S such that
ϕ(a) =
∑
n≥0
ϕn(a) with ϕn(a, . . . , a) =
1
n!
(∂naϕ)(0)
converges for every a ∈ U .
Lemma 5.5. If the function ϕ is dilatable, then the Hilbert space Hϕ is the orthogonal
direct sum of the subspaces Hϕn and the series ϕ =
∑
n ϕn converges uniformly on every ball
Br := {a ∈ A : p(a) < r}.
Proof. Let H := Hϕ and write π for the corresponding representation of S on H defined by
(π(s)f)(t) = f(ts). We write π1 for the canonical extension of π to ball(A1, p1) (Exam-
ple 3.14). For w := Ks,v and t ∈ J := (−1, 1), we have
〈π1(t)w,w〉 = 〈π1(t)Ks,v,Ks,v〉 = 〈Ks,v(st), v〉 = 〈KstK
∗
s v, v〉 = 〈ϕ(sts
∗)v, v〉,
and this function on J is analytic and positive definite, hence completely positive by Propo-
sition 5.4. We conclude that w has in H an orthogonal expansion w =
∑
n wn with
π1(t)wn = t
nwn for t ∈ J . As the vectors of the form Ks,v, s ∈ S, v ∈ V , span a dense
subspace of H, it follows that H is the orthogonal direct sum of the J -eigenspaces
Hn := {v ∈ H : (∀t ∈ J ) π(t)v = t
nv}.
Let πn denote the corresponding subrepresentation of S on Hn. Accordingly, we write ι(v) =∑
n ιn(v) with continuous linear maps ιn : V → Hn. This leads to the weakly convergent
series
ϕ(s) = ι∗π(s)ι =
∑
n
ι∗nπn(s)ιn.
We further have ‖ιn‖ ≤ ‖ι‖ and, for a ∈ A with p(a) < r < 1,
‖πn(a)‖ = r
n‖πn(r
−1a)‖ ≤ rn‖π(r−1a)‖ ≤ rn.
Therefore the above series converges uniformly on every ball Br, r < 1. Further, the homo-
geneity of the functions ι∗nπn(s)ιn implies that ϕn(s) = ι
∗
nπn(s)ιn for every s ∈ S. This in
turn implies that Hn = Hϕn .
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5.3 Homogeneous positive definite functions
We now take a closer look at the representations corresponding to homogeneous positive
definite functions ϕ of degree n on ball(A, p), resp., A. In particular, we shall see that these
functions are completely positive, and this will complete the proof of the result that bounded
analytic positive definite functions are completely positive.
Lemma 5.6. If (Aj , pj), j = 1, 2, are seminormed involutive algebras, then their projective
tensor product (A1 ⊗A2, p1 ⊗ p2) with
(p1 ⊗ p2)(z) := inf
{∑
j
p1(xj)p2(yj) : z =
∑
j
xj ⊗ yj
}
is also a seminormed involutive algebra.
Proof. It is well-known that p1⊗p2 defines a seminorm on the real associative ∗-algebra B :=
A1 ⊗A2 ([Tr67]). For z =
∑
j xj ⊗ yj and z
′ =
∑
j x
′
j ⊗ y
′
j, we have zz
′ =
∑
j,k xjx
′
k ⊗ yjy
′
k.
From∑
j,k
p1(xjx
′
k)p2(yjy
′
k) ≤
∑
j,k
p1(xj)p2(yj)p1(x
′
k)p2(y
′
k) =
∑
j
p1(xj)p2(yj)
∑
k
p1(x
′
k)p2(y
′
k)
we then derive that
(p1 ⊗ p2)(zz
′) ≤ (p1 ⊗ p2)(z)(p1 ⊗ p2)(z
′),
i.e., that p1 ⊗ q2 is submultiplicative. It is also easy to see that p1 ⊗ p2 is involutive.
Example 5.7. The preceding lemma implies in particular, that we obtain for any semi-
normed involutive algebra (A, p) a natural seminorm on the matrix algebra
Mn(A) ∼= Mn(R) ⊗R A, where the norm on Mn(R) is the operator norm with respect to
the euclidean norm on Rn.
We consider the involutive algebra
Sn(A) := (A⊗n)Sn
and endow it with the seminorm pn obtained by restricting the (projective) seminorm p
⊗n
(Lemma 5.6). Then the natural homomorphism η⊗nA : A
⊗n → C∗(A, p)⊗n intertwines the
Sn-actions, so that it induces a morphism
Sn(ηA) : S
n(A)→ Sn(C∗(A, p)).
If B and C are C∗-algebras, we write B⊗C for the C∗-algebra obtained from the algebraic
tensor product by completion with respect to the maximal C∗-norm, which leads to the
projective C∗-tensor product (cf. [Tak02, Def. IV.4.5]).
The following proposition generalizes [Ok66, Thm.3] that deals with the special case of
Banach ∗-algebras with approximate identities.
Proposition 5.8. Let (Aj , pj), j = 1, 2, be two real seminormed involutive algebras. Then
the map ηA1 ⊗ ηA2 : A1 ⊗ A2 → C
∗(A1, p1) ⊗ C
∗(A2, p2) has the universal property of the
enveloping C∗-algebra of the seminormed involutive algebra (A1 ⊗A2, p1 ⊗ p2).
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Proof. Let π : A1 ⊗A2 → B(H) be a non-degenerate p1 ⊗ p2-bounded representation. If the
algebras Aj are both unital, then π1(a1) := π(a1 ⊗ 1) and π2(a2) := π(1 ⊗ a2) are pairwise
commuting representations of A1, resp., A2 with
π(a1 ⊗ a2) = π1(a1)π2(a2).
If the algebras Aj are not unital, we have to invoke multiplier techniques to obtain the
representations πj . Let (A
1
j , p
1
j) denote the unital seminormed involutive algebra associated
to (Aj , pj) (Definition 2.15). Then A1⊗A2 is an ideal of A
1
1⊗A
1
2, so that the latter algebra
acts on A1 ⊗A2 by multipliers. For mj ∈ A
1
j and z ∈ A1 ⊗A2, we have
(p1 ⊗ p2)((m1 ⊗m2)z) = inf
{∑
k
p1(xk)p2(yk) :
∑
k
xk ⊗ yk = (m1 ⊗m2)z
}
≤ inf
{∑
k
p1(m1xk)p2(m2yk) :
∑
k
xk ⊗ yk = z
}
≤ p11(m1)p
1
2(m2) inf
{∑
k
p1(xk)p2(yk) :
∑
k
xk ⊗ yk = z
}
= p11(m1)p
1
2(m2)(p1 ⊗ p2)(z).
We conclude that, for Sj := ball(A
1
1, p
1
1) and S := ball(A1 ⊗A2, p1 ⊗ p2), we have
(S1 × S2)S ⊆ S.
Applying Lemma 3.22 to the ideal
A := A1 ⊗A2 E B := (A1 ⊗A2) +A
1
1 ⊗ 1,
we obtain a unique linear representation π11 : A
1
1 → B(H), bounded on S1 and satisfying
π11(a)π(a1 ⊗ a2) = π(aa1 ⊗ a2) for a, a1 ∈ A1, a2 ∈ A2.
We likewise obtain a unique linear representation π12 : A
1
2 → B(H), bounded on S2 and
satisfying
π12(a)π(a1 ⊗ a2) = π(a1 ⊗ aa2) for a1 ∈ A1, a, a2 ∈ A2.
We put πj := π
1
j |Aj . For a1, a
′
1 ∈ A and a2, a
′
2 ∈ A2, the relation
π1(a1)π2(a2)π(a
′
1 ⊗ a
′
2) = π(a1a
′
1 ⊗ a2a
′
2) = π(a1 ⊗ a2)π(a
′
1 ⊗ a
′
2)
now implies that
π(a1 ⊗ a2) = π1(a1)π2(a2).
Since π1j is bounded on Sj , it follows that the representation πj of Aj is bounded on
ball(Aj , pj), i.e., ‖πj(aj)‖ ≤ pj(aj) for aj ∈ Aj , j = 1, 2. Hence there exist pairwise
commuting representations π̂j : C
∗(Aj , pj)→ B(H) with π̂j ◦ ηAj = πj . Now
π̂(a1 ⊗ a2) := π̂1(a1)π̂2(a2)
defines a representation π̂ : C∗(A1, p1) ⊗ C
∗(A2, p2) → B(H) with π̂ ◦ (ηA ⊗ ηA2) = π (see
[Tak02, Prop. IV.4.7]).
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Iterating the preceding lemma, we obtain in particular:
Corollary 5.9. The map η⊗nA : A
⊗n → C∗(A, p)⊗n is universal for the seminormed involu-
tive algebra (A⊗n, p⊗n).
Lemma 5.10. Let Γ be a finite group acting on the seminormed involutive algebra (A, p).
Then the fixed point projection p : A → AΓ is completely positive.
Proof. SinceMn(p) : Mn(A)→Mn(A
Γ) is the fixed point projection for the canonical action
of Γ on Mn(A), it suffices to show that p is positive. This follows from the positivity of
p(a∗a) =
1
|Γ|
∑
γ∈Γ
γ(a∗a) =
1
|Γ|
∑
γ∈Γ
γ(a)∗γ(a).
Proposition 5.11. The homomorphism Sn(ηA) : S
n(A) → Sn(C∗(A, p)) has the universal
property of C∗(Sn(A), pn).
Proof. Case 1: First we assume that A is unital. Let π : Sn(A) → B(H) be a pn-bounded
(unital) representation. The Sn-equivariant projection q : A
⊗n → Sn(A) is completely pos-
itive (Lemma 5.10) and since the seminorm p⊗n is Sn-invariant, q is a p
⊗n-contraction.
Therefore π ◦ q : A⊗n → B(H) is p⊗n-bounded and completely positive, hence of the form
ι∗ρ(·)ι for a p⊗n-bounded representation ρ of A⊗n (cf. Theorem 3.18). In view of Proposi-
tion 3.9 and Corollary 5.9, this implies the existence of a completely positive map
Φ: C∗(A, p)⊗n → B(H) with Φ(ηA(a1)⊗ · · · ⊗ ηA(an)) = π(q(a1 ⊗ · · · ⊗ an)).
Then Φ(ηA(a)⊗ · · · ⊗ ηA(a)) = π(a⊗ · · · ⊗ a)) implies that
Φ ◦ Sn(ηA) = π.
As π is a representation and the image of Sn(ηA) spans a dense subspace in S
n(C∗(A, p)),
Φ is multiplicative on Sn(C∗(A, p)), so that Φ|Sn(A) is a representation.
Case 2: If A is not unital, we assume that π is non-degenerate. We first observe that
Sn(A) E Sn(A1) is an ideal. Let
S := ball(Sn(A), pn) and S
1 := {b ∈ Sn(A1) : bS ∪ Sb ⊆ S}.
Then S1 contains all elements of the form a⊗n, where a ∈ ball(A1, p1), and these elements
span Sn(A1). Therefore Lemma 3.22 implies that π extends to a linear unital representation
π̂ : Sn(A1)→ B(H) which is bounded on S1.
We claim that π̂ is bounded on ball(Sn(A1), p1n). To this end, we first observe that, for
a ∈ A, m ∈ A1, we have p(ma) ≤ p1(m)p(a) because p1 is submultiplicative and extends p.
This leads to
p⊗n((m1 ⊗ · · · ⊗mn)z) ≤ p
1(m1) · · · p
1(mn)p
⊗n(z) for mj ∈ A
1, z ∈ A⊗n,
and this in turn to
p⊗n(wz) ≤ (p1)⊗n(w)p⊗n(z) for w ∈ (A1)⊗n, z ∈ A⊗n.
34
This specializes to
pn(wz) ≤ p
1
n(w)pn(z) for w ∈ S
n(A1), z ∈ Sn(A).
From this estimate we derive that ball(Sn(A1), p1n) ⊆ S
1, so that π̂ is bounded on the
semigroup ball(Sn(A1), p1n), which leads to ‖π̂(w)‖ ≤ p
1
n(w) for w ∈ S
n(A1). Hence Case 1
shows that there exists a unital representation β : Sn(C∗(A1, p))→ B(H) with
β ◦ ηSn(A1) = π̂.
Composing with the natural map Sn(C∗(A, p)) → Sn(C∗(A, p)1) ∼= Sn(C∗(A1, p1)) (cf.
Remark 2.16), we obtain a representation γ : Sn(C∗(A, p))→ B(H) with
γ(Sn(ηA)(a
⊗n)) = γ(ηA(a)
⊗n) = β(ηA1(a)
⊗n) = β(ηSn(A1)(a
⊗n)) = π̂(a⊗n) = π(a⊗n).
This implies that the two representations π and γ ◦ Sn(ηA) of S
n(A) coincide, and thus
Sn(ηA) : S
n(A) → Sn(C∗(A, p)) has the universal property of the enveloping C∗-algebra of
the seminormed involutive algebra (Sn(A), pn).
The following automatic continuity lemma is a version of Corollary 3.9 for polynomials
of higher degree. We recall that the dilatability assumption is always satisfied if A is unital
(Theorem 3.18).
Lemma 5.12. Let (A, p) be a real seminormed involutive algebra, n ∈ N0, and V be a
complex Hilbert space. For every p-bounded dilatable positive definite homogeneous polynomial
ϕ : A → B(V ) of degree n, there exists a unique complex linear completely positive map
Φn : S
n(C∗(A, p))→ B(V ) with ϕ(a) = Φn(ηA(a)
⊗n) for a ∈ A.
In particular, ϕ is completely positive.
Proof. Let (π,H, ι) be a dilation of ϕ|ball(A,p). The assumption that ϕ is a homogeneous
polynomial of degree n implies that all elements of H ∼= Hϕ have this property, so that
π(ra) := rnπ(a) yields an extension to a representation of the involutive semigroup (A, ·).
The map π : A → B(H) is a polynomial of degree n bounded on ball(A, p). Hence π defines
a unique linear representation π˜ : Sn(A)→ B(H) bounded on the subsemigroup
S := {a⊗n : a ∈ ball(A, p)} ⊆ ball(Sn(A), pn).
This implies that the corresponding symmetric n-linear map β : An → B(H) is continuous
on the diagonal with respect to the p-topology, and polarization shows that β is continuous
with respect to the p-topology on An. This in turn shows that the corresponding linear map
β˜ : A⊗n → B(H) is p⊗n-continuous, and therefore β˜|Sn(A) = π˜ is pn-continuous, i.e., bounded
on ball(Sn(A), pn), and therefore ‖π˜(z)‖ ≤ 1 for z ∈ ball(S
n(A), pn) (cf. Remark 2.4).
Now Proposition 5.11 provides a representation ρ : Sn(C∗(A, p))→ B(H) with ρ◦Sn(ηA) =
π˜. We thus obtain for a ∈ A:
ϕ(a) = ι∗π(a)ι = ι∗π˜(a⊗n)ι = ι∗ρ(ηA(a)
⊗n)ι.
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Hence ϕ = Φn(ηA(a)
⊗n) holds for Φn(b) := ι
∗ρ(b)ι, which is obviously completely positive,
hence also positive definite.
For Φ(b) := Φn(b
⊗n) we now have Φ ◦ ηA = ϕ. Therefore the complete positivity of ϕ fol-
lows from the complete positivity of ηA, the complete positivity of the map
C∗(A, p)→ Sn(C∗(A, p)), b 7→ b⊗n ([Arv87, Lemma 3.5]) and the complete positivity of Φn.
Theorem 5.13. If (A, p) is a seminormed algebra, V a complex Hilbert space and
ϕ : ball(A, p) → B(V ) a dilatable bounded positive definite function which is analytic with
respect to some locally convex topology for which p is continuous, then ϕ is completely positive.
Proof. First, Lemma 5.5 asserts that the Taylor series ϕ =
∑
n ϕn converges uniformly on
all balls Br, r < 1. Next, Lemma 5.12 implies that the functions ϕn are completely positive,
so that ϕ is completely positive as well.
6 Proof of the main theorem
In this section we finally prove Theorem 1.1.
Definition 6.1. For any C∗-algebra B and k ∈ N0, we consider the C
∗-algebra
Sn(B) := (B⊗n)Sn
generated by the elements of the form b⊗n, b ∈ B, in the C∗-algebra B⊗n. Here the tensor
product means the projective C∗-tensor product, resp., the completion of the tensor product
with respect to the maximal C∗-norm (cf. [Tak02, Def. IV.4.5]). The above Sn(B) is the
subalgebra of fixed points for the natural action of the symmetric group Sn on B
⊗n. For
n = 0, we put S0(B) := C. The exponential C∗-algebra of B is
eB :=
{
(bk)k≥0 ∈
∏
k≥0
Sk(B) | lim
k→∞
‖bk‖ = 0
}
. (10)
We then obtain a natural map
ΓB : ball(B)→ ball(e
B), ΓB(b) =
∑
k≥0
b⊗k.
We will write simply ΓB = Γ whenever the C
∗-algebra B is understood from the context.
Lemma 6.2. For every C∗-algebra B, the map ΓB : ball(B)→ C(e
B) is a completely positive
holomorphic homomorphism of ∗-semigroups.
Proof. For every k ∈ N0, the map Γk|ball(B) : ball(B) → S
k(B) is completely positive and
homogeneous of degree k by [Arv87, Lemma 3.5]. Since their sum converges uniformly on
every ball of radius r < 1, the map ΓB is also holomorphic and completely positive.
We now consider the natural map
Γ = ΓA : ball(A, p)→ ball(e
C∗(A,p)), Γ(a) =
∑
k≥0
ηA(a)
⊗k.
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Lemma 6.3. The map Γ: ball(A, p) → eC
∗(A,p) is completely positive and analytic in the
p-topology on A.
Proof. Let B := C∗(A, p). Since the map ηA : ball(A, p) → ball(B) is continuous linear,
the analyticity of Γ follows from the holomorphy of ΓB (Lemma 6.2).
To see that Γ is completely positive, we have to show that, for A = (aij) ≥ 0 in Mn(A)
and p(aij) < 1, the matrix (Γ(aij)) ∈ Mn(e
B) is positive. This follows from the complete
positivity of the linear ∗-homomorphism ηA : A →֒ B (Remark 2.10(b)) and Lemma 6.2.
The following theorem is our main theorem stated as Theorem 1.1 in the introduction.
Theorem 6.4. Let (A, p) be a real seminormed involutive algebra, V a complex Hilbert space
and ϕ : ball(A, p)→ B(V ) be a bounded function. Then the following are equivalent:
(i) ϕ is completely positive and dilatable.
(ii) ϕ is dilatable, positive definite and analytic with respect to some locally convex topology
for which p is continuous.
(iii) There exists a linear completely positive map Φ: eC
∗(A,p) → B(V ) with Φ ◦ Γ = ϕ.
Proof. (i) ⇒ (ii) follows from Theorem 4.12.
(ii) ⇒ (i) follows from Theorem 5.13.
(iii) ⇒ (i): Let B := C∗(A, p) and Φ: eB → B(V ) be any completely positive linear
map. Since a composition of completely positive maps is completely positive (Remark 2.10),
it follows from Lemma 6.3 that Φ ◦ Γ is an analytic completely positive map. Further, the
dilatability of ϕ follows from the dilatability of Φ (cf. Proposition 3.9).
(i)⇒ (iii): First, Theorem 4.12 implies the existence of an expansion ϕ =
∑∞
n=0 ϕn, where
each ϕn is a homogeneous completely positive polynomial with ‖ϕn‖∞ ≤ ‖ϕ‖∞. Lemma 5.12
now provides linear positive maps Φn : S
n(C∗(A, p))→ B(V ) with ϕn(a) = Φn(ηA(a)
⊗n) for
a ∈ ball(A, p). For the canonical extensions to A1, we further have Φ1n(1
⊗n) = ϕ1n(1) ≤
ϕ1(1), so that the sequence (‖Φ1n‖)n∈N0 is bounded. This implies that Φ(x) :=
∑
nΦn(xn)
defines a continuous linear function eC
∗(A,p) → B(V ) with the required properties.
For unital algebras, we obtain the following simplification:
Corollary 6.5. Let (A, p) be a real unital seminormed involutive algebra, V a complex Hilbert
space and ϕ : ball(A, p)→ B(V ) be a bounded function. Then the following are equivalent:
(i) ϕ is completely positive.
(ii) ϕ is positive definite and analytic with respect to some locally convex topology for which
p is continuous.
(iii) There exists a linear completely positive map Φ: eC
∗(A,p) → B(V ) with Φ ◦ Γ = ϕ.
Proof. If A is unital, then every bounded positive definite function on ball(A, p) is dilatable
by Theorem 3.18, so that the assertion follows from Theorem 6.4.
Recall from Example 3.10 that the dilatability assumptions cannot be removed from
Theorem 6.4, which is the same as Theorem 1.1.
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Corollary 6.6. The assignment Φ 7→ Φ ◦ Γ is a bijection between the completely positive
linear B(V )-valued maps on the C∗-algebra eC
∗(A,p) and the bounded dilatable completely
positive B(V )-valued functions on the ∗-semigroup ball(A, p).
Proof. That Φ ◦ Γ determines Φ uniquely follows from the fact that the complex linear span
of Γ(ball(A, p)) is dense in eC
∗(A,p) ([Arv87, Lemma 3.23]).
Remark 6.7. If the real seminormed involutive algebra (A, p) = (A, ‖ · ‖) is a unital C∗-
algebra, then C∗(A, p) ∼= AC ∼= A⊕A and the completely positive linear maps on Φ: e
A⊕A ∼=
eA ⊗ eA → C normalized by ‖Φ‖ = 1 are precisely the states of eA ⊗ eA. This special case
of the above Theorem 6.4 is [Arv87, Th. 3.1].
The following theorem is an important consequence of Theorem 6.4 for the representation
theory of ball(A, p).
Theorem 6.8. Let (A, p) be a real seminormed involutive algebra and H a complex Hilbert
space. Then the correspondence π̂ 7→ π̂ ◦ Γ defines a commutant-preserving bijection be-
tween the ∗-representations of the C∗-algebra eC
∗(A,p) on H and the bounded real-analytic
∗-representations of the ∗-semigroup ball(A, p) on H.
Proof. Every ∗-representation of a ∗-semigroup is a dilatable positive definite function, hence
we can use Theorem 6.4 to see that a bounded real-analytic unital ∗-representation
π : ball(A) → B(H) is completely positive and that there exists a unique completely pos-
itive linear map Φ: eC
∗(A,p) → B(H) with π = Φ ◦ Γ. It remains to prove that, for all
x, y ∈ eC
∗(A,p), we have Φ(xy) = Φ(x)Φ(y). Since Φ is positive, it is also continuous
even though it is defined on the non-unital C∗-algebra eC
∗(A,p) (see [Pau02, Ch. 2]). As
π = Φ ◦ Γ and both π and Γ are semigroup homomorphisms, Φ(xy) = Φ(x)Φ(y) holds for
x, y ∈ Γ(ball(A, p)), and since Γ(ball(A, p)) spans a dense linear subspace of eC
∗(A,p) and
Φ is continuous, it is also multiplicative, hence a ∗-representation of the C∗-algebra eC
∗(A,p).
Conversely, if Φ is a ∗-homomorphism of C∗-algebras, then Φ◦Γ is a bounded real-analytic
∗-representation of the ∗-semigroup ball(A, p) on H.
Remark 6.9. (a) Theorem 6.8 asserts that the bounded real-analytic representation theory
of the involutive semigroup ball(A, p) is faithfully represented by the C∗-algebra eC
∗(A,p),
so this is a host algebra in the sense of [Gr05]. Since the real linear map ηA : A → C
∗(A, p)
extends to a complex linear map AC → C
∗(A, p), it follows in particular that every bounded
analytic completely positive function ϕ : ball(A, p)→ B(V ) extends to a holomorphic func-
tion on the open semigroup ball(AC, pC) for pC(a + ib) := p(a) + p(b) (cf. Definition 2.12).
Therefore eC
∗(A,p) is also a host algebra for the bounded holomorphic representations theory
of the complex semigroup ball(AC, q) in the sense of [Ne08].
(b) Since eC
∗(A,p) is a c0-direct sum of the ideals S
N(C∗(A, p)), all its non-degenerate
representations decompose as direct sums of representations on which exactly one of these
ideals acts non-trivially. Therefore the main point in applying Theorem 6.8 is to identify the
representations of SN (C∗(A, p)) ∼= C∗(SN (A), pN ) in terms of the (linear) representations
of the C∗-algebra C∗(A, p), resp., representations of the algebra A which are bounded on
ball(A, p).
(c) For every N ∈ N, we see that C∗-algebra SN (C∗(A, p)) is a host algebra for the
class of the bounded N -homogeneous polynomial representations of ball(A, p), resp., the
N -homogeneous polynomial representations of A bounded on ball(A, p).
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Corollary 6.10. Let A be a C∗-algebra, considered as a real seminormed algebra, and H be
a complex Hilbert space. Every bounded real-analytic ∗-representation π : ball(A) → B(H)
is completely positive and the correspondence Φ 7→ Φ ◦ (ΓA ⊗ ΓA) is a bijection between
the ∗-representations of the C∗-algebra eA ⊗ eA on H and the bounded real-analytic ∗-
representations of the ∗-semigroup ball(A) on H.
Proof. This is the special case of Theorem 6.8, where A is a unital C∗-algebra.
Example 6.11. (cf. [HN87, Ex. 2.1]) We consider the non-unital C∗-algebra A = c0(N0,C).
Then
ϕ(z) :=
∞∑
n=0
znn
is a completely positive C-valued function on A which is bounded on the ball Bs(0) of radius
s if and only if s < 1. In particular, it is unbounded on ball(A). For r > 0 we put
ϕr(z) := ϕ(rz). Then ϕr is bounded on ball(A) if r < 1, hence dilatable because A is a
C∗-algebra (Proposition 3.9).
In view of
ϕ(zw∗) :=
∞∑
n=0
znnwn
n,
the functions ϕn(z) = z
n
n form an orthonormal basis of the Hilbert space Hϕ, which implies in
particlar that ϕ 6∈ Hϕ. For r < 1, we have ‖ϕn‖ = r
−n/2, so that
∑
n r
2n‖χn‖
2 =
∑
n r
n <∞
implies that ϕr ∈ Hϕr holds for r < 1 (cf. Proposition 3.7).
7 Relations to Arveson’s c.p. concept
Let A and B be C∗-algebras. We say that a map ϕ : ball(A) → B is completely positive of
type (W) if every positive element A = (aij) ∈Mn(A) with ‖A‖ < 1 is mapped to a positive
element of B. This is the concept of complete positivity used in [Arv87] for functions on the
open unit ball of unital a C∗-algebra.
Remark 7.1. (a) If ϕ : ball(A) → B is homogeneous of degree α ∈ R as in Lemma 2.11,
then complete positivity of type (W) implies complete positivity of its extension ϕ̂ : A → B.
In fact, for any A = (aij) ∈Mn(A)+, there exists an r > 0 with r‖aij‖ < 1 for all i, j and
‖(raij)‖ = r‖(aij)‖ < 1.
Then (ϕ̂(aij)) = r
−α(ϕ(raij)) ∈Mn(B)+ implies that ϕ̂ : A → B is completely positive.
(b) We will show in Example 7.4 that complete positivity of type (W) does not imply
positive definiteness. This is related to the fact that the matrix A used in Lemma 2.9 need
not be a contraction. For example the matrix
A :=
(
r2 rs
rs s2
)
, 0 < r, s < 1
satisfies ‖A‖ = r2 + s2.
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The next proposition shows that, for bounded positive definite functions on ball(A, p),
complete positivity of type (W) implies complete positivity in the sense of Definition 2.7(b).
Proposition 7.2. Let A be a C∗-algebra and V be a complex Hilbert space. If a bounded
positive definite function ϕ : ball(A) → B(V ) is completely positive of type (W), then it is
also completely positive.
Proof. Let ϕ : ball(A) → B(V ) be completely positive of type (W). It follows by Re-
mark 7.1(c) that the corresponding GNS representation (πϕ,Hϕ) is completely positive of
type (W). Since this representation is non-degenerate, it is a direct sum of cyclic representa-
tion (πj ,Hj)j∈J generated by cyclic vectors vj ∈ Hj ⊆ Hϕ ([Ne00]). Then the functions
ϕj(s) := 〈πj(s)vj , vj〉 = 〈π(s)vj , vj〉
are also completely positive of type (W) since the linear functionalB(Hϕ)→ C, A 7→ 〈Avj , vj〉
is positive definite, hence completely positive (Remark 2.10(c)). Now Remark 7.1(d) implies
that the functions ϕj are completely positive, so that the representations πj are completely
positive by Proposition 4.1. This in turn implies that πϕ is completely positive, which, again
by Proposition 4.1, implies that ϕ is completely positive.
We will show by a simple example that complete positivity of type (W) does not imply
positive definiteness, hence also not complete positivity (see Example 7.4). The following
simple observation is the key to that example.
Lemma 7.3. Let V be any Hilbert space and A ∈ B(V ). If 0 ≤ A ≤ 1 and u, v ∈ V with
‖u‖ = ‖v‖ = 1 and 〈u, v〉 = 0, then |〈Au, v〉| ≤ 1/2.
Proof. Since A ≥ 0, by the Cauchy–Schwartz inequality we obtain
|〈Au, v〉|2 ≤ 〈Au, u〉〈Av, v〉.
Similarly, since 1 − A ≥ 0, we have |〈(1 − A)u, v〉|2 ≤ 〈(1 − A)u, u〉〈(1 − A)v, v〉, and then,
by using the hypothesis on u and v, we obtain
|〈Au, v〉|2 ≤ (1− 〈Au, u〉)(1− 〈Av, v〉).
By multiplying the above displayed inequalities and using the fact that t(1 − t) ≤ 1/4 if
0 ≤ t ≤ 1, we obtain |〈Au, v〉|4 ≤ 1/16, which leads to the asserted inequality.
Example 7.4. Let ϕ : D → C satisfying ϕ(z) = z if |z| ≤ 1/2 or z ∈ D ∩ [0,∞). Then the
following assertions hold:
1. For every integer n ≥ 1 and 0 ≤ A = (aij) ∈ Mn(C) with ‖A‖ < 1 we have 0 ≤
(ϕ(aij)) ∈Mn(C).
2. If there exists z0 ∈ D with ϕ(z0) 6= ϕ(z0), then there exist a1, a2 ∈ D for which the
matrix (ϕ(aiaj))1≤i,j≤2 ∈M2(C) fails to be nonnegative.
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For the first assertion, if 0 ≤ A = (aij) ∈Mn(C) with ‖A‖ < 1, then 0 ≤ A ≤ 1, hence by
Lemma 7.3 we obtain |aij | ≤ 1/2 if i 6= j. Moreover, 0 ≤ ajj ≤ 1. Consequently ϕ(aij) = aij
for all i, j ∈ {1, . . . , n}, and then trivially 0 ≤ (ϕ(aij)) ∈Mn(C).
For the second assertion, select any a1, a2 ∈ D with a1a2 = z0. Since ϕ(z0) 6= ϕ(z0), it
follows that the matrix (ϕ(aiaj)) ∈M2(C) fails to be hermitian, hence in particular it cannot
be nonnegative.
The above example shows that [Arv87, Lemma 5.3] actually needs a stronger notion of
complete positivity, which should ensure that every completely positive function in the cor-
responding sense is positive definite, so that [Arv87, Th. 2.2] is applicable in that setting.
As we have seen in the present paper, the stronger notion of complete positivity from Defi-
nition 2.7(b) not only fills that gap from [Arv87] but also is flexible enough to allow one to
develop dilation theory for maps defined on the unit ball of any real seminormed involutive
algebra. As explained in the introduction, this level of generality is necessary for the ap-
plications to mapping algebras A = C∞(X,B) for any C∗-algebra B, where X is a smooth
manifold (see [BN15] for details).
A Analytic functions on infinite dimensional spaces
In this appendix, we collect the definitions that are relevant to say what analytic functions
between open subsets of locally convex spaces are.
Definition A.1. (a) Let E and F be locally convex spaces, U ⊆ E open and f : U → F a
map. Then the derivative of f at x in the direction h is defined as
df(x)(h) := (∂hf)(x) := lim
t→0
1
t
(f(x+ th)− f(x))
whenever it exists. The function f is called differentiable at x if df(x)(h) exists for all h ∈ E.
It is called continuously differentiable, if it is differentiable at all points of U and
df : U × E → F, (x, h) 7→ df(x)(h)
is a continuous map. Note that this implies that the maps df(x) are linear (cf. [GN15,
Lemma 2.2.14]). The map f is called a Ck-map, k ∈ N∪{∞}, if it is continuous, the iterated
directional derivatives
d
jf(x)(h1, . . . , hj) := (∂hj · · ·∂h1f)(x)
exist for all integers 1 ≤ j ≤ k, x ∈ U and h1, . . . , hj ∈ E, and all maps d
jf : U × Ej → F
are continuous. As usual, C∞-maps are called smooth.
(b) If E and F are complex locally convex spaces, then f is called complex analytic if it
is continuous and, for each x ∈ U , there exists a 0-neighborhood V with x + V ⊆ U and
continuous homogeneous polynomials βk : E → F of degree k such that, for each h ∈ V , we
have f(x+h) =
∑∞
k=0 βk(h), as a pointwise limit ([BS71]). The map f is called holomorphic
if it is C1 and, for each x ∈ U , the map df(x) : E → F is complex linear. If F is sequentially
complete, then f is holomorphic if and only if it is complex analytic ([BS71, Ths. 3.1, 6.4]).
(c) If E and F are real locally convex spaces, then we call a map f : U → F , U ⊆ E
open, real analytic or a Cω-map, if for each point x ∈ U , there exists an open neighborhood
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V ⊆ EC and a holomorphic map fC : V → FC with fC|U∩V = f |U∩V . The advantage of this
definition, which differs from the one in [BS71], is that it also works nicely for non-complete
spaces. Any analytic map is smooth, and the corresponding chain rule holds without any
condition on the underlying spaces (see [Gl02] for details).
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