The response of plasma density to breaking inertial gravity wave in the lower regions of ionosphere Wenbo Tang a) and Alex Mahalov We present a three-dimensional numerical study for the E and lower F region ionosphere coupled with the neutral atmosphere dynamics. This model is developed based on a previous ionospheric model that examines the transport patterns of plasma density given a prescribed neutral atmospheric flow. Inclusion of neutral dynamics in the model allows us to examine the charge-neutral interactions over the full evolution cycle of an inertial gravity wave when the background flow spins up from rest, saturates and eventually breaks. Using Lagrangian analyses, we show the mixing patterns of the ionospheric responses and the formation of ionospheric layers. The corresponding plasma density in this flow develops complex wave structures and small-scale patches during the gravity wave breaking event. The coupled dynamics between the neutral atmosphere and charged ionosphere has been a topic of huge interest in recent years, due to its importance in space physics and telecommunications. The coupling between the two fields arises from collision between neutral and charge particles, which is the strongest at the lower altitudes (E and lower F regions) of the ionosphere. As such, the density and electric fields of the ionosphere are strongly affected by collision in these regions-complex flow structures in the neutral atmosphere can lead to complex ionosphere responses. As the altitude increases, weaker collision between the two species and stronger diffusion within each species makes the coupling weaker and flow structures smoother, although the electric field can still be mapped into higher altitudes along the direction of the magnetic field lines.
The lower ionospheric altitudes are challenging to model, because they are too low for orbiters and too high for radiosondes to take direct measurements. In recent years, computer simulations of the earth's ionosphere have become a prevailing tool to obtain properties of plasma flows in the ionosphere, especially at low altitudes. Numerical models have been developed to study Rayleigh-Taylor instabilities in equatorial spread F 1,2 and ionospheric responses to neutral atmospheric motions [3] [4] [5] [6] in the mid-latitude. In these studies, the neutral dynamics are prescribed as idealized velocity fields such as a constant drift flow 2 or empirical shear flow model; 1 and specifically for mid-latitude simulations, linear models of inertial gravity waves [3] [4] [5] (IGWs), or data sets from other atmospheric models which are influenced by many dynamical processes. 6 It remains unclear how does the ionosphere respond to nonlinear dynamical processes driven by specific forcing mechanisms.
Towards this end, in this study, we develop a threedimensional numerical model that also includes the evolution of the neutral atmosphere via the Navier-Stokes equations. Starting from a quiescent neutral atmosphere, we force the flow from the lower boundary, in accordance with the dispersion relation of an IGW. The atmosphere spins up, saturates, and eventually breaks. Fluctuations in the charge density and electric field develop due to collision with this evolving flow. In this way, we can address the question on the ionospheric response to the full cycle of IGW dynamics.
To characterize the complex mixing geometry, we use the Lagrangian Coherent Structures (LCS). [7] [8] [9] [10] LCS is a recently developed mathematical tool to identify the skeletons of nonlinear chaotic mixing processes. It is based on dynamical systems methods, where finite-time transport barriers are extracted as material lines/surfaces in the flow that experience locally the strongest separation over the duration of the time window of interest. As a result, the identified structures are boundaries to distinct regions of material transport. Scalar quantities (plasma density, for example) tend to follow the development of these finite-time coherent structures as they evolve over time. Roughly speaking, attractors (repellers) in LCS correspond to convergences (divergences) in flow, indicating generation of fronts (troughs). With LCS from ion velocity, we can explain structures forming in plasma density. We favor a Lagrangian approach, as it provides objective description of the flow topology. 11 The LCS approach has been widely applied to the study of transport processes in the ocean and atmosphere. Some highlighting examples, among many others, include identification of the stratospheric polar vortex;
12 the geometry of atmospheric jet stream; 13 and the identification of important oil spill structures.
14 A recent summary of the development and applications of LCS 15 shows the relevance and importance of this mathematical tool with fluid backgrounds. We expect that the same techniques are also applicable to the ionosphere, via the resolved plasma velocity, to identify the organizing patterns for ionospheric density patterns. In a previous study, 16 this tool has been applied to analyze the mixing template in ionosphere driven by an idealized IGW. This tool is capable of highlighting more 
where u i , u e are velocities of ion and electron, respectively. In terms of dimensionless parameters, k
À3 is the electrostatic potential, q iðeÞ ¼ M iðeÞ iðeÞ =eB 0 is the normalized collision frequencies,
À3 is the gravity constant, P 0 ¼ N 0 V 0 =L ¼ 0:68182 is the reference production rate, and
À5 is the reference loss rate. / s is a steady electrostatic potential that balances the background stratification of density, temperature, etc. in the event of no neutral disturbances, and it is only a function of height.
From the balanced ion and electron momentum equations, charge dynamics can be simplified to implicitly solving Eqs. (3) and (4) for density and electrostatic potential, as first formulated by Huang and Kelley 3 and as outlined with detail in three-dimensions by Tang and Mahalov. 16 For the boundary conditions on the electrostatic potential, we require / to be equi-potential along the magnetic field line at the top and the bottom. The density is set to maintain diffusive equilibrium at the top and no flux at the bottom.
The initial profiles for plasma density and temperature are obtained from the IRI2007 model, for a case on June 25th, 1991 at 20:00 LT, at 35 N, 136 W in geographic latitude and longitudes. This case corresponds to the fieldaligned irregularities in the mid-latitude E-region observed in Yamamoto et al. 17 For ion and electron collision frequency, we follow Kelley, 18 except when the neutral wave starts breaking, a higher diffusivity is used in the mix layer as explained in Sec. III. For the production rates, we generate a profile such that the observed ion density remains at equilibrium when IGW forcing is absent. For recombination rates, we use the formula in Huang et al. 4 These profiles are illustrated in Fig. 1 of Tang and Mahalov, 16 the method to obtain the production rates is also outlined in that paper.
B. Governing equation for the atmosphere
In Eqs. (1) and (2), the terms u n are given by the neutral wind fields. Previously, these terms were supplied as inputs either from idealized wind fields or numerical model data. Idealized wind fields are not generic and rarely exists in the environment. In contrast, numerical data from regional or global atmospheric models contain interaction among many sophisticated dynamical processes and modeling assumptions. From a geophysical fluid dynamics point of view, it is desirable to single out a dynamical process and obtain the generic characteristics of different classes of processes. As such, in addition to the dynamical equations for the charged flow as shown in Sec. II A, we include the Navier-Stokes equations in the model as follows:
We adopt the same coordinate system as Tang and Mahalov 16 so the X, Y, and Z coordinates correspond to zonal, vertical, and meridional directions (hence v n is the vertical velocity andŶ is the unit vector that points up vertically). is the height dependent kinematic viscosity taken to vary exponentially by 3 orders of magnitude over the domain, taking the values between 20 and 20 000 m 2 /s from bottom to top. f is the driving mechanism described later. H ¼ Àd ln q=dY, where q is the horizontally averaged neutral density, is the density scale height taken to be a constant. N is the buoyancy frequency, also taken to be a constant. h is the potential temperature perturbation. This model is based on the set of governing equations described in Fritts and Alexander, 19 but retaining the nonlinear advection terms and making explicit that the sound speed approaches infinity, so potential temperature fluctuation h is the negative of density fluctuation q (hence omitted in our discussion here). In this limit, the mass conservation leads to incompressibility. Since the mean density q varies with Y, we obtain the term p/H when absorbing q into dynamical pressure p. In the linear regime, this model supports eigenmodes of the form expðik x X þ ik z Z þ imY À ixt þ Y=2HÞ, where k x , k z , m are the zonal, meridional, and vertical wave numbers, respectively, and x is the IGW frequency. As such, the wave amplitude is expected to grow exponentially with height. The Navier-Stokes equations are also non-dimensionalized based on L and V 0 used in Sec. II A.
We consider a realistic buoyancy frequency of
, the corresponding buoyancy period is s b ¼ 2p/N ¼ 291 s. Based on this choice and the sound proof limit, where N 2 =g À 1=H ! 0, we obtain that the density scale height H ¼ 21 km. We consider the driving wave to have wave length equal to 44 km in both horizontal directions and IGW period s w ¼ 1173 s, the corresponding vertical wave length for a linear wave is k Y ¼ 8 km. Based on these choices, the Reynolds number given by the vertical length and buoyancy period ( 20) varies between 11 000 and 11 from bottom to top. These parameter choices are close to those used in a previous study on IGW breaking in the lower thermosphere, 20 except that Re b is smaller, constrained by the resolution considered in our simulations. Nevertheless, we still do capture the major features of IGW breaking in the center of the domain and downward shift of the unstable peak in the stability profile in our simulations.
Unlike Lund and Fritts, 20 we do not prescribe the IGW profile at the bottom layer of the model to avoid boundary layer development at the bottom. In stead, the IGW is driven by a body force f. This allows the use of homogeneous boundary conditions. 21 We use stress-free boundary conditions on the horizontal components and no-penetration boundary condition on the vertical component of the wave. The forcing f is specified as the gradient of a potential given by the pressure of a monochromatic IGW at the lower boundary where k x , k z , m, and H are based on the parameter choices specified in the previous paragraph. Here, U 0 is the equilibrium state horizontal velocity scale at the lower boundary. The mean wind in both horizontal directions is 0. The amplitude of this potential gradually saturates to the prescribed scale as a ¼ tanhðt=2s w Þ. The saturation speed is close to the choice given in Lund and Fritts. Radiation boundary condition is used at the top to allow energy to propagate only upward.
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C. Numerical method
Our simulation domain is 44 km Â 44 km in the horizontal directions and between 80 km and 180 km in the vertical, with grid size of 0.5 km in all three directions. The horizontal directions are periodic and their derivatives are handled with spectral methods. The vertical derivatives are 2nd order finite-difference. Crank-Nicolson scheme is used for momentum and thermal diffusion and fully implicit scheme is used for ion density diffusion. Time stepping is a third-order Runge-Kutta method which saves data storage space. 23 The time step is chosen to be about 0.7 s. This choice does not violate the Courant-Friedrichs-Lewy (CFL) condition even when the wave starts to break and the speed is at its peak.
D. Lagrangian coherent structures
After the flow develops coherent structures, we use Lagrangian measures to characterize its topology, so as to reveal mixing templates for scalar fields such as the charge density. LCS is distinguished material lines/surfaces that attract/repel local trajectories at the maximal rates. Recently, it has become conventional that the finite-time Lyapunov exponents (FTLE) be used to extract LCS. Based on local dynamics of trajectories, FTLE offers an objective description of how nearby trajectories stretch with the background flow. As a result, local material lines that repel nearby trajectories the most are identified. Reciprocally, attractors are found as local maximizers of FTLE when trajectories are integrated in backward-time. Note that, large separation of trajectories could also be due to strong shear. A general theory 10 has been recently developed to separate hyperbolic and shear LCS in three-dimensional flows, which requires subtle computation of differential equations and the helicity of vector fields along parameterized surfaces. In our case, with the IGW at onset of turbulence, shear structures can be easily identified, and hence we use FTLE directly as the indicator for important coherent structures. We briefly outline the methodology to compute FTLE as follows. We compute the plasma displacements starting from initial condition (x 0 , t 0 ) using the ion velocities. Denoting the trajectory x(t; x 0 , t 0 ), we define the Cauchy-Green strain tensor field based on neighboring ion trajectories as
where ½@x=@x 0 T is the transpose of the deformation gradient tensor @x=@x 0 . The FTLE field, FTLE t t 0 ðx 0 Þ, is then defined as the scalar field that associates with each initial position x 0 the maximal rate of stretching
with k max ðMÞ denoting the maximum eigenvalue of M. Because the FTLE field measures the largest separation among nearby trajectories, in forward time, highlighters of FTLE indicate repellers, and in backward time, highlighters of FTLE indicate attractors. The evolution of plasma density structures will be influenced by FTLE highlighters.
III. NUMERICAL RESULTS
A. Neutral dynamics
We consider a case which excludes IGW-mean interaction. As discussed in Lund and Fritts, 20 the wave saturates in about 9.5 wave periods and starts to break. In our case, we observe that the wave phase starts to distort at about 6.5 periods, which subsequently develops into overturning flow structures at about 8.5 periods and break. The neutral wavebreaking process is illustrated via the plots of vertical velocity and density fluctuation in Fig. 1 . In this figure, v n and h are shown at one wave period intervals from T ¼ 6.5s w in Figs. 1(a) and 1(e) to T ¼ 9.5s w in Figs. 1(d) and 1(h) . At T ¼ 6.5s w , the IGW signature starts to show distortion along the wave phase around Y ¼ 140 km. The energy increases in Fig. 1(b) ), and a discontinuity along the wave phase can be identified at Y ¼ 120 km. This marks the onset of the wave instability. In Fig. 1(c) , at T ¼ 8.5s w , the overturning billows already form and start to break into small-scale structures. Kinetic energy is greatly enhanced in panel (c) from panel (b) in the center of the domain. After the wave break, the energy starts to reduce towards T ¼ 9.5s w in Fig. 1(d) and settles to a statistically stable state. The neutral field is run towards T ¼ 20s w where the structures and wave energy are similar to Fig. 1(d) , and are not shown here. The major features of the IGW structure in this simulation are very similar to those seen in Lund and Fritts. Note the reduction in length scale from high to low altitude after wave breaks. This is due to the reduction in viscosity when the wave propagates to lower altitude.
A classical quantity to measure energy transfer from kinetic energy to potential energy is by the buoyancy flux. Here, we plot the horizontally averaged buoyancy flux v n h, where overline denotes horizontal plane averages, as a function of height, at the four times shown. The quantity v n h can take either sign, when positive, potential energy is released to kinetic energy; whereas when negative, kinetic energy is converted into potential energy. Large absolute values of v n h indicate strong overturning motion. The blue curves in Figs.  1(a)-1(d) show v n h. It is easily seen that v n h peaks only when the wave breaking is most active, and location is around Y ¼ 120 km. After the break, v n h amplitude reduces significantly from Fig. 1(c) .
Potential temperature fluctuation h is shown at the same time and vertical slide as v n in Figs. 1(e)-1(h) . Most interestingly, when wave is breaking, h breaks into patches along the IGW phase. After the break when wave energy settles, h becomes more continuous along the phase. Note that the fluctuation amplitude decays from panel (g) to panel (h). It seems that strong mixing smoothes the high fluctuation patches to make h more continuous along the wave phase. Nevertheless, we still observe much of small fluctuations in h as compared to before the wave break, in panels (e) and (f).
In addition to the color plots of h, we quantify the wave amplitude for convective instability in the same way as Lund and Fritts. Since our h is a dimensionless quantity based on potential temperature fluctuation over its mean, we derive the corresponding expression of A Tot as defined in Eq. (21) of Lund and Fritts. The wave amplitude in our variables is given by
where the conditional average is among the most negative 10% of the quantity h-Hh Y . When A Tot is greater than 1, the wave is convectively unstable. A Tot is plotted in Figs. 1(e)-1(h). In panel (e), the wave is still convectively stable. In panel (f), the wave becomes unstable around Y ¼ 120 km, consistent with the observed discontinuity in panel (b). In panel (g), the most unstable region is still around Y ¼ 120 km but broader. After the wave break, in panel (h), the most convectively unstable region has shifted below Y ¼ 120 km, and much of the domain becomes stable. Overall, the IGW characteristics are consistent with the findings in Lund and Fritts, in terms of the wave amplitude and structure, and we believe that it correctly reflects the evolution of an IGW saturation and breaking process, and thus is suitable for our analyses for plasma flow.
B. Plasma dynamics
The plasma density n and electrostatic potential / are spun up together with the neutral flow from T ¼ 0. We show these two fields in Fig. 2 . The time and location are the same as those given in Fig. 1 . At T ¼ 6.5s w , the IGW amplitude at the top boundary is very weak. As such, the plasma density is uniform at the top. However, the E layer has been modified strongly and the ion density already aligns well with the IGW wave phase. In Fig. 2(e) , due to strong collision at the bottom, the electrostatic potential aligns with the IGW wave phase. Although / is weak at the top of the domain due to a weak IGW presence, we do still obtain alignment with the magnetic field line, which is revealed by the black iso-contour superimposed on panel (e). At T ¼ 7.5s w , although n is still roughly uniform at the top, / in panel (f) shows stronger field-aligned signature there. Also, it is clear that the plasma density responds to neutral structure well, in that there is already small-scale undulation of wave at Y ¼ 120 km in panel (b). As a comparison, the potential temperature h of the neutral field has not recognize this feature yet.
In fact, the fast response of plasma density to the complex breaking wave necessitates the use of an effective diffusivity to efficiently damp the ever increasing small-scale structures. The plasma diffusivity tensor, given in Tang and Mahalov, is controlled by the collision frequency, Boltzmann constant, and plasma temperature, as k 0 B T i =q i . At Y ¼ 120 km, where the wave breaking is the strongest, this parameter is 4.5 Â 10 À5 , or equivalently, a Prandtl number for plasma density of $32, based on Re b at this altitude. The density develops fine filaments, which is hard to resolve properly with the current resolution. The coupling with /, which is also filamentary, exacerbates the problem of subgrid scale motion. Motivated by modeling methods in neutral turbulence, where subgrid-scale variabilities of scalars are homogenized by an effective diffusivity, we enhance the plasma diffusivity by lowering the collision frequency (so that the anisotropy in diffusion tensor is preserved). Note that this enhancement is only applied to the diffusion component of the ion transport equation, in the sense that we preserve the correct drift velocity, so the advection component of the equation is properly enforced. This closely resembles modeling for turbulence where only diffusion is enhanced, the mean transport is unaffected. We also use the true collision frequency when solving for /, so it can develop fine-scale structures.
As a first use of eddy diffusion, we enhance the diffusivity in the mixed region, between Y ¼ 100 and 160 km, by setting the collision frequency in this entire column to be equal to that at Y ¼ 160 km. This effectively removes small-scale motions and only leaves us the most important, large-scale features of the flow. Figs. 2(c) and 2(d) reflect results after diffusion enhancement. In panel (c), it is apparent that the overturning flow structure breaks the plasma disturbances and creates patches. The top of the domain also starts to show signatures of undulation. In panel (g), the electrostatic potential shows strong signature of field alignment throughout the entire simulated column, yet some IGW structure can still be observed at the bottom of the domain. As the flow develops, in panel (d), n at the top is strongly undulated. In the E region, because of enhanced diffusion, and smaller IGW forcing after wave break, small-scale features have been smoothed out. But the low-mode density striations are still present. In panel (h), the field-alignment of / is so strong that the IGW signature disappears almost completely.
To reveal the horizontal structures, we plot, in Fig. 3 , various fields at Y ¼ 130 km at T ¼ 8.5s w . Panel (a) shows the neutral vertical velocity v n . The fact that the wave phase has not been distorted significantly indicates that the overturning motion is still predominantly two-dimensional, along the streamwise (SW-NE) direction. Some weak three-dimensionality is seen by small disturbances along the wave phase. Panel (b) shows the ion vertical velocity v i . It is also predominantly along the wave phase, but with clear three-dimensional perturbations. Note that the velocity structures and scales are quite different between v n and v i . Panel (c) shows the ion density n. Some low-mode structure already starts to develop along the wave phases. Finally, Panel (d) shows the electrostatic potential /. It is interesting to note that the small-scale perturbations along the wave phase creates quite strong signals in /. These signals are also aligned with the magnetic field line (horizontal lines in the X-Z plot).
To better reveal the mixing geometry of the plasma density, we use LCS from the ion velocity to extract the mixing patterns for charged particles. Before wave break, the structures are somewhat trivial in that they simply align with the idealized IGW (these structures are highlighting shear between wave phases). After the wave break, the flow is dominant with small-scale structures which may lose their coherence in shorter times. As such, we only explore the LCS during the wave break event, at T ¼ 8s w and 8.1s w . We focus in the region where the large overturning of neutral velocity forces the ion disturbance to break up into patches. The closeness in time reveals the evolution of density patches and LCS, hence helps to explain the role that LCS plays in organizing plasma density structures. Figure 4 shows the evolution of plasma density and LCS, at Z ¼ 15 km. The Lagrangian integration time is chosen to be half of a wave period, 0.5s w . Since the structures at this time are predominantly along the streamwise direction, one vertical slice is sufficient to indicate the entire flow structure. In panels (a) and (d), the plasma density at these two times is shown. It is apparent that plasma density striations break up into small lumps and shed from the main, continuous wave phase below Y ¼ 120 km. In panels (b) and (e), the forward-time FTLE field is shown at these two times, together with the plasma density iso-contour. The most dominant feature is the highlighting red lines along the IGW wave phase. This is not surprising as the shear in polarized IGW will create large separation. What is really interesting is the development of vertical highlighters in both panels. These separating lines divide the wave phase into small compartments, which house one pair of high and low density patches. This pair evolves together in the compartment, as seen from panel (b) to panel (e). The vertical highlighters act to separate different pairs of density patches, because forward-time repellers serve as boundaries to regions where scalar patch moves coherently. In other words, the scalar patches on the left and right of one vertical structure are going to separate over time. Panels (c) and (f) show the backward-time FTLE with density iso-contour. Since they are integrated into the backward-time, when the flow is less turbulent, the structures are predominantly aligned with IGW. Nevertheless, the structures at T ¼ 8.1s w start to develop vertical highlighters. Note that backward-time FTLE corresponds to attractors, hence these newly developed vertical structures act to hold together the pairs of patches identified in forward-time FTLE compartments. To aid the interpretation of the LCS acting as organizers of plasma blob there is not much difference on the coherent motion within the pair. As such, we conclude that during the overturning event, the plasma flow develops separated compartments where pairs of density patches evolve together. As this tool helps to identify important features on plasma density evolution, it will be helpful in the extraction of plasma fronts that may affect telecommunications.
IV. DISCUSSIONS AND FUTURE DIRECTIONS
In this study, we have developed a three-dimensional numerical model for the coupled charge-neutral dynamics in the E and lower F regions of ionosphere. The novel aspects of our study are summarized as follows. First, by inclusion of the Navier-Stokes equations in the numerical model, we have the flexibility to examine ionospheric response to specific forcing mechanisms. In particular, we have analyzed a case of the full evolution cycle of inertial gravity wave, where the domain of interest spins up by IGW arriving from the bottom boundary, saturates and subsequently breaks into turbulence. Our model is the first to capture the complex plasma response during such a turbulent event. Second, using Lagrangian coherent structures, we have found the major plasma flow structures responsible for the breaking of plasma density striations. LCS is a powerful tool to study nonlinear flow structures. Because plasma density evolution is seen to follow the development of LCS, identification of LCS helps our understandings on important features in the plasma flow and may help forecast the evolution of plasma density structures and locate plasma fronts.
There are several directions that we are undertaking in further advancing the current study. First, although prevalent in the region of interest, we have only studied a class of inertial gravity waves that excludes wave-mean interactions. As seen in Lund and Fritts, when mean evolution is considered, the IGW flow develops mean shear, which changes the breaking dynamics, and will lead to subsequent changes in the ionospheric responses. The case of wave-mean interaction is also interesting in that it may help produce a more pronounced E-layer, which differs from our current generation mechanism based on the balance of production, loss, and diffusion. Second, in our current study, we find that the high Prandtl number of plasma density at the wave breaking altitudes necessitates the use of an enhanced eddy diffusivity. In this study, we used a simple way to construct this eddy diffusivity, in that we limit our interest in the large-scale structures. Because of the prohibitive cost to resolve plasma diffusion due purely to ion-neutral collision (the high collision frequency at lower altitudes makes the Prandtl number even larger), we will conduct high-resolution simulations in the wave breaking region, to better model the ion response embedded in small-scale eddies. Furthermore, the coupling between neutral and charge dynamics is not fully included in the current numerical model. As seen in Fig. 3 , the ion and neutral velocities can be quite different. As such, the ionneutral collision may act to damp neutral kinetic energy, especially at the bottom of the ionosphere due to high collision frequency. In this regard, we are also working on extending the current model to include charge-neutral collision in the neutral dynamics (Navier-Stokes equations). This effort will lead to a completely coupled model for the midlatitude ionosphere. This will likely bring further insights and explore novel phenomena in the charge-neutral interactions in the ionosphere.
