In this paper, we present optimal parallel algorithms for optical clustering on a mesh-connected computer. Optical clustering is a clustering technique based on the principal of optical resolution, and is of particular interest in picture analysis. The algorithms we present are based on the application of parallel algorithms in computational geometry and graph theoryl In particular, we show that given a set S of N points in the Euclidean plane, the following problems can be solved in optimal O(x/-N ) time on a mesh-connected computer of size N.
INTRODUCTION
This paper is concerned with parallel solutions to two problems in the area of clustering on a mesh-connected computer. We study the parallelization of optical clustering, ~) which is a clustering technique based on the principal of optical resolution, and which is of particular interest in picture analysis. The algorithms we present are asymptotically optimal for the mesh-connected computer.
The input to both problems is a set of N points in the plane, which usually represent the pixels of an image (see Fig. 1 ). For the meshconnected computer, each processor initially stores one of the input points, with an arbitrary assignment of points to processors. For optical clustering, It) a relation connected is defined as follows. Two points are connected if and only if there exists a circle with radius ~<r containing the two points. Since the transitive closure of this relation is an equivalence relation, the connected components of a set of points are defined to be the equivalence classes generated by the transitive closure over the relation connected. The first clustering problem studied in this paper consists of computing the equivalence classes (i.e., determining the connected components) for a given parameter r. The second clustering problem, which is more difficult, is the inverse problem. As input we specify a range over the number of connected components we expect. The problem is to determine a maximal interval for the parameter r such that the number of components of the respective clusterings is within the specified range. Sequential O(Nlog N) time solutions to both problems have been presented in Ref. 1 . In this paper, we present optimal (O(,f-N) time parallel algorithms for the meshconnected computer. A direct parallelization of the algorithms presented in Ref. t would yield O(x/-NlogN ) time parallel solutions on the meshconnected computer. The main contribution of this paper is a nontrivial data compression technique which reduces the time of the mesh-connected computer algorithm to O(x//N), which is optimal 9 Our solutions to these clustering problems involve parallel techniques and algorithms from computational geometry and graph theory. Our main motivation for studying parallel optical clustering on the mesh is that (1) the mesh-connected computer is a very popular architecture for image processing and (2) optical clustering, as part of a picture recognition system, often has on-line response time requirements, which can only be met by using parallel architectures or by creating customized hardware. Next, we outline particularly interesting applications of our techniques which have such on-line requirements. These problems were brought to our attention by Ed Cohen and Jon Hull from the CEDAR project at the University of Buffalo.
The second clustering problem outlined earlier has applications in pattern recognition systems where one knows a range in the number of objects that are anticipated, and would like to perform a clustering operation that will yield the anticipated number of objects. For example, such knowledge can be exploited when considering the digitization of a handwritten social security number, where one would anticipate approximately 11 distinct object (9 digits and two hyphens). In fact, since some of the handwritten digits in a social security number may overlap each other, while other individual digits might not even be connected, a suitable range in the number of clusters expected for a handwritten social security number might be, say, between 7 and 15. Once the objects are identified, there are numerous strategies, such as template matching or recognition based on feature sets, for attempting to recognize the digits. Another interesting application of optical clustering arises in the problem of determining the location of a handwritten address on an envelop. (2) The remainder of this paper is organized as follows. In Section 2, the mesh-connected computer and the two problems considered in this paper are defined. In Section 3, we present optimal mesh solutions to both clustering problems. Section 4 outlines how these results can also be applied to images represented by chain codes, and Section 5 concludes the paper.
DEFINITIONS
In this section, we define the mesh-connected computer and the optical clustering problems considered in this paper.
The Mesh-Connected Computer
The mesh-connected computer (rues) of size N is an SIMD machine with N simple processors arranged in a square lattice. To simplify exposition, it is assumed that N=4 c, for some integer c. Processor Pi, j is connected via bidirectional unit-time communication links to its four neighbors, P~-I,j, Pi+l,j, Pi, j-1, and Pi, j+I, assuming they exist. Each processor has a fixed number of O(log N)-bit words of memory (registers), and can perform standard arithmetic and Boolean operations on the contents of these registers in unit time. Each processor can also send or receive a word of data to or from each of its neighbors in unit time.
The communication diameter of a mesh of size N is O(x//N), as can be seen by examining the distance between processors in opposite corners of the mesh. This means that if a processor in one corner of the mesh needs data from a processor in another corner of the mesh at some time during an algorithm, then a lower bound on the running time of the algorithm is g2(~/-N). It is easy to see that, because of the communication diameter, the problems in this paper have time complexities (2(x/N).
In this paper, we will frequently use O(xf-N ) time standard mesh operations such as sorting, random access read, random access write, compression, and parallel prefix. The reader is referred to Refs. 3-7, and the references contained therein, for complete descriptions, algorithms, and analyses of these operations.
Optical Clustering
This section gives a brief review of the definition and some basic properties of optical clustering as described in Ref. Consider two objects si, sj~ S. We say that si and sj are r-connected, denoted by si Q)r sj, if and only if there exists a ball c(P, r'), with r' ~ r, such that c(P, r')nsi~ (~ and c(P, r')c~sj~ ~.
Since the transitive closure of the r-connected relation, denoted cl(Qr), is an equivalence relation, we define the optical clusters with respect to separation parameter r as the equivalence classes of cl(Qr). decreases to 1. In fact, m(S, r) is a monotonically decreasing function in r.
That is, r<~r' ~m(S, r)>~m(S, r').
Given the task of constructing the optical clusters of a set S of geometric objects with respect to a separation parameter r, a naive solution would be to compute the graph (S, Qr) (see Fig. 2b ), and then find the connected components of (S, (Dr)-The drawback to this approach is that it involves computing the connected components of the graph (S, Qr), which has size O(N2), since in the worst case it may be a complete graph on the N vertices. As an illustration, of this, consider the optical clusters of the set S"= {s6,...,slo} from In addition, the number re(S, r) can be computed in optimal O(x/N ) time.
Ar= U[(s,s')~DT(S),min(s,s')<~r] (S, S').

Computing Optical Clusters with Respect to a Given Range in the Number of Clusters Desired
In this section, we consider the problem of determining the maximal interval for the separation parameter r such that the number of clusters of the respective optical clusterings of a planar point set S is within a desired range.
Consider Fig. 1 . If we perform optical clustering (as described in Section 3.1) with respect to an r value that is too small, each cluster will consist of exactly one point, providing us with little additional information about the structure of the image. On the other hand, if we perform optical clustering with respect to a value r that is too large, then all the points in the image will form a single cluster, again providing little additional information about the structure of the image. Clearly, knowledge of a suitable r implies considerable knowledge concerning the structure of the image. In some applications, whereas we may not know a "suitable" Value for r, we may have knowledge with respect to the number of optical clusters we expect the image to consist of. For example, suppose one is to process the digitization of some preprinted from. The fields might include information such as a social security number, credit card number, date of birth, age, height, weight, income, and so forth. For such fields, we can exploit our knowledge with respect to an acceptable range of the number of clusters that is anticipated, as discussed in further detail in the Introduction.
We will now show how knowledge about the expected number of clusters can be used to compute a suitable range of values for the separation parameter r. Let We will use a binary search type algorithm to determine R(a) and R(b). Our algorithm will consist of 0 ~< t ~< log2 N phases, where in a phase, the original graph CG will be further compressed. A similar compression technique was previously used in Ref. 11 . Let CG, denote the compressed version of CG immediately following the t th stage of the algorithm. Let CG~' denote a copy of CG, where all edges with labels re(S, s') >~ r' have been removed. Phase 0 of the algorithm is defined by (i) setting CGo = G(S), where CG(S) is constructed as in Section 3.1, and (ii) setting qo to either a or b, depending on which one is being searched for. The nonincreasing sequence (qi)= qo ..... qlog N iS used to keep track of the number of optical clusters remaining to be identified following the termination of phase i. The tth phase of the algorithm is defined as follows.
Let CGt_ 1 = (V, E) and CG, = ( V', E'), where CG,_ 1 is given and
CGt is the graph to be constructed in the tth phase. Determine r', the median over the set of edge labels of CG,_ 1. Remove all loops and collapse multiple edges in E.) Notice that, as is Case A, any singleton vertex in (V', E') will remain as a separate cluster for the remaining phases of the algorithm. Therefore, label the connected components of (V', E'), and identify the set W of connected components of (V', E') with exactly one vertex. Set V' = V' -W and q, = q,_ 1 -] W[.
(a)
For this algorithm, the correctness and time complexity depend on the relationship between the size of graphs CGt and CGt_ 1-We show that in each phase, the graph is compressed by at least a factor of 6/5. 
OPTICAL CLUSTERING FOR CHAIN CODE REPRESENTATIONS
In practice, the input is often not given as an image but in its chain code representation. Chain codes are a classical approach in image processing for representing regions by border codes. (~4'15) A chain code representation of a standard 8-connected component without holes is defined by the starting location (x and y coordinates) of a pixel on the border, followed by a sequence of directions indicating where the remaining border pixels are with respect to, say, the counterclockwise direction. Chain codes are used in many situations, such as handwriting analysis, where the image is relatively sparse. This not only saves space, but because the representation is often more compact, the algorithms that work on the chain codes are much more efficient than algorithms that would work on the raw image. Optical clustering methods can also easily be applied to chain codes without expanding the chain code to the (in general much larger) image. Suppose that an image is initially represented as a set of chain codes to total length c, where each 8-connected component, as well as all holes of the component, is represented by a labeled chain code. Further, suppose that each such labeled chain code is stored in a contiguous set of processors on a mesh olf size c (c.f., Ref. 14). In time O(xf-c-), the chain codes can be transformed into a labeled set S representing the coordinates of the border pixels. Then, instead of solving the clustering problems for the chain codes, we simply apply our clustering methods to S, which yields the required result. Note that the size of s is still O(c).
CONCLUSION
In this paper, we presented asymptotically optimal mesh-connected computer algorithms to solve two problems in optical clustering, both of which are important in certain areas of image analysis. To the best of our knowledge, these are the first parallel algorithms presented for these problems, mhese techniques allow one to determine on a mesh-connected computer (i) the optical clusters of a digitized picture for a given separation parameter r, and (ii) the maximal interval for the separation parameter r such that the number of clusters produced is within a certain range. This is important in applications such as on-line processing of handwriting (e.g., in the processing of handwritten forms) or determining the location of a handwritten address on an envelope. (2) 
