Abstract-Vehicle monitoring is a challenging task for videobased intelligent transportation system (V-ITS). Nowadays, the V-ITS system has a significant socioeconomic impact on the development of smart cities and always demand to monitor different traffic parameters. It noticed that traffic accidents are exceeded throughout the world with the percentage of 1.7%. The increase in accidents and the percentage of deaths are due to the people that don't abide by the traffic rules. To address these challenges, an improved V-ITS system is developed in this paper to detect and track vehicles and driver's activities during highway driving. This improved V-ITS system is capable to do automatic traffic management that saves traffic accidents. It provides the feature of a real-time detection algorithm for driver immediate line overrun, speed limit overrun and yellow-line driving. To develop this V-ITS system, a pre-trained convolutional neural network (CNN) model with 4-layer architecture was developed and then deep-belief network (DBN) model was utilized to recognize illegal activities. To implement V-ITS system, OpenCV and python tools are mainly utilized. The GRAM-RTM online free data sets were used to test the performance of V-ITS system. The overall significance of this intelligent V-ITS system is comparable to other state-of-the-art systems. The real-time experimental results indicate that the V-ITS system can be used to reduce the number of accidents and ensure the safety of passengers as well as pedestrians.
I. INTRODUCTION
An intelligent transportation system based on the video (V-ITS) automatically tracks the vehicle illegal driving activities is an active research area in the field of computer vision and socioeconomic development. Due to rapidly increase the vehicles, the intelligent system is required to control serious injuries caused by traffic-related accidents. This problem is widespread across the globe. In fact, the automatic tracking of a vehicle is required to monitor the roads and highways as well. To monitor the road or highways, there are many traffic parameters that should be calculated such as over-speeding, yellow-lane or off-road driving and detection of obstacles presented on the road. Such an expert system also facilitates driver assistance during automatic driving.
In particular, the statistics of accidents in Saudi Arabia is increasing rapidly during the last five months. In one estimation, there were 82.281 accidents in one month. These accidents were due to not use of leaving enough safety distance between vehicles, run red traffic lights, sudden change of lane, and lack of commitment to the priorities. The system is predicted and discovered the mistakes of the drivers especially highway driving. A desktop application software was developed to detect and track both vehicle and driver's activities during highway driving, using a real-time video camera installed on highway road. This V-ITS based system communicates with the respective authorities to apply strict measures when the driver exceeds the speed limit or track sudden change or leave out the yellow lane or stop in the left path. On the road, the activities tracking is a challenging and important task due to influence in surveillance or road site accidents. In the past studies, the surveillance cameras [1] on the road are increasing due to the negligence of the car or truck drivers during highway driving. Therefore, there is a great demand to increase surveillance systems.
The main goal of this paper is to propose the latest computational intelligence algorithms using deep-learning concept and to develop an effective and efficient system for providing vehicle illegal activities detection rate from video sequences. The use of video image processing and machine learning algorithms for traffic monitoring was initiated in many countries. When these algorithms have implemented on the hardware, there are different parameters calculated. All video detection systems used for traffic monitoring can be broadly classified in two categories: 1) Systems which rely on localized incident detections, and 2) Systems which track individual vehicles. The advantage of the first is that the computational requirements are quite low, and algorithms are relatively simple. In the case of vehicle tracking systems, sophisticated algorithms are needed and are usually computationally demanding. As a result of this project, our main objective is to track vehicle activities during highway driving time. Vehicle tracking systems offer a more accurate estimation of microscopic traffic parameters like lane changes, erratic motion etc.
In V-ITS system, detection and monitor is planning to develop to track activities of vehicles on the spot by using realtime video sequences. Generate a penalty if there is a traffic violation occur during the driving process on the highways. Automatically discover the most times and days accidents, and peak traffic violations. Predict accidents and congestion during highway driving. Automatic generation of Penalties to illegal drivers. If use ITS-V system then the drivers will try to control (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 10, No. 3, 2019 203 | P a g e www.ijacsa.thesai.org the speed limits that will definitely reduce accidents on the road. Compare to the speed limit, the accidents are occurred to immediate line turn or driving on yellow-line to cross the vehicles very fast. In case of different weather conditions on the road, the chances of accidents will reduce to 70% due to the immediate line overrun, speed limit overrun and yellow-line driving.
II. RELATED WORK
Object tracking from live video sequences in Video surveillance [1] applications is an important and emerging research area, which is attracting many scientists. The object tracking is directly related to the domain of computer vision under image processing category. It has many applications in practice such as traffic control, security, and surveillance and mass events, etc. To effectively track an object, it is always a challenging task. During driving, some ways have to find out to track the vehicle activities so that the accidents should be minimized. Also, object tracking is required to highlights the role of humans in the next generation [2] of driver assistance and intelligent vehicles. It is important to detect and track the activities of human or robotic driving for safety reasons.
It noticed that the statistics of road-side accidents are rapidly increasing throughout the world especially in Saudi Arabia. According to estimation, there were 82.281 accidents occurred during a time period of one month. These accidents were due to not use of leaving enough safety distance between vehicles, run a red traffic light, sudden change of lane, and lack of commitment to the priorities. In this paper, an automatic system is developed to predict and discover the mistakes of the drivers, especially highway driving. A desktop application software is implemented to detect and track both vehicle and driver's activities during highway driving, using a real-time video camera installed on highway road. Real-time car detection and tracking are applied over hundreds of image frames. The proposed system will communicate with the respective authorities to apply strict measures when the driver exceeds the speed limit or track sudden change or leave out the yellow lane or stop in the left path.
In fact, the road, traffic lights and other drivers on the road [3] information are provided by the vision-based systems. It noticed that the number of vehicles increased nowadays and created a total burden on computer vision systems. Therefore, there is a dire need for developing effective and efficient solutions for tracking vehicle illegal activities on the road. Moreover, the security risks have significantly increased and that becomes an important subject for law enforcement authorities for surveillance highways. To solve these problems, there are lots of researchers who develop a tracking algorithm but still inefficient and un-effective.
Another requirement of these systems in public is to have a rationally large number of pixels on an objective. There are many different types of objectives which could be important and it is often not possible to get a large number of pixels on objective and robustness [4] . The road digital cameras must provide plenty related to uncommon events compared to just over speed information. For example, those digital cameras must include plenty of information related to immediate line overrun, speed limit overrun and yellow-line driving.
Automatic detection and identification of objects is the main importance of security systems and video surveillance applications. Automatic video surveillance is placed to provide coverage over the scenes of most interest. Within the scope of view of the camera, some areas are of greater importance than others and some areas are really of no interest at all.
For an automatic development of vehicle detection and tracking, it is an important subject in the domain of computer vision. Therefore in this paper, a system is trying to develop an application that can track vehicle activities from live video streaming during highway driving. The primary aim of this project (ITS-V) is to focus on the detection of moving vehicles for surveillance purposes. This problem is also related to the domain of artificial intelligence [5] due to recognizing moving objects from live video streams. When working on ITS-V problem, an accurate solution is required to track object and segment [6] it at the same time without losing time efficiency. Also, real-time vehicle activity tracking means that the tracking and segmentation step were integrated together. It is also important that the developed application must help to law enforcement agencies in case of discovering any vehicle violating laws and it helps in improving traffic safety levels and raise the quality of existing roads network.
The features of the system can achieve a better standard of safety on the roads to reduce the rate of accidents and deaths among drivers as less as possible. It can read the exceed speed limit of the vehicle. The system will work on highways only because according to statistics accidents often happen on the highways. To reduce the number of accidents, a system is developed that works in good control with the vehicle, so it can follow the driver's movements and behaviors. And the system processes the images of accidents in the video clips and adds them to a dataset to discover which roads have the most accidents.
The speed limit parameter for a traffic violation in KSA is varied from 120 km to 140 km per hour if the driver goes over it more than 10% the system will detect him. In the past studies, the authors utilized some image processing and machine learning algorithms to detect real-time driver's activities. Those machine learning techniques such as SVM [7] , [8] , PCA [9] , Neural Networks [10] or Bayesian decisionmaking [11] . However, in this paper, the latest deep learning techniques are integrated together to develop this novel system.
Instead of driving activities control system, there is also a requirement for developing driving assistance systems and that is considered to be a challenging task [12, 13] . To do this task, there are many algorithms proposed to track the vehicles in the motorway driving [14] . The advantage of these systems is their real-time performance. There are many systems also talking about the problems related to detect and track real-time vehicle activities. These systems are explained below. 204 | P a g e www.ijacsa.thesai.org in case of vehicle drifting, occlusions, obstacles and detection still in various environmental conditions. To address these challenges, there are few studies that focused on all these problems during vehicle tracking.
Another paper [16] , the authors developed a driving assistance system to track head-and eye-blinking. Whereas in [17] , the authors presented a solution to detect a lane using a vision system on the vehicle. Though, they concluded that lane detection is a difficult problem because of the varying road conditions that one can encounter while driving. There are also some papers that talking about the techniques for monitoring and understanding of real-world human activities, in particular of drivers, from distributed vision sensors [18] . In order to achieve this goal, the authors used different parameters such as head pose estimation module, hand, and foot tracking, egovehicle parameters, lane, and road geometry analysis, and surround vehicle trajectories. The system is evaluated on a challenging dataset of naturalistic driving in real-world settings.
In contrast to these approaches, the authors developed an Intelligent Vehicle Monitoring System [19] that using Global Positioning System along with Google Maps and Cloud Computing which collects useful information about a vehicle. The detection of a vehicle is also a challenging task. In paper [20] , the authors developed a video-based analysis system that detects, tracks and archives vehicles in video stream data at multiple resolutions. This step is important even for controlling activities of autonomous vehicle driving. Even in urban areas [21] , the sensors utilized in the car to communicate with the clouds to given information about drivers activities during driving. In this study [22] , the authors introduced an activity classification system based on activity class through random forests (RFs) classifier. Moreover, in [23] , the authors discussed a human-centered perspective to develop an intelligent vehicle.
There are a lot of limitations and deficiencies of the current strengths and weaknesses of existing V-ITS approaches of video-based vehicle tracking, which are as under. Previous approaches did not provide effective traffic monitoring results due to the effects of occlusion and spillover. The state-of-theart approaches utilized old fashion image processing and machine learning algorithms to track the vehicle illegal movements. In addition, large trucks often occlude neighboring vehicles and make them hard to recognize side-by vehicle activity. Though the approach is this paper to overcome these limitations. The past studies have the inability to detect vehicles due to headlight reflections and different weather situations such as dust storm. The dust storm is come in KSA and making the automatic system totally raise false positive to detect vehicle activities.
The accuracy of tracking is also affected by the distance of the camera from the closest lane. A larger pan angle is required to cover all lanes when the camera is placed far from the closest lane, so the camera should be placed as close to the closest lane as possible. By using previous techniques, the selection of key points of vehicles is crucial and those systems are sensitive to drift and occlusion. The other developed systems outside the KSA for automatically determining the vehicle illegal activities are computationally expensive due to the increasing number of vehicles. It noticed from the literature that there is a dire need to develop a high-performance vehicle detection method.
To overcome these above-mentioned problems, an improved V-ITS system was presented through advanced deep learning algorithms to get robust results. In the past studies, the deep learning algorithms [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] have many variants to represent visual features such as the convolutional neural network (CNN), recurrent neural network (RNN), deep belief networks (DBN), restricted Boltzmann machine (RBM) and AutoEncoder. A four multilayer convolutional neural network (CNN) [38] model is trained in different roads samples along with diverse environmental conditions. Those samples were obtained from GRAM Road-Traffic Monitoring (GRAM-RTM) dataset [37] . The three layers in the CNN model were dedicated towards driver immediate line overrun, speed limit overrun and yellow-line driving along with one features extraction layer. After this CNN model, a deep belief neural network (DBN) [39] model was used to classify these three drivers' illegal activities.
III. METHODOLOGY
The systematic flow diagram of all steps of the proposed V-ITS system is displayed in Fig. 1 . An increasing number of vehicles and environment conditions created a new interest in the development of new technologies in real-time video image processing. It noticed from the past studies that there are many commercial systems proposed but they have difficulties with congestion, shadows, dust storms, and lighting transitions. Also, there are some illegal driving activities such as yellowlane driving that they are unable to detect. Therefore in this research study, a feature-based transform system is developed to overcome these difficulties by using advanced deep-learning algorithms to process real-time video sequences. The author of this paper entitled this system as a video-based intelligent transportation system (V-ITS).
In this paper, the vehicle features are tracked instead of tracking just entire vehicles to make it fit for various environmental conditions such as occlusion and lighting conditions. Also, the developed system can easily differentiate between cars and trucks through feature-based tracking. Moreover, there are some examples of training samples for traffic violations on a highway are shown in Fig. 2 .
Overall the proposed vehicle tracking system is developed based on four main stages that are mentioned below. To develop this ITS-V system, the firsts step is to segment of the scene into individual vehicles and then tracking each vehicle inside a tracking zone. A simple background subtraction technique was utilized to segment vehicle from the background video frames. After detecting and segmenting the vehicle form a background scene, the next step is to compute traffic parameters such as vehicle speed in different lanes of the highway roads. After collecting local parameters thorough CNN model at the collection site, this intelligent data is then passed on to automated and operator assisted applications, which is developed through the DBN model for classification. In the end, plenty is generated according to the specific traffic 205 | P a g e www.ijacsa.thesai.org violation and stored in the somewhere distributed server to avoid further traffic violations.
The first step of this research study is to extract the video frames from the side of highway daily time driving. In this paper, a pre-train four multi-layer convolutional neural network (CNN) model was used to transform features for prediction of driver's illegal activities during highway driving. Those frames are extracted from a video in every 0.3 seconds. Afterward, a deep-belief network (DBN) model was applied to predict the final decision of the activity class of driver's illegal driving. The DBN model is trying to help pre-train CNN model to pool layer for defining an effective features map. In the proposed system, a single features map was utilized that was extracted from a single video frame. To perform the final prediction about the driver's illegal activities, a group of frames was used for recognition. From the video frames, fifteen feature maps are stored to generate by the pre-trained CNN model for prediction, the equivalent of three seconds of video. Afterward, this group of feature maps is concentrated into one single pattern, which will be the input of our proposed DBN model, to obtain the final classification of the traffic violation system.
To train the CNN model, the GRAM road-traffic monitoring (GRAM-RTM) dataset was utilized. In this dataset, the sample videos are selected according to different environmental conditions to make the system runs better compare to state-of-the-art systems. The methodological steps are explained in the upcoming subsection of this paper.
A. Acquisition of Datasets
GRAM Road-Traffic Monitoring (GRAM-RTM) dataset [37] was utilized in this paper to test and compare the performance of proposed V-ITS system. In fact, the GRAM-RTM dataset consists of multiple vehicles tracking ground truth during real-time video processing. The V-ITS system was tested and implemented on HP brand Laptop with an Intel core processor of the processing capability of i7 CPU @ 3.35 GHz and 8 GB of RAM with Windows XP. This program was programmed in OpenCV and Python tools. The experimental results were also statistical measured. The dataset of 1200 region-of-interest (ROI) video frame images including normal of 600 and traffic violation of 600 were acquired from GRAM-RTM to test and evaluate the performance of V-ITS system. An example of this dataset from urban second video is visually displayed in Fig. 2 . The region-of-interest (ROIs) for each video frames from GRAM-RTM dataset is automatically defined to trained the convolutional neural network (CNN) [38] for transform features. In the video frames, the three-lines are drawn to defined vehicle tracking and checking illegal activities. This step is visually represented in Fig. 2 . The high-level features are defined from these ROI video frames to effectively train the multilayers of the CNN model. The detailed description of this CNN model is defined in the next subsection.
B. Pretrain CNN Model
Convolutional neural network (CNN) model [38] is using in many applications to extract deep features and it has applications in many different fields. In practice, the CNN model is used to detect the pixel-level features using convolutional filters in different layers and then finally classify them through softmax linear classifier. In the past studies, the authors achieved significantly higher performance than manually tune machine learning algorithms.
To extract features from an image, a domain-expert knowledge is required to detect best features from image processing. However, if a convolutional neural network (CNN) model is applied to a digital image then it provides deepinvariant features. Those features are extracted from a different multilayer of CNN model. To recognize the objects from images, the features-map is responsible for the output layer. But the features-map created by CNN model is not optimized for real-time video processing. Therefore, a pre-train CNN model was utilized to get an effective features map.
In this paper, a pre-train CNN model is utilized to extract effective and optimize features from video frames. A pre-
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Deep-belief network Detect and classify illegal activities www.ijacsa.thesai.org training strategy was used to guide CNN for defining the features from video frames. The dataset is divided into three different groups such as immediate line overrun, speed limit overrun and yellow-line driving. The frames are extracted from GRAM Road-Traffic Monitoring (GRAM-RTM) dataset that defined the problems of immediate line overrun, speed limit overrun and yellow-line driving. In fact, the CNN network structure is learned to recognize the three different tasks for a traffic violation from labeled video sequences. At the top layer of the CNN model, the features are extracted and transformed into weights to train the next layer of the CNN model. A pretraining step for CNN multilayer architecture along with deepbelief network (DBN) is explained in the subsequent paragraphs.
The region-of-interest (ROIs) are extracted from video frame from fixed regions and then send to the four multilayer CNN architecture which has been already trained for high-level feature extraction in different frames from GRAM-RTM dataset video frames in three different categories. Those categories are related to a traffic violation. Convolution and max-pooling layers are added to the network for extracting and selecting the most important features. The two fully-connected deep belief network (DBN) layers are then added to the network after convolution and the pooling layers. In practice, a multi-layer RBM network is utilized for developing in a DBN unsupervised network. In deep learning algorithms, the DBN architecture proved to be an excellent generative model that can easily outperform for fine-tune parameters.
During the training stage, high-level features are learned simultaneously with the training of the proposed CNN network. After four layers of convolution, RBM, and pooling, the features are out of the last layer into the two-layer fullyconnected network for further training. Finally, the trained feature matrix is taken as the input of DBN. DBN is trained and fully connected to the output of the network to predict saliency. In the inference stage, the full image was used as the input of the network. Similar to the training stage, the highlevel features of the test video frame is extracted via the trained CNN network. Finally, using the trained DBN and the learned features, the plenty value was computed in each frame.
In order to develop a pre-train CNN model, the high-level features are learned or extracted together to train the multilayer architecture of the network. In advance step, the pretraining step is applied to get and learn good informative features extracted from video frames. The dataset samples are divided into three category classes. The ROI regions are defined earlier from each video to do better initialization of the training step. These ROIs frames are visually represented in Fig. 2 . In three different traffic violation, a set of informative features are defined to effectively train the CNN model. Then a single features map was generated from every single image, which is convolved with a Gaussian mask.
The first layer of convolution neural network (CNN) model was generated by following the DBN and max-pooling concepts. To develop this pre-train CNN model, the features are obtained at the first layer are additionally learned through the next three CNN network layers. Training Similar to the pretraining step, the training of the proposed CNN network is performed with features from the pre-training step as the input on the same collected from target frame regions.
C. Driver's Illegal Activities Prediction
Given a frame region, the driver's illegal activity is predicted through the pre-train CNN model and classifies those activities by deep-belief network (DBN) multilayer architecture. In order to achieve the high-level traffic violation parameters, the ROI image region was used from the video frame to do perfect training of the CNN network. In fact, the convolutional filters are performed to each layer of the pretrain CNN network model. Afterward, the deep belief network (DBN) model was applied followed by the pooling layer to classify driver's illegal activities. In order to recognize driver's illegal activities, the last two layers are fully-connected layer and input to this layer is a feature map to the DBN architecture. After repeated running a DBN model, a weighted matrix is obtained that is conforming to the high-level video features of this frame. Hence, the traffic violation value of this frame can be obtained via multiplying the weight with the features and it is defined by the Eq. (1). (1) Where w parameter is learned parameters from the deepbelief network (DBN) classifier for three categories of plenty class, and x is the high-level features matrix extracted by the well-trained a multilayer convolutional neural network (CNN) network model. In this equation, G parameter denotes the Gaussian masking template to detect driver immediate line overrun, speed limit overrun and yellow-line driving.
IV. EXPERIMENTAL RESULTS
Experimental results are described in this section to validate the performance of the proposed V-ITS system for detecting vehicle illegal activities without performing pre-or post-image processing techniques. The proposed V-ITS system based best variants of deep-learning multilayer architecture is proposed in this paper that is different from state-of-the-art detection systems.
The performance was evaluated based on the frames that are extracted from GRAM Road-Traffic Monitoring (GRAM-RTM) dataset. The multi-layer CNN architecture model was trained in three different samples from GRAM-RTM dataset. The three different samples driver's illegal activities are counted based on immediate line overrun, speed limit overrun and yellow-line driving. The samples datasets are considered to have different environments such as normal, sunny, and cloudy. To extract high-level features from video frames, the RBM layer was added to pre-train CNN model. To show the effectiveness of proposed pre-train CNN and DBN models, the comparisons with the CNN network is presented in Table I .
The V-ITS system was implemented in python and OpenCV tools in Windows XP 64-bit system. The learning rate for training the four-layer CNN is initialized as (10 x 6) with a batch size of 32. The training of the four-layer of CNN model for about 75 epochs and the training procedure costs nearly 12 hours in all. In the experiments, it averagely takes 0.254 seconds to train an image, and 0.152 seconds to test a video frame image. The performance detector calculates two kinds of www.ijacsa.thesai.org errors, namely to miss a true violation detection and to detect the false violation. The first error is measured by the detection rate while the second one is called the number of false accepts. These measures are represented in an average form in Table I .
To evaluate the performance of V-ITS system, different vehicles are considered in the experiments. The experimental results are shown in Table I . In this table, all types of environmental conditions are considered. As shown in this table, the proposed system is performed better results compared to a simple convolutional neural network (CNN) model with pre-training through principal component analysis (PCA) technique. On average, the proposed V-ITS system is getting 90% better detection rate compared to the 84% value obtained by CNN model. The V-ITS system is capable of detection and recognition the traffic violation up to four frames per second (fps), so at normal speed (i.e., 100 km/h), the system offers at least two opportunities to identify driver's illegal activities. In fact, the V-ITS will be upgraded in the future to add more traffic violation at lower speeds. The V-ITS system has been tested in a real-time environment mode during nighttime and daytime under different environmental conditions. In this paper, a novel V-ITS system based on a new CNN framework is proposed to automatically detect driver's illegal activities during highway driving. To detect effective features, high-level features are learned and the classification results are predicted through the DBN model. The proposed pre-train model is distinct from the state-of-the-art techniques, an extra layer was added through DBN into the CNN framework to obtain more accurate features. Moreover, to avoid manual annotation of video frames data, Deep Belief Network (DBN) classifier was added to pre-train CNN model for recognizing of driver's illegal activities without using complex methods of image processing algorithms. The proposed V-ITS system outperforms compare to simple pre-train CNN model using PCA in the same selected dataset.
V. CONCLUSIONS
Tracking of vehicle illegal activities is a critical step for the development of an automatic traffic management system. In the past studies, there are many authors focus on extracting traffic parameters without focusing on environmental conditions. In this paper, an efficient V-ITS system is developed to predict the driver's illegal activities during highway driving. The system was evaluated and tested on GRAM-RTM dataset. The experimental results indicate that the proposed V-ITS system outperformed compared to state-ofthe-art video processing systems. It is happened due to use of pre-train CNN model to transform the features and then DBN is deployed to classify the vehicle illegal activities in multiple video frames. In this paper, the V-ITS system measured traffic parameters due to pre-train CNN deep learning algorithm to get robust results without any problem or delay. The main objective of this paper is to consider the latest deep learning algorithm to calculate traffic illegal parameters without focusing pre-or post-processing steps as done in many studies. In this study, the combination of transform features and multilayer architecture of deep learning algorithms (DBN) are effectively integrated for better classification results. To implement and test this V-ITS system, Python, computer vision OpenCV tools were utilized. In a future study, more traffic violation is added according to the type of vehicle.
