Advances in empirical population genetics have made apparent the need for models that simultaneously account for selection and demography. To address this need, we here study the Wright-Fisher diffusion under selection and variable effective population size. In the case of genic selection and piecewise-constant effective population sizes, we obtain the transition density by extending a recently developed method for computing an accurate spectral representation for a constant population size. Utilizing this extension, we show how to compute the sample frequency spectrum in the presence of genic selection and an arbitrary number of instantaneous changes in the effective population size. We also develop an alternate, efficient algorithm for computing the sample frequency spectrum using a moment-based approach. We apply these methods to answer the following questions: If neutrality is incorrectly assumed when there is selection, what effects does it have on demographic parameter estimation? Can the impact of negative selection be observed in populations that undergo strong exponential growth?
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where the diffusion and drift terms are given by b(x; t) = x(1 − x)/ρ(t) and a(x) = σx(1 − x), results. To gain insights, we here focus on the case where ρ is piecewise constant. In this case, the 114 diffusion and drift terms differ by a constant factor within each piece, thus simplifying the analysis.
115
Throughout, we assume that ρ has K constant pieces (or epochs) in the time interval [τ 0 , τ ).
116
The change points are denoted by t 1 , . . . , t K−1 , and for convenience we define t 0 = τ 0 and t K = τ .
117
Then, for t i ≤ t < t i+1 , with 0 ≤ i ≤ K − 1, we assume ρ(t) = c i , where c i is some positive 
The transition density within each epoch [t i , t i+1 )

125
For the epoch [t i , t i+1 ), let the transition density be denoted by p i (t; x, y), where t ∈ [t i , t i+1 ),
126
X t i = x and X t = y. Under the initial condition p i (t i ; x, y) = δ(x − y), the spectral representation 
where −Λ i n and Φ i n are the eigenvalues and eigenfunctions of L i , respectively. That is,
It can be shown that the eigenvalues are all real and non-positive. Furthermore, 
Then, {H i n (x)} ∞ n=0 form an orthogonal system with respect to the weight function π i (x). By directly 140 applying the full generator L i to H i n (x), we observe that H i n (x) are not eigenfunctions of L i .
141
Instead, we obtain
where Q(x; σ) = 1/2 · σ 2 x(1 − x). However, since both {H i n (x)} ∞ n=0 and {Φ i n (x)} ∞ n=0 are orthogonal 
Furthermore, the fact that Φ i n (x) is an eigenfunction of L i with eigenvalue −Λ i n implies that . . .
. . .
where λ i n is as defined in (4) and a 
n,2 , . . . i , respectively.
155
The truncated eigensystem
can then be used to approximate (8 observed that positive selection coefficients require higher values for D than negative ones.
165
The transition density for the entire period [τ 0 , τ ) with K epochs
166
Suppose X τ 0 = x and X τ = y. The transition density p(τ 0 , τ ; x, y) for the entire period
obtained by combining the transition densities for the K epochs as follows:
where x i denotes the allele frequency at the change point t i . Using (3), we can write (10) as
where
T is an infinite-dimensional column vector, while E i and
170
S i are infinite-dimensional matrices defined as
, . . .
In general, S i is not a diagonal matrix since Φ i n (z) and Φ i+1 m (z) are not orthogonal with respect to
In Appendix, we show that the entry (n, m) of S i is given by
Note that the last line of (12) does not depend on n or m, so it needs to be computed only once.
175
The overall computational time for evaluating p(τ 0 , τ ; x, y) scales linearly with the number K of 176 epochs.
177
To better understand the joint impact of selection and demography on the transition density, we 178 consider two scenarios, where p(0, τ ; x, y) is simply denoted as p(τ ; x, y). 
187
The sample frequency spectrum
188
The transition density approach
189
The transition density derived in the previous section can be employed to obtain the sample fre-
190
quency spectrum (SFS) of a sample. Consider a sample of size n obtained at time t = τ . The
191
probability that the A 1 allele with frequency x at time t = τ 0 is observed b times in the sample is
For piecewise-constant population size models with K epochs, a spectral representation of 194 p(τ 0 , τ ; x, y) can be found via (11) and evaluating (13) involves computing the integral
For l ≥ 0, using (2), (5), and (7), we obtain
where 
198
The SFS q n,b (τ ) is the probability distribution on the number b of mutant alleles in a sample of 199 size n taken at time τ , conditioned on segregation.
In (15), the SFS at a single site is obtained by averaging over sample paths. This is equivalent
201
to the frequency spectrum distribution over a large number of independent mutant sites in the 
where the diffusion term b(y; t) = y(1 − y)/ρ(t), the drift term a(y) = σy(1 − y), the scaled selection 
The resulting polymorphic sites follow the dynamics of (16) thereafter. Note that this differs from 221 the diffusion process studied in the previous section, as the influx of mutations is now explicitly 222 modeled. for the moments µ j (t) = ∞ 0 y j g(y, t)dy:
where µ ′ j (t) = dµ j (t)/dt. A similar system of ODEs was derived and solved by Kimura (1955a) for 229 a neutral scenario with a constant population size and without mutations. For σ = 0, the above 230 system is finite and can be solved explicitly (Živković and Stephan 2011). In the case of selection
231
(σ = 0), on the other hand, the system is infinite and obtaining an explicit solution for an arbitrary 232 ρ is a challenging problem, even if the system is truncated by setting µ j (t) = 0 for j ≥ D.
233
From now on, assume µ j (t) ≡ 0 for j ≥ D and rewrite the truncated system of ODEs in matrix 234 form as
and 
241
We first consider ρ(t) ≡ c 0 (i.e., a constant population size), for which the solution of (20) takes 242 the form of a matrix exponential given by 
It is intractable to find closed-form expressions of −λ k , l ki , and r jk , but, for a given truncation level 246 D, they can be computed numerically. Depending on the details of the model under consideration,
247
it might be more efficient to solve (21) numerically rather than applying the more analytic form 248 given in (22).
249
We now investigate the equilibrium solution of (22), since it can be applied as an initial condi- i (0) ≡ 0, and letting t → ∞, we obtain the moments at equilibrium as
For D sufficiently large, this result is numerically close to the exact solutionμ j . The latter can also 254 be obtained as follows. The equilibrium population frequency spectrum is given by (Fisher 1930)
The sampled version can be easily found via binomial sampling as in (13):
For σ = 0, the momentsμ j ofĝ(y) = y(1 − y)f (y) are given by
where Γ(a, z) = ∞ z t a−1 e −t dt is the incomplete gamma function.
258
Now, consider the piecewise-constant model with K epochs in the time interval
which can be solved as in (21). For
The initial condition M (t 0 ) is either chosen as the equilibrium solution described above or the zero 263 vector, which corresponds to the case of all loci being monomorphic at time t 0 = τ 0 .
264
The accuracy of the above framework depends on how fast the truncated moments µ
verge to zero as D increases. Similar to the transition density approach, the truncated moments 266 converge faster for negative than for positive σ, and for instantaneous declines compared to instan-267 taneous expansions. For a large positive σ, a higher truncation level D may be required to achieve 268 the desired accuracy. Finally, the allelic spectrum f n,b (τ ), for 1 ≤ b ≤ n − 1, of a sample of size n 269 taken at time τ can be obtained from the moments µ j (τ ) by using the relationship
The SFS q n,b (τ ) at time τ is then given by
Substituting the truncated moments obtained from (26) into (27) provides numerical approxima-
The joint impact of a population bottleneck and selection on the SFS is illustrated in Figure 3 by demographic forces decreases after the expansion from τ 3 to τ 4 , while negative selection is still 281 increasing the low-frequency derived classes in this time interval.
282
Applications 283 Here, we discuss biologically relevant questions that can be addressed using our theoretical frame-
284
work. This section consists of the following parts:
We first consider models with negative selection and bottlenecks of medium strength at differ-286 ent time points. We examine the SFS under such models and try to estimate the demographic 287 parameters while taking selection into account. We also carry out demographic inference 288 ignoring selection. Whereas the former demonstrates how well the demographic and selec-289 tive parameters can be estimated jointly, the latter mimics the common practice of assuming 290 genome-wide polymorphic sites as putatively neutral (due to the difficulty of jointly estimat-
291
ing the impact of selection and demography using existing tools). We finally examine the 292 consequences of assuming a too simple underlying demography on parameter estimation. Throughout, the first population size change will occur after the allele frequencies have reached an 299 equilibrium according to (24).
Joint inference of population bottleneck and purifying selection
Under the assumption that the considered sites are independent, the log-likelihood of a model we consider the scenario where the ancestral population size c 0 prior to the bottleneck is allowed 311 to vary. In this case, the model has five free parameters: c 0 , the initial population size; c B , the 312 population size during the bottleneck; t B , the duration of the bottleneck; t S = τ − t B , the time 313 since recovery from the bottleneck; and σ, the scaled selection coefficient. We then also consider 314 the scenario where the ancestral population size is the same as the present population size, i.e., case. The grid points are summarized in Table 1 .
322
Estimation of bottleneck and selection parameters 323 We first evaluated the SFS for a sample of size n = 50 in the following twelve scenarios, all with 
336
The estimated parameters are shown in and the least recent bottleneck and σ = −2, for which an instantaneous expansion is estimated.
355
The time since the bottleneck was robustly estimated in many cases.
356
To assess the impact of assuming a slightly simplified model for parameter estimation, we car- total). We focused on the effects of weak selection and used all segregating sites in our analysis, 382 treating them as independent. We note that whereas the 197 loci are scattered over the genome,
383
at least tens of thousands of bases apart, the sites within each locus are tightly linked and hence 384 not independent. We have tried a bootstrap resampling procedure to study the effect of assuming 385 independence, but the strong stochasticity among the small subsets of presumably independent 386 sites, which were generated by sampling one site from each locus, prevented a reliable inference.
387
The empirical SFS of the data shows an uptick of high-frequency derived alleles (cf. Figure 5a ). 
419
The MLEs are given in Table 6 and both versions of the SFS are illustrated in Figure 5 . The In accordance with the previous section, the time since the bottleneck (t S ) was robustly estimated in both cases, as illustrated by the 10 and 100 most likely parameter estimates. However, partially 
431
We now relax the assumption of a fixed σ for all sites, and allow a distribution of fitness 432 effects by introducing gamma distributed selection coefficients. For σ > 0, the probability 433 density of the gamma distribution with shape and rate parameters α and β is given by for gamma distributed selection coefficients is then obtained by integrating the allelic spectrum for 436 constant selection coefficients given by (27) against a gamma distribution, i.e.,
The SFS for gamma distributed selection coefficients is then given byq n,b (τ ) =f
.
438
Even when the allelic spectrum is in equilibrium and the population size is constant, the integral 
where c is the ratio of population sizes after and before the instantaneous expansion, which can 465 be dated arbitrarily, so we set the time of this expansion to zero. R is the scaled exponential 
with times t i = t e + log (1 + δ) i−1 (2 + δ)/2 /R, i = 1, . . . , i τ . Here, the number of population size 474 changes during the phase of exponential growth is given by 475 i τ := R(τ − t e ) − log (δ/2 + 1) log(δ + 1) + 1.
Varying the growth rate δ determines the number of discretization intervals used.
476
The SFS (28) of the discretized version is obtained straightforwardly from (26) large regions of the genome, so that demography and selection cannot be estimated independently.
511
We tested our inference method on simulated data, generated by sampling a large number This result is encouraging for the many published demographic estimates that have been obtained 519 assuming neutrality, but further investigation is warranted to consider more realistic models, e.g.,
520
including phases of exponential growth. Our results encourage the application of not too simple 521 demographic models anyway.
522
In the African Drosophila sample, no or barely any negative selection was inferred when the the duration of the bottleneck, whereas the time since the bottleneck was again robustly estimated.
534
Comparing both versions of the SFS obtained using our parameter estimates and the ones given in were used in their study while accounting for linkage to some extent.
539
We also applied a grid search to test if weak positive selection could explain the uptick of high- Appendix. Derivation of (12) Here, we derive the expression shown in (12). Using (2), (5), and (7), note that
Without loss of generality, assume c i = c i+1 . (If c i = c i+1 , the integral in (A.1) is trivial to evaluate 660 using orthogonality.) Since
is a polynomial of order k + l + 2, its jth 661 derivative vanishes for j ≥ k + l + 3. Using integration by parts recursively k + l + 2 times, we
Note that the summand for j = 0 in the previous equation is equal to zero and will be omitted in
The modified Gegenbauer polynomials are defined as 667 G n (x) = −x(1 − x)(n + 1) · 2 F 1 (−n, n + 3; 2; 1 − x),
Note that the sums are finite, since (−a) (b) = 0 for integers a < b. It is simple to show that
By applying this result we obtain, after some algebra,
Finally, combining (A.3), (A.2), and (A.1) yields the desired result. The underlying bottleneck model is illustrated in Figure 4 . Grid values c 0 were considered for the 5-parameter model, whereas c 0 = c S in the 4-parameter model. The grid values for the remaining parameters were applied in both scenarios. The ratio of two consecutive values remains constant between (and including the) two subsequent bold entries. SFS were computed for the true parameters and the demography illustrated in Figure 4 (c 0 = 1/2, c S = 1). Then, 10,000 sites were sampled according to the SFS of the neutral and the selective scenario, and this procedure was repeated 200 times each. The log-likelihood values were maximized over the parameter spaces as specified in the main text, and the table reports the median, the 0.05 and the 0.95 quantiles. The four cases correspond to assuming (A1) neutrality when σ = 0, (A2) neutrality when σ = −2, (A3) presence of selection when σ = −2, and (A4) presence of selection when σ = 0. Bottleneck with t S = 1/2 (1.000, 0.05, 0.10 , 0.500) (0.100, 1.000, 0.324 −t S ,t S ) SFS were computed for the following demographic scenarios and selection coefficients. In terms of the demography, either a constant population size was assumed, or a bottleneck model according to Figure 4 with parameters c 0 = 1/2, c B = 1/10, c S = 1, t B = 1/10 and t S = 1/200, 1/20 or 1/2. The selection coefficients are σ = −1/2 and −2. The parameter estimates were obtained according to the procedure and the parameter spaces described in the main text and by assuming neutrality in each case. In the first row, and in the forth row, second column, we obtainedĉ B = 1, i.e. an instantaneous expansion occurs as the only size changet B +t S before sampling. Table 4 Parameter estimation results based on 10,000 sampled sites when the ancestral population size c 0 is incorrectly assumed to equal the current size c S , while the true model has c 0 = 1/2 and c S = 1. Then, 10,000 sites were sampled according to the SFS of the neutral and the selective scenario, and this procedure was repeated 200 times each. The log-likelihood values were maximized over the 4-parameter space (where c 0 = c S is assumed), and the table reports the median, the 0.05 and the 0.95 quantiles. The four cases correspond to assuming (A1) neutrality when σ = 0, (A2) neutrality when σ = −2, (A3) presence of selection when σ = −2, and (A4) presence of selection when σ = 0. The demographic histories were estimated with and without constant selection for the demographic model illustrated in Figure 4 for the entire dataset of 3234 polymorphic sites. The estimates and their likelihood values are based on a refined grid described in the main text and shown for the unfolded and a partly folded SFS. In addition to the MLEs, the sets of the 10 and the 100 likeliest parameter combinations were also estimated. From these sets, the two outermost estimates were chosen for each single parameter and for the likelihood value
L to obtain the outlined parameter ranges. The demographic histories were estimated based on exponentially distributed selection coefficients and for the demographic model illustrated in Figure 4 for the entire dataset of 3234 polymorphic sites. First, allelic spectra were evaluated for 12,600 different demographic parameter combinations and 100 σ values each. Then, polynomial curves of degree three were fitted between successive σ values and for every single demographic parameter combination, before a numerical integration against a gamma distribution with α = 1 and 10 different values of β was applied. From the allelic spectra, now being corrected for varying selection coefficients, the SFS were obtained. The resultant MLEs are shown for the various choices of β.
