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Abbreviations i 3
Visual & intuitive evaluation of observed data is very important and can be easily conducted with personal computers. First, several kinds of probability paper are displayed on the computer screen and the data are plotted using GPT. Then, the LSM provides estimates of the population parameters for each distribution model; and the best-fit line to the data is drawn. At the same time, the distribution form and the relative GoF among candidate distribution models can be visually judged. The quantitative GoF can be tested on the basis of the estimated parameters. The estimated parameters give a l-sided lower tolerance limit for each distribution model. The design allowable should be given as the 1-sided lower tolerance limit provided by the best-fit distribution model to avoid excessive under-or over-estimation. In this context, a GoF test is key in selecting the distribution model that best fits the data.
0018-9529/99/$10.00 01999 IEEE In the past, the Chi-square and K-S statistics were used to test the GoF of the data for s-normality or a Weibull distribution. Since the Chi-square test requires a large n, this statistic is not suitable for many practical cases: the K-S statistic is more effective for small n. R.ef [l] recommended that the median ranks, as a G P T combined with LSM, is the best among three GPT; ie, the median ranks, mean ranks, and symmetrical sample cumulative distribution (symmetrical ranks). Therefore, on the basis of the median ranks, [2] calculated the critical values of the modified K-S GoF test for the Type-I extreme-value and 2-parameter Weibull distributions with unknown parameters by Monte Carlo simulation, in which lo5 sets of complete samples for n = 3(1)20, 25(5)50, 60(10)100 are used.
In the 1980s & 199Os, however, many authors [3 -81 have reported that the C-M and A-D statistics are more powerful for GoF tests than the K-S statistic in most cases. The K-S and Chi-square tests for s-normality have been replaced by the A-D test in US Mil-Hdbk-5E [9] . For the C-M & A-D GoF tests for the Type-I extreme-value and 2-parameter Weibull distributions with unknown parameters, there exist some critical values [4, 101 or a formula [3, 9-11] based on the MLE for limited sample sizes and s-significance levels. They are still insuffieient for practical use. Because the estimated parameters given by the GPT are different from those given by the MLE [l, 31, the critical values of a statistic for GoF tests by using the G P T are different from those by using the MLE. However, there are no critical values of the C-M & A-D statistics for GoF tests for the GPT.
This paper uses three G P T (median, mean, symmetrical ranks) to estimate the population parameters of the Type-I extreme-value and the 2-parameter Weibull distributions: 2. The power is studied. One objective is to calculate the power of the K-S, C-M, A-D statistics for GoF tests by using 3 GPT and the MLE. Another objective is to compare the power of the K-S, C-M, A-D statistics for GoF tests when the G P T & MLE are used to estimate the population parameters, and then to find the best combination of a statistic and parameter estimators. The Cdf of a Type-I extreme-value distribution of the F~( y ; a , b )
The linear equation (7) is obtained by taking the logarithm of (6):
This relationship is used for plotting the observed data on Type-I extreme-value probability paper. y1 < y2 < . . . < y, be a set of ordered observations, pi, i = 1 , 2 , . . . , n be the set of plotting position given by a plotting method. If the data reasonably fit a Type-I extreme-value distribution, the plotted points,
should be distributed, approximately, on a straight line on this probability paper as indicated by (7).
Let, size n from a population defined by a continuous Cdf F(x).
2. Fo(z; 0) be a specified family of models that contain a set of parameters 8.
2-parameter Weibull distribution
sented by:
The Cdf of a 2-parameter Weibull distribution is repre-A GoF test is used to test the null hypothesis,
(1) (Y = the positive scale parameter, , 9 = the positive shape parameter. The linear (9) is obtained by taking the logarithm of (8),
The K-S stat for a GoF test is based on (2) & (3) [3] :
Eq (9) is used for plotting the observed data on Weibull probability paper. x1 < x2 < . . , < x, be a set of ordered observations;
Then (9) agrees with (7) . By these transformations, a 2-parameter Weibull distribution is transformed into a Type-I extreme-value distribution. This means that the same statistical & probabilistic analysis methods can apply for both models. Therefore, a Type-I extreme-value distribution is mainly discussed in the remainder of this paper.
Let, Parameter Estimator G P T (Rank) MLE Median Mean Symmetrical
Plotting Positions
This study uses three plotting methods in this section 3.2 as GPT. They are common among many plotting methods and generally are used in graphic analysis. Let: pi = plotting position for order i from sample-size n. 
The LSM provides the 2 & by minimizing T: ordered. The cumulative probability is defined here as: 
For exampleLP = 0.01 gives j = 10000.5, hence, the critical value of W,", is:
The critical values of E,, @,", 2 ; for: is false: when a sample is not from the assumed population but an alternative population.
Alternative Distribution Models
This study compares either the Type-I extreme-value or 2-parameter Weibull distribution with one of the distributions; s-Normal, log-normal, 2-parameter Weibull, Type-I extreme-value, which are frequently used in reliability analysis.
The scattering of test data in reliability engineering is often limited to a specified range. For example, for the strength of metallic and composite materials, the 3% 5 v 5 10% in most cases. For typical fatigue-life data [15] , 7 M 28%; ie, ,8 = 4 when a 2-parameter Weibull distribution is applied to the data. Therefore, this power study compares the distribution models for a specified value of 77. Table 2 presents the power results of the K-S, C-M, A-D statistics at y = 0.05. The average power for all n =5, 10, 25, 40 is also shown; the power order is judged by the average power.
POWER. COMPAR.ISON
GoF Tests
Among the K-S GoF tests using 3 G P T a-_nd the_MLE, the average power in decreasing order is: 0,(3), Dn(4), Among the C-M GoF tests using 3 G P T z n d the-MLE, the average power in decreasing order is: W,2(4), W,2(3), Among the A-D GoF tests using 3 G P T t n d the MLE, the average power in decreasing order is: Ai(3), 2i(l), am, wq.
i@(l), @(2). 234), 2 3 2 ) . -When the MLE are used to estimate the population parameters, the A-D statistic is more powerful than the C-M statistic, followed by the K-S statistic.
-The A-D statistic coupled with the symmetrical ranks is the most powerful statistic in most cases.
F34), @,2(3), 2 ( 2 ) , k ( 3 ) @,2(1), &(4), %(I),
The power comparison in this section means that the A-D statistic coupled with the symmetrical ranks is more powerful than the A-D statistic coupled with the MLE, which is carried in US Mil-Hdbk-5E [9] and US Mil-Hdbk-17-1E [ll] . However, the power comparisons in table 2 were conducted only at y = 0.05. In order to clarify this aspect, the power results for the A-D statistic coupled with the symmetrical ranks and the MLE are compared in sections 6.3 & 6.4, at 7 values of y and for the specified range of Q; n =lo, 40. SHIMOKAWNLIAO: GOODNESS-OF-FIT TESTS FOR TYPE-I EXTREME-VALUE AND 2-PARAMETER WEIBULL f 0.00 , . , The symmetrical ranks give higher power than the MLE -The power increases monotonically as y becomes higher. -High power is obtained between the s-normal group (s-normal and log-normal distributions) and the Weibull group (2-parameter Weibull and Type-I extreme-value distributions), especially for the large n = 40, and at higher y. Very low power was obtained between the Type-I extremevalue distribution and the 2-parameter Weibull distribution for r] = 5%. The symmetrical ranks give higher power than the MLE in most cases.
. Although the power in testing the s-normal samples us the 2-parameter Weibull distribution decreases as 77 becomes larger, the power for other cases increases as r] becomes larger.
-Lower power is obtained between the Type-I extremevalue distribution and the 2-parameter Weibull distribution for 3% 5 7 function, which gives heavier weights in both tail regions [16] . These weights help to provide more powerful results for GoF tests.
Difference between the Type-I Extreme-Value
Distribution and the 2-Parameter Weibull Distribution Our power comparison indicated a distinction between the Type-I extreme-value distribution and the 2-parameter Weibull distribution. The difference between the two distributions for the range, 3% 5 q 5 lo%, is very small. However, the difference for q 2 28% is large. Therefore, we conclude that:
-For fatigue life data with q 2 28%, there should be appreciable differences between the two distributions.
. For strength data of metallic and composite materials with 3% 5 17 5 IO%, there should be very small differences between the two distributions. Therefore, it is difficult to distinguish the Type-I extremevalue distribution and the 2-parameter Weibull distribution for 3% 5 q I lo%, but not for large values of q 2 28%.
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