The important visual stimulus parameters for a given cell are defined by the classical receptive field (CRF). However, cells are also influenced by visual stimuli presented in areas surrounding the CRF. The experiments described here were conducted to determine the incidence and nature of CRF surround influences in the primary visual cortex. From extracellular recordings in the cat's striate cortex, we find that for over half of the cells investigated (56%, 1530271), the effect of stimulation in the surround of the CRF is to suppress the neuron's activity by at least 10% compared to the response to a grating presented within the CRF alone. For the remainder of the cells, the interactions were minimal and a few were of a facilitatory nature. In this paper, we focus on the suppressive interactions. Simple and complex cell types exhibit equal incidences of surround suppression. Suppression is observed for cells in all layers, and its degree is strongly correlated between the two eyes for binocular neurons. These results show that surround suppression is a prevalent form of inhibition and may play an important role in visual processing.
Introduction
Considerable evidence demonstrates that areas surrounding the classical receptive field (CRF) can modulate a cell's response (e.g. Hubel & Wiesel, 1965; Knierim & Van Essen, 1992; DeAngelis et al., 1994; Li & Li, 1994; see Allman et al., 1985 for review) . Although the characteristics of this phenomenon are known generally, details are missing that could provide clues about its functional significance. To attain an understanding of the microcircuitry of the visual cortex, the organization and interactions of the surround must be determined. We report here a detailed exploration of several properties of the surrounds.
One primary goal of this study is to determine the prevalence of surround interactions. Previous reports vary widely in this regard. Estimates range from 10% to 77% (Nelson & Frost, 1978) . This is an important number to determine, because if only a small minority of cells are influenced from surround regions, the impact on visual processing is likely to be quite different than if the vast majority of cells are modulated by surround stimulation.
The question of incidence is intertwined with accuracy of measurement of the CRF. If the CRF is not carefully and reliably estimated, the intended "surround stimuli" may in fact lie within the CRF. This type of error makes interpretation of the results difficult, since other mechanisms of suppression, such as crossorientation and cross-spatial frequency, are known to occur within the boundaries of the CRF (Morrone et al., 1982; De Valois & Tootell, 1983; Bonds, 1989; DeAngelis et al., 1993; Walker et al., 1998) . This is almost certainly the basis of several discrepancies in the literature regarding surround effects. For example, the minimum response field technique developed by Barlow et al. (1967) is a useful and quick approximation of CRF dimensions, but is unsuitable for demarcating the spatial extent of the CRF for detailed surround investigations. This hand-plotting method tends to seriously underestimate the area from which a stimulus can produce excitation of the cell (Schiller et al., 1976; Kato et al., 1978; Hammond & Munden, 1990) , and it is possible to obtain CRF size estimates with negative values (Bishop & Henry, 1972; Schiller et al., 1976; Henry et al., 1978; Kato et al., 1978; Hammond & Munden, 1990) . Still, the minimum response field, and subtle variations using qualitative criteria, have been used in numerous studies (e.g. Bodis-Wollner et al., 1976; Schiller et al., 1976; Rose, 1977; Kato et al., 1978; Yamane et al., 1985; Hammond & Pomfrett, 1989) .
In this paper, we report a quantitative study of general properties related to the CRF and the surround. We use grating stimuli of variable size to estimate the spatial extent of the CRF and the incidence of surround suppression. We also compare size and suppression measured through each eye for binocularly driven neurons.
Methods

Physiological preparation
Experiments were conducted using anesthetized, paralyzed cats. Thirty minutes prior to anesthesia, acepromazine maleate (0.5 mg{kg Ϫ1 ) and atropine sulfate (0.06 mg{kg Ϫ1 ) are injected subcutaneously to provide tranquilization and to reduce secretion, respectively. Anesthesia is induced and maintained during surgery with 2-4% Isoflurane. Forepaw femoral veins are cannulated for intravenous infusion, a tracheal tube and a rectal thermometer are inserted, and electrocardiographic (ECG) leads and electroencephalographic (EEG) screw electrodes are positioned. A craniotomy (approximately 5 mm in diameter) is performed around HorsleyClarke coordinates P4L2 and the dura is carefully removed. Two tungsten-in-glass (Levick, 1972) microelectrodes are positioned just above the surface of the cortex at an angle of around 10 deg medial and 20 deg anterior, and the hole is covered with agar and sealed with wax to form a closed chamber.
During recording, animals are artificially respirated at around 25 strokes0min with a mixture of N 2 O (70%) and O 2 (30%). Anesthesia and paralysis are maintained by intravenous infusion of a mixture of thiopental sodium (Pentothal, 2.5% solution; 1.4 mg{kg Ϫ1 {h Ϫ1 ) and gallamine triethiodide (Flaxedil, 2% solution; 9.4 mg{kg Ϫ1 {h Ϫ1 ), combined with a 5% dextrose and lactated Ringer's solution (0.5 ml{kg Ϫ1 {h Ϫ1 ). Steady-state hydration is provided by a drip system through which lactated Ringer's is infused (10 ml{kg Ϫ1 {h Ϫ1 ). Temperature is maintained near 388C, and end-tidal CO 2 at 4-4.5%. EEG, ECG, heart rate, core body temperature, and expired CO 2 are monitored continuously through a PC-based physiological monitoring and analysis system (Ghose et al., 1995) . The pupils are dilated with 1% atropine sulfate, and nictitating membranes are retracted with 5% phenylephrine hydrochloride. Contact lenses (ϩ2 D) with 3-mm artificial pupils are placed on both corneas. Every 8-12 h, the contact lenses are removed and cleaned, and the clarity of the refractive media is checked with a direct ophthalmoscope. Chloromycetin (1.50 ml0 day) is given intravenously every 12 h as a prophylactic. The location of the optic disk in each eye is plotted on a tangent screen with a reversible direct ophthalmoscope. Using Bishop's observation (Bishop et al., 1962) as a guideline, we estimate the spatial location of the area centralis as approximately 14.6 deg temporal and 6.5 deg inferior of the optic disks, on average. Therefore, these estimates can have errors determined by Bishop's distribution.
Experimental apparatus
Visual stimuli are displayed on a tangent screen in front of the animal or on two separate cathode ray tube (CRT) displays (Nanao T2-17), allowing independent stimulation of each eye via a halfsilvered beam splitter. A manually controlled joystick is used in preliminary tests of the receptive field (RF) to sweep a bar stimulus of variable size and orientation in any position and direction on the tangent screen.
A visual stimulator generates images on each CRT display independently. The stimulator consists of a PC with two highresolution graphics boards (Imagraph, Boston, MA) and runs software written in our laboratory. The frame refresh rate of each CRT display is 76 Hz and both displays are refreshed synchronously. Stimuli are delivered with a temporal resolution of 1 frame period (13.2 ms) by custom temporal modulation driver software. The spatial resolution is 1024 ϫ 804 pixels. The usable portion of the display subtends an area of 28 deg ϫ 22 deg (viewed at 57 cm), and the mean luminance at the front surface of each contact lens is 23 cd0m 2 . The microelectrodes are inserted through the pia and advanced through the cortex by a piezoelectric micropositioner (Burleigh, Fishers, NY). Custom-made digital signal processing software is used to discriminate individual action potentials. This software allows accurate and reliable discrimination of individual spikes from multiple cells on each electrode. After discrimination, each action potential is recorded as a binary event, time-stamped with 1-ms accuracy, and stored for off-line analysis.
Recording procedures
When a cell is encountered and the spike waveform isolated, the location and approximate orientation preference of the CRF is determined. Next, we use an interactive search program (DeAngelis et al., 1993) to determine suitable parameters for a circular patch of drifting sinusoidal grating presented on one of the CRT displays. In this procedure, the grating patch is presented on the CRT and the size, orientation, and spatial frequency of the grating are adjusted by the experimenter until preferred values are determined. This procedure is used for each eye and the values obtained are used as initial stimulus parameters for subsequent runs.
Quantitative CRF tests
For quantitative analysis of the CRF, grating stimuli are presented monocularly for 4 s at a time (temporal frequency of 2 Hz for all gratings) in blocks of randomly interleaved trials. The size of the stimulus for these initial presentations is typically 5-8 deg in diameter. Each stimulus is presented at least four times, and successive presentations are separated by a period of 3 s, during which the animal views blank screens of the same mean luminance as the gratings. After presentation of a complete set of stimuli, the DC (mean rate) and first harmonic (at 2 Hz) components of the accumulated response are computed for each stimulus using discrete Fourier analysis. We define response amplitude as the greater of the mean firing rate or the amplitude of the first harmonic of the response. Simple and complex cell designations are determined by classical criteria (Hubel & Wiesel, 1962) and by the ratio of the first harmonic and mean of the response to a drifting grating stimulus (Skottun et al., 1991) .
To determine the orientation tuning of the CRF, we present a series of drifting grating stimuli, differing in orientation around the initial orientation estimate. For this run, the spatial frequency and size are set to the initial values obtained using the search program. The peak of the resultant tuning curve is used as the optimal orientation for subsequent presentations. In a similar fashion, we determine the preferred spatial frequency for the cell.
After the optimal orientation and spatial frequency have been determined, we again estimate the center coordinates for each CRF. This step is of paramount importance, since it is critical for the accurate determination of surround effects. We first manually determine the center coordinates with computer-generated stimuli using custom-built software. For this procedure, we use the smallest grating patch that elicits a reliable response (0.5-2 deg) and vary its x, y position manually. Whenever a spike occurs, a pixel is illuminated on the search program display screen at the x, y coordinates of the current stimulus. We thus obtain an accurate estimate of the center of the CRF by choosing the centroid of the pixels indicating responses with the small grating patch.
We then use the center coordinates to make a quantitative evaluation of the spatial summation, size, and surround suppression for each cell. Circular patches of drifting gratings of variable outer diameter are presented monocularly. We use a wide range of sizes from 0.5 deg to 22 deg. The stimulus is considered well centered if the resultant size-tuning curve exhibits a response greater than spontaneous activity for any stimulus 1 deg in diameter or smaller (see Figs. 1 and 4) . Ensuring that the cell responds to small stimuli validates our centering estimate and makes it likely that our center coordinates are located close to the true center.
To quantitatively describe the size-tuning responses, the data are fit with a function of the following form:
in which K e and a are free parameters describing the strength and size of the excitatory discharge region; and K i , b, and o i are parameters associated, respectively, with the strength, size, and spatial offset of the inhibitory surround. R 0 is a free parameter representing the spontaneous response of the cell, and s designates the size of the grating patch. This equation is the difference of the integrals of two Gaussian functions. The first integral represents the spatial summation of excitation within the CRF, and the second integral represents summation of inhibitory inputs from the surround. By using Gaussian functions, we assume that excitation and inhibition are normally weighted around the center of the CRF. Although detailed study of the surround properties shows that discrete pockets of suppression exist for many cells (Walker et al., 1999) , this assumption is reasonable because the suppressive regions are sampled uniformly as the stimulus expands symmetrically. Moreover, the Gaussian functions provide adequate fits of the data for most cells (mean chi-squared error ϭ 2.46; 3-4 df ) and provides physiologically relevant parameters. Often, fits with lower chi-squared errors could be obtained if the entire function was half-wave rectified and squared. Presumably, this compensates for the underlying static threshold nonlinearity of the axon hillock during action potential generation (Tadmor & Tolhurst, 1989; Heeger, 1992) . For cells that exhibit no suppression, it is possible to drop the second integral in eqn.
(1) and obtain good fits using fewer parameters in a reduced function of the form:
in which K e , a, and R 0 are free parameters as described above. Eqns.
(1) and (2) have been used previously to describe length and width tuning of CRFs in area 17 of the cat (DeAngelis et al., 1994) . From the best fit to the data, an estimate is made of the degree of surround suppression and the spatial extent of the excitatory CRF, as described in the Results. For a number of cells, we have also obtained reverse correlation (Jones & Palmer, 1987b; DeAngelis et al., 1993) and0or m-sequence (Sutter, 1992; Anzai et al., 1997) maps of the CRF. These detailed spatio-temporal maps provide an independent assessment of the two-dimensional CRF size and centering. If these data suggest a discrepancy with the previous tests, new center coordinates are determined and new data are obtained. If for any reason we cannot obtain an adequate center estimate, the data from that cell are not included in further analysis. In addition to the center coordinate estimation, the reverse correlation maps of the CRF provide good approximations of the true size of the CRF (DeAngelis et al., 1994) . In general, we find good agreement between the size estimates from the drifting gratings and the reverse correlation measurements.
Histology
At the end of each electrode track, small lesions are made by passing current through the tip of each electrode (10 mA for 10 s). Additional lesions are made on alternating electrodes at intervals of 1.0-1.5 mm as the electrodes are withdrawn from the cortex. At a shallow depth (usually near 500 mm), lesions are again made at each electrode tip. At the conclusion of the experiment, the animal is given an overdose of pentobarbital sodium (Nembutal) and transcardially perfused with a buffered 0.9% saline solution followed by 10% Formalin. The tissue is removed from the skull and cryo- protected by placing it in a 30% sucrose solution until it sinks. The tissue is then frozen and sectioned on a microtome in 40-50 mmthick slices. Tissue is mounted onto slides and stained with thionin or cresyl violet.
Cortical slices are examined under a microscope to identify the electrode lesions, the lamina of the cortex, the white matter, and the area 17018 border. We consider an electrode track successfully reconstructed if it satisfies the following criterion: (1) the lamina are clearly identified; (2) a sufficient number of lesions are recovered and associated with a particular electrode; and (3) after allowing for shrinkage of the tissue, the spacing between lesions matches the scale of the depth reading at the time of the experiment.
We do not attempt to distinguish between layers 2 and 3 because of the difficulty of identifying the border. Some cells cannot be assigned to a single lamina with confidence because they are located near the border of two layers. In these instances, the cells are assigned an intermediate value between the two laminae. If the placement of a cell is too ambiguous or if it is estimated to lie in the white matter, it is excluded from the data set.
The border of areas 17018 is often histologically ambiguous, but can be estimated from the following observations (Hubel & Wiesel, 1965; Movshon et al., 1978; Tusa et al., 1978; Harvey, 1980a,b; Sclar & Freeman, 1983; Payne, 1990; Olavarria, 1996): 1. Layer 3 is wider in area 18 than area 17.
2. Layer 4 is narrower in area 18 than area 17. When applying these criteria, we obtain a transition zone that varies from one cat to another, but is roughly 200-800 mm wide, in agreement with previous estimates (Sclar & Freeman, 1983) . Based on known cytoarchitectural organization of the primary visual cortex, we confirmed that nearly all cells we recorded were located in area 17. However, a few electrode penetrations traversed the medial bank of the lateral sulcus, and we conclude that a small fraction of the cells were from the border region between areas 17 and 18. However, these cells did not significantly differ from the rest of our population in terms of response characteristics and tuning preferences, so we have combined them with the area 17 cells for all data analyses.
Results
Definition of the classical receptive field and surround interactions
Following the conventional interpretation of Hartline's (1938) original description, we define the CRF as the region in space in which appropriate stimuli can elicit an excitatory response from a cell. We define the surround as the entire area "outside" or beyond the region designated as the CRF. According to this definition, stimuli placed in the surround alone do not elicit a spike response from a cell in excess of the ongoing spontaneous activity. For this study, we made no a priori assumption regarding the nature of the surround interaction. We begin with the premise that the surround can modulate the response of particular cells and that this change may either be positive (facilitation) or negative (suppression). Thus, we use the terms surround facilitation and suppression to refer to the direction of change in response caused by stimulation of the surround. Note that with extracellular recordings, it is difficult to distinguish true inhibition from withdrawal of excitation so we use the terms suppression and inhibition interchangeably.
Cell population
Measurements were made from 271 cells in 19 adult cats. Of these, 133 were classified as simple and 138 as complex. These 271 cells represent an unbiased, random sampling of cells from all cortical layers. The presence of surround interaction was examined for all of these neurons, and the spatial organization of the surround is described for a subset of these in a related study (Walker et al., 1999) .
Size-tuning properties of neurons in area 17
The primary experiment consists of presenting a series of drifting gratings of variable size. Fig. 1 shows results obtained from six cells and illustrates the range of responses observed. These sizetuning curves provide an estimate of the spatial extent over which the CRF is sensitive to visual stimuli. As stimulus size increases, size-tuning curves initially increase monotonically and then either reach a plateau or decrease. We ascribe the decrease in response to suppressive surround mechanisms. Fig. 1 shows simple (A-C) and complex (D-F) cells arranged with examples of minimal suppression shown in the top plots, moderate suppression in the middle plots, and strong suppression on the bottom. The data were collected and averaged over multiple presentations for each stimulus size and interleaved with a blank stimulus for assessing spontaneous activity. The error bars on the data points represent 6 one standard error of the mean (SEM). The smooth curves through the data are the best fit of the function described in the Methods. The function is the difference of the integral of two Gaussians.
Nature of surround interaction
To classify a cell as exhibiting surround interactions, we used the following criteria. The surround stimulus must not drive the cell when presented alone, and must alter the cell's response when presented in conjunction with the optimal center stimulus. Thus, if a "surround" stimulus evokes responses when presented alone, we consider this to be stimulating the CRF and not a surround effect. By this definition, we find that surround interactions are typically suppressive in nature, though there were a limited number of exceptions. In these exceptional cases that initially appeared to be facilitatory, we usually observed excitation during the surroundonly presentations. In other words, most instances of supposed "surround facilitation" could be attributed to misalignment of the surround patches with the CRF. Therefore, we find surround suppression to be the most consistent and prominent effect. Fig. 1D represents one of the few cases that may represent facilitation from the surround, although one cannot rule out the possibility of this being a cell with a highly elongated RF, such as has been reported for layer 6 (Gilbert, 1977) .
Incidence and strength of surround suppression
Surround suppression was present for the majority of cells tested, although its strength varied substantially from cell to cell. We quantify the degree of surround suppression for each cell as the percentage change in response between the peak of the best-fitting size-tuning curve and the value at the largest size tested (20 or 22 deg in diameter). The spontaneous activity (denoted "ϽSA" in Fig. 1 and subsequent figures) was subtracted from all responses before calculating the percent suppression. Fig. 1B illustrates this computation for a simple cell that exhibits a response reduction of 58% between a 1.5-deg stimulus (16 spikes0s) and a grating larger than 5-deg diameter (7 spikes0s). Fig. 2A shows the distribution of suppression strength for 271 cells tested monocularly through the dominant eye. This distribution is characterized by a large number of cells with no surround suppression, and the remainder spread more or less uniformly across the entire range of inhibition. An arbitrary criterion of 10% suppression was chosen as a cutoff for the minimum amount of suppression that we considered reliable. Across the population, suppression greater than 10% was found in 56% (1530271) of the cells tested, and among these cells, the distribution of the magnitude of suppression can be described as uniform between 10-100% (Pearson's Chi-squared ϭ 15.18, alpha ϭ 5%, 8 df ). Cells that exhibit suppression of 10% or less are placed into the "no suppression" category, which comprised 44% (1180271) of the population.
We examined the correlation between the amount of suppression and each cell's preferred orientation to test a conjecture by Maske et al. (1986) . They suggested that end-stopping could facilitate detection of horizontal disparity. If this is the role of surround suppression, one would expect to find more examples of surround suppression among cells tuned for horizontal orientation than for vertical. Among all cells that exhibited surround suppression, we find no correlation between the strength of surround suppression and the optimal orientation (correlation coefficient is Ϫ0.083, P Ͼ 0.30). This correlation is weaker, though not different than the correlation between suppression and preferred spatial frequency (correlation coefficient is Ϫ0.10, P Ͼ 0.22).
The amount of suppression occurring in simple and complex cell types was also compared. Hubel and Wiesel (1965) originally observed end-stopping only in complex cells, but subsequent work has shown that this property applies to simple cells as well (e.g. Dreher, 1972; Rose, 1977; DeAngelis et al., 1994) . In our population, simple cells exhibit suppression more often than complex cells and the suppression is slightly stronger on average (see Fig. 2B ). Sixty-four percent of simple cells are suppressed by surround stimulation, as compared to 49% of complex cells. The mean suppression for simple and complex cells is 30.5% and 25.1%, respectively. However, these differences are not statistically significant, and in agreement with recent findings we conclude that there is virtually no difference between the incidence or strength of suppression for the two cell types.
Laminar distribution of surround suppression
We used histological data to examine the possibility of a laminar specialization of cells with surround interactions. This is important because in previous studies in which histological and laminar analysis were performed, different subjective classification schemes of cell types were used, making comparisons difficult (e.g. Palmer & Rosenquist, 1974; Camarda & Rizzolatti, 1976; Schiller et al., 1976; Gilbert, 1977; Sillito, 1977; Kato et al., 1978; Leventhal & Hirsch, 1978; Henry et al., 1979; Sherk & LeVay, 1983) . In general, end-stopping is thought to be expressed by cells in all cortical layers, but it is more common in the upper layers (Camarda & Rizzolatti, 1976; Gilbert, 1977; Rose, 1977; Sillito, 1977; Kato et al., 1978; Leventhal & Hirsch, 1978; Bullier & Henry, 1979; Henry et al., 1979; Sherk & LeVay, 1983) .
The laminar distribution of surround suppression for 175 cells is shown in Fig. 2C . Within each lamina, we find the incidence of surround suppression to be indistinguishable, but there is an interesting difference with respect to the strength of suppression across the layers. In every laminar category except layer 4 and the border of layers 3 and 4, there are cells with complete suppression for large stimuli. The layer 304 region receives afferent projections from the A and C laminae of the lateral geniculate nucleus (LGN) (LeVay & Gilbert, 1976 perhaps the limited suppression found in the layer 304 region is a residual of the surround suppression found in the corresponding LGN input.
Size estimates of the simple and complex cell receptive fields
An estimate of the excitatory summation area of the CRF was made from the size-tuning curves and eqns. (1) and (2). We chose an arbitrary criteria of 10% reduction in response as the smallest change that we could reliably measure. If the suppression was greater than 10%, the CRF size was estimated from the peak of the size-tuning curve. For cells with less than 10% suppression (for example, cells in Figs. 1A and 1D) , the response usually reached a plateau and remained relatively constant as the stimulus size increased further. For these cells, the size was defined with parameter "a" in eqns. (1) and (2). Note that for the cell pictured in Fig. 1D , the value of parameter "a" (downward arrow) provides a reasonable estimate of the point where the curve saturates, although the response for this cell still increased up to 22 deg. Only seven of 271 cells exhibited size-tuning curves such as this, and it is not clear whether it represents cells with very large CRFs or if there is some facilitatory surround interaction.
Fig . 3A shows the distribution of CRF size for the entire population of 271 cells when stimulated through the dominant eye. Most of the CRFs (77%, 2090271) were between 2 deg and 8 deg in diameter. For 9% (250271) of the population, the response continued to increase and did not reach a peak until the grating diameters were between 10 deg and 15 deg. At the other extreme, only 6% (160271) reached a peak response with stimuli smaller than 2 deg in diameter.
Across the population, there is not a significant difference between simple and complex cell types (Fig. 3B) . The median CRF size for simple cells is 4.65 deg (meanϭ 5.50 deg 6 3.22 s.d.), while the median size for complex cells is 4.80 deg (mean ϭ 5.40 deg 6 3.03 s.d.). This is contrary to Hubel and Wiesel's (1962) original report (see their Fig. 9 ) that complex CRFs are generally larger than simple CRFs. However, they used single bar stimuli and qualitative measures. Gilbert (1977) reported that within a single lamina, simple and complex CRFs are roughly equivalent and that more difference can be found between layers than between cell types. Fig. 3C shows how the CRF size varies across cortical lamina for 175 cells. A wide range of CRF sizes are found in all layers, though the standard deviation of the distributions is slightly smaller for the superficial layers, as compared to the deep layers (e.g. s ϭ 2.23, N ϭ 49 for layer 203; s ϭ 3.14, N ϭ 45 for layer 6). A wide range of sizes was observed in the deep layers (5-6), though the smallest median CRF size is in layer 5 complex cells (3.95 deg). The smallest simple cells are in the border region between layers 5 and 6, though the sample there is small.
Another factor that impacts the CRF size estimates is eccentricity. It is well known that CRF size is correlated with eccentricity (Hubel & Wiesel, 1962 , 1965 . However, the area centralis in the cat is difficult to identify accurately with an ophthalmoscope and its position is inferred from the relative distance to the optic disk (azimuth ϭ 14.6 deg, elevation ϭ 6.5 deg; Bishop et al., 1962) . Consequently, we have not recorded the exact eccentricity of each CRF, although all of the CRFs recorded were within 15 deg of the area centralis. Indeed, the vast majority are within 5-8 deg of the area centralis, so eccentricity is likely to have a negligible effect on the overall distribution of CRF sizes, although it may account for the tails of the distributions in Figs. 3A and 3B .
Size-tuning measurements through both eyes for binocular neurons
There is a paucity of data comparing surround interactions between the two eyes. Thus, whenever possible, we obtained sizetuning curves through both eyes. From the population of 271 cells, size-tuning data were obtained through both the dominant and nondominant eyes for 99 cells. Fig. 4 shows typical examples from three simple and three complex cells. The format is the same as Fig. 1 , with examples of minimal suppression shown on the top, medium suppression in the middle, and strong suppression on the bottom plots. In all of these cases, the size-tuning curves were well matched between the two eyes, allowing for differences in overall responsiveness through each eye. We quantitatively compared surround suppression between the dominant and nondominant eyes in two different ways (Fig. 5) : as the absolute change in response in units of spikes0second (open circles), and as the percentage reduction in response (filled squares). The absolute change describes the subtractive aspect of suppression and the percentage describes the divisive portion. We chose to compare both of these values since the underlying mechanism is unknown and response rates can vary substantially between the two eyes. We plot the suppression metrics against the degree of binocularity of each cell, which we quantify with an ocular balance index~OBI ϭ 1 Ϫ 2 ϫ 6 R I 0~R I ϩ R C !6, where R I and R C represent ipsilateral and contralateral responses to an optimal stimulus, respectively). OBI is 1.0 when the cell responds equally to stimulation through either eye and is 0.0 when only one eye can drive a cell. The data are heavily weighted toward the lower right of the plot in Fig. 5 . The tendency for the data to lie toward the right indicates that most of the neurons are nearly binocularly balanced. The small y-axis values indicate that suppression is similar in the two eyes. Moreover, there does not appear to be any systematic difference between suppression measured as a percentage or as an absolute change in spike rate.
The size estimates of the CRFs measured through either eye are well matched across the population, though there is a moderate degree of individual variability. Fig. 6 shows the distribution of the optimal sizes, estimated separately for the dominant and nondominant eyes (correlation coefficient is 0.44). Some of the discrepancy can be explained by the weaker firing rate in the nondominant eye. When the response rate of the nondominant eye is weak, extra care must be used in estimating the center coordinates. Nevertheless, errors in centering are more likely for the nondominant eye CRFs. This presumably explains why CRFs greater than 10-deg diameter were found for 11 cells measured through the nondominant eye, compared with only six for the dominant eye. Thus, the size of the nondominant CRF may be overestimated for some weakly responding cells. This observation highlights the care that must be used in studies of surround interactions to accurately estimate the size and center of the CRF. In our cell population, we suspect that measurement error is likely to affect only a small number of cells. Overall, for 57 of 99 (58%) cells, the size estimate between the two eyes is within 2 deg.
Summary of main results
In an unbiased sample of 271 neurons, we find that 56% (153) display suppressive surround interactions. Among these cells, the strength of suppression spans a uniform continuum from moderate to strong. There is virtually no difference between simple and complex cells with regard to the incidence or strength of surround suppression, and the amount of surround suppression is well correlated between the two eyes. Surround suppression is found in all layers, though layer 4 did not have any cases of complete suppres- sion. We also find that the sizes of simple and complex CRFs are not dramatically different. This differs from previous subjective tests which suggest that complex cells RFs are larger (Hubel & Wiesel, 1962) . These results indicate that the surround influences the response of many cells in a nontrivial way. For example, roughly 19% of the cells in striate cortex exhibit suppression greater than 70% and approximately 38% exhibit greater than 40% suppression. Careful analysis of previous work reveals a similar value, when taking into account differences in methodology, cell count, and interpretation. Surround effects are reasonably correlated between the two eyes, suggesting that these effects occur after the combination of monocular inputs.
Discussion
We measured the basic properties and incidence of surround interactions in neurons of the primary visual cortex, in a careful, detailed, and quantitative manner. In doing so, we find that a majority of neurons in the primary visual cortex exhibit surround suppression while facilitation is rare. We also emphasize the paramount importance of methodology in studies of the CRF and especially of the surrounds. Errors in centering or sizing of the CRF can result in misleading conclusions about the relationship between the center and the surround. Below, we compare our data with previous studies and identify some of the key methodological issues involved with investigations of surround interactions.
Incidence of surround interactions
The reported occurrence of surround suppression in area 17 of the cat ranges from 10% to 77% (Nelson & Frost, 1978) , with many estimates in between. One source of discrepancy between the previous studies is the differing criteria used to classify a cell as surround suppressed. The studies reporting the lowest incidence of suppression typically consider a cell end-stopped only if an extended stimulus completely eliminates the response (Palmer & Rosenquist, 1974; Sillito & Versiani, 1977; Henry et al., 1979) , whereas the studies finding the highest incidence usually count a cell as end-stopped if the suppression is greater than 10-20% (Camarda & Rizzolatti, 1976; Rose, 1977; Kato et al., 1978) . Other studies report the incidence of surround suppression between 43% and 77%, but fail to state the criterion used to classify a cell as end-stopped (Maffei & Fiorentini, 1976; Gilbert, 1977; Leventhal & Hirsch, 1978; Nelson & Frost, 1978; Orban et al., 1979; Sherk & LeVay, 1983; Li & Li, 1994) .
Another source for the potential differences is the stimulation and analysis methods. The majority of the previous studies only investigated end-stopping and did not examine (or simply ignored) suppression from beyond the "sides" of the CRF. This is largely because of the use of bar stimuli, whose length alone was varied. As we have shown in a separate study, suppression may arise from any region in the surround (Walker et al., 1999) . Use of large circular stimuli allows detection of suppression from all regions beyond the CRF. This may lead to a higher incidence in our study than in some of the previous reports where only one spatial axis was examined. Additionally, some evaluations of suppression were made qualitatively (e.g. Henry et al., 1979) , which can be unreliable. Finally, the population sizes can also influence the accuracy of the estimate of the incidence of surround suppression. In previous reports, the number of cells studied ranges from N ϭ 22 (Nelson & Frost, 1978, reported incidence ϭ 77%) to N ϭ 636 (Sherk & LeVay, 1983 , reported incidence ϭ 43%). It is unknown whether any of the samples are biased by experimenters preselecting cells. For our study, we attempted to remove experimenter bias by obtaining a size-tuning curve from every cell encountered in a large consecutive series and only discarded data if there was incomplete data or if responses were too unreliable and could not be fit with statistical significance. As such, only a small number of cells were discarded, and electrode bias notwithstanding, we believe this population represents the true population of neurons in the primary visual cortex.
Receptive-field size and centering estimation: Methodology and interpretation
The notion of the CRF is a spatial one, in which the CRF is defined as the region on the retina or in the visual field within which light stimuli elicits a response from the cell (Hartline, 1938; Kuffler, 1953) . However, CRF measurements are inherently dependent on the stimuli used, the recording technique used, and the interpretation of the data. These factors have led to discrepancies in the literature.
Many measurements of CRF size have been performed by hand using the minimum response field (MRF) technique (Hubel & Wiesel, 1965; Barlow et al., 1967; Bishop & Henry, 1972) or some variant of this. The MRF technique calls for the experimenter to slowly sweep a bar across the CRF in directions perpendicular to the preferred orientation. The experimenter sequentially estimates each border of the CRF by varying the sweep location of the bar Fig. 6 . The optimal size is plotted for the dominant~x axis) and nondominant~y axis) eyes. The optimal size is estimated from the peak response of the size-tuning curve unless the suppression was less than 10%, in which case parameter a from eqn. (1) and demarcating the location at which the cell ceases to respond to the stimulus. This technique is a convenient and fast way to estimate the spatial location and dimension of a CRF. However, for precise measurements of the excitatory RF, the hand-plotted MRF method does not produce reliable size estimates. It is susceptible to gross underestimation of the size of the CRF, and occasionally the borders of the CRF are estimated to be on opposite sides of one another, yielding "negative" CRF sizes (Bishop & Henry, 1972; Schiller et al., 1976; Henry et al., 1978; Kato et al., 1978) . Not surprisingly, reports of CRF size using the hand-plotted MRF method vary considerably, but are typically among the smallest reported. For example, Heggelund (1981) reports mean CRF size in the cat is 2.16 deg 6 1.1 deg compared to 5.40 deg 6 3.30 deg for the complex cells in our population.
Next, consider how stimulus choice affects size estimates. A bar stimulus will excite only a small portion of the CRF at a time, and if the light summation properties of the region are such that no spikes are generated, that portion of the CRF will not be recognized. Moreover, if one uses only bright bars, the CRF can be easily underestimated by missing regions that are excitatory to "dark" stimuli (DeAngelis et al., 1995b) . Conversely, with grating stimuli of the appropriate spatial frequency, many subthreshold regions are stimulated simultaneously. Thus, grating stimuli consistently provide greater excitation than bars alone. From a direct comparison of these measures, the response to gratings is higher than that to bars by a factor of 2.4 for simple cells and 3.0 for complex cells in the cat and primate (De Valois et al., 1985) .
In recent years, the reverse correlation method has been applied to studies of the visual cortex, yielding detailed maps of the CRFs (Jones & Palmer, 1987a,b; DeAngelis et al., 1993 DeAngelis et al., , 1995a Alonso et al., 1996; Ohzawa et al., 1996) . Although this technique is very powerful, the reverse correlation method probably slightly underestimates the size for some cells with weak flanks due to the presence of a response threshold (Tadmor & Tolhurst, 1989; DeAngelis et al., 1994) . Another factor is that the bars are rectangular, with the longer axis parallel to the preferred orientation of the CRF. This elongation can cause a slight overestimation of the length of the CRF as compared to the width. We suspect that these errors are small, but the combined effect on the aspect ratio may be significant. This could explain the rather high aspect ratios (1.67 length-to-width) reported by Jones and Palmer (1987a) .
The various methods used to measure CRF size can be ordered according to the stimulus and methodology used. Hand plotting, using the MRF technique, tends to produce the smallest and most variable CRFs. Quantitative estimates with single bars or spots produce slightly larger CRFs. White noise stimuli, such as reverse correlation and m-sequence, raise the cell's response to near steady state and can facilitate detection of weak subfields, making the CRF estimates slightly larger than with single bars. Extended stimuli such as gratings of multiple cycles typically produce larger CRF size estimates, due to activation of weak subfields over a broad spatial range. Also, grating stimuli lack suppressive out-ofband components (e.g. cross-orientation and cross-frequency suppression). Finally, intracellular recordings indicate that the spatial dimensions over which excitatory postsynaptic potentials (PSPs) and inhibitory PSPs can be obtained is much larger than the spiking area (Y. Fregnac, personal communication; see also Ferster & Jagadeesh, 1992) . In the end, one must be aware of the differences attributable to the various measurement techniques and interpret CRF size estimates accordingly.
Finally, one should carefully consider the plausibility and consistency of CRF size estimates. For instance, several labs report that the average CRF size of neurons in the cat's primary visual cortex is on the order of 0.3-1 deg of visual angle (e.g. Orban, 1984; Das & Gilbert, 1995 . In contrast, we find that less than 6% (160271) of our sample have summation fields smaller than 2 deg. These differences can be partially attributed to differences in measurement technique, as described above. However, there are also some logical problems associated with these reports of small CRFs. The small CRF sizes are inconsistent with considerable data indicating that neurons in the cat's visual cortex have bandpass spatial-frequency tuning curves with peaks covering a range of roughly 0.1-1.5 cycles0deg and bandwidths of 1-2 octaves (Movshon et al., 1978; De Valois & De Valois, 1988) . Empirical evidence (Movshon et al., 1978) indicates a mean spatial frequency preference of 0.8 cycles0deg and a bandwidth of 1.4 octaves for cat area 17 neurons. Given these data, the Gabor model predicts that the CRF size should be slightly larger than 3 deg in diameter (at 5% of Gaussian envelope) with a range between 1 deg and 12 deg. From our data, the mean simple cell spatial frequency is 0.5 cycles0deg and the mean bandwidth is 1.56, corresponding to a CRF roughly 5 deg in diameter on average. Indeed, the mean size of our simple cell CRFs is 5.5 deg, and this is consistent with the above expectations. However, with CRFs that are 1 deg in diameter, it is not possible to obtain a bandpass spatial-frequency tuning that peaks at 0.5 cycles0deg or lower. Furthermore, a simple CRF of 1-deg diameter would contain at most two subfields within its CRF for frequencies below 1 cycle0deg, though three are often observed in reverse correlation maps. These antagonistic subfields confer a bandpass spatial-frequency tuning on the CRF, and without them only low-pass tuning curves would arise.
In the study described in this paper, we chose gratings to avoid underestimation of the CRF size for the surround mapping experiment described in a separate paper (Walker et al., 1999) . Our choice of circular grating patches may also affect our data and yield slightly different results than rectangular gratings. We have implicitly assumed that CRFs can be adequately described as circular. This assumption seems reasonable for complex cells, as they are well described by a two-dimensional Gaussian model (Baker & Cynader, 1986; DeAngelis et al., 1995b; . Simple cells are another matter though. Layer 6 simple cells are reported to have elongated CRFs, which are much larger along the length dimension than the width dimension (Gilbert, 1977) . For an elongated CRF, the response will continue to grow after the grating has reached the sides of the CRF as long as the circular patch continues to activate excitatory regions along the length dimension. This would cause one to overestimate the true spatial extent of the CRF if one defines the RF size by its length alone and assumed a circular CRF. Therefore, it is important to know what the typical aspect ratios are for the CRF envelope. In a crosscorrelation study, Lee et al. (1977) estimated that the excitatory portion of the CRF was roughly circular. Li and Li (1994) extended rectangular gratings separately in the length and width dimensions and concluded that both simple and complex RF types are adequately described as circular in the cat striate cortex~N ϭ 229, 134 simple cells). A similar conclusion was reached by DeAngelis et al. (1994) . A different result was reported by Jones and Palmer (1987a) , who found that the CRF had an aspect ratio of 1.67 (length-to-width), However, this outcome could be partly attributed to the elongated, rectangular stimuli used in the reverse correlation mapping. Pei et al. (1994) used intracellular recordings to estimate subfield elongation in simple cells. They found an average elongation factor of about 1.7 for individual subfields, but their data indicate that the overall CRF envelope is roughly equal in the length and width dimension. Finally, in a separate study, we have measured the aspect ratio of simple cells using an m-sequence method. We find that the CRF envelope is essentially circular (J. Gardner, A. Anzai, and R.D. Freeman, unpublished) . Therefore, while there may be individual exceptions, a circular CRF assumption appears to be generally valid.
The nature of surround interactions
The nature and role of CRF surrounds in visual processing is an enigma. In this paper, we describe systematically a few basic properties of the surround. With the methods used in this study, we find that the largest surround effects are inhibitory. Since inhibitory effects are more frequent and more pronounced, we concentrate on their analysis. We used one primary stimulus configuration, an optimal grating covering the center and extending uniformly into the surround. This configuration maximizes the likelihood of observing suppression, while it is less than optimal for observing facilitation. For example, Levitt and Lund (1997) and Sillito et al. (1995) both reported facilitatory surround effects when the surround stimulus differs from that of the excitatory stimulus. Facilitation has also been reported for a wide variety of configurations (e.g. Maffei & Fiorentini, 1976; Kapadia et al., 1995; Sillito et al., 1995; Rossi et al., 1996; Levitt & Lund, 1997; Polat et al., 1998) and appears to be context dependent. Although we did observe a few cases of mild facilitation (Fig. 1D, for example) , suppression is clearly the most prominent feature of CRF surrounds.
