ABSTRACT
INTRODUCTION
We modify the usual simulated-annealing setup by enlarging the state space to introduce and exploit both temporal and spatial memory.
With temporal memory, we can reduce the chance of revisiting recently visited states -as is done in tabu search. This is especially important when the tentative-move probabilities depend on the objective-function values in the neighborhood of the current state. Without (tabu) penalties, a move out of a local minimum very likely then would be followed immediately by a move back to the same local minimum when the uphill move is to a state with no other downhill neighbors.
To get [finite] temporal memory, we use a Cartesian product of the original state space. To get -in addition -spatial memory, the states become subsets of that Cartesian product rather than merely elements of it. The goal of spatial memory is to diversifi the search by making it much less local and myopic.
Spatial memory is also a prominent feature of genetic algorithms, but other than also using crossover operators (defined in Section 3) our scheme has little in common with genetic algorithms.
Besides introducing two-dimensional memory, our scheme speeds up simulated annealing by implicitly skipping direct self-loops in the search path my considering the transition matrix conditioned on acceptance] while -in contrast to previous work [e.g., see Greene and Supowit (1986) ] -neither explicitly nor implicitly altering the cooling schedule my using a discrete-time counterpart QUICKER to the Lewis-Shedler thinning algorithm (1979) for generating variates from nonhomogeneous Poisson processes to determine the transition number on which the current self loop ends]. The Lewis-Shedler thinning algorithm is also described in Bratley, Fox, Schrage (1987, section 5.3.17) To get good mutual spacing between such elements, while still guaranteeing irreducibility, with small positive probability g they are generated independently and with probability l-g they can be generated antithetically; e.g., see Bratley, Fox, and Schrage (1987, problem 2.2 
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when its history has less than k steps. annealing with QUICKER, it is slower (by a constant factor) and more complex; likewise, for the subsequent generation of the next state. Chiang and Chow consider the probability as a function of (continuous) time that the chain is in the set of optimal states. They find the (slow) rate of convergence of that probability to one as (continuous, simulated) time gets large. A more appropriate measure would be the rate as computer time gets largq on average, the latter is proportional to the number of accepted moves (accepted "arrivals" in this case).
COOLING
In practice, one saves the state (relative to the original state space) with the best objective-function value among those visited. Assuming that the Markov chain (over whatever state space above is used] is irreducible, one may then ask why not every tentative move is accepted (as in most versions of probabilistic tabu search). One heuristic answer is that we increasingly want to inhibit uphill moves as the transition number increases. Taken by itself, this answer has led some to use geometric cooling: the schedule is piecewise constant, all jumps are downward, the ratio of successive heights of the flat pieces is a constant, and the temperature is bounded away from zero.
Simulated-annealing theory suggests that this answer, though fine as far as it goes, is incomplete. Assuming that the chain is irreducible and weakly-reversible, if cooling is no faster than the canonical rate [defined by replacing U-L by the maximal "depth" among local, non-global minima], then Hajek (1988) shows that the probability that the current state is optimal converges to one as the transition number increases. If a subcanonical cooling rate is chosen to guarantee that the number of accepted moves goes to infinity with probability one as the transition number goes to infinity, then excursions of arbitrary duration and distance away from the set of optimal states occur after any fixed transition number. Together with the convergence-in-probability result, this atready suggests that the search path is attracted to the set of optimal states -even from far away. If such excursions did not occur, it would be conceivable thatwhile short-range attraction is strong -long-range attraction could be weak.
The convergence-in-probability result is not entirely an artifact of the self-loop sequences, because -for example -a local, non-global minimum can be buried deeper with respect to its neighbors than any global minimum is buried with respect to its neighbors. At such local minima, self loops would be stochastically longer than self loops at global minima if they we~to begin at the same transition number. Again, this suggests attraction to the set of optimal states. Heuristically, this attraction holds up to the first visit to the set of optimal states as well as to later visits.
Only the time to the first visit matters in practice. Although at first sight the convergence-in-probability result has little to say about that time, we have just argued that using a subcanonical cooling rate tends to shorten that time. However, if the goal is only to visit a good (not necessarily optimal) state in a reasonable amount of time, it is not clear whether even a heuristic argument can be given to prefer one schedule over another unless one believes that most good states are clustered near the optimal set. If the goal is to find an optimal state, then generally a lot of computer time will be needed and asymptotic results may become relevant. We have argued that they then do become relevant in practice as well as in theory.
CONCLUSIONS
We recommend the hybrid algorithm in Section 3, implemented with QUICKER and a subcanonical cooling rate. Combining these features creates synergy.
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Fred Glover was apparently the first to call attention to the importance of tabu penalties and diversification. This Thus, downhill moves are always accepted but (assuming that the temperature does not increase with j) the chance of accepting an uphill move decreases with j.
We now calctdate the unconditional probability a(xj) of accepting a move at transition j out of state x with value u by summing n(v) "f(v) T(v;uj) over all possible objective-function values v at neighboring states and dividing by the sum over the same range of n(v) "f(v), given a realization of candidate elements of the form (A). 
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