The list-decodability of random linear rank-metric codes is shown to match that of random rank-metric codes. Specifically, an Fq-linear rank-metric code over F m×n
I. INTRODUCTION
At its core, coding theory studies how many elements of a (finite) vector space one can pack subject to the constraint that no two elements are too close. Typically, the notion of closeness is that of Hamming distance, that is, the distance between two vectors is the number of coordinates on which they differ. In a rank-metric code, introduced in [1] , codewords are matrices over a finite field and the distance between codewords is the rank of their difference. A linear rank-metric code is a subspace of matrices (over the field to which the matrix entries belong) such that every non-zero matrix in the subspace has large rank.
Rank-metric codes have found applications in magnetic recording [2] , public-key cryptography [3] - [5] , and spacetime coding [6] , [7] . There has been a resurgence of interest in this topic due to the utility of rank-metric codes and the closely related subspace codes for error-control in random network coding [8] , [9] . Decoding algorithms for rank-metric codes also have connections to the popular topic of low-rank recovery, specifically in a formulation where the task is to recover a matrix H from few inner products H, M with measurement matrices M [10] . Finally, the study of rankmetric codes raises additional mathematical and algorithmic challenges not manifested in the Hamming metric (note that the Hamming metric case corresponds to rank-metric codes restricted to contain diagonal matrices).
The notion of list-decoding, introduced independently by Elias and Wozencraft [11] , [12] , gives the possibility of decoding past half the minimum distance of the code at the cost of returning a (hopefully small) list of candidate codewords. The goal is to determine the optimal trade-offs between the information rate, the decoding radius, and the list size. List-decoding has proved to be a highly fruitful avenue of study in the Hamming metric case, and recently there has also been a great deal of interest in the list-decodability of rank-metric codes. This work concerns the list-decodability of random linear rank-metric codes, and establishes a trade-off between list-size and gap to optimal decoding radius that is similar to what is known (and is straightforward to establish) for completely random rank-metric codes. Almost all known constructions of rank-metric codes are linear, and random code ensembles achieve the best known trade-offs, so it is of interest to understand the performance of random linear (rank-metric) codes. The linear dependencies between sets of codewords makes such a claim non-trivial to establish in the case of linear codes. Our work is most similar to [13] which established a similar result for random linear codes in the Hamming metric case; we follow their overall proof strategy and adapt it to the rank-metric case.
A. Prior Results
We now provide a summary of some previous results, before stating our result formally. a) List-decoding Gabidulin codes: Gabidulin codes [14] provide the natural generalization of Reed-Solomon codes to the rank-metric case and have been extensively studied. The problem of unique decoding Gabidulin codes up to half-theminimum-distance has been solved several times, by adapting the different approaches for unique decoding Reed-Solomon codes to the linearized setting, starting with Gabidulin's original paper, and later in [2] , [8] , [15] among other places. Despite much effort, however, the list decoding algorithms for Reed-Solomon codes such as [16] , [17] haven't been generalized to Gabidulin codes. There are now results which partially explain this difficulty.
Wachter-Zeh [18] has shown that there are Gabidulin codes of rate R cannot be list-decoded beyond the Johnson radius 1 − √ R, in the sense that there may be super-polynomially many Gabidulin codewords just beyond this distance from some matrix. More recently, Raviv and Wachter-Zeh [19] (see also the correction in [20] ) have shown that certain Gabidulin codes cannot be (combinatorially) list-decoded even slightly beyond half the minimum distance.
Nonetheless, certain variants of Gabidulin codes can be listdecoded well beyond half the minimum distance. Guruswami, Wang and Xing [21] (see also [22] , [23] ) proved that certain explicitly constructible subcodes of the Gabidulin code of constant rate R can be list-decoded up to radius 1 − R − ε, matching the Singleton bound for rank-metric codes. These works also extend to subspace codes, a basis-independent version of rank-metric codes proposed in [8] for error control in network coding, which spurred some of the recent interest in rank-metric codes.
b) List-decoding random rank-metric codes: The study of the list-decodability of random rank-metric codes was initiated by Ding [24] . First, she shows that a uniformly random rank-metric code in F m×n q of rate R can (with high probability) be list-decoded up to radius 1 − R − ε with lists of size O(1/ε), assuming n/m ≤ ε. Moreover, the requirement on n/m is not superfluous, as if n/m ≥ 2ε (1−R−ε)(R+ε) = Θ R (ε), then the code cannot be list-decodable with polynomially bounded lists.
For random F q -linear 1 codes, Ding shows that for any desired radius ρ ∈ (0, 1), if R = (1 − ρ)(1 − n m ρ) − ε, then a random linear code of rate R is with high probability listdecodable with list size exp(O(1/ε)). On the negative side, if
, then it is shown that there are no F qlinear codes that are list-decodable up to radius ρ with small lists.
c) List-decoding random linear codes in the Hamming metric: The problem of determining the list-decodability of random linear codes in the Hamming metric remains an active area of research. As this paper focuses upon rank-metric codes, we will not provide a complete survey of results. However, we would like to highlight the result of Guruswami, Håstad and Kopparty in [13] , as our approach is largely inspired by this work. The authors show that, for any ρ ∈ (0, 1 − 1 q ), a random linear code of rate 1 − H q (ρ) − ε is list decodable up to radius ρ with lists of size C q,ρ /ε, for some finite constant C q,ρ depending only on q and ρ. The dependence of C q,ρ , however, degrades badly as the error fraction ρ approaches the maximum possible value of 1 − 1/q. Follow-up works [25] - [27] have addressed this issue, obtaining optimal bounds also in the high-error regime (using very different techniques).
B. Our Results
Our main result shows that random linear codes have list sizes that grow linearly with the reciprocal of the distance to capacity.
Theorem 1.1: Let ρ ∈ (0, 1) and n ≤ m. There exists a constant C = C ρ,q > 0 such that, with high probability, an
Note that we cannot hope for a larger rate by the results in [24] . Moreover, a simple argument shows that this matches the list size which is achieved by a uniformly random code of this rate.
C. Organization
In Section II, we set notation and state certain facts which we will apply. In Section III we provide the intuition for our approach before providing sketches of the arguments in Section IV. We conclude with some open problems in Section V.
II. PRELIMINARIES a) Notation: We use standard Landau notation, i.e., O(·), Ω(·), o(·) and ω(·). A subscript indicates that the implied constant depends on the parameter in the subscript; for example, f (x) = O y (g(x)) asserts that there exists of constant C y depending on y (but not x) such that f (x) ≤ C y g(x) for all sufficiently large/small x.
Throughout, q denotes a prime power. Where convenient, we use the notation exp q (·) = q (·) . Denote by F q the finite field with q elements, and F m×n q the set of all m × n matrices with entries in F q , which naturally has the structure of an F qvector space. Assume without loss of generality that m ≥ n (if this is not the case, consider the transpose of the matrices) and put b = n m . For a matrix X ∈ F m×n q denote its rank by
Observe that this indeed defines a metric (the triangle inequality is a consequence of the sub-additivity of rank). A (rank-metric) code is then just a subset C ⊆ F m×n q . If the set C is a subspace, it is called a linear code. The rate of C is the ratio R := log q |C| mn and the minimum distance is
A random code of rate R is a random subset C ⊆ F m×n q obtained by including each element independently with probability q −(1−R)mn (thus, E|C| = q Rnm ). A random linear code of rate R is a random subspace C ⊆ F m×n q of dimension Rmn (which we assume is an integer).
b) Facts about the rank-metric: As in any metric space, we have the concept of a metric ball: Definition 2.1 (Rank-Metric Ball): For ρ ∈ (0, 1) and X ∈ F m,n q , the rank-metric ball of radius ρ centered at X is
Clearly, the size of a rank-metric ball depends only on its radius (and not its center). We record the following estimate:
Next, the q-nomial coefficient [ n k ] q denotes the number of k-dimensional subspaces of F n q . Lemma 2.3 ([28]): We have
c) List-decoding: We now formally define listdecodability.
Definition 2.4 (List-decodability): Let ρ ∈ (0, 1) and L ≥ 1.
If L = poly(n, m), 2 then we say that C is list-decodable.
Remark 1: One typically distinguishes between the combinatorial property of a code being list-decodable as defined above, vs. the algorithmic task of efficiently computing the list of all codewords near a given point. In this paper, we will only focus upon the combinatorial property of list-decodability.
At this point, we state the list-decodability of a uniformly random code. This allows us to set our expectations for the list-decodability of random linear codes.
Proposition 2.5 ( [24] ): Let ε > 0 and ρ ∈ (0, 1). A random code C of rate R :
, assuming m, n are sufficiently large compared to 1/ε. d) 2-increasing sequences: As in [13] , the notion of a 2-increasing sequence will be important in our proof. Recall
It is shown in [13] that all sets have a translate containing a large 2-increasing sequence. A crucial ingredient in their proof was a Ramsey-theoretic lemma proved by Sauer and Shelah [29] , [30] . (More precisely, the authors use a nonstandard q-ary version of the Sauer-Shelah lemma.) Lemma 2.7 ([13]): For every prime power q, and all positive integers and L ≤ q , the following holds. For every S ⊆ F q with |S| = L, there is a w ∈ F q such that S + w has a 2-increasing chain of length at least 1) ) .
III. OVERVIEW OF APPROACH
Recall that uniformly random codes C of rate (1 − ρ)(1 − bρ) − ε are with high probability (ρ, O(1/ε)) list-decodable. This argument is easily obtained due to the fact that, given any center Y and a list X 1 , . . . , X L ∈ B(Y, ρ), the events "X i ∈ C" are independent. Hence, the probability that each X i is in the code is small enough to allow us to take a union bound over all possible lists. Unfortunately, in a random linear code, the events "X i ∈ C" are not independent; indeed, the events are not even 3-wise independent (as if X i and X j are in the code, then so is X i + X j ). Since a list {X 1 , . . . , X L } is guaranteed to have a linearly independent subset of size log L, one can use the argument for uniformly 2 Here, we think of ρ and q as constants. random codes to conclude that random linear rank-metric codes are (ρ, O(exp(1/ε))) list-decodable -indeed, this is more-or-less the approach followed by Ding [24] . Thus, in order to prove that lists of size O(1/ε) are sufficient, we will need to argue that, given a list contained in a small rank-metric ball which does not contain a large linearly independent set, very few elements of their span will (with high probability) also lie in the rank-metric ball.
Such an argument is given by Guruswami, Håstad and Kopparty [13] . The technical core of their argument is to show that it is exponentially unlikely that vectors selected uniformly at random from the Hamming ball B H (0, ρ) := {x ∈ F n q : |x| ≤ ρn} 3 have ω( ) elements of their linear span also lying in B H (0, ρ). That is, they show there exists a constant c > 0 (which depends on q and ρ) such that if x 1 , . . . , x are sampled independently and uniformly at random from B H (0, ρ), the probability that |span{x 1 , . . . , x } ∩ B H (0, ρ)| ≥ c is exponentially small in n. We provide an analogous result for matrices with the rank-metric in Lemma 4.2.
In order to achieve this, the authors first show that, for any fixed vector y ∈ F n q , if one samples x 1 , x 2 ∈ B H (0, ρ) independently and uniformly, then it is exponentially unlikely that x 1 + x 2 ∈ B H (y, ρ). In order to bootstrap this to the case of selecting vectors from B H (0, ρ), the authors use Lemma 2.7.
We prove the appropriate generalization of this fact, concerning the sum of low-rank random matrices, in Lemma 4.1. This argument is a bit more involved than in [13] and represents the main technical ingredient of our paper. Once we have proved this lemma, we are able to follow the framework of [13] to conclude our main theorem (Theorem 1.1).
IV. FORMAL STATEMENTS AND PROOF SKETCHES
As alluded to above, we begin by showing that if X 1 , X 2 are uniformly and independently selected from B R (0, ρ), it is exponentially unlikely that
Lemma 4.1: Let n ≤ m be positive integers, Y ∈ F m×n q a fixed matrix, and ρ ∈ (0, 1). Let X 1 , X 2 ∼ D 1 denote the distribution where X 1 and X 2 are independently and uniformly selected from B R (0, ρ). Then, assuming n, m are sufficiently large compared to 1 − ρ:
Informally, the proof proceeds as follows. First, we observe that it suffices to prove that it is exponentially unlikely that
where each X i is independently sampled by first choosing a subspace in F m q of dimension roughly ρn uniformly at random, then sampling n vectors from this subspace independently and uniformly at random. We then prove that it is very unlikely that two random low-dimensional subspaces have a somewhat large intersection, cf. Claim 1. By applying this claim to the orthogonal complements of the column spans of the matrices, we see that X 1 +X 2 in this case is obtained by sampling a reasonably large subspace of F m q and then sampling n vectors from this subspace; such a distribution has large enough support that any sample is unlikely to lie in a small rank-metric ball.
What follows is a sketch of the formal proof; we refer to the full version of the paper for all the details.
Proof:
Let r = ρn and ε = 1 − ρ > 0. We will show the probability of interest is at most q −Ωε(nm) . Let s 1 , s 2 ≤ r be integers such that, conditioned on rank(X 1 ) = s 1 and rank(X 2 ) = s 2 , the probability ∆ 1 is maximized. Since there are at most n 2 choices for the pair (s 1 , s 2 ), we have
Next, note that if s 1 or s 2 is ≤ (1 − ε)r, then since |B R (0, (1 − ε)ρ|/|B R (0, ρ)| ≤ q −Ωε(nm) (cf. Lemma 2.2), the lemma follows. Hence, we now assume (1 − ε)r ≤ s 1 , s 2 ≤ r. Let D 2 denote the distribution where we (a) sample U 1 and U 2 independently and uniformly at random among all dimension s 1 subspaces and s 2 subspaces of F m q , respectively; (b) sample n vectors uniformly and independently from U 1 and put them into the columns of a matrix X 1 , and similarly obtain X 2 ; (c) output the pair (X 1 , X 2 ). For j = 1, 2, under the distribution D 2 we obtain a rank s j matrix with constant probability. Now, note that conditioned on obtaining rank s j matrices, the distributions D 1 and D 2 are identical. Let E denote the event that A j has rank s j for j = 1, 2. Since
we see that it suffices to prove Pr X1,X2∼D2
Towards proving Eq. (1), we will use Claim 1. Although we omit the proof, we remark that the argument uses Lemma 2.3. Claim 1: Let U and V be independent and uniform subspaces of F m q of dimension d 1 and d 2 , respectively. Suppose
Then, for any α ∈ (0, 1),
Now, set α = ε 2 2ε−ε 2 and d 1 = n−s 1 , d 2 = n−s 2 in the claim (where we assume wlog that s 1 ≤ s 2 ). Thus, the probability that
n is at most (for sufficiently large n, m):
We will now condition on this event not occurring. Note that this implies dim(
Now, note that sampling u 1 ∈ U 1 and u 2 ∈ U 2 independently and uniformly at random and outputing u 1 + u 2 is the same as sampling v ∈ V := U 1 + U 2 uniformly at random. Hence, for any fixed matrix B ∈ F m×n q , the probability of sampling B under this distribution is at most
Thus, the probability that we sample an element of B R (Y, ρ) if X 1 , X 2 ∼ D 2 and we output X 1 + X 2 , conditioned on
Note that either if m = ω(n) or m = Θ(n), we have that the term in the exponent is −Θ ε (nm). This establishes Eq. (1) and completes the proof. The next lemma states that if matrices from B R (0, ρ) are chosen at random, then it is unlikely that ω( ) of their linear combinations lie in B R (0, ρ). The proof combines Lemmas 2.7 and 4.1 and is the main technical ingredient which goes into the proof of Theorem 1.1. We omit the proof. 
V. CONCLUSION
We have shown that random F q -linear rank-metric codes of rate R = (1 − ρ)(1 − bρ) − ε are with high probability (ρ, O(1/ε)) list-decodable, where the big-O notation hides constants depending only on ρ and q. This matches the performance of uniformly random rank-metric codes up to constant factors.
Many open directions remain to be pursued; we mention a couple of problems that we find particularly interesting. First of all, we are unable to give good control of the list size when ρ → 1. One can show that if ρ = 1 − ε, then there exist codes of rate Ω(ε − εb + ε 2 b) which are O(1/(ε − εb + ε 2 b)) list-decodable. Proving that linear codes can achieve a similar tradeoff remains an interesting open problem. We remark that similar issues with the proof of [13] for the high noise regime in the Hamming metric case were addressed and resolved, using different techniques (based on appropriate Gaussian processess) in [25] - [27] . A recent work [31] provides a common proof for all noise regimes albeit with weaker list size guarantees. It will be interesting to see if these other approaches can be adapted to the rank-metric setting.
Lastly, we note that it is common to view a rank-metric code C as a subset of F n q m , and then insist that such a code be F q m -linear. This is done by fixing a basis for F q m over F q and then identifying a vector x ∈ F n q m with the matrix X ∈ F m×n q , where the ith column of X is x i written in the coordinates defined by the basis. Thus, it is natural to ask if a random F q m -linear subspace C ⊂ F n q m is rank-metric listdecodable. While our proof technique applies, the resulting list sizes will be on the order of q O(m) /ε. Thus, we are unable to conclude that random F q m -linear codes are rankmetric list-decodable, let alone prove the optimal O(1/ε) list size. Indeed, we are currently unaware of a proof that any F q m -linear rank-metric codes are list-decodable beyond half the minimum distance. Thus, existentially proving that some F q m -linear rank-metric code is list-decodable or concluding that no such code exists would represent an important step forward in our understanding of the list-decodability of rankmetric codes.
