Introduction
Recent research in economic geography has drawn attention to the potential for positive externalities arising from agglomeration of economic activity (Fujita, Krugman and Venables, 1999, Ottaviano and Puga, 1997) . The benefits to firms and workers being located close to each other in space may come from a variety of sources: knowledge spillovers, thick market effects in the labour market, proximity to consumers and to specialist input suppliers in markets with trade costs and increasing returns.
1 As a result of these developments, economists have started to pay closer attention to the spatial configuration of economic data for evidence of significant spatial clustering.
The visualisation and exploration of spatial data can provide valuable insights into the nature and extent of spatial clustering in economic variables (Dall'Erba, 2005; Lopez-Bazo et al. 1999 ). However, much of the empirical work undertaken to date has tended to focus on identifying the spatial properties of a single economic variable -usually GDP per capita or its growth rate (see for example, Rey and Montouri, 1999; Ertur and Le Gallo, 2003; Roberts, 2004) . In this paper, we use the techniques of exploratory spatial data analysis to compare and contrast patterns of spatial association in related measures of economic performance. More specifically, we decompose subregional income per worker into a productivity component and an occupational composition component, and analyse the spatial structure of each of these variables. This approach offers valuable insights into the sources of spatial dependence and spatial heterogeneity in income per worker. This is very distinct from the information that may be gained using spatial regression methods which focus on identifying and estimating average effects across space.
2
The focus of our analysis is the significant disparities in economic performance that persist across the sub-regions of the UK. These are well documented, most recently in the Treasury report "Productivity in the UK: the Local Dimension" (July 2003) . However, views differ as to whether these disparities represent a significant divide between an impoverished 'north' and an affluent 'south'; or whether the picture is more diffuse with intra-regional differences in economic outcomes as significant as those between the major regions of the UK. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 We start by examining income per worker in the NUTS3 sub-regions of Great Britain and address the following questions 3 . What is the relationship between the economic performance of one area and that of its neighbours and over what range does this relationship persist? Is there evidence of spatial clustering with areas of high (low) income surrounded by 'neighbours' with similar levels of income? Or are high performing areas observed as atypical areas of high productivity surrounded by lower performing neighbours? These questions are addressed using exploratory spatial data analysis techniques to characterise the relationship between the value of an economic variable in one region and that of its neighbours, and thereby detect patterns of spatial association, spatial clusters, and atypical localisations.
The analysis finds strong evidence of a positive spatial association in income per worker at the sub-regional (NUTS3) level in Great Britain. In other words, areas of relatively high (low) income tend to be located 'close to' other areas of high (low) income. The results show that for these purposes 'close' is within an estimated travel time of some 90 minutes. At distances beyond this, the evidence of positive spatial association persists but is weakening. Within this global structure, one can identify significant local regimes -clusters of areas in which the value of income per worker differs significantly from the average for the UK as a whole. Thus, there is strong evidence of a 'winner's circle' in the south and east of England -a cluster of areas with income per worker significantly higher than the global average. There is evidence also -albeit less strong -of two further regimes, both of a low-income type. The larger of these is located in the north west centred around the metropolitan areas of Liverpool and Manchester; while the second smaller cluster is in the south-west of England. Within each regime, there are atypical areas with dissimilar Having identified the spatial structure of income per worker, we examine whether this derives primarily from spatial dependence in the types of jobs available or in productivity in a given job. A location may derive high income per worker from having a high concentration of good quality (i.e. well paid) jobs. Or, it may that for some reason -possibly related to the agglomeration effects identified in the economic geography literature -output per worker within a given occupation is higher here than elsewhere. As far as the high-income regime in the south and east of Great Britain is concerned, the cluster benefits from both above average job quality and higher than average worker productivity in given jobs. The picture within the low-income regimes is more mixed. For the north west, the evidence suggests that occupational composition plays the bigger role in shaping the spatial structure of income, while in the south west, low worker productivity rather than poor quality jobs appears to be the issue.
The paper is structured as follows. In Section 2, we describe the data used in this study and examine the basic descriptive statistics relating to the levels and dispersion of the variables across the NUTS3 areas of Great Britain. Section 3 presents the evidence relating to the spatial distribution of income per worker across the sub-regions of Great Britain. Section 4 compares these results with those for the data relating to the occupational composition and productivity. Section 5 concludes.
Income, Earnings and Productivity: Data and Descriptive Statistics
Our analysis is based on data for the sub-regional NUTS3 spatial units of Great Britain. There are 126 NUTS3 administrative areas in Great Britain but, in order to compile a consistent dataset, a number of these are combined to give a sample of 119 sub-regional units (that we will term 'areas').
The data series relate to the period 1998 to 2001 and the four years of data are averaged in order to remove some of the short-run volatility. Full details of the sample and the data used are provided in the Data Appendix to this paper (Appendix 1). Several different types of income data are available. 4 Estimates of workplace-based gross value-added at the NUTS3 level are calculated according to the income approach by the Office of National Statistics (ONS, 2003) . We construct a measure of GVA per hour worked by employees, taking as the denominator an estimate of the total hours worked by employees in the area. A limitation of GVA as a measure of income is that it is sensitive to the assumptions made in allocating profits and other non-wage income across the NUTS 3 areas (see ONS 2003 for further discussion). An alternative measure that avoids this problem focuses on income from employment only and for this we use data for average hourly earnings from the New Earnings Surveys for the relevant years. In so far as the measurement errors in the income variables are temporary, they are mitigated by averaging the data over the four year period.
(insert Table 1 here) 
is the share of occupation k in total employment for the economy as a whole. It follows that average earnings in area i, e i , may be decomposed as follows:
The first term on the right-hand side of (1) is the average level of earnings at location i conditional on the occupational composition being the same as for the economy as a whole; it will be denoted
. q i measures the spatial variation in wages while controlling for occupational structure, and as such reflects spatial differences in productivity. 5 We will refer to it as the productivity index.
The second term on the right-hand side measures the average level of earnings of area i given its specific occupational composition but assuming that the wage rate for each occupation is equal to the UK average in that occupation. It will be denoted
and referred to as the occupational composition index. The remaining terms in (1) measure the covariance in earnings and composition across occupations in area i and will be denoted by r i . Before proceeding it is important to note that (1) is an arithmetic decomposition of the data and does not depend on any particular model of the determinants of productivity or of occupational composition, or of the relationship between them. The value of the decomposition lies in allowing us to identify ex post the contribution of the spatial variation in productivity and in occupational composition to the overall spatial structure of income per worker. In practise the quality of the decomposition depends on the level of occupational disaggregation that is feasible given available data. Ideally, the level of occupational disaggregation should be such that the occupational categories are relatively homogenous, but in practise sample sizes restrict the level of disaggregation that is practical 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   F  o  r  P  e  e  r  R  e  v  i  e  w  O  n  l  y   7 Sub-regional data on earnings by occupation from the New Earnings Survey and on employment shares by occupation taken from the Labour Force Survey are used to compute the productivity index and the occupational composition index for each of the NUTS3 areas of Great Britain.. The productivity index, q i , is constructed from data on earnings by occupation for each of 38 minor occupational groups, using as weights the share of each occupation in the total employment of Great Britain as a whole. The composition index, c i , requires data on employment shares by occupation at the level of the NUTS3 area, which is available from the Labour Force Survey but in this case, reliable estimates are available only for the 9 major occupational groups.
Summary statistics for these indices are reported in Table 1 , columns 3 to 5. First, note that the sample properties of the productivity index do not vary significantly with the level of occupational disaggregation. As we would expect, the more disaggregated index (i.e. the one computed for 38 distinct occupational categories) displays a little less spatial variation. However, the two indices are very highly correlated (0.987) and their relationship with the other variables appears very similar. As one might expect, the occupational composition index and the productivity index are positively correlated so that areas with high productivity tend to have a good occupational composition also, although the correlation at approx. 0.66 is far from perfect. Variance in the productivity index accounts for some 60% of the overall variance in average hourly earnings. 6 The remaining 40 percent is attributable to variance in the composition index and the covariance term. 
Spatial Structure of Income
In this section of the paper, we examine the spatial structure of income per worker across the UK. Is it appropriate to characterise the outcome as a 'north-south' divide between the affluence of the south of England and the impoverishment of the regions of the north (IPPR 2003) ? At first sight, the maps of the NUTS3 regions of Great Britain designated according to the quintiles of the income distribution in Figure 1 would appear to support this view. In terms of GVA per hour worked, the south and east of England has a preponderance of NUTS3 regions in the top 40 percent of the distribution, while the regions in the lowest quintile tend to be located in the north of the country.
The picture for average hourly earnings is, however, less clear cut, with areas of relatively high (low) average earnings appearing more spatially dispersed. Do the groupings of high and low values apparent in Figure 1 represent a statistically significant departure from spatial randomness? To answer that question, we use the methods of exploratory spatial data analysis to describe and formally test the global and local spatial properties of the two income measures -GVA per hour worked and average hourly earnings. (For details on these methods see Haining, 1990 , Anselin, 1995a and 1995b , Getis and Ord, 1992 , Ord and Getis, 1995 A basic characteristic that distinguishes spatial data from other types of cross-section data is the spatial arrangement of the n observations. For purposes of exploratory data analysis, the spatial linkages or proximity of the units of observations are summarised by defining a n n × spatial weight matrix, W={W ij } where W ij = 1 if sites i and j are designated as neighbours, and W ij = 0 otherwise. A number of alternative criteria can be used for the specification of the neighbourhood set. A standard approach is to define proximity in terms of contiguity i.e. areas are designated as neighbours if they share a common boundary. However, where the basic units are defined by administrative boundaries, as in this case, this approach can give rise to neighbourhoods that vary greatly in terms of both the number of linkages and the geographical area covered. A more economically meaningful measure of proximity may be obtained by considering travel times between the units so that areas are neighbours if they are within a specified travel time d of each other. In the analysis Deleted:
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Regional Studies

Global Spatial Properties
Under the assumption of spatial randomness, any grouping of high or low values of the variable in space is totally spurious. The existence of a spatial structure is detected by the presence of spatial correlation that can be defined as the "coincidence of value similarity with locational similarity" (insert Table 2 here) (Anselin, 1996) . Figure 2 depicts the Moran scatterplots for the two income variables based on the spatial weight matrix for d=90 minutes. Simple visual inspection of Figure 2 identifies no potential outliers as far as the GVA data is concerned, but Inner London (West) does appear to have a very large residual in respect of average hourly earnings. Formal statistical tests confirm that Inner London (West) is a significant outlier in this case. 9 However, dropping Inner London (West) observation from the average hourly earnings series has no significant impact on the measures of global spatial autocorrelation reported in Table 2 , and there is nothing to suggest that the finding of strong positive spatial correlation in average earnings is being driven by this outlier (see Table A1 in Appendix 2). 
Local Spatial Regimes
Different statistics of local spatial correlation have been developed to assess spatial dependence in a particular sub-region of the sample. These statistics describe the association between the value of the variable at a given site and that of its neighbours, and between the value within the neighbourhood set and that for the sample as a whole. The most widely used are the Getis-Ord's G statistic and the local Moran's I. The Getis-Ord's G statistic (Getis and Ord, 1992) , is based on a comparison of the average value within a given neighbourhood set and the global average, and as such may be used to identify local regimes of relatively high or relatively low values of a variable.
The local Moran's I statistic (Anselin, 1995a) A second complicating factor is that the local statistics for any pair of locations, i and j, are correlated whenever their neighbourhood sets contain common elements (Ord and Getis, 1995) .
Given this, Ord and Getis suggest using a Bonferroni bounds procedure to assess significance such that for an overall significance level of α, the individual significance level for each observation is taken as α/n where n is the number of observations in the sample. In this particular study with a sample of 119 observations, an overall significance level of 0.05 implies an individual significance level for each observation of just 0.00043. However, in practise for any given location, the number of other locations in the sample with correlated local statistics is likely to be considerably small than n, and so this procedure is expected to be overly conservative.
10
For present purposes, we compute both the Getis-Ord's G and the local Moran's I statistic for each NUTS3 area using the spatial weights matrix for d=90 minutes, the distance at which spatial linkages seem to be strongest (see Table 2 ).
11 The values of the local statistics together with the associated significance levels based on the normal approximation and that derived using the conditional randomisation method are reported in full in Table A2 of Appendix 2. 12 Inference based on the normal approximation and that based on the conditional permutation approach give very similar results in the case of the Getis-Ord's G statistic, but not for the local Moran's I statistic. This is not surprising, given that it is now common knowledge that the reference distribution of the local Moran's I statistic deviates substantially from the normal distribution (see, e.g., Tiefelsdorf, 2002) . Deleted: This is consistent with the finding of earlier studies that suggest that the Getis-Ord statistic tends to be more robust to departures from the assumption of normality and no global spatial autocorrelation. How does this picture change if we focus on employment income only? As far as the 'high income' regime in the south of the UK is concerned, the answer is very little. The main difference is that some areas that appeared to be underperforming relative to their neighbour in terms of GVA are The question arises as to the sensitivity of these findings to the particular choice of spatial weight matrix. Is it the case that changing the cut-off point in terms of travel times results in significant changes in the statistical significance of the local indicators of spatial association?
Following the approach used in Ertur and Le Gallo (2003), our results suggest not. We find that all areas with local statistics significant at the 0.05 percent level with a cut-off point of 90 minutes in terms of travel time are still associated with a significant value using a cut-off of 120 minutes, and the same is true when we compare 120 minutes with 150 minutes. As the maximum travel time is extended and more neighbours are included in the structure of proximity, so the proportion of the areas with a significant value for the local statistic tends to increase. Moreover, considering the transitions of the areas between spatial regimes, we find that the tables are largely diagonal implying that an area tends to remain in the same spatial regime irrespective of the choice of the spatial weight matrix. 13 On the basis of these findings we conclude that the identification of spatial regimes, local clusters and atypical areas documented in Table A2 is robust to the spatial scale of the weight matrix.
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Deleted: spatial outliers To sum up, across Great Britain as a whole, regions of high/low income tend to be located close in terms of travel time to other regions of high/low income. This result holds whether we measure income broadly in terms of GVA per hour worked or, more narrowly, in terms of average hourly earnings. Does the evidence endorse the stereotypical view of a north-south divide in prosperity? To some extent, although is more appropriate to characterise the divide as one between a 'winner's circle' in the south east corner of England and the remainder of the country. The NUTS3 regions in the south and east of Great Britain are strongly identified as a high income regime -a cluster of areas for which average income within the cluster is significantly above the average for Great Britain as a whole. The evidence that areas in the north of England constitute a distinct 'low income' regime is more tentative. The data for GVA per hour worked does point to a cluster of areas centred around the metropolitan areas of Manchester, Merseyside and west
Yorkshire with average income significantly lower than the global average for Great Britain as a whole. However, if we consider income from employment only, the evidence for a 'low income' regime is much weaker.
Spatial Structure of Earnings: Productivity v. Occupational Composition
Having identified the spatial structure of average hourly earnings in Great Britain, we turn now to the question of whether this derives primarily from spatial variation in types of jobs available or from in worker productivity in given jobs. More specifically, is the high income regime in the south and east of Great Britain due to the fact that productivity, and hence wages, in a given occupation is higher in these areas, or is it because these areas have better jobs than elsewhere? For this purpose, we analyse the global and local spatial properties of the productivity and occupational composition indices described in Section 2.
(insert Table 3 here)
The global test statistics reported in Table 3 productivity. By comparison, the degree of positive spatial association displayed by the occupational composition index is less strong, and the Geary's c statistics fails to reject the null hypothesis of no spatial association at travel times within 30 minutes and beyond 120 minutes. For both occupational composition and the productivity index, the spatial linkages appear strongest over distances of up to 90 minutes travel time as before. 14 Thus at the global level, positive spatial association in worker productivity appears to play a major role in driving positive spatial association in income per worker. 15 What do these tell us about the factors giving rise to the local spatial regimes in income per worker described in Section 3? The first point to note is that the high-income regime identified in the earnings data is reproduced here in both the productivity index and the occupational composition index. The cluster of high income areas in the south and east of Great Britain derives its relative prosperity from both higher than average productivity (and hence a higher than average level of wages in any given occupation), and better than average occupational composition (i.e. a higher than average proportion of better paid jobs).
The local Moran's I provides further insights into the presence of atypical areas within this cluster -those NUTS3 regions which are underperforming relative to their neighbours in terms of average hourly earnings. Of the four significant atypical areas in the high earnings cluster, three regions -Southend-on-Sea, East Sussex and Wiltshire -are found to be atypical areas in respect of the productivity index but not the occupational composition. In other words, in these areas, the low level of earnings relative to their neighbours is primarily the result of low wages for a given set of
Deleted: (see Table A6 in Appendix 3) What of the low earnings regime identified in the north-west of Great Britain? This regime is largely reproduced in the data for occupational composition. The NUTS3 areas which make-up the low earnings regime are in the majority of cases, areas with a poor occupational structure relative to the global average. Some of these areas -Northumberland and Tyneside, Bradford and Calderdale -are underperforming relative to the global average with respect to the productivity index also. Likewise, the atypical areas within this low income regime are identified as atypical areas with respect to occupational composition. These results suggest that the spatial structure of occupational composition is playing the more influential role in shaping the low earnings regime in the north of England. The situation appears rather different in the south west of England where there is weak evidence of a low earnings regime also. Here the cluster is associated with low productivity and hence low wages relative to the global average, rather than with poor occupational composition.
Concluding Remarks
This paper uses the techniques of exploratory spatial data analysis to investigate the contribution of differences in types of jobs and differences in productivity for a given job to the spatial variation in income per worker across Great Britain. This approach not only identifies global patterns of spatial association but also highlights the roles played by occupational composition and productivity in observed spatial heterogeneity. In this respect, the methods are complementary to the techniques of spatial regression analysis which focus on the identification and estimation of average effects across a given space.
The formal statistical analysis confirms that the spatial distribution of income per worker across the sub-regions of Great Britain is not random. Whether we consider average hourly earnings or the more broadly defined GVA per hour worked, there is strong evidence of positive spatial association in income per worker -areas of relatively high (low) income tend to be located 'close to' other areas of high (low) income, where for these purposes 'close' is within an estimated road journey time of some 90 minutes. Moreover, while both occupational composition and worker productivity display positive spatial autocorrelation, the degree of spatial association is far stronger for productivity. Controlling for occupational composition, areas with high (low) wages tend to be located close to other areas of high (low) wages; a picture consistent with the hypothesis of significant returns to agglomeration.
Within this overall global pattern, we are able to identify significant local regimes -spatial clusters of areas in which the measures of economic performance diverge significantly from the average for the economy as a whole. The most clear cut of these is the high income regime in the south and east of England -a large cluster of areas for which both GVA per hour worked and average hourly earnings are significantly higher than the global average. Elsewhere in Great Britain, we find weak evidence of low income regimes -one in the north of England, and a second smaller regime in the south west of the country. One interesting observation to emerge from this investigation is that the evidence of underperformance in areas in the north of England is much stronger in the data for GVA per hour worked than in that for average hourly earnings. This evidence suggests that the these areas are at a particular disadvantage with respect to the distribution of non employment income -profits, trading surpluses, rents etc. However, questions remain over the reliability of the methods used to allocation these types of income across NUTS 3 areas when compiling the GVA estimates, and further investigation is needed.
While this analysis is largely descriptive, it does provide some insights into the economic factors underlying these local spatial patterns, and hence inform policy. The high earnings regime in the south and east of Great Britain is reproduced in the data for both productivity and occupational composition. The locations in this 'winners circle' benefit from both above average level of productivity and a better than average occupational composition. As far as the low earnings areas of the north west of Great Britain is concerned, occupational composition rather than productivity 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 4 In the absence of sub-regional price deflators, we are only able to look at nominal income. 13 The results of the robustness analysis using transition matrices are available upon request.
14 Once again Inner London (west) emerges as a possible outlier in respect of the productivity index but there is no evidence that this observation is unduly influencing the results (results available upon request).
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where n is the number of observations, i x denotes the observation at site i for the variable of interest X, and ij w denotes the elements of the spatial weights matrix. S 0 is a scaling factor equal to the sum of all the elements in the weight matrix. The spatial weight matrix may be row-standardised such that the elements ij w % in each row sum to 1 in order to normalise the size of the neighbourhood set for each site. In this case S 0 = n and the expression (1) simplifies to a ratio of the spatial cross-product to the variance. Moran's I is a cross product coefficient scaled to be less than one in value, with an expected value E(I) = -1/(n-1) ≈ 0 for n sufficiently large. Values for Moran's I larger (smaller) than the expected value indicate positive (negative) spatial correlation.
An alternative measure of global spatial autocorrelation is given by Geary's c coefficient which is based on squared deviations. Geary's c is defined as
The expected value for Geary's c is 1. Values of Geary's c less than one indicate positive spatial correlation, while values larger than one suggest negative spatial correlation. 
where T is the number of the computed values of the test statistic that are equal to or larger than the observed value and M is the number of permutations. Note that the highest level of significance (i.e. that corresponding to T=0) is determined by the chosen number of replications, M. Given a certain number of permutations, a low value of this pseudosignificance level implies that the observed `value of the statistic (I or c) is extreme with respect to its reference distribution, and therefore the null hypothesis of spatial randomness should be rejected. Because of the theoretical limitations in using a normality approximation, the permutation approach is also usually considered (see Anselin 1988 and 1995 for more details).
Local spatial autocorrelation
Both Moran's I and Geary's c statistics are global statistics, in the sense that the overall pattern in the data is summarized in a single statistic, and as such they may be of limited interest. Such global statistics may summarise a number of possible disparate spatial relationships for a given set of data. A number of local indicators of spatial association that measure spatial dependence in a region of the study area have been developed (Anselin, 1995a; Getis and Ord, 1995) . These statistics detect significant associations between a single x i and its neighbours and are suited to the task of identifying clusters of 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
where n is the number of observations, i x denotes the observation on unit i for the variable X and ij w % denotes the elements of the (row-standardised) spatial weights matrix as before. It follows that the global Moran I is related to the local version as follows 
Getis Ord Statistics
Alternative measures of local spatial correlation are the Getis Ord statistics (Getis and Ord, 1995) , which are based on a comparison of the sum of values within the neighbourhood set with the corresponding global value. 
Figure 1: Spatial Distribution of Income in Great Britain
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