A set of proper subgroups is a cover for a group if its union is the whole group. The minimal number of subgroups needed to cover G is called the covering number of G, denoted by σ(G). Determining σ (G) is an open problem for many nonsolvable groups. For symmetric groups S n , Maróti determined σ(S n ) for odd n with the exception of n = and gave estimates for n even. In this paper we determine σ(S n ) for n = , , , . In addition we find the covering number for the Mathieu group M and improve an estimate given by Holmes for the Janko group J .
Introduction
Let G be a group and A = {A i : ⩽ i ⩽ n} a collection of proper subgroups of G. If G = ⋃ n i= A i , then A is called a cover of G. A cover is called irredundant if, after the removal of any subgroup, the remaining subgroups do not cover the group. A cover of size n is said to be minimal if no cover of G has fewer than n members. According to J. H. E. Cohn [7] , the size of a minimal cover of G is called the covering number, denoted by σ(G). By a result of B. H. Neumann [20] , a group is the union of finitely many proper subgroups if and only if it has a finite noncyclic homomorphic image. Thus it suffices to restrict our attention to finite groups when determining covering numbers of groups.
Determining the invariant σ(G) of a group G and finding the positive integers which can be covering numbers is the topic of ongoing research. It even predates Cohn's 1994 publication [7] . It is a simple exercise to show that no group is the union of two proper subgroups. Already in 1926, Scorza [21] proved that σ(G) = if and only if G has a homomorphic image isomorphic to the Klein-Four group, a result many times rediscovered over the years, see, e.g., [5, 14] . In [11] , Greco characterizes groups with σ(G) = and in [12] and [13] gives a partial characterization of groups with σ(G) = . For further details we refer to the survey article by Serena [22] , and for recent applications of this research see for instance [3] and [4] .
In [7] , Cohn conjectured that the covering number of any solvable group has the form p α + , where p is a prime and α a positive integer, and for every integer of the form p α + he determined a solvable group with this covering number. In [24] , Tomkinson proves Cohn's conjecture and suggests that it might be of interest to investigate minimal covers of nonsolvable and in particular simple groups. Bryce, Fedri and Serena [6] started this investigation by determining the covering number for some linear groups such as PSL( , q), PGL( , q) or GL( , q) after Cohn [7] had already shown that σ(A ) = and σ(S ) = . In [18] , Lucido investigates Suzuki groups and determines their covering numbers. For the sporadic groups, such as M , M , M , Ly and O ὔ N, the covering numbers are established in [15] by Holmes and she gives estimates for those of J and M c L. Some of the results in [15] are obtained with the help of GAP [25] , a first in this context.
The covering numbers of symmetric and alternating groups were investigated by Maróti in [19] . For n ̸ = , , he shows that for the alternating group σ(A n ) ⩾ n− with equality if and only if n is even but not divisible by 4. For n = , , Maróti establishes σ(A ) ⩽ and σ(A ) ⩾ . For the symmetric groups he proves that, if n is odd and n ̸ = , then σ(S n ) = n− , and, if n is even, then σ(S n ) ⩽ n− . It is a natural question to ask what are the exact covering numbers for alternating and symmetric groups for those values of n where Maróti only gives estimates. In [17] and [9] this was done for alternating groups in case of small values of n. As mentioned earlier, Cohn [7] already established σ(A ) = . In [17] it is shown that σ(A ) = and σ(A ) = . Furthermore, Maróti's bound for A is improved by establishing that ⩽ σ(A ) ⩽ . Recently, it was shown in [9] that σ(A ) = and σ(A ) = . Moreover, the third author has determined the covering numbers for S n when n is divisible by and n ⩾ (see [23] ). The topic of this paper is to determine the covering numbers for symmetric groups of small degree and some sporadic simple groups. We determine the covering numbers for S n in the cases when n = , , , . In particular, we show σ(S ) = , establishing Maróti's result that σ(S n ) = n− for odd n holds without exceptions. For n = , and we have σ(S ) = , σ(S ) = , and σ(S ) = , respectively. We observe that Maróti [19] gave already 761 as an upper bound for σ(S ). Since we can use the same methods, we establish in addition that the Mathieu group M has covering number and improve the estimate given for the Janko group J in [15] . It should be noted that finding a minimal cover of M came down to finding a minimal cover of a particular conjugacy class of elements, and the minimal cover found for these elements contains subgroups from three different conjugacy classes of maximal subgroups. This seems to be a first in this context and explains why the covering number for the group M was not determined any earlier despite its relatively small order.
We observe that σ(S ) = and σ(S ) = by [1] . Moreover, by [19] , we know for large even values of n that σ(S n ) ∼ n n/ ; indeed, Maróti proved that for any ϵ > there exists N such that if n > N and n is even, then
Our current methods rely on explicit tables for the symmetric groups in question and computer calculations to carry out certain linear optimizations. There are limits to the size of the group on how far these methods can carry us and statements for general values of n are extremely difficult and require entirely different methods than those used for small values of n. This will become clearer when we discuss our methods in the following. The methods employed here are an extension of those used in [17] . In determining a minimal cover of a group we can restrict ourselves to finding a minimal cover by maximal subgroups. The conjugacy classes of subgroups for the groups in question can be found in GAP [25] . To determine a minimal cover by maximal subgroups, it suffices to find a minimal cover of the conjugacy classes of maximal cyclic subgroups by such subgroups of the group. Already in [15] this method is used to determine the covering numbers of sporadic simple groups. Here this method is adapted to the case of symmetric groups where the generators of maximal cyclic subgroups can easily be identified by their cycle structure.
At this stage we may want to raise the question whether further results on covering numbers can only be established one at a time, or if one can find methods to give general results for larger classes as it has been done in [19] and [23] . Some insight into the problem can be obtained by taking a look at [23] . There some powerful theorems are used where the assumption holds only if n is sufficiently large, and the cases not covered by these theorems for small n have to be checked individually. It is the hope of the authors that the large values of n for which the covering number of S n is unknown can be resolved using similar techniques, leaving only a small number of cases for small values of n to be resolved using computation or individual inspection. As of now, the smallest values of n for which the covering numbers of S n and A n are not known are n = and n = , respectively. The following notation is used for the disjoint cycle decomposition of a nontrivial permutation. Let m , m , . . . , m t ∈ ℕ with < m < m < ⋅ ⋅ ⋅ < m t and k , . . . , k t ∈ ℕ. If α is a permutation with disjoint cycle decomposition of k i cycles of length m i , i = , . . . , t, then we denote the class of α by (m k , . . . , m k t t ). If k i = , we just write m i instead of m i . As is customary, we suppress 1-cycles and the identity permutation is denoted by (1) . For example, the permutation with disjoint cycle decomposition (12)(34)(5678) belongs to the class ( , ). In the case of symmetric groups all elements of a given cycle structure are contained in the subgroups of a conjugacy class of maximal subgroups and the elements with the respective cycle structure are either partitioned into these subgroups or there exists an intersection between some of the subgroups of the conjugacy class.
For the groups S , S , S , S , and M , we provide two tables which are obtained with the help of GAP [25] . For the group J , we refer to previous work in [15] . The first table gives the information on the conjugacy classes of maximal subgroups of the group, such as the isomorphism type and order of the class representative and the size of each class. The second table lists the order and cycle structure of each permutation generating a maximal cyclic subgroup as well as the total of such elements in the group together with the distribution of these elements over the various conjugacy classes. For each conjugacy class we list how many of these elements are contained in a class representative. If elements are partitioned over the representatives, we indicate this with P, and if each element is contained in k class representatives and each representative contains s such elements, we indicate this with s k . For some of the groups it suffices to give the second table in abbreviated form.
For finding the covering number, the goal is to determine an irredundant cover and show that it is minimal. If the elements of a certain cycle structure are partitioned into the subgroups of a particular conjugacy class, it is not hard to find a minimal cover for such elements. The difficulty arises if the elements in question occur in several class representatives. In this case we interpret the subgroups and group elements as an incidence structure with the subgroup representatives as the sets and the group elements with the specific cycle structure as elements. This leads to a problem in linear optimization. Here are some of the details.
Given a group G with a collection of maximal subgroups C, to each maximal subgroup M i we associate a binary variable m i , which takes on the value of if M i is in C and if M i is not in C. Let g be an element of G that is contained in the maximal subgroups M i , M i , . . ., M i n . The collection C covers the element g if and only if the constraint n j= m i j ⩾ is satisfied. Therefore, determining a minimal cover corresponds to minimizing ∑ m i subject to satisfying these constraints.
Sometimes we are able to use a combinatorial argument to find a minimal cover, such as when the Erdős-Ko-Rado Theorem [10] is applied in the case of S . For instance, it is possible to transform the covering number problem into a question involving incidence matrices, and it should be noted that the covering number of S was originally determined using these methods. However, we prefer a more uniform approach, and so the proofs in Section 4 avoid the notation of incidence matrices, even though the fundamental ideas are the same. Otherwise, we have to resort to the help of computers to find optimal solutions, e.g., in the case of S , M and J . (The covering numbers for S , S , and S are obtained without the use of computers.) Roughly speaking, a system of linear inequalities with binary variables is prepared by GAP [25] and the optimal solution is found with the help of Gurobi [26] . Naturally, this approach puts a limit on how large our groups can be. In addition, the structure of the cover heavily depends on the arithmetic nature of n.
The calculations for this paper were done on a variety of machines. Those for S and M were completed using a standard Dell desktop with a Core i-7 processor and GB of RAM. Calculations for J were attempted on this machine, but, when this proved insufficient, we continued the calculations on Gordon Royle's machine at the University of Western Australia, which has GB of RAM. Attempts on this machine also proved insufficient for J . Finally, calculations for J were carried out on KoKo, part of the High Performance Computing (HPC) cluster at Florida Atlantic University. The technical specifications of KoKo include four hundred Intel Xeon Cores and 128 GB of RAM per node. Our final bounds on σ(J ) are based on calculation carried out on KoKo. For more information about the computations, see Section 8 and http://www.math.wm.edu/~eswartz/coverings.
The symmetric group S
The smallest symmetric group for which the covering number is not known is S . Here we determine σ(S ) and show that it equals the upper bound given by Maróti in [19] . Proof. First we will show that there exists an irredundant cover of S by subgroups. As can be seen from Table 2 , all odd permutations of the group generating maximal cyclic subgroups are contained either in MS or MS . Thus the union of MS and MS contains all odd permutations in question. We observe that this union does not contain all even permutations generating maximal cyclic subgroups, e.g., the permutation with cycle structure ( , ) is only contained in MS and MS . Thus MS , MS , and MS cover all of S , and
Let C be the union of MS , MS , and MS , and define Π to be the union of all elements with cycle structure ( ), ( , ), or ( , ). The elements of Π are partitioned among the groups of C, so C is an irredundant cover.
We will now show that C is in fact a minimal cover. We first show that MS , which only contains the subgroup A , must be contained in any minimal cover. Suppose that we have a minimal cover B that does not contain MS . By Table 2 , since elements with cycle structure ( , ) are only contained in MS and MS , our minimal cover B must contain all subgroups of MS . However, none of the elements with cycle structure ( ) for instance have been covered, and this requires at least additional subgroups. This is a contradiction, since + > , the number of subgroups in C. Hence MS is included in any minimal cover. Suppose now that there is, in fact, a cover B of the elements of S with |B| < . Let B = (B ∩ C) ∪ B and let C = (B ∩ C) ∪ C . This means that |B | < |C |, and, since MS must be present in any minimal cover, we may assume that C consists only of subgroups from MS and MS . Let |C | = c + c , where c denotes the number of subgroups from MS in C and c denotes the number of subgroups from MS in C . Since C consists of all subgroups from MS , MS , and MS , we note that B consists only of subgroups from MS , MS , MS , and MS . Hence we let |B | = c + c + c + c , where c i denotes the number of subgroups from MSi in B for i = , , , . Since |B | < |C |, our first observation is that
Now, since B is a cover, all elements with cycle structure ( ) must be covered. By removing c subgroups of MS from C, this leaves c such elements that are not yet covered. By Table 2 , since these c ele- 
Label Isomorphism type Group order Class size
, P , P Table 2 . Inventory of elements generating maximal cyclic subgroups in S across conjugacy classes of maximal subgroups.
ments must be covered by the subgroups in B , this implies that
Similarly, removing c subgroups of MS from C leaves c elements with cycle structure ( , ) uncovered, and from Table 2 we see that
Putting equations (2.1), (2.2), and (2.3) together, we see that
which implies that
Eliminating the fractional coefficients, we see that this implies that
On the other hand, examining the elements with cycle structure ( , ) that are uncovered by removing c subgroups of MS from C, we see by Table 2 that
Combining equations (2.1), (2.2), and (2.5), we see that
which in turn implies that
Eliminating the fractional coefficients, we see that
However, since all the c i are nonnegative integers, equations (2.4) and (2.6) imply that
a contradiction. Therefore, we conclude that no such cover B can exist, the collection of subgroups C is a minimal cover of the elements of S , and σ(S ) = , as desired.
The symmetric group S
In this section we will determine the exact covering number of S , the case missing in [19] , where the covering numbers for S n with n odd were determined with the exception of n = . To prove the main result of this section, we need the following proposition. Proof. We prove this computationally with the help of the software GAP [25] and Gurobi [26] . Using the GAP program as given in Function 8.1 for G = S and the conjugacy classes MS , MS , and MS of maximal subgroups, we are setting up the equations readable by Gurobi for the elements of type ( , ). The Gurobi output shows that a minimal covering of these elements consists of subgroups from MS , MS , and MS . Since the elements with cycle structure ( , ) are partitioned into the subgroups of MS , these 84 subgroups constitute a minimal covering of these elements.
We note that the GAP output addressed in the above proposition as well as an abbreviated Gurobi output of these calculations are given at the end of Section 8. These calculations were done on a Dell desktop machine with a Core i-7 processor and GB of RAM; as can be read from the output, this calculation took . seconds. For further details we refer to http://www.math.wm.edu/~eswartz/coverings. Now we are ready to prove our theorem.
Proof of Theorem 3.1. We will show first that there exists a cover of S by subgroups. We claim first that the collection of all subgroups from one of MS , MS , MS , MS , or MS constitutes a cover of the elements of S . To see this, we note that every even permutation is contained in A , the unique subgroup in MS , and, Label Isomorphism type Group order Class size by Table 4 , every maximal cyclic subgroup generated by an odd permutation is contained in a subgroup in MS , MS , MS , or MS . Hence this collection of subgroups is a cover, and
We must now show that this collection is in fact a minimal cover. As can be seen from Table 4 , the only maximal subgroups containing the elements with cycle structure ( , ) are in MS , and the only maximal subgroups containing the elements with cycle structure ( , ) are in MS . Thus these two classes of maximal subgroups must be contained in any cover of the elements of S that uses only maximal subgroups.
Examining Table 4 , we see that the only classes of maximal subgroups of S containing -cycles are MS and MS , and the -cycles are partitioned in each. This means that, if the subgroup in MS isomorphic to A is not contained in a cover of S , all subgroups isomorphic to S wr S must be in the cover. However, any such cover would already contain more than subgroups, and so a minimal cover of the elements of S must contain A , the unique subgroup in MS . We note that, since any minimal cover of the elements of S contains A , we may restrict ourselves now to finding a cover of the odd permutations in S .
Examining Table 4 , the only elements generating maximal cyclic subgroups that are not covered by subgroups in MS , MS , or MS have cycle structure ( ) or ( , ). Suppose that a minimal cover does not contain every subgroup from MS . By Table 4 , the -cycles are partitioned among the subgroups in class MS , and each subgroup in MS contains different -cycles. Since the -cycles are contained only in subgroups in MS and MS , and each subgroup in MS contains only different -cycles, this means that at least ⌈ / ⌉ = different subgroups from MS are in the cover. Assume that there are c subgroups from MS in the cover. By Table 4 , there are still at least − c elements with cycle structure ( , ) that need to be covered. Since there are at most elements with cycle structure ( , ) in a single maximal subgroup, if c is the number of subgroups in this cover from MS and MS , then c ⩾ ( − c )/ = − c / . However, the size of the cover is now greater than , since
a contradiction to this cover being minimal. Hence a minimal cover of the elements of S must contain all subgroups from classes MS , MS , MS , and MS . The only elements generating maximal cyclic subgroups in S that are not contained in subgroups in MS , MS , MS , and MS have cycle structure ( , ), and hence the problem of determining a minimal cover of S reduces to the problem of finding a minimal cover of the elements with cycle structure ( , ). By Proposition 3.3, the subgroups from MS form a minimal cover of these elements. Therefore, the subgroups from MS , MS , MS , MS , and MS form a minimal cover, and σ(S ) = .
In this section we determine the covering number of S . It turns out to be less than the upper bound of − given by Maróti in [19] . Before we can prove Theorem 4.1, we have to establish some preparatory results involving combinatorics leading to an application of a result due to Erdős, Ko and Rado [10] (see also [2, Theorem 5.1.2]). In order to apply Theorem 4.2, we first have to associate subgroups of S to subsets of { , . . . , }. In fact, there is a canonical bijection between subgroups M in MS and subsets of { , . . . , } of size three. Indeed, each subgroup M in MS is isomorphic to S × S and contains all elements of S that preserve a unique decomposition of the set { , . . . , } into a subset of size three and a subset of size seven. The subset of size three that is preserved by M is the unique subset that we associate with M. Hence we define a function 
Label Isomorphism type Group order Class size
S wr S , MS P ΓL( , ) , , 
, P , P Table 6 . Inventory of elements generating maximal cyclic subgroups in S across conjugacy classes of maximal subgroups.
MS MS
, , P , P ( , ) , Table 7 . Inventory of elements generating maximal cyclic subgroups in S across conjugacy classes of maximal subgroups.
The following result demonstrates the usefulness of Theorem 4.2 here. Proof. Assume first that there exist two subgroups M and M in F such that F(M ) ∩ F(M ) = ⌀. By Lemma 4.3 (ii), there are elements with cycle structure ( , ) in both M and M . Now, Lemma 4.3 (i) implies that these elements are in M and M but no other subgroups of MS . Therefore, these elements with cycle structure ( , ) are not covered by the subgroups in F, and F is not a cover of the elements with cycle structure ( , ).
Conversely, assume that we have F(M ) ∩ F(M ) ̸ = ⌀ for any M , M ∈ F. Let g be an element with cycle structure ( , ). By Lemma 4.3 (i), the element g is contained in exactly two subgroups of MS , and by Lemma 4.3 (ii), the two subgroups M ὔ and M ὔ in MS containing g have F(M ὔ ) ∩ F(M ὔ ) = ⌀. Since for any two subgroups M and M of F we have F(M ) ∩ F(M ) ̸ = ⌀, the collection F can contain at most one of the subgroups that contain g. Hence for every element g with cycle structure ( , ), one of the subgroups containing it is in F, and so F is a cover of the elements with cycle structure ( , ), as desired.
We may now combine this last result with Theorem 4.2 to produce a minimal cover of the elements with cycle structure ( , ). Define the collection D i to be the set of all subgroups M of MS such that i ∈ F(M), where i ∈ { , . . . , }.
Corollary 4.5.
For any i ∈ { , . . . , }, the collection D i is a minimal cover of the elements with cycle structure ( , ) in S . That is, each D i is a collection of subgroups of MS that covers the elements with cycle structure ( , ), and no collection of fewer than subgroups covers the elements with cycle structure ( , ).
Proof. Assume that C is a collection of subgroups from MS that covers the elements with cycle structure ( , ). By Proposition 4.4, the subsets of size three associated with the subgroups in the collection C must be pairwise nondisjoint. By Theorem 4.2, |C| ⩽ = . This implies that any cover of the elements with cycle structure ( , ) by subgroups from MS has size at least − = . On the other hand, consider the collection D i , where i is fixed. By definition, i ∈ F(M) for any subgroup M in D i , and hence the collection of subsets {F(M) : M ∈ D i } are pairwise nondisjoint. By Proposition 4.4, this means that D i is a cover of the elements with cycle structure ( , ). Note further that |D i | = , since there are different subsets of size three of { , . . . , } that contain i. Therefore, each collection D i is a minimal cover of the elements with cycle structure ( , ) in S , as desired. It remains to be shown that the covering obtained by the subgroups is minimal, i.e., σ(S ) ⩾ . We begin first by considering MS , which contains the single subgroup A . Assume that MS is not included in a minimal cover C. Referring to Tables 6 and 7 and examining the elements with cycle structure ( , ), we conclude that, if MS is not part of C, then all subgroups in MS are in C. We note that C must also cover all the -cycles, which are contained only in subgroups of the classes MS , MS , and MS , and the -cycles are partitioned among the subgroups in each class. It requires at least subgroups from these three classes (specifically, all the subgroups in MS ) to cover the -cycles, and hence |C| ⩾ + = . However, since we know that a minimal cover of the elements of S has at most subgroups, this is a contradiction. Hence any minimal cover of S contains the unique subgroup A in MS .
Next, we will show that any minimal cover of S contains the entire class MS of subgroups isomorphic to S wr S . First, we know that MS is included in any minimal cover, so we need only consider how many odd permutations are covered by a particular subgroup. By Table 7 , we see that every subgroup M in MS contains different -cycles. The -cycles must all be covered, and the only other subgroups that contain -cycles are in MS and MS . However, the subgroups in MS only contain elements in total, and, using GAP [25] , we see that any subgroup in MS contains only odd permutations, i.e., a subgroup in either MS or MS contains fewer odd permutations than a subgroup in MS does -cycles. Therefore, all of the subgroups from MS must be included in any minimal cover.
Suppose now that there is a cover C of S of size at most . Since C contains the classes MS and MS , this implies that there is a cover C of size at most − − = of the elements of S that are not in MS or MS ; namely, by Tables 6 and 7, there is a cover C of size at most of the elements with cycle structures ( , ), ( ), ( , ), and ( , ) . Define Π to be the set of all permutations with cycle structure ( ) or ( , ), and we note that C must cover all the elements of Π.
Define B k to be the set of all the subgroups in MS except for the subgroup S (k) that fixes the element k and permutes the elements { , . . . , }\{k}. For each i, k such that ⩽ i, k ⩽ , we have that |D i ∪ B k | = + = and D i ∪ B k covers the elements of Π. Note first that D i constitutes a minimal cover of just the elements with cycle structure ( , ) by Corollary 4.5. Moreover, B k is a minimal cover of the -cycles for each ⩽ k ⩽ . To see this, consider what happens when precisely m subgroups of MS are removed. By Table 7 , every -cycle is contained in exactly two subgroups of MS , so, if m = , then the collection of subgroups still covers the -cycles. Every -cycle fixes exactly two of the elements in { , . . . , } and moves the other eight. Suppose that g is an -cycle, and g fixes the elements i, j ∈ { , . . . , }; note that there are ! = such elements g for a given pair {i, j}. This means that the two subgroups in MS that contain g are S (i) and S (j) . Hence, if m ⩾ , there are m pairs {i, j} such that the -cycles that fix i and j are not covered, i.e., there are exactly m different -cycles that now are not covered. No maximal subgroup outside of MS contains more than different -cycles, and hence the set of subgroups of MS without S (k) is a minimal cover of the -cycles. Note, however, that the sets B k are not the only minimal covers of the -cycles. If H j,k is the subgroup of MS isomorphic to S × S that stabilizes the breakdown of { , . . . , } into {k, j} and its complement, then the collection B j,k = (B j ∩ B k ) ∪ {H j,k } also covers the -cycles. However, by the above, no more than two subgroups in MS can be removed, and, by Tables 6 and 7 , only the subgroups of MS have enough elements to replace two subgroups of MS being removed. Therefore, these are the only minimal covers of the -cycles of S . We now claim that C must consist of a minimal cover of the -cycles and a minimal cover of the elements with cycle structure ( , ). Examining Tables 6 and 7, we see that -cycles are only contained in MS , MS , MS , and MS , while the elements with cycle structure ( , ) are only contained in MS , MS , and MS . If C is not just a minimal cover of the -cycles along with a minimal cover of the elements with cycle structure ( , ), then there must be at least one subgroup H in C that contains both -cycles and elements with cycle structure ( , ), and there must be at least one -cycle and one element with cycle structure ( , ) in H that are not contained in any other subgroup in C . In particular, this means that C contains at least one subgroup H from MS . We now examine the manner in which C covers the -cycles. Since there is at least one -cycle in H that is not contained in any other subgroup of C , this means that for some i, j with ⩽ i < j ⩽ , we have that none of S (i) , S (j) , or H i,j are in C . This means that the different -cycles fixing i, j are covered only by subgroups from MS and MS . However, since the subgroups in MS are isomorphic to S wr S , a simple counting argument shows that no subgroup of MS contains more than different -cycles that fix i and j. Moreover, it can be verified that every subgroup of MS contains exactly four -cycles that fix i and j using GAP [25] . Hence, in order to cover all the -cycles, the collection C must contain at least = subgroups. Since > , this is a contradiction. Hence C consists of a minimal cover of the -cycles and a minimal cover of the elements with cycle structure ( , ). Moreover, by symmetry we may assume that C contains D .
In order for a cover of the elements of S to have size or less, one of these possibilities for C must in fact cover all the odd permutations of S . We now consider the different possibilities for C . If C = D ∪ B , then we note that the element ( , )( , , , , , , ) is not covered by C . If C = D ∪ B k , where k > , then without loss of generality we may assume that k = . In this case, the element ( , )( , , , , , , ) is not covered by C . If C = D ∪ B ,j , then without loss of generality we may assume that j = . In this case, the element ( , )( , , , , , , ) is not covered by C . Finally, if C = D ∪ B k,j , where k, j > , then without loss of generality we may assume that k = and j = . In this case, the element ( , )( , , , , , , ) is not covered by C . Hence no such C can exist, and σ(S ) ⩾ . Therefore, σ(S ) = , as desired.
The symmetric group S
In [19] , Maróti gives an upper bound for the covering number of S , which is lower than the general upper bound given there. We will show here that this bound is indeed the covering number of S .
Theorem 5.1. The covering number of S is .
Proof. As noted by Maróti [19, p. 104] , the covering number of S is at most 761, since S may be written as the union of all those subgroups conjugate to S wr S , S × S , S × S , S × S , and A , which correspond to the classes MS , MS , MS , MS , and MS , respectively, of Table 8 . Indeed, we will show that this is in fact a minimal cover of S by demonstrating that there is a particular class of maximal cyclic subgroups that is minimally covered by one of these five classes. Define Π to be the set of elements with cycle structure ( , ), Π to be the set of elements with cycle structure ( , ), Π to be the set of elements with cycle structure ( , ), Π to be the set of elements with cycle structure ( , , ), and Π to be the set of elements with cycle structure ( ), i.e., the -cycles of S . We define Π := ⋃ i= Π i , and we will show that the collection C of subgroups from MS , MS , MS , MS , and MS is a minimal cover of the elements of S by showing that at least subgroups are needed to cover the elements of Π. Note that the elements of Π are partitioned among the members of C.
Let B be a minimal cover of Π. First, we examine the elements with cycle structure ( ). It is not hard to see that the classes of maximal subgroups containing -cycles are all imprimitive subgroups in the classes MS , MS , MS , and MS (a -cycle preserves such an imprimitive decomposition of twelve elements), and also the subgroups of class MS . Moreover, it is easy to see that the -cycles must be partitioned in each of the classes MS , MS , MS , and MS , respectively, since a -cycle stabilizes a unique imprimitive decomposition of twelve elements. Since the -cycles are partitioned among the subgroups in classes MS , MS , MS , and MS , respectively, and MS has the fewest number of subgroups, removing n subgroups from MS from the cover would require at least n + replacements from the other classes. On the other hand, the -cycles are not partitioned in MS . As can be seen from 
, , ( , , ) , , , P , P ( ) , , , P , P , P Table 9 . Inventory of certain elements generating maximal cyclic subgroups in S across conjugacy classes of maximal subgroups.
We next show that MS , which consists of the subgroup A , is contained in any minimal cover B of the elements of Π. If MS is not in a minimal cover B of Π, then B must contain every subgroup of MS , since these are the only two classes that meet Π , and Π is partitioned in each class. However, there are subgroups in MS , and > = |C|. Hence MS is in B. Suppose that the minimal cover B of Π is not C. We On the other hand, we can compare elements from Π , Π , and Π covered by these groups. Since the elements of Π are partitioned among elements of C, using Table 9 we have:
Putting this all together, it follows that
a contradiction. Therefore, C is the unique minimal cover of Π, and hence C is the unique minimal cover of the elements of S and σ(S ) = , as desired.
The Mathieu group M
Only as recently as 2010, it was shown by Holmes and Maróti in [16] that for the Mathieu group M we have ⩽ σ(M ) ⩽ . Here we will determine the exact covering number of M . Table 10 . Conjugacy classes of maximal subgroups of M . Theorem 6.1. The covering number of M is .
Label Isomorphism type Group order Class size
The notation + + used in Table 10 to describe a normal subgroup of a subgroup in MS comes from [8] and refers to an extraspecial group of order that is isomorphic to the central product of Q with Q . We also note that M has two conjugacy classes of elements of order , which is why there are two identical rows in Table 11 .
Before we can prove this theorem, we need a proposition which gives a minimal covering for the elements with cycle structure ( , ). (We note that M is represented here as a permutation group embedded into S .) In fact, the minimal cover found contains subgroups from three different conjugacy classes of subgroups. This seems to be a first in this context and explains why the covering number for the group M was not determined any earlier despite its relatively small order. The use of GAP and Gurobi led to this breakthrough. Proposition 6.2. There exists a covering of the elements with cycle structure ( , ) in M by subgroups, and this covering is minimal. This covering is made up of subgroups isomorphic to PSL( , ) from MS , eight subgroups isomorphic to C × S from MS , and two subgroups that are isomorphic to (C × C ) : D in MS .
Proof. Using the GAP [25] program listed in Function 8.1 for the elements with cycle structure ( , ) in M and the appropriate maximal subgroups of M , Gurobi [26] finds that there exists a covering of the elements with cycle structure ( , ) by 130 subgroups in MS , MS , MS , and that this covering is minimal.
A list of generators for the subgroups of M contained in this covering can be found on line at http://www. math.wm.edu/~eswartz/coverings. It should be noted that it took Gurobi . seconds to solve the system of equations created by GAP on a Dell Optiplex 9020 machine with a Core i-7 processor and 16 GB of RAM. Now we are ready to prove our theorem.
Proof of Theorem 6.1. It can be easily seen from It remains to be shown that any covering of M contains at least 208 subgroups. As can be seen from Table 11 , a covering of the -cycles needs to contain at least subgroups of MS or MS . Similarly, a covering of the elements of cycle structure ( , ) needs to contain the 66 subgroups of MS or MS . Since the covering of the elements with cycle structure ( , ) by the subgroups from MS , MS , and MS is minimal by Proposition 6.2, it follows that
We conclude σ(M ) = . Table 11 . Inventory of elements generating maximal cyclic subgroups in M across conjugacy classes of maximal subgroups.
The Janko group J
In [15] it was shown by Holmes that ⩽ σ(J ) ⩽ for the Janko group J . Using similar methods employed in this paper for S and M , we were able to improve these bounds. It should be noted here that longer computation times on more powerful machines would likely improve these bounds; however, we have pushed the limits of these methods to the extreme, and resolving σ(J ) will likely require new techniques. To better utilize the results from [15] , we will follow Holmes and use notation from the Atlas [8] rather than representing the groups as a permutation group as done in the previous cases. Recall that conjugacy classes of elements are named by the orders of their elements and a capital letter. They are written in descending order of centralizer size. Here is our improved estimate for σ(J ). Proof. In [15] it is determined that all maximal subgroups isomorphic to C : C and all maximal subgroups isomorphic to S × D are needed in a minimal covering. The only remaining elements generating maximal cyclic subgroups that need to be covered are those of type A and A. Holmes shows in [15] that only maximal subgroups isomorphic to PSL( , ) are needed to cover all elements of type A, and also only maximal subgroups isomorphic to C : C : C are needed to cover elements of type A. Using the GAP program [25] as given in Function 8.1 for G = J and the maximal subgroups isomorphic to PSL( , ), we are setting up the equations readable by Gurobi [26] for the elements of type A. The Gurobi output then tells us that a minimal covering of the elements of this type consists of exactly subgroups isomorphic to PSL( , ). Similarly, preparing the linear equations for Gurobi using Function 8.1 for G = J and the maximal subgroups isomorphic to C : C : C for the elements of type A, the Gurobi output shows that the number of subgroups of this type needed to cover the respective elements is between and . Therefore, we find that the subgroup covering number of J is between + + + = and + + + = .
We have included the files produced by GAP which are read by Gurobi on http://www.math.wm.edu/ eswartz/coverings. The bounds that we have now were obtained by running Gurobi on KoKo, part of the High Performance Computing (HPC) cluster at Florida Atlantic University. The technical specifications of KoKo include four-hundred Intel Xeon Cores and 128 GB of RAM per node. It took KoKo . seconds to determine that subgroups are needed to cover the elements of type A, and it took KoKo seconds to reach the bounds for the number of subgroups required to cover the elements of type A.
GAP code
In this section, we start with the code used in GAP [25] to create the output files read by Gurobi [26] . Any solution to the system of equations encoded in the output corresponds to a subgroup cover of the elements. Whenever the "best objective" and the "best bound" found by Gurobi are identical, Gurobi has found a minimal subgroup cover. In short, GAP is used to find the optimal solution to a system of linear inequalities, which corresponds to a minimal cover. Gurobi then performs a linear optimization on this system of linear inequalities.
For the case of S , addressed in Proposition 3.3, we include the output of Function 8.1 as well as an abbreviated table of the Gurobi output. A complete table of this output can be found at http://www.math. wm.edu/~eswartz/coverings. The corresponding output of Function 8.1, together with the generators for the subgroups in the minimal cover of elements with cycle structure ( , ) in M and the linear programs produced for J , can be found at the same website. for x in MaximalSubgroupList do maxconjs:= ConjugateSubgroups(G,x); for y in maxconjs do Add(maxs, y); od; od;
NumberSubgroups:= Length(maxs); #All cyclic subgroups generated by the conjugates of the elements #in ElementList are stored in the irredundant list elts.
