Intervals of Quasi-Decompositionality and Emergent Properties by Cáceres Vázquez, Emilio & Saborido, Cristian
 THEORIA 32/1 (2017): 89-108
Intervalos de cuasi-descomponibilidad y propiedades emergentes*
(Intervals of Quasi-Decompositionality and Emergent Properties)
Emilio Cáceres Vázquez y Cristian Saborido1
Received: 30/01/2016 
Final Version: 06/04/2016
BIBLID 0495-4548(2017)32:1p.89-108 
DOI: 10.1387/theoria.15718
RESUMEN: La noción de emergencia acompaña a la Filosofía de la Ciencia desde finales del siglo xix, afirmando que en 
algunos sistemas existen propiedades a ciertos niveles que no pueden deducirse de las propiedades de los com-
ponentes de estos sistemas tal y como son observadas en niveles más fundamentales. A lo largo del siglo xx las 
caracterizaciones de este concepto de emergencia se han apoyado en cuatro pilares: impredecibilidad, novedad, 
restricción y causación descendente. Estos pilares están ligados a la asunción de una jerarquización de la realidad 
en niveles de organización. En este trabajo intentamos demostrar que puede explicarse la naturaleza de las pro-
piedades (aparentemente) emergentes utilizando la noción de cuasi-descomponibilidad propuesta originaria-
mente por Herbert Simon.
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ABSTRACT: The notion of emergence has accompanied philosophy of science since the late xix century, claiming that 
in some systems there are properties in certain levels that cannot be deduced from properties of their compo-
nents as seen in more fundamental levels. Throughout the xx century, emergence has been characterized by 
four pillars: unpredictability, novelty, restriction and downward causation. These four pillars have been related 
to the assumption of a hierarchical order of reality in different levels of organization. In this paper, we show 
that it is possible to explain the nature of the (apparent) emergent properties through the nearly-decomposabil-
ity criterion introduced by Herbert Simon.
Keywords: Emergence, reductionism, mechanisms, epistemology.
1. Introducción
La idea de que toda la materia está formada exclusivamente por sus componentes materia-
les está asentada en nuestro pensamiento científico. No obstante, existe un rechazo a pensar 
que el comportamiento de esa materia, especialmente la considerada viva, está determinada 
por sus elementos. Este planteamiento, resumido en el aforismo el todo es más que la suma 
de las partes, ha supuesto la división del estudio de la materia en dos enfoques contrapues-
tos, el de aquellos que piensan que los todos pueden reducirse a sus partes y el de aquellos 
* Queremos agradecer su desinteresada colaboración a Álvaro Martínez del Pozo, Catedrático de Bioquí-
mica y Biología Molecular de la Universidad Complutense de Madrid, y a Jorge Alegre-Cebollada, jefe 
de grupo del Single-Molecule Mechanobiochemistry lab del CNIC por su colaboración a la hora cono-
cer los aspectos biológicamente más actuales.
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que afirman que tienen «algo más» que hace que emerjan nuevas características no deriva-
bles desde sus componentes.
La existencia o la inexistencia de esta sinergia es un problema en busca de solución 
desde hace más de 160 años cuando John Stuart Mill hablara por vez primera, al menos 
de forma explícita, de leyes heteropáticas (Mill 1843, 269) Estas leyes estaban en principio 
vinculadas a la química, pero pronto pasaron a formar parte de la biología sobre todo a raíz 
de la publicación de la obra de Charles Darwin y su compromiso con el gradualismo. El fin 
del vitalismo, el desarrollo de la biología como una ciencia analítica o el fallo del reduccio-
nismo (Bunge 2004, 191) han supuesto hitos importantes para comprender las diferentes 
caracterizaciones que se han dado de la idea de la emergencia y que han llevado este con-
cepto hasta nuestros días. A lo largo de todo el siglo xx, la emergencia ha avanzado ligada a 
la existencia de niveles de organización y, aunque no se puede considerar un concepto con 
una definición única, si se han identificado cuatro pilares en los que todas las caracteriza-
ciones de lo emergente se sustentan, a saber: a) la impredecibilidad, o imposibilidad de de-
ducción de las propiedades de los todos a partir de sus partes, b) la novedad cualitativa, o la 
existencia genuinas nuevas propiedades en niveles superiores, c) la restricción o realizabili-
dad múltiple, o la limitación impuesta por los niveles macro sobre los diferentes niveles mi-
cro y d) la causalidad descendente, o la influencia causal del todo en sus partes (Klee 1984).
Actualmente, hay dos tendencias principales a la hora de tratar la emergencia. Por un 
lado está el enfoque, cercano a la noción más clásica, que aboga por la existencia de un cie-
rre causal (casual closure) que hace especial énfasis en la auto-organización y en la influencia 
del todo sobre las partes (Maturana y Varela 1973). Por otro, cercano al reduccionismo, la 
visión mecanicista mantiene algunas ideas surgidas de la emergencia como la existencia de 
niveles cualitativamente diferentes, la realizabilidad múltiple y una cierta causación descen-
dente (Machamer, Darden y Craver 2000).
En este trabajo se va a argumentar en contra de las propiedades emergentes y de la exis-
tencia objetiva de los niveles de organización a la vez que se describe un reduccionismo 
heurísticamente modulado con fines eminentemente prácticos. Para ello, partiendo del 
concepto de criterio de cuasi-descomponibilidad de Herbert Simon mostramos que es posi-
ble redefinir las ideas de novedad, causación descendente y restricción sin necesidad de ape-
lar a propiedades emergentes.
2. Los pilares fundamentales de la emergencia
El término ‘emergencia’ ha auspiciado diferentes posturas filosóficas ya desde que George 
Lewes lo acuñara en 1874 (Lewes 1874, (II), 412), extrapolando la idea desde una expli-
cación de las propiedades de los compuestos químicos por parte de Mill a la filosofía post-
darwinista (Morgan 1923). El término se ha tratado en tantos ámbitos y con tantas connota-
ciones que no existe un criterio unificado que lo defina. Muchas han sido las aproximaciones, 
destacando las de Mario Bunge (Bunge 2004), Clauss Emmeche (Emmeche, Köppe, y Stjer-
nfelt 1997), William Wimsatt (Wimsatt 2000), Timothy O’Connor (O’Connor 1994), Ri-
chard Campbell y Mark Bickhard (R. J. Campbell y Bickhard 2011), Michael Silberstein y 
John McGeever (Silberstein y McGeever 1999) o David Blitz (Blitz 1992). Son también va-
rios los análisis metateóricos que se han propuesto para dar cuenta de las características de 
las diferentes concepciones y para tratar de ofrecer una clasificación de los tipos de emergen-
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cia más utilizados, como el trabajo ya clásico de Robert Klee (Klee 1984) o el más reciente de 
Tero Piiroinen (Piiroinen 2014). Estos trabajos subrayan que la clave de la idea de la emer-
gencia estriba en su origen histórico y en su evolución temporal.
Así, muestran cómo la formulación por parte de Jakob Schleiden y Theodor Schwann 
de la teoría celular en 1839 supuso un primer paso en la visión reduccionista de la vida. Fi-
siólogos de la época llegaron incluso a declarar que «en el mundo orgánico no hay otras fuer-
zas en actividad que las fisicoquímicas conocida» (Mayr 2006, 94). Y esto en relación no solo 
con los aspectos fisiológicos sino también con los «del pensamiento y del lenguaje, del libre 
albedrío, etc.» (Garrison 1922, 162). Aun así, la ciencia estaba impregnada de vitalismo 
(Mayr 2006, 95) y consideraba que los fenómenos biológicos eran manifestaciones directas 
del alma y por lo tanto no explicables materialmente (Emmeche, Köppe y Stjernfelt 1997, 
89). Esta postura vitalista llegó hasta principios del siglo xx, con Hans Driesch como úl-
timo vitalista influyente (1997, 91), hasta que J.S Haldane declaró en 1931 que «los biólo-
gos han abandonado casi unánimemente el vitalismo como creencia aceptable» (Mayr 2005, 
30). Sin embargo, este abandono no supuso la aceptación del mecanicismo sino la introduc-
ción de un nuevo programa, el organicismo, que si bien aceptaba la idea básica de que los 
componentes y sus propiedades fisicoquímicas eran los responsables de todas las funciones 
vitales, su influencia se disipaba conforme se ascendía en complejidad, pues la totalidad in-
fluía causalmente en las partes. E.W. Ritter, introductor del término «organicismo», lo ex-
presaba así en 1919: «los todos están tan relacionados con sus partes que no solo la existencia 
del todo depende de la cooperación ordenada y la independencia de sus partes, sino que el todo 
ejerce además un cierto grado de control determinista de sus partes» (2005, 31).
Esta idea de que el todo es más que la suma de las partes, y no simplemente la suma de 
estas, procede de la posición de Mill que distinguía entre causas que se combinan dando un 
resultado aparentemente novedoso y aquellas genuinamente nuevas. Las leyes homopáticas, 
para lo predecible, y las heteropáticas, para lo impredecible, se complementan dando lugar 
a resultados generalmente homogéneos y particularmente heterogéneos, de forma que se es-
tablece una especie de brecha antes y después de la cual, todo puede predecirse (Mill 1843, 
269). Aun así, Mill aclara que «no somos, al menos en nuestro estado actual de conocimiento, 
capaces de prever qué resultado seguirá a partir de una nueva combinación hasta que hayamos 
intentado el experimento específico» (1843, 267) dejando abierta una interpretación del con-
cepto de ley heteropática más cercano a una irreductibilidad contingentemente epistemológica 
(Piiroinen 2014, 143) que a una emergencia al uso. Esta idea de Mill es llevada por Lewes al 
campo de lo vivo proponiendo la subordinación de la Física y la Química a la Biología y tra-
tando al organismo como un todo (Lewes 1877, 21-22). Lewes amplía la consideración de 
emergencia a lo psíquico y basa en la emergencia la concepción de un mundo discontinuo, 
con cambios cualitativos, contrario a la visión darwinista gradual y cuantitativa (Blitz 1992, 
80-81). Así, más allá del cuño del término, plantea varios de los principios que recogerán 
los denominados emergentistas británicos: la novedad cualitativa, la imposibilidad de re-
ducción, las propiedades de los todos frente a sus partes y la jerarquía de las ciencias y de sus 
respectivos niveles de estudio. Fue Edward Spaulding uno de los primeros en buscar una ra-
zón a la emergencia al afirmar que «el análisis involucra la relación todo-parte» (Spaulding 
1912, 158), dando una importancia decisiva a la organización, especialmente en los todos 
orgánicos (1912, 237-247). Además, alude a la influencia de los niveles superiores sobre los 
inferiores, configurando un esbozo de lo que posteriormente se denominará «causación des-
cendente» (1918, 450-451).
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A principios del siglo xx la idea de emergencia ya está perfilada de forma que podrá ser 
usada para tratar de responder a ciertos problemas de la filosofía de la biología, algo que se-
gún los críticos del emergentismo no se logró hacer (Baylis 1929). Por ejemplo, Lloyd Mor-
gan utiliza el nuevo concepto como eje de una teoría de la evolución con la que intentaba re-
solver el gradualismo darwiniano. Desde un enfoque filosófico, este problema era grave (Blitz 
1992, 1), pues si la evolución trabaja gradualmente no puede haber ninguna separación entre 
dos características cualesquiera que no pueda rellenarse por un número finito de términos. 
Aquí es donde Morgan sitúa la emergencia haciendo énfasis en la novedad como algo más 
que un mero reordenamiento de los componentes desde un enfoque naturalista y recha-
zando explícitamente la entelequia de Driesch y el élan vital de Bergson (Morgan 1923, 1-2).
Paralelamente, Samuel Alexander propone una emergencia de niveles con cualidades 
genuinas pero conservando propiedades resultantes. Cada nivel tenía su propio y pecu-
liar proceso de comportamiento en virtud de su organización y su complejidad (Alexander 
1920, 45-46), algo que puede entenderse como leyes de nivel, que no son deducibles ni sir-
ven para predecir el comportamiento de los niveles previos ni posteriores. Alexander decla-
raba no conocer la razón de la emergencia (1920, 63), y aunque rechazaba lo sobrenatural 
introdujo un aspecto teleológico al afirmar que la organización está dirigida hacia la perfec-
ción que supone la deidad (1920, 353), que por influir en los niveles previos puede leerse 
como un antecedente de la causación descendente. También aboga por la necesidad del 
análisis top-down, pues aunque no pone en duda la posibilidad de determinación y de pre-
dicción, afirma que no podrá hacerse de forma completa. Así, un calculador laplaciano se-
ría capaz de determinar la micro-estructura de todo lo existente, pero esto sería incompleto 
pues no habría incluido las propiedades emergentes que no pueden conocerse a menos que 
se experimenten (1920, 328).
En la misma década de 1920, A. C. Broad hace una primera formalización de la teoría 
de la emergencia con el fin de dilucidar entre la existencia de uno o varios tipos de sustancia 
material (Broad 1925, 22), es decir, entre las posiciones monistas y pluralistas (1925, 38). 
En este contexto, la emergencia es un punto intermedio que elimina los problemas del me-
canicismo biológico y del vitalismo sustancial como formas de explicación monista y dua-
lista clásicas respectivamente (Blitz 1992, 117). Este vitalimo emergente parte de la existen-
cia de ciertos todos formados por distintos componentes A, B y C en una relación R, tales 
que todos aquellos que cumplen la misma relación R(A, B, C) tienen las mismas propieda-
des características. Añade que los mismos componentes pueden formar otras relaciones di-
ferentes, por ejemplo S(A, B, C) de forma que tendrán otras propiedades diferentes. Las 
propiedades de cada todo no pueden ser deducidas del completo conocimiento de las pro-
piedades aisladas de A, B y C ni de otros todos diferentes a R (A, B, C) (Broad 1925, 61). 
Broad pone ejemplos, pero no proporciona explicaciones.
Hecha esta introducción, vamos a seguir el análisis que Robert Klee (Klee 1984) hizo 
de la emergencia con el fin de establecer cuales son los pilares fundamentales que supues-
tamente la sustentan. Su idea consiste en contrastar la noción de emergencia con la idea de 
que en una estructura organizada en niveles de complejidad creciente, los niveles superio-
res son deducibles de los inferiores, a lo cual denomina micro-determinismo. Klee parte de 
un artículo de Stephen C. Pepper (Pepper 1926) quién intentó dilucidar si las propieda-
des emergentes eran algo especial o meros epifenómenos. Pepper hablaba de la emergencia 
como de algo caracterizado por la existencia de unas marcas (marks) en los niveles superio-
res de organización que los distinguen de los niveles inferiores por el hecho de ser más com-
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plejos. Klee se propone buscar estas marcas y para ello se pregunta si lo que emergen son le-
yes, como piensan Meehl y Sellars (Meehl y Sellars 1956), Kekes (Kekes 1966) o C ampbell 
(D.T. Campbell 1974), o son restricciones que condicionen los niveles, como piensan 
Weiss (Weiss 1970) y Pattee (Pattee 1971). Continúa analizando la aparición impredecible 
e irreductible de novedades genuinas, entendidas como hacía Kekes, es decir, como regula-
ridades ontológicas que no están presentes en los niveles inferiores (Kekes 1966, 360). Esta 
concepción, que Klee llama emergencia nómica, se basa en que la materia viva se comporta 
de forma diferente a la inerte en virtud de su organización (Klee 1984, 46).
Tras esto, Klee pone su foco en la consideración de que desde el nivel inferior surgen 
ciertas constricciones (constraints) (1984, 45) que condicionan el nivel superior. Esta idea 
de límite procede de las condiciones de contorno que Michael Polanyi propuso como limita-
ción de los posibles desarrollos del nivel macro a partir del nivel micro (Polanyi 1968). Para 
Polanyi es la información contenida en el ADN la que establece las condiciones dentro de 
las cuales puede desarrollarse la vida. Pero esa información, a pesar de estar en la secuencia, 
es independiente de su composición física, o en sus propias palabras, «debe ser tan física-
mente indeterminado como la secuencia de las palabras lo está en una página impresa. Como 
la disposición de una página impresa es ajena a la química de la página impresa» (Polanyi 
1968, 1309) Esta idea del auto-cierre de lo vivo como característica diferenciadora frente 
a lo inerte, ha sido el germen de otros conceptos posteriores como la autopoiesis (Matu-
rana y Varela 1973), el cierre semántico (Pattee 1982), el cierre de causalidad eficiente (Ro-
sen 1985) de Rosen, o la obra de Kauffman (Kauffman 1993), y goza de amplio reconoci-
miento en la biología teórica actual (Etxeberría y Umerez 2006). Polanyi lo ejemplifica con 
el desarrollo embrionario argumentando que el ADN establece unas restricciones ambien-
tales, dentro de la madre, que limita los grados de libertad y condiciona la correcta forma-
ción del embrión1.2
Klee desglosa todos los aspectos anteriores llegando a cuatro características que consi-
dera distintivas de la emergencia de una propiedad P a partir de una micro-estructura MS. 
Bastaría una de ellas para que se pueda hablar de emergencia.
1. P, en principio, es impredecible a partir de MS (i.e. desde un completo conoci-
miento teórico de MS en el límite de la indagación científica); o
2. P es nueva con respecto a MS; o
3. MS exhibe un mayor grado de variación y fluctuaciones que aquellos del nivel de 
organización donde P ocurre, la constante y perdurable presencia de P en el sistema 
no parecería completamente determinada por MS; o
4. P tiene una directa y determinante influencia sobre, al menos, alguna de las propie-
dades en MS. (Klee 1984, 48)
1 Resulta evidente que la relación entre la visión auto-organizativa en biología y la cuestión del emergen-
tismo en filosofía de la ciencia necesita de un tratamiento independiente. Limitándonos a los propósi-
tos de este trabajo, queremos señalar que la caracterización teórica de la auto-organización está íntima-
mente ligada a la de la causación internivel, la cual es tratada directamente en nuestro artículo. Según 
nuestra interpretación (véase sección 4d), el auto-mantenimiento es un fenómeno apreciable exclusiva-
mente desde un enfoque que atiende a un nivel mesoscópico. De aquí que la auto-organización pueda 
verse como una propiedad de nivel y, por consiguiente, dependiente en último término de las propieda-
des de sus elementos.
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Concretando el análisis de Klee, podríamos denominarlas impredecibilidad, novedad, res-
tricción o realizabilidad múltiple y causación descendente.
Klee intenta explicar estos pilares, pero afirma que no hay un único enfoque que pueda 
explicarlos completa y convincentemente (1984, 51). Lograrlo es el objetivo de los siguien-
tes apartados de este trabajo.
3. El criterio de cuasi-descomponibilidad de Herbert Simon
En 1962 Herbert Simon en su artículo clásico sobre la complejidad distinguía, en su dis-
quisición acerca de las relaciones entre los subsistemas de una estructura jerarquizada, en-
tre aquellos a los que denominaba sistemas descomponibles, en los que las relaciones entre 
sus subsistemas eran claramente distinguibles, y los que llamaba sistemas cuasi-descompo-
nibles (nearly-decomposable systems), en los que dichas relaciones eran no tan claramente 
discernibles si bien no despreciables. Desde una perspectiva teórica, los sistemas cuasi-des-
componibles se caracterizan en que en el corto plazo, el comportamiento de sus subsis-
temas componentes es aproximadamente independiente entre sí, mientras que en el largo 
plazo, dependen solo de forma agregativa (Simon 1962, 474). En su descripción de este 
tipo de sistema, propone un ejemplo en el que partimos de una casa con un aislamiento 
térmico perfecto, formada por habitaciones bien aisladas subdivididas en cubículos mal 
aislados, cada uno de los cuales cuenta con un termómetro. Al principio del experimento, 
los cubículos y las habitaciones tienen temperaturas diferentes, pero pasado un tiempo la 
temperatura comenzará a homogeneizarse. Primero lo hará entre cubículos debido a su 
mal aislamiento, posteriormente se igualará la temperatura entre habitaciones, pues a pe-
sar del aislamiento, lo están de forma deficiente. Así, el sistema casa será cuasi-descompo-
nible en subsistemas habitación y estos a su vez en subsistemas cubículo (1962, 474). Los 
valores de flujo térmico se podrían representar en una matriz de datos como descripción 
del sistema cuasi-descomponible. El flujo entre cubículos será mayor que el flujo entre ha-
bitaciones, por lo que según donde pongamos nuestro límite, los cubículos serían un ejem-
plo de cuasi-descomponibilidad, mientras que las habitaciones serían descomponibles. Si-
mon habla de un valor ε que decidimos arbitrariamente y que nos sirve como delimitador. 
De hacerlo así, veríamos que en un corto plazo, la diferencia de temperatura entre cubícu-
los habría desaparecido, por lo que disponer de un termómetro en cada uno de ellos resul-
taría superfluo y valdría con uno por habitación (1962, 475). Resulta obvio que si, en vez 
de utilizar un ε o criterio de cuasi-descomponibilidad utilizamos otro, podríamos decir que 
los subsistemas habitaciones serían cuasi-descomponibles. Si en vez de utilizar un solo cri-
terio, usamos dos, ε1 y ε2, tendremos la distinción entre dos subsistemas cuasi-descomponi-
bles anidados.
Supongamos que ampliamos el campo de observación y miramos desde una perspec-
tiva más amplia, de forma que la vivienda de Simon, su sistema aislado, forme parte de un 
grupo de cuatro viviendas adosadas, que a su vez forman parte de una urbanización de cua-
tro de esos adosados. Ahora podemos determinar diferentes criterios de cuasi-descompo-
nibilidad (εn) según el subsistema al que nos queramos referir y tendríamos varios εn que 
distinguirían cubículos, habitaciones, casas, adosados, etc. Así tendríamos que cada sub-
sistema cuasi-descomponible estaría delimitado por dos εn y sería definible por lo que po-
dríamos llamar intervalos de cuasi-descomponibilidad I(i, j) = [εi, εj]. Con esta nomenclatura, 
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tendremos cubículos o I(0, 1) = [ε0, ε1], habitaciones o I(1, 2) = [ε1, ε2], casas o I(2, 3) = [ε2, ε3], 
adosados o I(3, 4) = [ε3, ε4] y la urbanización I(4, 5) = [ε4, ε5]. Todos serían sistemas cuasi-des-
componibles y por tanto se influyen de forma no despreciable.
Simon parte de una situación de equilibrio que evoluciona sin injerencias, por ello, 
llega un momento en el que es suficiente con un termómetro en cada habitación y pa-
sado un tiempo, uno para la casa, adosado o urbanización. Esto es así porque se alcanza-
ría un equilibrio estático al formar parte de un sistema aislado. Pero si en cada cubículo 
hay un radiador se establecerá un equilibrio dinámico de manera que habrá un gradiente 
térmico centrado en los radiadores. Es decir, habrá una diferencia continua y la ubica-
ción de solo un termómetro en cada cubículo, habitación, vivienda, adosado o urbaniza-
ción dependerá de una decisión arbitraria, determinada por algún tipo de interés, bien 
explicativo, bien predictivo, bien metodológico, etc. Si la finalidad es conocer cómo in-
fluye la temperatura de cada casa en la urbanización, observaremos solo en el intervalo 
I(2, 3) = [ε2, ε3], promediando su temperatura sin importar sus gradientes internos ni las 
temperaturas de sus habitaciones y cubículos, a pesar de que la temperatura está deter-
minada, en última instancia, por ellos. Como efecto no deseable de esta simplificación, 
aparecería una artificial uniformización del sistema, pudiéndose pensar que los distintos 
intervalos tienen idéntico comportamiento, efecto más marcado cuando más complejo 
sea el sistema.
Simon considera la casa como un sistema aislado, es decir, perfectamente descomponi-
ble, cuando estrictamente no existen tales sistemas. Es como si pensara en un valor límite 
de ε por encima del cual los sistemas pasaran de cuasi-descomponibles a perfectamente des-
componibles. Sin embargo, no da ninguna razón que lo justifique. Si ampliamos más el caso 
y pensamos en un barrio formado por urbanizaciones y un pueblo formado por barrios, es 
cierto que la influencia de cada cubículo en muy pequeña, pero no es despreciable, pues 
aunque es una cantidad mínima comparada con la procedente del sol, es la responsable de 
que la temperatura en los pueblos sea sensiblemente mayor que en una zona deshabitada. Si 
imaginamos un pueblo como éste en un imaginario lugar sin sol, resulta evidente que la di-
ferencia entre el pueblo y las afueras serían importantes. Por lo tanto, la segunda condición 
de Simon para los sistemas cuasi-descomponibles, «a largo plazo, el comportamiento de cual-
quiera de los componentes depende únicamente de modo agregativo del comportamiento del 
resto de los componentes» (Simon 1962, 474), no se satisface mientras los sistemas sigan ge-
nerando desigualdad.
En la revisión que hace Simon de los sistemas físico-químicos (1962, 475) se plan-
tea la aplicación de un criterio basado en la diferencia energética entre enlaces cova-
lentes y débiles. De esta manera, en función del valor de ε que elijamos, podemos dis-
criminar las asociaciones. Si situamos ε, como dice Simon, justo por debajo del valor 
energético del enlace covalente, estableceremos que las moléculas son sistemas cuasi-
descomponibles, mientras que aquellas uniones basadas en enlaces más débiles, son 
interacciones intermoleculares. Por esto consideremos el H2O como una molécula, 
mientras que la interacción entre varios hidrógenos y oxígenos por enlaces covalentes 
y de hidrógeno (H2O)n, lo vemos como un conjunto de moléculas y no como una ma-
cromolécula. Esta distinción si bien es relativamente clara en los enlaces covalentes, no 
lo es tanto en los de tipo iónico y ni en los metálicos. Simon determina el criterio de 
cuasi-descomponibilidad en base a la energía de enlace, pero puede escogerse cualquier 
criterio en función del fin perseguido.
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Así, en función de εn habrá un «nivel fundamental aproblemático» (Machamer, Dar-
den y Craver 2000, 13) o microscópico F, un nivel macroscópico M y múltiples niveles 
mesoscópicos anidados mi, mj, … mn. De esta manera la relación entre los subsistemas supe-
riores y los inferiores es simplemente composicional y por lo tanto, la relación entre dos ni-
veles diferentes es de identidad. Esto sugiere que, de igual manera que la casa de Simon era 
el conjunto de los cubículos agrupados en habitaciones, un ser humano es un conjunto de 
átomos agrupados en moléculas, en células, en tejidos, en órganos y en aparatos o sistemas. 
Pero no solo eso, sino que mirando en el otro sentido, es un componente de poblaciones, 
ecosistemas y biomas, siendo un punto intermedio de un conjunto de sistemas cuasi-des-
componibles anidados2.3
Ilustración 1. Niveles de organización
Los intervalos de cuasi-descomponibilidad no solo delimitan horizontalmente los niveles de 
organización de la materia, sino que determinan verticalmente las diferentes entidades exis-
tentes en cada nivel, incluso elementos que debido a su naturaleza química no aumentan de 
complejidad. Si definimos un εi en base al valor de energía del enlace covalente, definiremos 
el nivel molecular, pero también nos separará las moléculas como entes individuales. De 
igual manera, si ampliamos el εi  distinguiremos el nivel celular y las células individuales, el 
2 Cuando hablamos de un nivel aproblemático o fundamental F nos referimos, como puede suponerse, 
al nivel de las propiedades físicas; nivel que, independientemente de las complicaciones derivadas de 
los nuevos desarrollos de la Física es considerado habitualmente como el nivel último que constituye 
la base para un reduccionismo ontológico. Esto va en la línea de lo defendido explícitamente por auto-
res como Machamer, Darden y Craver (Machamer, Darden, y Craver 2000, 13) y Glennan (Glennan 
1996, 50). Desde el punto de vista de la Física, Roger Penrose aclara la diferencia entre el nivel cuán-
tico y el clásico (Penrose 1991, 374-375), señalando explícitamente que las dificultades de la Física ac-
tual no suponen realmente un reto para el enfoque reduccionista. Tal y como dijo Paul Dirac, uno de 
los fundadores de la mecánica cuántica: «The underlying laws necessary for the mathematical theory of 
a large part of physics and the whole of chemistry are thus completely known, and the difficulty is only that 
exact applications of these laws lead to equations which are too complicated to be soluble» (Dirac 1929, 
714) tomado de (Mitchell 2012, 172). Por otro lado, López Corredoira también hace un interesante 
análisis de esta cuestión aquí: (López Corredoira 2004)
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nivel de individuo y los individuos individuales, el nivel de población y las poblaciones indi-
viduales, etc. Sin embargo, conforme ascendemos hacemos discriminaciones arbitrarias en 
función de un análisis previo top-down que condiciona la observación. Así, si estamos ha-
blando de poblaciones humanas, eliminamos los organismos no-humanos y los no-organis-
mos, como el aire o el agua; si pensamos en organismos humanos, eliminamos las células no 
humanas y las no-células, y así sucesivamente, denominando entorno a todo lo que elimina-
mos, lo que supone una simplificación enorme.
Un aspecto importante a destacar es el relativo al estudio de los niveles. Como ya 
se ha señalado, la selección del nivel depende del valor del εi, y dado que éste es arbitra-
rio, su elección debe obedecer a algún criterio definible. Sin que esto signifique que no 
pueda existir otro principio, proponemos el uso de un criterio heurístico, y por tanto 
dependiente del para qué de la observación. Si el objeto del estudio es, por ejemplo, el 
plegamiento de una proteína, podemos pensar en un εi que nos permita discriminar en-
tre macromoléculas, mientras que si el fin de una investigación es analizar la relación de 
apareamiento dentro de una población, la elección heurística de ε nos tiene que facilitar 
discernir entre individuos. Sin embargo esta elección no es sencilla, pues para compren-
der el plegamiento de una proteína debemos tener en cuenta elementos de niveles infe-
riores, como pueden ser protones determinantes del pH, de la misma forma que para 
entender el comportamiento de apareamiento hay que entender las bases fisiológicas de 
la reproducción.
Sea cual sea el criterio de elección de ε, su función como límite superior del intervalo de 
cuasi-descomponibilidad va a establecer ciertas entidades discriminables como individuali-
dades con sus propias características que deberán ser descritas de manera adecuada, para lo 
que debe existir una disciplina encargada de tal tarea. Así, siguiendo con los ejemplos an-
teriores, habrá una ciencia que abarque el estudio del apareamiento y por lo tanto del ni-
vel de población, la etología y otra dedicada al estudio del plegamiento de las proteínas y 
en general del estudio de las moléculas biológicas, la biología molecular. Cada una de estas 
ciencias trabajará dentro del campo de estudio determinado por la elección del intervalo de 
cuasi-descomponibilidad y tomará como su todo a esta partición. Sin embargo, en su estu-
dio considerará las partes componentes que estime oportunas para poder explicar el funcio-
namiento de este todo. Así, la etología, además de las poblaciones considerará a los indivi-
duos y su fisiología mientras que la biología molecular ampliará su foco hasta las pequeñas 
moléculas y los átomos, como ya propusiera Mario Bunge, aunque con una intención dife-
rente (Bunge 1973, 41-43). De aquí podemos extraer la idea de que cada ciencia, además de 
su propio ε, usará como criterios de sub-cuasi-descomponibilidad (εisub) aquellos de las cien-
cias situadas en niveles inferiores. Igualmente, las ciencias encargadas del estudio de niveles 
mesoscópicos deberán considerar los niveles inmediatamente superiores para comprender 
la influencia de sus todos en los otros todos, y de manera análoga tomaran los εi de las cien-
cias de los niveles superiores como criterios de supra-cuasi-descomponibilidad (εisupra). De 
esta manera, con la elección de los niveles en los cuales una ciencia tiene competencia secun-
daria se establece lo que puede denominarse como intervalo ampliado de cuasi-descompo-
nibilidad IA(i, j) = [εisub, εjsupra].
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Ilustración 2. Niveles y ciencias especiales
En la ilustración 2 se puede ver cómo quedaría estructurada la materia en función de la 
elección de varios εi. Si elegimos valores entre ε–2 y ε2 estaremos haciendo una partición de 
la materia en niveles entre dos valores de ε. Así, el intervalo I(–2, -1) = [ε–2, ε–1] nos define el 
nivel –1, el I(–1, 0) = [ε–1, ε0] el nivel 0 y por último, el intervalo I(0, 1) = [ε0, ε1] establece el ni-
vel 1. De cada nivel se encarga por consiguiente una ciencia, en este caso, las ciencias C, B 
y A respectivamente. Cada ciencia indagará por debajo y por encima de su nivel con el fin 
de conocer mejor su objeto de estudio y necesitará determinar por una parte, cuáles son sus 
subniveles y por otra, de qué supranivel es componente. Por esto, la ciencia A, además de 
usar su criterio ε1 tendrá en consideración los niveles inmediatamente inferior y superior, y 
por lo tanto contará con un intervalo ampliado de estudio IA(–1, 2) = [ε–1sub, ε2supra].
Una vez definido el intervalo de competencia para cada disciplina, así como su amplia-
ción, cada ciencia debe realizar una descripción de su objeto de estudio acorde a lo observa-
ble desde ese nivel, determinando así un sistema. Cada ciencia estudiará su propio intervalo, 
lo que consiste en distinguirlo de su entorno y describirlo estructural y funcionalmente. 
Esta descripción debe hacerse en función de la metodología de la ciencia en cuestión y uti-
lizando una terminología propia, lo que implica el uso de propiedades detectables desde su 
nivel mediante sus métodos de investigación. Por lo tanto, tratará su intervalo como si de 
una caja negra se tratara, tomando solo aquellos inputs y outputs que considere necesarios 
para la finalidad del estudio, estableciendo un sistema modelo, haciendo una simplificación 
heurística de la realidad. Durante la descripción del sistema será posible detectar regularida-
des que podrán o no ser catalogadas como leyes.
Esta modelización, es decir, la descripción de un intervalo de cuasi-descomponibilidad 
en función de las propiedades de ese intervalo según la metodología de la ciencia de ese ni-
vel, implica una simplificación importante. Un nivel determinado, por ejemplo el nivel 1, 
puede visualizarse como una caja que debe abrir la ciencia encargada de su estudio, por 
ejemplo la ciencia A. Al hacerlo, verá que su interior está ocupado por otras cajas cerradas 
formadas por sistemas del nivel inferior 0, de cuyo estudio se encarga la ciencia B. A su vez, 
estas cajas estarán llenas de nuevas cajas cerradas que se corresponden al nivel –1, responsa-
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bilidad de la ciencia C. Este anidamiento de cajas terminaría en los citados nivel F, por de-
bajo, y nivel M, por encima. Cuando la ciencia A va a describir fenómenos de su nivel, no 
entra a analizar cada una de las cajas-subsistema, sino que se conforma con ciertos datos en-
trada-salida medidos desde su nivel y por lo tanto con valores promediados, o proporciona-
dos por la ciencia B, que habrá hecho lo mismo en lugar de analizar la caja del nivel C. Por 
lo tanto, la mera toma de datos implica una pérdida de información asumida que influirá de 
forma importante en la observación de regularidades y en el establecimiento de leyes. Ade-
más, no todas las variables que forman parte de dicho subsistema se utilizan para su descrip-
ción, solo aquellas detectadas o consideradas relevantes.
Resulta evidente que para estudiar la regulación de la glucemia, por ejemplo, no resulta-
ría práctico hacer una descripción de la localización de cada molécula de glucosa en la san-
gre a modo de distribución espacial. Para este estudio lo que resulta útil, y por lo tanto lo 
que nos permite proporcionar resultados, es el uso de la concentración de glucosa en san-
gre aunque sepamos que se trata de un dato promediado y por lo tanto inexacto. Pero esto 
conlleva asumir que la ley planteada será igualmente inexacta, aunque lo suficientemente 
aproximada para ser práctica y permitir la explicación y la predicción. A priori, este enfo-
que puede parecer indistinguible de la visión neo-mecanicista (Machamer, Darden y Cra-
ver 2000, Glennan 1996, Craver y Bechtel 2007), pero como veremos, hay diferencias sus-
tanciales.
4. Reinterpretando los pilares de la emergencia
Basándonos en lo desarrollado anteriormente, es posible explicar los cuatro pilares de Klee 
sin acudir a la emergencia. Si consideramos el mundo como una sucesión de niveles anida-
dos en función de la selección arbitraria de ciertos criterios de cuasi-descomponibilidad, y si 
para explicar un nivel consideramos en mayor o menor medida los niveles inferiores como 
cajas negras es perfectamente comprensible la existencia de la sensación de emergencia.
a) Impredecibilidad
La capacidad de predicción es explicable tanto desde la perspectiva emergentista como 
desde la reduccionista. Para hacerlo desde el primer enfoque, sus partidarios deberían de-
mostrar que la impredecibilidad se basa en que las propiedades son debidas a la estructura y 
que ésta no depende de sus componentes, algo que aún no han hecho (Klee 1984, 51). Mill 
ya era consciente de que la impredecibilidad podría ser solo ignorancia, así como planteaba 
la posibilidad de deducir todo hasta el nivel químico, donde encontraba una brecha, y con-
tinuar con la predicción completa desde ese nivel (Mill 1843, 269). Eliminado este salto, 
la predicción podría ser completa. Spaulding también lo veía así cuando decía que «es una 
cuestión abierta si esta imposibilidad se debe a la estructura de la existencia, o a nuestra igno-
rancia» (Spaulding 1912, 241).
La modelización que cada ciencia hace al trabajar con las simplificaciones de los inter-
valos ampliados de cuasi-descomponibilidad está detrás de la impredecibilidad, máxime 
cuando somos ignorantes del grado, e incluso de su existencia. También puede darse el caso 
de que lleguemos a predecir dicha propiedad de forma no identificable desde una perspec-
tiva superior. Lo primero tiene como solución una mayor colaboración entre las ciencias 
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implicadas en los IA, lo que traerá un conocimiento más detallado de los componentes y 
de sus relaciones. Un ejemplo es la dificultad de extrapolar los resultados obtenidos en la 
experimentación in vitro a sistemas in vivo, no solo por la influencia de la disolución, sino 
por los efectos de la multitud de moléculas que forman el medio celular. Esta aglomeración 
molecular (macromolecular crowding) desconocida hasta muy recientemente (Hervás y Na-
varro 2011, 89), nos ha permitido saber que la célula, y por extensión el organismo com-
pleto, es un trabado de moléculas siendo el disolvente poco más que una capa situada entre 
éstas, de ahí que se esté empezando a trabajar en simulaciones que emulan las condiciones 
de alta concentración.
La segunda razón está relacionada con la necesidad de un análisis previo top-down que 
ya Morgan puso en evidencia (Morgan 1923, 5), pero no como consecuencia de la emergen-
cia, sino para poder saber qué propiedades superiores son relevantes para nuestros intereses. 
Un ejemplo es el papel de la titina en la contracción muscular, más exactamente en la rela-
jación de los sarcómeros de las fibras musculares. Desde un enfoque médico resulta intere-
sante saber cómo se lleva a cabo dicha relajación, razón por la que se investiga a niveles mo-
leculares descubriendo el papel de la titina, proteína que se desnaturaliza en la contracción 
y de cuya renaturalización depende la relajación muscular. El estudio top-down lleva a un 
análisis bottom-up mediante la observación de dominios aislados en proteínas individuales 
a través de técnicas de microscopía de fuerza atómica (AFM). Los análisis han hallado una 
correlación cualitativa directa entre la acción de la titina y la relajación cardiaca, relación 
que se hace patente cuando al modificar la proteína interfiriendo en su renaturalización se 
altera la relajación cardiaca (Alegre-Cebollada et al. 2012). La dificultad para establecer una 
relación cuantitativa es debida, entre otras cosas, a que los análisis en el estudio según las 
técnicas AFM no reproducen el entorno in vivo.
Una consecuencia de la impredecibilidad sería la dificultad de llevar a cabo una reduc-
ción teórica al estilo nageliano (Nagel 1961, 443-520). Como quiera que las leyes estableci-
das sobre las regularidades observadas en los niveles superiores están basadas en datos mo-
delizados, estas serán a su vez leyes simplificadas y por consiguiente leyes-modelo. Por tanto, 
y de igual forma que los estados de diferente nivel no son comparables, las leyes de distinto 
nivel tampoco lo serán, lo que implica una imposibilidad en la práctica de realizar la reduc-
ción teórica. Sin embargo, esta afirmación no es una renuncia a un reduccionismo teórico, 
sino a su puesta en práctica habida cuenta de la inexactitud de las leyes superiores. No se 
puede establecer una identidad entre una ley inexacta y una exacta. Sin embargo, no hay 
ninguna razón, más allá de la afirmación de la emergencia, que impida deducir una ley de 
un nivel superior a partir de leyes de niveles inferiores siempre y cuando se dispusiera de la 
capacidad suficiente. No obstante, es cierto que salvo algún éxito parcial, esta forma de re-
ducción no ha dado los resultados esperados. La idea de leyes-puente que conecten leyes in-
feriores con leyes superiores parte de una dificultad de planteamiento que tampoco puede 
resolverse con la corrección de Schaffner (Schaffner 1974, 617-618), como ya señalaron 
Kuhn o Feyerabend (Rosenberg 2007, 350).
b) Novedad cualitativa
El aspecto de la novedad cualitativa, a pesar de ser el más diferenciador de la emergencia, es 
quizá el más sencillo de explicar desde un enfoque reduccionista. Cada intervalo de cuasi-
descomponibilidad proporciona una perspectiva diferente, y las propiedades de cada uno de 
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los niveles las describimos desde esa óptica. Por ejemplo, una molécula de H2O viene deter-
minada por la configuración electrónica de sus hidrógenos y su oxígeno, que se encuentran 
en un nivel inferior. Pues bien, al nivel de la molécula se pueden observar ciertas propieda-
des novedosas que no pueden tildarse de cualitativamente novedosas pues son deducibles 
desde sus componentes. La «forma» de la molécula o su polaridad son propiedades del in-
tervalo y son perceptibles solo a ese nivel. Además, hay que considerar que al tiempo que 
aparecen estas propiedades desaparecen las propias de los átomos individuales, sin que esto 
parezca ser un problema para el emergentismo. Si introducimos una segunda molécula de 
óxido de hidrógeno y las aproximamos lo suficiente como para que puedan interaccionar 
veremos que pueden bien formar un enlace covalente coordinado dando como resultado 
un ion hidronio (H3O)+ y un ion hidróxido (OH)-, bien atraerse formando una unión dé-
bil llamada enlace de hidrógeno (H2O)2 o bien no interaccionar. De nuevo hay novedades, 
tanto objetos (hidronio e hidróxido), como propiedades (atracción electrostática), pero am-
bas explicables desde las propiedades del intervalo inferior.
Demos un salto cuantitativo, y consideremos una cantidad superior a 10.000 de 
nuestras moléculas, número aproximado para que se manifiesten las propiedades del agua 
(Park 2013). Ahora no hay disyunción y pueden darse todas las situaciones anteriores al 
mismo tiempo. Además, una vez que una molécula adquiere uno de los estados, influye 
en el estado de las adyacentes dándose un proceso dinámico inducido. Nuestro nuevo εi 
nos sitúa en un nivel en el que el observador es del tamaño del total de las moléculas y su 
capacidad de observación le impide distinguir su individualidad y por tanto sus cualida-
des microscópicas. No obstante, observa sus consecuencias, como que esta sustancia se 
distribuye superficialmente ocupando todo el recipiente que lo contiene, a lo que deno-
mina ser un líquido. Esto se corresponde con las moléculas formando enlaces de hidró-
geno de manera que en vez de comportarse individualmente lo hacen como grupos y ne-
cesitan un nivel energético más elevado para escapar las unas de las otras y ocupar todo 
el volumen que las contiene, algo que nuestro observador llamaría ser un gas. Desde esta 
perspectiva se percibirá además que la superficie libre tiene cierta resistencia a ser pene-
trada, lo que denomina tensión superficial. Una tercera observación es la que se refiere a la 
cantidad de iones hidronio e hidróxido presentes, para lo que se introduce una magnitud 
a la que denomina pH y que no es sino una valoración promedio de la cantidad de iones 
hidronio presentes. Así, el ser líquido, la tensión superficial y el pH son propiedades que 
aparecen a partir de cierta cantidad de moléculas pero que son la consecuencia previsible 
de las características del nivel de organización previo. De aquí que no se pueda hablar de 
si una sola molécula de agua es líquida o gaseosa, del mismo modo en que no se podría ha-
blar de si un determinado volumen de agua es o no líquido si el observador es del tamaño 
de una sola molécula, o al igual que en el ejemplo de Simon no se podía concretar la tem-
peratura de un cubículo conociendo la de la casa, ni conocer la existencia de la casa desde 
el cubículo. Por esto, proponemos denominar a estas propiedades como propiedades de 
nivel, las cuales se manifiestan solo en un determinado intervalo sin acumularse. Así, si 
bien podría considerarse similar a la idea de emergencia de Mario Bunge quien afirma 
que una propiedad emerge cuando ninguno de sus componentes la posee (Bunge 2004, 
32) se diferencia de esta postura en tanto en cuanto el filósofo argentino aboga por «la 
imposibilidad de comprender una totalidad a través del análisis de sus componentes y sus in-
teracciones» (2004, 19).
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c) Restricción o realizabilidad múltiple
Klee (Klee 1984, 54) apuntaba el enfoque de Paul Weis (Weiss 1970), quien decía que si 
tenemos un sistema S formado por N partes y analizamos la variación-fluctuación de cada 
una de estas partes la variación del sistema es mucho menor de lo que se esperaría en fun-
ción de las variaciones parciales. Esta idea es similar a la de las condiciones de contorno de 
Polanyi y las variantes ya citadas de Pattee y Rosen. Sin embargo, considerando el enfoque 
aquí planteado, esta restricción del nivel superior que se manifiesta en una aparente realiza-
bilidad múltiple, resulta un mero artefacto de la simplificación hecha al considerar un in-
tervalo de cuasi-descomponibilidad superior eliminando la distinción de los intervalos infe-
riores. Al observar solo ciertas características y de forma promediada, resulta evidente habrá 
menos descripciones macro que micro.
En el caso del agua líquida denominamos igual a muchos estados de ese conjunto de 
moléculas que sin ser exactamente los mismos, a nivel del observador se comportan como 
si lo fueran. Además, en función de la elección del εi, no haremos distinción ni siquiera de 
su composición. Si estamos describiendo el movimiento superficial de una masa de agua, 
nos dará igual de qué tipo de agua hablemos, pero si lo que consideramos es su cualidad de 
calmar la sed, sí haremos esta diferencia distinguiendo entre dulce y salada. En el caso más 
complejo de una molécula de hemoglobina, denominamos por igual a un amplio conjunto 
de moléculas composicional y estructuralmente diferentes que sin embargo cumplen solo 
cualitativamente la función de transportar oxígeno. La hemoglobina humana, solo en su 
cadena β tiene 261 variedades, y si bien todas ellas cualitativamente intervienen en la cap-
tación y transporte del oxígeno, lo hacen de forma cuantitativamente diferente, bien au-
mentando, bien disminuyendo la afinidad por éste. A esto hay que añadir que muchas de 
ellas difieren en propiedades cualitativas. Por ejemplo, en la variedad Rothschild, el pe-
queño cambio del triptófano de la posición 38 de la cadena β conlleva una rotación del te-
trámero, ajuste que afecta a la cooperatividad, disminuyendo drásticamente su afinidad por 
el oxígeno y, como añadido, determina un sitio de unión para el anión cloruro en la zona de 
contacto entre las cadenas α1 y β2 que implica una sensibilidad a la concentración de dicho 
anión que interfiere en la estabilidad de la molécula (Kavanaugh et al. 1992, 11).
Klee recurre (Klee 1984, 56) a la superveniencia de Jaegon Kim (Kim 1978) para re-
batir la idea de la realizabilidad múltiple, sin embargo no cree que a los defensores de la res-
tricción les preocupe esta explicación, pues tras su argumento subyace la idea de retro-con-
trol propio de la causación descendente. Tampoco Kim cree que la idea de superveniencia 
explique la emergencia de forma suficiente, pues la propia superveniencia es en sí misma 
inexplicable. «La conclusión es que la condición superveniencia en la emergencia simplemente 
equivale a la afirmación de que existe una covariación en principio inexplicable entre las pro-
piedades supuestamente emergentes y sus propiedades de base» (Kim 2006, 555-556)
d) Causación descendente
Por último, e íntimamente ligado con la marca anterior, encontramos la causalidad descen-
dente y, más generalmente la causalidad intranivel, considerada por Kim como la esperanza 
del emergentismo, que «no puede vivir sin la causación descendente, pero tampoco con ella. 
La causación descendente es la “raison d’être” de la emergencia, pero bien puede llegar a ser lo 
que al final la socave» (Kim 2006, 548). Amparada en este concepto se encuentra la idea de 
retrocontrol de los niveles superiores ya citada de Polanyi y su importante derivación de la 
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autopoiesis, así como, al menos parcialmente, la explicación por mecanismos y la intuitiva 
idea científica de la búsqueda de la causación en los niveles inferiores.
Un aspecto evidente de la causalidad es que las causas anteceden a sus consecuencias, 
por lo que éstas deben encontrarse en la línea de tiempo pasado de su efecto. Así una situa-
ción temporalmente determinada de un nivel fundamental F0 estará causada por otra previa 
F–1. Si nuestra elección del criterio de cuasi-descomponibilidad nos hace estar analizando el 
fenómeno desde el nivel macroscópico, veremos que la situación M0 está causada por una 
previa M–1. Lo mismo nos valdría para cualquier nivel mesoscópico mn. Como quiera que 
la situación F0 y M0 mantienen entre sí una relación de identidad, sus causas F–1 y M–1 tam-
bién serán idénticas y por lo tanto no se puede hablar de causación internivel, ni ascendente 
ni descendente al no poder ser algo causa de sí mismo. Sin embargo, la idea de causalidad in-
tranivel es muy fuerte (Craver y Bechtel 2007, 547) y esta intuición debe poder explicarse a 
fin de eliminar la subyacente circularidad de las causas.
Si observamos la causalidad de un acontecimiento A desde dos niveles distintos, y esta-
mos interesados en la relación intranivel, es comprensible que analicemos aspectos diacró-
nicos como si fueran sincrónicos. Supongamos que queremos analizar la causa de M0 en un 
nivel inferior, como quiera que esta situación es idéntica a F0, su verdadera causa es la situa-
ción F–1 que se corresponde con M–1. Pero al no considerar el dt transcurrido es fácil mez-
clar la explicación causal y la relación de identidad internivel y observar que F–1 causa apa-
rentemente M0. Igualmente se puede tener la sensación de que M0 mantenga una relación 
de condicionante sobre si misma visualizada como nivel microscópico, sin embargo, por la 
misma razón anterior, esto solo podría entenderse aparentemente sobre una situación mi-
cro posterior, y por lo tanto existir una causación descendente aparente entre M0 y F+1.
En la siguiente ilustración las flechas continuas simbolizan la causalidad intranivel, mi-
cro o macro, mientras que las flechas discontinuas refieren la aparente causalidad internivel, 
bien ascendente, bien descendente.
Ilustración 3. Macro-causalidad, micro-causalidad y causación internivel aparente.  
El cono gris representa la restricción y la letra i la relación de identidad entre niveles
Así podemos explicar sencillamente la sensación de las causas subyacentes. Pensemos en la 
parte eléctrica de un coche híbrido. La intuición nos dice que este vehículo se mueve por la 
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acción del motor eléctrico, lo que entendemos claramente como una causación ascendente. 
Según dónde situemos nuestro εi, podemos estar observando este coche desde un nivel en 
el que lo apreciamos completamente o desde otro en el que observamos sus componentes, 
como la batería o el alternador, sin visualizarlo por completo. En un momento inicial, ten-
dremos un estado macro con su correspondiente estado micro. Si en un momento t1, se pro-
duce un cambio en la batería, esto producirá una modificación en los demás componentes 
que observada desde el nivel macro consiste en el desplazamiento del coche. Si hacemos un 
análisis internivel, dará la sensación de que este cambio ha producido el movimiento del co-
che, pero si no cambiamos el nivel de observación, veremos bien a) la disposición de las pie-
zas en t0 da lugar a la disposición de las piezas en t1, bien b) el coche en t0 da lugar al coche 
desplazado en t1.
De igual manera, intuimos que es el movimiento del coche lo que genera la electricidad 
que hace que el motor funcione. Aparentemente es una causación descendente, pero pode-
mos explicarla de idéntica manera. Ahora nos fijamos en cómo cambia el alternador entre 
t1 y t2 , algo que observado desde el nivel del coche nos dará los estados 1 y 2. Si hacemos la 
misma observación cruzada, parecerá que el movimiento del coche (cambio 1 → 2) es el que 
modifica el alternador.
Cuando combinamos ambas observaciones, vemos que la batería inicia el movimiento, 
el movimiento carga el alternador y el alternador carga la batería, da la sensación de meca-
nismo cíclico, cuando en realidad es una espiral diacrónica a modo de volutas de avance 
temporal. Al no percibir claramente los diferenciales de tiempo queda la sensación de circu-
laridad propia la idea de cierre causal.
Ilustración 4. En a) se representa la causalidad cruzada entre niveles considerando el avance temporal tomando 
esta relación forma de voluta, mientras que en b) se elimina la referencia temporal tomando forma de ciclo con 
apariencia de causalidad descendente
El ejemplo anterior es muy sencillo, pero susceptible de complicarse. De igual manera que 
hemos descompuesto el coche en alternador y batería, podríamos descomponer cada uno de 
ellos en sus sub-componentes. La elección del criterio de cuasi-descomponibilidad podría 
ser, por ejemplo, ε = {componentes de una pieza}, que iríamos agrupando modularmente 
Theoria 32/1 (2017): 89-108
 Intervalos de cuasi-descomponibilidad y propiedades emergentes 105
o no (Simon 1962, 470). Más complicado, pero posible, es relacionar el comportamiento 
monógamo del ratón de campo con la densidad de receptores de vasopresina y oxitocina en 
las regiones subcorticales pálido ventral y núcleo accumbens (Churchland 2012, 62). En 
el caso anteriormente citado de la titina y la relajación muscular, los científicos se refieren 
a ella en forma de causalidad. Si una persona muere por un problema cardiaco relacionado 
con la relajación del miocardio, diremos que la causa de la muerte ha sido una malfunción 
de la titina, aunque se trata de una relación de causalidad ascendente aparente. El cambio 
de la titina entre t0 y t1 se observa como un cambio en el estado del sarcómero de t0 a t1 que, 
escalando niveles, veríamos como un cambio entre el individuo en t0 a t1 estando primero 
vivo y después muerto.
Este ejemplo sería similar al propuesto por Craver y Bechtel para dar una explicación 
mecanística de la causación internivel pero sin causa internivel (Craver y Bechtel 2007). Sin 
embargo ellos distinguen entre un ataque al corazón y una infección provocada por un vi-
rus, (2007, 456-457) al determinar que tanto el hospedador como huésped son individuos 
del mismo nivel aunque de diferente tamaño. Desde el punto de vista aquí desarrollado, no 
hay diferencia entre el virus, el sarcómero y demás componentes moleculares. El virus no in-
teracciona con el organismo sino con ciertas moléculas, y una vez que lo hace, forma parte 
del mismo sistema y se debe considerar como un componente más. El enfoque de Craver y 
Bechtel no explica la integración del ADN vírico en los genomas de las células parasitadas 
cuando estos llevan a cabo un ciclo lisogénico que no se reactiva. También se podría consi-
derar un medicamento como un individuo en el sentido que interacciona con la persona de 
la misma forma que el virus. Un león no interacciona con una población de cebras, sino con 
una cebra.
5. Conclusiones
A lo largo de este trabajo, se ha desarrollado un análisis de los cuatro pilares que sostie-
nen la doctrina de la emergencia desde su origen a su resurgimiento en el último ter-
cio del siglo xx. Más de 100 años que se pueden resumir en las citadas impredecibili-
dad, novedad, restricción y causalidad descendente. Desde su primer desarrollo formal 
la emergencia ha estado vinculada a los niveles de organización y desde la perspectiva de 
establecer un criterio para determinar dichos niveles, es desde donde hemos pretendido 
explicarla. La ampliación de la cuasi-descomponibilidad de Simon y la idea de identidad 
entre niveles, más allá de la de composición que propone el mecanicismo, ayuda a esta-
blecer el nivel de estudio, y a definir la ciencia encargada de ellos en función del interés 
investigador. Por tanto afirmamos que la emergencia puede usarse exclusivamente con 
un enfoque heurístico.
Para un fin eminentemente práctico, bastaría con el establecimiento de leyes fenome-
nológicas, para lo cual estudiaríamos exclusivamente el nivel de nuestro interés, tratándolo 
como una caja negra, tomando únicamente las entradas y salidas de las variables escogidas 
y estableciendo leyes-modelo de ese nivel. Sin embargo, si además pretendemos explicar di-
chos fenómenos, resulta necesario indagar en los niveles subyacentes, lo que conlleva abrir 
esas cajas. La ventaja derivada del conocimiento de los niveles superiores facilita la elección 
de las variables para establecer un modelo, y por consiguiente establecer mejor las leyes-mo-
delo de ese nivel.
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Para satisfacer la necesidad de explicación, es decir, para aclarar cómo funciona un sis-
tema formado por niveles de subsistemas anidados, resulta útil y aclaratorio recurrir a un 
tipo de explicación que trate a sus elementos como componentes mecánicos. Un mecano-
sistema34será, por tanto, el conjunto de cajas que una ciencia encuentra al abrir la caja de su 
nivel y las relaciones establecidas entre ellas. Estas cajas están delimitadas por el criterio de 
cuasi-descomponibilidad inmediatamente inferior demarcado por la ciencia en cuestión. 
Estos mecanismos tendrán a su vez sub-mecanosistemas, cajas dentro de las cajas, que po-
drán abrirse para analizar su interior, recursivamente hasta llegar al nivel F. Igualmente, el 
sistema desde el cual partíamos será a su vez una caja dentro de otras que forman la caja M. 
El uso de mecanosistemas como recurso explicativo tiene varios aspectos a desarrollar, como 
la naturaleza de sus componentes, sus límites, el grado de simplificación, la asunción de pér-
didas, su representación, etc.
Por último vale la pena remarcar la necesidad de establecer dos líneas de investigación 
diferentes. Por una parte, la necesidad de resultados prácticos inmediatos da pie a no des-
cender demasiados niveles y a centrar la búsqueda de resultados en la evidencia. Por otra 
parte, el hecho de entender los mecanismos últimos de los fenómenos nos ayuda a afinar 
los resultados evitando efectos indeseados originados en el tratamiento fenomenológico del 
problema, algo demasiado frecuente, por ejemplo en la medicina. Por lo tanto, a pesar de 
esta practicidad, no hay que renunciar al descenso en busca de la explicación en el nivel F.
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