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Abstract—In this paper, a 2-stage robust distributed algorithm
is proposed for cooperative sensor network localization using
time of arrival (TOA) data without identification of non-line of
sight (NLOS) links. In the first stage, to overcome the effect
of outliers, a convex relaxation of the Huber loss function is
applied so that by using iterative optimization techniques, good
estimates of the true sensor locations can be obtained. In the
second stage, the original (non-relaxed) Huber cost function is
further optimized to obtain refined location estimates based on
those obtained in the first stage. In both stages, a simple gradient
descent technique is used to carry out the optimization. Through
simulations and real data analysis, it is shown that the proposed
convex relaxation generally achieves a lower root mean squared
error (RMSE) compared to other convex relaxation techniques
in the literature. Also by doing the second stage, the position
estimates are improved and we can achieve an RMSE close to
that of the other distributed algorithms which know a priori
which links are in NLOS.
Index Terms—Convex relaxation, distributed cooperative lo-
calization, Huber cost function, non-line of sight.
I. INTRODUCTION
Wireless sensor network (WSN) localization has received
great attention in recent years due to the large number of appli-
cations requiring accurate location information [1]. Since the
global positioning system (GPS) is not a reliable technology
for localization of sensors in indoor place or dense urban areas,
range measurements between pairs of neighbouring nodes,
including sensors and anchors, may be used for the purpose
of localization. Among the different technologies, ultra-wide
band (UWB) signalling can yield accurate time of arrival
(TOA) measurements in line of sight (LOS) scenarios, from
which the range information can be extracted.
The localization based on these measurements can be
carried out for the entire network in a centralized or a
distributed fashion. Among the popular centralized algorithms
are semi-definite programming (SDP) [2] and second-order
cone programming (SOCP) [3] convex relaxations. Distributed
algorithms have also been proposed, including distributed
SOCP [4], the iterative parallel projection method (IPPM)
[5] and other localization approaches that alternate between
convex and non convex optimization problems [6] [7].
However, these approaches only consider the case where the
pairwise range measurements are made under LOS condition.
In practice, LOS measurements are limited and many links
will face a non-line of sight (NLOS) condition. Due to
the NLOS, the TOA measurements become positively biased
[8], and consequently, the aforementioned techniques perform
unsatisfactorily if the NLOS effects are not mitigated properly.
In many of the localization techniques, the NLOS links have
to be identified first. Various methods have been proposed for
the identification of NLOS links in non-cooperative networks
(see in [8] and the references therein), among which several are
especially tailored for UWB applications [9], [10]. After de-
tecting the NLOS links through a suitable technique, the effect
of NLOS error can be mitigated using different optimization
techniques. A summary of the non-cooperative TOA-based
NLOS mitigation techniques is given in [8]. For cooperative
localization, extension of the centralized SDP relaxation and
the distributed IPPM to NLOS scenarios are considered in [11]
and [12], respectively.
NLOS identification remains however challenging for a
large WSN with several pairwise measurements. Therefore,
in many applications, it is impractical to assume that all the
NLOS links can be identified accurately. In [13], an SDP
relaxation is considered for non-cooperative localization in
NLOS without prior detection of NLOS links. Although this
technique is robust against NLOS errors, the computations
need to be done centrally, thus it can not scale with the size of
the network, and its extension to a distributed implementation
remains an open topic for further study. In [14], a distributed
cooperative projection onto convex sets (POCS) is employed
to estimate the location of sensors, which is shown to be
robust against NLOS errors. However, if only a portion of the
measurements are affected by NLOS errors, the performance
of POCS is far from being optimal. Another approach for
robust estimation against outliers without prior outlier detec-
tion is to use Huber loss function, which offers a trade-off
between l1 and l2 norm minimizations [15]. In contrast to
POCS, localization based on Huber cost function can achieve
a good result only if it is well initialized and if a moderate or
small portion of the measurements are contaminated by large
errors, otherwise it may not necessarily give a good estimate.
In this paper, to obtain accurate sensor location estimates
under various NLOS scenarios, we propose a 2-stage algorithm
based on Huber M-estimation for distributed cooperative local-
ization in the presence of unidentified NLOS links. In the first
stage, a convex relaxation similar to that in [6] is applied on
the Huber cost function and sensor locations are then estimated
iteratively. Since the performance may not be close to optimal
when the ratios of NLOS to LOS links is low, in the second
stage, the original Huber cost function is minimized iteratively
with a suitable choice of tuning parameter. For the iterative
optimization in both stages, we use a simple gradient descent
technique since it can be easily implemented in a distributed
manner. Through simulations, we first show that the proposed
convex relaxation gives a robust estimate in different NLOS
scenarios. Furthermore, we show that the position estimates
are generally improved in the second stage as we minimize the
original Huber cost function. The robustness of our algorithm
to outliers is also evaluated by using a real set of sensor
measurements obtained by the measurement campaign in [16].
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
We consider a sensor network consisting of N sensor
nodes with unknown locations denoted by xi ∈ R2, for
i = 1, . . . , N , and M anchors with known locations xi ∈ R2,
for i = N+1, . . . , N+M . We define S as the set of all index
pairs (i, j) of all the neighbouring nodes that can communicate
with each other, where we let i < j to avoid repetition. We also
define Si as the index set of all the neighbouring nodes of the
i-th sensor. We assume that a range measurement is obtained
between each pair of neighbouring nodes with (i, j) ∈ S. For
accurate TOA-based ranging, we either assume that the nodes
are precisely synchronized over the network, or that the two-
way ranging (TWR) protocol is employed to remove the clock
error in the TOA measurements [17]. The complete set of
range measurements are modelled by the following equations:
rij =
{
dij + nij , (i, j) ∈ L
dij + bij + nij , (i, j) ∈ N
(1)
where we define dij = ‖xi − xj‖, along with the sets
L = {(i, j) ∈ S : LOS link between i-th and j-th node}
N = {(i, j) ∈ S : NLOS link between i-th and j-th node}
so that S = L ∪ N . The measurement noise terms nij
are independent and identically distributed random variables
with zero-mean and known variance σ2n. The terms bij are
the NLOS biases between the corresponding pair of nodes
indexed by (i, j) ∈ N . In the literature, the NLOS biases
have been modelled differently depending on the environment
and wireless channel, for instance, exponential [9] or uniform
[10] distributions are generally used. In this work, however,
we do not assume any specific knowledge about the statistics
of bij , such as its mean and variance. Furthermore, no a priori
knowledge about the status of a link, i.e., whether it is NLOS
or LOS, is assumed to be available.
B. Problem Formulation
The aim is to find estimates of the N unknown sensor
positions xi, denoted as xˆi, such that the corresponding
errors in the estimated locations are small, ideally unbiased
with small variances. Throughout this work we denote X =
[x1,x2, . . . ,xN ] ∈ R2×N as the unknown to be estimated.
If there are no NLOS biases, due to the zero-mean Gaussian
noise assumption, it can be easily shown that the maximum
likelihood estimation (MLE) is equivalent to the l2 norm
minimization, so the cost function to be minimized is
f(X) =
∑
(i,j)∈S
(
‖xj − xi‖ − rij
)2
(2)
which is a non-convex nonlinear least squares (NLS) problem
with respect to X [2]. Since the NLOS biases exist in some
measurements but cannot be identified, using l2 norm mini-
mization might not yield robust estimates. In the presence of
outliers, Huber cost function provides a suitable replacement
for l2 norm minimization, by interpolating between l2 and l1
norm minimizations. Therefore, instead of (2) it is preferred
to minimize
g(X) =
∑
(i,j)∈S
ρ
(
‖xi − xj‖ − rij
)
(3)
where ρ(·) is the continuous and differentiable Huber function:
ρ(uij) =
{
u2ij , |uij | < K
2K|uij| −K2, |uij | ≥ K
(4)
The argument uij = ‖xi − xj‖ − rij , and K is a fixed
parameter which is chosen to be proportional to σn, e.g.,
K = ασn and 1.5 ≤ α ≤ 2 [15].
Although the Huber cost function is convex with respect
to its argument, due to the non-convex nature of the range
measurements with respect to the position coordinates, the
final function is non-convex and hence initialization is crucial.
Furthermore, the Huber M-estimation can perform well only
if a small or moderate portion of the measurements are
affected by outliers, otherwise it may not achieve a good
estimation result. Therefore, in the following we propose a
2-stage algorithm that is robust in any NLOS scenario.
III. ROBUST DISTRIBUTED ALGORITHM
In this section, we first propose a convex relaxation of
the Huber cost function. After converging to some stationary
points, we then try to minimize the Huber cost function.
A. Stage I: Convex Relaxation
A convex relaxation of the nonlinear least square problem
in (2) has been proposed in [6] in the form of
f˜(X) =
∑
(i,j)∈S
(
(‖xj − xi‖ − rij)+
)2
(5)
where
(‖xj − xi‖ − rij)+ =
{
0, ‖xj − xi‖ ≤ rij
‖xj − xi‖ − rij , ‖xj − xi‖ > rij
Further explanations about the convexity of this cost function
are given in [7]. The concept of this relaxation is similar to
POCS proposed first in [18] and considered for cooperative
localization in [14]. Here, however, we propose to minimize
g˜(X) =
∑
(i,j)∈S
ρ˜
(
‖xi − xj‖ − rij
)
(6)
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Fig. 1: Illustration of two nodes and their pairwise range measurement. The regions where l1 and l2 norm minimization are
implemented: (a) Original Huber cost function; (b) Proposed convex Huber cost function.
where ρ˜(·) is the convex relaxation of the Huber function with
respect to X , which is defined as
ρ˜(uij) =


0, ‖xi − xj‖ ≤ rij
u2ij , rij<‖xi − xj‖<rij +K1
2K1uij −K21 , ‖xi − xj‖ ≥ rij +K1
(7)
where K1 = α1σn is the parameter of the Huber loss function.
The geometric interpretation of the original and relaxed Huber
cost functions are illustrated in Fig. 1 for the area between
two nodes. Simulation result shows that, in many cases, this
convex relaxation is more robust against large negative errors
and gives a lower MSE for the network compared to the one
in (5) or the cooperative POCS [14].
The iterative gradient descent method for updating the
position estimates can be stated at each node as
x
(l+1)
i = x
(l)
i − µ1
∑
j∈Si
∂ρ˜(uij)
∂x
(l)
i
, i = 1, . . . , N (8)
where µ1 is a suitable step size and for every j ∈ Si
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After updating its location estimate using (8), each sensor
sends the result to its neighbours. Therefore, every sensor
uses the current estimate about its own position, the known
positions of its neighbouring anchors, and the updated posi-
tions of its neighbouring sensors to find a new estimate of its
position. After convergence, we find an estimate of X which
is the global minimum of the cost function in (6). The stopping
criteria are either the maximum number of iterations or when
the estimates of sensor positions at two consecutive iterations
are smaller than a threshold, i.e., ‖x(l+1)i − x
(l)
i ‖ ≤ ν1 for
all i = 1, . . . , N . The position estimates obtained at this stage
are close to optimal if most of the measurements are NLOS.
However, in other scenarios, these estimates may not be close
to optimal, and minimizing (3) will give a better estimate as
will be explained in the sequel.
B. Stage II: Position Refinement
At this stage, we try to minimize the original Huber cost
function in (3). The iterative gradient decent steps at each
sensor node xi is
x
(l+1)
i = x
(l)
i − µ2
∑
j∈Si
∂ρ(uij)
∂x
(l)
i
, i = 1, . . . , N (9)
where µ2 is a suitable step size and for every j ∈ Si
∂ρ(uij)
∂x
(l)
i
=

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2u
(l)
ij
x
(l)
i
−x
(l)
j
‖x
(l)
i
−x
(l)
j
‖
,
∣∣∣‖x(l)i − x(l)j ‖ − rij ∣∣∣ < K2
2K2
x
(l)
i
−x
(l)
j
‖x
(l)
i
−x
(l)
j
‖
,
∣∣∣‖x(l)i − x(l)j ‖ − rij ∣∣∣ ≥ K2
and K2 = α2σn is the parameter of the Huber cost function.
The algorithm continues iteratively for a limited number of
iterations similar to the first stage until convergence, i.e.,
‖x
(l+1)
i − x
(l)
i ‖ ≤ ν2, for all i = 1, . . . , N .
Selecting a suitable K2 is very important at this stage as
it enables a trade off between robustness and accuracy. If
the ratio of NLOS link is high, then selecting K2 as done
usually for Huber M-estimation, i.e., 1.5σn ≤ K2 ≤ 2σn,
might even result in deterioration of the position estimates.
Thus, in this scenario, it is preferred to keep α2 very small,
so the second stage does not change the position estimates
obtained in the first stage. On the other hand, if the ratio of the
NLOS to LOS measurements is low, then the second stage can
improve the positioning performance noticeably by selecting
1.5 ≤ α2 ≤ 2. We note that the estimation performance is still
improved when a smaller value of α2 is chosen. Therefore, if
we have an a priori estimate of the ratio of the NLOS to LOS
measurements or the probability of a link being NLOS, then
we can select K2 according to the discussion above. However,
if such information is not available, then we should select
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Fig. 2: CDF of different methods and the proposed Huber relaxation: (a) PN = 0.95; (b) PN = 0.5; (c) PN = 0.05.
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Fig. 3: CDF of the proposed 2-stage algorithm and the IPPM in [12]: (a) PN = 0.95; (b) PN = 0.5; (c) PN = 0.05.
small α2, e.g., α2 = 0.1, to achieve robust estimation result
in every scenario.
Although the second stage might improve the localization
accuracy, it requires a number of iterations to converge, which
increases the computational cost and communication load over
the network. Therefore, by tuning the stopping criteria in both
stages of our algorithm we can have a trade off between
computational cost and localization accuracy.
IV. TEST AND VALIDATION
A. Simulation Results
In this part, the performance of the proposed method is
evaluated through simulations. We consider a network of
M = 4 anchors and N = 50 sensors located on a 2D
space. The sensors are randomly distributed on the plane
while the anchors are at fixed locations xN+1 = [0, 0]T ,
xN+2 = [10, 0]
T
, xN+3 = [10, 10]
T
, and xN+4 = [0, 10]T ,
where the units are in meters. The range measurements were
generated according to the model in (1) with σn = 0.5m and
the NLOS bias is modelled as an exponential random variable
with parameter γ = 10m. The Monte Carlo (MC) simulations
are done under 500 runs. As a performance metric, the
network-average localization error for each noise realization,
i.e.,
√∑N
i=1 ‖xˆi − xi‖
2/N is evaluated.
We first consider the proposed convex relaxation and run
this algorithm with µ1 = 0.04 and K1 = 2σn. We compare
the proposed technique with the relaxation of the NLS in
[6] with similar parameters and the same number of itera-
tions, denoted by NLS relaxed. We also apply the mentioned
iterative technique with the same parameters and iteration
number on the original Huber cost function and denote it
by Huber. Furthermore, we consider the cooperative POCS
with parameter λl = 0, thus it becomes almost similar to the
IPPM in [5], except that the projection is only implemented
when ‖x(l)i − x
(l)
j ‖ ≥ rij . The initial sensor positions for all
algorithms are selected to have a Gaussian distribution with
mean equal to the true sensor positions and standard deviation
of 10 meters. We define PN as the probability of a link being
NLOS. We now consider three scenarios where the probability
that a link is in NLOS is chosen to be PN = 0.95, PN = 0.5,
and PN = 0.05. In Fig. 2, the CDF of positioning error
for different algorithms under various NLOS contamination
level is shown after 50 iterations. As observed in Fig. 2, the
relaxation of Huber cost function is slightly better than the
relaxation of NLS, and it has almost the same performance as
POCS. The original Huber cost function does not achieve a
good result due to the lack of convexity and poor initialization.
To do further position refinement, we also simulate the
second phase of our algorithm with µ2 = 0.01 and K2 =
0.1σn. For the initialization, we use the position estimates
obtained at the first stage by our proposed algorithm using
convex relaxation of Huber cost function. To have a lower
bound on the performance of our algorithm, we implement the
IPPM proposed in [12] with the knowledge of perfect NLOS
identification and denote it by IPPM NLOS. Since the IPPM
algorithm may not necessarily converge to a good solution
because of lack of convexity, we use the position estimates
obtained by cooperative POCS as initial points. The CDF
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Fig. 4: Experimental data results. Localization performance with large PN : (a) cooperative POCS [14]; (b) first stage; (c) second
stage. Localization performance with moderate PN : (d) cooperative POCS [14]; (e) first stage; (f) second stage. Localization
performance with small PN : (g) cooperative POCS [14]; (h) first stage; (i) second stage.
of the error of our 2-stage algorithm is illustrated in Fig. 3
along with the IPPM with prior NLOS identification, where
in both, 50 iterations are considered. The CDF of the error of
the proposed convex relaxation shown in Fig. 2 is also plotted
in Fig. 3. The results show that when the ratio of the NLOS to
LOS measurements is high, the second stage of the algorithm
might not improve the localization performance necessarily.
However, when the ratio of the NLOS to LOS links decreases,
the second stage can improve the estimates obtained in the
first stage distinguishably. The performance of the proposed
2-stage algorithm is close to IPPM NLOS, which is based on
perfect NLOS identification.
B. Experimental Results
In this part, we consider localization of sensors using real
data obtained by the measurement campaign reported in [16].
The environment was an indoor office and there were 44 node
locations where the transmitter and receiver were used at each
location and pairwise range measurements were obtained. We
consider four nodes in the corner as anchor nodes with perfect
location information and the other 40 nodes as the sensors
with unknown locations. Due to the scatterers and NLOS in
the office, almost all of the measurements are affected by
large positive errors as mentioned in [16]. It is mentioned
that the average amount of error is also calculated for these
measurements, therefore, by subtracting that quantity from the
measurements, a less unbiased set of measurement is obtained.
To evaluate the performance of our algorithm in different
conditions we consider these scenarios:
• The raw measurements are considered, hence many of
the measurements have positive errors, i.e., PN is large.
• The positive bias is subtracted from half of the measure-
ments randomly, hence PN is moderate.
• The average bias is subtracted from all the raw measure-
ments, thus PN is small.
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Fig. 5: The CDF of the positioning error using experimental data: (a) Large PN ; (b) Moderate PN ; (c) Small PN .
Using the unbiased measurements, the standard deviation of
measurement noise is estimated roughly to be σn = 1m.
By applying the iterative gradient descent technique on the
proposed convex Huber cost function with µ1 = 0.04 and
K1 = 2σn, an estimate of the positions of sensors are obtained
iteratively for 50 iterations. The position estimates are also
refined in the second stage with K2 = 0.1σn and µ2 = 0.01
for 50 iterations. The final estimates at the end of each stage of
our algorithm and the estimates obtained by cooperative POCS
are shown along with the true sensor positions in Fig. 4. The
CDF of the positioning error in different NLOS scenarios are
also illustrated in Fig. 5 by running 500 MC trials.
The results show that in general the relaxed Huber function
achieves a better result compared to the other approaches.
Moreover, the second stage of the algorithm noticeably im-
proves the position estimates obtained in the first stage,
especially when PN is small.
V. CONCLUSION
A robust distributed cooperative localization technique has
been proposed in this work. We first applied a convex relax-
ation on the Huber cost function and decent position estimates
were obtained iteratively. In the second stage of our algorithm,
by iteratively minimizing the Huber loss function, it was
shown that further refinement of position estimates could be
generally obtained. For iterative optimization in each stage, a
gradient descent method was used. By testing real data set, the
superiority of our algorithm was verified. We conclude that our
2-stage algorithm performs robustly against outliers; in partic-
ular it significantly outperforms other distributed techniques
when the ratio of NLOS to LOS measurements is low.
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