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We calculate the two-loop effective potential of the non-local NJL model derived from the Sakai-
Sugimoto model in string theory. In contrast to conventional NJL with 4-fermion contact interaction,
the chiral symmetry was previously found to be dynamically broken for arbitrary weak coupling at
the one-loop level. As a confirmation, the approximate numerical solutions to the gap equation at
one loop are explicitly demonstrated for weak couplings. We then calculate the one and two-loop
contribution to the effective potential of the non-local NJL model and found that the two-loop
contribution is negative. The two-loop potential for the chiral symmetric vacuum is also negative
but larger than the combined effective potential of the chiral broken vacuum at the two-loop level.
The chiral symmetry breaking thus persists for arbitrary weak coupling at the two-loop level.
PACS numbers:
I. INTRODUCTION
Spontaneous Symmetry breaking (SSB) plays an important role in modern particle physics theory. Higgs mechanism
in the standard model, for example, can be used to generate masses of elementary particles, leptons and quarks. The
generation of quark masses by spontaneous symmetry breaking inevitably breaks the chiral symmetry of the QCD.
Chiral symmetry breaking (χSB) could also be generated dynamically by the vacuum expectation value (vev) of chiral
condensate ψ(x)ψ(y). Dynamical χSB can explain masses of mesons and hadrons which are responsible for most of
the visible mass in the universe. It can also explain hadronic particle generation in strong interaction at low energies.
The key idea of SSB is the following. In a theory where the Lagrangian is invariant under some symmetry while the
vacuum state is not, the vacuum of the theory can generically carry non-trivial quantum number associated with the
symmetry. The theory with such vacuum is said to be in a spontaneous broken phase. The theory could also be in a
symmetric phase if its vacuum is invariant under the associated symmetry. In the spontaneous broken phase, there is
an existence of Nambu-Goldstone (NG)-boson [1]. One can classify NG-boson into 2 cases i.e. on one hand, NG-boson
is massless elementary particle and on the other hand, such boson could be a composite particle. Dynamical symmetry
breaking (DSB) usually occurs as a result of the interaction between constituent particles in the theory and yields a
composite NG boson.
For chiral symmetry breaking of the QCD, the NG boson is usually identified with e.g. the three pions from
the breaking of SU(2)L × SU(2)R to SU(2)V or the eight light mesons from the breaking of SU(3)L × SU(3)R to
SU(3)V flavour diagonal. This symmetry breaking pattern [2, 3] was successfully used to explore properties of the
light hadrons and gives precise predictions of light hadronic spectra [4]. Early stage of χSB in the strong interaction
was demonstrated by the linear-sigma model [5] and the current-algebra approach [6, 7]. At the present, there is an
incorporation between χSB and principle of effective field theory which gives a systematic framework to study QCD
at low-energies, the so-called chiral perturbation theory [8]. The theory starts with an effective theory of hadrons
with chiral symmetry in the action and use the SSB to generate a chiral symmetry breaking vacuum. The observed
meson spectra shows good agreement with the prediction of the chiral perturbation theory [9, 10].
To address the chiral symmetry breaking/restoration phase transition, ones need to work with the action of quarks
instead of hadrons. Nambu-Jona-Lasinio (NJL) model [11] is a model of quarks with four-fermion interaction employed
to demonstrate the dynamical chiral symmetry breaking in the strong interaction independent of the confinement.
Originally, NJL was formulated to explain mass of the nucleon as a consequence of the χSB. Variations of the NJL
model have been widely used as effective description of low-energy models of hadrons in QCD at zero and finite-
temperature [12–15]. It is also applied to break electroweak symmetry via top-quark condensation or other fermions
within and beyond the standard model [16–18]. Generically, the NJL model is a very successful effective model to
describe many hadronic properties in low-energy QCD, e.g. the mesons and baryons mass spectra, the pion decay
constant, and the pion form factor (see [12–14] for review).
Despite the success of the NJL as a low-energy phenomenological model approach to low-energy QCD, the original
NJL model does not address confinement (e.g. the non-confining qq¯ discontinuities in the 2-point Green function have
2to be removed by introducing additional local operators [19]). There are extensions of the NJL where inclusions of non-
local interactions have been proposed in the literature (see [20] and references therein). One can simply reproduce the
non-local NJL interaction from the QCD Lagrangian by integrating out the gluon field from the one-gluon exchanging
diagram [16, 20].
In the non-local NJL approach, interaction depends on the momenta carried by the quarks leading to a momentum-
dependent quark mass, generated by the spontaneous χSB. It has been shown that a non-local NJL model could lead to
quark confinement with acceptable values of the parameters [21]. This phenomenon originates from the fact the quark
propagator has no real poles and consequently quarks have no asymptotic states. There are several other advantages
of the non-local NJL approach over the original (local) NJL model i.e. the nonlocality regularizes the model in a
manner that anomalies [22] and gauge invariance [23] are preserved and the momentum-dependent regulator makes
the theory finite to all orders in the 1/Nc expansion. Finally the dynamical quark mass is momentum dependent
in contrast to the original NJL model and consistent with lattice simulations of QCD [24]. One can see that the
non-local NJL model may have more predictive power and be more realistic. There are two major applications of the
non-local NJL model in the strong interaction. Firstly, it is incorporated in the quark model to give mass spectra of
excited mesons in good agreement with the experimental data [25]. Secondly, the thermodynamics of nuclear matter
and QCD phase diagram could be explained quantitatively well by using non-local NJL model (with Polyakov-loop)
[26].
A non-local NJL model can also be constructed from certain intersecting-branes configurations in string theory.
The Sakai-Sugimoto model (SS) [27, 28] is a D8-D8-D4 intersecting-branes model in type IIA string theory. The
background spacetime is generated from a stack of Nc D4-branes. An x
4 coordinate is compactified into a circle
with radius R and the D4-branes wrap around the x4. On the boundary of the 10-dimensional space, a stack of Nf
D8 and D8 are located at x4 = −L/2 and L/2 respectively. The left (right)-handed quarks live on the D8 (D8)-D4
intersection in the form of open-string excitations. They are thus separated by distance L on the boundary and there
is a U(Nf )L ×U(Nf )R chiral symmetry. Geometrically, when the D8 and D8 merge at certain radial coordinate, the
chiral symmetry breaking U(Nf )L × U(Nf )R → U(Nf )V occurs.
We will not be considering the SS model in the full details here but would rather focus on the low-energy effective
5-dimensional field theory limit of the model (following the work by Antonyan et. al. in Ref. [29]), which we call the
AHJK model. In contrast to the strong coupling regime where the supergravity picture of intersecting branes provide
simple geometrical interpretation of the theory, the weak coupling limit has its own unique picture of chiral symmetry
breaking in terms of non-local NJL model in 5 dimensions.
In such intersecting branes setting there are two crucial parameters i.e. the 5-dimensional ’t Hooft coupling, λ and
the length scale of separation between D8-D8 flavor branes, L. One can consider the hierarchy of those parameter
as λ ≪ L which is the weak coupling regime. In such limit, we can treat left- and right-handed quarks as weakly
interacting by single (five dimensional) gluon exchange process. The non-local NJL interaction is reproduced by
integrating out gluon fields in the bulk spacetime from such D-branes configuration. In terms of effective potential in
holographic non-local NJL, the nonzero solution of chiral quark condensate exists at arbitrary weak coupling [29, 30].
In contrast, if one considers the SS model in the compactified case i.e. R is finite, and includes the KK tower of
states. The χSB will happen only above a certain value of ’t Hooft coupling [31]. In any cases, the analysis has been
done on the effective potential of the non-local NJL at the one-loop level. It is interesting to investigate whether the
two-loop contribution would change the profile of the effective potential in any significant way.
We will start by reviewing the method of effective action in 5 dimensions when gauge fields propagate in 5 dimensions
and fermions are localized in 4 dimensional subspace. By integrating out gauge fields, we will obtain the effective
fermionic action of the SS NJL model. Subsequently, by using auxiliary field approach, we integrate out the residual
fermionic fields to obtain the effective scalar action of the SS NJL model. The gap equation is derived at one and
two loop level. At one loop, we numerically solve the gap equation for weak couplings and demonstrate the existence
of the chiral broken solutions. One-loop and two-loop contributions of the action are then calculated and discussed.
Chiral symmetry breaking is demonstrated at both one and two-loop levels.
II. THE EFFECTIVE LAGRANGIAN
We start with the effective action of the single-intersection model where left-handed quarks are located at a single
intersection of Nc D4 and Nf D8 branes [29],
S =
∫
d5 x
{
− 1
4 g25
FMN F
MN + δ (x4) q†L σ¯
µ (i ∂µ +Aµ) qL
}
, (1)
3where M,N, · · · = 0, 1, 2, 3, 4 and µ ν , · · · = 0, 1, 2, 3 . Integrating by part and fix the gauge, the action can be
rewritten in the following form,
S =
1
g25
∫
d5 x
{
1
2
AM A
M + δ (x4)JM AM
}
+
∫
d4x q†L σ¯
µ i ∂µ qL, (2)
where we have defined Jµ = g25 q
†
L σ¯
µ qL and set J
(4) = 0. The stringy corrections are neglected in eqn. (1) since we
take the field theory limit of the model in the weak coupling regime. Moreover, in going from eqn. (1) to (2), we also
neglected the nonlinear interactions of the gauge fields. This approximation is justified when the distances involved
are large comparing to the string length scale ℓs and the coupling gsNc is small. For sufficiently small coupling, the
’t Hooft coupling λ = gsℓsNc = g
2
5Nc/4π
2 is smaller than ℓs and thus λ ≪ ls ≪ L. At the distances much larger
than ℓs, we can therefore ignore the nonlinear interactions of the gauge fields which only become significant around
the distance scale λ.
The gauge fields live in 5 dimensions and it is natural to integrate them out to obtain 4-dimensional effective action
of the fermions. For consideration of the chiral symmetry breaking, we can bosonize the fermion bilinear and integrate
out the fermions subsequently. In order to integrate out the gauge field AM . We recall the procedure from [32], start
with
ei
∫
d4xLeff =
∫
[dH ] ei
∫
d4xL
(
H(x),l(x)
) /∫
[dH ] ei
∫
d4xL
(
H(x),0
)
, (3)
where H(x) and l(x) are heavy and light fields respectively. In our case, AM is the heavy field and qL,R are the light
fields. The actions with and without the light fields are given by∫
d5 xL
(
AM , qL
)
=
1
g25
∫
d5 x
{
1
2
AM A
M + δ (x4)JM AM
}
+
∫
d4x q†L σ¯
µ i ∂µ qL , (4)∫
d5 xL
(
AM , 0
)
=
1
g25
∫
d5 x
1
2
AM A
M . (5)
By using functional path integral as demonstrated in appendix A, the effective action after integrating out the gauge
field can be read off from eq. (A3),
Seff = i
∫
d4x q†L σ¯
µ ∂µ qL
− g
2
5
16 π2
∫
d4x d4y G(x − y , 0)
[
q†L(x) σ¯
µ qL(y)
] [
q†L(y) σ¯µ qL(x)
]
. (6)
Next, we extend the Lagrangian (1) to the the left and right-handed quark fields located at different intersections,
D4-D8 and D4-D8 respectively [29] , this is the low-energy field theory limit of the SS model,
S =
∫
d5 x
{
− 1
4 g25
FMN F
MN + δ
(
x4 +
L
2
)
q†L σ¯
µ (i ∂µ +Aµ) qL
+ δ
(
x4 − L
2
)
q†R σ
µ (i ∂µ +Aµ) qR
}
,
=
1
g25
∫
d5 x
{
A
(L)
M g
MN A
(R)
N + δ
(
x4 +
L
2
)
JM(L)A
(L)
M + δ
(
x4 − L
2
)
JM(R)A
(R)
M
}
+
∫
d4x q†L σ¯
µ i ∂µ qL +
∫
d4x q†R σ
µ i ∂µ qR (7)
where we define JM(L) ≡ g25 q†L σ¯M qL , JM(R) ≡ g25 q†R σM qR and A(L)M , A(R)M are the gauge fields in 5-dimensional
spacetime which are located on the D4-D8 and D4-D8 intersections respectively. As before when we obtained (2),
the nonlinear interactions of the gauge fields are negligible if the distances involved are larger than the string scale
ℓs for λ≪ ℓs ≪ L, i.e. when the coupling is weak. We therefore ignored these interactions in (7).
4Then the generating functional of the above action is given by∫
[dA
(L)
M dA
(R)
M ] ∆FP exp
{
iS
(
A
(L)
M , A
(R)
M , qL, qR
)}
=
∫
[dA
(L)
M dA
(R)
M ] ∆FP
× exp
{
i
g25
∫
d5xA
(L)
M g
MN A
(R)
N
− i
g25
∫
d5x d5y δ
(
x4 +
L
2
)
δ
(
y4 − L
2
)
JM(L)(x)GMN (x− y , x4 − y4)JN(R)(y)
+ i
∫
d4x q†L σ¯
µ i ∂µ qL + i
∫
d4x q†R σ
µ i ∂µ qR
}
. (8)
Using eq. (8), the effective action in the integrating out procedure is written by
eiSeff =
∫
[dA
(L)
M dA
(R)
M ] ∆FP exp
{
iS
(
A
(L)
M , A
(R)
M , qL, qR
)}
∫
[dA
(L)
M dA
(R)
M ] ∆FP exp
{
iS
(
A
(L)
M , A
(R)
M , 0, 0)
} ,
= exp
{
i
∫
d4x (q†L σ¯
µ i ∂µ qL + q
†
R σ
µ i ∂µ qR)
− i g25
∫
d4x d4y q†L(x) σ¯
µ qL(x)Gµν (x− y , L) q†R(y)σν qR(y)
}
. (9)
Finally, we obtain the effective non-local Lagrangian in the Feynman gauge as
Seff =
∫
d4x (q†L σ¯
µ i ∂µ qL + q
†
R σ
µ i ∂µ qR)
− g25
∫
d4x d4y
1
8 π2
gµν G (x− y , L) q†L(x) σ¯µ qL(x) q†R(y)σν qR(y),
=
∫
d4x (q†L σ¯
µ i ∂µ qL + q
†
R σ
µ i ∂µ qR)
+
g25
4 π2
∫
d4x d4y G (x− y , L) [ q†L(x) · qR(y)] [ q†R(y) · qL(x)], (10)
where we used the Fierz identity
(
q†L(x) σ¯
µ qL(x)
)(
q†R(y)σµ qR(y)
)
= − 2
(
q†L(x) · qR(y)
) (
q†R(y) · qL(x)
)
. The dot
in the right-hand side is the contraction in the colour indices, therefore each fermion bilinear in the final expression
of the effective interaction Lagrangian is a colour singlet. There is a non-local interaction between two colour singlet
operators in the theory.
III. EFFECTIVE POTENTIAL AT ONE-LOOP : AUXILIARY FIELD APPROACH
In this section, we will calculate the effective potential from the effective action eq. (10). We will use the standard
method of effective field theory i.e. bosonize the fermion bilinear which would become the chiral condensate and
integrate out the heavy-residual fields (in our case is the fermion fields). The effective potential with one-loop
radiative correction can be obtained subsequently from the effective action.
Following ref. [29], we start with the auxiliary field method. This method is used to study the symmetry breaking
of the model by introducing the auxiliary field to the effective Lagrangian. In our case is the bosonized complex fields
i.e.
T (x, y) =
λ
Nc
G(x − y, L) q†L(x) · qR(y),
T¯ (y, x) = T †(x, y) =
λ
Nc
G(x − y, L) q†R(y) · qL(x), (11)
5…
FIG. 1: One-loop expansion of fermion fields.
where the coupling λ/Nc is related to the g
2
5 coupling in the effective Lagrangian by the relation λ =
g2
5
4π2 Nc .
Substituting auxiliary fields from eq. (11) into the effective action eq. (10), we obtain
Seff =
∫
d4x (q†L σ¯
µ i ∂µ qL + q
†
R σ
µ i ∂µ qR) (12)
+
∫
d4x d4y
(
− Nc
λ
T (x, y) T¯ (x, y)
G (x− y , L) + T¯ (y, x) q
†
L(x) · qR(y) + T (x, y) q†R(y) · qL(x)
)
.
In the chiral (Weyl) basis, one can rewrite the Lagrangian as
Seff =
∫
d4x q¯(x)
(
i ∂/+ T (x)PL + T¯ (x)PR
)
q(x) −
∫
d4x
Nc
λ
T (x) T¯ (x)
G (x, L)
, (13)
where we imposed the simplifying ansatz T (x, y) = T (|x−y|) consistent with the Poincare symmetry of the expectation
value of the operator. This is justified since we are considering expectation value of T (x, y) in the vacuum to study
the chiral symmetry breaking.
We are ready to integrate out the fermion fields in eq. (13), it reads
eiSeff =
∫
[dq¯ dq] exp
{
iS
(
q¯, q, T, T¯
)} /∫
[dq¯ dq] exp
{
iS
(
q¯, q, 0, 0
)}
,
= exp
{
Tr ln
(
1 +
T (x)PL + T¯ (x)PR
i ∂/
)
− i
∫
d4x
Nc
λ
T (x) T¯ (x)
G (x, L)
}
. (14)
The identities
∫
[dq¯ dq] exp
{
i
∫
d4x q¯(x)A q(x)} = detA = exp(Tr lnA) are used above. Then the effective potential
with one-loop expansion can be determined from the effective action,
Veff = −Seff
=
∫
d4x
Nc
λ
T (x) T¯ (x)
G (x, L)
+ iTr ln
(
1 +
T (x)PL + T¯ (x)PR
i ∂/
)
, (15)
where Tr ≡ Trspinor TrcolourTrflavor Trspacetime is the trace over all indices (i.e. spinor, color, flavor, spacetime). The
physical meaning of this procedure is depicted by figure 1.
The second term in the effective potential can be calculated by expansion
Tr ln
(
1 +
(T PL + T¯ PR)
i ∂/
)
= TrspinorTrcolorTrflavor Trspacetime
×
∞∑
n=1
(−1)n−1
n
[
(T PL + T¯ PR)
i ∂/
]n
,
= i NcNf V
∫
d4kE
(2 π)4
ln
(
1 +
T (kE) T¯ (kE)
k2E
)
, (16)
6where we used the following relations;
Trspinor 1spinor = 2 (in chiral basis) , Trcolor 1color = Nc ,
Trflavor 1flavor = Nf , Trspacetime =
∫
d4x = V ,
1
∂/
=
∫
d4k
(2 π)4
k/
k2
ei k· (x−y) , (T k/PL + T¯ k/ PR)2 = T T¯ k2. (17)
The momentum has been Euclideanized and henceforth we will drop the subscript.
Finally, the effective potential at one-loop is given by (scaled by factor Nf )
V1−loop = Nc
[∫
d4xT (x) T¯ (x)
(x2 + L2)
3
2
λ
−
∫
d4k
(2 π)4
ln
(
1 +
T (k) T¯ (k)
k2
)]
. (18)
The equation of motion (the gap equation) of the scalar T (x) from the effective action, eq. (18), is
∫
d4xT (x) e−ikx
(x2 + L2)
3
2
λ
=
T (k)
k2 + T (k) T¯ (k)
. (19)
Apart from the trivial solution T = 0 for the chiral-symmetric vacuum, the general solution to the gap equation
δVeff/δT¯ (k) = 0 can be solved perturbatively either analytically or numerically (see appendix C). Non-vanishing T
solution corresponds to chiral symmetry breaking vacuum which has lower energy and thus represents a true vacuum.
We can obtain approximate solution by solving the gap equation in 2 regions of momentum, small and large k (i.e.
T (k)T¯ (k)≫ k2 and T (k)T¯ (k)≪ k2 respectively). The two solutions then can be matched to determine the unknown
constants. An approximate solution from such method is in the following form [29]
T (k) = T¯ (k) =


T0 = k∗ ≡
√
λ
L3 , 0 < k ≤ k∗ ,
T 20
e−Lk
k ≡ λL3 e
−Lk
k , k∗ < k < Λ .
(20)
Generically by using the gap equation, the one-loop potential can be rewritten to be
V1−loop = Nc
∫
d4kE
(2 π)4
[
T (k)T¯ (k)
k2 + T (k)T¯ (k)
− ln
(
1 +
T (k) T¯ (k)
k2
)]
. (21)
By substituting approximate propagator eq. (20) into eq. (21), we can demonstrate that there is chiral symmetry
breaking vacuum induced by small momentum contribution to the one-loop potential. The details are discussed in
section VI. Essentially, since the integrand in eq. (21) is a negative-definite function of variable k2/T (k)T¯ (k), the
one-loop potential is always negative for nonzero T regardless of the exact form of the solution of the gap equation.
It is obvious that the solution with nonzero T gives the lower potential than the chiral symmetric solution T = 0.
It is remarkable that the chiral symmetry breaking of the one-loop potential occurs at any weak coupling. The
reasons are the boundness of the positive classical term (the first term in the right-hand side of eq. (21)) whilst the
negative loop term (the second term in the right-hand side of eq. (21)) is not bounded for low momentum. The
solution of the gap equation, eq. (20), is a constant for the low momentum, resulting in ln(1/k2)-divergence of the
loop term as k → 0, regardless of λ.
IV. NUMERICAL SOLUTIONS TO THE GAP EQUATION AT ONE-LOOP LEVEL
Before we proceed to the evaluation of two-loop contribution to the effective potential, we will demonstrate that
the gap equation, eq. (19), has actual solution for arbitrary weak coupling. As stated in Ref. [35, 36], the Green
function given by eq. (A2), G(x, L) = (x2 + L2)−3/2, is a long range interaction in 4 dimensions as we can see from
the divergence of the integral ∫
G(x, L) d4x. (22)
7This is a generic feature of the Lorentzian (1+d)-propagator originated in higher dimension when projected onto lower
Euclidean d-dimension. The nonlocal Green function is the result of one-gluon exchange interaction in 5 dimensions
which would become short range only in 2 and lower dimensions. Interestingly when projected onto 2 dimensions,
the model becomes a nonlocal generalization of the Gross-Neveu model [36, 37] which breaks chiral symmetry at any
coupling.
We solve the gap equation by the procedure used in Ref. [31]. First we define
φ(x) ≡ 1
Nc
〈q†L(x) · qR(0)〉 =
φ0
4π2l3
ϕ(x/l), (23)
with l being the chiral symmetry breaking length scale and φ0 is a constant. Substitute into the gap equation, we
obtain
f(p) =
λ¯t(p)
p2 + λ¯2φ20t
2(p)
, (24)
where λ¯ ≡ λl2 and
f(p) ≡ 1
p
∫ ∞
0
J1(py)ϕ(y) y
2 dy, (25)
t(p) ≡ 1
p
∫ ∞
0
J1(py)ϕ(y)G(ly, L) y
2 dy. (26)
The Fourier transform φ(k), T (k) are related to f(p), t(p) by φ(k) = φ0lf(p), T (k) = λφ0lt(p) where p = kl. The
numerical solution to the gap equation can be obtained by finding the trial function for ϕ(x) which satisfies eq. (24).
This could be done by adjusting the parameters of the trial function such that they minimize the quantity
(δf)2 ≡
∫ ∞
0
(f(p)− fs(p))2 dp, (27)
where
fs(p) ≡ λ¯t(p)
p2 + λ¯2φ20t
2(p)
. (28)
A. AHJK solution
We review the approximate solution derived in Ref. [29] given by eq. (20) which we will call the AHJK solution. It
can be shown that the Fourier transformed gap equation, eq. (24) is satisfied up to the order of O(λ) by this ansatz.
For high k > k∗, the solution is approximated by a constant condensate φ(x) = φ0/4π2l3 = 1/4π2L3 (from eq. (3.16)
of Ref. [29]) leading to
φ(k) =
∫
d4x φ(x)e−ikx =
4π2
L3
δ(4)(k), (29)
f(p) =
4π2
l4
δ(k), (30)
where φ0 = l
3/L3. The direct integration of t(p) gives
t(p) =
e−pL/l
pl3
=
1
λφ0l
T (k). (31)
Consequently, for high p
fs(p) ≃ λ¯t(p)
p2
=
λe−kL
k3l4
, (32)
which is of order O(λ) and vanishing with k. Apparently, f(p) from eq. (30) becomes zero for high k, therefore the
gap equation is satisfied up to an order of O(λ).
8For low k < k∗, T (x) = T¯ (x) = T0δ(4)(x) and T (k) = T¯ (k) = T0 are the solutions to the gap equation. Straighfor-
ward substitution gives
f(p) =
1
T0φ0l
, t(p) =
T0
λφ0l
. (33)
Consequently for T (k)T¯ (k) = T 20 ≫ k2,
fs(p) ≃ λ¯t(p)
φ20λ¯
2t2(p)
, (34)
equal to f(p) exactly in this limit regardless of φ0.
In this section we have demonstrated that the Fourier transformed gap equation is satisfied by the AHJK solution
given by eq. (20) at the order of O(λ). As long as λ/L is small, the use of this ansatz in the evaluation of the effective
potential is justified. For completeness, we also present other classes of solutions in section IVB and IVC. These
numerical solutions are found in the region of the parameter space with λ/L > 1, where the gauge dynamics become
important (see also Ref. [31] for the same kind of solutions when the Kaluza-Klein states are included).
B. solutions with l . L
First, we search for solutions with the condensate scale l smaller than L. The trial function we use is in the
exponential form
ϕ(x) = e−ax, (35)
with only one parameter a to determine. By adjusting two parameters, a, l, for a fixed L and λ¯, we found numerical
solutions for λ¯ = 0.001−0.1. The numerical solution for λ¯ = 0.001, L = 0.2 is shown in Figure 2, where F ≡ ∫∞
0
f(p)dp.
The error estimate for this solution is δf/F = 0.0095 (about 1 %) with the momentum distribution shown in Fig. 2
(b). Oscillating behaviour of the error in the momentum space is due to the Bessel function J1(py) in the Fourier
transform. Similar solutions exist for other values of λ¯, the list of certain values are given in Table I.
TABLE I: Approximate solutions to one-loop gap equation for L = 0.2
λ¯ a l λ δf/F
0.001 0.137 0.02731 1.3408 0.0095
0.01 0.4245 0.08641 1.3393 0.0056
0.03 0.81 0.149 1.3513 0.0061
0.05 1.0 0.193 1.3423 0.0039
0.1 1.35 0.273 1.3418 0.0031
It is remarkable that the various small-l solutions to the one-loop gap equation appear to have the same value of
λ ≃ 1.34, in a strong coupling regime. It is interesting to investigate what happens at this coupling in the future
work.
Few comments on high-momentum bahaviour of f(p), t(p) and fs(p) are in order. For the trial exponential function
given by eq. (35), we can integrate to obtain
f(p) =
3
a4
(
1 +
p2
a2
)−5/2
, (36)
which approaches p−5 dependence for large p. We also found both analytically and numerically that the ratio t(p)/f(p)
approaches a constant 1/L3 as p increases (which is the consequence of l≪ L), as shown in Fig. 2 (c). Consequently,
fs(p) ≃ (Const.)λ¯a5p−7 and f(p)− fs(p) ∼ p−5 for large p. Namely, the error of the matching vanishes very rapidly
with increasing momentum.
The appropriate interpretation is the following. Even though the matching between f(p) and fs(p) is excellent
for low momentum, they have different p-dependence for high momentum. The exponential trial function can be
served as a good approximate solution to the one-loop gap equation in the low momentum region where the distance
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FIG. 2: Numerical solutions to the gap equation for λ¯ = 0.001, fs(p) (f(p)) is represented by solid blue (dashed red) line in
(a). The matching of the two functions implies the solution to the gap equation at one loop. The error estimate is represented
in (b)
scale involved is large. As the momentum increases beyond certain value (around p ≃ 1 or momentum k ≃ 1/l), the
one-loop gap equation no longer has condensate solution, at least in the exponential form. However, since the UV
cutoff Λ ≃ 1/L < 1/l, the high momentum region is not relevant. As long as the large scale physics of chiral symmetry
breaking is concerned (not smaller than l), the trial exponential function is an excellent approximate solution to the
gap equation.
C. solutions with l > L
We also found the class of solutions with l > L of the one-loop gap equation by using the trial function
ϕ(x) =
e−ax
(1 + x2b2)ǫ
, (37)
with parameters a, b, ǫ to be determined. As suggested by Ref. [31], given a value of λ, we choose b = l/L, set l = 1
and adjust L (< l), a, ǫ to find a matching between f(p) and fs(p). The chiral broken solution should exist for any
value of L (with corresponding value of l) but for convenience, we choose to fix l = 1 and let L be small quantities to
be determined.
A class of approximate solutions is found with a = 0, ǫ = 1 for arbitrary weak coupling. Figure 3 shows one such
solution for very weak coupling λ = 0.001. Other solutions for λ = 0.1, 0.01 also exist with L = 1/30, 1/300 (i.e.
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FIG. 3: Numerical solutions to the gap equation for l ≫ L, λ¯ = 0.001, fs(p) (f(p)) is represented by solid blue (dashed red)
line in (a). The matching of the two functions implies the solution to the gap equation at one loop. The error estimate is
represented in (b)
solutions with λ/L = 3) respectively. In this a = 0 case, we can directly integrate
f(p) =
1
pb3
K1
(p
b
)
∼
√
π
2p3b5
e−p/b, (38)
t(p) ≃ π
2pl3
(
I1
(p
b
)
− L1
(p
b
))
(l≫ L) ∼ 1
pl3
, (39)
for large p. The function I1(x),K1(x) are the modified Bessel function of the first and second kind and L1(x) is the
modified Struve function. Apparently, the ratio
fs(p)
f(p)
∼ λ¯
l3
√
2b5
π
p−3/2ep/b, (40)
is not equal to 1 for large p. The error f(p) − fs(p) diminishes with increasing p as a result of vanishing f(p), t(p).
Similar to the case with l . L, this class of approximate solutions is valid only for low momentum below the UV
cutoff, k < 1/l. Notably, the a = 0 solutions have infrared divergence as p→ 0 and the IR cutoff is also required. In
contrast to high momentum, the matching becomes exceedingly accurate as p decreases towards zero.
Both classes of solutions, l . L and l > L, are approximate solutions for low momentum corresponding to large
distances. The approximate solutions are based on the trial function of the form given by eq. (37), ǫ (a) = 0 for
small (large) l solutions respectively. Analytically, we would expect to be able to solve the gap equation, eq. (24),
more precisely by using perturbative method order by order in the power series of λ. The investigation in this section
reveals that even though the exact solutions are not in the form given by the trial function we use here (due to the
mismatch of high momentum behaviour), they can be approximated quite excellently by these trial functions for large
distances where chiral symmetry breaking phenomenon is relevant. The existence of approximate solutions with large
l for arbitrary weak coupling λ demonstrates that chiral symmetry breaking is generic in this nonlocal NJL model at
least at the one-loop level.
V. EFFECTIVE POTENTIAL AT TWO-LOOP LEVEL
Even though the one-loop potential demonstrates the possibility of chiral symmetry breaking solution, higher loops
contribution could likewise be significant. In this section, we will calculate the effective potential at two-loop level
by following Jackiw’s functional effective action method [33]. The two-loop contribution can be calculated from the
vacuum expectation value of the interaction Lagrangian LI(x)
V2−loop = i 〈 0 | T ei
∫
d4xLI (x) | 0 〉, (41)
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where T is the time-ordering operator. In order to obtain the two-loop contribution, we simply use the conventional
Feynman rules to calculate all possible two-loop diagrams exist in the effective theory of fermion and auxiliary scalar.
The propagator G of the field φ to be used in the evaluation of the 2-loop diagrams is defined by the inverse of the
functional operator, namely
iG−1(x, y) = δ
2
δφ(x) δφ(y)
∫
d4xLeff(x). (42)
In the previous section, we recall the effective Lagrangian
Seff =
∫
d4x
[
i q¯(x) ∂/ q(x) + q¯(x)T (x)PL q(x) + q¯(x) T¯ (x)PR q(x) − Nc
λ
T (x) T¯ (x)
G (x, L)
]
,
SI =
∫
d4xLI(x) =
∫
d4x
[
q¯(x)T (x)PL q(x) + q¯(x) T¯ (x)PR q(x)
]
. (43)
The functional operator S−1 of the quark fields and D−1 of the complex scalar fields from the effective Lagrangian
therefore can be written as
iS−1(k) =
∫
d4x e− i k·(x−y)
δ2Seff
δq(x) δq¯(y)
,
= k/ + T (k)PL + T¯ (k)PR ,
iD−1(k) =
∫
d4x e− i k·(x−y)
δ2Seff
δT (x) δT¯ (y)
,
= − Nc
λG (k, L)
. (44)
Noting that, D−1 has no kinetic term for the scalars T, T¯ . The vertices of the interaction in the effective action are
given by [33, 34]
ΓL =
∫
d4x e− i k·(x−y−z)
(−i)3δ3Seff
δq(x) δq¯(y)T (z)
,
= iPL, (45)
ΓR =
∫
d4x e− i k·(x−y−z)
(−i)3δ3Seff
δq(x) δq¯(y) T¯ (z)
,
= iPR . (46)
Putting everything together, the two-loop contribution is (see figure 4 for the corresponding diagram)
V2−loop = − iTr
∫
d4k
(2 π)4
d4p
(2 π)4
ΓL S(p) ΓR S(k)D(p− k),
= − λ
Nc
Nf Nc
∫
d4k
(2 π)4
d4p
(2 π)4
2 p · k G (p− k, L)[
p2 − T (p) T¯ (p) ] [k2 − T (k) T¯ (k) ] , (47)
where we have used
k/ − T¯ PL − T PR(
k/+ T PL + T¯ PR
)(
k/ − T¯ PL − T PR
) = k/− T¯ PL − T PR
k2 − T¯ T , (48)
and
Tr
{
PL ( p/− T¯ PL − T PR)PR ( k/− T¯ PL − T PR)
}
= 2 p · k. (49)
Using Wick rotation i.e. k → i kE , d4k → i d4kE , we obtain the two-loop contribution in Euclidean space
V2−loop = −4π2λNf
∫
d4kE
(2 π)4
1[
k2E + T (kE) T¯ (kE)
]
×
∫
d4pE
(2 π)4
2 pE · kE e−L
∣∣ pE−kE ∣∣[
p2E + T (pE) T¯ (pE)
] ∣∣∣ pE − kE ∣∣∣ . (50)
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FIG. 4: Two-loop vacuum diagram for V2−loop, solid line is the fermion and dash line is the scalar.
The angle integration can be evaluated as shown in appendix D to be
V2−loop = − λNf
4L5π3
∫ LΛ
0
dk˜E
k˜4E[
k˜2E + L
2 T (kE) T¯ (kE)
] ∫ LΛ
0
dp˜E
p˜4E[
p˜2E + L
2 T (pE) T¯ (pE)
]
×
∞∑
n=0
(− 1)n
n !
{
− π (n− 1)A
n−3
2
(n+ 3) (n+ 5)B
×
[
2 (A2 −B2) 2F1
( 3− n
4
,
5− n
4
; 1;
B2
A2
)
+
(
B2 (n+ 2)− 2A2) 2F1( 3− n
4
,
5− n
4
; 2;
B2
A2
)]}
, (51)
where k˜E ≡ LkE , p˜E ≡ L pE , A ≡ p˜2E + k˜2E , B ≡ 2 p˜E k˜E . Henceforth, for convenience we will simply write the
Euclidean momentum without a subscript.
VI. RESULTS
Adding all of the one-loop and two-loop contributions, the total effective potential becomes
Veff = V1−loop + V2−loop,
= Nc
∫
d4kE
(2 π)4
[
T (k)T¯ (k)
k2 + T (k)T¯ (k)
− ln
(
1 +
T (k) T¯ (k)
k2
)]
+ V2−loop. (52)
The resulting effective potential of the scalar shows the possibility of chiral symmetry breaking at nontrivial T (k) 6= 0
since the sign of the one-loop contribution is opposite to the classical action of the scalar. The 2-loop effect as
given in the form of eq. (51) could be either positive or negative depending on the relative sizes of each n-term. A
closer investigation reveals that the n = 0 term is the largest and it is negative. The odd-n terms are positive with
smaller values than the preceding even-n terms. Consequently, the entire two-loop potential is negative. Since the
chiral symmetric solution T = T¯ = 0 gives larger negative two-loop contribution than the chiral broken case (with
smaller denominator of the integrand in eq. (51)). It is thus possible that the difference of 2-loop contributions would
compensate the one-loop effect and alter the true vacuum of the theory in a significant way. We will demonstrate
that the two-loop contribution is small comparing to the leading one-loop and the chiral symmetry breaking persists.
In evaluation of the momentum integrals, we will apply a UV-cutoff Λ required in non-renormalizable effective field
theory. The cutoff will be taken to be larger than T0 and smaller than 1/L.
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A. 1-loop
Since both one-loop and two-loop contributions scale with the number of flavour Nf , we will simply suppress the Nf
factor henceforth. First, we will consider 1-loop contribution of the scalar to the effective potential and demonstrate
that the potential has nontrivial minima when using the ansatz solution of the gap equation as given in eq. (20). The
1-loop integrations, eq. (21), can be performed in two separate momentum regions and rewritten as the following
Veff
Nc
=
∫
d4k
(2 π)4
[
T (k)T¯ (k)
k2 + T (k)T¯ (k)
− ln
(
1 +
T (k) T¯ (k)
k2
)]
,
=
(∫ T0
0
+
∫ Λ
T0
)
d4k
(2 π)4
[
T (k)T¯ (k)
k2 + T (k)T¯ (k)
− ln
(
1 +
T (k) T¯ (k)
k2
)]
,
= − T
4
0
16π2
(
ln 2− 1
2
+ 2
∞∑
n=1
(−1)n−1(1− n)
n
F4n−3(LT0, LΛ;n)
)
. (53)
where we define the function
F4n−3(LT0, LΛ;n) ≡ E4n−3(2nLT0)− E4n−3(2nLΛ)
(
T0
Λ
)4n−4
,
Em(z) ≡
∫ ∞
1
e−zt
tm
dt.
The function F4n−3(LT0, LΛ;n) decreases very rapidly with n, therefore the sum in the one-loop potential, eq. (53),
can be approximated by truncating at finite n with a high precision.
The one-loop contribution will be explored by fixing one and two of the 3 parameters, λ, L,Λ and numerically plot
the effective potential with respect to the remaining parameters. The physically-valid region of the parameter space
for our SS NJL model is T0 =
√
λ/L3 < Λ < 1/L. As shown in figure 5, the one-loop potential is negative at any
nonzero values of Λ, λ, L corresponding to nonzero values of T0 =
√
λ/L3. Since when T = 0, the potential is zero
and less preferred than negative potential occuring at any coupling λ, chiral symmetry breaking thus naturally occurs
for any weak coupling (i.e. T0 < 1/L). In figure 5(a), the potential approaches negative constant for Λ & 0.7 − 0.8
for λ = 0.1, L = 1. If we instead fix the UV-cutoff scale Λ = 0.5, the potential will be a decreasing function with λ as
demonstrated in figure 5(b). Figure 5(c) also shows the one-loop potential at fixed λ = 0.3,Λ = 0.5 as a function of
L. It is important that we restrict ourselves to the physical region T0 < Λ < 1/L in our consideration of the effective
potential in the nonlocal NJL model.
We also plot the potential landscape in the physical region at fixed L = 1, as is shown in figure 6.
B. 2-loop
In this section, we investigate the 2-loop contribution to the effective potential. Using the one-loop approximate
scalar ansatz, eq. (20), the two loop integration given by eq. (51) can be separated into 3 terms,
V2−loop =
λ
4π3L5
[∫ T0L
0
dk˜
∫ T0L
0
dp˜+
∫ ΛL
T0L
dk˜
∫ ΛL
T0L
dp˜+ 2
∫ T0L
0
dk˜
∫ ΛL
T0L
dp˜
]
× k˜
4[
k˜2 + L2 T (k˜/L) T¯ (k˜/L)
] p˜4[
p˜2 + L2 T (p˜/L) T¯ (p˜/L)
]
×
∞∑
n=0
(− 1)n
n !
{
π (n− 1)An−32
(n+ 3) (n+ 5)B
×
[
2 (A2 −B2) 2F1
( 3− n
4
,
5− n
4
; 1;
B2
A2
)
+
(
B2 (n+ 2)− 2A2) 2F1( 3− n
4
,
5− n
4
; 2;
B2
A2
)]}
. (54)
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FIG. 5: One-loop effective potential per colour as a function of Λ, λ, L.
FIG. 6: One-loop effective potential per colour as a function of Λ, λ for L = 1.
The overall 2-loop contribution scales with λ/L5. The integration in the low momentum region has additional
(T0L)
6 × (T0L)n−1 factor for each n-term in the sum. The integration in the high momentum region, on the other
hand, has additional (ΛL)6× (ΛL)n−1 dependence for each n-term. The cross term integration has additional overall
scaling factor (T0L)
3(ΛL)3 for all n. We perform numerical integration on each n-term and add them up. Since
the integrand for each n is a smooth and well-behave function with no singularities and abrupt changes, numerical
integration yield very precise results. The value of the integration for each n-term decreases rapidly with n and the
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error is less than 10−6 if we truncate the sum at n = 10.
Figure 7 shows the effect of 2-loop contribution to the effective potential. Similar to the one-loop case, the chiral-
symmetry broken vacuum solution has lower energy than the chiral symmetric one (T = T¯ = 0). However, there is one
crucial difference between one and two-loop potential. The magnitude of 2-loop contribution could increase with the
cutoff in contrast to the 1-loop which saturates to negative constant. This is originated from the ΛL dependence of
the potential in eq. (54) getting larger with increasing Λ resulting in the decreasing function of the effective potential
with the cutoff.
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FIG. 7: Effective potential up to 2-loop as a function of Λ for Nc = 3, λ = 0.1 (a), 0.01 (b); L = 1. The 2-loop contributions
for both chiral broken and symmetric solutions are shown in (c) in comparison to the chiral broken 1-loop.
When the ’t Hooft coupling is very small, λ . 0.08, interesting phenomenon occurs. As we can see from figure 8 (a),
the ratio (magnitude) of the 2-loop to 1-loop increases sharply as λ→ 0. From eq. (53) and (54), since V1−loop ∼ λ2Nc
while V2−loop ∼ λ, the ratio of the 2-loop to 1-loop potential will scale as (λNc)−1 and the 2-loop contribution will
be dominant for sufficiently small λ. However, since both one and two loop contributions are negative and together
they are larger in magnitude than the two-loop potential of the chiral symmetric solution (figure 7 (c)), the chiral
broken vacuum always has lower potential as is demonstrated in Figure 7 (c) and 8 (b). Chiral symmetry breaking
therefore persists for arbitrary weak coupling. One might anticipate the chiral symmetric potential to become more
negative than the chiral broken one as λ → 0 since V2−loop(sym) < V2−loop(χSB) and V2−loop/V1−loop ∼ (Ncλ)−1.
However, a closer investigation reveals that the difference V2−loop(sym) − V2−loop(χSB) ≃ λV2−loop(sym) for very
small λ and V1−loop(χSB) is actually larger in magnitude (i.e. more negative) than λV2−loop(sym). Consequently,
the chiral broken solution still has lower potential than the chiral symmetric one even for extremely small coupling.
16
Nc = 1
Nc = 2
Nc = 3
0.00 0.01 0.02 0.03 0.04
0
10
20
30
40
50
60
70
Λ
V 2
V
1
V2V1 versus coupling Λ
(a)
Nc = 1
Nc = 2
Nc = 3
symmetric
0.00 0.02 0.04 0.06 0.08 0.10
-0.00006
-0.00005
-0.00004
-0.00003
-0.00002
-0.00001
0
Λ
V e
ff
Effective potential versus coupling Λ
(b)
FIG. 8: The ratio of V2−loop/V1−loop decreases rapidly with increasing λ (a). In (b), the effective potential for small λ remains
negative (and smaller than the chiral symmetric case), chiral symmetry breaking thus persists. The cutoff Λ is set to 0.9 and
L = 1 for these plots.
VII. DISCUSSIONS AND CONCLUSIONS
SS intersecting-branes model provides a geometrized model of chiral symmetry breaking and confinement in both
weak and strong coupling regimes. The effective field theory at low energy (E < 1/L) from the SS model is a type of
NJL model with non-local 4-fermion interaction. In constrast to conventional NJL with 4-fermion contact interaction
which requires sufficiently large coupling to break chiral symmetry, the holographic non-local NJL model prefers chiral
broken phase for arbitrarily weak coupling at the 1-loop level. In this work, we found that the 2-loop effect does
NOT change this feature of the model and the chiral symmetry breaking persists for arbitrary weak coupling. The
2-loop effect can be understood as the antiscreening of the non-local 4-fermion interaction induced from the coupling
of fermion with the cloud of scalar condensate. It is suppressed below the 1-loop contribution for λ & 0.08. One of
the suppression factor is the number of colour degrees of freedom Nc = 3 when the coupling λ is fixed. Bosonization
of the fermion bilinear into a colour-singlet scalar naturally matches the loop expansion of the effective potential with
the 1/Nc expansion. The large-Nc expansion makes it manifest that the 1-loop contribution scales as (Nc)
1 and the
2-loop scales as (Nc)
0. The higher-order loops are therefore suppressed by negative power of Nc and so on.
In our loop expansion (equivalent to 1/Nc-expansion in this case), the higher order loops are Nc-suppressed, as well
as λ suppressed when the coupling λ is weak. The reason is the λ/Nc (eq. (44)) dependence of the scalar (condensate)
propagator, the number of which counts the number of loops in the fermion loop diagrams up to a factor of −1, i.e.
the number of loop = the number of scalar propagator +1. For example at 2-loop, there is one scalar propagator and
therefore it scales with λ1. At 3-loop, there are two scalar propagators resulting in the λ2-dependence of the 3-loop
and so on. It seems straightforward to see that higher loops are suppressed by higher powers of λ in the weak coupling
regime.
However, the scaling of the momentum loop integral with T0 in the 1-loop evaluation, as shown in eq. (53), makes
things more complicated since T 40 scales as λ
2. Only when the solution of the gap equation, eq. (20), is substituted
into the one-loop potential that this extra λ-dependence appears (before the scaling, 1-loop potential scales with λ0).
At 2-loop, exactly the same scaling can be done once the solution of the gap equation is substituted into the potential
and we would have the extra λ-dependence as well (they are different for low and high momentum regions as we can
see from eq. (20)). This is why the 2-loop analyses are crucial in order to determine whether the chiral symmetry
breaking persists at the 2-loop order.
The solution to the gap equation at one loop gives fermion condensate proportional to
√
λ/L3 resulting in λ2-
dependence of the one-loop potential while the two-loop scales as λ. Therefore the two-loop contribution becomes
dominant to the one-loop for very small coupling. However, since the difference between the two-loop contribution of
the chiral symmetric and broken solutions is found to be numerically smaller than the size of the one-loop potential
of the chiral broken solution even for very small coupling, the chiral symmetry remains broken (Fig. 8).
At 3-loop and higher, the situation could change since we would also have extra λ-dependence once the solution to
the gap equation is substituted. With competing loop contributions, the phase structure of the chiral symmetry could
become interesting for very small coupling. Actually this is why this model is non-trivial, the AHJK solution to the
gap equation depends on λ1/2 in the low momentum region while negligible in the high momentum (from eqn. (20)).
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We would have extra λ-dependence in the low momentum and it could alter the conclusion on the chiral symmetry
breaking of the model at lower loops. It is likely that the difference of the higher-loop contribution between the chiral
broken and symmetric configuration is again smaller than the dominant lower loops and chiral symmetry breaking
persists to arbitrary order in this model. It would be interesting to find a complete proof in the future work.
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Appendix A: Integrating out gauge field for single intersection model
According to the standard technique of path integral (see [32], or textbooks in QFT), the generating function of
the action in eq. (4) is written by∫
[dAM ] ∆FP exp
{
iS
(
AM , qL
)}
,
=
∫
[dAM ] ∆FP exp
{
i
∫
d5x
1
g25
[
1
2
AM A
M + δ (x4)JM AM
]
+ i
∫
d4x q†L σ¯
µ i ∂µ qL
}
,
=
∫
[dAM ] ∆FP
× exp
{ i
g25
∫
d5x
1
2
AM A
M
− i
g25
∫
d5x d5y δ (x4) δ (y4)
1
2
JM (x)GMN (x− y , x4 − y4)JN (y)
+ i
∫
d4x q†L σ¯
µ i ∂µ qL
}
, (A1)
where ∆FP is the Faddeev-Popov’s determinant. In the Feynman-gauge, the propagator, GMN (x, x
4) of the gauge
field AM can be written as
GMN
(
x , x4
)
=
1
8 π2
gMN G
(
x , x4
)
,
=
1
8 π2
gMN
((x4)2 − x2)3/2
. (A2)
Using eq. (5,A1) in eq. (3), we obtain
eiSeff =
∫
[dAM ] ∆FP e
i
∫
d4xL
(
AM(x),qL(x)
) /∫
[dAM ] ∆FP e
i
∫
d4xL
(
AM (x),0
)
=
∫
[dAM ] ∆FP
× exp
{ i
g25
∫
d5x
1
2
AM A
M
− i
g25
∫
d5x d5y δ (x4) δ (y4)
1
2
JM (x)GMN (x− y , x4 − y4)JN (y)
+ i
∫
d4x q†L σ¯
µ i ∂µ qL
}
/∫
[dAM ] ∆FP exp
{ i
g25
∫
d5x
1
2
AM A
M
}
,
= exp
{
− i
g25
∫
d4x d4y
1
16 π2
g25 q
†
L(x) σ¯
µ qL(x)G(x − y , 0) g25 q†L(y) σ¯µ qL(y)
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+ i
∫
d4x q†L σ¯
µ i ∂µ qL
}
,
= exp
{
− i
∫
d4x d4y
g25
16 π2
G(x− y , 0)
[
q†L(x) σ¯
µ qL(y)
] [
q†L(y) σ¯µ qL(x)
]
+ i
∫
d4x q†L σ¯
µ i ∂µ qL
}
, (A3)
where we used J (4) = 0 and Fierz identity (q†L,1 σ¯
µ qL,2) (q
†
L,3 σ¯µ qL,4) = (q
†
L,1 σ¯
µ qL,4) (q
†
L,3 σ¯µ qL,2) .
Appendix B: Fourier transform in Euclidean 5-dimensions
The coordinates of a d dimensional Euclidean space are given by
x1 = x cos θ1 ,
x2 = x sin θ1 cos θ2 ,
x3 = x sin θ1 sin θ2 cos θ3 ,
x4 = x sin θ1 sin θ2 sin θ3 cos θ4 ,
x5 = x sin θ1 sin θ2 sin θ3 sin θ4 cos θ5,
...
xn = x sin θ1 sin θ2 sin θ3 · · · sin θn−1 cos θn
xn+1 = x sin θ1 sin θ2 sin θ3 · · · sin θn−1 sin θn, (B1)
where only θn ∈ [0, 2π) (so that xn+1 ∈ [−x,+x, ]) and other angles range from 0 to π. For Euclidean momentum in
5 dimensions, the components are
k1 = k cos θ1 ,
k2 = k sin θ1 cos θ2 ,
k3 = k sin θ1 sin θ2 cos θ3 ,
k4 = k sin θ1 sin θ2 sin θ3 cos θ4 ,
k5 = k sin θ1 sin θ2 sin θ3 sin θ4 . (B2)
The volume element in 5-dimension is thus
d5k = k4 sin3 θ1 sin
2 θ2 sin θ3 dk dθ1 dθ2 dθ3 dθ4. (B3)
With this measure, the Fourier transform in 5 dimensional Euclidean space can be performed as the following
F (x) =
∫
d5 k
(2 π)5
F˜ (k) ei k·x =
∫
d5 k
(2 π)5
F˜ (k) ei k x cos θ1 ,
=
1
(2 π)5
∫
dk dθ1 dθ2 dθ3 dθ4 k
4 sin3 θ1 sin
2 θ2 sin θ3 F˜ (k) e
i k x cos θ1 ,
=
1
(2 π)5
∫ ∞
0
F˜ (k) k4 dk
∫ π
0
ei k x cos θ1 sin3 θ1 dθ1
∫ π
0
sin2 θ2 dθ2
∫ π
0
sin θ3 dθ3
∫ 2 π
0
dθ4,
=
1
4 π3
∫ ∞
0
dk F˜ (k) k4
[ sin(k x)
(k x)3
− cos(k x)
(k x)2
]
. (B4)
Given an explicit functional form F˜ (k), the transform can be completed.
However, in the situation where the quarks are localized at particular x4 and the gauge fields in 5 dimensions
are integrated out to obtain the effective 4-dimensional action, we will need to perform the Fourier transform of the
propagator given in eq. (A2) under the condition that the gauge fields are propagating at a fixed distance in x4
direction. The Fourier integration will split into a delta function in x4 coordinate and the Fourier transform in the
Euclidean 4 dimensions.
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For example, in our model, the Fourier transform becomes
G(k , k4) =
∫
d5 xG(x , L) ei k·x =
∫ ∞
−∞
d x4 e
i k4 x4
∫
d4 xG(x , L) e− i k· x,
= δ(k4)
∫
dx dθ1 dθ2 dθ3 x
3 sin2 θ1 sin θ2G(x , L) e
i k x cos θ1 ,
= δ(k4)
∫ ∞
0
1(
L2 + x˜2
) 3
2
x3 dx
π J1(k x)
k x
(2) (2 π),
=
4 π2
k
δ(k4)
∫ ∞
0
(k x)2 J1(k x)(
(k L)2 + (k x)2
) 3
2
d(k x),
= δ(k4) 4 π
2 e
−Lk
k
, (B5)
where Jn(x) , is Bessel function. If we neglect the momentum in bulk spacetime say, k4 = 0, we obtain
G(k , 0) = 4 π2
e−Lk
k
. (B6)
Appendix C: Gap equation at two-loop
In this section, we will derive the gap equation at the two-loop level. Start with the two-loop effective potential
Veff = Nc
[∫
d4xT (x) T¯ (x)
(x2 + L2)
3
2
λ
−
∫
d4k
(2 π)4
ln
(
1 +
T (k) T¯ (k)
k2
)]
− λ
∫
d4k
(2 π)4
∫
d4p
(2 π)4
G(p− k, L)[
k2 + T (k) T¯ (k)
] 2 p · k[
p2 + T (p) T¯ (p)
] . (C1)
The functional derivative of Veff with respect to T¯ (q) gives the gap equation
δ Veff
δ T¯ (q)
=
δ
δ T¯ (q)
{
Nc
∫
d4xT (x)
∫
d4k
(2 π)4
e−ik·x T¯ (k)
(x2 + L2)
3
2
λ
−Nc
∫
d4k
(2 π)4
ln
(
1 +
T (k) T¯ (k)
k2
)
−λ
∫
d4k
(2 π)4
∫
d4p
(2 π)4
G(p− k, L)[
k2 + T (k) T¯ (k)
] 2 p · k[
p2 + T (p) T¯ (p)
]
}
,
=
Nc
λ
∫
d4xT (x)
∫
d4k
(2 π)4
e−ik·x δ(4)(k − q) (x2 + L2) 32
−Nc
∫
d4k
(2 π)4
T (k)
k2 + T (k) T¯ (k)
δ(4)(k − q)
−λ
∫
d4k
(2 π)4
∫
d4p
(2 π)4
2 p · kG(p− k, L)
×
(
− k
2 T (p) δ(4)(p− q)[
k2 + T (k) T¯ (k)
]2 [
p2 + T (p) T¯ (p)
]2 − T (k) T¯ (k)T (p) δ(4)(p− q)[
k2 + T (k) T¯ (k)
]2 [
p2 + T (p) T¯ (p)
]2
− T (p) T¯ (p)T (k) δ
(4)(k − q)[
k2 + T (k) T¯ (k)
]2 [
p2 + T (p) T¯ (p)
]2 − p2 T (k) δ(4)(k − q)[
k2 + T (k) T¯ (k)
]2 [
p2 + T (p) T¯ (p)
]2
)
,
=
Nc
λ (2 π)4
∫
d4x e−iq·x
T (x)
G(x, L)
− Nc
(2 π)4
T (q)
q2 + T (q) T¯ (q)
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+ 2
λ
(2 π)4
∫
d4k
(2 π)4
2 q · k G(q − k, L) k2 T (q)[
k2 + T (k) T¯ (k)
]2 [
q2 + T (q) T¯ (q)
]2
+2
λ
(2 π)4
∫
d4k
(2 π)4
2 q · k G(q − k, L)T (k) T¯ (k)T (q)[
k2 + T (k) T¯ (k)
]2 [
q2 + T (q) T¯ (q)
]2 , (C2)
where we have used the symmetric property of the propagator G(k, L) i.e. G(k−p, L) = G(|k−p| , L) = G(|p−k| , L).
One then obtains the E.O.M. (δ Veff/δ T¯ (q) = 0) as
Nc
λ
∫
d4x e−iq·x
T (x)
G(x, L)
− Nc T (q)
q2 + T (q) T¯ (q)
+ 2λ
∫
d4k
(2 π)4
2 q · k G(q − k, L) k
2 T (q)[
k2 + T (k) T¯ (k)
]2 [
q2 + T (q) T¯ (q)
]2
+2λ
∫
d4k
(2 π)4
2 q · k G(q − k, L) T (k) T¯ (k)T (q)[
k2 + T (k) T¯ (k)
]2 [
q2 + T (q) T¯ (q)
]2 = 0 . (C3)
1. The k2 ≫ T (k) T¯ (k) approximation
We will approximate the gap equation in two regimes. First when k2 ≫ T (k) T¯ (k), eq. (C3) becomes
Nc
λ
∫
d4x e−iq·x
T (x)
G(x, L)
− Nc T (q)
q2
+2λ
∫
d4k
(2 π)4
2 q · k G(q − k, L) k
2 T (q)
k4 q4
+2λ
∫
d4k
(2 π)4
2 q · k G(q − k, L) T (k) T¯ (k)T (q)
k4 q4
= 0. (C4)
Multiply by q4 and neglect the last term in the left-hand side, we obtain
Nc q
4
λ
∫
d4x e−iq·x
T (x)
G(x, L)
− Nc q2T (q) + 2λ
∫
d4k
(2 π)4
2 q · kG(q − k, L) T (q)
k2
= 0 . (C5)
The last term represents the non-local screening effect of the scalar which is Nc-suppressed comparing to the other
terms. If we neglect the screening effect and Fourier transform the rest, the one-loop gap equation is recovered,
∇2
(
T (x)
G(x, L)
)
+ λT (x) = 0, (C6)
where ∇2 is the Euclidean Laplacian in 4 dimensions.
2. The T (k) T¯ (k)≫ k2 approximation
Next, we consider to the low momentum regime i.e. T (k) T¯ (k)≫ k2 , the E.O.M. in this limit is given by
Nc
λ
∫
d4x e−iq·x
T (x)
G(x, L)
− Nc T (q)
T (q) T¯ (q)
+ 2λ
∫
d4k
(2 π)4
2 q · k G(q − k, L) k
2 T (q)[
T (k) T¯ (k)
]2 [
T (q) T¯ (q)
]2
+2λ
∫
d4k
(2 π)4
2 q · k G(q − k, L) T (k) T¯ (k)T (q)[
T (k) T¯ (k)
]2 [
T (q) T¯ (q)
]2 = 0. (C7)
Neglecting the third term in the left-hand side, the gap equation becomes
Nc
λ
∫
d4x e−iq·x
T (x)
G(x, L)
= Nc
1
T¯ (q)
− 2λ
∫
d4k
(2 π)4
2 q · kG(q − k, L)
T (k) T¯ (k)T (q) T¯ (q)
1
T¯ (q)
. (C8)
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The last term on the right-hand side represents the non-local screening effect of the scalar which is Nc-suppressed.
Again, the one-loop gap equation is recovered when the screening effect is neglected.
The gap equation at one-loop level is solved in ref. [29] as given in eq. (20). We use this approximate solution in
the evaluation of the effective potential.
Appendix D: Evaluation of the 2-loop angle integration
We will integrate out the internal angle of Euclidean 4-dimension, we start with the two-loop effective potential,
V2−loop = −4π2λNf
∫
d4kE
(2 π)4
1[
k2E + T (kE) T¯ (kE)
] ∫ d4pE
(2 π)4
2 pE · kE[
p2E + T (pE) T¯ (pE)
] e−L
∣∣ pE−kE ∣∣∣∣∣ pE − kE ∣∣∣
= −4π
2λNf
(2 π)8
∫ Λ
0
dkE
(2 π2) k4E[
k2E + T (kE) T¯ (kE)
]
∫ Λ
0
dpE
∫ π
0
dθ
2 (4 π) p4E sin
2 θ cos θ[
p2E + T (pE) T¯ (pE)
] e−L
√
p2
E
−2 pE kE cos θ+k2E√
p2E − 2 pE kE cos θ + k2E
= − λNf
4L5 π3
∫ LΛ
0
d(LkE)
(LkE)
4[
(LkE)2 + L2 T (kE) T¯ (kE)
]
×
∫ LΛ
0
d(LpE)
(LpE)
4[
(LpE)2 + L2 T (pE) T¯ (pE)
]
×
∫ 1
− 1
d(cos θ) cos θ
√
1− cos2 θ e
−
√
(LpE)2−2 (LpE) (LkE) cos θ+(LkE)2√
(LpE)2 − 2 (LpE) (LkE) cos θ + (LkE)2
= − λNf
4L5π3
∫ LΛ
0
dk˜E
k˜4E[
k˜2E + L
2 T (kE) T¯ (kE)
] ∫ LΛ
0
dp˜E
p˜4E[
p˜2E + L
2 T (pE) T¯ (pE)
]
×
∫ 1
− 1
dx x
√
1− x2 e
−√A−B x
√
A−B x , (D1)
where k˜E ≡ LkE , p˜E ≡ L pE , A ≡ p˜2E + k˜2E , B ≡ 2 p˜E k˜E .
Expanding function e
u
u =
1
u
∑∞
n=0
un
n ! gives
V2−loop = − λNf
4L5π3
∫ LΛ
0
dk˜E
k˜4E[
k˜2E + L
2 T (kE) T¯ (kE)
] ∫ LΛ
0
dp˜E
p˜4E[
p˜2E + L
2 T (pE) T¯ (pE)
]
×
∫ 1
− 1
dx x
√
1− x2 1√
A−B x
∞∑
n=0
(− 1)n
n !
(√
A−B x
)n
,
= − λNf
4L5π3
∫ LΛ
0
dk˜E
k˜4E[
k˜2E + L
2 T (kE) T¯ (kE)
] ∫ LΛ
0
dp˜E
p˜4E[
p˜2E + L
2 T (pE) T¯ (pE)
]
×
∞∑
n=0
(− 1)n
n !
∫ 1
− 1
dx x
√
1− x2 (A−B x)n−12 ,
= − λNf
4L5π3
∫ LΛ
0
dk˜E
k˜4E[
k˜2E + L
2 T (kE) T¯ (kE)
] ∫ LΛ
0
dp˜E
p˜4E[
p˜2E + L
2 T (pE) T¯ (pE)
]
×
∞∑
n=0
(− 1)n
n !
{
− π (n− 1)A
n−3
2
(n+ 3) (n+ 5)B
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×
[
2 (A2 −B2) 2F1
( 3− n
4
,
5− n
4
; 1;
B2
A2
)
+
(
B2 (n+ 2)− 2A2) 2F1( 3− n
4
,
5− n
4
; 2;
B2
A2
)]}
, (D2)
where 2F1(a, b; c; z) is the hypergeometric function.
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