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Abstract. In this work we present an application of modern deep lear-
ning methodologies to the numerical solution of partial differential equa-
tions in transport models. More specifically, we employ a supervised deep
neural network that takes into account the equation and initial con-
ditions of the model. We apply it to the Riemann problems over the
inviscid nonlinear Burger’s equation, whose solutions might develop dis-
continuity (shock wave) and rarefaction, as well as to the classical one-
dimensional Buckley-Leverett two-phase problem. The Buckley-Leverett
case is slightly more complex and interesting because it has a non-convex
flux function with one inflection point. Our results suggest that a rela-
tively simple deep learning model was capable of achieving promising
results in such challenging tasks, providing numerical approximation of
entropy solutions with very good precision and consistent to classical as
well as to recently novel numerical methods in these particular scenarios.
Keywords: Neural networks · Partial differential equation · Transport
models · Numerical approximation methods for PDEs · Approximation
of entropy solutions.
1 Introduction
Deep learning techniques have been applied to a variety of problems in science
during the last years, with numerous examples in image recognition [12], natural
language processing [24], self driving cars [7], virtual assistants [14], healthcare
[16], and many others. More recently, we have seen a growing interest on apply-
ing those techniques to the most challenging problems in mathematics and the
solution of differential equations, especially partial differential equations (PDE),
is a canonical example of such task [19].
Despite the success of recent learning-based approaches to solve PDEs in rela-
tively “well-behaved” configurations, we still have points in these methodologies
? Supported by São Paulo Research Foundation (FAPESP), National Council for Sci-
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and applications that deserve more profound discussion, both in theoretical and
practical terms. One of such points is that many of these models are based on
complex structures of neural networks, sometimes comprising a large number of
layers, recurrences, and other “ad-hoc” mechanisms that make them difficult to
be trained and interpreted. Furthermore, we have seen little discussion on more
challenging problems, like those involving discontinuities and “shock” solutions
numerical approximation of entropy solutions in hyperbolic-transport problems,
see, e.g., [3,8,9,13,17,23,2,10] and references cited therein.
This is the motivation for the study accomplished in this work, where we
investigate a simple feed-forward architecture, based on the physics-informed
model proposed in [19], to complex problems involving PDEs in transport mo-
dels. More specifically, we analyze the numerical solutions of four initial-value
problems: three problems on the inviscid nonlinear Burgers PDE (involving shock
wave and smooth/rarefaction fan for distinct initial conditions) and on the one-
dimensional Buckley-Leverett equation for two-phase configuration, which is a
litle rather more complex and interesting because it has a non-convex flux func-
tion with one inflection point. The neural network consists of 9 stacked layers
with tanh activation and geared towards minimizing the approximation error
both for the initial values and for values of the PDE functional calculated by
automatic differentiation.
The achieved results are promising. We managed to obtain an average quadra-
tic error of 0.0005, 0.0018, 0.0001, and 0.0021, respectively, for the rarefaction,
shock, smooth, and Buckley-Leverett problems. Such results are pretty inte-
resting if we consider the low complexity of the neural model and the challenge
involved in these discontinuous cases. It also strongly suggests more in-depth
studies on deep learning models that account for the underlying equation. They
seem to be a quite promising line to be explored for challenging problems arising
in physics, engineering, and many other areas.
2 Hyperbolic problems in transport models
Hyperbolic partial differential equations in transport models describe a wide
range of wave-propagation and transport phenomena arising from scientific and
industrial engineering area. This is a fundamental research that is in active
progress since it involves complex multiphysics and advanced simulations due
to a lack of general mathematical theory for closed-analytical solutions (see,
e.g., [13,15,5,3,8,23,9] and references cited therein). A basic fact of nonlinear hy-
perbolic transport problems is the possible loss of regularity in their solutions,
namely, even solutions which are initially smooth (i.e., initial datum) may be-
come discontinuous within finite time (blow up in finite time) and after this
singular time, nonlinear interaction of shocks and rarefaction waves will play an
important role in the dynamics. For the sake of simplicity and without loss of






= 0, x ∈ R, t > 0, u(x, 0) = u0(x), (1)
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here H ∈ C2(Ω), H : Ω → R, u0(x) ∈ L∞(R) and u = u(x, t) : R × R+ −→
Ω ⊂ R. In several applications, the flux function H(u) is smooth and with a
finite number of inflection points, namely H(u) = u
2
u2+a(1−u)2 , 0 < a < 1, such
as is the case of classical Buckley-Leverett equation (it has a non-convex flux
function with one inflection point) in petroleum engineering (e.g., [10]). Another
interesting model is the inviscid Burgers’ equation where H(u) = u2/2, which
is used to model for example gas dynamics and traffic flow, and investigate the
appearance of shock waves, especially in fluid mechanics, for nonlinear wave
propagation (see, e.g., [2]).
By using an argument in terms of traveling waves to capture the viscous
profile at shocks, one can conclude that solutions of (1) satisfy Oleinik’s entropy
condition (see e.g., [17]), which are limits of solutions uε(x, t) → u(x, t), where










, x ∈ R, t > 0, uε(x, 0) = uε0(x), (2)
with ε > 0 and the same initial data as in (1).
Thus, in many situations is of importance to consider and study both model
problems (1) and (2), related to hyperbolic problems in transport models. In
this regard, a typical flux function H(u) associated to fundamental prototype
models (1) and (2) depends on the application under consideration, for instance,
such as modeling slow erosion phenomena in granular flow, fluid mechanics, flow
in porous media (see, e.g., [2,10,3,13] and references cited therein). Moreover, it
is noteworthy that in practice calibration of function H(u) can be difficult to
achieve due to unknown parameters and, thus, data assimilation (i.e., regression
method) can be an efficient method of calibrating these flux function H(u) mo-
dels [4,22]. We intend to design a unified approach which combines both Partial
Differential Equation (PDE) modeling and fine tuning machine learning tech-
niques aiming as a fisrt step to an effective tool for advanced simulations related
to hyperbolic problems in transport models.
2.1 A benchmark numerical scheme for solving model (1)
From the above discussion, and for comparison purposes, we will provide correct
qualitative entropy approximation solutions for model problem (1) by using two
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n
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]
, (3)
with the associated classical Lax-Friedrichs numerical flux found elsewhere,
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as well as by the the Lagrangian-Eulerian numerical flux ([2,1])






























for all Unj in the mesh grid.
3 Related works
We are interested in the study of a unified approach which combines both
data-driven models (regression method by machine learning) and physics-based
models (PDE modeling). Our approach is substantially distinct from the cur-
rent trend of merely data-driven discovery type methods for recovery governing
equations by using machine learning and artificial intelligence algorithms in a
straightforward manner. We glimpse the use of novel methods, fine tuning ma-
chine learning algorithms and very fine mathematical and numerical analysis to
improve comprehension of regression methods aiming to identify the potential
and reliable prediction for advanced simulation for hyperbolic problems in trans-
port models as well as the estimation of financial returns and economic benefits.
In this regard, we mention the very interesting works [20,11,4,22,19], which in-
troduced physics-informed neural networks that are trained to solve supervised
learning tasks while respecting conceptual foundations of physics as well as prov-
ing data assimilation for summarizing data-driven discovery of partial differential
equations. Related to the hyperbolic problems in transport models (1) and (2),
we mention the very recent review paper [6], which discusses machine learning
for fluid mechanics, but highlighting that such approach could augment existing
efforts for the study, modeling and control of fluid mechanics, keeping in mind
the importance of honoring engineering principles and the governing equations,
mathematical and physical foundations driven by unprecedented volumes of data
from experiments and advanced simulations at multiple spatiotemporal scales.
We also mention the work [21], where the issue of domain knowledge is addressed
as a prerequisite essential to gain explainability to enhance scientific consistency
from machine learning and foundations of physics-based given in terms of mathe-
matical equations and physical laws. However, we have seen much less discussion
on more challenging PDE modeling problems, like those involving discontinuities
and shock’ solutions numerical approximation of entropy solutions in hyperbolic-
transport problems, in which the issue of conservative numerical approximation
of entropy solutions is crucial and mandatory [3,8,9,13,17,23,2,10,1].
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4 Proposed methodology
The neural network employed here is based on that described in [19]. It fol-
lows a classical feed-forward architecture, with 9 hidden layers, each one with a
hyperbolic tangent used as activation function.
The general problem solved here has the form
ut +N (u) = 0, x ∈ Ω, t ∈ [0, T ], (7)
where N (·) is a non-linear operator and u(x, t) is the desired solution. Unlike
the methodology described in [19], here we do not have an explicit boundary
condition and the neural network is optimized only over the initial conditions of
each problem.







= 0, x ∈ [−10, 10], t ∈ [0, 8], (8)
with shock initial condition
u(x, 0) = 1, x < 0 and u(x, 0) = 0, x > 0, (9)
discontinuous initial data (hereafter rarefaction fan initial condition)
u(x, 0) = −1, x < 0 and u(x, 0) = 1, x > 0, (10)
smooth initial condition
u(x, 0) = 0.5 + sin(x), (11)




u2 + a(1− u)2
)
x
= 0, x ∈ [−8, 8], t ∈ [0, 8],
u(x, 0) = 1, x < 0 and u(x, 0) = 0, x > 0.
(12)
In this problem we take a = 1.
For the optimization of the neural network we should define f as the left
hand side of each PDE, i.e.,
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in the Buckley-Leverett. Here we also have an important novelty which is the
introduction of a derivative (w.r.t. x) in N (u), which was not present in [19].
The function f is responsible for capturing the physical structure (i.e, select
the qualitatively correct entropy solution) of the problem and inputting that
structure as a primary element of the machine learning problem. The neural
network computes the expected solution u(x, t) and its output and the derivatives
present in the calculus of f are obtained by automatic differentiation.














where {xif , tif}
Nf
i=1 correspond to collocation points over f , whereas {xiu, tiu, ui}
Nu
i=1
correspond to the initial values at pre-defined points.
Finally, the solution u(x, t) is approximated by minimizing the sum of both
objective functions at the same time, i.e.,
u(x, t) ≈ arg min
u
[Lf (u) + Lu(u)]. (17)
5 Results and Discussion
In the following we present results for the solutions of the investigated problems
obtained by the neural network model. We compare these solutions with two nu-
merical schemes: Lagrangian-Eulerian and Lax-Friedrichs. These are very robust
numerical methods with a solid mathematical basis. Here we use one scheme to
validate the other. In fact, the solutions obtained by each scheme are very similar.
For that reason, we opted for graphically showing curves only for the Lagrangian-
Eulerian solution. However, we exhibit the errors of the proposed methodology
both in comparison with Lagrangian-Eulerian (EEL) and Lax-Friedrichs (ELF).














where uNN , uLF , and uLE correspond, respectively, to the neural network, Lax-
Friedrichs, and Lagrangian-Eulerian solutions. In our tests, we used Nf = 10
4
unless otherwise stated, and Nu = 100. For the numerical reference schemes we
adopted CFL condition 0.4 for Lax-Friedrichs and 0.2 for Lagrangian-Eulerian.
We also used ∆x = 0.01.
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For the rarefaction case, we observed that using Nf = 10
4 collocation points
was sufficient to provide good results. In this scenario, we also verified the num-
ber of neurons, testing 40 and 60 neurons. Figure 1 shows the obtained solution
compared with reference and the respective errors. Interestingly, the error de-
creases when time increases, which is a consequence of the solution behavior,
which becomes smoother (smaller slope) for larger times, showing good accu-
racy and evidence that we are computing the correct solution in our numerical
simulation.




































































































Fig. 1. Burgers: Rarefaction.
Figure 2 illustrates the performance of the neural network model for the
inviscid Burgers equation with shock initial condition. Here we had to add a
small viscous term (0.01uxx) for better stabilization, but in view on the modeling
problems (1) and (2). Here, such underlying viscous mechanism did not bring
significant reduction in error, but the general structure of the obtained solution is
better, attenuating spurious fluctuations around the discontinuities. It is crucial
to mention at this point that numerical approximation of entropy solutions (with
respect to the neural network) to hyperbolic-transport problems also require the
notion of entropy-satisfying weak solution. It was also interesting to see that
the addition of more neurons did not reduce the error for this initial condition.
This is a typical example of overfitting caused by over-parameterization. An
explanation for that is the relative simplicity of the initial condition, assuming
only two possible values.
Figure 3 depicts the solutions for the smooth initial condition in the invis-
cid Burgers equation. Here, unlike the previous case, increasing the number of
neurons actually reduced the error. And this was expected considering that now
both initial condition and solution are more complex. Nevertheless, we identified
that tuning only number of neurons was not enough to achieve satisfactory solu-
tion in this situation. Therefore we also tuned the parameter Nf . In particular,
we discovered that combining the same small viscous term used for the shock
8 Abreu and Florindo
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Fig. 2. Burgers: Shock.
case with Nf = 10
6 provided excellent results, with quite promising precision in
comparison with our reference solutions.
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Fig. 3. Burgers: Smooth.
Another case characterized by solutions with more complex behavior is Buckley-
Leverett with shock initial condition (Figure 4). And, similar to what happened
in the smooth case, again, the combination of Nf = 10
6 with the small viscous
term was more effective than any increase in the number of neurons. While the
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introduction of the small viscous term attenuated fluctuations in the solution
when using 40 neurons, at the same time when using Nf = 10
4, we observe that
increasing the number of neurons causes an increase in the delay between the
solution provided by the network and the reference.
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Fig. 4. Buckley-Leverett: Rarefaction + Shock.
Generally speaking, the neural networks here studied were capable of achie-
ving promising results in challenging situations, involving different types of dis-
continuities and nonlinearities. Moreover, our results also bring important the-
oretical implications. In particular, the neural networks obtained results pretty
close to those provided by entropic numerical schemes like Lagrangian-Eulerian
and Lax-Friedrichs. Going beyond the analysis in terms of raw precision, these
results give us evidences that our neural network model possess some type of
entropic property, which from the viewpoint of a numerical method is a funda-
mental and desirable characteristic.
6 Conclusions
This work presented an application of a feed-forward neural network to solve
challenging hyperbolic problems in transport models. More specifically, we solve
the inviscid Burgers equation with shock, smooth and rarefaction initial condi-
tions, as well as the Buckley-Leverett equation with classical Riemann datum,
which lead to the well-known solution that comprises (from left to right) a rare-
faction and a (discontinuous) shock wave. Our network was tuned according to
each problem and interesting findings were observed. At first, our neural net-
work model was capable of providing solutions pretty similar to those obtained
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by two numerical schemes here used as references: Lagrangian-Eulerian and Lax-
Friedrichs. Besides, the general structure of the obtained solutions also behaved
as expected, which considering the intrinsic challenge of these problems is a
remarkable achievement. In fact, the investigated neural networks showed evi-
dences of an entropic property, which is an important attribute of a numerical
scheme, especially in problems like those investigated here.
In summary, the obtained results share both practical and theoretical im-
plications. In practical terms, the results confirm the potential of a relatively
simple deep learning model in the solution of an intricate numerical problem. In
theoretical terms, this also opens an avenue for formal as well as rigorous studies
on these networks as mathematically valid and effective numerical methods.
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