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Abstract
The GRACE mission launched with a pair of satellites, orbiting in a near-polar orbit, at
a distance of about 220 km from eachother, to map the time-variable earth’s gravity
field, since 2002. The study of time-variable gravity field has been proved to be very
helpful in climate science studies. The gravity variations in the GRACE observations
are mass variations inside the earth, exchanges between glaciers and oceans, changes
due to surface and deep currents in the ocean. Monthly maps are used to study these
gravity variations. The raw gravity field data obtained, is too much noisy and the main
source of this noise is north-south stripes which is due to polar orbit of satellites. Due
to these noisy stripes, filtering of GRACE time-variable gravity field is required.
In this thesis, Empirical Orthogonal Function (EOF) analysis is used to filter and anal-
yse the GRACE gravity data. The method is used to extract the dominant variations
by reducing the dimensionality of a dataset, among a group of time-series data. This
dimensionality reduction and extraction of dominant variance is achieved by linear co-
ordinate transformation to a new set of basis vectors via singular value decomposition.
The decomposition gives spatial and temporal components along with variance val-
ues. Temporal components are analysed by the dominant variance rule, Kolmogorov-
Smirnov rule and autocorrelation function respectively, in order to recover signal from
noise. Dataset recovered by dominant variance rule, reduces the striping but it may
remove the signals as well, especially the signals from ocean. The level of signal re-
duction is less in Kolmogorov-Smirnov rule, whereas autocorrelation performs well in
comparison to both. Geophysical signal reduction is very less in using the autocorre-
lation function for filtered data analysis and the results are even much better if both
Kolmogorov-Smirnov rule and autocorrelation results are combined together. Thus,
autocorrelation can be a better approach to select the signal components from the noisy
ones. EOF anlaysis is explained with its theoretical background and then its applica-
tion on the GRACE data. The focus is on the use of autocorrelation function and its
performance in the filtered data analysis. Here, the entire procedure is applied in spa-
tial domain on the processed equivalent water height values. In future, autocorrelation
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function can be used for data analysis in spectral domain for more better results. Its
performance can be evaluated on regional analysis basis.
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1 Introduction
1.1 GRACE mission and its objective
GRACE mission was launched on 17 March 2002, to map the temporal variations of the
earth’s gravity Field. It delivers only monthly global maps of gravity changes, which are
related to changes in mass in the earth system. Mass change is directly linked to many
of the environmental phenomena.
GRACE maps the earth’s gravity ﬁeld with a spatial resolution of about 400 kms ev-
ery 30 days. It consists of two satelites in near circular orbits at about 500 kms altitude
and 89.5 degrees inclination.The two satellites are separated from each other along-track
by about 220 kms. A K-band microwave ranging system is used to measure the accurate
distance. Additionally to the inter-satellite ranging system, each satellite is equipped
with Global Positioning System (GPS) receivers, altitude sensors, and accelerometers.
Since the two satellites do not ﬂy drag-free, the satellite altitude decays due to atmo-
spheric drag forces. Thus, the ground track does not have a ﬁxed repeat pattern. But
the satellites are held in a three-axis-stabilized, nearly Earth-pointed orientation, so that
the two K-band antennas are always precisely pointed at each other. The microwave K-
band measurements are transmitted to the ground, where they are processed to receive
an accurate range measurement. Two diﬀerent frequencies are used in the measurements
for being able to eliminate the atmospheric eﬀects in the data processing. The eﬀects
of non-gravitational forces acting on the satellites are removed by using the precise ac-
celerometer measurements of the surface force acceleration. The measurements from the
GPS receivers are used for precise time-tagging of the inter-satellite range measurements
and to provide the positions of the satellites above the Earth(Kim, 2002). The gravity
signal which is detected by the satellites is attenuated and noise contaminated. Also
measurement errors, instrumental errors cause this signal attenuation. The near circular
orbit with 89.5 degress inclination has north-south oriented ground track patterns. When
Spherical harmonic coeﬃcients are calculated, the sampling diﬀerences along latitude and
longitude leads to the north-south stripes as the major eﬀect in the gravity maps. These
north-south stripes bury most of the actual signal, these are also called as correlated
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errors.
1.2 Data Processing and its levels
Distance between the two GRACE satellites as they over the Earth is constantly mea-
sured by the microwave K-Band ranging instruments. As the gravitational ﬁeld changes
beneath the satellites, due to changes in mass of the surface beneath, the orbital motion
of each satellite is changed. This change in orbital motion causes the distance between
the satellites to expand or contract and can be measured using the K-band instrument.
Based on these range measurements, the ﬂuctuations in the earth’s gravitational ﬁeld
can be determined in post-processing. For the raw satellite measurements, which are
distances between the two satellites and GPS positions, fairly complicated processing is
necessary to obtain spherical harmonic coeﬃcients for the earth’s gravity ﬁeld and its
temporal changes. The GRACE data products are developed, processed and archived
in a shared Science Data System (SDS) between the Jet Propulsion Laboratory (JPL)
in Pasadena, the University of Texas Center for Space Research (UTCSR) and the Geo
Forschungs Zentrum (GFZ) in Potsdam, Germany. Before the data can be sent to one
of these centers for post-processing, the raw data has to be sent to a receiving station on
earth, two stations are in Weilheim and Neustrelitz in Germany. GRACE data products
are available at three processing levels. These are (Bettadpur, 2012) :
• Level 0 : Level 0 data are the result of the data reception, collection and decom-
mutation by the raw data center located in Neustrelitz in Germany.
• Level 1 : Level 1 data are the preprocessed and time-tagged instrument data. These
are the K-band ranging, accelerometer, and GPS data of both satellites.
• Level 2 : Level 2 data include the short term (30 days) and mean gravity ﬁeld
derived from calibrated and validated GRACE level 1 data products. It also in-
cludes ancillary data sets (temperature and pressure ﬁelds, ocean bottom pressure,
hydrological data) which are necessary to eliminate time variabilities in gravity ﬁeld
solutions. Additionally, the precise orbits of both GRACE satellites are generated.
1.3 Motivation
First of all, there is the discussion regarding the basic ﬁltering process and types of ﬁlters,
then the need of the empirical orthogonal analysis is explained.
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The unﬁltered data from GRACE has a characteristic strip-like error structure, which
completely dominates the signal. Filtering a ﬁeld on the sphere can be carried out by
designing suitable ﬁlters either in a spatial domain or spectral domain. Spectral domain
refers to representation of function in terms of Spherical harmonics. A general ﬁlter
kernel arise on the sphere from a two point function, whose weights are determined by the
(Spherical) distances and directions between the ﬁlter kernel location and other points on
the sphere. Then the ﬁltered value of the ﬁeld at the ﬁlter kernel location is obtained by
averaging the product of the ﬁeld with ﬁlter kernel. This is the spatial side of the ﬁltering,
which can also be performed in a spatial domain. The parameters that control the
weight of the ﬁlter are the location (Latitude-Longitude) of the ﬁlter kernel and distances
and directions between other properties. The ﬁlter kernel are classiﬁed in two ways
they are designed- When the weightage functions are designed by the use of analytical
functions then the ﬁlter kernels are called deterministic and when they are designed by
the some statistical minimization principles, the kernels are called stochastic. Example
of deterministic kernel - Gaussian and homogeneous isotropic ﬁlter and stochastic ﬁlter
- Wiener ﬁlter.
Empirical orthogonal analysis approach is used to ﬁlter and analyse the data because
of its capability of capturing the dominant modes of a time-series of data in spatial and
temporal domain. This approach is capable of ﬁltering the physical eﬀects from noise.
Data is analysed to separate the signal containing components and throwing as much
noise as possible, especially white noise. These signal containing components added to-
gether to study the hydrological, seismic, geophysical changes. EOF decomposition gives
space and time domain patterns. The patterns together are studied for these physical ef-
fects. EOF has been applied in spectral and spatial domain respectively(Wouters, 2010).
Singular value decomposition is the method to achieve it. After the decomposition of
dataset, modes obtained are selected by diﬀerent methods as rule N, rule KS2. These
rules are applied in the time domain in order to separate white noise from the dataset
but sometimes most of the signal information is lost assuming that it is white noise. To
interpret noisy time-series and its frequency-power spectrum is very diﬃcult to look for
the white noise. This problem led to the motivation behind the use of autocorrelation
function for a time-series and to look into the autocorrelation function plot. It gives
more clear distinction of white noise present in the time-series, to make it easy and more
reﬁned approach for white noise separation. So, here we have used the autocorrelation
function to select the modes and then we have seen the potential of function in separating
the signal from noise. EOF analysis was performed earlier on the dataset of diﬀerent
gaussian smoothing radii that is 250 km, 300 km, 350 km, 500 km and then analysed
15
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the performance of EOF ﬁltering. The outcome was, the EOF performs better with
the increase in radius, but this is the case upto 500 km only, beyond that it is not true
because at 700 km radius signal attenuation problem occurs, thus there is enough loss of
signal and EOF is unable to perform well. It shows better ﬁltering results starting with
Gaussian radius 350 km(Bentel, 2009).
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Analysis
2.1 Introduction
EOF(Empirical Orthogonal Function) analysis or PCA is applied to a group of time
series data. EOF analysis is used by meteorologists and oceanographers to extract
dominant variations, among a group of time-series data. These are of coherent nature,
then they are analysed further. It is also used to generate index time-series data of some
sort from a group of time-series data as typical applications of PCA.
The advantage of EOF based analysis is that, we need to analyze a few sets of new
time-series data calculated by EOF from a group of original time-series data, if these
original time-series data are relatively coherent each other. This is because these few sets
of new time-series data include maximum number of variances included in the original
data that might consist of hundreds of time-series data sets.
The approach is used for the ﬁltering as well as analysing. EOF analysis is basically
the computation of eigen vector and eigen value of a covariance or a correlation matrix,
computed from a group of original time-series data. The coherent variations among a
group of original time-series data are extracted and a new group of time-series data is
created by using original time-series data and eigenvectors. These new time-series data
is statistically non-correlated with each other. In other words, EOF separates coherent
variations mixed in the group of original time-series data into several components and
these components themselves are not correlated to each other. We might be able to
identify the causes of variations of individual component separately. The magnitude of
eigenvalues shows how important these new time-series data are. The eigenvectors show
us similar information but for each individual original time-series.
Some of the characteristics of the EOF are(CRI, 2005):
• EOF is unable to deal with phase or time lag among time series data
• Reasonably constant eigen vectors and eigen values
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• Data should be pre-processed before computing EOF
2.2 Principal Component Analysis Approach
PCA as used by the meteorologists and oceanographers, is a tool for the analysis of spatial
or temporal variability of physical ﬁelds. For example, a situation beneﬁtting from such
analysis occurs when a succession of snapshots of the sea surface temperature(SST) ﬁeld
over the extent of the Paciﬁc ocean is made at semi-monthly times during a year. When
these snapshots are viewed in rapid succession, it becomes apparent to the eye where the
areas of the great variability of SST are. In order to represent such complex variations
successively, Principal Component Analysis concept has been developed (Preisendorfer,
1988).
Representing the PCA in algebraic terms, let x(t,z) be the sea surface temperatures,
say at point ‘z’ in an ocean at time ‘t’ . Let the measurements are taken over the set of
locations z = 1, . . . ,p at times t = 1, . . . ,n. x(t,z) : z = 1 . . .p, is the collection of readings
taken at n number of times t. Here, ‘p’ is the column vector represented as p× 1 and
x(t) = [x(t,1), . . .x(t,p)]T forming a swarm of points around the p-dimensional euclidean
space, Ep. T represents the transpose operation. From these points a ‘p× p’ scatter
matrix S arises in Ep ,
S =
n∑
t=1
x(t)xT(t) (2.1)
This matrix has a set of ‘p’ orthonormal eigen vectors
ej = [ej(1), . . . , ej(p)]T where j = 1, . . .p (2.2)
These are the Empirical Orthogonal Functions: “Empirical” since they arise from the
data and “Orthogonal” as they are uncorrelated over the space.
(Analysis of z)
aj(t) =
p∑
z=1
x(t,z)ej(z) = xT(t)ej where t= 1 . . .n;j = 1 . . .p (2.3)
aj(t) is the principal component. Finally and most importantly, the original centered
data set can be exactly represented in the form,
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(Synthesis of z)
x(t,z) =
p∑
j=1
aj(t)ej(z), t= 1, . . .n;z = 1, . . .p (2.4)
This is further explained in the later sections.
2.3 History of PCA
Principal Component Analysis has risen several times to prominence over the past century
in disparate ﬁelds, as an abstract algebraic device, or as a tool to accomplish some end
in biology, psychometry, meteorology or oceanography (Preisendorfer, 1988).
The ﬁrst application of PCA in Meteorology was made at Massachusetts Institute Of
Technology(MIT) by G.P.Wadsworthand the two colleagues J.G Bryan and C.H.Gordan(1948).
The goal was to develop a short term prediction method for sea-level atmospheric pres-
sures over the northern hemisphere. In Russia, Lorenz (1960) and his students made new
advancements in PCA via probability and statistical techniques. They were concerned
with describing the daily variations of the barometric pressure ﬁeld as function of the
height.
In 1963, Rukhovets studied the vertical distributions of various meteorological vari-
ables, using PCA. Temperature and humidity proﬁles were considered using the PCA
method by Koprova and Malkewich(1965). Yakelova et al.(1968) gave an approach to
the eigen vector partition problem.
In England, Grimmer(1963) produced his classic study of space-ﬁltering of the monthly
anomalies of eighty years of surface air temperatures over the region bounded by the
North Atlantic and West Russia and from the latitudes of Iceland to the Mediterranean.
PCA was used to reduce data handling problems and to eliminate (“ﬁlter”) noise from
the records. The complexity reduction achieved by using PCA was about 75%.
In 1970, Holmstrom applied PCA to the problem of time-series analysis.
Applications of PCA to oceanographic data sets began to appear about a decade after
Lorenz’s work. Trenberth (1975) related southern hemisphere oscillations to sea-surface
temperature. Then in 1975 work done by Barnett and Davis was concerned with Paciﬁc
sea surface temperature. In 1984, Trenberth and Shin used complex PCA to study
quasi-biennial sea level pressure ﬂuctuations over the northern hemisphere. Full history
of PCA can be traced from the references contained in the proceedings of a workshop on
the use of empirical orthogonal functions in meteorology held in 1977, at the European
Center for Medium Range Weather Forecast, reading U.K.
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2.4 Deﬁnition of PCA
The idea behind the PCA is to reduce the dimensionality of a dataset consisting of a
large number of interrelated variables, while retaining as much as possible of the variation
present in the dataset. Dimensionality reduction and retaining the data set’s variance is
achieved by a linear coordinate transformation to a new set of basis vectors.
This new set is chosen such that (CRI, 2005):
• The ﬁrst basis vectors are oriented along the directions of the main variance of data
set.
• This new set of basis vectors is completely uncorrelated.
• Eigen vectors and eigen values are supposed to be constant.
Suppose that ‘x’ is a vector of ‘p’ random variables. Now, the point of interest is the
variances of the ‘p’ random variables and the structure of the co-variances or correlations
between these ‘p’ variables. An approach is to look for a few (<< p) derived variables
that preserve most of the information given by these variances and co-variances. PCA
concentrates on variances. So ﬁrst step is, go for a linear function eT1 x of elements of
‘x’ having maximum variance, where e1 is a vector of ‘p’ constants e11, e12, . . . e1p and T
denote transpose, so
eT1 x= e11x1+ e12x2+ e13x3+ . . . .e1pxp =
p∑
j = 1
e1jxj (2.5)
Next, is another linear function eT2 x , uncorrelated with eT1 x having maximum variance
and so on, so that at the kth stage, a linear function eTk x is there with maximum variance
subject to being uncorrelated with, eT1 x,eT2 x,eT3 x, . . . eTk−1x. The kth derived variable, eTk x
is the kth principal component. In general most of the variances in ‘x’ will be accounted
for by ‘m’ PCs, where m<< p, although ‘p’ PCs can be found (Jollife, 2002).
If a set of ‘p’ variables has substantial correlations among them, then the ﬁrst few PCs
will account for most of the variation in the original variables. Also, the last few PCs
identify directions in which there is very little variation.
2.5 PCA in algebraic terms
Let the coordinates in originl data frame of a bivariate dataset are (x′(ω),y′(ω)), its
centered coordinates are (Preisendorfer, 1988),
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x(ω) = x
′
(ω)− x¯(ω) and y(ω) = y′(ω)− y¯(ω) (2.6)
where, ω = 1.....n and
x¯= Σ
n
ω=1x
′
n
and y¯ = Σ
n
ω=1y
′
n
(2.7)
Now, centered data frame is rotated and the coordinates of data point in the rotated
data frame (e1, e2) are,
(a1(ω),a2(ω)) = (ξ(θ,ω),η(θ,ω))
A point x(ω),y(ω) has coordinates ξ(θ,ω),η(θ,ω) in the rotated frame,
ξ(θ,ω) = x(ω)cosθ+y(ω)sinθ (2.8)
and its variance in this frame will be,
s2(θ) = (n−1)−1Σnω=1ξ2(θ,ω) (2.9)
= (n−1)−1Σnω=1[x(ω)cosθ+y(ω)sinθ]2 (2.10)
s2(θ) = sxxcos2θ+2sxysinθcosθ+ syysin2θ (2.11)
where,
sxx = (n−1)−1Σnω=1x2(ω) (2.12)
syy = (n−1)−1Σnω=1y2(ω) (2.13)
sxy = (n−1)−1Σnω=1x(ω)y(ω) (2.14)
Principal variances : The 2 principal variances of the dataset occur at the principal
angles and are,
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s11 = s2(θm), s22 = s2(θm+pi/2) (2.15)
and θm is calculated as,
cos(2θm) =± (sxx− syy)[(sxx− syy)2+4s2xy]1/2
(2.16)
principal covariance associated with s11 and s22 is s12(θm).
s12(θ) = (n−1)−1Σnω=1ξ(θ,ω)η(θ,ω) (2.17)
principal vectors are obtained by using, θm and θm+pi/2 in e(θ) = [cosθ,sinθ]T.
e1 = e(θm) = [cosθm, sinθm]T (2.18)
e1 = e(θm+pi/2) = [−sinθm, cosθm]T (2.19)
these vectors are of unit length and are orthogonal,
eT1 e1 = 1, eT2 e2 = 1 and
eT1 e2 = 0, eT2 e1 = 0
The vector z(ω) is represented as,
z(ω) = a1(ω)e1+a2(ω)e2 (2.20)
in matrix form,

zT(1)
.
.
zT(n)
=

a1(1)
.
.
a1(n)
e
T
1 +

a2(1)
.
.
a2(n)
e
T
2 (2.21)
Synthesis : Z= AET (2.22)
Analysis : A= ZE (2.23)
where,
EET = ETE = I (2.24)
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Some PCA properties:
1. Principal component sets are uncorrelated and have variances s11 and s22 respec-
tively, that is–
ATA=
 ∑nω=1a21(ω) ∑nω=1a1(ω)a2(ω)∑n
ω=1a1(ω)a2(ω)
∑n
ω=1a
2
2(ω)
 (2.25)
= (n−1)
s11 0
0 s22

2. The original dataset and principal variances are related as,
sxx = s11cos2θm = s22sin2θm (2.26)
syy = s11sin2θm = s22cos2θm (2.27)
• adding these together results into ,
sxx+ syy = s11+ s22 (2.28)
that is, total variance is invariant under rotation of coordinates in principal frame.
• subtracting these two equations results into,
sxy = 1/2(s11−s22)sin2θm (2.29)
that is, if principal variances of dataset are equal, then original dataset has ‘0’ variance.
2.6 Singular Value Decomposition
EOF analysis is used for capturing the dominant modes of a time series of data in
spatial and temporal domains. It is achieved by the method called as Singular value
decomposition.
Any (m×n) matrix Z can be written as, the product of an (m×n) column-orthogonal
matrix U, an (n× n) diagonal matrix S with positive or zero elements (the singular
values), and the transpose of an (n×n) orthogonal matrix V. The decomposition looks
like this,
Z(m∗n) = U(m∗n) × S(n∗n) × VT(n∗n) (2.30)
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‘U’ matrix is containing left singular vectors of Z they are the eigen vectors of matrix
ZZT.
‘V’ matrix is containing right singular vectors of Z, they are the eigen vectors of matrix
ZTZ.
‘S’ is a (n×n) diagonal matrix where, ‘n’ is the rank of the matrix.
‘U’ is deﬁned as the (m×n) matrix whose kth column is —-
uk = s
(−1/2)
k Zvk, k = 1,2 . . . .r (2.31)
kth diagonal element of matrix ‘S’ is s(1/2)k .
Now,
Z = USVT =U[s(1/2)1 vT1 , s
(1/2)
2 v
T
2 , . . . ., s
(1/2)
r v
T
r ] = Σ
p
k=1Zvkv
T
k (2.32)
2.7 Analysis and Synthesis Formulas
Data set is represented by the two notation or formulas known as, Analysis and Synthesis,
which are described as follows(Preisendorfer, 1988),
After having new basis vectors after calculation, EOF analysis is performed. Analysis
means, projecting the data onto the new basis vectors.
The data matrix Z with dimensions (m×n) can be represented in terms of principal
components as follows.
Writing the identity
EET = I (2.33)
as follows,
Z=Z(EET) = (ZE)ET (2.34)
where, E is the matrix representing Eigen vectors, and deﬁne
(Analysis): A = Z E, with dimensions (m×n) (2.35)
and,
(Synthesis): Z = A ET, with dimensions (m×n) (2.36)
where,
A=[a1 . . .ap] (2.37)
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where, aj refers to the amplitude vectors, and their components are deﬁned in the
context by
aj = [aj(1), . . .aj(n)]T, j = 1, . . . ,p (2.38)
Now, eqn(2.9) can also be written as,
Z =
p∑
j=1
aje
T
j (2.39)
in vector form we can write it as,
z(t, .) =
p∑
j=1
aj(t)ej , (2.40)
where t=1,. . . .n
and its dual is given as,
z(.,x) =
p∑
j=1
ajej(x), (2.41)
where x=1,. . . .p
Thus, representing the equation(2.36) as,
SYNTHESIS : z(t,x) =
p∑
j=1
aj(t)ej(x), (2.42)
where t=1,. . . .n ; x=1,. . . .p
The matrix A which is called as the Amplitude matrix, whose vector and scalar rep-
resentations are,
aj = zej , (2.43)
where j=1,. . . ,p
equation (2.35) is represented as,
ANALYSIS : aj(t) = zT(t)ej =
p∑
j=1
z(t,x)ej(x), (2.44)
where, x = 1,. . . .p ; t = 1,. . . .n
The aj are the principal components vectors in the E.
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3 Mode selection methods
3.1 Introduction
There are a number of methods to select the optimal number of modes for the recon-
struction of the data with the aim not to loose signal and to ﬁlter out as much as noise
possible. Some of them are (Preisendorfer, 1988),—
3.2 Dominant variance rules
• Singular Values:
The criteria of selecting the modes with signal content and throwing away all the
noisy modes is based on the variance present in singular values.
A cut-oﬀ is ﬁnd on the basis of variance in the singular values, then all modes
lower to that cut-oﬀ mode value are considered as signal and all other modes are
considered as noise. One way is to plot singular values and a logarithmic plot of
singular values. In general, all the singular values are distinct, no duplicate and
non-zero values exist. First two modes are having the highest variance among
all, so these are having the highest information content. Since, EOF ﬁlters out
the component such that the initial ones contain more than 90 percent of the total
information. These initial components have the highest variance values. The energy
percentage of each vector or component is given as (Pour, 2013),
Variance of jthmode
total variance =
λj
(Σρj=1λj)
(3.1)
Considering this energy content in the initial modes, cut-oﬀ decided is having the
high energy content in these modes with high variance values. Also, the diﬀer-
ence between these high variance values is even more signiﬁcant than the variance
diﬀerence of other higher modes.
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– Rule N: According to this rule, a threshold is decided ﬁrst. Then, the modes
above that threshold are taken into consideration. In this rule, a count of some
of the ﬁrst occuring modes satisfy the criteria, thus last modes are rejected.
It is not always true that the information content is only there in the ﬁrst few
modes, although they have high signal content. Sometimes last signal modes
can also have some useful information content. So, to rely completely on this
method for the selection of modes is not a good idea, because this way some
important modes can get lost. A hypothesis that is, Kolmogorov-Smirnov test
is then applied to the time-series to diﬀerentiate the signal containing modes
and white noise.
3.3 Time-Series rules
A time-series is a stochastic signal with chronologically ordered observations at regular
intervals. It describes the temporal behavior. In atmospheric science, where principal
components can be very large in number, interest may be restricted only to the ﬁrst few
dominant and physically interpretable patterns of variation, even though their number
is fewer than that associated with most PCA-based rules. Conversely, sometimes very
dominant PCs are predictable and hence of less interest than the next few. In such
cases, more PCs will be retained than indicated by most rules. Diﬀerent objectives for
a PCA lead to diﬀerent requirements concerning how many PCs to retain. The time
series for each mode are tested for non-noisy temporal behavior. To select a mode for
reconstruction, its power spectral density is obtained by calculating its Fourier Trans-
form. At diﬀerent frequencies behaviour of the power spectral density curve is seen. The
behaviour of power spectral density of the signal is observed against the white noise.
It is done by calculating the cumulative density function of the two vectors, one is the
temporal component, another is random data generated for comparison purpose (Jollife,
2002).
• Rule KS2 : This is applied on the time-series of principal component of the dataset.
This is done by computing the Fourier Transform of the temporal component vector
and then calculating the power spectral density of the series. The normalised em-
pirical distribution function is calculated and compared with that of the randomly
generated white noise pattern. The distance between the two patterns is calculated,
if maximum then it is signal, else noise cf.(ﬁgure3.1). This way, the modes which
are having signal with non-dominant variance values and still are diﬀerent from
white noise, they can not get avoided. It is discussed later.
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Figure 3.1: Cumulative density function plot
• Autocorrelation : The term correlation means, the similarity between two sets of
data. Autocorrelation is the cross correlation of the signal with itself. It is used
to know the presence of a periodic signal which has been buried under the noise.
Autocorrelation of the time-series signal at diﬀerent lags is calculated, if there exists
some positive or negative autocorrelation means there is some signal present in the
time-series. A lag is a ﬁxed time displacement in the time-series. This function is
described in later section.
3.4 Space-map rules
These rules use EOF as indicators of the noisiness of the mode. The idea behind is to
compare the spatial map of each mode to a pre-deﬁned spatial map or to a pre-deﬁned
spatial pattern. That is, some known patterns are there which are expected to appear
in the maps. These are compared to all the structures, which appear in the EOF maps.
To ﬁnd the signal containing modes, EOF patterns are tested for correlations.
3.5 Hypothesis test based rules
1. Bartlett’s Test: This test is performed on the singular values. Null hypothesis
means, that two singular values following each other, that is σi and σi+1 are not
diﬀerent from each other signiﬁcantly. Taking the ﬁrst two modes in starting, if
null hypothesis is rejected, then next pair is taken for test. The process repeats
on till two diﬀerent singular values which are no more signiﬁcantly diﬀerent, are
found. This test assumes that the higher modes, that are most likely explaining
noise, have similar singular values, if they express the same amount of variance.
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2. Kolmogorov Smirnov Test : It is used to calculate, if two datasets are diﬀerent
from eachother. The test applies to continuously distributed dataset. It is based
on the calculated Empirical Cumulative Distribution Functions (ECDFs) of the two
sets, respectively. It calculates the maximum distance between the two patterns,
if the distance between the two is maximum, the Kolmogorov-Smirnov test test
rejects the hypothesis, gives the output as 1, else accepts and gives the output
as 0.The two patterns used here are, one is the principal component series and
another one is randomly generated pattern. The comparison is made between the
Empirical Distribution Function of PC series and white noise pattern generated by
random data matrix. The two patterns are normalised, thus ranges from 0 to 1.
PC series is a stationary signal while white noise pattern is a stochastic one. For
Kolmogorov-Smirnov test test, power spectral density is calculated and empirical
distribution function is calculated further. The power spectral density is obtained
by the Lombscargle Method. Lomb-Scargle method performs the spectral analysis
on unevenly sampled data and is a powerful way to ﬁnd and test the signiﬁcance
of weak and periodic signals. It computes Fourier coeﬃcients as the least squares
ﬁt of the sine and cosine of the available observations, Lomb-Scargle spectrum is
good at the detection of the spectral peaks (Broerson, 2006). It computes the mean
and variance of the ‘n’ number of points, then spectral power is computed. These
points are the sum of a periodic signal and independent (white) Gaussian noise.
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The test performed in the temporal domain are basically to test the randomness of the
time-series data. An autocorrelation plot is one of the nicest way to check the randomness
present in data. It gives an answer about the two adjacent observations whether they are
related to eachother at diﬀerent displacements. Computation of autocorrelation of time-
series at diﬀerent lag values ascertains the randomness in dataset. An autocorrelation
function is normalised autocovariance. These terms can be used interchangeably. If data
is random an autocovariance function should be positive semi-deﬁnite (Priestley,1981).
The covariance between two observations yt and yt+h of a stationary stochastic process
is given as (Broerson, 2006),
Ch = cov(yt,yt+h) = E[(yt−µ)(yt+h−µ)] (4.1)
This Ch in equation(4.1) is deﬁned for all integral values of ‘h’ and together it is
called the autocovariance function of yt. It measures the covariance between pairs at a
distance or lag ‘h’ for all diﬀerent values of ‘h’. The autocovariance function represents
the stochastic process which is normally distributed. It speciﬁes the joint probaility
distribution alongwith the mean (µ).
4.1 Types of autocorrelation
Time-series is checked for weak autocorrelation, strong autocorrelation, sinusoidal model
from the autocorrelation plot (Jenkins, 2012). These are discussed in brief as,
1. Weak autocorrelation : In the pattern of weak autocorrelation,
• There exists moderate positive autocorrelation
• Plot generally starts with a moderately high autocorrletion at lag 1 that grad-
ually decreases. This decrease in autocorrelation is generally linear, but sig-
niﬁcantly noisy.
2. Strong autocorrelation : In the pattern of strong autocorrelation,
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• Strong positive autocorrelation exists.
• Plot starts with high autocorrelation at lag 1 (only slightly less than 1) that
slowly declines. It continues to decrease to negative autocorrelation then in-
creasing in negative direction.
3. Sinusoidal model :
• Plot exhibits an alternating sequence of positive and negative spikes, where
spikes do not decay to zero.
4.2 Application of autocorrelation
4.2.1 Stationary and non-stationary time-series
A time-series with the trend is called as non-stationary whereas, a time-series without
trend is called as stationary time-series. Autocorrelation of a non-stationary time-series
does not decreases to zero. Generally, it is suggested that the autocorrelation function
should be calculated for a stationary time-series because, if there is any seasonal pattern
present in this time-series, it can not be seen in autocorrelation plot. So, in order to
look into the seasonal behaviour the trend should be removed from the signal ﬁrst. In
other words, a non-stationary signal is made stationary by diﬀerencing it. It can be
seen here in cf.(ﬁgure 4.1). In ﬁgure, the signal is having sinusoidal pattern along with
trend, if autocorrelation of this signal with trend is computed, it shows strong positive
autocorrelation pattern but the annual behaviour or sinusoidal behaviour is not shown
here. After the diﬀerencing of the signal, the calculated autocorrelation function reﬂects
the annual behavior of signal.
4.2.2 Seasonal behavior of time-series
To look into the seasonal behavior of the time-series, autocorrelation of the diﬀerenced
time-series is computed and plotted. For example, we can look into the time-series and
their autocorrelation function plot.
How can we predict the seasonal behavior of a time-series, cf(ﬁg.4.2). Of course, if
we look at the ﬁrst 12 lags of the autocorrelation function plot, it shows the presence of
an annual signal. Similarly, the case occurs with semi-annual cycle, the autocorrelation
function shows two seasonal cycles.
32
4.2 Application of autocorrelation
Figure 4.1: Autocorrelation of a time-series, where a)autocorrelation of TS with trend
and b)autocorrelation of detrended TS
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Figure 4.2: time-series and its seasonal autocorrelation behavior
4.2.3 Randomness of the time-series
The aim behind this all is ultimately to check the randomness of time-series. We have
studied about the diﬀerent autocorrelation patterns of the time-series. Now the question
is, how do we know the presence of randomness in time-series, what is the autocorrelation
behavior of the noisy data? Let us study the autocorrelation and its pattern for time-
series with random noise.
In a random data pattern of autocorrelation except at lag 1, almost all the values at
diﬀerent lags are very close to zero and there is the absence of any signiﬁcance pattern.
It reﬂects the randomness of time-series.
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Figure 4.3: Random noise pattern
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Autocorrelation function is implemented in Matlab as (Jenkins, 2012),
• y-axis : Autocorrelation coeﬃcient is plotted on this axis, which is calculated as –
Rh =
Ch
C0
(4.2)
where,
Ch =
[ΣN−ht=1 (Yt− Y¯ )(Yt+h− Y¯ )]
N
(4.3)
C0 =
[ΣNt=1(Yt− Y¯ )2]
N
(4.4)
−1≤Rh ≤+1,
Rh is called as autocorrelation coeﬃcient
Ch is autocovariance function
C0 is variance function,
N is the size of the sample
h is the time lag
Yt is the time-series vector at time ‘t’ and Y¯ is the mean of the time-series vector.
• x-axis : It speciﬁes the time lag ‘h’. Here, the time lag range is from 1 to 12.
• Middle line is at zero. The two lines one above and other below to this zero level,
deﬁnes the two conﬁdence bands. Bartlett’s hypothesis is used here to diﬀerentiate
the white noise pattern. These conﬁdence bands are generated as,
±cdf(1−α/2)/
√
(N) (4.5)
where, α is the signiﬁcance level and cdf is the cumulative density function of standard
normal distribution.
The function implemented in Matlab to calculate autocorrelation coeﬃcients for time-
series with gap. For the calculation of conﬁdence bounds, the value of standard deviation
is set to 2.58 for 99% and 1.96 for 95% respectively.
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5.1 Introduction
Empirical orthogonal analysis is performed on the GRACE dataset. At ﬁrst, EOF
decomposition is performed and then modes are selected on the basis of diﬀerent criterias
of mode selection. The result is obtained and described for the entire globe, including the
discussion of mode selection criteria as well. After selecting the speciﬁc number of modes,
these modes are combined ﬁnally as the ﬁltered output, which is free from north-south
stripes and white noise.
5.2 Data Set
The dataset used is the GFZ level 2 RL05 product. Some of the characteristics of RL05
product are :
• The RL05 Monthly solutions provided by GFZ, CSR, JPL have siginﬁcantly lower
error level than previous releases.
• RL05 has better reduced noise level, that is by factor of 2(approx.) for GFZ (for
degree >30) (Martin, 2012).
• In case of destriping when performed on the RL05, it performed better as compared
to old ones.
• RL05 data with diﬀerent Gaussian smoothing radius, shows that 500 km smoothed
maps have signiﬁcantly lower standard deviations, 300 km smoothing is still noisier
and 750 km signal is likely to be more attenuating. Here, Gaussian smoothing
radius 500 km and 350 km data is used .
Data is of 1◦×1◦ resolution and size is (64800×103). For radius 500 km, it consists of
total 103 months from January 2003 to September 2012, but some months are missing
from it. The missing months are,
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• June 2003,
• January, June to November 2004,
• January, June, November 2011,
• April, May, June 2012.
For radius 350 km, dataset contains 110 months from January 2003 to July 2013 with
some missing months. The months missing in this dataset are,
• June 2003
• January, June to November 2004
• January, June, November, December 2011
• April, May, June, October 2012
• March 2013
The data for the month of June 2011 and May 2012 is not available due to missing
accelerometer data (Flechtner, 2012), while others suﬀer from repeat-orbit problem of
satellites. In repeat orbit problem, orbit of a satellite is not evenly distributed over the
globe which aﬀects the resolution and gravity ﬁeld estimates badly. The solutions of these
months are regularised and they are made available but, the dataset used here consists
of non-regularised solutions only.
In case of the data with Gaussian smoothing radius 500 km, grid is of size (64800×103).
The spatial dimension is then arranged into two-dimensional grid of size (180×360) and
time is along the third dimension that is, t = 1...103.
In the dataset with Gaussian smoothing radius 350 km, grid size is (64800×110) with
its spatial dimension arranged into two-dimensional grid of size (180× 360) and time
taken along the third dimension that is, t = 1...110.
5.3 Pre-smoothing
The GRACE gravity ﬁeld solutions are subjected to monthly varying errors due to the
combined action of satellite ground tracks and temporal coverage, space-craft maneuvers
and data processing strategies (Rangelova, 2007.). The GRACE satellites ﬂy at over 400
km altitude. The gravity ﬁeld weakens with altitude, and short wavelengths attenuate
more than longer ones. Consequently short wavelengths are required to be smoothened
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to recover the set of masses on the Earth surface that cause the gravity ﬁeld. To reduce
this noise source, a spatial averaging Gaussian ﬁlter is applied for smoothing. It is
complicated to interpret the observed gravity changes directly, thus data pre-processing
is needed to smoothen these random errors. EOF analysis is unable to perform well
without pre-smoothing. Now the question arises, what should be the radius for EOF
analysis to perform well. Referring to the previous workdone(Bentel, 2009) for the answer
of this question, it can be stated that EOF performs well with large smoothing radius.
At small radii, data is too noisy and EOF analysis is unable to detect any signal with
that. Also, large radii is necessary to smooth the non-isotropic error by an isotropic
smoothing function. These non-isotropic errors are called correlated errors, caused due
to north-south stripes obtained as a result of along track measurements from GRACE
satellites.
This pre-smoothing is performed on the harmonic coeﬃcients (Clm and Slm) directly,
then the Equivalent Water Height values are calculated from this. EOF is performed on
these EWH values. The smoothing is done by the use of Gaussian bell shaped kernel,
with the weighing factor W (α) which depends on the distance to the point of interest,
but not on the orientation.
W (α) = (b/2Π)(e(−b)(1−cosα)/1− e(−2b)) (5.1)
b= ln(2)/1− cos(r1/2/ae) (5.2)
where, ae denotes the equatorial radius, α is the angular distance between the center of
the kernel at (θ,λ) and a nearby point (θ′ ,λ′) and r(1/2), smoothing radius of the kernel.
The smoothed map of EWH anomalies is given by,
∆σ(θ,λ) =
∫ ∫
σ
(
θ
′
,λ
′)
W (α)sinθ
′
dθ
′
dλ
′
(5.3)
where, σ(θ,λ) indicates the smoothed surface mass anomalies (Wouters, 2010).
5.4 Dataset with Gaussian smoothing radius 500 km
The data matrix X on which singular value decomposition applied, is of size (103×64800).
It is 1◦×1◦ grid data. X is decomposed as follows,
X = U×S×VT (5.4)
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where, U is of the size (64800×103) and contains empirical orthogonal values as column
vectors, S is a diagonal matrix of size (103× 103) and contains the singular values on
the main diagonal and V has the size (103× 103) with the principal component values
as column vector. Dataset used here contains the gravity values observed by GRACE,
which reﬂects the variation in the gravity over the globe. The data is already time-
centered, which is one of the requirement of EOF analysis. In the data matrix from
GRACE, time matrix is having very small dimensions as compared to the spatial matrix,
(time dimension is 103 and spatial dimension is 64800). The number of non-zero singular
values is equal to the rank of the data matrix. Here, the rank of the matrix is 103. Singular
values are the measure of amount of variance which is explained by the corresponding
mode. Principal components are plotted as time-series while EOF vectors are rearranged
into 2-Dimensional grids of patterns and plotted as spatial maps. Since, EOF and PC
vectors are both orthonormal, the scaling that leads back to the Equivalent Water Height
(EWH) values, is contained in the singular values. The data set is given in the Equivalent
Water Height (EWH) values in milimetres.
In ﬁgure(5.1), the ﬁrst three modes are shown after applying singular value decom-
position. Corresponding to each mode its spatial pattern, time-series, frequency-power
spectrum, autocorrelation function are plotted. Since, the data we have is in the form
of EWH values with Gaussian smoothing radius 500 km, there exists negligible striping
pattern. In the ﬁrst mode, there is a trend dominating the seasonal annual signal. EOF
pattern is showing the areas where the trend is going, major areas are Greenland, West
Antarctica, Alaska Region, Hudson Bay region, near Amazon Basin region, near Kala-
hari Desert. The pattern in Greenland, West Antarctica, Alaska Region is negative and
time series is having positive trend that means there is a mass loss in these areas, of
course, which was expected. The magnitude of mass change in the Greenland and West
Antarctica region is quiet strong as visible in the color pattern of the EOF, which is due
to ice-sheet melting. In Canada around Hudson Bay region, Scandinavia, Amazon Basin
region, near Kalahari Desert, Antarctic region, region around Central India, Indo-China
Peninsula, pattern visible here is positive and the time series pattern is also positive
thus, there is mass gain in these regions. In Scandinavia and North America, these mass
changes are due to post-glacial rebound. The PC or EOF is chosen alike such that it
leads to same result after multiplication. The singular values are always positive and
not need to be included in the sign selection. For description, the ﬁrst element of PC
is chosen to be positive. The frequency-power spectrum is plotted after removing the
trend, which shows a sharp peak reﬂecting the annual seasonal cycle. Autocorrelation of
the signal also reﬂects the annual behaviour of the time-series in the form of sinusoidal
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pattern, it is also plotted after detrending the time-series. In the second mode, there is an
annual signal. PC time series is an oscillation with an annual period and corresponding
to it are the tropical regions in the EOF pattern. Along the equator, there is a boundary
present between the positive and negative areas in continent. Since, negative patterns
are present towards the north whereas positive patterns are present towards the south
of the equator, there is a mass change going on in north of the Equator with the given
periodicity and in the south of the equator with the oscillation anti-cyclic to that which
is given by the time-series. This mass change signal is the signal corresponding to annual
rainfall variations in the tropical regions. Frequency-power plot also shows the presence
of annual signal in the time-series. Autocorrelation also describes the cyclic behaviour of
signal, this pattern is visible only after the removal of trend otherwise trend dominates
the seasonal signal. These modes are expressing the characteristic variation in the data
set, thus presenting the strongest signal. In the third mode, there is one distinguished
area in EOF pattern: Amazon Basin. Time-series shows change in the water level of
Amazon river with the change in season. This time-series is having a distinct minima
and maxima peak instead of having a continuous sine-like series and the pattern in the
EOF is more in the north of Brazil than that of the South, in North America. Pattern
in the Amazon basin is positive, there are maxima peaks in the time-series, thus there
is an overall positive signal that is marking the peaks of water drainage of the Amazon.
The corresponding autocorrelation plot also explains the annual seasonal changes in the
basin. Here the output of all the three modes is diﬀerent, this is what is expected, as
EOFs and PCs are orthogonal to each other. In the fourth mode cf.(ﬁgure5.2), there is
an upward trend seen clearly in the PC time-series till 2008 and then it is in downward
direction with the distinct minima peaks. This is the long term behavior superimposed
on the seasonal signal. Since this long term behavior is dominating in the time-series,
the spatial pattern may be showing the signal corresponding to it, in the diﬀerent areas
of the globe. In EOF pattern, major regions with the positive mass change are Ama-
zon river basin, West Antarctica, Congo Basin area, Siberian Plateau region and the
negative mass changes are, Kalahari Desert, Himalayan region, Sumatra region, Great
Diving Range region in Australia. The signals of Sumatra earth-quake are visible in the
EOF pattern, but physical interpretation of this mode is diﬃcult due to the two sig-
nal superimposed on eachother. Since, autocorrelation is plotted after removing trend,
it shows the annual seasonal behaviour of signal in this mode. In ﬁfth mode, there is
again an annual signal seen with an increasing trend till 2007, then decreasing trend till
mid 2010 and then again increasing till the end, which is again long term behavior on
the seasonal signal. Since seasonal signal is dominating here, so we can say that the
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signal in the corresponding spatial plot corresponds to that annual signal. In the EOF
pattern, there is a slight signal seen in Africa, Lake Victoria Region, Mt.Kilimanjaaro
and in Amazon basin. Although, it is signal for sure, but its physical interpretation is
quite diﬃcult. There is a strong signal seen in Ganges river region of North India, but
still cannot be said anything about it. Beside trend, time-series shows the oscillatory
signal with annual period, which is clearly visible in the autocorrelation plot. In sixth
mode, the PC time-series is a little bit noisy, but still signal with long term behaviour is
visible. In EOF pattern, signal can be seen at diﬀerent areas as in North America, the
region around Mississippi, Amazon river basin in South America, Congo river basin in
Africa. In frequency-power plot, two seasonal cycles per year is there along with small
periodic cycles. These small cycles may be ENSO (El nino/ southern oscillation) signals.
Autocorrelation plot also reﬂects the periodicity in the signal with strong positive auto-
correlation with two cycles. In mode seven cf.(ﬁgure5.3), Alaska region, Amazon basin,
region around Himalayas shows slight patterns of signal. Positive signal is present there
in the Ethiopian highlands area, the region around Black sea, Caspian sea and Aral sea.
Time-series shows a decreasing trend in the mass till mid of year 2008, then increases till
2010 again following the mass decrease further. Strong autocorrelation is present in the
signal which can be seen in the plot. EOF pattern of mode eight represents an increase
in mass near Paraguay region in South America, region around Kalahari desert in Africa,
and light patches can be seen in the Alaska and Mississipi region and mass decrease
in the Amazon region. Time series is also representing a long- term behaviour of mass
change. Autocorrelation reﬂects the smaller periodic nature of time-series. EOF pattern
of mode nine, shows strong signal in the Amazon basin region and Sandy desert area of
Australia, whereas it is diﬃcult to describe the behaviour of signal from time-series. Pos-
itive autocorrelation exists in the time-series, but with long periods. In the EOF pattern
of mode ten, signal seen in the area of Brazilian highlands and Bay of Bengal in India
is visible clearly. Although, spatial component is little-bit noisy, time-series is also little
noisy showing long term mass change behaviour. These long periods are also reﬂected
in autocorrelation plot cf.(ﬁgure 5.4). The PC series of mode eleven, shows continuous
pattern of mass change behaviour with a strong peak in the year 2009 showing mass
decrease, it is visible in EOF pattern that there is mass increase in the Congo river basin
in Africa and Amazon river basin in South America and decrease in the Sandy desert of
Australia and Kalahari desert of Africa, due to irregular rainfall. Again, autocorrelation
also shows the oscillatory behaviour of time-series. Post glacial rebound is also seen in
the Arctic ocean. In mode twelve, EOF pattern describes the decrease in the mass in the
Amazon Basin region and region near river Mississippi around Great Lakes. Although,
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again in this mode PC series is little noisy but mass decrease can be seen in that with
the minima in March 2005. Autocorrelation plot reﬂects the periodic nature of signal,
but with long-term periods.
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Figure 5.1: a)Spatial (EOF) Pattern, b)Temporal (PC) plot, c)Power spectral density,
d)Autocorrelation plot of 500 km smoothing radius - Mode 1, 2 and 3
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In the time-series of ﬁrst mode cf.(ﬁgure 5.5), there is trend with a little noisy annual
signal. Direction of the trend is upward, going to the Greenland, West Antarctica, Gulf
of Alaska in North America. Post Glacial rebound can be seen in Hudson bay in North
America and Scandinavia in the spatial map. Spectral density plot and autocorrelation
also shows the presence of annual signal in time-series with one seasonal cycle per year,
along with its cyclic behaviour. Because of the noisy annual pattern, autocorrelation is
moderate sinusoidal plot.
In mode 2, time-series shows oscillatory signal with sinusoidal pattern. Correspond-
ingly, EOF pattern shows the Amazon river basin in South America, Gulf of Alaska in
North America, Ganges river basin in India, Congo river basin in Africa. This mode is
same as that of the mode 2 of Gaussian smoothing radius 500 km data. Here also power
spectral density and autocorrelation plot reﬂects the annual seasonal cycle pattern. EOF
pattern of third mode shows the strong signal in Amazon river basin in South America.
Minima in time-series corresponds to this region, Caspian sea, Bay of Bengal in India
whereas, maxima corresponds to the region around Indo-China peninsula and near-by
Australian basin. Time-series and fourier spectrum shows the annual signal behaviour
and autocorrelation plot also shows the annual cycle with one sinusoidal wave. In mode
4 cf.(ﬁgure5.6), spatial and temporal pattern, both are so noisy as compared to that
of 500 km data set. In fourth mode of 500 km data set, time series shows the annual
behaviour of signal with alternating trends whereas, here it has not such pattern. Here,
it shows the presence of long term behavior with annual seasonal signal. Autocorrelation
plot shows that there is moderate autocorrelation present in the signal. Spectral density
plot shows a sharp peak at value one alongwith the noisiness of signal. Time-series of
ﬁfth mode reﬂects the semi-annual behaviour of signal though it is little noisy. In the
spatial map, signal is present in north of the Amazon river basin, Ganges river basin,
West Antarctica. There is too much striping in the spatial pattern. Spectral density and
autocorrelation plot shows two seasonal cycles per year. Autocorrelation plot shows two
cycles on the plot with lag twelve that is, two cycles in a year. Spatial map of mode 6,
shows the signal in Congo river basin in Africa, Ganges river basin in India, Sumatra
region, though striping dominates. Time-series again shows the semi-annual seasonal
behavior along with presence of noise. On the other hand, mode six of 500 km data set
is much more resolved and shows the signal in more number of areas which has been
explained in the previous section. Time-series of mode 7 is too much noisy still it shows
some signal. Spatial pattern corresponds to Mississippi river basin in North America,
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Figure 5.2: a)Spatial (EOF) Pattern, b)Temporal (PC) plot, c)Power spectral density,
d)Autocorrelation plot of 500 km smoothing radius - Mode 4, 5 and 6
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Figure 5.3: a)Spatial (EOF) Pattern, b)Temporal (PC) plot, c)Power spectral density,
d)Autocorrelation plot of 500 km smoothing radius - Mode 7, 8 and 9
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Orinoco basin in South America, Greenland. Striping is also dominating the spatial
map. Power-frequency density spectrum and autocorrelation both reﬂects the presence
of semi-annual signal along with noise cf.(ﬁgure5.7).
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Figure 5.5: a)Spatial (EOF) Pattern, b)Temporal (PC) plot, c)Power spectral density,
d)Autocorrelation plot of 350 km smoothing radius - Mode 1, 2 and 3
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The methods which has been discussed earlier in the previous chapter are applied here
to select the number of modes such that the reconstructed data should not contain white
noise. These are applied on the two diﬀerent data sets with Gaussian smoothing radii
350 km and 500 km respectively. The results of both datasets are explained alongwith
each mode selection criteria.
The modes are obtained as a result of singular value decomposition. Now, the point
is evaluation and selection of modes for the reconstruction of data, which is noise-free as
much as possible, specially free from white noise. There are a number of mode selection
methods available, to separate the signal from noisy modes. Here, modes are selected
by the singular values, power spectral density and Kolmogorov-Smirnov hypothesis test,
auto-correlation plot.
5.6.1 Singular Values
Out of the three matrices obtained, there is a matrix S containing the variance values on
its diagonal, called the variance or singular value matrix. These values give the amount
of variance present between the mode values. On the basis of this singular value matrix,
the cut-oﬀ for the number of modes is decided. From the variance plot, we can get the
cut-oﬀ value which is equal to number of distinct modes.
For the dataset with Gaussian smoothing radius 500 km, diﬀerence between the ﬁrst
and fourth mode value is seen more distinctly. So, the number of distinguished modes
is four, thus cut-oﬀ can be taken as four. From the singular values plot, it is clear that
all the singular values are distinct from each other. First mode is having the highest
variance value that means, it is having the signal with highest information content.
First four modes have a large diﬀerence between their variance values, so they are the
high and distinct information containing modes. This method is used iﬀ all the modes
are having distinct values(Preisendorfer, 1988). If the diﬀerence between the variance
values is considered then ﬁrst four or ﬁve modes can be taken, because after that the
diﬀerence or distance between the adjcent modes is very less or we can say, no variance
value of dominant nature exists further. Thus, a boundary between the signal and noise
containing modes is deﬁned this way. The plot is shown in ﬁgure(5.8).
In the dataset of Gaussian smoothing radius 350 km, there are three singular values
with dominant variance. The diﬀerence between the singular values of ﬁrst three modes
is signiﬁcant. So, ﬁnally the cut-oﬀ decided can be three or four. Now, there exists a
boundary between ﬁrst four modes and rest others. The plot of singular values is shown
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Figure 5.6: a)Spatial (EOF) Pattern, b)Temporal (PC) plot, c)Power spectral density,
d)Autocorrelation plot of 350 km smoothing radius - Mode 4, 5 and 6
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Figure 5.7: a)Spatial (EOF) Pattern, b)Temporal (PC) plot, c)Power spectral density,
d)Autocorrelation plot of 350 km smoothing radius - Mode 7
Figure 5.8: Plot of singular values for smoothing radius 500 km
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Figure 5.9: Plot of singular values for smoothing radius 350 km
in the ﬁgure(5.9).
But as explained in the previous chapter, the dominant variance selection rule is not
appropriate always when we need to separate the signal from noise, because some modes
may have signal information but, they don’t have dominating variance values. On the
other hand, it may happen sometimes that the dominant variance may have noise content,
instead of signal. Thus, dominant variance need not be always signal and small-variance
need not be always noise(Preisendorfer, 1988). This we have seen above, while studying
the description of initial modes. In the dataset of Gaussian smoothing radius 500 km,
the cut-oﬀ says just four modes whereas, modes beyond four that is ﬁfth, sixth, seventh
till twelfth contains signal information. Since, all the modes carry diﬀerent information
thus, every mode is important to study for signal information. Similar the case is with
dataset of Gaussian smoothing radius 350 km, singular values criteria says only three
modes have the meaningful information but we have seen seven modes above. These
all seven modes have signal information, despite of the dominant noisy stripes in some
modes.
So, we have to look other ways also to select the number of modes for synthesis. We
will next go for diﬀerent methods to analyse time series to study the signiﬁcant behaviour
of principal components.
5.6.2 Kolmogorov-Smirnov Test
Kolmogorov-Smirnov test is used to study the behaviour of principal component time-
series. It diﬀerentiates the time-series signal from the white noise, by calculating distance
between the cumulative power spectrum of time-series vector from that of the white noise
at various points. If there exist values with signiﬁcant distance between the two then
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Kolmogorov-Smirnov test rejects the hypothesis by giving the output as ‘1’ and if the
diﬀerence of the distance between the two is not signiﬁcant, Kolmogorov-Smirnov test
accepts the hypothesis and gives ‘0’ as the output. Fourier spectrum is calculated by
Lomb-Scargle method which takes the time vector and corresponding PC series as input.
Since the time period is not continuous here, that is why Lomb-scargle method has been
used to calculate the fourier spectra (Broerson, 2006). The maximum frequency used
here is Nyquist frequency which is by default. Kolmogorov-Smirnov test calculates the
cumulative power spectrum of time-series vector from the corresponding power vector
given as input. The diﬀerence between the cumulative power spectrum of time-series
vector and randomly generated white noise is the basis of selecting and discarding the
modes.
• KS test on dataset with Gaussian smoothing radius 500 km
Kolmogorov-Smirnov test is ﬁrst applied on the spectrum of 500 km dataset at two
signiﬁcance levels, that is at 0.05 and 0.01 respectively. The signiﬁcance value 0.05
correponds to 95 percent conﬁdence interval while 0.01 to 99 percent conﬁdence
interval. Because of the diﬀerent conﬁdence interval, the number of modes selected
by Kolmogorov-Smirnov test varies in each case. It selects 35 modes out of 103
at 95 percent conﬁdence interval while only 27 modes at conﬁdence interval of 99
percent. The plot of these diﬀerent modes is shown in ﬁgure below (5.10).
Here, there is the diﬀerence in the number of modes selected by Kolmogorov-
Smirnov test at two signiﬁcance levels. We can look into the autocorrelation of
these modes, to see the randomness in the time-series vector of that corresponding
mode.
At both of the signiﬁcance levels, it select ﬁrst twelve modes and last ﬁve modes,
also some more modes in between the range. This again shows that if we would
have picked up just four initial modes, then deﬁnitely a lot of signal information
would be lost. In order to reconstruct the dataset, we want a ﬁxed number of modes
selected such that they should not contain white noise. So, we further look into the
frequency-power spectrum and autocorrelation of these uncommon modes, inorder
to separate the white noise. These modes are rejecting the Kolmogorov-Smirnov
test hypothesis at 95 percent conﬁdence interval and accepting the Kolmogorov-
Smirnov test hypothesis at 99 percent conﬁdence interval. The modes are 40, 49,
64, 71, 72, 84, 86, 97, 101, cf(ﬁg. 5.11).
In the frequency-power spectrum of mode 40, we can see that it is quite noisy.
The seasonal signal is not interpretable in it. On the other hand, autocorrelation
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Figure 5.10: KS test result at two signiﬁcance levels for 500 km radius data
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Figure 5.11: Frequency-power spectrum and autocorrelation of modes with accept-
ing Kolmogorov-Smirnov test hypothesis at 99 percent and rejecting
Kolmogorov-Smirnov test hypothesis at 95 percent conﬁdence interval
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Figure 5.12: Modes selected from Kolmogorov-Smirnov test for dataset with Gaussian
smoothing radius 500 km
function is plotted, and the presence of seasonal signal is noticeable in this. Thus,
this mode can not be neglected. For mode 49, the frequency-power spectrum and
autocorrelation function plot both are noisy. So, this mode is rejected. The au-
tocorrelation function of mode 64 shows the value at lag 2, which is rejecting the
Bartlett hypothesis at 99 percent conﬁdence bound, so this mode can not be ne-
glected. In mode 71, autocorrelation value exists at lag 1 and lag 4, rejecting 95
percent conﬁdence bound, but the coeﬃcient value lies at the 99 percent conﬁdence
bound line. It is very hard to decide the hypothesis outcome in this case. This is
one of the limitations of this autocorrelation function. For this problem, we have
assumed that if the value of autocorrelation coeﬃcient and conﬁdence bound cal-
culated are equal then the hypothesis is accepted, elseif it exceeds the conﬁdence
bound value, then it rejects the hypothesis. Considering the assumption, since it
has some value at lag 4, the mode can not be rejected. Mode 72 has autocorrelation
value at lag 1, 9. Mode 84 shows autocorrelation value at lag 1 and lag 4, rejecting
the 99 percent Bartlett’s hypothesis near the boundary. Mode 86, 97, 101 shows
autocorrelation at lag 1. So they are kept for the dataset reconstruction. A total
of 34 modes are selected out of 103, for the reconstruction of dataset, cf(ﬁg.5.12)
• KS test on dataset with Gaussian smoothing radius 350 km
The number of modes selected by Kolmogorov-Smirnov test hypothesis is reduced
this time. It happened because the dataset is noisy. At 95 percent conﬁdence inter-
val, Kolmogorov-Smirnov test hypothesis selects 21 modes whereas at 99 percent
hypothesis it selects 13 modes out of 110. There are eight modes which are rejecting
hypothesis at ﬁrst evaluation and accepting hypothesis at second evaluation which
is the more stricter one than that of ﬁrst. These modes are 6, 74, 80, 82, 83, 94,
102, 104, cf(ﬁg.5.13).
Looking into their frequency-power spectrum and autocorrelation function plot
again, in order to separate the white noise. Mode 6 shows semi annual seasonal
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Figure 5.13: Frequency-power spectrum and autocorrelation of modes with accept-
ing Kolmogorov-Smirnov test hypothesis at 99 percent and rejecting
Kolmogorov-Smirnov test hypothesis at 95 percent conﬁdence interval
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Figure 5.14: Modes selected from Kolmogorov-Smirnov test for dataset with Gaussian
smoothing radius 350 km
signal in both plots. Frequency-power spectrum shows two cycles per year and auto-
correlation also shows two cycles in the autocorrelation function plot. Kolmogorov-
Smirnov test hypothesis considers this mode as white noise, rejecting this mode
means the loss of seasonal information from data. Similarly mode 74, is deﬁnitely
diﬀerent from white noise as its autocorrelation pattern shows some seasonal be-
haviour of the time-series. Thus, this mode can not be rejected. Mode 80, again
is very diﬃcult to judge whether diﬀerent from white noise. The autocorrelation
plot shows some value at lag 3 and 9, but it is very much equal to the boundary of
99 percent conﬁdence limit of Bartlett’s hypothesis. So, this mode can be rejected.
Mode 82 has autocorrelation value at lag 1 and mode 83 at lag 2 rejecting 99 per-
cent conﬁdence bound. So, they are kept since they are diﬀerent from white noise.
In mode 94, the autocorrelation plot rejects the 99 percent conﬁdence bound of
the hypothesis at various legs. Mode 102 and 104 are also diﬀerent from the white
noise, so they can not be rejected. Thus, overall 20 modes are selected, cf(ﬁg5.14).
The signals with high frequencies are very hard to decide if they are diﬀerent from
noise. Kolmogorov-Smirnov test hypothesis gives result on the basis of distance between
spectra of cumulative power spectral density of time-series and white noise. The spectra
of these signals with high frequency goes negative side to that of white noise, but we can
not diﬀerentiate them from noise. On the other hand, if we look into the autocorrelation
of the time-series, we can easily diﬀerentiate them from white noise. This way we can
avoid the high frequency noise.
For example let us see the ﬁgure(5.15), the time-series of mode 49 is very noisy and
frequently occuring sharp negative and positive peaks. These peaks are having high
frequency in time-series which is the cause of negative direction of cumulative density
spectrum. Kolmogorov-Smirnov test rejects the hypothesis for this mode at 95 percent
conﬁdence interval, but autocorrelation shows that it is random noise.
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Figure 5.15: Random noise behavior of mode 49
5.6.3 Autocorrelation
It describes the cross-correlation of the signal with itself at diﬀerent lag values. The
value of number of lags is taken as twelve. The conﬁdence interval is calculated at
two intervals, one is 99 percent and other is 95 percent conﬁdence, for which the value
of standard deviation is 2.58 and 1.96 respectively. The value of conﬁdence bound is
dependent on the input data vector size. It is represented by the two gray lines, one
above and other below to the zero value line in plot. Autocorrelation of all the modes of
both dataset is calculated separately. It has been explained for some of the initial modes
in the previous sections.
We have seen that autocorrrelation is quite easy and clear approach to separate white
noise from the dataset. So, here the idea used is to select the modes on the basis of
autocorrelation of time-series vector, because it is the good criteria of signal selection
in time-series(Broerson, 2006). The Bartlett hypothesis is evaluated at two conﬁdence
levels, one is at 95 percent and other is at 99 percent. The modes selected at the 99
percent conﬁdence bound are considered for the reconstruction. In case of dataset with
Gaussian smoothing 500 km, the output obtained is 63 modes for the reconstruction,
cf(ﬁg.5.16). Similarly, for the dataset with Gaussian smoothing radius 350 km, 36 modes
are selected for reconstruction, cf(ﬁg.5.17).
Note that the conﬁdence bounds of autocorrelation is calculated as,
Conﬁdence bounds =±(standard deviation)√
(n)
(5.5)
Here, ‘n’ represents the length of the time-series. At lag 0, the value of autocorrelation
corresponds to 1. All the values lie near to zero, represent the randomness in data.
We will next see the reconstructed data selected from these diﬀerent criterias and their
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Figure 5.16: Modes selected by autocorrelation for dataset with Gaussian smoothing ra-
dius 500 km
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Figure 5.17: Modes selected by autocorrelation for dataset with Gaussian smoothing ra-
dius 350 km
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signal resolution power respectively.
5.7 Synthesis of modes
After the selection of modes, data is reconstructed again. The reconstructed data contains
these speciﬁc modes, rest are ignored as noise.
The data is constructed as,
Xnew = Σni=1χiUiSiV Ti (5.6)
where, χi is the matrix containing the entry ‘1’ for selected modes, other entries are
zero and ‘n’ is 103 for dataset of 500 km radius and 110 for dataset of 350 km radius.
Let us see the reconstructed dataset ﬁrst, for Gaussian smoothing radius 500 km. On
the basis of singular values cut-oﬀ was decided to be four or ﬁve, here four modes are
added together. Then modes selected on the basis of Kolmogorov-Smirnov test hypothesis
applied on fourier spectra of the time-series and then dataset reconstructed by adding
selected modes from autocorrelation of the time-series vector of the dataset. The dataset
itself is very smoothed as can be seen in the ﬁgure (5.18). In the map for the month
of July 2006, original Gaussian smoothed dataset has negligible striping. Then map is
obtained by reconstructing the dataset on the basis of singular values with dominant
variance, cf(ﬁg.5.19). In ﬁgure(5.20) map on the top, is the result from modes selected
by Kolmogorov-Smirnov test hypothesis applied on the time-series and bottom one is the
result from autocorrelation function.
Since, the original dataset is already very smoothed, it is not very diﬀerent from recon-
structed dataset. Diﬀerences are not clear in these maps. Let us see the reconstructed
results from the noisy dataset with gaaussian smoothing radius 350 km.
In ﬁgure(5.21) and ﬁgure(5.22) reconstructed dataset is smoother than original one.
Data reconstructed by the ﬁrst three modes is very smooth and some signals are not clear
in the map. While in map reconstructed from Kolmogorov-Smirnov test hypothesis on
time-series resolves them and in map resulted from autocorrelation they are even more
clear. For example, Amazon river basin region signal in South America if we compare its
magnitude in all reconstructed maps, it is strong in the autocorrelation map.
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dataset with  Gaussian smoothing radius 500 km
for the month of July 2006  
 
 
−400 −200 0 200 400
Figure 5.18: original dataset with Gaussian smoothing radius 500 km
July 2006
Figure 5.19: Dataset reconstructed by adding modes 1, 2, 3, 4, 5
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 July 2006
 July 2006
Figure 5.20: dataset reconstructed on the basis of (i) Kolmogorov-Smirnov test (top) and
(ii) autocorrelation (bottom) results respectively
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dataset with  Gaussian smoothing radius 350 km
for the month of July 2006 
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Figure 5.21: Original dataset with Gaussian smoothing radius 350 km
 mode 1,2,3 added together
Figure 5.22: Reconstructed dataset by adding mode 1, 2 and 3
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Figure 5.23: (B)dataset reconstructed on the basis of (i)Kolmogorov-Smirnov test (top)
and (ii) autocorrelation (bottom) results respectively
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6 Conclusions and future scope
We have seen the results on the basis of cut-oﬀ on the basis of maximum variance,
Kolmogorov-Smirnov test hypothesis applied on the time-series power spectral density
and autocorrelation function computed for every principal component time-series. This
chapter describes the performance of autocorrelation function in comparison with other
methods and its future research aspects.
Since, diﬀerences can be more visualised in a noisy data set, so let us discuss the results
of dataset with Gaussian smoothing 350 km to check the performance of autocorrelation.
• Autocorrelation performs better in terms of selecting modes than other techniques.
For example, when Kolmogorov-Smirnov test hypothesis applied on spectral density
of time-series, it rejects mode 6 but if we see the time-series and EOF component,
semi-annual signal is present which corresponds to the Amazon basin, Kalahari
desert, Java and Sumatra region, cf(ﬁg.6.1). Rejecting this mode means a signiﬁ-
cant amount of information loss. Autocorrelation selects this mode as a signal.
• In the reconstructed dataset, if we look towards the data reconstructed by domi-
nant variance modes, in many areas especially the small river basins, it misses the
signal information. Whereas, result from Kolmogorov-Smirnov test hypothesis and
autocorrelation shows the signal in those areas. The magnitude of signal is also
comparable, they are far better than the data reconstructed by dominant variance
modes. It has been discussed in the previous chapter, in the mode synthesis section.
• Looking at the selected number of modes in every case, Rule N selects very few
number of modes, Kolmogorov-Smirnov test hypothesis recovers more signal than
Rule N and of course these modes were diﬀerent from the white noise. If we look
at the resulting modes from autocorrelation, it recovers more signal as compared
to above selection criterias. The modes which are very noisy, they also have auto-
correlation value at some lags which rejects the 99 percent conﬁdence interval for
Bartlett’s hypothesis. It reﬂects the presence of some information even in the noisy
time-series. Also, modes recovered are more than the above two.
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Figure 6.1: Mode 6
• High frequency signals are very hard to decide on whether they are containing pure
noise or have some information, there also autocorrelation plot resolves the issue.
We can see clearly the white noise pattern and and diﬀerentiate it with that of the
signal information.
Here, we have seen that autocorrelation performs better than the pre-existing mode
selection methods.
Its performance can be evaluated on the empirical orthogonal function analysis of
regional GRACE gravity data. The results obtained would be much better, if we will
use this autocorrelation function in spectral domain. The data used here are smoothed
equivalent water heights, but applying directly on spherical harmonic coeﬃcients would
give better results. EOF analysis would give better results with some hypothesis on
spatial component also.
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