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Sissejuhatus
Murrulise tuletise tekkeks peetakse l'Hospitali ja Leibnitzi kirjavahetust 30. sep-
tembril 1965. aastal. Leibniz oli märkinud ühes enda kirjas funktsiooni f n-indat
järku tuletise kujul
dn
dxn
f(x), kus n on naturaalarv. L'Hospital esitas kirjateel
Leibnizile küsimuse, et mis oleks tulemus, kui võtta n =
1
2
.
Selle probleemiga tegelesid matemaatikud, seal hulgas Fourier, Euler ja Laplace,
algselt ainult hobi korras, sest teaduses poldud veel avastatud murrulise tuletise
rakendust. Iga matemaatik kasutas endale meelepärast tähistust ja metoodikat
defineerimaks murrulist tuletist. Tänapäeval ühed kõige tuntumad on Riemann-
Liouville ja Caputo poolt defineeritud murruliste tuletiste mõisted.
Viimastel kümnenditel on leitud murruliste tuletiste jaoks palju erinevaid ra-
kendusi füüsikas, bioloogias, keemias, majanduses: helilainete summutamine ja le-
vimine, elektromagnetism, soojusülekanne, signaalitöötlus, robootika, liiklus süs-
teemid, geneetilised algoritmid, telekommunikatsioon. Need on vähesed põhjused,
miks on hakatud uuesti aktiivselt uurima murrulisi tuletisi.
Käesoleva bakalaureusetöö eesmärk on uurida meetodit, millega on võimalik
murrulisi tuletisi lähendada.
Töö on jaotud kolmeks peatükiks:
i. Esimeses peatükis on toodud vajalikud abitulemused ja mõisted murruliste
tuletiste ning põhiteoreemi tõestamise jaoks.
ii. Teises peatükis on esitatud meetod murruliste tuletiste ligikaudseks arvuta-
miseks harilike tuletiste abil.
iii. Kolmandas peatükis vaadeldatakse näiteid.
Bakalaureusetöö aluseks on artikkel [1], mis ilus 2015. aastal.
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1 Mõisted ja terminoloogia
Selles peatükis toome välja olulisemad mõisted ning abitulemused, mida vajame
järgmises peatükis.
Definitsioon 1.1. Funktsiooni B : (0,∞)× (0,∞)→ R, mis on defineeritud võr-
dusega
B(a, b) =
∫ 1
0
ta−1(1− t)b−1 dt, (1.1)
nimetatakse Euleri beetafunktsiooniks.
Valemis (1.1) esineva integraali koonduvuse tõestuse võib leida õpikust [2, lk
247].
Definitsioon 1.2. Funktsiooni Γ: (0,∞)→ R, mis on defineeritud võrdusega
Γ(a) =
∫ ∞
0
ta−1e−t dt, (1.2)
nimetatakse Euleri gammafunktsiooniks.
Valemis (1.2) esineva integraali koonduvuse tõestuse võib leida õpikust [2, lk
252].
Euleri beeta- ja gammafunktsiooni vahel kehtib järgmine seos: mis tahes a, b ∈
(0,∞) korral
B(a, b) =
Γ(a)Γ(b)
Γ(a+ b)
. (1.3)
Valemi (1.3) tõestuse võib leida õpikust [2, lk 247 - 249].
Mis tahes a > 0 korral kehtib valem
Γ(a+ 1) = aΓ(a), (1.4)
mida tuntakse taandamisvalemi all. Tõepoolset, ositi integreerimise valemi põhjal:
Γ(a+ 1) =
∫ ∞
0
tae−t dt
=
∫ ∞
0
ta d(−e−t)
= lim
l→∞
(− tae−t)∣∣∣t=l
t=0
+ a
∫ ∞
0
ta−1e−t dt
= lim
l→∞
(− lae−l)+ aΓ(a) = aΓ(a).
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Rakendades taandamisvalemit n ∈ N korda, saame:
Γ(a+ n) = (a+ n− 1)Γ(a+ n− 1)
= (a+ n− 1)(a+ n− 2)Γ(a+ n− 2)
= (a+ n− 1)(a+ n− 2) · · · (a+ 1)aΓ(a).
Erijuhul, kui a = 1, saame
Γ(1 + n) = n!,
sest
Γ(1) =
∫ ∞
0
e−t dt = 1.
Taandamisvalemi (1.4) põhjal saab Euleri gammafunktsiooni defineerida ka
juhul, kui a ∈ (−1, 0). Tõepoolest, kui ∈ (−1, 0), siis a+ 1 > 0 ning seega
Γ(a) =
Γ(a+ 1)
a
. (1.5)
Jätkates sama põhimõttega defineerime juhul, kui a ∈ (−2,−1) funktsiooni Γ(α)
väärtuse võrdusega
Γ(a) =
Γ(a+ 2)
a(a+ 1)
,
sest a + 2 > 0. Üldiselt, mis tahes a < 0 ja a 6∈ {−1,−2,−3, . . . } korral leidub
selline n ∈ N nii, et a+ n > 0 ning saame defineerida gammafunktsiooni väärtuse
punktis a järgmiselt:
Γ(a) =
Γ(a+ n)
(a)n
, (1.6)
kus
(a)n = a(a+ 1) · · · (a+ n− 1).
Sümbolit (a)n nimetatakse Pochhammeri sümboliks.
Kui a < 0 ja a 6∈ {−1,−2,−3, . . . }, siis jääb kehtima Euleri gammafunktsiooni
omadus (1.4):
Γ(a+ 1) = aΓ(a). (1.7)
Definitsioon 1.3 (vt [3, lk 7]). Olgu γ ∈ R ja k ∈ N ∪ {0}. Arvu(
γ
k
)
:=
γ(γ − 1)(γ − 2) · · · (γ − k + 1)
k!
=
(−1)k(−γ)k
k!
, (1.8)
nimetatakse binoomkordajaks reaalarvuliste γ väärtuste korral.
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Kui n ∈ N ja k ∈ N ∪ {0}, siis on üldteada, et sümboliga
(
n
k
)
tähistatakse
kombinatsioonide arvu n elemendist k kaupa:
(
n
k
)
=
n!
k!(n− k)! . Seega tähistus(
γ
k
)
kujul (1.8) on motiveeritud, sest kui γ = n ∈ N, siis(
γ
k
)
=
γ(γ − 1)(γ − 2) · · · (γ − k + 1)
k!
=
γ(γ − 1)(γ − 2) · · · (γ − k + 1) · (γ − k)!
k! · (γ − k)!
=
γ(γ − 1)(γ − 2) · · · (γ − k + 1)(γ − k)(γ − k − 1) · · · 2 · 1
k!(γ − k)!
=
γ!
k!(γ − k)! =
n!
k!(n− k)! ,
Kui k = 0, siis me defineerime
(
γ
0
)
= 1.
Lause 1.1 (vt [4, lk 13-14]). Olgu a > 0 ja s ∈ (0, 1). Kehtib võrratus
a1−s ≤ Γ(a+ 1)
Γ(a+ s)
. (1.9)
Käesoleva töö teoreemi 2.1 tõestuses kasutame võrratust (1.9) kujul
Γ(a+ s)
Γ(a+ 1)
≤ 1
a1−s
. (1.10)
Lause 1.2 (vt [1, lk 4]). Olgu γ ∈ R\(N∪{0}) ja k ∈ N∪{0}. Siis kehtib järgmine
seos binoomkordaja ja Euleri gammafunktsiooni vahel:(
γ
k
)
(−1)k = Γ(k − γ)
Γ(−γ)k! . (1.11)
Definitsioon 1.4. Arvreaks nimetatakse lõpmatut summat
∞∑
n=0
uk, uk ∈ R.
Definitsioon 1.5. Olgu funktsioonid fn, kus n ∈ N, määratud hulgas R. Funkt-
sionaalreaks nimetatakse lõpmatut summat
∞∑
n=0
fn(x), x ∈ R.
Definitsioon 1.6. Astmereaks punktis a ∈ R nimetatakse funktsionaalrida kujul
∞∑
n=0
un(x− a)n, un ∈ R, (1.12)
kus x ∈ X = (a−R, a+R), milles R on rea (1.12) koonduvusraadius.
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Definitsioon 1.7. Astmerida (1.12), mille kordajad on antud valemiga
un =
f (n)(a)
n!
(n = 0, 1, 2, . . . ) (1.13)
nimetatakse funktsiooni f Taylori reaks punktis a.
Seega funktsiooni f Taylori rida punktis a avaldub kujul
f(x) =
∞∑
n=0
f (n)(a)
n!
(x− a)n (1.14)
= f(a) + f
′
(a)(x− a) + f
′′
(a)
2!
(x− a)2 + f
′′′
(a)
3!
(x− a)3 + . . . .
Maclaurini reaks nimetatakse erijuhtu Taylori reast (1.14), kus a = 0:
f(x) =
∞∑
n=0
f (n)(0)
n!
xn (1.15)
= f(0) + f
′
(0)x+
f
′′
(0)
2!
x2 +
f
′′′
(0)
3!
x3 + . . . .
Olgu f(x) = (1 + x)α, kus |x| < 1 ja α ∈ R, siis tema Maclaurini rida (1.15)
avaldub kujul (vt [2, lk 76]):
(1 + x)α =
∞∑
n=0
(
α
n
)
xn (1.16)
= 1 + αx+
α(α− 1)
2!
x2 +
α(α− 1)(α− 2)
3!
x3 + . . . ,
mida nimetatakse binoomreaks.
Tõepoolest, funktsiooni f(x) = (1 + x)α korral
f(x) = (1 + x)α, f(0) = 1,
f
′
(x) = α(1 + x)α−1, f
′
(0) = α,
f
′′
(x) = α(α− 1)(1 + x)α−2, f ′′(0) = α(α− 1),
f
′′′
(x) = α(α− 1)(α− 2)(1 + x)α−3, f ′′′(0) = α(α− 1)(α− 2),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
f (n)(x) = α(α− 1) · · · (α− n+ 1)(1 + x)α−n, f (n)(0) = α(α− 1) · · · (α− n+ 1).
Seega funktsiooni f(x) = (1 + x)α Maclaurini rea (1.15) kordajad avalduvad kujul
f (n)(0)
n!
=
α(α− 1) · · · (α− n+ 1)
n!
. (1.17)
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Teiselt poolt, võrduse (1.17) parem pool on binoomkordaja (1.8). Kokkuvõttes
saame funktsiooni f(x) = (1 + x)α Maclaurini rea (1.15) kirjutada kujule
(1 + x)α =
∞∑
n=0
(
α
n
)
xn.
Uurime nüüd, millal rida (1.16) koondub. Selleks kasutame D'Alemberti tun-
nust, mis pärineb õpikust [2, lk 15].
Teoreem 1.3. D'Alemberti tunnus. Olgu meil rida
∞∑
n=0
un. Eksisteerigu piirväärtus
lim
n→∞
|un+1|
|un| = D.
Kui D < 1, siis rida
∞∑
n=0
un koondub. Kui D > 1, siis rida hajub. Kui D = 1 jääb
küsimus lahtiseks.
Tähistame ∞∑
n=0
(
α
n
)
xn =
∞∑
n=0
un
ning uurime selle rea koonduvust teoreemi 1.3 abil. Selleks arvutame
|un+1|
|un| =
|( α
n+1
)
xn+1|
|(α
n
)
xn|
=
|α(α− 1) · · · (α− n)||x|n+1
(n+ 1)!
n!
|α(α− 1) · · · (α− n+ 1)||x|n
=
|α− n|
n+ 1
|x|.
Kuna
lim
n→∞
|α− n|
n+ 1
= lim
n→∞
n|α
n
− 1|
n(1 + 1
n
)
=
| − 1|
1
= 1,
siis
lim
n→∞
|α− n|
n+ 1
|x| = |x|.
Vastavalt teoreemile 1.3 saame, et rida (1.16) koondub, kui |x| < 1. Juhul kui
α > 0, siis koondub rida ka |x| = 1 korral(vt [2, lk 77 - 78]).
Lause 1.4 (vt [2, lk 24]). Kui positiivse rea
∞∑
n=k
un korral un = f(n) ja f on pidev
monotoonselt kahanev funktsioon piirkonnas [a,∞], siis vaadeldav rida ja päratu
integraal
∫ ∞
a
f(x)dx koonduvad (hajuvad) samaaegselt.
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Järgnevas toome sisse Riemann-Liouville'i ja Caputo tuletiste mõisted. Siin me
tugineme suures osas monograafiale [5].
Definitsioon 1.8. Olgu funktsioon f diferentseeruv lõigus [a, b]. Defineerime ope-
raatori D järgmise võrdusega:
(Df)(t) = f
′
(t), t ∈ [a, b].
Iga n ∈ N korral tähistame sümboliga Dn operaatori D n-korda järjest raken-
damist:
D1 = D, Dn = DDn−1.
Definitsioon 1.9. Olgu funktsioon f integreeruv lõigus [a, b]. Defineerime ope-
raatori Ja järgmse võrdusega:
(Jaf)(t) =
∫ t
a
f(τ) dτ, t ∈ [a, b].
Iga n ∈ N korral tähistame sümboliga Jna operaatori Ja n-korda järjest raken-
damist:
J1a = Ja, J
n
a = JaJ
n−1
a .
Kui n = 0, siis defineerime kokkuleppeliselt, et D0 = I ja J0a = I, kus I on
ühikoperaator:
(If)(t) = f(t).
Lause 1.5 (vt [5, lk 7]). Olgu funktsioon f lõigus [a, b] pidev ja olgu F lõigus [a, b]
defineeritud võrdusega
F (t) =
∫ t
a
f(s)ds, kus t ∈ [a, b].
Sellest järeldub, et F on diferentseeruv lõigus [a, b] ning kehtib
F ′ = f.
Lausest 1.5 järeldub, et iga lõigus [a, b] pideva funktsiooni f korral
DJaf = f
ning iga n ∈ N korral
DnJna f = f. (1.18)
Soovime üldistada definitsioone 1.8 ja 1.9 ning võrdust (1.18) juhule kui n 6∈ N.
Defineerime esmalt Riemann-Liouville α-ndat järku integraali, kus α > 0, mille
kaudu hiljem defineerime Riemann-Liouville α-ndat järku tuletise.
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Lause 1.6 (vt [5, lk 8]). Olgu f lõigus [a, b] integrreeruv funktsioon, siis iga n ∈ N
korral kehtib valem
(Jna f)(t) =
1
(n− 1)!
∫ t
a
(t− τ)n−1f(τ), dτ, t ∈ [a, b] (1.19)
Asendades valemis (1.19) faktoriaali (n− 1)! Euleri gammafunktsiooniga Γ(α),
kus α > 0, saame üldistuse valemist (1.19), mida nimetatakse Riemann-Liouville
α-ndat järku integraaliks. Kui α = n ∈ N, siis saame Γ(n) = (n− 1)!.
Definitsioon 1.10. Olgu f diferentseeruv lõigus [a, b] ja olgu α > 0. Funktsiooni
f Riemann-Liouville α-ndat järku integraal on defineeritud võrdusega
(RLJ
α
a f)(t) =
1
Γ(α)
∫ t
a
(t− τ)α−1f(τ) dτ, t ∈ [a, b]. (1.20)
Kui α = 0, siis defineerime RLJ
0
a = I.
Definitsioon 1.11. Olgu α ≥ 0 ja olgu n = dαe. Funktsiooni f Riemann-Liouville
α-ndat järku tuletis on defineeritud võrdusega
(RLD
α
a f)(t) = (D
n
RLJ
n−α
a f)(t), t ∈ [a, b]. (1.21)
Eeldame, et funktsioon f on selline, et DnRLJ
n−α
a f eksisteerib.
Kui α = 0, siis defineerime RLD
0
a = I.
Riemann-Liouville'i α-ndat järku tuletise (1.21) ja integraali (1.20) vahel jääb
kehtima võrdus (1.18). Lause 1.7 tõestuse võib leida monograafiast [5, lk 30].
Lause 1.7. Olgu α > 0 ja n = dαe. Lisaks olgu funktsioon f selline,et RLDαa (RLJαa f)
eksisteerib. Siis
(RLD
α
a (RLJ
α
a f))(t) = f(t), t ∈ (a, b) (1.22)
Lõigus [a, b] n ∈ N korda pidevalt diferentseeruvate funktsioonide ruumi tähis-
tatakse sümboliga Cn[a, b].
Definitsioon 1.12 ([3, lk 10-16]). Olgu α ≥ 0, n = dαe ja f ∈ Cn[a, b]. Funkt-
siooni f Caputo α-ndat järku tuletis on defineeritud võrdusega:
(CDαa f)(t) =
1
Γ(n− α)
∫ t
a
(t− τ)n−α−1f (n)(τ) dτ. (1.23)
Kui α = 0, siis defineerime CD0a = I.
Lause 1.8 (vt [5, lk 50-51]). Olgu α > 0, n = dαe ja a ∈ R ning olgu lõigus
[a, b] määratud funktsioon f selline, et tal leiduvad Caputo ja Riemann-Liouville'i
α-ndat järku tuletised (CDαa f)(t) ja RLD
α
a f(t), kus t ∈ [a, b]. Siis
(CDαa f)(t) = (RLD
α
a f)(t)−
m−1∑
k=0
f (k)(a)
Γ(k − α + 1)(t− a)
k−α.
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2 Meetodid Caputo ja Riemann-Liouville tuletiste
lähendamiseks
Murrulisi tuletisi on tülikas ning keerukamate funktsioonide korral ka võimatu leida
analüütiliselt. On olemas mitmeid meetodeid, kui vaadeldava murrulise tuletise
järk on α ∈ (0, 1). Käesolevas töös toodud meetodid on universaalse iseloomuga,
mida saab rakendada ka kõrgema järgu murrulise tuletise jaoks.
Teoreemi 2.1 sõnastus pärineb artiklist [1, lk 4]. Selle teoreemi tõestus on ar-
tiklis suures osas lugejale endale lahendamiseks jäätud. Artiklis on ainult toodud
mõningad vahetulemused ning andakse minimaalset informatsiooni, kuidas nende-
ni jõuda.
Paneme kirja järeldusena ka meetodi Riemann-Liouville murrulise tuletise lä-
hendamiseks, mida artiklis pole välja toodud.
Teoreem 2.1. Olgu funktsioon x : [a, b] → R, selline, et x ∈ Cn+m+1, kus n ∈
N, α ∈ (n − 1, n),m ∈ N ∪ {0}. Lisaks olgu N ∈ N selline, et N ≥ m + 1.
Defineerime funktsioonid
Ak =
1
Γ(n+ k + 1− α)
[
1 +
N∑
p=m−k+1
Γ(p+ α− n−m)
Γ(α− n− k)(p−m+ k)!
]
,
kus k ∈ {0, 1, . . . ,m};
Bk =
Γ(k + α− n−m)
Γ(n− α)Γ(α + 1− n)(k −m− 1)! ,
kus k ∈ {m+ 1,m+ 2, . . . , N};
Vk(t) =
∫ t
a
(τ − a)kx(n)(τ) dτ,
kus k ∈ {0, 1, . . . , N −m− 1} ja t ∈ [a, b]. Siis iga t ∈ [a, b] korral kehtib seos
CaDαx(t) =
m∑
k=0
Ak(t− a)n+k−αx(n+k)(t)
+
N∑
k=m+1
Bk(t− a)n+m−k−αVk−m−1(t) + EN(t),
kus
|EN(t)| ≤
max
τ∈[a,t]
|x(n+m+1)|(t− a)n+m+1−α
Γ(n+m+ 1− α)|Γ(α− n−m)|(N + 1)n+m−α(n+m− α) . (2.1)
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Tõestus. Alustame Caputo tuletise definitsioonist
(CDαax)(t) =
1
Γ(n− α)
∫ t
a
(t− τ)n−α−1x(n)(τ) dτ (2.2)
ning rakendame integraali
∫ t
a
(t− τ)n−α−1x(n) dτ leidmiseks ositi integreerimis va-
lemit ∫
u dv = uv −
∫
v du,
kus
u = x(n)(τ), du = x(n+1)(τ)
dv = (t− τ)n−α−1, v = −(t− τ)
n−α
n− α .
Selle tulemusel saab integraali
∫ t
a
(t− τ)n−α−1x(n) dτ esitada kujul
∫ t
a
(t− τ)n−α−1x(n) dτ = −x
(n)(τ)
n− α (t− τ)
n−α
∣∣∣∣∣
τ=t
τ=a
+
1
n− α
∫ t
a
(t− τ)n−αx(n+1)(τ) dτ
=
x(n)(a)
n− α (t− a)
n−α +
1
n− α
∫ t
a
(t− τ)n−αx(n+1)(τ) dτ.
Seega
(CDαax)(t) =
1
Γ(n− α)
∫ t
a
(t− τ)n−α−1x(n)(τ) dτ
=
1
Γ(n− α)
(
x(n)(a)
n− α (t− a)
n−α +
1
n− α
∫ t
a
(t− τ)n−αx(n+1)(τ) dτ
)
=
x(n)(a)
(n− α)Γ(n− α)(t− a)
n−α
+
1
(n− α)Γ(n− α)
∫ t
a
(t− τ)n−αx(n+1)(τ) dτ.
Kasutades gammafunktsiooni omadust (1.4), saame Caputo tuletise (2.2) kirjutada
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kujule
(CDαax)(t) =
x(n)(a)
(n− α)Γ(n− α)(t− a)
n−α
+
1
(n− α)Γ(n− α)
∫ t
a
(t− τ)n−αx(n+1)(τ) dτ
=
x(n)(a)
Γ(n+ 1− α)(t− a)
n−α (2.3)
+
1
Γ(n+ 1− α)
∫ t
a
(t− τ)n−αx(n+1)(τ) dτ.
Rakendame nüüd integraali
∫ t
a
(t − τ)n−αx(n+1)(τ) dτ leidmiseks ositi integreeri-
mist, kus u = x(n+1)(τ), dv = (t − τ)n−α ning kasutades eelnevaga analoogilist
lahenduskäiku, saame Caputo tuletise (2.3) avaldada järgmiselt:
(CDαax)(t) =
x(n)(a)
Γ(n+ 1− α)(t− a)
n−α +
1
Γ(n+ 1− α)
∫ t
a
(t− τ)n−αx(n+1)(τ) dτ
=
x(n)(a)
Γ(n+ 1− α)(t− a)
n−α +
x(n+1)(a)
Γ(n+ 2− α)(t− a)
n+1−α (2.4)
+
1
Γ(n+ 2− α)
∫ t
a
(t− τ)n+1−αx(n+2)(τ) dτ.
Sama põhimõttega saame ositi integreerimist rakendada veel m − 1 korda, sest
funktsioon x ∈ Cn+m+1 ehk funktsioon x on n+m+1 korda pidevalt differentseeruv
lõigus [a, b]. Selle tulemusel saame Caputo tuletise (2.4) kujuks
(CDαax)(t) =
m∑
k=0
x(n+k)(a)
Γ(n+ k + 1− α) +
1
Γ(n+m+ 1− α) (2.5)
×
∫ t
a
(t− τ)n+m−αx(n+m+1)(τ) dτ.
Uurime eraldi funktsiooni kujul (t− τ)n+m−α. Esitame selle järgmiselt:
(t− τ)n+m−α = (t− a)n+m−α
(
1− τ − a
t− a
)n+m−α
= (t− a)n+m−α
(
1 +
(
− τ − a
t− a
))n+m−α
.
Kuna
∣∣∣τ − a
t− a
∣∣∣ ≤ 1, sest τ ∈ [a, t] ja n + m − α > 0, siis saame funktsiooni
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(
1 +
(
− τ − a
t− a
))n+m−α
arendada binoomritta (1.16):
(
1 +
(
− τ − a
t− a
))n+m−α
=
∞∑
k=0
(
n+m− α
k
)
(−1)k (τ − a)
k
(t− a)k .
Selle tulemusel võime funktsiooni (t− τ)n+m−α esitada kujul
(t− τ)n+m−α = (t− a)n+m−α
(
1 +
(
− τ − a
t− a
))n+m−α
= (t− a)n+m−α
∞∑
k=0
(
n+m− α
k
)
(−1)k (τ − a)
k
(t− a)k
= (t− a)n+m−α
N∑
k=0
(
n+m− α
k
)
(−1)k (τ − a)
k
(t− a)k + EN(t, τ),
kus
EN(t, τ) = (t− a)n+m−α
∞∑
k=N+1
(
n+m− α
k
)
(−1)k (τ − a)
k
(t− a)k .
Nüüd saame valemis (2.5) oleva integraali kirjutada järgmiselt:∫ t
a
(t− τ)n+m−αx(n+m+1)(τ) dτ
=
∫ t
a
[
(t− a)n+m−α
N∑
k=0
(
n+m− α
k
)
(−1)k (τ − a)
k
(t− a)k + EN(t, τ)
]
x(n+m+1)(τ) dτ
= (t− a)n+m−α
N∑
k=0
(
n+m− α
k
)
(−1)k 1
(t− a)k
∫ t
a
(τ − a)kx(n+m+1)(τ) dτ
+ E∗(t, τ),
kus
E∗(t, τ) =
∫ t
a
E(t, τ)x(n+m+1)(τ) dτ.
Kuna iga k ∈ {0, 1, . . . , N} korral on täidetud lause 1.2 tingimused, siis(
n+m− α
k
)
(−1)k = Γ(k + α− n−m)
Γ(α− n−m)k!
ning
(t− a)n+m−α
N∑
k=0
(
n+m− α
k
)
(−1)k 1
(t− a)k
∫ t
a
(τ − a)kx(n+m+1)(τ) dτ + E∗(t, τ)
= (t− a)n+m−α
N∑
k=0
Γ(k + α− n−m)
Γ(α− n−m)k!(t− a)k
∫ t
a
(τ − a)kx(n+m+1)(τ) dτ + E∗(t, τ).
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Seega∫ t
a
(t− τ)n+m−αx(n+m+1)(τ) dτ
= (t− a)n+m−α
N∑
k=0
Γ(k + α− n−m)
Γ(α− n−m)k!(t− a)k
∫ t
a
(τ − a)kx(n+m+1)(τ) dτ + E∗(t, τ)
ning Caputo tuletis (2.5) omandab kuju
(CDαax)(t) =
m∑
k=0
x(n+k)(a)
Γ(n+ k + 1− α)(t− a)
n+k−α (2.6)
+
(t− a)n+m−α
Γ(n+m+ 1− α)
N∑
k=0
Γ(k + α− n−m)
Γ(α− n−m)k!(t− a)k
∫ t
a
(τ − a)kx(n+m+1)(τ) dτ
+ EN(t),
kus
EN(t) =
1
Γ(n+m+ 1− α)E∗(t, τ).
Eraldame avaldises (2.6) esimesest summast liikme, mis vastab väärtusele k = m
ja teisest summast liikme, mis vastab väärtusele k = 0. Siis saame Caputo tuletise
(2.6) esitada kujul
(CDαax)(t) =
m−1∑
k=0
x(n+k)(a)
Γ(n+ k + 1− α)(t− a)
n+k−α (2.7)
+
x(n+m)(a)
Γ(n+m+ 1− α)(t− a)
n+m−α
+
(t− a)n+m−α
Γ(n+m+ 1− α)
∫ t
a
x(n+m+1)(τ) dτ
+
(t− a)n+m−α
Γ(n+m+ 1− α)
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)k!(t− a)k
∫ t
a
(τ − a)kx(n+m+1)(τ) dτ
+ EN(t).
Kuna ∫ t
a
x(n+m+1)(τ) dτ = x(n+m)(τ)
∣∣∣τ=t
τ=a
= x(n+m)(t)− x(n+m)(a),
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siis Caputo tuletis (2.7) avaldub kujul
(CDαax)(t) =
m−1∑
k=0
x(n+k)(a)
Γ(n+ k + 1− α)(t− a)
n+k−α (2.8)
+
x(n+m)(a)
Γ(n+m+ 1− α)(t− a)
n+m−α
+
(t− a)n+m−α
Γ(n+m+ 1− α) [x
(n+m)(t)− x(n+m)(a)]
+
(t− a)n+m−α
Γ(n+m+ 1− α)
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)k!(t− a)k
∫ t
a
(τ − a)kx(n+m+1)(τ) dτ
+ EN(t).
Näeme, et summas (2.8) liikmed
x(n+m)(a)
Γ(n+m+ 1− α)(t− a)
n+m−α saab taandada ja
Caputo tuletise (2.8) kuju lihtsustub:
(CDαax)(t) =
m−1∑
k=0
x(n+k)(a)
Γ(n+ k + 1− α)(t− a)
n+k−α (2.9)
+
x(n+m)(t)
Γ(n+m+ 1− α)(t− a)
n+m−α
+
(t− a)n+m−α
Γ(n+m+ 1− α)
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)k!(t− a)k
∫ t
a
(τ − a)kx(n+m+1)(τ) dτ
+ EN(t).
Kasutame avaldise (2.9) oleva integraali
∫ t
a
(τ − a)kx(n+m+1)(τ) dτ leidmiseks ositi
integreerimist, kus
u = (τ − a)k, du = k(τ − a)k−1,
dv = x(n+m+1)(τ) dτ, v = x(n+m)(τ).
Siis integraal
∫ t
a
(τ − a)kx(n+m+1)(τ) dτ avaldub kujul
∫ t
a
(τ − a)kx(n+m+1)(τ) dτ
= (τ − a)kx(n+m)(τ)
∣∣∣τ=t
τ=a
− k
∫ t
a
(τ − a)k−1x(n+m)(τ) dτ
= (t− a)kx(n+m)(t)− k
∫ t
a
(τ − a)k−1x(n+m)(τ) dτ
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ning saame avaldise (2.9) viimase summa esitada järgmiselt:
(t− a)n+m−α
Γ(n+m+ 1− α)
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)k!(t− a)k
∫ t
a
(τ − a)kx(n+m+1)(τ) dτ
=
(t− a)n+m−α
Γ(n+m+ 1− α)
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)k!(t− a)k
[
(t− a)kx(n+m)(t)
− k
∫ t
a
(τ − a)k−1x(n+m)(τ) dτ
]
=
(t− a)n+m−α
Γ(n+m+ 1− α)
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)k!
(t− a)k
(t− a)kx
(n+m)(t) (2.10)
− (t− a)
n+m−α
Γ(n+m+ 1− α)
N∑
k=1
Γ(k + α− n−m)k
Γ(α− n−m)k!(t− a)k
∫ t
a
(τ − a)k−1x(n+m)(τ) dτ.
Märkame, et viimases võrduses (2.10) saab esimeses summas taandada tegurid
(t − a)k ja teist summat saab lihtsustada, sest k
k!
=
1
(k − 1)! . Tuues esimesest
summast välja teguri x(n+m)(t), saame
x(n+m)(t)
Γ(n+m+ 1− α)(t− a)
n+m−α
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)k! (2.11)
− (t− a)
n+m−α
Γ(n+m+ 1− α)
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)(k − 1)!(t− a)k
∫ t
a
(τ − a)k−1x(n+m)(τ) dτ.
Kuna n + m − α > 0, saame avaldise (2.11) viimase summa ees olevale tegurile
rakendada Euleri gammafunktsiooni omadust (1.4):
Γ(n+m+ 1− α) = (n+m− α)Γ(n+m− α).
Seega avaldis (2.11) võtab kuju
x(n+m)(t)
Γ(n+m+ 1− α)(t− a)
n+m−α
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)k! (2.12)
− (t− a)
n+m−α
(n+m− α)Γ(n+m− α)
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)(k − 1)!(t− a)k
×
∫ t
a
(τ − a)k−1x(n+m)(τ) dτ.
Kirjutame avaldise (2.12) viimase summa ees oleva teguri
1
(n+m− α) kujul
1
−(α− n−m)
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ning viime teguri
1
α− n−m summa sisse. Saame:
x(n+m)(t)
Γ(n+m+ 1− α)(t− a)
n+m−α
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)k! (2.13)
+
(t− a)n+m−α
Γ(n+m− α)
N∑
k=1
Γ(k + α− n−m)
(α− n−m)Γ(α− n−m)(k − 1)!(t− a)k
×
∫ t
a
(τ − a)k−1x(n+m)(τ) dτ.
Avaldise (2.13) viimase summa sees olevale tegurile saame rakendada Euleri gam-
mafunktsiooni omadust (1.7), sest α− n−m < 0:
Γ(α + 1− n−m) = (α− n−m)Γ(α− n−m).
Siis
x(n+m)(t)
Γ(n+m+ 1− α)(t− a)
n+m−α
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)k! (2.14)
+
(t− a)n+m−α
Γ(n+m− α)
N∑
k=1
Γ(k + α− n−m)
Γ(α + 1− n−m)(k − 1)!(t− a)k
×
∫ t
a
(τ − a)k−1x(n+m)(τ) dτ.
Asendame Caputo tuletises (2.9) viimase summa avaldisega (2.14). Tulemuseks on
Caputo tuletise avaldis kujul
(CDαax)(t) =
m−1∑
k=0
x(n+k)(a)
Γ(n+ k + 1− α)(t− a)
n+k−α (2.15)
+
x(n+m)(t)
Γ(n+m+ 1− α)(t− a)
n+m−α
+
x(n+m)(t)
Γ(n+m+ 1− α)(t− a)
n+m−α
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)k!
+
(t− a)n+m−α
Γ(n+m− α)
N∑
k=1
Γ(k + α− n−m)
Γ(α + 1− n−m)(k − 1)!(t− a)k
×
∫ t
a
(τ − a)k−1x(n+m)(τ) dτ + EN(t).
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Avaldises (2.15) saame kahel liikmel teguri (t−a)n+m−αx(n+m)(t) ette tuua. Saame:
(CDαax)(t) =
m−1∑
k=0
x(n+k)(a)
Γ(n+ k + 1− α)(t− a)
n+k−α (2.16)
+ Am(t− a)n+m−αx(n+m)(t)
− (t− a)
n+m−α
Γ(n+m+ 1− α)
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)(k − 1)!(t− a)k
×
∫ t
a
(τ − a)k−1x(n+m)(τ) dτ + EN(t),
kus
Am =
[ 1
Γ(n+m+ 1− α)
(
1 +
N∑
k=1
Γ(k + α− n−m)
Γ(α− n−m)k!
)]
,
on esitatud teoreemi 2.1 formuleeringus. Eraldame nüüd avaldise (2.16) esimesest
summast liikme, mis vastab väärtusele k = m − 1 ja teisest summast liikme, mis
vastab väärtusele k = 1. Kasutades eelnevaga analoogilist lahenduskäiku, saame
(CDαax)(t) =
m−2∑
k=0
x(n+k)(a)
Γ(n+ k + 1− α)(t− a)
n+k−α + Am(t− a)n+m−αx(n+m)(t)
+ Am−1(t− a)n+m−1−αx(n+m−1)(t)
+
(t− a)n+m−2−α
Γ(n+m− 1− α)
N∑
k=2
Γ(k + α− n−m)
Γ(α + 2− n−m)(k − 2)!(t− a)k−2
×
∫ t
a
(τ − a)k−2x(n+m−1)(τ) dτ + EN(t).
Tehes nii veel m − 1 korda, siis oleme viinud Caputo α-ndat järku tuletise (2.2)
soovitud kujule:
(CDαax)(t) =
m∑
k=0
Ak(t− a)n+k−αx(n+k)(t)
+
(t− a)n−α
Γ(n− α)
N∑
k=m+1
Γ(k + α− n−m)
Γ(α + 1− n)(k −m− 1)!(t− a)k−m
×
∫ t
a
(τ − a)k−m−1x(n)(τ) dτ
ehk
(CDαax)(t) =
m∑
k=0
Ak(t− a)n+k−αx(n+k)(t) +
N∑
k=m+1
Bk(t− a)n+m−k−αVk−m−1(t)
+ EN(t),
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kus Bk ja Vk−m−1 on defineeritud teoreemi 2.1 alguses iga k ∈ {m+1,m+2, . . . , N}.
Jääb veel näidata, et iga t ∈ [a, t] korral viga EN(t) on hinnatav võrratusega
(2.1). Viga EN(t) oli meil defineeritud võrdusega
EN(t) =
1
Γ(n+m+ 1− α)E∗(t, τ), (2.17)
kus
E∗(t, τ) =
∫ t
a
E(t, τ)x(n+m+1)(τ) dτ
ja
E(t, τ) = (t− a)n+m−α
∞∑
k=N+1
(
n+m− α
k
)
(−1)k (τ − a)
k
(t− a)k x
(n+m+1)(τ) dτ.
Seega viga EN(t) (vt 2.17)) avaldub kujul
EN(t) =
(t− a)n+m−α
Γ(n+m+ 1− α)
∞∑
k=N+1
(
n+m− α
k
)
(−1)k (τ − a)
k
(t− a)k
∫ t
a
x(n+m+1)(τ) dτ,
kus τ ∈ [a, t]. Siis iga t ∈ [a, b] korral saame hinnangu
|EN(t)|
=
∣∣∣∣∣ (t− a)n+m−αΓ(n+m+ 1− α)
∞∑
k=N+1
(
n+m− α
k
)
(−1)k (τ − a)
k
(t− a)k
∫ t
a
x(n+m+1)(τ) dτ
∣∣∣∣∣
≤
∣∣∣∣∣ (t− a)n+m−αΓ(n+m+ 1− α)
∣∣∣∣∣
∞∑
k=N+1
∣∣∣∣∣
(
n+m− α
k
)
(−1)k (τ − a)
k
(t− a)k
∣∣∣∣∣
∣∣∣∣∣
∫ t
a
x(n+m+1)(τ) dτ
∣∣∣∣∣
≤
∣∣∣∣∣ (t− a)n+m−αΓ(n+m+ 1− α)
∣∣∣∣∣
∣∣∣∣∣
∫ t
a
x(n+m+1)(τ) dτ
∣∣∣∣∣
∞∑
k=N+1
∣∣∣∣∣
(
n+m− α
k
)
(−1)k (τ − a)
k
(t− a)k
∣∣∣∣∣.
Kuna iga t ∈ [a, b] korral (t − a) ≥ 0 ja eelduste põhjal n + m + 1 − α > 0, siis
Γ(n+m+ 1− α) > 0 ning me näeme, et
|EN(t)|
≤ (t− a)
n+m−α
Γ(n+m+ 1− α)
∣∣∣∣∣
∫ t
a
x(n+m+1)(τ) dτ
∣∣∣∣∣
∞∑
k=N+1
∣∣∣∣∣
(
n+m− α
k
)
(−1)k (τ − a)
k
(t− a)k
∣∣∣∣∣.
Teame, et τ ∈ [a, t], millest järeldub, et
∣∣∣∣∣(τ − a)k(t− a)k
∣∣∣∣∣ ≤ 1 iga τ ∈ [a, t] korral. Seega
|EN(t)|
≤ (t− a)
n+m−α
Γ(n+m+ 1− α)
∣∣∣∣∣
∫ t
a
x(n+m+1)(τ) dτ
∣∣∣∣∣
∞∑
k=N+1
∣∣∣∣∣
(
n+m− α
k
)
(−1)k
∣∣∣∣∣. (2.18)
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Uurime avaldises (2.18) oleva integraali
∣∣∣∣∣
∫ t
a
x(n+m+1)(τ) dτ
∣∣∣∣∣ ülemist tõket. Saame:∣∣∣∣∣
∫ t
a
x(n+m+1)(τ) dτ
∣∣∣∣∣ ≤
∫ t
a
|x(n+m+1)(τ)| dτ ≤ max
τ∈[a,t]
|x(n+m)(τ)|(t− a).
Selle tulemusel on avaldise (2.18) ülemine tõke järgmine:
|EN(t) ≤ max
τ∈[a,t]
|x(n+m+1)| (t− a)
n+m+1−α
Γ(n+m+ 1− α)
∞∑
k=N+1
∣∣∣∣∣
(
n+m− α
k
)
(−1)k
∣∣∣∣∣. (2.19)
Uurime eraldi võrratuses (2.19) olevat liiget
(
n+m− α
k
)
(−1)k, kus k ≥ N + 1
on mingi fikseeritud naturaalarv. Märkame, et saab rakendada lauset (1.2):(
n+m− α
k
)
(−1)k = Γ(k + α− n−m)
Γ(α− n−m)k! . (2.20)
Kuna avaldises (2.20) on k ∈ N, siis saame kasutada gammafunktsiooni omadust
(1.4). Saame, et k! = Γ(k + 1) ning kirjutame avaldise (2.20) kujul
Γ(k + α− n−m)
Γ(α− n−m)k! =
Γ(k + α− n−m)
Γ(α− n−m)Γ(k + 1) . (2.21)
Kasutame gammafunktsiooni omadust (1.4) liikme Γ(k + 1) jaoks nii mitu korda,
et meil tekiks liige Γ(k −m). Saame kirjutada
Γ(k + 1) = kΓ(k) = k(k − 1)Γ(k − 1)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
= k(k − 1) · · · (k −m)Γ(k −m). (2.22)
Asendame avaldises (2.21) liikme Γ(k + 1) saadud tulemusega kujul (2.22):
Γ(k + α− n−m)
Γ(α− n−m)Γ(k + 1) =
Γ(k + α− n−m)
Γ(α− n−m)k(k − 1) · · · (k −m)Γ(k −m) (2.23)
Kirjutame avaldise (2.23) gammafunktsiooni parameetri k + α− n−m kujul
k + α− n−m = k + α− n−m+ 1− 1
= (k −m− 1) + (1 + α− n)
= h+ s,
kus
h = k −m− 1, s = 1 + α− n. (2.24)
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Siis
Γ(k + α− n−m)
Γ(α− n−m)k(k − 1) · · · (k −m)Γ(k −m)
=
Γ(h+ s)
Γ(α− n−m)k(k − 1) · · · (k −m)Γ(h+ 1) . (2.25)
Veendume, et muutujad (2.24) rahuldavad tingimusi:
h > 0 ja s ∈ (0, 1). (2.26)
Tõepoolest, pidades silmas, et k ≥ N + 1 ja N ≥ m+ 1, saame
h = k −m− 1 ≥ N + 1−m− 1 ≥ m+ 1−m = 1 > 0.
Kuna α ∈ (n − 1, n), siis α − n ∈ (−1, 0) ja s = 1 + α − n ∈ (0, 1). Teades,
et muutujad (2.24) rahuldavad tingimusi (2.26) saame avaldisele (2.25) rakendada
võrratust (1.10). Saame
Γ(h+ s)
Γ(h+ 1)
≤ 1
h1−s
ning avaldis (2.25) on hinnatav järgmiselt:
Γ(h+ s)
Γ(α− n−m)k(k − 1) · · · (k −m)Γ(h+ 1)
≤ 1
Γ(α− n−m)k(k − 1) · · · (k −m)
1
h1−s
=
1
Γ(α− n−m)k(k − 1) · · · (k −m)
1
(k −m− 1)n−α . (2.27)
Näitame nüüd, et avaldise (2.27) liige k(k − 1) · · · (k −m) rahuldab tingimust
k(k − 1) · · · (k −m) ≥ (k −m− 1)m+1. (2.28)
Tõepoolest võrratus (2.28) kehtib, sest iga i ∈ {0, 1, . . . ,m} korral i ≤ m+ 1 ning
k(k − 1) · · · (k −m) =
m∏
i=0
(k − i) ≥
m∏
i=0
(k − (m+ 1)) = (k −m− 1)m+1.
Seeega avaldis (2.27) on ülevalt tõkestatud:
1
Γ(α− n−m)k(k − 1) · · · (k −m)
1
(k −m− 1)n−α
≤ 1
Γ(α− n−m)(k −m− 1)m+1
1
(k −m− 1)n−α
=
1
Γ(α− n−m)
1
(k −m− 1)n+m+1−α
≤ 1|Γ(α− n−m)|
1
(k −m− 1)n+m+1−α .
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Selle tõttu kehtib avaldises (2.19) oleva summa iga liikme
(
n+m− α
k
)
(−1)k kor-
ral järgmine võrratus:(
n+m− α
k
)
(−1)k ≤ 1|Γ(α− n−m)|
1
(k −m− 1)n+m+1−α
ehk
∞∑
k=N+1
(
n+m− α
k
)
(−1)k ≤ 1|Γ(α− n−m)|
∞∑
k=N+1
1
(k −m− 1)n+m+1−α . (2.29)
Märkame, et võrratuse (2.29) paremal pool oleva summa korral on täidetud lause
1.4 tingimused. Tõepoolest, iga k ∈ {N + 1, N + 2, . . . } korral
1
|Γ(α− n−m)|
1
(k −m− 1)n+m+1−α ≥ 0
ning kuna
k −m− 1 ≤ (k + 1)−m− 1 = k −m
ja
n+m+ 1− α ≥ 1,
siis
1
(k −m)n+m+1−α ≥
1
(k −m− 1)n+m+1−α .
Seega saame võrratuse (2.29) paremal pool asuvale summale rakendada lauset 1.4:
1
|Γ(α− n−m)|
∞∑
k=N+1
1
(k −m− 1)n+m+1−α
≤ 1|Γ(α− n−m)|
∫ ∞
N+1
1
(k −m− 1)n+m+1−αdk
=
1
|Γ(α− n−m)| liml→∞
1
kn+m−α(−n−m+ α)
∣∣∣k=l
k=N+1
= − 1|Γ(α− n−m)|
1
(N + 1)n+m−α(n+m− α)
≤ 1|Γ(α− n−m)|
1
(N + 1)n+m−α(n+m− α) .
Saime, et avaldise (2.19) summa on ülevalt tõkestatud:
∞∑
k=N+1
(
n+m− α
k
)
(−1)k ≤ 1|Γ(α− n−m)|(N + 1)n+m−α(n+m− α) . (2.30)
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Järelikult avaldis (2.19) on hinnatav järgmiselt:
|EN(t)| ≤
max
τ∈[a,t]
|x(n+m+1)|(t− a)n+m+1−α
Γ(n+m+ 1− α)|Γ(α− n−m)|(N + 1)n+m−α(n+m− α) .
Märkus. Paneme tähele, et N kasvades hinnang koondub nulli.
Järeldus 2.2. Olgu funktsioon x : [a, b] → R, selline, et x ∈ Cn+m+1, kus n ∈
N, α ∈ (n − 1, n),m ∈ N ∪ {0}. Lisaks olgu N ∈ N : N ≥ m + 1. Defineerime
funktsioonid
Ak =
1
Γ(n+ k + 1− α)
[
1 +
N∑
p=m−k+1
Γ(p+ α− n−m)
Γ(α− n− k)(p−m+ k)!
]
,
kus k ∈ {0, 1, . . . ,m};
Bk =
Γ(k + α− n−m)
Γ(n− α)Γ(α + 1− n)(k −m− 1)! ,
kus k ∈ {m+ 1,m+ 2, . . . , N};
Vk(t) =
∫ t
a
(τ − a)kx(n)(τ) dτ,
kus k ∈ {0, 1, . . . , N −m− 1} ja t ∈ [a, b]. Iga t ∈ [a, b] korral kehtib:
(RLD
α
a f)(t) =
m∑
k=0
Ak(t− a)n+k−αx(n+k)(t) +
N∑
k=m+1
Bk(t− a)n+m−k−αVk−m−1(t)
+
m−1∑
k=0
f (k)(a)
Γ(k − α + 1)(t− a)
k−α + EN(t),
kus
|EN(t)| ≤
max
τ∈[a,t]
|x(n+m+1)|(t− a)n+m+1−α
Γ(n+m+ 1− α)|Γ(α− n−m)|(N + 1)n+m−α(n+m− α) .
Tõestus. Kasutades lauset (1.8) saame kirja panna Riemann-Liouville α-ndat jär-
ku tuletise. Saame
(CDαa f)(t) = (RLD
α
a f)(t)−
m−1∑
k=0
f (k)(a)
Γ(k − α + 1)(t− a)
k−α
⇔ (RLDαa f)(t) = (CDαa f)(t) +
m−1∑
k=0
f (k)(a)
Γ(k − α + 1)(t− a)
k−α.
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Kasutades teoreemi (2.1) saame Caputo α-ndat järku tuletise kirjutada kujul
CaDαx(t) =
m∑
k=0
Ak(t− a)n+k−αx(n+k)(t)
+
N∑
k=m+1
Bk(t− a)n+m−k−αVk−m−1(t) + EN(t)
ning
(RLD
α
a f)(t) =
m∑
k=0
Ak(t− a)n+k−αx(n+k)(t) +
N∑
k=m+1
Bk(t− a)n+m−k−αVk−m−1(t)
+
m−1∑
k=0
f (k)(a)
Γ(k − α + 1)(t− a)
k−α + EN(t),
kus
|EN(t)| ≤
max
τ∈[a,t]
|x(n+m+1)|(t− a)n+m+1−α
Γ(n+m+ 1− α)|Γ(α− n−m)|(N + 1)n+m−α(n+m− α) .
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3 Näited
Kõik vajalikud arvutused on läbi viidud programmis Scilab.
Vaatleme funktsiooni x(t) = (t− a)β lõigus [a, b], kus β > −1 ja α > 0. Leiame
Riemann-Liouville α-ndat järku integraali. Näitame, et see avaldub kujul
(RLJ
α
a x)(t) =
Γ(β + 1)
Γ(β + α + 1)
(t− a)β+α.
Vastavalt Riemann-Liouville α-ndat järku integraali definitsioonile 1.10 saame
(RLJ
α
a x)(t) =
1
Γ(α)
∫ t
a
(t− τ)α−1(τ − a)β dτ.
Teeme muutuja vahetuse
s =
τ − a
t− a ⇒ τ = s(t− a) + a,
ds =
dτ
t− a ⇒ dτ = (t− a)ds.
Saame
(RLJ
α
a x)(t) =
1
Γ(α)
∫ 1
0
(t− s(t− a)− a)α−1(s(t− a) + a− a)β(t− a)ds
=
1
Γ(α)
∫ 1
0
[(t− a)(1− s)]α−1[s(t− a)]β(t− a)ds
=
(t− a)α−1+β+1
Γ(α)
∫ 1
0
sβ(1− s)α−1ds = (t− a)
β+α
Γ(α)
B(β + 1, α)
=
Γ(β + 1)Γ(α)
Γ(α)Γ(β + α + 1)
(t− a)β+α = Γ(β + 1)
Γ(β + α + 1)
(t− a)β+α.
Kasutasime beeta- ja gammafunktsiooni seost (1.3). Vastavalt Riemann-Liouville
α-ndat järku tuletise definitsioonile 1.11 saame
(RLD
α
ax)(t) = (RLD
nJn−αx)(t) =
( d
dt
)n( Γ(β + 1)
Γ(β + n− α + 1)(t− a)
β+n−α
)
Kui α− β ∈ N, siis α > β ja n− (α− β) ∈ {0, 1, . . . , n− 1}, seega( d
dt
)n(
(t− a)n−(α−β)
)
= 0
Kui α− β 6∈ N, siis
(RLD
α
ax)(t) =
Γ(β + 1)
Γ(β − α + 1)(t− a)
β−α (3.1)
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Leiame sama funktsiooni Caputo α-ndat järku tuletise kasutades lauset 1.8.
Saame
(CDαax)(t) =
Γ(β + 1)
Γ(β − α + 1)(t− a)
β−α −
m−1∑
k=0
x(k)(a)
Γ(k − α + 1)(t− a)
k−α.
Märkame, et iga k ∈ {0, 1, . . . ,m−1} korral x(k)(a) = (a−a)(k) = 0. Seega Caputo
α-ndat järku tuletis on
(CDαax)(t) =
Γ(β + 1)
Γ(β − α + 1)(t− a)
β−α. (3.2)
Igas näites hindame viga valemiga
E(x, y) =
(
G∑
i=1
(x(ti)− y(ti))2
) 1
2
,
kus ti ∈ [a, b], i ∈ {1, 2, . . . , G} ning x(ti) ja y(ti) on funktsioonide x ja y väärtused
kohal ti, i = 1, 2, . . . , G. Kokkuleppeliselt võtame G = 100.
Näide 3.1. Vaatleme funktsiooni x(t) = t6 lõigus [0, 1]. Leiame analüütiliselt 1.5-
ja 2.5-ndat järku Riemann-Liouville'i ja Caputo tuletised, kasutades seoseid (3.1)
ja (3.2):
(RLD
1.5
0 x)(t) = (
CD1.50 x)(t) =
Γ(7)
Γ(6− 1.5 + 1)t
6−1.5 =
6!
Γ(5.5)
t4.5,
(RLD
2.5
0 x)(t) = (
CD2.50 x)(t) =
6!
Γ(4.5)
t3.5.
Võrdleme analüütiliselt saadud Riemann-Liouville'i ja Caputo tuletisi meie mee-
todiga(vt teoreem 2.1 ja järeldus 2.2). Kõigepealt vaatame juhtu, kus m = 1 ja
N ∈ {10, 15, 25, 50}(vt joonis 1).
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(a) (RLD
1.5
0 x)(t) = (
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(b) (RLD
2.5
0 x)(t) = (
CD2.50 x)(t)
Joonis 1: Analüütiliselt ja töös vaadeltud meetodiga leitud Riemann-Liouville'i ja
Caputo tuletised, kus m = 1.
Näeme joonise (1) abil, et mida suurema on N , seda parema lähendamise saa-
me.
Vaatleme nüüd olukorda, kus N = 50 on fikseeritud ningm ∈ {1, 2, 3}(vt joonis
2).
29
0 10.2 0.4 0.6 0.80.1 0.3 0.5 0.7 0.9
0
10
2
4
6
8
12
14
1
3
5
7
9
11
13
Analüütiline
m=1, E=0,0024920
m=2, E=0,0000743
m=3, E=0,0000012
0.79672 0.79674 0.79676
4.9482
4.9484
4.9486
4.9488
(a) (RLD
1.5
0 x)(t) = (
CD1.50 x)(t)
0 10.2 0.4 0.6 0.80.1 0.3 0.5 0.7 0.9
0
20
40
60
10
30
50
70
5
15
25
35
45
55
65
Analüütiline
m=1, E=0,0050230
m=2, E=0,0000754
m=3, E=1,856D−13
0.72104 0.72105
19.708
19.707
19.7075
(b) (RLD
2.5
0 x)(t) = (
CD2.50 x)(t)
Joonis 2: Analüütiliselt ja meetodiga lähendatud Riemann-Liouville'i ja Caputo
tuletised, kus N = 50.
Saame järeldada joonise (2) põhjal, et juba väikese m korral on meie lähendid
piisavalt täpsed.
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Summary
Uurisime murruliste tuletiste leidmist ühe konkreetse meetodiga, mis tugineb har-
liku järku tuletise arvutamisel. Tuginedes artiklile on vaadletav meetodi kohta
forumeelritud ja tõestatud kaks teoreerilist tulemust.
Meetodit on lihtne arvutis konstrueerida, sest meetod teisendab murrulise tu-
letise leidmise harilike tuletiste peale. Programmi kirjutades selgub aga ka üks
meetodi miinus. Iga näite jaoks tuleb meil käsitsi leida funktsiooni 1.järku kuni
(n+m+ 1)-ndat järku tuletised, mis on suure n ja m ning keerulise kujuga funkt-
siooni korral küllaltki töömahukas ülesanne. Lisaks võtab lähendamine kaua aega,
kui N on piisavalt suur. Näide juures piirdusime juhuga, kui N = 50.
Tulevikus võiks meetodit võrrelda teiste meetoditega, et näha, mis on selle
meetodi eelised ja puudused nende ees, näiteks milline on meetodi koonduvuskiirus
ja tööaeg. Kaugemas perspektiivis võiks uurida, kui efektiivselt saab meetodit
rakendada murruliste tuletiste differentsiaalvõrrandite lahendamiseks.
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