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For k, d 2, a Bethe tree is a rooted tree with k levels which the
root vertex has degree d, the vertices from level 2 to k − 1 have
degree d + 1 and the vertices at the level k are pendent vertices.
So et al., using a theorem by Ky Fan have obtained both upper and
lower bounds for the Laplacian energy of bipartite graphs. We shall
employ the abovementioned theorem to obtain new and improved
bounds for the Laplacian energy in the case of Bethe trees.
© 2009 Elsevier Inc. All rights reserved.
1. Preliminaries
Let G be a simple graph, with n vertices and m edges. That is to say, G is a simple (n,m)- graph.
For any of these graphs, d1  d2  · · · dn corresponds to its vertex degree sequence. The diagonal
matrix of order n whose (i, i)-entry is di is the diagonal vertex degree matrix of G and is denoted by
D(G). The (0, 1)-adjacency matrix A(G) = (aij) is deﬁned by aij = 1 if, and only if, vertices i and j are
connected. Its eigenvalues λ1, λ2, . . . , λn form the spectrum of G. The matrix L(G) = D(G) − A(G) is

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the Laplacian matrix of G. The Laplacian spectrum of G corresponds to eigenvalues μ1,μ2, . . . ,μn of
L(G) (cf. [1]). It is well known, for bipartite graphs, that Laplacian matrix and the signless Laplacian
matrix Q(G) = A(G) + D(G) have equal spectra (cf. [1]).
The notion of energy of a (n,m)-graph G was introduced by Gutman to obtain the π-molecular
energy (cf. [6,7,10,13]). It is deﬁned by
E (G) =
n∑
j=1
∣∣λj∣∣ ,
whereas the Laplacian energy of a (n,m)-graph G (cf. [8,11,9]) is deﬁned by
LE (G) =
n∑
j=1
∣∣∣∣μj − 2m
n
∣∣∣∣ . (1)
The concept of matrix energy (cf. [15]) was established by analogy with graph energy. For a matrix C,
with singular values s1(C), s2(C), . . . its energy E(C) is equal to s1(C) + s2(C) + · · ·. Consequently, if
C ∈ Rn×n is symmetric with eigenvalues λ1(C), λ2(C), . . . , λn(C), its energy is given by
E (C) =
n∑
i=1
|λi(C)| .
Let s ∈ N. Denote Is the corresponding identity matrix of order s. Evidently the energy of any graph G
is the energy of its adjacency matrix and its Laplacian energy is provided by
LE (G) = E
(
L(G) − 2m
n
In
)
. (2)
The following results are already known.
Theorem 1. Let A and B be two real square matrices of order n and let C = A + B. Then
E (C) E (A) + E (B) . (3)
Moreover equality holds if, and only if, there exists an orthogonal matrix P such that PA and PB are both
positive semideﬁnite matrices.
Theorem 1 is shown by Ky Fan (cf. [3]) using a variational principle. It also appears in Gohberg and
Krein (cf. [5]), and in Horn and Johnson (cf. [12]). No equality case is discussed in these references.
Thompson (cf. [19,20]) employs polar decomposition theoremand inequalities due to Fan andHoffman
(cf. [4]) to obtain its equality case. Day and So (cf. [2]) give the details of a proof for the inequality and
the case of equality.
For a matrix A, deﬁne |A| (ATA)1/2. Here we present the following version of the polar decompo-
sition theorem.
Theorem 2 cf. [14]. Let A ∈ Rn×n. Then there exist positive semideﬁnite matrices X , Y ∈ Rn×n and
orthogonal matrices P, F ∈ Rn×n such that A = PX = YF. Moreover, the matrices X , Y are unique and
X = |A|, Y = (AAT )1/2. The matrices P and F are uniquely determined if and only if A is nonsingular.
As an application of Theorem 1, the authors in [18] obtain the next result.
Theorem 3. Let G be a bipartite (n,m)-graph. Then
max
⎧⎨
⎩E(G),
n∑
i=1
∣∣∣∣di − 2m
n
∣∣∣∣
⎫⎬
⎭ LE (G) E(G) +
n∑
i=1
∣∣∣∣di − 2m
n
∣∣∣∣ .
For k, d 2 a Bethe tree of k levels, Bk(d), is a rooted tree such that the root vertex has degree d, the
vertices from level 2 to k − 1 have degree d + 1 and the vertices at the level k are pendent vertices.
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With the customary abuse of notation, we shall take n andm as the number of vertices and the number
of edges of Bk(d), respectively. Then,m = n − 1 and 2mn = 2 − 2n . For Bk(d), denote by Ek(d), (LE)k(d)
and E
(
Dk(d) − 2mn In
)
the energy, the Laplacian energy and the energy of the shift of its diagonal vertex
degree matrix in 2m
n
In, respectively. Thus, the above result on Bk(d) is established:
max
{
Ek(d), E
(
Dk(d) − 2m
n
In
)}
(LE)k(d) Ek(d) + E
(
Dk(d) − 2m
n
In
)
. (4)
The aim of this paper is to improve both lower and upper bounds for (LE)k(d). On thisway,we consider
the tridiagonal symmetric matrix of order k
Tk =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
√
d
√
d d + 1 . . .
. . .
. . .
d + 1 √d√
d d
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and the diagonal matrix constructed from its main diagonal,
Dk = diag (1, d + 1, . . . , d + 1, d) . (5)
Furthermore, let
Sk = Tk − Dk (6)
the symmetric tridiagonal matrix with main diagonal equal to zero and whose codiagonals are equal
to those of Tk . For 1 j k − 1, by setting Tj , Dj , Sj the principal leading submatrices of order j of
Tk ,Dk , Sk , respectively. We consider the characteristic polynomials:
Pj (λ) = det(Tj − λIj) and Rj (λ) = det(Sj − λIj), 1 j k.
In addition, we let aj denote the integer
aj = dk−j−1 (d − 1) , 1 j k − 1. (7)
The next result provides a split up of the characteristic polynomials of known matrices.
Theorem 4 [16]. For 1 j k, let aj , Pj , Rj be deﬁned as above respectively. Then
1. The characteristic polynomial P(λ) = det(L(Bk(d)) − λIn) is decomposed in the form
P (λ) = Pk (λ)
k−1∏
j=1
P
aj
j (λ) .
2. The characteristic polynomial R(λ) = det(A(Bk(d)) − λIn) is decomposed in the form
R (λ) = Rk (λ)
k−1∏
j=1
R
aj
j (λ) . (8)
Rojo and Robbiano in [17] obtain the values
d + 1 + 2√d cos π j
k
, 1 j k − 1, (9)
and zero for the roots of the polynomial Pk(λ). Hence, the values in (9) are k − 1 nonzero Laplacian
eigenvalues of Bk(d). Let νk deﬁned as follows:
νk = 2m
n
+
k−1∑
j=1
∣∣∣∣d + 1 + 2
√
d cos
π j
k
− 2m
n
∣∣∣∣ . (10)
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By the above considerations, νk is the energy of the matrix Tk − 2mn Ik and it is obtained via k and d.
Lemma 5. Let n and m be the number of vertices and the number of edges of Bk(d), respectively, with k,
d 2. Consider Dk , Sk and νk as in Eqs. (5), (6) and (10), respectively. Then
max
{
E
(
Dk − 2m
n
Ik
)
, E(Sk)
}
< νk < E
(
Dk − 2m
n
Ik
)
+ E(Sk).
Proof. Bearing in mind that Tk − 2mn Ik =
(
Dk − 2mn Ik
)
+ Sk , together with Theorem 1 and Eq. (10),
we obtain
νk  E
(
Dk − 2m
n
Ik
)
+ E (Sk) . (11)
In order to prove that the inequality is strict it should be noted that
Dk − 2m
n
Ik =
(
2
n
− 1
)
Ik + diag(0, d, . . . , d, d − 1),
and ∣∣∣∣Dk − 2m
n
Ik
∣∣∣∣ =
(
2
n
− 1
)
Ik + diag
(
2 − 4
n
, d, . . . , d, d − 1
)
.
Then, both Dk − 2mn Ik and |Dk − 2mn Ik| are nonsingular matrices via d 2 and n > 2. By setting
J = diag(−1, 1, . . . , 1) ∈ Rk×k , we arrive at
J
∣∣∣∣Dk − 2m
n
Ik
∣∣∣∣ = Dk − 2m
n
Ik. (12)
Suppose that the equality in Eq. (11) holds, then Theorem 1 says that there exists an orthogonal matrix
P such that
X = P
(
Dk − 2m
n
Ik
)
(13)
and Y = PSk are positive semideﬁnite matrices. Hence PTX and PTY are polar decompositions of ma-
trices Dk − 2mn Ik and Sk , respectively. By Theorem 2 we conclude that X = |Dk − 2mn Ik| and Y = |Sk|.
As the matrix Dk − 2mn Ik is nonsingular, P is the unique orthogonal matrix for which (13) is true and
by Eq. (12), we have PT = J = P. Then Y = PSk = JSk is semideﬁnite positive. This contradicts the
fact that trace(Y) = 0. Thus, inequality in (11) must be strict and the result follows. On the left hand
inequality we need to consider the matrix
H = diag(1,−1, . . . , (−1)k−1, (−1)k).
It is easily checked that H2 = Ik . Thus, Z = H
(
Tk − 2mn Ik
)
H and Tk − 2mn Ik are similar matrices. With
simple calculations it can be veriﬁed that Z = Dk − 2mn Ik − Sk . Then,
2
(
Dk − 2m
n
Ik
)
= Tk − 2m
n
Ik + Z (14)
and
2Sk = Tk − 2m
n
Ik − Z. (15)
We now apply Theorem 1 to Eqs. (14) and (15) to obtain
2E
(
Dk − 2m
n
Ik
)
 νk + E(Z) = 2νk (16)
and
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2E (Sk) νk + E(Z) = 2νk , (17)
respectively. Thus, all that remains is to verify that strict inequality holds. By invoking again Theorem1,
we see that Eqs. (14) and (15), in assuming equalities in (16) and (17) imply that there exist orthogonal
matrices P1 and P2 such that,
X1 = P1
(
Tk − 2m
n
Ik
)
, Y1 = P1Z , (18)
X2 = P2
(
Tk − 2m
n
Ik
)
, Y2 = P2 (−Z) (19)
are positive semideﬁnitematrices. Hence PT1X1, P
T
1Y1 are polar decompositions of Tk − 2mn Ik , Z , respec-
tively. Similarly the products PT2X2, P
T
2Y2 are polar decompositions of Tk − 2mn Ik , −Z , respectively. By
Theorem 2, we conclude that X1 = |Tk − 2mn Ik| = X2, Y1 = |Z| = Y2. As the matrices Tk − 2mn Ik and
−Z have the same singular values, X1 = Y2 is derived. Thus X2 = Y2 and Eq. (19) imply Dk = 2mn Ik .
Similarly, X1 = Y1 and Eq. (18) imply Sk = 0. Evidently both assertions are contradictions. Thus, the
result holds. 
The proof of the next result is a matter of straightforward computation.
Lemma 6. Let r be a positive integer and {cj}rj=0, {bj}rj=1 be complex numbers. Then
r∑
j=1
bj
(
cj − cj−1) = brcr − b1c0 +
r−1∑
j=1
cj
(
bj − bj+1) .
Lemma 7. For 1 j k, let Dj − 2mn Ij and aj as deﬁned in Theorem 4. Then
E
(
Dk(d) − 2m
n
In
)
= E
(
Dk − 2m
n
Ik
)
+
k−1∑
j=1
ajE
(
Dj − 2m
n
Ij
)
.
Proof. For the Bethe tree Bk(d), we consider every degree of vertex at each level i, with 1 i k, to
obtain
E
(
Dk(d) − 2m
n
In
)
= dk−1
∣∣∣∣1 − 2m
n
∣∣∣∣+
∣∣∣∣d − 2m
n
∣∣∣∣+
∣∣∣∣d + 1 − 2m
n
∣∣∣∣
k−2∑
i=1
dk−1−i.
It is clear that
k−1∑
j=1
ajE
(
Dj − 2m
n
Ij
)
=
k−1∑
j=1
dk−j−1 (d − 1)
⎛
⎝ j∑
i=1
si
(
Dj − 2m
n
Ij
)⎞⎠
=
k−1∑
j=1
(
dk−j − dk−j−1
)⎛⎝ j∑
i=1
si
(
Dj − 2m
n
Ij
)⎞
⎠ := ϑ.
At this point we apply Lemma 6 on −ϑ with
r = k − 1, bj =
j∑
i=1
si
(
Dj − 2m
n
Ij
)
, cj = dk−j−1, 1 j k − 1,
and the result follows. 
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To simplify the writing we make
εk = νk − E
(
Dk − 2m
n
Ik
)
, γk = νk − E (Sk)
and δk = E
(
Dk − 2m
n
Ik
)
+ E (Sk) − νk.
It follows from Lemma 5 that
εk > 0, γk > 0 and δk = νk − εk − γk > 0.
In what follows Ek(d), (LE)k(d) and E
(
Dk(d) − 2mn In
)
are the energy, the Laplacian energy and the
energy of the shift of the diagonal vertex degree matrix in 2m
n
In of Bk(d), respectively.
Theorem 8. Consider εk , γk and δk as above. Let
Λ1 = max
{
E
(
Dk(d) − 2m
n
In
)
− Ek (d) + εk , γk
}
and
Λ2 = E
(
Dk(d) − 2m
n
In
)
− δk.
The inequalities
Λ1 (LE)k (d) − Ek (d)Λ2 (20)
hold. Furthermore,
Λi > 0, i = 1, 2, (21)
max
{
Ek(d), E
(
Dk(d) − 2m
n
In
)}
< Ek (d) + Λ1 (22)
and
Ek (d) + Λ2 < Ek (d) + E
(
Dk(d) − 2m
n
In
)
. (23)
Now we compare expressions in (20) and (4). By using inequalities (21), (22) and (23) both lower
and upper bounds for (LE)k(d) in (4) have been improved. We continue with the proof of the previous
theorem.
Proof. From the above, it is clear that
Λ2 = E
(
Dk(d) − 2m
n
In
)
− δk
= E
(
Dk(d) − 2m
n
In
)
− E
(
Dk − 2m
n
Ik
)
− E (Sk) + νk > 0
and
Λ1 = max
{
νk − E (Sk) , E
(
Dk(d) − 2m
n
In
)
− Ek (d) + νk − E
(
Dk − 2m
n
Ik
)}
> 0.
Furthermore, via Theorem 4 and Lemma 7 we have
Ek (d) = E (Sk) +
k−1∑
j=1
ajE
(
Sj
)
, (24)
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(LE)k (d) = E
(
Tk − 2m
n
Ik
)
+
k−1∑
j=1
ajE
(
Tj − 2m
n
Ij
)
, (25)
and
E
(
Dk(d) − 2m
n
In
)
= E
(
Dk − 2m
n
Ik
)
+
k−1∑
j=1
ajE
(
Dj − 2m
n
Ij
)
. (26)
Let Zj be the leading principal submatrix of order j of Zk = Dk − 2mn Ik − Sk with 1 j k − 1. Then
2
(
Dj − 2m
n
Ij
)
= Tj − 2m
n
Ij + Zj , 1 j k − 1 (27)
and
2Sj = Tj − 2m
n
Ij − Zj , 1 j k − 1. (28)
By proceeding as in the proof of Lemma 5 we obtain
max
{
E
(
Dj − 2m
n
Ij
)
, E
(
Sj
)}
 E
(
Tj − 2m
n
Ij
)
, 1 j k − 1 (29)
and
E
(
Tj − 2m
n
Ij
)
 E
(
Dj − 2m
n
Ij
)
+ E (Sj) , 1 j k − 1. (30)
From (30), multiplying by aj and adding, from j = 1 to j = k − 1, together with Eq. (24) we have
k−1∑
j=1
ajE
(
Tj − 2m
n
Ij
)

k−1∑
j=1
ajE
(
Dj − 2m
n
Ij
)
+ Ek (d) − E(Sk). (31)
Hence, from Eqs. (25) and (10) we conclude that
(LE)k (d) − νk 
k−1∑
j=1
ajE
(
Dj − 2m
n
Ij
)
+ Ek (d) − E (Sk) = Ek (d) + Λ2 − νk. (32)
Thus, the right hand inequality in (20) follows. The inequality in (23) is a direct consequence of Eqs.
(32), (26) and δk > 0. On the prove of Λ1 (LE)k(d) − Ek(d), we see that (25) and (29) imply that
(LE)k (d)
= νk +
k−1∑
j=1
ajE
(
Tj − 2m
n
Ij
)
max
⎧⎨
⎩νk +
k−1∑
j=1
ajE
(
Dj − 2m
n
Ij
)
, νk +
k−1∑
j=1
ajE
(
Sj
)
⎫⎬
⎭
= max
{
νk + E
(
Dk(d) − 2m
n
In
)
− E
(
Dk − 2m
n
Ik
)
, νk + Ek (d) − E (Sk)
}
.
Therefore,
(LE)k (d) − Ek (d)max
{
νk − Ek (d) + E
(
Dk(d) − 2m
n
In
)
− E
(
Dk − 2m
n
Ik
)
, νk − E (Sk)
}
= max
{
νk − E
(
Dk − 2m
n
Ik
)
− Ek (d) + E
(
Dk(d) − 2m
n
In
)
, γk
}
= Λ1.
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Finally, from
Ek (d) + Λ1 = max
{
νk − E
(
Dk − 2m
n
Ik
)
+ E
(
Dk(d) − 2m
n
In
)
, νk − E (Sk) + Ek (d)
}
and by an elementary argument, we arrive at
Ek (d) + Λ1 > max
{
E
(
Dk(d) − 2m
n
In
)
, Ek (d)
}
.
Thus, the result holds. 
The next example compares upper and lower bounds for Laplacian energy obtained in [18] with
upper and lower bounds obtained in this work.
Example 9. In what follows (LE)k(d), OUB, OLB, NUB, NLB are the Laplacian Energy, the upper and
lower bound,obtained in [18], the upper and lower bound, obtained in this paper.
d k (LE)k (d) OUB OLB NUB NLB
2 5 46.8035 63.3012 33.3657 60.0212 34.3829
2 4 22.3346 29.8481 15.9814 27.2569 17.600
3 4 67.3657 89.6285 51.3000 84.6815 54.0990
2 7 195.1063 265.2656 139.2813 260.4352 140.5297
5 2 8.6667 11.1388 6.6667 8.6667 8.6667.
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