Abstract: This article deals with estimation of the change-point in a sequence of independent random variables. It is based on a least squares process endowed with a weight function. For finite sample sizes we derive bounds of the error probability. They immediately yield rates of consistency which are known to be optimal. Our findings extend and sharpen earlier results of Antoch, Hušková and Veraverbeke (1995) .
Introduction and Main Results
For every n ∈ N let X i = X in , 1 ≤ i ≤ n, be independent real valued random variables defined on a probability space (Ω, A, P ). Assume that for each n ≥ 2 there exists a natural number τ n ∈ {1, . . . , n − 1} such that X 1 , . . . , X τn have a common distribution function (df) F 1 = F 1n whereas the remaining random variables X τn+1 , . . . , X n stem from another df F 2 = F 2n , which differs from F 1 . The so-called change-point τ n is the parameter of interest which is to be estimated. Here the underlying df F 1 and F 2 are not known. For example one can think of a machine that produces items. Then X 1 , . . . , X n describe the measurements of the output at time points t 1 < . . . < t n . After an unknown time t ∈ (t 1 , t n ] the machine is subjected to some deterioration which systematically worsens the output. Then τ n gives the number of items which were produced during the time span when the production process was still under control.
There is a vast number of articles in the literature dealing with change-point detection. Surveys are given in Telksnys (1986) , Krishnaiah and Miao (1988) , Brodsky and Darkhovsky (1993) , Bhattacharya (1994) , Csörgő and Horváth (1997) or Chen and Gupta (2000) . There the reader will find many other examples from various scientific fields where the change-point model applies.
In this article we use the least square method for the estimation of τ n . For that purpose let us assume that the expectations
both exist and are finite. Then the least square estimator (LSE) is defined bŷ
where the last sum does not depend on k we obtain the following alternative representation for the LSE:
with
Usually µ 1 and µ 2 are unknown. Then we replace the quantity (µ 1 + µ 2 )/2 through the arithmetic meanX n of the data X 1 , . . . , X n . This results in the one-sided estimator
In the case we do not even know the sign of µ 1 − µ 2 it is reasonable to use the two-sided estimator
The estimatorsλ n ,τ + n andτ n perform well as long as the change-point τ n lies in the middle of 1, . . . , n − 1. If it occurs in the border areas, i.e., τ n is either close to 1 or to n − 1, then the use of weights is recommended, confer Ferger (1994 Ferger ( , 2001 ). This finally leads to the weighted LSÊ
and τ n (γ) = arg max
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where γ ∈ [0, 1).
The estimatorsλ n ,τ + n (γ) andτ n (γ) are not new in the change-point literature, but when they first appeared there was no reference to the LS-method. For example Hinkley (1969 Hinkley ( , 1970 Hinkley ( , 1972 considers the normal shift model
where {ε i : i ∈ N} are independent centered normal variables with unknown variance σ 2 > 0. In our notation we have to do with
If µ 1 and µ 2 are known then the maximum likelihood estimator (MLE) and the LSEλ n coincide. If µ 1 and µ 2 are unknown then the MLE for the 3-dimensional parameter (τ n , µ 1 , µ 2 ) has first component which is equal toτ n (1/2), confer Hinkley (1970) . He points out that in the normal modelλ n − τ n andτ n (1/2) − τ n have the same limit distribution. In this sense these estimators are asymptotically equal. The one-sided versionτ + n (1/2) goes back to Bhattachrya and Brockwell (1976) . They mention (without proof) that with "high probability"τ n (1/2) andτ + n (1/2) are equal, whence it suffices to analyzeτ
In Corollary 4 below we will confirm their statement and give rates of convergence to zero for the probabilities P (τ n (1/2) =τ + n (1/2)), n ≥ 2. Bhattacharya and Brockwell (1976) study the asymptotic behaviour ofτ + n (1/2) under so-called local changes, where the expectations µ i = µ in , i = 1, 2 vary with n such that their differences δ n := µ 2n − µ 1n (12) converge to zero but with a rate slower than n −1/2 , or formally: δ n n 1/2 → ∞ as n → ∞. They show convergence in distribution of δ 2 n (τ + n (1/2)−τ n ) to the maximizer of a two-sided Brownian motion on the real line with linear drift downwards (in the case δ n is negative). Antoch et al. (1995) investigate more generally the two-sided estimatorτ n (γ) for every γ ∈ [0, 1 2 ] in the location model (11) with {ε i : i ∈ N} not necessarily being normal but arbitrary i.i.d. centered random variables with finite positive variance. In accordance with Bhattacharya and Brockwell (1976) they require that τ n is neither too small nor too large. Formally it is assumed that there exists an 0 < ε < 1 2 such that
They prove the following
Theorem 1 (Antoch et al.). (a) Assume, as n → ∞,
Then, as n → ∞, for every γ ∈ [0, 1 2 ),
(b) Assume, as n → ∞,
In the original paper it is additionally required that δ n → 0. However, checking the proof carefully makes clear that this assumption is superfluous. Thus especially the so-called fixed change model δ n = δ = 0 for all n ≥ 2 is admitted. Using the above theorem Antoch et al.(1995) also find the limit distribution of δ
] in the local change model. The limit is of the same type as in Bhattacharya and Brockwell (1976) . In Antoch and Huskova (1998) also the fixed change model is treated. Here the limit variable ofτ n (γ) − τ n turns out to be the maximizing point of a two-sided random walk on Z with linear downward drift.
In this paper we sharpen and extend the statements of Theorem 1. First of all, we derive tailbounds forτ n (γ) − τ n . They are such that we immediately obtain the consistency rates of Theorem 1. Here we allow also for weights with γ ∈ [0, 1) and not only for γ ∈ [0, 1 2 ]. Moreover our model is slightly more general in so much that our df F 1 and F 2 need not to have a common variance. All this is gathered in the following main result of this article. (13) is true and suppose that there exists an upper bound σ 2 such that
Theorem 2. Assume
Then for each n ≥ 3 and every x > 0 the following inequalities hold:
Here C is a constant depending on ε and γ which may be specified.
Theorem 2 indeed immediately yields (a) and (b) of Theorem 1 but in addition alsô
Notice that for (b) we need
which is slightly stronger than (16) in Theorem 1. The reason for this lies in the special model assumption (11) there which relies on a sequence, namely {ε i : i ≥ 1}, of random variables. This makes Antoch et al.(1996) to apply the classical law of iterated logarithm which is not possible for our scheme of double indexed random variables X in .
Note that the weighted LSEτ n (γ) coincides with Ferger's (2001) weighted kernel estimator with kernel K(x, y) = x − y and weight function w(t) = (t (1 − t) ) −γ . However the tailbounds we obtained there are only valid for γ ≤ 1 2 and moreover are weaker for γ < 1 2 because of an additional logarithmic factor at the term n −1 . Furthermore the constant occurring there is inferior to the constant C in Theorem 2.
Proof of Theorem 2
The proof of Theorem 2 is made in several steps. At first we start with a representation of our estimators which for our argumentation is more convenient. If we put
and
The following analytical property of the mean function
as presented in the next lemma turns out to play a crucial part in the proof.
Then L is positive and
(c) Especially τ n is the unique maximizer ofΓ n .
Proof. (a) Sincē
where
an easy calculation shows that
from which (a) follows immediately.
(b) First observe that for all 0 < t < 1
because t(1 − t) ≤ 1/4 on (0,1).
Thus, for k ≤ τ n we see that (13) and (34) upon noticing that δ n = µ 2 − µ 1 is negative by assumption. The case k > τ n can be treated in the same fashion. This shows (b).
(c) follows directly from (b), because L is positive.
In our second step we need to bound the probability
Lemma 2. There exists a constant A which depends on γ such that for all y > 0
From the triangle-inequality we can infer that
Since w is monotone decreasing on (0, 1 2 ] it follows with the Hájek-Rényi inequality:
Check that
Obviously the weight-function w(t) = (t (1 − t) )
which immediately ensures that
Thus we obtain
for some constant B depending on γ. Similarly as in (43) one has that
whence by Tschebyscheff's inequality
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Combining (46) and (48) gives
for some constantB depending on γ. By symmetry of w about 1/2 it follows that
Next we conclude that
Another application of the Hájek-Rényi inequality yields
As to Q n2 (y) use k/n ≤ 1 and symmetry of w to see that
As a consequence Q n2 (y) has the same upper bound as P n1 (y) in (46). Combine this with (54) to infer that Q n (y) has the same upper bound as P n (y) in (49), which finishes the proof of the lemma.
In our next step we will use Lemma 2 to show thatτ n (γ) andτ + n (γ) are equal with high probability as n → ∞. Therefore later on it will suffice to find tail-bounds forτ
Lε with L as in Lemma 1. If µ 1 > µ 2 then y 0 is positive and
Proof. By Lemma 1(b) the constant L is positive so that y 0 is positive. An application of Lemma A.1 in the appendix with T = {1, . . . , n − 1} and f = Γ n (
Lθ n with θ n = τn n . Since by assumption τ n ∈ {1, . . . , n − 1} it follows that
Next notice that
and that 
where the first equality follows from the definition ofȳ 0 and the last inequality from (13) . To sum up this shows
As shown aboveȳ 0 ≥ 1 2 Lε = y 0 , whence we immediately obtain that
from which the assertion of the lemma follows.
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From Lemma 2 and 3 we can directly deduce Corollary 4. If µ 1 > µ 2 then there exists a constant B which depends on ε and γ such that
Another useful corollary can be deduced from Lemma 1 and Lemma 2 together with Lemma A.2 in the appendix. It gives a first tail-bound, which will be used to show our final tail-bound given in Theorem 2.
where D is a constant which depends on ε and γ.
and we obtain from Lemma 2 the desired result.
We are now in the position to prove our main result.
Proof of Theorem 2. W.l.o.g. assume that µ 1 > µ 2 , otherwise consider −X 1 , . . . , −X n . Put
Since
it follows that
=:
For the first probability we obtain
Introduce the notation
Note that on [ε, 1 − ε] the weight function w is Lipschitz-continuous with Lipschitzconstant L ε and has finite upper bound M ε . Therefore by Lemma 1(b) it follows for every
This implies that 
where A 1 and A 3 are constants depending on ε and γ. Using the Hájek-Rényi-inequality gives where < x > denotes the smallest integer larger than or equal to x. Again A 2 is a constant depending on ε and γ. Thus we have shown that
for some constant A depending on ε and γ. In the same manner one shows that P 12 satisfies the same inequality, whence we have that
Finally, since 
by Corollary 5, our proof of Theorem 2 is complete taking into account Corollary 4.
