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HERMITE POLYNOMIALS, LINEAR FLOWS ON THE TORUS,
AND AN UNCERTAINTY PRINCIPLE FOR ROOTS
FELIPE GONC¸ALVES, DIOGO OLIVEIRA E SILVA, AND STEFAN STEINERBERGER
Abstract. We study a recent result of Bourgain, Clozel and Kahane, a version of which states
that a sufficiently nice function f : R→ R that coincides with its Fourier transform and vanishes
at the origin has a root in the interval (c,∞), where the optimal c satisfies 0.41 ≤ c ≤ 0.64.
A similar result holds in higher dimensions. We improve the one-dimensional result to 0.45 ≤
c ≤ 0.594, and the lower bound in higher dimensions. We also prove that extremizers exist,
and have infinitely many double roots. With this purpose in mind, we establish a new structure
statement about Hermite polynomials which relates their pointwise evaluation to linear flows
on the torus, and applies to other families of orthogonal polynomials as well.
1. Introduction and main results
Throughout the paper, we will use the normalization that turns the Fourier transform into a
unitary operator on L2(Rd):
(1) f̂(y) =
∫
Rd
f(x)e−2piix·ydx
1.1. Setup. The following insight is due to Bourgain, Clozel and Kahane [1]: If f : R→ R is an
even function such that f(0) ≤ 0 and f̂(0) ≤ 0, then it is not possible for both f and f̂ to be
positive outside an arbitrarily small neighborhood of the origin. Having f even and real-valued
guarantees that f̂ is real-valued and even. The second condition yields
0 ≥ f̂(0) =
∫ ∞
−∞
f(x)dx and 0 ≥ f(0) =
∫ ∞
−∞
f̂(y)dy,
which implies that the quantities
A(f) := inf {r > 0 : f(x) ≥ 0 if |x| > r}
A(f̂) := inf {r > 0 : f̂(y) ≥ 0 if |y| > r}
are strictly positive (possibly ∞) unless f ≡ 0. There is a dilation symmetry x → λx having
the reciprocal effect y → y/λ on the Fourier side. As a consequence, the product A(f)A(f̂) is
invariant under this group action and becomes a natural quantity to consider.
1.2. One-dimensional bounds. The paper [1] establishes the following quantitative result.
Theorem 1 (Bourgain, Clozel & Kahane). Let f : R→ R be a nonzero, integrable, even function
such that f(0) ≤ 0, f̂ ∈ L1(R) and f̂(0) ≤ 0. Then
A(f)A(f̂) ≥ 0.1687,
and 0.1687 cannot be replaced by 0.41.
It is straightforward to prove some lower bound for the quantity A(f)A(f̂), see Lemma 13 below
for a very short and easy proof taken from [1] of the lower bound 1/16. The purpose of the present
paper is to popularize the statement, to give new proofs of improved estimates, and to investigate
properties of extremizers. Our first argument improves the constants.
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Theorem 2. Let f : R→ R be a nonzero, integrable, even function such that f(0) ≤ 0, f̂ ∈ L1(R)
and f̂(0) ≤ 0. Then
A(f)A(f̂) ≥ 0.2025,
and 0.2025 cannot be replaced by 0.353.
The proof of the lower bound in Theorem 2 relies on rearrangement inequalities of optimal trans-
port flavor which do not admit a straightforward generalization to higher dimensions. It is quite
involved and cannot be improved much further: the third decimal place in the lower bound could
be increased at the expense of some additional work, but a genuinely new idea seems needed for
substantial further improvement. In contrast, we believe that the upper bound given by Theorem
2 might be very close to being optimal and that functions which almost realize the sharp constant
look like the function depicted in Figure 1.
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Figure 1. Plot of a function f ∈ L1(R) satisfying f̂ = f and f(0) = 0 which is
non-negative in the interval (0.6,∞).
1.3. Extremizers. Let A denote the higher-dimensional version of the set of functions considered
in Theorems 1 and 2. In other words, let d ≥ 1, and say that a function f : Rd → R belongs to A
if it is nonzero, integrable with integrable Fourier transform, and such that f(0) ≤ 0 and f̂(0) ≤ 0.
Set
A := inf
f∈A
√
A(f)A(f̂),
where A(f) again denotes the smallest positive real number r such that f(x) ≥ 0, for every |x| > r.
Our next result shows that the inequality
(2) A(f)A(f̂) ≥ A2 (f ∈ A)
admits an extremizer. It holds in every dimension d ≥ 1.
Theorem 3. There exists a nonzero radial function f ∈ L1(Rd) such that f̂ = f , f(0) = f̂(0) = 0,
and A(f) = A.
We proceed to show that extremizers for inequality (2) exhibit an unexpected behavior when
compared to extremizers for other uncertainty principles (recall, for instance, that Gaussians
extremize the Heisenberg uncertainty inequality). To state it precisely, let us say that a continuous
function f : R → R has a double root at x0 ∈ R if f(x0) = 0 and f does not change sign in a
neighborhood of x0.
Theorem 4. Let f : R+ → R be a function such that its radial extension, x ∈ Rd 7→ f(|x|),
belongs to the set A and realizes equality in (2). Then f has infinitely many double roots in the
interval (A(f),∞).
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We remark that, in principle, it is possible for an extremizer f to vanish identically in an interval
[a, b] ⊂ [A(f),∞) and to be strictly positive for large values of its argument, although we believe
that not to be the case. We approach Theorem 4 in two different ways, both of which follow a
common general strategy: Assuming f to be an extremizer for inequality (2) with a finite number
of double roots only, we identify a perturbation fε of f for which A(fε)A(f̂ε) < A(f)A(f̂). The
first argument works only if d = 1, but has the advantage that it relies on an explicit construction
of the perturbation fε that seems generalizable to a number of related situations which we plan to
address in future work. This construction makes use of a variant of the following nice result about
Hermite polynomials which holds at a greater level of generality, and may be true for a wide class
of orthogonal functions.
Theorem 5. Let {a1, a2, . . . , ak} ⊂ R be a finite set of reals. Then there exist infinitely many
Hermite polynomials H4n satisfying
min
1≤j≤k
H4n(aj) > 0,
and there exist infinitely many Hermite polynomials H4n+2 satisfying max1≤j≤kH4n+2(aj) < 0.
Variants of this statement should hold for ‘generic’ families of orthogonal functions. In fact, we
prove similar results for Laguerre polynomials, as well as for certain linear combinations of Hermite
polynomials that appear naturally in the one-dimensional proof of Theorem 4. We believe this
question, namely, to which extent do sequences of orthogonal functions realize particular sign
patterns when simultaneously evaluated at a prescribed finite set of distinct points, to be of
independent interest and further comment on it below. The second part of the proof of Theorem 4
works only in higher dimensions d ≥ 2, and makes use of Laguerre expansions of radial functions.
1.4. Bounds in higher dimensions. A version of Theorem 1 holds in higher dimensions.
Theorem 6 (Bourgain, Clozel & Kahane). Let d ≥ 2. Let f ∈ L1(Rd) be a nonzero, real-valued,
radial function such that f(0) ≤ 0, f̂ ∈ L1(Rd) and f̂(0) ≤ 0. Then
A(f)A(f̂) ≥ 1
pi
(1
2
Γ
(d
2
+ 1
)) 2
d
,
and this lower bound cannot be replaced by (d+ 2)/2pi.
As an immediate consequence, we have
(3)
d
2pie
< inf
f
A(f)A(f̂) <
d+ 2
2pi
,
where the infimum is taken over all functions f satisfying the assumptions of Theorem 6. The
linear growth in terms of dimension given by inequalities (3) is expected in a wider class of related
situations. The last chapter of the paper [1] shows that this problem and its solution are naturally
related to the theory of zeta-functions in algebraic number fields. Arithmetic arguments show that
the linear growth of the bounds with respect to dimension is natural in view of known properties of
ramifications of these fields. We show that a variation of the original argument employed in [1] to
handle the one-dimensional case can be used to improve the lower bound in all higher dimensions.
Theorem 7. Let d ≥ 2. Let f ∈ L1(Rd) be a nonzero real-valued, radial function such that
f(0) ≤ 0, f̂ ∈ L1(Rd) and f̂(0) ≤ 0. Then:
A(f)A(f̂) ≥ 1
pi
( 1
1 + λd
Γ
(d
2
+ 1
)) 2
d
,
where the number λd is defined in terms of the Bessel function Jd/2 as
λd := − inf
u∈R+
Γ
(
d
2 + 1
)
Jd/2(u)
(u/2)d/2
.
Moreover, λd <
1
2 for every d ≥ 2, and λd → 0 as d→∞ exponentially fast.
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1.5. Overview. The paper is organized as follows. We gather relevant information about Hermite
functions, Bessel functions and Laguerre polynomials in §2, together with a brief digression on
one-dimensional rearrangements of functions. We perform a number of elementary reductions in
§3, and establish the aforementioned lower bound of 1/16 in Lemma 13 below. We prove Theorem
2 in §4. We proceed in two steps, first proving the lower bound and then establishing the upper
bound via an explicit example. The next §5 is devoted to the study of linear flows on the torus.
In particular, we establish a result that will play a role in the one-dimensional proof of Theorem
4, and additionally prove Theorem 5. Extremizers for inequality (2) are studied in §6, where we
prove Theorems 3 and 4. Finally, §7 is devoted to the proof of Theorem 7.
Acknowledgements. The authors are grateful to Ronald R. Coifman, Joa˜o Pedro Ramos and
Christoph Thiele for various useful comments and suggestions. F.G. is supported by CNPQ-Brazil
Post-Doctoral Junior Fellowship 150386/2016-8, D.O.S. is supported by the Hausdorff Center for
Mathematics, and S.S. is supported by an AMS-Simons Travel Grant and INET Grant #INO15-
00038. This work was started during a pleasant visit of the third author to the Hausdorff Institute
for Mathematics, whose hospitality is greatly appreciated.
2. Special functions, rearrangements and integrals over spheres
The purpose of this chapter is to collect various facts which will appear in the arguments below
in order to keep the paper as self-contained as possible.
2.1. Hermite functions. The Hermite polynomials constitute an orthogonal family on the real
line with respect to the Gaussian measure. They can be defined for n ∈ N and x ∈ R as follows:
Hn(x) := (−1)nex2 d
n
dxn
(e−x
2
).
The orthogonality formula
(4)
∫ ∞
−∞
Hn(x)Hm(x)e
−x2dx = 2nn!
√
piδ(n−m)
can be checked via max{m,n} integrations by parts, or can be taken as an alternative definition as
is done in [13]. We use the following asymptotic expansion for Hermite polynomials [13, Theorem
8.22.6 and (8.22.8)]
(5)
Γ(n/2 + 1)
Γ(n+ 1)
e−
x2
2 Hn(x) = cos
(√
2n+ 1x− npi
2
)
+
x3
6
1√
2n+ 1
sin
(√
2n+ 1x− npi
2
)
+O
(
1
n
)
,
which is valid for any fixed x ∈ R as n → ∞. Indeed, as pointed out in [13], the result holds on
compact intervals with a uniformly bounded constant in the error term. For all but one application,
the simpler expansion
(6)
Γ(n/2 + 1)
Γ(n+ 1)
e−
x2
2 Hn(x) = cos
(√
2n+ 1x− npi
2
)
+O
(
1√
n
)
will suffice. The rescaled Hermite functions
ψn(x) :=
21/4√
2nn!
Hn(
√
2pix)e−pix
2
form an orthonormal basis of L2(R) and are a set of eigenfunctions for the Fourier transform
normalized as in (1). More precisely, we have that
ψ̂n = (−i)n(mod4)ψn.
In particular, a function f ∈ L2(R) equals its own Fourier transform if and only if it admits an
expansion of the form
(7) f(x) =
∞∑
n=0
anψ4n(x)
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for a (necessarily unique) set of coefficients {an} ⊂ `2(N).
2.2. Gamma function. The Gamma function is defined for <(s) > 0 as
(8) Γ(s) =
∫ ∞
0
e−tts−1dt.
It satisfies the functional equation sΓ(s) = Γ(s+ 1) and thus constitutes a meromorphic extension
of the factorial: Γ(n+ 1) = n! for every n ∈ N. The following version of Stirling’s formula [11] will
be useful. For every x ≥ 0,
(9) Γ(x) =
√
2pixx−1/2e−xeµ(x) where
1
12x+ 1
< µ(x) <
1
12x
.
2.3. Bessel functions. The Bessel function of the first kind Jν can be defined in a number of
ways. We follow the treatise [14] and define it for ν > −1 and <(z) > 0 by
(10) Jν(z) =
(z
2
)ν ∞∑
n=0
(−1)n( z2)2n
n! Γ(ν + n+ 1)
.
One can check that Bessel functions satisfy the differential equation
(11) z2J ′′ν (z) + zJ
′
ν(z) + (z
2 − ν2)Jν(z) = 0,
and that the following recursion relations hold
Jν−1(z)− Jν+1(z) = 2J ′ν(z),(12)
Jν−1(z) + Jν+1(z) =
2ν
z
Jν(z).(13)
An alternative definition of the Bessel functions, valid for all values of ν > −1/2, is contained in
the following Poisson integral representation:
(14) Jν(z) =
(z/2)ν
Γ( 12 )Γ(ν +
1
2 )
∫ 1
−1
eizt(1− t2)ν− 12 dt.
To verify equivalence of the two definitions, one can integrate by parts to check that the right-
hand side of identity (14) satisfies both recurrence relations (12) and (13), and then appeal to a
uniqueness result for ordinary differential equations. Any of the two definitions can be used to
check the following uniform estimate, valid for every ν ≥ 0 and x ∈ R:
|Jν(x)| ≤ 1.
We will need to know the value of some finite integrals involving Bessel functions.
Lemma 8. Let ν, ρ > 0. Then: ∫ ρ
0
Jν−1(r)rνdr = Jν(ρ)ρν .
Proof. Use the series representation (10) for the function Jν−1 and integrate term by term. This
is allowed in view of the uniform convergence of the series and the compactness of [0, ρ]. 
Another classical observation is the following: maxima and minima of Bessel functions along the
positive half-line R+ := {x ∈ R : x > 0} steadily decrease in absolute value as |x| increases.
Lemma 9. For ν > 0, let {θνk} be the ordered sequence of stationary points of the function Jν
on the positive half-line, i.e., 0 < θν0 < θ
ν
1 < θ
ν
2 < . . . and J
′
ν(θ
ν
k) = 0 for every k ∈ N. Then the
sequence {|Jν(θνk)|} is monotonically decreasing in k.
Proof. We start by arguing as in [14, p. 485–486] to see that θν0 ≥ ν. From the power series (10)
for Jν(x) and the corresponding one for J
′
ν(x) it is obvious that these functions are positive for
sufficiently small values of x > 0. Equation (11) can be rewritten as
x
d
dx
(
xJ ′ν(x)
)
= (ν2 − x2)Jν(x),
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from which one sees that, as long as x < ν and Jν(x) is positive, the function xJ
′
ν(x) is positive
and increasing. It follows that θν0 cannot be less than ν, as claimed. Let us now consider the
following auxiliary function:
M(x) := J2ν (x) +
x2J ′ν(x)
2
x2 − ν2 .
The differential equation (11) implies that
M ′(x) = −2x3
( J ′ν(x)
x2 − ν2
)2
< 0 for every x ≥ ν.
Since we already established the lower bound θν0 ≥ ν, it follows that the sequence {M(θνk)}
decreases monotonically as k increases. But M(θνk) = J
2
ν (θ
ν
k), and so the same holds for the
sequence {|Jν(θνk)|}. 
2.4. Integrals over spheres. Let (Sd−1, σd−1) denote the (d−1)-dimensional unit sphere equipped
with the standard surface measure σd−1. We omit the subscript on σd−1 when clear from the con-
text, and denote the total surface measure of the unit sphere by
(15) ωd−1 := σ
(
Sd−1
)
=
2pid/2
Γ(d/2)
.
In polar coordinates, a measurable function f : Rd → R can be integrated as follows:
(16)
∫
Rd
f(x)dx =
∫ ∞
0
(∫
Sd−1
f(rx)dσ(x)
)
rd−1dr.
In the case of a radial function f(x) = f(|x|), this boils down to∫
Rd
f(x)dx = ωd−1
∫ ∞
0
f(r)rd−1dr.
The following formula can be found in [2, Lemma A.5.2] and allows for integration of radial
functions on the sphere, i.e., functions which depend only on the inner product with a fixed
direction x ∈ Rd.
(17)
∫
Sd−1
f(x · v)dσ(v) = ωd−2
∫ 1
−1
f(|x|t)(1− t2) d−32 dt.
2.5. Laguerre polynomials. For every ν > −1, the Laguerre polynomials Lνn(t), n = 0, 1, 2, ...,
can be defined as the orthogonal polynomials associated with the measure dµν(t) = t
νe−tdt, for
t > 0, up to multiplication by a scalar. In fact, they are defined in such way that Lνn(t) has degree
n, is orthogonal to {1, t..., tn−1} with respect to the measure dµν(t), and
(18) Lνn(t) = (−1)n
tn
n!
+ lower order terms.
It can be shown that
(19)
∫ ∞
0
Lνn(t)L
ν
m(t)t
νe−tdt =
Γ(n+ ν + 1)
n!
δ(n−m).
Laguerre polynomials satisfy the following asymptotic identity due to Feje´r
(20) xν/2+1/4e−x/2Lνn(x) = pi
−1/2nν/2−1/4 cos
(
2
√
nx− νpi
2
− pi
4
)
+O(nν/2−3/4),
where the bound for the remainder holds uniformly for x in any compact subset of (0,∞). We
also have that
(21) Lνn(0) =
(
n+ ν
n
)
∼ n
ν
Γ(ν + 1)
,
and the following generating function
(22)
∞∑
n=0
tnLνn(x) =
e−tx/(1−t)
(1− t)ν+1 ,
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where the limit is uniform for x in any compact set of (0,∞), for fixed t ∈ (−1, 1). It is well-known
that Laguerre polynomials form an orthogonal basis of the space L2(R+, dµν). In other words, if
f : R+ → C is a measurable function such that∫ ∞
0
|f(t)|2tνe−tdt <∞,
then there exists a unique sequence of numbers {fn}, such that
f(t) =
∞∑
n=0
fnL
ν
n(t)
in the L2(R+, dµν) sense. Moreover, by identity (19), we have
(23)
∫ ∞
0
|f(t)|2tνe−tdt =
∞∑
n=0
|fn|2 Γ(n+ ν + 1)
n!
.
All these properties can be found in [13, Chapter 5], while Feje´r’s formula (20) is contained in [13,
Theorem 8.22.1].
For the remainder of this section, let ν = d/2− 1, where d denotes the dimension. An important
property about Laguerre polynomials is the following:
Lemma 10. Let f : Rd → R be the radial function defined by f(x) = Lνn(2pi|x|2)e−pi|x|
2
. Then its
Fourier transform, normalized as in (1), is given by
(24) f̂(y) = (−1)nLνn(2pi|y|2)e−pi|y|
2
.
Proof. Identity (24) can be deduced as follows. Firstly, if f : Rd → R is a radial function, then f̂
is also radial, and using (17) together with (14), we obtain
(25) sν f̂(s) = 2pi
∫ ∞
0
rνf(r)Jν(2pirs)rdr,
for every s > 0. Secondly, the identity in [5, 7.421–4, p. 812] states that
(26)
∫ ∞
0
xν+1e−βx
2
Lνn(αx
2)Jν(xy)dx = 2
−ν−1β−ν−n−1(β − α)nyνe− y
2
4βLνn
[
αy2
4β(α− β)
]
,
for every α ∈ R, β > 0 and y ∈ R. Choosing the appropriate values of α and β, one can easily
deduce identity (24) from (25) and (26). 
Using the orthogonality relation (19), together with a suitable change of variables, one deduces
that any radial, square-integrable function f : Rd → R can be uniquely expanded as
f(x) =
∞∑
n=0
fnL
ν
n(2pi|x|2)e−pi|x|
2
,
where the convergence holds in the L2(Rd) sense. To conclude, let us mention that Laguerre
polynomials are related to Hermite polynomials from §2.1 in the following way:
H2m(x) = (−1)m22mm!L−1/2m (x2) and H2m+1(x) = (−1)m22m+1m!xL1/2m (x2).
2.6. One-dimensional rearrangements. Our discussion starts with the well-known layer cake
representation [9, §1.13]. Every nonnegative measurable function f : R→ R can be written as an
integral of the characteristic function of its superlevel sets,
(27) f(x) =
∫ ∞
0
χ{f>t}(x)dt.
This formula alone already allow us to establish the following elementary inequality of rearrange-
ment flavor which will be important in applications.
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Lemma 11. Let a < b and let f, g : [a, b] → R be nonnegative, measurable, bounded functions.
Further assume that ‖f‖L∞ ≤ 1. If g is nonincreasing, then∫ b
b−‖f‖L1
g(x)dx ≤
∫ b
a
f(x)g(x)dx ≤
∫ a+‖f‖L1
a
g(x)dx,
whereas the reverse inequalities hold if g is nondecreasing.
Proof. We prove the upper bound under the assumption that g is nonincreasing, all other cases
being similar. By an appropriate change of variables, no generality is lost in assuming, as we
will, that [a, b] = [0, 1]. Since g is monotonic, it can have at most countably many discontinuities.
In particular, one can redefine g on a set of measure zero and assume that its superlevel sets
{g > t} = (0, `(t)) are open intervals. By the layer cake representation and Fubini’s theorem,∫ 1
0
fg =
∫ 1
0
f(x)
(∫ ∞
0
χ{g>t}(x)dt
)
dx
=
∫ ∞
0
(∫ 1
0
f(x)χ(0,`(t))(x)dx
)
dt
=
∫ ∞
0
(∫ `(t)
0
f(x)dx
)
dt.
Since ‖f‖L∞ ≤ 1, the inner integral in this last expression is bounded by min{`(t), ‖f‖L1}. On
the other hand,∫ ∞
0
min{`(t), ‖f‖L1}dt =
∫ ∞
0
(∫ ‖f‖L1
0
χ(0,`(t))(x)dx
)
dt =
∫ ‖f‖L1
0
g(x)dx,
and the proof is complete. 
Let A ⊂ R be a measurable subset of the real line of finite Lebesgue measure, |A| < ∞. The
symmetric rearrangement of the set A, denoted A∗, is defined to be the open interval centered
at the origin whose length equals |A|. We further define χ∗A := χA∗ , and use formula (27) to
extend this definition to generic nonnegative measurable functions. More precisely, the symmetric-
decreasing rearrangement f∗ of a nonnegative measurable function f : R→ R is defined as
f∗(x) =
∫ ∞
0
χ∗{f>t}(x)dt.
Thus f∗ is a lower semicontinuous function. The functions f and f∗ are equimeasurable, i.e.,
|{x ∈ R : f(x) > t}| = |{x ∈ R : f∗(x) > t}|
for every t > 0. In particular,
‖f‖Lp(R) = ‖f∗‖Lp(R)
for all 1 ≤ p ≤ ∞. Further note that symmetric-decreasing rearrangements are order preserving:
f ≤ g ⇒ f∗ ≤ g∗.
This follows immediately from the fact that the inequality f(x) ≤ g(x) for all x is equivalent to
the statement that the superlevel sets of g contain the superlevel sets of f . One of the simplest
rearrangement inequality for functions goes back to Hardy and Littlewood [3, Theorem 378] and
can be informally phrased as follows. If f, g are nonnegative functions on R which vanish at
infinity, then
(28)
∫ ∞
−∞
f(x)g(x)dx ≤
∫ ∞
−∞
f∗(x)g∗(x)dx,
with the understanding that when the left-hand side is infinite so is the right-hand side. This can
be used in conjunction with the previous lemma to establish the following simple but useful result
where, in contrast to Lemma 11, no monotonicity assumption is imposed on the function g.
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Lemma 12. Let a < b and let f, g : [a, b] → R be nonnegative, measurable, bounded functions.
Further assume that ‖f‖L∞ ≤ 1. Then
inf
|J|=‖f‖L1
∫
J
g ≤
∫
[a,b]
fg ≤ sup
|J|=‖f‖L1
∫
J
g
where infimum and supremum are taken over all measurable subsets of [a, b] with measure ‖f‖L1 .
Proof. We start by establishing the upper bound, and set θ := ‖f‖L1 . Again assume that [a, b] =
[0, 1]. Using Hardy-Littlewood’s inequality (28) and Lemma 11, we have that∫ 1
0
fg ≤
∫ 1
2
− 12
f∗g∗ = 2
∫ 1
2
0
f∗g∗ ≤ 2
∫ θ
2
0
g∗(x)dx =
∫ θ
2
− θ2
g∗(x)dx.
The layer cake representation and the equimeasurability of g and g∗ then imply that∫ θ
2
− θ2
g∗(x)dx =
∫
J
g,
where J is any measurable subset of {g > g∗(θ/2)} satisfying |J | = θ and such that J ⊇ {g > λ}
for every λ > g∗(θ/2). The result follows. For the lower bound, one repeats the argument with
the function 1− f instead of f . 
3. Preliminary reductions
Theorems 2 and 7 are phrased in terms of nonzero, radial, real-valued, integrable functions f :
Rd → R with an integrable Fourier transform f̂ such that f(0) ≤ 0 and f̂(0) ≤ 0. The purpose of
this chapter is to describe several arguments from [1] which reduce the problem to a more tractable
class of functions.
3.1. A trivial reduction. We lose no generality in assuming, as we will, that the function f is
normalized in L1:
‖f‖L1(Rd) = 1.
3.2. Reduction to radial functions. In the one-dimensional situation, a function is radial if
and only if it is even. In higher dimensions, it turns out that one can still restrict attention to
radial functions. To see why this is the case, start by defining f ](x) to be the invariant integral
of f over the sphere of radius |x|:
f ](x) :=
1
ωd−1
∫
Sd−1
f(|x|v)dσ(v).
This defines a radial function which satisfies (̂f ]) = (f̂)]. To check this claim, let µ be the
normalized Haar measure on the compact rotation group SO(d), consisting of d × d orthogonal
matrices of determinant 1. Since µ(SO(d)) = 1 and the spherical measure σ is invariant under
the action of SO(d), Fubini’s theorem and a change of variables imply that
f ](x) =
1
ωd−1
∫
SO(d)
(∫
Sd−1
f(|x|v)dσ(v)
)
dµ(ρ)
=
1
ωd−1
∫
Sd−1
(∫
SO(d)
(f ◦ ρ)(|x|v)dµ(ρ)
)
dσ(v)
=
∫
SO(d)
(f ◦ ρ)(x)dµ(ρ).
For any rotation ρ ∈ SO(d), f̂ ◦ ρ = f̂ ◦ ρ. The claim follows, for then
(̂f ])(y) =
∫
SO(d)
f̂ ◦ ρ(y)dµ(ρ) =
∫
SO(d)
(f̂ ◦ ρ)(y)dµ(ρ) = (f̂)](y).
Moreover, it is not difficult to see that the functions f ] and f̂ ] are not identically zero as long as
A(f) < ∞ and A(f̂) < ∞. By considering the set {|x| > A(f)}, one sees that the only way for
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f ] to vanish identically in that set is if f is compactly supported. Then Schwartz’s Paley-Wiener
theorem [12] implies that the function f̂ is analytic provided A(f) <∞. But f ] = 0 also implies
that (f̂)] = (̂f ]) = 0, and so
supp(f̂) ⊂ {|y| ≤ A(f̂)}
which contradicts the analyticity of f̂ unless A(f̂) =∞. Finally, one observes that A(f ]) ≤ A(f)
and A(f̂ ]) ≤ A(f̂). It follows that one can restrict attention to radial functions, as claimed.
3.3. Reduction to f = f̂ . We lose no generality in assuming that
A(f) = A(f̂),
for otherwise we can apply a dilation f(x) 7→ f(x/λ) for some λ > 0. In the one-dimensional
situation, this acts on the Fourier side as f̂(y) 7→ λf̂(λy), and therefore does not change the
product of these two quantities. However, once these two terms coincide, we can define
g := f + f̂ ,
and it is easy to see that A(g) ≤ A(f). Since ĝ = g, it thus suffices to consider functions which
equal their Fourier transform. In higher dimensions, we first appeal to the reduction to radial
functions established above, and then the same dilation argument applies.
3.4. Reduction to f(0) = 0. Following the reasoning above, suppose that f̂ = f . Since ê−pi|·|2 =
e−pi|·|
2
in all dimensions, we can instead consider the function
g := f − f(0)e−pi|·|2
whenever f(0) < 0. Clearly, the function g coincides with its Fourier transform, satisfies g(0) = 0,
and furthermore
A(g) < A(f)
because the Gaussian always takes positive values.
3.5. Square-integrability. Since f is radial, and assuming as we may that f = f̂ , we see that
f(x) =
∫
Rd
f(y) cos (2pix · y)dy, and thus |f(x)| ≤ ‖f‖L1(Rd).
Taking the supremum in x yields
‖f‖L∞(Rd) ≤ ‖f‖L1(Rd),
and therefore
‖f‖L2(Rd) ≤ ‖f‖1/2L∞(Rd)‖f‖
1/2
L1(Rd) ≤ ‖f‖L1(Rd) <∞.
Therefore, we lose no generality in assuming that f is square-integrable. Note that, for the type
of functions we are interested in, the L1 and L2 norms will always be comparable. For instance,
if d = 1, then
‖f‖L1(R)
2
≤
∫ A(f)
−A(f)
|f(x)|dx ≤
√
2A(f)
(∫ A(f)
−A(f)
|f(x)|2dx
) 1
2
≤
√
2A(f)‖f‖L2(R),
and we care about functions f for which A(f) is as small as possible.
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3.6. An easy lower bound. The previous reductions allow us to restrict attention to functions
f : Rd → R which satisfy the following set of assumptions.
f ∈ L1(Rd) ∩ L2(Rd) : ‖f‖L1(Rd) = 1,(29)
f is real-valued,(30)
f(0) = 0,(31)
f = f̂ ,(32)
f is radial.(33)
Observe that functions f which satisfy assumptions (29) and (32) are uniformly continuous and
bounded with ‖f‖L∞ ≤ 1. Moreover, in view of the Riemann-Lebesgue lemma,
lim
|x|→∞
|f(x)| = 0.
Functions satisfying (32) cannot be compactly supported unless they are identically zero. More-
over, assumptions (31) and (32) imply∫
Rd
f(x)dx = f̂(0) = 0.
The following simple argument from [1] establishes some lower bound for A(f).
Lemma 13. Let f : R→ R be a function satisfying assumptions (29)–(32). Then
A(f) ≥ 1
4
.
Proof. Since ‖f‖L1 = 1 and f has zero average, it follows that
(34)
∫
{f>0}
f+(x)dx =
∫
{f<0}
f−(x)dx =
1
2
,
where f+ and f− denote the positive and negative part of the function f , respectively. Conse-
quently,
1
2
=
∫
{f<0}
f−(x)dx =
∫
{f<0}
|f(x)|dx ≤
∫
{f<0}
1 dx = | {x ∈ R : f(x) < 0} |.
By definition of A(f), we have {f < 0} ⊆ [−A(f), A(f)], and this implies the desired bound. 
Remark. This argument carried out in higher dimensions leads to the lower bound given by
Theorem 6.
4. Proof of Theorem 2
In this chapter, we prove Theorem 2. We first establish the lower bound A(f) ≥ 0.45. With some
additional work, our argument can be refined to yield A(f) ≥ 0.453. However, we do not believe
that lower bound to be close to best possible, and so we opted for clarity of exposition over a
sharper form. The upper bound inff A(f) ≤ 0.594 follows from an explicit construction described
in §4.2 below.
4.1. Proof of the lower bound. Let f : R→ R be a function satisfying assumptions (29)−(32),
which throughout this section we simply refer to as an admissible function. Since f is an even
function, it is enough to study its behavior on the positive half-line. The argument is based on
understanding the size of the quantity ∫ A
0
f(x)dx
for A := A(f). This integral accounts for half of the negative mass, which equals −1/4 since
‖f‖L1 = 1 and
∫
f = 0, but might also contain some of the positive mass. We will derive a
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pointwise upper bound for the function f which places fairly strong restrictions on its positive
part f+ inside the interval [0, A]. As a consequence,
if τ :=
∫ A
0
f+(x)dx were large, then | {x ∈ [0, A] : f(x) > 0} | would have to be large.
On the other hand, from ‖f‖L∞ ≤ 1 one infers that
| {x ∈ [0, A] : f(x) ≤ 0} | ≥ 1
4
, and this implies | {x ∈ [0, A] : f(x) > 0} | ≤ A− 1/4.
We will use this to show that if A < 0.45, then
(35) τ <
13
500
.
The final ingredient is an explicit integral identity derived from f = f̂ which will be used to
perform a bootstrap-type argument that yields a contradiction. We now turn to the details.
Lemma 14. Let f be an admissible function, and set A = A(f). If A ≤ 1/2, then for all
0 ≤ x ≤ A
(36) f(x) ≤ 1
2
+
sin (2pi(A− 1/4)x)− sin (2piAx)
pix
.
Proof. Since f = f̂ and f is even, we have that
f(x) =
∫ ∞
−∞
f(y) cos (2pixy)dy
=
∫ ∞
−∞
(f+(y)− f−(y)) cos (2pixy)dy
≤ 1
2
−
∫ ∞
−∞
f−(y) cos (2pixy)dy,
where in the last inequality we used the observation from (34) that ‖f+‖L1 = 1/2. If A ≤ 1/2,
then the function y 7→ cos(2pixy) is nonnegative and monotonically decreasing on [0, A] for every
0 ≤ x ≤ A. Since f− is even and ‖f−‖L∞ ≤ 1, it follows from Lemma 11 and an explicit
computation that∫ ∞
−∞
f−(y) cos (2pixy)dy ≥ 2
∫ A
A− 14
cos (2pixy)dy = − sin (2pi(A− 1/4)x)− sin (2piAx)
pix
.

The pointwise upper bound given by Lemma 14 can be used to establish the next ingredient.
Lemma 15. Let f be an admissible function, and set A = A(f). If A ≤ 1/2, then∫ A
0
f+(x)dx ≤
∫ A
1
4
1
2
+
sin (2pi(A− 1/4)x)− sin (2piAx)
pix
dx
Proof. As observed before, | {x ∈ [0, A] : f(x) > 0} | ≤ A− 1/4. Therefore∫ A
0
f+(x)dx = sup
J⊂[0,A]
|J|=A−1/4
∫
J
f+.
Since the pointwise upper bound given by Lemma 14 is always nonnegative, inequality (36) remains
valid if f is replaced by f+ = max{f, 0}. Thus
sup
J⊂[0,A]
|J|=A−1/4
∫
J
f+(x)dx ≤ sup
J⊂[0,A]
|J|=A−1/4
∫
J
1
2
+
sin (2pi(A− 1/4)x)− sin (2piAx)
pix
dx
=
∫ A
1
4
1
2
+
sin (2pi(A− 1/4)x)− sin (2piAx)
pix
dx,
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where the last identity follows at once from noting that the function
x 7→ 1
2
+
sin (2pi(A− 1/4)x)− sin (2piAx)
pix
is nondecreasing on [0, A]. 
Lemma 15 implies the announced upper bound (35) for τ . A simple computation shows that the
function
A 7→
∫ A
1
4
1
2
+
sin (2pi(A− 1/4)x)− sin (2piAx)
pix
dx
is monotonically increasing for 0.25 ≤ A ≤ 0.5. In particular, if A < 0.45, then
(37) τ =
∫ A
0
f+(x)dx ≤
∫ 45
100
1
4
1
2
+
sin (2pi( 45100 − 1/4)x)− sin (2pi 45100x)
pix
dx <
13
500
.
We proceed to derive the relevant integral identity.
Lemma 16. Let f be an admissible function, and set A = A(f). Then
(38)
∫ A
0
f(x)dx =
∫ ∞
−∞
f(y)
(
sin (2piAy)
2piy
+
13
400
(8piy2 − 2)e−piy2
)
dy.
Remark. The factor 13/400 in identity (38) may seem peculiar. While the identity remains valid
if 13/400 is replaced by any other real number, this particular choice turns out to be essentially
optimal with respect to subsequent arguments.
Proof. The proof proceeds in two steps. The first step starts similarly to the proof of Lemma 14,
and via Fubini’s theorem and an explicit integration yields∫ A
0
f(x)dx =
∫ A
0
(∫ ∞
−∞
f(y) cos (2pixy)dy
)
dx
=
∫ ∞
−∞
f(y)
(∫ A
0
cos (2pixy)dx
)
dy
=
∫ ∞
−∞
f(y)
sin (2piAy)
2piy
dy
The second step uses the fact that a square-integrable function satisfying f = f̂ admits an Hermite
expansion of the form (7), where only Hermite functions ψ4n whose degree is divisible by 4 appear
with nonzero coefficients. Since Hermite functions are mutually orthogonal as quantified by (4),
any function ψ4n is orthogonal to ψ2(y) = 2
−5/4(8piy2 − 2)e−piy2 , and therefore so is f . 
Proof of the lower bound A(f) ≥ 0.45. As usual, let f be an admissible function and set A :=
A(f). Also, recall the auxiliary function from Lemma 16 which we now denote by
ΥA(x) :=
sin (2piAx)
2pix
+
13
400
(8pix2 − 2)e−pix2 .
By definition of τ and identity (38), we have that
−1
4
+ τ =
∫ A
0
f(x)dx =
∫ ∞
−∞
(f+(y)− f−(y))ΥA(y)dy
≥ inf
I1⊂[−A,A]
|I1|=2τ
∫
I1
ΥA + inf
I2⊂R\[−A,A]
|I2|=1/2−2τ
∫
I2
ΥA − sup
I3⊂[−A,A]
|I3|=1/2
∫
I3
ΥA,(39)
where the inequality results from successive applications of Lemma 12. In greater detail: the first
and the second summands on the right-hand side of (39) arise as lower bounds given by Lemma
12 applied to the function f+ on [−A,A] and R \ [−A,A], respectively. The third summand arises
as (the negative of) the upper bound given by Lemma 12 applied to the function f− on [−A,A].
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The rest of the proof proceeds by contradiction. From (37) we know that A < 0.45 implies
0 ≤ τ < 13/500, and so the result will follow once we show that inequality (39) fails for every τ in
this range. To establish this fact, it suffices to establish failure at the endpoint τ = 13/500. To see
why this is the case, start by noting that the third summand on the right-hand side of inequality
(39) does not depend on the parameter τ . It suffices to study the functions
(40) h1(τ) := inf
I1⊂[−A,A]
|I1|=2τ
∫
I1
ΥA and h2(τ) := inf
I2⊂R\[−A,A]
|I2|=1/2−2τ
∫
I2
ΥA.
The plan is the following: if inequality (39) holds for some τ0 > 0, then we show that it also holds
for every larger τ > τ0. This in turn follows from the fact that, on the interval τ ∈ [0, 13/500),
(41) h := h1 + h2 is a Lipschitz function of τ with Lipschitz constant Lip(h) < 1.
An explicit computation shows that inequality (39) fails at the endpoint τ = 13/500 for any
A < 0.45, and this yields the desired contradiction. It remains to prove assertion (41). We start
by noting an alternative representation for the functions h1, h2 which is based on identifying the
optimal sets in the expressions (40). The infimum is actually a minimum, and the optimal set
I∗1 = I
∗
1 (τ,A) for h1 is given by
(42) I∗1 := {x ∈ [−A,A] : ΥA(x) ≤ c1} ,
where the parameter c1 = c1(τ,A) is uniquely determined by
c1 = inf {y ∈ R : | {x ∈ [−A,A] : ΥA(x) ≤ y} | ≥ 2τ} .
In a similar way, the optimal set I∗2 = I
∗
2 (τ,A) for the function h2 is given by
(43) I∗2 := {x ∈ R \ [−A,A] : ΥA(x) ≤ c2} ,
where
c2 = inf
{
y ∈ R : | {x ∈ R \ [−A,A] : ΥA(x) ≤ y} | ≥ 1
2
− 2τ
}
.
In other words,
(44) h1(τ) =
∫
I∗1
ΥA and h2(τ) =
∫
I∗2
ΥA,
where the sets I∗1 and I
∗
2 are respectively given by (42) and (43); see also Figure 2. It is straight-
forward to check that h1 and h2 are nondecreasing functions of τ . As we will see, h1 and h2 are
actually differentiable functions of τ . For the type of Lipschitz bounds which we seek to establish,
the following rough estimates suffice: for y ≥ 0 and A < 0.45,
(45) ΥA(y) ≤ 0.39 if y ∈
[
0,
1
10
]
, and ΥA(y) ≥ −0.09 if y /∈
[
7
5
,
9
5
]
.
As τ increases, h2(τ) computes the integral over a smaller area of the most negative part of the
function ΥA. The second bound in (45) implies that, for
1
2
− 2τ ≥ 9
5
− 7
5
⇐⇒ τ ≤ 1
20
,
the optimal set I∗2 (τ) will get smaller in a region where the function ΥA is, albeit negative, larger
than −0.09. Let 0 ≤ τ0 ≤ 1/20. For sufficiently small ε > 0, we have that I∗2 (τ0 + ε) ⊂ I∗2 (τ0).
Since
|I∗2 (τ0 + ε)| =
1
2
− 2(τ0 + ε) and |I∗2 (τ0)| =
1
2
− 2τ0,
we see that the set K := I∗2 (τ0) \ I∗2 (τ0 + ε) has measure |K| = 2ε. By Ho¨lder’s inequality, it then
follows that
(46) h2(τ0 + ε)− h2(τ0) =
∫
K
ΥA ≤ ‖ΥA‖L∞(K) · |K| ≤ 0.09 · 2ε.
Dividing the left and right most sides of this chain of inequalities by ε, and letting ε→ 0+, yields
dh2
dτ
(τ) ≤ 2 · 0.09 = 0.18 for τ ≤ 1
20
.
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In a similar but slightly simpler way, using instead the first bound in (45), one can verify that
dh1
dτ
(τ) ≤ 2 · 0.39 = 0.78 for τ ≤ 1
10
.
As a consequence, Lip(h1 + h2) ≤ 0.96 < 1 on the interval τ ∈ [0, 1/20] ⊃ [0, 13/500). This
establishes (41) and completes the proof of Theorem 2 except for the upper bound which is the
subject of the next section. 
0 0.5 1 1.5 2 2.5
0
0.2
0.4
Figure 2. Intervals I∗1 (on the left) and I
∗
2 (on the right) for ΥA at A = 0.45 and τ ∼ 0.02.
4.2. Proof of the upper bound by an explicit example. This short section follows [1, §2] in
spirit. As noted in §2.1, any linear combination of suitably rescaled Hermite functions
f(x) =
∞∑
n=0
αnH4n(
√
2pix)e−pix
2
satisfies f = f̂ . A straightforward method to construct functions which satisfy assumptions
(29)−(32) consists in simply choosing finitely many nonzero coefficients {αn} in such a way that
f(0) = 0. By direct search (more precisely, by a greedy-type algorithm where previously found
candidates are perturbed in a favorable direction by adding a new function), we found the example
α0 = −113
100
α1 =
1
25
α2 =
1
3240
α3 =
−α0 − 12α1 − 1680α2
665280
αn = 0 if n ≥ 4
The arising function satisfies all assumption of Theorem 2, has its largest root at ∼ 0.59354 and al-
most a double root at ∼ 0.8990, and is depicted in Figure 1. This concludes the proof of Theorem 2.
Remark. Theorem 4 is implicitly constructive in the sense that it guarantees that we could
improve this upper bound by adding further Hermite functions (since it implies that no finite
linear combination of Hermite functions can be an extremizer). However, the actual numerical
improvement observed after adding a multiple of H16 is miniscule. This leads us to believe that
our candidate function is close to optimal.
5. Linear flows on the torus, and consequences
We start by proving an elementary statement about linear flows on the torus Td = Rd/(2piZ)d,
stating that all of them return to a small neighborhood of the origin infinitely many times. This
is not a difficult result, and stronger results are available in the literature (see e.g. [7]). Since this
weaker statement is enough for our subsequent purposes and has a very short proof, we include it
here.
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Lemma 17. Let Td denote the d-dimensional torus, and let ‖ · ‖ denote the induced norm from
Rd. For a ∈ Td, consider the linear flow γ : R→ Td given by
γ(t) = ta.
For any ε > 0, there exists an infinite sequence of times t1 < t2 < . . . with ti ∈ N such that
‖γ(ti)‖ ≤ ε.
Proof. We equip the torus Td with the normalized Haar measure µ, and consider the translation
map T : Td → Td given by
Tx = x+ a.
The map T clearly preserves the measure µ. Let ε > 0 be arbitrary, and consider the ball
E =
{
x ∈ Td : ‖x‖ ≤ ε
2
}
.
The Poincare´ recurrence theorem for the discrete-time case [7, p. 142] states that almost every
point of E returns to E infinitely often under positive iterations by T . In other words, the set
F := {x ∈ E : ∃N ∈ N : Tn(x) /∈ E for all n > N} has zero Haar measure,
i.e. µ(F ) = 0. Thus there exists x0 ∈ E \ F . By additivity of T , we have
γ(n) = na = −x0 + (x0 + na) = −x0 + Tn(x0).
This, together with the fact that x0 ∈ E\F , implies that ‖γ(n)‖ ≤ ε for infinitely many n ∈ N. 
The construction used in the one-dimensional proof of Theorem 4 below will make use of the
sequence of functions {ϕn} defined as
(47) ϕn(x) :=
1
H4n+4(0)
H4n+4(
√
2pix)e−pix
2 − 1
H4n(0)
H4n(
√
2pix)e−pix
2
,
where Hn is the Hermite polynomial of degree n. We note that
(48) Hn(x) = 2
nxn + lower order terms,
and remark that
(49) H4n(0) =
Γ(4n+ 1)
Γ(2n+ 1)
.
For every n ∈ N, the function ϕn coincides with its Fourier transform. It also satisfies ϕn(0) = 0.
Furthermore, identities (48) and (49) imply
(50)
ϕn(x) = e
−pix2(a4n+4x4n+4 + lower order terms), where a4n+4 = 26n+6pi2n+2
Γ(2n+ 3)
Γ(4n+ 5)
> 0,
and therefore ϕn(x) > 0 as soon as |x| is sufficiently large, depending on n. We are not aware of
any result of the following type and consider it to be of independent interest.
Lemma 18. Let {a1, a2, . . . , ak} ⊂ R+ be any finite subset of the positive half-line. Then there
exist infinitely many n ∈ N such that
min
1≤j≤k
ϕn(aj) > 0.
Proof. Let 0 < a1 < a2 < · · · < ak be given and fixed, and write a = (a1, a2, . . . , ak). We are only
interested in the values of the functions ϕn at the points aj , and can therefore replace Hermite
functions by a pointwise approximation given by the asymptotic expansion (5). Note that we
are only dealing with indices that are a multiple of 4 and therefore get a simplified asymptotic
expansion without phase shift
1
H4n(0)
e−pix
2
H4n(
√
2pix) = cos
(√
8n+ 1
√
2pix
)
+
(
√
2pix)3
6
√
8n+ 1
sin
(√
8n+ 1
√
2pix
)
+O
(
1
n
)
.
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This implies, again for fixed x ∈ R,
ϕn(x) = cos
(√
8n+ 9
√
2pix
)
− cos
(√
8n+ 1
√
2pix
)
+
(
√
2pix)3
6
√
8n+ 9
sin
(√
8n+ 9
√
2pix
)
− (
√
2pix)3
6
√
8n+ 1
sin
(√
8n+ 1
√
2pix
)
+O
(
1
n
)
,
where the implicit constant in the error term may depend on x. Basic algebra yields
√
8n+ 9 =
√
8n+ 1 +
4√
8n+ 1
+O
(
1
n3/2
)
and therefore, by Taylor expansion,
cos
(√
8n+ 9
√
2pix
)
= cos
(
√
8n+ 1
√
2pix+
4
√
2pix√
8n+ 1
+O
(
1
n3/2
))
= cos
(√
8n+ 1
√
2pix
)
− sin
(√
8n+ 1
√
2pix
) 4√2pix√
8n+ 1
+O
(
1
n
)
.
The same type of argument yields
(
√
2pix)3
6
√
8n+ 9
sin
(√
8n+ 9
√
2pix
)
− (
√
2pix)3
6
√
8n+ 1
sin
(√
8n+ 1
√
2pix
)
= O
(
1
n
)
,
where, as always, the implicit constant in the error term is allowed to depend on x but not on n,
and can be chosen uniformly in x inside any interval of finite length. Therefore, for fixed x ∈ R,
ϕn(x) = − sin
(√
8n+ 1
√
2pix
) 4√2pix√
8n+ 1
+O
(
1
n
)
.
Finally, we note that
√
8n+ 1 =
√
8n+
1
2
√
8n
+O
(
1
n
)
,
and further simplify
ϕn(x) = − sin
(
4
√
pinx
) 4√2pix√
8n+ 1
+O
(
1
n
)
.
Because of continuity properties of the sine function, it is sufficient to prove the existence of
infinitely many n ∈ N and of θa > 0 such that
sin
(
4
√
pinaj
) ≤ −θa
2
< 0 for every 1 ≤ j ≤ k.
Clearly, the truth of such a statement depends on where the sequence
(51)
(
4
√
pina1, 4
√
pina2, . . . , 4
√
pinak
)
is located inside the torus Tk ∼= [0, 2pi]k. We need to prove that infinitely many elements of this
sequence lie in the subset
[pi + δ, 2pi − δ]k ⊂ Tk,
for a sufficiently small δ > 0 that is allowed to depend on a (and would guarantee the desired
statement with θa = 2 sin δ). Clearly, this sequence of points is contained in the ray γ : R+ → Tk,
γ(t) = 4
√
pi (a1, a2, . . . , ak) t.
Thanks to the elementary fact
√
n+ 1−√n ≤ 1
2
√
n
= on(1),
it suffices to show that the ray γ(t) intersects the subset [pi+ δ, 2pi− δ]k for an increasing sequence
of real numbers that tend to infinity: the sublinear growth of the square root will then allow us to
find nearby integers whose square roots are still mapped into that subset via γ. It is well known
that, depending on the diophantine properties of a = (a1, . . . , ak), the linear flow may or may not
be dense in Tk. However, {a1, . . . , ak} could be any collection of positive real numbers, and we
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cannot impose any sort of control on its number-theoretic properties. A much simpler argument
suffices: According to Lemma 17, any linear flow on the torus will pass within any arbitrarily
small neighborhood of the origin infinitely many times. After leaving the origin, such a ray will
always intersect a subset [ε, pi−ε]k for some ε > 0 (see Figure 3). Clearly, the angle of the ray will
determine the possible size of ε, but for a fixed direction a ∈ Tk such ε can always be explicitly
given. Set, for instance,
ε =
1
2
min1≤j≤k aj
|a| ,
and note that, for t = (2 |a|)−1,
ta =
(
a1
2 |a| ,
a2
2 |a| , . . . ,
ak
2 |a|
)
.
Every entry of this vector is larger than ε and smaller than 1/2, and therefore the vector is certainly
contained in [ε, pi − ε]k. Setting δ = 2ε, this shows that infinitely many elements of the sequence
(51) lie in [δ, pi − δ]k ⊂ Tk. By symmetry (i.e. reversing the flow of time), the same result holds
for [pi + δ, 2pi − δ]k ⊂ Tk. 
Figure 3. A linear flow on T2 starting at the origin in a direction all of whose compo-
nents are positive will always hit the square [ε, pi − ε]2 (dashed) for some ε > 0.
A closer look at the proof of Lemma 18 suggests that in the generic case of (a1, a2, . . . , ak) being
linearly independent over Q stronger results will hold: the linear flow will be uniformly distributed,
and any of the 2k possible prescribed sign patterns will occur with equal frequency. However, the
statement could still be true even if the entries are not linearly independent: Linear flows on the
torus, which arise as a first order limiting object, will be arbitrarily close to the origin infinitely
often and any open neighborhood of the origin already contains all possible 2k sign patterns. A
more detailed understanding could be of interest.
5.1. Classical Hermite polynomials. Lemma 18 is a statement about a certain linear combi-
nation of Hermite functions. We now prove the corresponding result for classical Hermite poly-
nomials, Theorem 5. The proof is actually simpler than that of Lemma 18 because it suffices for
the arising ray in the torus to be close to the origin, in any admissible direction. This allows us
to show the result for any finite subset of the whole real line.
Proof of Theorem 5. The proof is similar to that of Lemma 18. We are only interested in finitely
many points, and may thus use (6). Restricting attention to those n which are divisible by 4
simplifies the cosine term and yields
(52)
Γ(2n+ 1)
Γ(4n+ 1)
e−
x2
2 H4n(x) = cos(
√
8n+ 1x) +O
(
1√
n
)
.
As before, the statement reduces to showing that the linear flow
t 7→ (a1, a2, . . . , ak)t intersects
[
−pi
2
+ δ,
pi
2
− δ
]k
⊂ Tk
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for an unbounded sequence of times t1 < t2 < . . . and δ > 0 which may depend on the set
{a1, a2, . . . , ak}. In turn, this is an immediate consequence of Lemma 17, which in particular
implies that any linear flow will return to, say, a 1/10-neighborhood of the origin infinitely often.
The cosine is positive in an entire pi/2-neighborhood of the origin and the first statement follows.
By instead considering polynomials Hn with n ≡ 2 (mod 4), we observe a phase shift in the cosine
that changes the sign. The same argument applies and produces an infinite family of Hermite
polynomials assuming negative values at aj for every 1 ≤ j ≤ k. 
Remark. In the statement of Theorem 5, the restriction to indices divisible by 4 is sufficient for
our applications and allows to bypass a number of case distinctions. However, the argument works
for every integer n ∈ N, and for linearly independent a1, a2, . . . , ak it implies that every possible
sign pattern appears asymptotically with density 2−k. Therefore, Theorem 5 merits further inves-
tigation only when the points a1, a2, . . . , ak exhibit some form of linear dependence. The following
example highlights the distinguished role played by the sign configuration (+,+, . . . ,+).
Example 19. The sequence
(H4n(1), H4n(2), H4n(3), H4n(4))
∞
n=1
assumes the sign configuration (+,+,−,+) at most finitely many times.
Sketch of proof. Using (52) and a simple expansion,
Γ(2n+ 1)
Γ(4n+ 1)
e−
x2
2 H4n(x) = cos(
√
8n+ 1x) +O
(
1√
n
)
= cos(
√
8nx) +O
(
1√
n
)
.
As before, this reduces the problem to studying the flow t 7→ (t, 2t, 3t, 4t) on the torus T4. We
would like to know that this flow intersects the subset(
T \
[
pi
2
,
3pi
2
])
×
(
T \
[
pi
2
,
3pi
2
])
×
[
pi
2
,
3pi
2
]
×
(
T \
[
pi
2
,
3pi
2
])
⊂ T4
at most finitely many times. Introducing the fractional part {y} = y − byc and performing an
appropriate rescaling, we analyze the case when the first, second and fourth coordinate behave as
described, i.e.
({y} /∈ [1/4, 3/4]) ∧ ({2y} /∈ [1/4, 3/4]) ∧ ({4y} /∈ [1/4, 3/4]) .
This set is 1-periodic and easily seen to be described by the condition
{y} ∈
[
0,
1
16
)
∪
(
15
16
, 1
)
,
which in turn implies
{3y} ∈
[
0,
3
16
)
∪
(
13
16
, 1
)
.
This set is at positive distance 1/16 from the interval [1/4, 3/4], and so the sign configuration
(+,+,−,+) is never attained. The argument up to now ignored the error term of order n−1/2.
Taking it into account, one sees that the sign configuration of (H4n(1), H4n(2), H4n(3), H4n(4))
will be distinct from (+,+,−,+) for every sufficiently large n, as desired. 
5.2. Laguerre polynomials. As mentioned before, results for Hermite polynomials like Theorem
5 and Lemma 18 hold in greater generality. We briefly discuss the case of Laguerre polynomials
(see §2.5).
Proposition 20. Let ν > −1 be such that ν+1/2 is not an odd integer, and let {a1, a2, . . . , ak} ⊂
R+ be a finite set of positive reals. Then there are infinitely many n ∈ N such that
∀ 1 ≤ j ≤ k : sign(Lνn(aj)) = sign
(
cos
(
pi
2
(
ν +
1
2
)))
.
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Sketch of proof. Using Feje´r’s formula (20), we can repeat the same reasoning as before, and reduce
matters to analyzing the flow
t 7→ 2(√a1,√a2, . . . ,√ak)t− pi
2
(
ν +
1
2
)
(1, 1, . . . , 1)
on Tk. As before, the first term will pass arbitrarily close to the origin infinitely many times. The
cosine of each of the entries of the second term is nonzero precisely when ν + 1/2 is not an odd
integer, and the result follows. 
6. Extremizers
6.1. Existence of extremizers. The proof of Theorem 3 requires two results from the literature.
The following lemma can be found in most functional analysis books, see e.g. [4].
Lemma 21 (Mazur’s Lemma). Let E be a Banach space and let {xn} be a sequence in E such
that xn ⇀ x in the weak topology. Then there exists a sequence {yn} in E, such that each yn is a
convex combination of {fn, fn+1, ..., fNn}, for some Nn ≥ n, and such that
yn → x strongly.
To show that extremizer candidates are nonzero, we will appeal to a higher dimensional version
of the uncertainty principle of Nazarov [10] due to Jaming [6]. Since we will deal with balls only,
we state the following result, which is sufficient for our purposes.
Theorem 22 (Nazarov & Jaming). Let B1 and B2 be balls in Rd of radius r1 and r2 respectively.
Then there exists a constant C = C(d, r1, r2) such that, for every function f ∈ L2(Rd),∫
Rd
|f(x)|2dx ≤ C
(∫
Rd\B1
|f(x)|2dx+
∫
Rd\B2
|f̂(x)|2dx
)
.
Lemma 23. Let f ∈ L1(Rd) satisfy f̂ = f , f(0) = f̂(0) = 0 and ‖f‖L1 = 1. Let B be a ball of
radius r centered at the origin, such that {x ∈ Rd : f < 0} ⊂ B. Then there exists a constant
K = K(d, r) > 0, such that ∫
B
f(x)dx ≤ −K.
Proof. Specializing Theorem 22 to B1 = B2 = B, yields∫
Rd
|f(x)|2dx ≤ 2C(d, r)
∫
Rd\B
|f(x)|2dx.
Since f̂ = f and ‖f‖L1 = 1, we have that ‖f‖L∞ ≤ 1. It follows that∫
Rd
|f(x)|2dx ≤ 2C(d, r)
∫
Rd\B
|f(x)|dx = 2C(d, r)
∫
Rd\B
f(x)dx,
where the last identity is due to {x ∈ Rd : f(x) < 0} ⊂ B. We also have that
1
2
=
∫
{f<0}
|f(x)|dx ≤ |B|1/2‖f‖L2 ,
which in turn implies
2C(d, r)
∫
Rd\B
f(x)dx ≥ 1
4|B| .
Since
∫
Rd f = 0, we finally conclude∫
B
f(x)dx ≤ − 1
8C(d, r)ωdrd
.

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Proof of Theorem 3. Let {fn} ⊂ A be an extremizing sequence for inequality (2). In particular,
A(f̂n)A(fn) → A2, as n → ∞. By the reductions of §3, we may assume that each function fn is
radial, and satisfies f̂n = fn, and fn(0) = f̂n(0) = 0, and ‖fn‖L1 = 1. Extracting a subsequence if
necessary, we may further assume that {A(fn)} is a strictly decreasing sequence, otherwise there
is nothing to prove. It follows that A(fn)↘ A. These reductions imply
‖fn‖L2 ≤ 1, for every n.
By the Banach-Alaoglu Theorem, we may assume (again extracting a subsequence if necessary)
that the sequence {fn} converges to some function f ∈ L2 in the weak topology of L2(Rd). In
other words, for every function ϕ ∈ L2,
lim
n→∞
∫
Rd
fn(x)ϕ(x)dx =
∫
Rd
f(x)ϕ(x)dx.
Clearly, f̂ = f . Applying Lemma 23 together with the fact that the sequence {A(fn)} is decreasing,
we see that ∫
B(0,A(f1))
f(x)dx = lim
n→∞
∫
B(0,A(f1))
fn(x)dx ≤ −K(d,A(f1)).
Hence f is nonzero. Further note that, if S is a compact set such that S ⊂ Rd \ B(0,A), then
fn(x) ≥ 0 for every x ∈ S, if n is sufficiently large. It follows that∫
S
f(x)dx ≥ 0,
and so f(x) ≥ 0, for almost every x ∈ Rd \B(0,A). Consequently, A(f) ≤ A.
We claim that f ∈ A, and that f is an extremizer for inequality (2). Mazur’s Lemma implies
the existence of a sequence {gn} ⊂ L2, such that each function gn belongs to the convex hull of
{fn, ...., fNn}, for some Nn ≥ n, and
lim
n→∞ ‖gn − f‖L2 = 0.
Again extracting a subsequence of {gn} if necessary, we may assume that gn(x)→ f(x), for almost
every x ∈ Rd. Since the sequence {A(fn)} is decreasing, we have that A(gn) ≤ A(fn) ≤ A(f1).
An application of Fatou’s Lemma yields∫
|x|≥A(f1)
f(x)dx =
∫
|x|≥A(f1)
lim
n→∞ gn(x)dx ≤ lim infn→∞
∫
|x|≥A(f1)
gn(x)dx ≤ lim inf
n→∞ ‖gn‖L1 ≤ 1.
This implies f ∈ L1(Rd). Now, for each n, the inequalities |fn(x)| ≤ ‖fn‖L1 ≤ 1 hold, for almost
every x ∈ Rd. It follows that, for every n, ‖gn‖L∞ ≤ 1, which in turn implies ‖f‖L∞ ≤ 1. Define
the functions
hn := gn + χB(0,A(f1)), (n ∈ N).
These are nonnegative functions that converge pointwise almost everywhere to f + χB(0,A(f1)).
Since f̂n(0) = 0, for every n, we have that ĥn(0) = ωdA(f1)
d, for every n. An application of
Fatou’s Lemma to the sequence {hn} implies f̂(0) ≤ 0. We conclude that f ∈ A, which in
particular implies A(f) ≥ A, hence A(f) = A, and f is an extremizer. Finally, if f(0) = f̂(0) < 0,
then the function g = f−f(0)e−pi|·|2 would contradict the fact that f is an extremizer. We deduce
that f(0) = 0. The proof of the theorem is now complete. 
6.2. Infinitely many double roots. As discussed in the Introduction, we split the proof of
Theorem 4 in two parts. The first one works in the case d = 1 only, and involves the sequence
of functions {ϕn} which was defined in (47) and studied in §5. The principle at work is easy to
describe: If f has a finite number of double roots, then we identify an explicit function h such
that the function fε := f + εh satisfies all the desired properties if ε > 0 is sufficiently small, and
A(fε) < A(f) for some small but positive ε. This is illustrated in Figure 4 below.
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Proof of Theorem 4 for d = 1. Start by noting that any function f ∈ A is uniformly continuous
because f̂ is integrable. By the same token, f̂ is also uniformly continuous. Aiming at a contra-
diction, let f ∈ A be an extremizer of inequality (2) with only a finite number of double roots.
Applying the dilation symmetry allows us to assume that A(f) = A(f̂) without changing the
number of double roots. The new function f has now only finitely many double roots on (A,∞).
Since A(f) = A(f̂) = A, we see that the continuous function g := f+ f̂ ∈ A has only finitely many
double roots in the interval (A,∞) (and at most as many as f). Moreover, it satisfies A(g) = A,
i.e., the function g is itself an extremizer. Using Lemma 18 with a1 = A and a2, a3, . . . , ak equal
to the positive double roots of g in (A,∞), we can ensure the existence of (infinitely many, and
therefore one) n ∈ N such that the function ϕn satisfies
ϕn(A) > 0 and ϕn(aj) > 0 for every 2 ≤ j ≤ k.
By continuity, the function ϕn is positive in an open neighborhood of A and of all the double
roots of g. Since it tends to 0 as |x| → ∞, it is bounded from below by some constant (depending
on n), and by construction it is also positive outside a compact interval. Therefore, if ε > 0 is
chosen sufficiently small, then the function gε := g + εϕn equals its Fourier transform, belongs to
the set A, and is strictly positive on [A,∞). By continuity of gε, there exists δ > 0 such that
the function gε has no roots on the half-line [A− δ,∞), and in particular A(gε) < A. This is the
desired contradiction which completes the proof. 
Figure 4. An example close to the extremizer candidate from Figure 1, having a root at
∼ 0.6 and a unique double root at ∼ 0.9. Adding a tiny multiple of ϕ6 (dashed) moves the
root closer to the origin and resolves the double root without introducing additional roots.
The previous argument can be partially adapted to the higher dimensional setting, at the expense
of making the construction less explicit.
Proof of Theorem 4 for d ≥ 2. For any x ∈ Rd, let r = |x| denote its Euclidean norm. Aiming at
a contradiction, assume that f(x) = f(r) is a radial extremizer of inequality (2) with only a finite
number of double roots in the interval (A(f),∞). Applying the dilation symmetry, we can assume
that A(f) = A(f̂) without changing the number of double roots. As a consequence, the function
f has only finitely many double roots on (A,∞). Similarly, we see that the continuous function
g := f + f̂ ∈ A has only finitely many double roots in the interval (A,∞) (and at most as many
as f). Moreover, it satisfies A(g) = A, i.e., the function g is itself an extremizer.
Given any T > α > 0, we claim the existence of an integrable, radial function ϕ : Rd → R
satisfying the following properties:
(a) ϕ̂ = ϕ,
(b) ϕ(0) = 0,
(c) ϕ(x) > 0, for every x such that α ≤ |x| ≤ T ,
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(d) ϕ(x) > 0, if |x| is sufficiently large.
The claim implies the existence of an admissible radial function ϕ, such that ϕ = ϕ̂ and ϕ(x) > 0
for |x| ∈ [A, T ], where T <∞ is such that g(x) > 0 for every |x| > T . The fact that ϕ(x) > 0 for
sufficiently large values of |x| implies that, for sufficiently small ε > 0, the function g+ εϕ belongs
to the class A, and satisfies A(g + εϕ) < A(g). This is the desired contradiction.
In order to establish the claim, define the following auxiliary function:
ψN (x; t) =
2N∑
n=0
tnLνn(2pi|x|2)e−pi|x|
2
, (−1 < t < 1)
where ν = d/2− 1. Note that ψ̂N (x; t) = ψN (x;−t), by property (24). Identity (22) also implies
that
(53) lim
N→∞
{ψN (x; t) + ψN (x;−t)} =
(
e−t2pi|x|
2/(1−t)
(1− t)ν+1 +
et2pi|x|
2/(1+t)
(1 + t)ν+1
)
e−pi|x|
2
,
uniformly for |x| in any compact subset of (0,∞). Note that (21) implies
ψN (0; t) + ψN (0;−t) > 2, for every t ∈ (−1, 1) and N > 0.
Since the right-hand side of identity (53) is a positive function, we conclude the existence of A > 0
such that
η(x) :=
ψA(x; 1/2) + ψA(x;−1/2)
ψA(0; 1/2) + ψA(0;−1/2) ≥ δ > 0,
for some δ > 0 and for every |x| ∈ [α/2, T + 1]. On the other hand, since d ≥ 2 and therefore
ν ≥ 0, identities (20) and (21) imply that the sequence
(54) `νn(x) =
(
n+ ν
n
)−1
Lνn(2pi|x|2)e−pi|x|
2
converges to 0, as n→∞, uniformly for x in any compact subset of (0,∞). Finally, define
ϕ = η − `ν2B + `ν2C+2 − `ν2C ,
where C > B are positive integers larger than A. Invoking (24), (21) and (18), respectively, one
checks that the function ϕ satisfies conditions (a), (b) and (d), for any choice of C > B > A.
However, since η(x) ≥ δ for |x| ∈ [α/2, T + 1], we can invoke (54) in order to choose C,B large
enough that ϕ(x) ≥ δ/2, for every |x| ∈ [α, T ]. This shows that condition (c) is fulfilled as well,
and finishes the verification of the claim. The theorem is now proved. 
7. Proof of Theorem 7
This chapter improves the lower bound in all dimensions d ≥ 2. The underlying insight is that the
argument given in [1] to prove Theorem 1 can be generalized to higher dimensions if one invokes
classical properties of Bessel functions.
7.1. Proof of the lower bound. Let f : Rd → R be a function satisfying assumptions (29)−(33).
Since f = f̂ and f is radial, we have that, for any x ∈ Rd,
f(x) =
∫
Rd
f(y) cos(2pix · y)dy =
∫
Rd
f(y)(cos(2pix · y)− 1)dy,
where the last identity follows from the fact that f has zero average. Writing f = f+ − f− as
before, one has that
f+(x)− f−(x) =
∫
Rd
(f+(y)− f−(y))(cos(2pix · y)− 1)dy.
Equivalently,
f−(x)− f+(x) =
∫
Rd
f+(y)(1− cos(2pix · y))dx−
∫
Rd
f−(y)(1− cos(2pix · y))dy.
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Notice that both of these integrals are positive, as are both of the summands in the left-hand side
of this identity. By considering the cases f(x) ≤ 0 and f(x) > 0 separately, it follows that
(55) f−(x) ≤
∫
Rd
f+(y)(1− cos(2pix · y))dy.
Now, if f is radial, then so are f−, f+. In this case, one can express the right-hand side of
inequality (55) in terms of Bessel functions. Switching to polar coordinates,∫
Rd
f+(y)(1− cos(2pix · y))dy =
∫ ∞
0
f+(r)
(∫
Sd−1
(1− cos(2pirx · y))dσ(y)
)
rd−1dr.
Appealing to formula (17), we see that the inner integral satisfies∫
Sd−1
(1− cos(2pirx · y))dσ(y) = ωd−2
∫ 1
−1
(1− cos(2pir|x|t))(1− t2) d−32 dt.
To compute the integral on the right-hand side of this expression, start by noting that∫ 1
−1
(1− t2) d−32 dt =
∫ pi
2
−pi2
cosd−2(θ)dθ =
√
piΓ(d−12 )
Γ(d2 )
,
as can be seen via repeated integration by parts. On the other hand, formula (14) implies that∫ 1
−1
cos(2pir|x|t)(1− t2) d−32 dt =
√
piΓ(d−12 )
(pir|x|)d/2−1 Jd/2−1(2pir|x|).
It follows that
(56) f−(x) ≤ ωd−2
√
pi
Γ
(
d−1
2
)
Γ(d/2)
∫ ∞
0
f+(r)
(
1− Γ(
d
2 )Jd/2−1(2pir|x|)
(pir|x|)d/2−1
)
rd−1dr.
The dimensional constant appearing on the right-hand side of this inequality can be written as
ωd−1 = ωd−2
√
pi
Γ
(
d−1
2
)
Γ(d2 )
.
Integrating inequality (56) over the ball BA ⊂ Rd centered at the origin of radius A := A(f),
(57)
∫
BA
f−(x)dx ≤ ωd−1
∫ ∞
0
f+(r)
[ ∫
BA
(
1− Γ(
d
2 )Jd/2−1(2pir|x|)
(pir|x|)d/2−1
)
dx
]
rd−1dr.
Since f has zero average and ‖f‖L1 = 1,
0 =
∫
Rd
f =
∫
Rd
f+ −
∫
Rd
f− and 1 =
∫
Rd
|f | =
∫
Rd
f+ +
∫
Rd
f−.
It follows that ∫
Rd
f+ =
∫
Rd
f− =
1
2
.
By definition of A, the support of the function f− is contained in the ball BA. As a consequence,
the left-hand side of inequality (57) equals∫
BA
f− =
∫
Rd
f− =
1
2
.
To handle the right-hand side, we use polar coordinates and change variables to compute∫
BA
(
1−Γ(
d
2 )Jd/2−1(2pir|x|)
(pir|x|)d/2−1
)
dx = ωd−1
∫ A
0
(
1− Γ(
d
2 )Jd/2−1(2pirρ)
(pirρ)d/2−1
)
ρd−1dρ
= ωd−1
(Ad
d
− Γ
(d
2
)2d/2−1
(2pir)d
∫ 2pirA
0
Jd/2−1(s)sd/2ds
)
= ωd−1
Ad
d
(
1−
Γ
(
d
2 + 1
)
Jd/2(2pirA)
(pirA)d/2
)
.
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The last identity is a consequence of Lemma 8 with ν = d/2 and ρ = 2pirA. Going back to (57),
we now have that
1
2
≤ ω2d−1
Ad
d
∫ ∞
0
f+(r)
(
1− Γ(
d
2 + 1)Jd/2(2pirA)
(pirA)d/2
)
rd−1dr.
Using Ho¨lder’s inequality and recalling that
1
2
=
∫
Rd
f+ = ωd−1
∫ ∞
0
f+(r)rd−1dr
since f+ is radial, we have that
1 ≤ ωd−1A
d
d
sup
t∈R+
∣∣∣∣∣1− Γ(d2 + 1)Jd/2(t)(t/2)d/2
∣∣∣∣∣ .
This translates into
Ad ≥ d
ωd−1
1
1 + λd
,
where
(58) λd := − inf
t∈R+
Γ
(
d
2 + 1
)
Jd/2(t)
(t/2)d/2
.
Equivalently,
A ≥ 1√
pi
(
1
1 + λd
Γ(
d
2
+ 1)
) 1
d
,
which is clearly an improvement over the lower bound given in Theorem 6 as long as λd < 1. In
the next section, we show that the sequence λ = {λd} satisfies λd < 1/2 for every d ≥ 2, and that
λd → 0 as d→∞ exponentially fast.
7.2. Studying the sequence λ. Define the auxiliary function
Λd(t) :=
Jd/2(t)
(t/2)d/2
.
The infimum in (58) is actually a minimum, and is attained by the first zero t0 of the function Λ
′
d.
This is a consequence of Lemma 9. To find the first zero of the function Λ′d, compute
Λ′d(t) =
[
J ′d/2(t)
( t
2
)d/2
− Jd/2(t)1
2
d
2
( t
2
)d/2−1]( t
2
)−d
.
It follows that t > 0 is a zero of the function Λ′d if and only if
J ′d/2(t)
( t
2
)d/2
= Jd/2(t)
1
2
d
2
( t
2
)d/2−1
,
or equivalently
2J ′d/2(t) =
d
t
Jd/2(t).
Recalling recursion relations (12) and (13), this can be rewritten as
Jd/2−1(t)− Jd/2+1(t) = Jd/2−1(t) + Jd/2+1(t).
It follows that
t0 = jd/2+1,
where jd/2+1 denotes the smallest positive zero of the Bessel function Jd/2+1 on the real axis. We
conclude that
(59) λd = −
2d/2Γ
(
d
2 + 1
)
Jd/2(jd/2+1)
(jd/2+1)d/2
.
Mathematica computes these values to any prescribed accuracy. For instance, with precision
5× 10−3, we have that
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d 2 3 4 5 6 7 8 9
λd 0.132 0.086 0.058 0.041 0.029 0.021 0.015 0.011
We conclude by showing that the sequence λ tends to zero exponentially fast. For our purposes,
it will suffice to additionally show that
(60) λd <
1
2
if d ≥ 10.
Recall Stirling’s formula (9) for the Gamma function and apply it to Γ(d2 + 1). It is an immediate
consequence of our discussion in the proof of Lemma 9 that
(61) jd/2+1 > d/2 + 1
for every d ∈ N. Formulas (59), (9) and (61), together with the basic estimate |Jd/2| ≤ 1, imply
0 < λd ≤ 2
d/2
√
2pi(d/2 + 1)(d/2+1)−1/2e−(d/2+1)eµ(d/2+1)
(d/2 + 1)d/2
≤
√
2pi
e
e
1
6(d+2)
(d
2
+ 1
)1/2(2
e
)d/2
=: Ud.
One can readily check that (60) follows. Indeed, U10 ≤ 0.494 and the sequence {Ud} is monoton-
ically decreasing. Moreover, Ud → 0 as d → ∞ exponentially fast, and so does the sequence λ.
This concludes the proof of Theorem 7.
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