Abstract-The advances in wireless low-power sensors and the increasing demand for portable healthcare monitoring systems have inspired the realization of Wireless Body Sensor Networks (WBSNs). IEEE Std. 802.15.6 defines the communication protocol for WBSN applications in terms of physical and medium access layers. The high generality and flexibility of standard requirements poses the question of how WBSN parameters, i.e. sampling frequency, node priority, superframe duration, have to be carefully set to guarantee a given accuracy level for the extraction and estimation of the biomedical information of interest. In this context, the present paper focuses on the most suitable design of network configuration by considering how the occurrence of missing packets affects the resulting quality of service. Throughout numerical simulations in Matlab, we reproduce a plausible WBSN scenario for monitoring the cardiac activity during physical exercise. The effect of missing packets on the recovered electrocardiographic (ECG) time-series at receiver side has been finally investigated, in terms of rootmean-square error and accuracy of the estimated heart rate, thus providing some criteria for choosing the most suitable network configuration.
I. INTRODUCTION
In recent years, the scientific community is paying everincreasing attention to Ambient Assisted Living (AAL) technologies [1] . Motivations of this trend can be found in population ageing, costs of hospitalized healthcare, and demand for higher comfort in everyday life. To increase patient comfort, traditional wired acquisition systems are substituted, when possible, with solutions where wearable and/or implantable sensors are allowed to communicate through a wireless interface. For this reason, Wireless Body Sensor Networks (WBSNs) represent an affordable and portable solution for the followup therapy of post-surgical or chronic disease patients and the monitoring of health conditions during physical activities [2] .
Typically, WBSNs consist of few and heterogeneous sensors placed in, on or around the human body [3] . Vital parameters are locally acquired by sensor nodes and subsequently sent to a central node where complex and resource consuming processing may take place. WBSNs are characterized by reduced transmission rates, compliant with the limited update rate of the observed physiological signals and the low-power consumption requirements of the employed sensors [4] . IEEE Std. 802.15.6 [5] for Wireless Body Area Networks has been introduced in 2012 for devices operating on very low transmit power to minimize the specific absorption rate (SAR) into the human body and increase battery life. The standard is able to support quality of service (QoS) by defining different levels of priority and allows for delivering sensitive information with a high security level. Besides, the standard defines physical layer (PHY) and medium access control layer (MAC) functionalities. A great flexibility is provided to satisfy different application requirements [6] .
Criteria adopted for choosing how to allocate resources among different sensor nodes strongly affect the QoS experienced by each node and the overall network performance. To this end, in this paper we consider a simple case study that consists in four different sensor nodes, as described in [7] , to monitor the cardiac activity during different physical activities. Cardiac activity is recorded through an electrocardiographic sensor (ECG) and two photoplethysmographic sensors (PPG), whereas patient movements are monitored through two accelerometers (ACC). Each sensor node is assumed to transmit a real-time stream of measurement data to the central node, where the received signal is then processed to extract the heart rate (HR) information. This example has been selected for its significance, since analysis of HR variability can diagnose severe cardiovascular diseases, like myocardial infarction, and represents an important parameter to monitor in real-time.
To understand how network configuration affects the final QoS, we have considered five plausible configurations as function of WBSN parameters, i.e. sampling frequency, superframe period and user priority. The quality of service is inferred by considering both network parameters, such as missing packet percentage and transmission latency, and signal parameters, as for instance the accuracy in HR estimation [8] .
The paper is organized as follows: in Section II we briefly introduce IEEE Std. 802.15.6 and propose an efficient criterion for resource allocation, Section III describes the case study under investigation, in terms of node priorities, sampling frequency and network configurations. In Section IV we define the simulation scenario and determine the percentage of missing packets, as well as the statistical distribution of transmission latency. In Section V we study the effect of missing packets on the recovered signal quality and the corresponding HR estimation. Finally, Section VI provides some closing remarks.
II. IEEE STD. 802.15.6 IEEE Std. 802.15.6 defines three physical layers on the basis of application requirements: Narrowband (NB), Ultrawideband (UB) and Human Body Communication (HBC). In this paper we consider network devices operating in the ISM frequency band between 2400 -2483.5 MHz, supported by the NB-PHY protocol. More details about the NB-PHY layer can be found in [5] .
The medium access control (MAC) layer specifies how network devices are allowed to access the common medium. Time-division access is regulated through a slotted CSMA/CA or a slotted Aloha protocol [9] . In this paper, we consider only the former. The time axis is divided in an integer number of equally-sized time slots. The duration of a time slot depends on the time to access the physical layer and the time to decrement the backoff counter, resulting in T slot = 145 µs for NB-PHY. The CSMA/CA access protocol is characterized by a first stage during which sensor nodes sense the shared channel to determine whether another node is transmitting or not. If the channel is not idle, the node waits for a random number of slots (before attempting to retransmit) which depends on the backoff time. This latter corresponds to a uniformly distributed random variable in (1, CW ), where CW is the duration of the contention window. CW may vary in a range between (CW min , CW max ) that depends on node priority, as reported in Table I . High priority nodes are characterized by shorter contention windows to keep the waiting time as short as possible, without affecting network performances. Different strategies are provided by the standard to access the channel: beacon mode with superframe boundaries, nonbeacon mode with superframe boundaries and non-beacon mode without superframe boundaries. In this paper, the attention has been focused on the beacon mode since timing is more predictable. The beacon periods (superframes) are bounded by two beacons of equal duration and divided into different fields assigned to specific kinds of traffic, as shown in Fig. 1 . Exclusive Access Phases (EAP) are reserved for highest priority traffic, such as emergency or medical implant event reports. Managed Access Phases (MAP) are employed as allocation intervals for uplink, downlink and bi-link operations. Random Access Phases (RAP) and Contention Access Phases (CAP) are eligible for regular traffic, such the transmission of measurement data from sensor nodes. It should be noticed that each of these phases can also be disabled by the network coordinator by setting the corresponding length to zero.
In this paper, allocation criteria are specified with the aim 
of guaranteeing the mandatory WBSN functionalities. To this end, we require that the duration of each EAP is sufficient to convey at least one packet for emergency messaging:
where T pkt represents the duration of one packet. By assuming uncoded transmission, it results:
where N prm = 90 bits is the length of the preamble, N hplcp = 31 bits represents the header of the Physical Layer Convergence Protocol, S hplcp and S psdu define the modulation spreading factors of header and Physical Service Data Unit, respectively, and N psdu corresponds to:
where N hmac = 56 bits represents the length of the MAC header, and N f cs = 16 bits is the length of the frame check sequence, whereas N data corresponds to the MAC frame body and varies between 0 and 255 bytes. Physical layer dependent parameters are reported in Table II . In the considered ISM frequency band, the symbol rate is 1/T s = 600 ksps.
After constraint 1 is satisfied, the remaining resources are distributed among RAP, MAP, CAP and beacon. Sensor data can be transmitted in RAP and CAP phases only, therefore the fraction of bandwidth available is:
where T sf corresponds to the duration of each superframe. Let λ j be the bandwidth required by the j-th sensor node, with j = 1, . . . , J. To avoid resource saturation, it should be:
Superframe period length is chosen by considering the maximum sampling frequency F S at which sensor nodes acquire data samples. A strict real-time system should set T sf = F −1 S to guarantee the transmission of samples with zero latency. However, this is feasible only when the node sampling frequency is very low (< 1Hz), otherwise network bandwidth saturation can be incurred.
Biomedical sensors usually acquire a great amount of data that are subsequently processed (denoising, artifact removal, etc.) to obtain refined information at lower rate. In this case, a trade-off between transmission latency and missing packet probability can be introduced. In order to increase the transmission efficiency and limit the maximum transmission latency, we set T sf > F −1 S by assuming that each packet could contain 80  100  8  356  18  23  29  c2  40  100  4  166  15  18  21  c3  40  50  2  166  13  15  16  c4  20  100  2  70  13  15  16  c5  20  50  1  70  12  13  14   TABLE IV a number of samples T sf · F S > 1. The maximum latency is limited to T sf , excluding retransmissions, this means that unsuccessful transmissions give rise to missing samples.
III. CASE STUDY
We consider a WBSN consisting of four nodes:
• node 1: it provides data acquired from a single channel ECG sensor. The priority of this node can assume values in the range: U P ecg ∈ [1, 3, 5, 7] (see Tab. I).
• node 2: it provides a two-channel PPG sensor. Since information provided by this sensor is strongly correlated with ECG, we set a low priority: U P ppg = 2.
• node 3 and node 4: they correspond to a three-axis accelerometer placed on the left ankle. A medium priority, U P acc = 4, is assumed in this case, since information provided by accelerometers is needed for the removal of motion artifacts.
The sampling frequency is assumed not lower than 50 Hz in order to accurately recover information about heart rate variability [10] . Each superframe is partitioned as follows: 10% for each EAP phase to allow the transmission of about 25 bytes of data in the worst case (minimum data rate and minimum duration of the superframe), 5% for each MAP phase, 19 slots for beacons (fixed value) and the remaining resources for transmitting ordinary traffic, resulting in: ρ < 0.80 available for sensor data.
Five network configurations, described in Table III and IV, have been reproduced in Matlab for an overall duration of 300 s, to analyse how the IEEE Std. 802.15.6 parameters affect network performances and the final quality of service. In particular, we consider three different superframe periods, namely 20, 40 and 80 ms, and we vary the node sampling frequency in the range [50, 100] Hz.
In Table III , we define the number of slots required by each node to transmit the acquired samples based on the expected amount of generated data. More precisely, K is the number of samples per transmitted packet, N avl is the total number of slots available for ordinary traffic, and N ecg , N ppg and N acc are the slots required by the ECG, PPG and ACC sensor nodes. Table IV provides instead the bandwidth required by each sensor node, in particular: λ ecg = N ecg /N avl is the portion of available bandwidth required by the ECG sensor node, likewise λ ppg and λ acc represent the bandwidth used by PPG and ACC nodes, respectively. Finally, λ = (N ecg + N ppg + 2N acc )/N avl is the resulting portion of available bandwidth required by all the WBSN nodes. It's worth noticing that configurations c4 and c5 require a bandwidth allocation exceeding 75% of the resources reserved for ordinary traffic delivering. Thus, in practical conditions, they are expected to cause high transmission latency and missing packets percentage.
IV. PERFORMANCE EVALUATION

A. Missing packets
Results corresponding to the analysis of how user priority affects the probability of missing packets, are reported in Fig.  2 for the five network configurations previously introduced. As expected, the percentage of missing packets decreases as priority increases, and this trend becomes much more significant as the superframe period increases. Considering the highest priority (U P = 7), an increase of the superframe period from 20 to 80 ms corresponds to a reduction of the missing packet percentage from 30 to 0.01%.
It should be noted that network configurations c4 and c5 require a high bandwidth availability of about 75 -85%, resulting in a saturation of network resources. This gives rise to a large amount of missing packets, greater than 30%. Therefore, even though these configurations guarantee a maximum latency upper bounded to 20 ms (that is, one sampling interval in this example) they do not represent feasible solutions.
B. Latency
In Fig. 3 , we consider the transmission latencies affecting packets that have been correctly received, as function of the node priority for the five network configurations. For this analysis, we adopt a percentile representation: markers indicate the 50th percentile, whereas the bold lines define a confidence interval between 25th and 75th percentiles, thus providing the interquartile range.
In Fig. 3(a) , we show the absolute transmission latency measured as the time elapsed between the beginning of the first beacon period and the completion of a successful transmission. Absolute latency tends to decrease as priority increases and depends on the length of the superframe period. Nevertheless, when the node priority is reasonably high (U P ≥ 5), differences between the considered network configurations become almost negligible. Fig. 3(b) presents latency as a percentage ratio of the superframe period. This representation enables us to understand the actual employment of the allocated resources. In the first network configuration, the confidence interval is included within the first half of the superframe period, independently from the node 1 priority, whereas the fifth configuration tends to occupy the entire length of the superframe period.
In both graphs, a significant performance enhancement can be noted when larger superframe periods are considered. In the WBSN scenario, it is reasonable to assume that each node transmits the acquired information with a rate comparable with the physiological variability and with the requirements of the control policy (contact with medical service, implanted actuators, etc.). In both cases, a latency of tens of ms is tolerable, except for critical events, for which the EAP slots are reserved within each superframe.
V. QOS: SIGNAL RECOVERY
Missing packets give rise to information loss for the central node which is required to collect and process sensor measurements. In this Section, we evaluate how the percentage of missing packets affects the accuracy of the recovered ECG time-series and the corresponding heart rate estimation.
Sample losses have been reproduced in Matlab on the basis of the configuration parameters previously introduced. Given a missing packet probability in the range between 0.01 and 20%, data samples provided by a given network node are lost in blocks of K values, where K depends on configuration parameters, as reported in Table III . For this reason, network configurations c4 and c5, characterized by more than 30% of missing packets, are not considered in the following.
At the central node, the signal can be recovered through different methods. In this regard, we consider two methods: in the first one, we do not replace samples conveyed by the missing packet nor apply any oversampling procedure. In the second one, instead, a cubic spline interpolation is applied. Fig. 4 presents a detail of the ECG trace recovered by the two methods. This analysis refers to configuration c2, characterized by a superframe period of 40 ms, a node sampling frequency of 100 Hz, a missing packet percentage of 10%, and a transmission latency around 20 ms. Each missing packet produces the loss of 4 samples corresponding to 40 ms of acquisition, nearly half the duration of a ventricular depolarization event (indicated by the peaks in Fig. 4 ).
As shown in Fig. 4(a) , the first method does not replace the missing samples and might incur in the loss of a peak. On the other hand, the spline interpolation allows for recovering a plausible trend, but might introduce spurious oscillations and overshoots (see Fig. 4(b) ).
A. Reconstruction error
The accuracy of the two reconstruction methods can be evaluated by calculating the root-mean-square error (RMSE) between the recovered and the original ECG trace. Average root-mean-square error of the recovered ECG trace as function of the priority associated to the ECG sensor (node 1), with nointerpolation (solid lines) and spline interpolation (dashed lines) methods. Fig. 5 shows the average RMSE as function of the priority associated to the ECG sensor. The RMS value of the original signal is equal to 290 µV. The first reconstruction method (solid lines) provides comparable performance in configurations c2 and c3, with a RMSE ranging between 1.6 and 0.35 µV. Configuration c1, instead, guarantees a significant accuracy enhancement. Considering higher priorities (U P ≥ 5), the reconstruction error does not exceed 0.01 µV.
In the considered network configurations, spline interpolation (dashed lines) allows for a significant reduction of the reconstruction error. This is particularly noticeable for lower node priorities, i.e. when the number of missing packets is expected to increase. With higher priorities, we note that the spline reconstruction method is affected by the number of samples per packet. In fact, with longer missing sample blocks, the probability to introduce overshoots and spurious peaks is higher. In configurations c2 and c3, K is equal to 4 and 2, respectively, and the spline interpolation keeps the reconstruction error around 0.5 µV. In configuration c1, instead, a missing packet causes the loss of eight consecutive samples, and results in a RMSE exceeding 0.01 µV (almost two times larger than the first method counterpart).
B. Heart Rate Estimation Error
The previous RMSE analysis accounts for the accuracy of signal recovery process. However, since the spline interpolation might introduce spurious trends, we evaluate the network performances with specific reference to the heart rate monitoring functionality. To this end, we compute the average HR estimation error as a function of missing packets percentage.
First of all, we present an efficient processing technique to recover heart rate information from a uniformly-sampled ECG recording. The acquired signal is typically affected by measurement noise, motion artefacts and spurious interferences, that prevent immediate and accurate identification of the heart beat events, as shown in Fig. 6(a) . In this analysis, we extract the HR from the recovered ECG trace by means of a threesteps algorithm:
1. baseline removal: we apply a cascade of two consecutive median filters, whose window length is set equal to 0.25 and 0.5 s, respectively. The filters' cascade output accounts only for constant offset and lowfrequency interferences, thus it can be subtracted from the acquired waveform;
2. peak enhancement: we compute the first and second order derivatives by means of the finite-difference approximation. Similarly to the well-known Balda's algorithm [11] , a proper linear combination of these two terms provide a signal representation where the slower oscillations are attenuated, whereas peaks and fast transitions are magnified (see Fig. 6(b) );
3. HR estimation: we develop a peak detector to distinguish between actual heart beats and noisy artefacts.
In particular, we introduce two constraints on the minimum distance between consecutive peaks (not lower than 0.3 s) and on the minimum peak magnitude (as function of waveform RMS value). Fig. 6 (c) compares the ground-truth HR with the estimates provided by the two reconstruction methods.
It's worth noticing that the setting of algorithm parameters relies on physiological considerations. In step 1, the window length of the first median filter corresponds to the expected maximum duration of T wave, related to the re-polarization period of the ventricles, when the heart muscle relaxes before the next contraction. Similarly, in step 3, the inter-peak distance constraint is set equal to the minimum cardiac cycle period, namely 0.3 s, corresponding to a heart rate of 180 bpm. Fig. 7 presents the average HR estimation error as function of node priority. In the first method (solid lines), configuration c1 provides a stable performance with an estimation error around 5 · 10 −3 bpm. With configurations c2 and c3, instead, HR error tends to decrease as the node priority increases. This trend becomes more significant for configuration c3, characterized by fewer missing packets and number of samples per packet. In the second method (dashed lines), instead, we notice a significant performance enhancement in all the considered network configurations. In particular, the HR error of configuration c1 is reduced up to 0.3 · 10 −3 bpm, whereas configurations c2 and c3 range between 6 and 0.05 bpm.
In conclusion, the spline interpolation proves to be an efficient and robust tool to improve the HR estimation accuracy. In all the considered network configurations, even varying the missing packet percentage or the number of samples per packet, we are able to halve the HR error.
VI. CONCLUSION
In this paper, the implementation of recent IEEE Std. 802.15.6 to a WBSN scenario has been considered. The high generality and flexibility of standard requirements poses the question of how WBSN parameters, i.e. sampling frequency, node priority, superframe duration, have to be carefully set to guarantee a given accuracy level for the extraction and estimation of the biomedical information of interest.
The results reported in this paper refer to an example of WBSN for real-time monitoring of the cardiac activity during physical exercises. We have noticed how the percentage of missing packets can be significantly reduced by introducing a small amount of latency that does not affect the dependability of final estimations. User priority is another network parameter that may affect system performances: transmission latency can be reduced by associating high priority to a sensor node.
Through numerical simulations, we have investigated the effect of missing packets on the recovered ECG time-series, in terms of RMSE and HR estimation error. Based on these results, we have provided some useful criteria for selecting the most suitable network configuration and reconstruction method, as function of the desired quality of service and estimation accuracy.
