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Abstract 
In this paper, we construct canonical explicit five-stage and seven-stage Runge-Kutta-Nystr6m methods of 
orders five and six, respectively, for Hamiltonian dynamical systems. 
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1. Introduction 
There has been much recent interest in deriving for Hamiltonian systems 
dq aH(q, P) dp q9, P> _=- 
dt= ap ’ dt a4 ’ (1) 
higher-order numerical integrators which retain the canonical (or symplectic) property of the 
flow of the original system. Of particular interest have been explicit Runge-Kutta-Nystriim 
(RKN) methods for the special separable Hamiltonian 
H(4, P> = +PTM-lP + V(q), (2) 
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where 4 and p are vectors representing, respectively, the positions and momenta and where A4 
is a diagonal matrix. The function I/(q) is associated with the potential energy and H with the 
total energy. 
Ruth [9] was the first to publish results about canonical numerical integrators. He showed 
that the second-order one-stage leapfrog-Stormer-Verlet method was canonical and discov- 
ered three-stage canonical RKN method of order three. Ruth’s work was followed by consider- 
able research in the area of constructing higher-order canonical integrators, [2,3,6,10-121. 
Forest and Ruth [3] derived an explicit three-stage canonical integrator of order four. Yoshida 
[12] was the first to prove the existence of canonical integrators of arbitrarily high order. He 
showed how to construct a 3“-stage method having order 2k + 2 using a composition of 
canonical one-stage methods of order two. He derived numerically seven- and fifteen-stage 
canonical integrators, respectively of orders six and eight, using a Lie group approach. Low 
stage number is desirable because of greater convenience (such as the generation of more 
closely spaced output values). 
Still much is unknown about the possibilities for higher-order canonical methods - 
information that is useful in the search for practical methods. In this paper we derive 
numerically fifth-order, five-stage RKN methods and symmetric sixth-order, seven-stage RKN 
methods in Section 3. A total of four fifth-order, five-stage RKN methods are reported. Sixteen 
symmetric sixth-order, seven-stage RKN methods were obtained, three of these are equivalent 
(in the sense used in [6]) to the canonical integrators constructed in [12] for general separable 
Hamiltonians. 
2. Order and canonical conditions 
An s-stage Runge-Kutta-Nystriim method for a system with the Hamiltonian (2) is given by 
yi = 4, + Cih4n + lZ2  a,jf( Yj), i=1,2,. s, a.9 
j=l 
(3) 
4 n+l =q,+h4n+h2~bif(Yi)> 4n+l=4n+h~Bi.f(Yi)~ 
i=l i=l 
where 4, = M-‘pn and f(q) = -M-’ V v(q). Method (3) is explicit if Uij = 0 for j > i. An 
explicit s-stage RKN method without redundant stages is canonical if [6,7,111 
bi = B,(l - CJ, lGi<s, (4) 
aij=Bj(ci-cj), j<i. (5) 
If we assume that the conditions in (4) and (5) are satisfied, we have [4] the following order 
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conditions for RKN methods of order G 5: 
t,: C&=1, t,: 
t,: xBic; = 3, t,: 
t5: xBic; = f, t, : 
t7: C C B,Bj(ci - cj)cj = &, t,: 
i j<i 
t,: C C B,Bjcf(c, - cj) = &, t10: 
i j<i 
t 11: C C BiBjcicj(ci - cj) = &, t12: 
i j<i 
t,,: C C C B,BjBl(ci - cj)(cj -cl) = &. 
i j<i l<j 
xBici = i, 
~ CB,Bj(Ci-Cj)=~, 
i j<i 
C C B,Bjc,(c, - Cj) = $, 
i j<i 
zB,cf = +, 
C C CB,BjB,(C,-Cj)(Ci-Cl) = $> 
i j<i l<i 
C C B,Bjjcf(ci - cj) = &, 
i j<i 
The condition t, is redundant (see [6]). We use a similar approach as in [6] to show that t,, and 
t,, are also redundant: 
left-hand side of t,, = C C B,Bjcj2(ci - cj) = - C C BiBj~F(~, - Cj) 
i j<i i j>i 
= c c B,Bjcf(c, - cj) - c ~B,Bj~~(~, - Cj) 
i jCi i j 
=iG ’ - (c ~B,B,c; - c CBjBjC:) 
+(t’.&), J 
i 
1 
=60= right-hand side of t12, 
left-hand side of t13 = C C C B,BjB,( Ci - Cj)(Cj - Cl) 
i j<i l<j 
= - C C CBiBjB,(ci - cj)(ci -cl) 
i j>il<i 
= C C C B,BjB,(C, - Cj)(Ci - cl) - C C C B,BjB,(c, - cj)(ci - cl) 
i j<iZ<i i j l<i 
=20 ’ - CBj[ C C B,Bl(Ci -Cl)Ci - C CBiB,(ci -c~)Cj 
j i I<i i I<i I 
l.$- CBjcjC CB,B,(Ci-c,) 
I 
= & - (1 . $ - i- i) = i 1 right-hand side of t,, . 
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The above results illustrate the proposition of [l] that states that if two Nystriim trees are 
equivalent (see the definition in the Appendix), then the @ (see the Appendix) that corre- 
sponds to one can be expressed in terms of @‘s of the other and trees of lower orders. In our 
case, the trees f[t2, f] and f[f[z2]] in our special notation (see the Appendix) that result, 
respectively, from t, and t,, are equivalent. The same is true for trees f[f[z12] and f[f[f]] 
that result, respectively, from t,, and t,,. 
3. Canonical Runge-Kutta-Nystriim methods 
3.1. Fifth-order five-stage methods 
In Section 2, we showed that t,, t,, and t,, are redundant for a canonical RKN method of 
fifth order, leaving us with ten conditions involving ten parameters. These conditions were then 
solved for Bi and ci. We resorted to an iterative procedure because these conditions involve 
complicated expressions in Bi and ci. We used the subroutines HYBRDl and HYBRJl of 
MINPACK obtained from Netlib for determining the solution. HYBRDl combines Powell’s 
method for optimization, QR factorization and the finite divided difference method for 
computing the Jacobian matrix. HYBRJl is the same as HYBRDl, except that an exact 
Jacobian matrix is used. The initial guesses were obtained randomly from a Gaussian distribu- 
Table 1 
Fifth-order five-stage Runne-Kutta-NystrGm methods 
Method 
1 
BL Ci 
- 1.670 808 923 273 143 120 60 0.69491389107017931259 
1.221439 092 309 975 382 70 0.63707199676998338411 
0.088 495 158 132539 08125 -0.02055756998211598005 
0.959 970 880 137 701598 76 0.795 861896 345 753 550 01 
0.400 903 792 692 977 933 85 0.301166 242723 777 788 37 
2 0.221161934424 17902970 0.770 703 449439 395 393 84 
1.00218471521051766260 0.245 641664 783 706 747 95 
0.204 202 868 930 455 389 01 0.87295101556657583863 
-0.82437756359543068463 0.13352418017438366649 
0.39682804503028051846 0.038 270099 854 273 660 62 
3 0.400 903 792 696 647 776 06 0.69883375727544694289 
0.959970880 134 123 905 06 0.204 138 103 6.54 598 890 29 
0.088495 15812721633901 1.02055757000418534370 
1.22143909234910252870 0.36292800323075291580 
- 1.67080892330709041000 0.305 086 108 931675 648 04 
4 0.39682804502748120212 0.961729 900 146 376 492 92 
- 0.824 377 563 590 000 805 86 0.86647581982605526019 
0.204 202868 931428 999 09 0.127 048 984 433 927 286 69 
1.00218471520794616400 0.75435833521637640775 
0.221161934 423 144 329 60 0.22929655056040595951 
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tion with mean 0 and standard deviation 1. About 10000 different initial guesses were tried and 
only four methods were obtained. These four methods, obtained using HYBRDl, were used as 
initial solutions for the HYBRJl program to improve the accuracy of method coefficients. 
These four methods are shown in Table 1. The two-norm of residuals in all thirteen order 
conditions is lo-l3 for Method 1, lo-l4 for Methods 2, lo-l5 for Methods 3 and 4. As is 
obvious, Method 3 is the adjoint of Method 1, and Method 4 the adjoint of Method 2. The 
adjoint of a method is obtained by interchanging h, q, and &, respectively, with -h, qn+, and 
(in+l* The slight differences in coefficients indicate the error in these values. We speculate that 
these are the only methods with real coefficients considering the magnitude of the number of 
initial guesses tried. Very recently, we also found these methods in [8]. 
3.2. Sixth-order six-stage methods 
To construct symmetric methods of order six, we start with a six-stage RKN method with the 
following conditions: 
B, =B6, B, =B5, B, =B4, 
Cl = 1 - cs, c,=l-c,, c,=l-c,. 
With these conditions, t,, t,, t, and t, can be written as 
t,: B,+B,+B,=+, 
t,: B,c,(l - c4) + B,c,(l - c5) + B,c,(l - c6) = A, 
t,: B,c,(B,+B,)+B,c,(l-B,)+B,(B,c,+B,c,)=&, 
t,: B4ci(1 - c4)2 + B&(1 - c~)~ + B&(1 - c6)2 = &. 
The conditions t 2, t, and t, are redundant given t,, t,, t, and the symmetry conditions. For 
details, see [5]. The conditions t,, t,, and t,, have complicated expressions, even after they 
have been simplified; they are omitted here. For a symmetric six-stage RKN method, it turns 
out that t,, t,, t,, t, and two of t,, tl,,, t,, are enough to find B,, B,, B,, c4, c5 and c6. In all, 
there are three possible sets of equations, namely, 
t,, t,, t,, t,, t,, t10, t,, t,, t,, t,, t,, tll, t,, t,, t,, t,, tie, t,,. 
The three sets were solved by HYBRDl and all solutions obtained from each set never satisfied 
the missing equation after trying 1000 initial guesses. We therefore state the following 
conjecture. 
Conjecture 1. There is no symmetric six-stage RKN method of order six. 
3.3. Sixth-order seven-stage methods 
The negative result above motivated us to search for symmetric seven-stage methods of order 
six. The symmetry conditions in this case are 
B, =BT, B, =B6, B, =B,, 
Cl = 1 - c,, c2=1-cg, c3= 1 -cg, c4= 5. 
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With these conditions t,, t,, t, and t, can now be written as 
t,: +B,+B,+B,+B,=;, 
t,: $B, + B,c,(l - c5) + B,c,(l - c6) + B,c,(l - c7) = A, 
t, : $B4” + B,c,(B, + B5) + B,c,(l -Be) + B,c,(l - B7) - 2B,B,c, = &, 
t,: &B4 + 2B,c,2(1 - c5)’ + 2B&(l - c6)* + 2B,c,2(1 - c7)* = $. 
The unknowns in this case are B,, B,, B,, B,, c5, c6 and c,. This makes it likely that the 
conditions t,, t,, t,, t,, t,, t,, and t,, can be solved uniquely for those parameters. Again, we 
used the routine HYBRDl. After trying 1000 different initial guesses, we obtained sixteen 
different methods as indicated in Table 2. The numbers in brackets represent the two-norms of 
the residuals of all 23 order conditions. We did not use HYBRJl to improve the accuracy of 
method coefficients as we did in Section 3.1. The sixth-order conditions are given in the 
Appendix for verification purposes. These methods which include the methods constructed in 
[l2] are seven-stage, all of order six, counterexamples to what is suggested in [l]. 
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Appendix. Order-six conditions 
Using the notation of [4], we have that an RKN method applied to a problem of the form 
y” =f( y) is of order p if and only if 
Cb$qt) = l 
(p(t) + 1Mt) ’ 
for Nystrijm trees with p(t) <p - 1, (6) 
for Nystrijm trees with p(t) up, (7) 
where p(t) is the order of the tree, y(t) is the density of the tree and @Jt> corresponds to the 
elementary weight of the NystrSm tree. If conditions (4) combine with (71, then conditions (6) 
Fig. 1. 
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Table 3 
Order-six conditions 
t 
f[z51 
f[f 2, 21 
f[f> z31 
f[fb311 
ftf[fblll 
p(t) 4) y(t) @iCt) 
6 1 6 C’ 
6 1.5 24 CjCkUijUikc, 
6 10 12 Cja,jc,” 
6 5 144 CjCkUijUjkCi 
6 10 72 CjCkai,aikck 
6 10 36 Cjaijc,?cj 
6 3 240 CjCkaijUjkCj 
6 5 72 CjOijCiCf 
6 1 120 +ZjjC,3 
6 1 720 CjCkU~jUjkCk 
are superfluous. Therefore, we concentrate on the conditions (7). First, we let z = y’ and then 
use a special notation (similar to what was used in our Mathematics program) to represent the 
trees or the elementary differentials. We give in Fig. 1 the correspondence between the 
elementary differentials in our notation and the Nystrijm trees for a few of the elementary 
differentials. The black node corresponds to the derivative of z and the white node to the 
derivative of the y. The bottom node is the root of the tree. Two NystrSm trees are equivalent 
in the sense defined in [l], if they have equal number of black nodes, equal number of white 
nodes and identical branches and differ only in their roots. The order-six conditions are given 
in Table 3, where cr(t) is the weight of the elementary differential. 
References 
[l] M.P. Calvo and J.M. Sanz-Serna, Order conditions for canonical Runge-Kutta-Nystrom 
(1992) 131-142. 
methods, BIT 32 
[2] P.J. Channel1 and J.C. Scovel, Symplectic integration of Hamiltonian systems, Nonlinearity 
[3] E. Forest and R.D. Ruth, Fourth-order symplectic integration, Phys. D 43 (1990) 105-117. 
3 (1990) 231-259. 
[4] E. Hairer, S.P. Norsett and G. Wanner, Solving Ordinary Differential Equations I: Non-Stiff Systems (Springer, 
Berlin, 1987). 
[5] D. Okunbor, Canonical integration methods for Hamiltonian systems, Ph.D. Thesis, Dept. Comput. Sci., Univ. 
Illinois, Urbana-Champaign, IL, 1992; Techn. Report UIUCD CS-R-92-1785. 
[6] D. Okunbor and R.D. Skeel, Explicit canonical methods for Hamiltonian systems, Math. Comp. 59 (200) (1992) 
439-455. 
[7] D. Okunbor and R.D. Skeel, An explicit Runge-Kutta-Nystriim method is canonical if and only if its adjoint is 
explicit, SZAM J. Numer. Anal. 29 (2) (1992) 521-527. 
[8] M.-Z. Qin and W.-J. Zhu, Order conditions of two kinds of canonical difference schemes, Comput. Math. Appl. 
25 (6) (1993) 61-74. 
[9] R.D. Ruth, A canonical integration technique, IEEE Trans. Nuclear Sci. NS-30 (4) (1983) 2669-2671. 
[lo] J.M. Sanz-Serna, The numerical integration of Hamiltonian systems, in: J.R. Cash and I. Gladwell, Eds., 
Computational Ordinary DiJferential Equations (Clarendon Press, Oxford, 1992) 437-449. 
[ll] Y.B. St&, Canonical transformations generated by methods of Runge-Kutta type for the numerical integration 
of the system X” = - iXJ/ax, Zh. Vychisil. Mat. i Mat. Fiz. 29 (1989) 202-211 (in Russian); also: U.S.S.R. Comput. 
Math. and Math. Phys. 29 (1) (1989) 138-144. 
[12] H. Yoshida, Construction of higher order symplectic integrators, Phys. Lett. A 150 (1990) 262-268. 
