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This paper introduces an estimation method based on Least Squares Support Vector
Machines (LS-SVMs) for approximating time-varying as well as constant parameters in
deterministic parameter-affine delay differential equations (DDEs). The proposed method
reduces the parameter estimation problem to an algebraic optimization problem. Thus,
as opposed to conventional approaches, it avoids iterative simulation of the given dynam-
ical system and therefore a significant speedup can be achieved in the parameter estima-
tion procedure. The solution obtained by the proposed approach can be further utilized for
initialization of the conventional nonconvex optimization methods for parameter estima-
tion of DDEs. Approximate LS-SVM based models for the state and its derivative are first
estimated from the observed data. These estimates are then used for estimation of the
unknown parameters of the model. Numerical results are presented and discussed for
demonstrating the applicability of the proposed method.
 2013 Elsevier B.V. All rights reserved.1. Introduction
Delay differential equations (DDEs) have been successfully used in the mathematical formulation of real life phenomena
in a wide variety of applications especially in science and engineering such as population dynamics, infectious disease, con-
trol problems, secure communication, traffic control and economics [1–3]. In contrast with ordinary differential equations
(ODEs) where the unknown function and its derivatives are evaluated at the same time instant, in a DDE the evolution of
the system at a certain time instant, depends on the state of the system at an earlier time. A typical first order single-delay
scalar DDE model may be expressed as:_xðtÞ ¼ f1ðt; xðtÞ; xðt  s1Þ; hðtÞÞ; t P tin;
xðtÞ ¼ H1ðtÞ; q 6 t 6 tin
ð1Þwhere H1ðtÞ is the initial function (history function), s1 is the delay or lag which is non-negative and can in general be con-
stant, time dependent or state dependent i.e. s1 ¼ s1ðt; xðtÞÞ and q ¼ mintPtinft  s1g. The term xðt  s1Þ is called the delay
term. In more general models, the derivative _xðtÞ may depend on xðtÞ and _xðtÞ itself at some past value t  s1. In this case
Eq. (1) can be rewritten in a more general form as followsns@esat.
LS-SVM
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appro_xðtÞ ¼ f2ðt; xðtÞ; xðt  s1Þ; _xðt  s2Þ; hðtÞÞ; t P tin;
xðtÞ ¼ H2ðtÞ; q 6 t 6 tin
ð2Þwhere q ¼ min16i62fmintPtin ðt  siÞg. Eq. (2) is called delay differential equation of neutral type (NDDE). Models (1) and (2)
usually involve some unknown parameters that require to be estimated from the observational data. We consider sets
fhðtÞ;H1ðtÞ; s1g and fhðtÞ;H2ðtÞ; s1; s2g as parameters of the models (1) and (2) respectively.
Identification of unknown parameters in differential equations has been studied and addressed by many authors (see [4–
9]). Most of the available approaches utilize the classical parametric inference such as the least squares estimator or the
maximum likelihood estimation [10]. In these approaches first the dynamical system is simulated using initial guesses for
the parameters. Then model predictions are compared with measured data and an optimization algorithm updates the
parameters. Therefore considering the dynamical system (1) one has to solve the following optimization problem:argminhðtÞ;s1 JðhðtÞ; s1Þ ¼
XN
k¼1
ðymðtkÞ  ypðtkÞÞ2; ð3Þwhere ymðtÞ and ypðtÞ are the measured data and model prediction respectively. It should be noted that the objective func-
tion of the optimization problem for DDE differs from that of ODE. The cost function JðhðtÞ; s1Þ in (3) might be non-smooth
because the state trajectory might be non-smooth in the parameter and this will make the optimization problem more
complicated.
Solving (3) requires repeated simulation of the system of DDE under study. Since the analytic solution of DDE is usually
not available, therefore one needs to apply a numerical algorithm to simulate the given dynamic system. Although quite effi-
cient numerical routines for solving differential equations are available they usually slow down the parameterization process
dramatically and this situation is even more sensible when the underlying dynamic is described by delay differential equa-
tions. That is due to the existence of delay terms that force the solver to use an interpolation technique in order to advance
the solution. It should also be noted that, as opposed to ordinary differential equation, the numerical solution of DDE not only
depends on the parameter values, but also on the history function, H1ðtÞ for t 2 ½q; tin, which is usually unknown. Given that
the initial function is an infinite-dimensional set, the problem becomes an infinite-dimensional optimization problem and
very difficult to solve [11]. Consequently, it would be of great benefit to eliminate any need of numerical DDE solvers.
Varah [13], proposed an approach for time-invariant parameter estimation of ODEs that does not require repeated
numerical integration and is referred to as a two-step approach. First a cubic spline is used to estimate the system dynamics
and its derivative from observational data. In the second step these estimates are plugged into a given differential equation
and the unknown parameters are found by minimizing the squared difference of both sides of the differential equation.
The authors in [12] first estimate the derivative _xðtÞ from the noisy data using nonparametric smoothing methods and
then inferred the constant delay s, for a special DDE model, in the framework of the generalized additive model.
The author in [14] proposed a method where an artificial neural network model is used to estimate the time invariant
parameters of a dynamical systems governed by ordinary differential equations. Despite the fact that the classical neural net-
works have nice properties such as universal approximation, they still suffer from having two persistent drawbacks. The first
problem is the existence of many local minima solutions. The second problem is how to choose the number of hidden units.
The parameter estimation in ordinary differential equations using least squares support vector machines is studied in
[15]. It is the aim of this paper to extend the method proposed in [15] for estimating the unknown time varying/invariant
parameters in parameter-affine delay differential equations for both non-neutral and neutral cases. Throughout this paper,
we assume that the dynamical system is uniquely solvable and that the parameters of the model are identifiable. For stability
of the solutions of systems with delays one may refer to [16,17].
The paper is organized as follows. In Section 2, the problem statement is given. In Section 3, estimation of the state tra-
jectory and its derivative by means of least squares support vector machines is discussed. Section 4 describes least squares
support vector machines formulation to approximate the time varying/invariant parameters in DDEs and NDDEs. In Section 5,
examples are given in order to confirm the validity and applicability of the proposed method.
2. Problem statement
2.1. Reconstruction of fixed delays
Consider the dynamics of a process during a given time interval modeled by a system of nonlinear DDEs with associated
history functions HðtÞ of the form:_xðtÞ ¼ f ðt; xðtÞ; xðt  s1Þ; xðt  s2Þ; . . . ; xðt  spÞÞ; t P tin;
xðtÞ ¼ HðtÞ; q 6 t 6 tin
ð4Þwhere q ¼ min16i6pfmintPtin ðt  siÞg; xðtÞ 2 Rn and the delays fsigpi¼1 are constant and unknown. In order to estimate the
model parameters, all the states of the system are measured i.e. yðtiÞ ¼ xðtiÞ þ eðtiÞwhere feðtiÞgNi¼1 are independent measure-
ment errors with zero mean. Throughout this paper a particular structure of (4) is considered. It is assumed that nonlinear
model (4) exhibits the parameter-affine form i.e. it is affine in the xðt  siÞ for i ¼ 1; . . . ; p.cite this article in press as: Mehrkanoon S et al. Parameter estimation of delay differential equations: An integration-free LS-SVM
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Consider the nonlinear state-dependent delay differential equation given in (1) with associated history function H1ðtÞ. In
order to estimate the unknown parameters, a set of measurements yðtiÞ are collected. In general the set of measurements
yðtiÞ do not necessarily correspond to the model states xðtiÞ. However here it is assumed that the system states are measured
with measurement error eðtiÞ, therefore the sate space model has the following form:Please
appro_xðtÞ ¼ f1ðt; xðtÞ; xðt  s1Þ; hðtÞÞ; t P tin;
yðtiÞ ¼ xðtiÞ þ ei; i ¼ 1; . . . ;N
ð5Þwhere yðtÞ is the output of the system which has been observed at N time instants and feigNi¼1 are independent measurement
errors with zero mean. The unknown fH1ðtÞ; hðtÞg are time dependent. In order to keep the model affine in the unknown time
varying parameters we do not assume that both of them are unknown at the same time. Therefore as in [7,8], we consider the
case that one of them is unknown at the time of applying the estimation procedure. Hence the following cases can be stud-
ied: (i) H1ðtÞ is known and hðtÞ is unknown, (ii) hðtÞ is known and the history function H1ðtÞ is unknown, The same assump-
tion is made for parameter estimation of the neutral delay differential Eq. (2). The general stages of the procedure when the
dynamic system follows model (1) is described by the following flow-chart:3. Estimation of the state trajectory and its derivative
Let us consider a given training set ti; yif gNi¼1 with input data ti 2 R and output data yi 2 R that are obtained from (5). The
goal in regression is to estimate a model of the form x^ðtÞ ¼ wTuðtÞ þ b. The primal LS-SVM model for regression can be writ-
ten as follows [18,19]minimize
w;b;e
1
2w
Twþ c2 eTe
subject to yi ¼ wTuðtiÞ þ bþ ei; i ¼ 1; . . . ;N
ð6Þwhere c 2 Rþ; b 2 R; w 2 Rh. uðÞ : R! Rh is the feature map and h is the dimension of the feature space. The dual solution
is then given byXþ IN=c 1N
1TN 0
  a
b
 
¼ y
0
 
where Xij ¼ Kðti; tjÞ ¼ uðtiÞTuðtjÞ is the ði; jÞth entry of the positive definite kernel matrix.
1N ¼ ½1; . . . ;1T 2 RN; a ¼ ½a1; . . . ;aNT , y ¼ ½y1; . . . ; yNT and IN is the identity matrix. The model in dual form becomes:x^ðtÞ ¼ wTuðtÞ þ b ¼
XN
i¼1
aiKðti; tÞ þ b; ð7Þwhere K is the kernel function. Making use of Mercer’s theorem [20], derivatives of the feature map can be written in terms
of derivatives of the kernel function. Therefore one can obtain a closed-form approximate expression for the derivative of the
model (7) with respect to time as follows [21],cite this article in press as: Mehrkanoon S et al. Parameter estimation of delay differential equations: An integration-free LS-SVM
ach. Commun Nonlinear Sci Numer Simulat (2013), http://dx.doi.org/10.1016/j.cnsns.2013.07.024
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approd
dt
x^ðtÞ ¼ wT _uðtÞ ¼
XN
i¼1
aiKsðti; tÞ; ð8Þwhere Ksðt; sÞ ¼ @ðuðtÞ
TuðsÞÞ
@s .4. Parameter estimation of DDE
4.1. General methodology
The proposed scheme will make use of the LS-SVM ability to provide a closed-form approximation for the state trajectory
and its derivative from measured data. We approximate the trajectory x^ðtÞ on the basis of observations at N points
fti; yðtiÞgNi¼1 using (7). Then (8) is utilized for approximating the state derivative. These closed-form expressions will be used
later in the process of parameter estimation.4.2. Fixed delay s is unknown
For the sake of simplicity the methodology is described for a scalar DDE with single delay, but the approach is applicable
for identifying multi-delays in a system of DDEs provided that they are identifiable. Consider the following single delay
parameter-affine DDE:_xðtÞ ¼ f ðt; xðtÞÞxðt  sÞ; t P tin; ð9Þwhere f ðÞ : R2!R is an arbitrary nonlinear function and s is the constant parameter of the system which is unknown. In
order to estimate the unknown s value, the state of the system is measured i.e. yðtiÞ ¼ xðtiÞ þ eðtiÞ where feðtiÞgNi¼1 are inde-
pendent measurement errors with zero mean. Let us assume an explicit LS-SVM modelx^sðtÞ ¼ vTwðtÞ þ d;as an approximation for the term xðt  sÞ where wðÞ : R! Rh is the feature map. Substituting the closed-form expressions
for the state and its derivative, ddt x^ðtÞ and x^ðtÞ obtained from (7) and (8) respectively, into the model description (9), the
sought parameters v and d are identified as those minimizing the following optimization problem:minimize
v;d;e
1
2 v
Tv þ c2
XM
i¼1
e2i
subject to ddt x^ðtiÞ ¼ vTwðtiÞ þ d
 
f ðti; x^ðtiÞÞ þ ei; for i ¼ 1; . . . ;M:
ð10ÞRemark 4.1. Since closed-form expressions for the state and its derivative are available we are not limited to chooseM ¼ N,
i.e. we can evaluate the constraint of the above optimization problem at the time instant ti which is not necessarily the same
as time instants that the system is measured.Lemma 4.1. Given a positive definite kernel function eK : R R! R with eK ðt; sÞ ¼ wðtÞTwðsÞ and a regularization constant
c 2 Rþ, the solution to (10) is given by the following dual problemD~XDþ c1I F
FT 0
" #
a
d
 
¼
dx^
dt
0
" #
ð11Þwhere ~Xði; jÞ ¼ ~Kðti; tjÞ ¼ wðtiÞTwðtjÞ is the ði; jÞth entry of the positive definite kernel matrix and I is the identity matrix. Also
a ¼ ½a1; . . . ;aM T , F ¼ ½f ðt1; x^ðt1ÞÞ; . . . ; f ðtM ; x^ðtMÞÞT , dx^dt ¼ ½ ddt x^ðt1Þ; . . . ; ddt x^ðtMÞ
T
. D is a diagonal matrix with the elements of F on
the main diagonal.Proof 4.1. The Lagrangian of the constrained optimization problem (10) becomesLðv ;d; ei;aiÞ ¼ 12 v
Tv þ c
2
XM
i¼1
e2i 
XM
i¼1
ai vTwðtiÞ þ d
 
f ðti; x^ðtiÞÞ þ ei  ddt x^ðtiÞ
 
;cite this article in press as: Mehrkanoon S et al. Parameter estimation of delay differential equations: An integration-free LS-SVM
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appro@L
@v ¼ 0 ! v ¼
XM
i¼1
aif ðti; x^ðtiÞÞwðtiÞ;
@L
@d
¼ 0 !
XM
i¼1
aif ðti; x^ðtiÞÞ ¼ 0;
@L
@ei
¼ 0 ! ei ¼ aic ; i ¼ 1; . . . ;M;
@L
@ai
¼ 0 ! vTwðtiÞ þ d
 
f ðti; x^ðtiÞÞ þ ei ¼ ddt x^ðtiÞ; for i ¼ 1; . . . ;M:After elimination of the primal variables v and eif gMi¼1 and making use of Mercer’s Theorem, the solution is given in the dual
byd
dt x^ðtiÞ ¼
XM
j¼1
ajf ðtj; x^ðtjÞÞXjif ðti; x^ðtiÞÞ þ aic þ df ðti; x^ðtiÞÞ; i ¼ 1; . . . ;M
0 ¼
XM
i¼1
aif ðti; x^ðtiÞÞ
8>>><>>>:
Writing these equations in matrix form gives the linear system in (11). h
The model in the dual form becomesx^sðtÞ ¼ vTwðtÞ þ d ¼
XM
i¼1
aif ðti; x^ðtiÞÞeK ðti; tÞ þ d; ð12Þwhere eK is the kernel function.
Remark 4.2. If one is not interested in having a closed-form approximation to the term xðt  sÞ, an alternative way to obtain
an approximation for xðt  sÞ at the time instant ti is by using (9) directly, i.e. xðti  sÞ ¼ ddt x^ðtiÞ1f ðti; x^ðtiÞÞ. A similar strategy
can be applied in the case that the dynamics of the process is described by a system of delay differential equations. After
substituting the closed-form expressions for the states and their derivatives into the model, then one has to solve a system of
linear equations (provided that the underlying system is affine in the unknown parameter) to obtain the approximation of
the delay terms xðt  sjÞ for j ¼ 1; . . . ; p at time instants t ¼ ti, for i ¼ 1; . . . ;N.
After obtaining the estimation x^sðtÞ, the task is to estimate the fixed delay s. To this end, let us first define a shifting oper-
ator DmðÞ which will be used in the process of estimation of the delay s. Operator DmðÞ shifts the given time series, which in
our problem setting can for example be x^ðtÞ or _^xðtÞ;m steps forward in time in a certain manner, while keeping the length of
the time series unchanged. This is done by adding a constant vector of size m (whose values will be clarified later) from the
left to the time series and removing the m last elements of the time series simultaneously. Therefore, given the time series
x^ðtÞ ¼ ½x^ðt1Þ; x^ðt2Þ; . . . ; x^ðtNÞT , operator DmðÞ is defined as follows:zðtÞ ¼ Dmðx^ðtÞÞ ¼
½zðt1Þ; zðt2Þ; . . . ; zðtmÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Constant vector
; x^ðt1Þ; x^ðt2Þ; . . . ; x^ðtNmÞT ; for 1 6 m 6 N  1
x^ðtÞ; for m ¼ 0
8><>: ð13Þ
with zðt1Þ ¼ zðt2Þ ¼ . . . ; zðtmÞ ¼ c where c is a constant. Noting that in an ideal case (noise free) one can expect a delay dif-
ferential equation to have the following propertyx^sðtÞjt¼s ¼ x^ðtÞjt¼tin ; for sP 0; ð14Þ
it is natural to utilize the first element of x^ðtÞ, i.e., x^ðt1Þ as a constant c used in operator DmðÞ. In order to estimate the delay s,
we use the sample correlation coefficient function defined as:rzx^s ¼
PN
i¼1ðzðtiÞ  l1Þðx^sðtiÞ  l2ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1ðzðtiÞ  l1Þ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1ðx^sðtiÞ  l2Þ2
q ; ð15Þcite this article in press as: Mehrkanoon S et al. Parameter estimation of delay differential equations: An integration-free LS-SVM
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mating the unknown delay s is described in Algorithm 1.
In Algorithm 1, Corrcoef is a Matlab built-in function that computes the correlation coefficient of two signals and RðmÞ
corresponds to rzx^s . One may notice that in this approach we are not using the history function for estimating the time delay
s. But if the history function is known a priori, one may use it for constructing the constant vector used in operator DmðÞ by
taking the value of history function at time tin.
4.3. Parameter hðtÞ is unknown
Consider model (1) and case (i) where the time varying parameter hðtÞ is unknown and delay s1 is known. Therefore with
a slight abuse of notation, let us assume an explicit LS-SVM modelPlease
approh^ðtÞ ¼ vTwðtÞ þ d;as an approximation for the parameter hðtÞ. The adjustable parameters v and d are to be found by solving the following opti-
mization problemminimize
v;d;e;;hi
1
2 v
Tv þ c2
XM
i¼1
e2i þ
XM
i¼1
2i
 !
subject to ddt x^ðtiÞ ¼ f1ðti; x^ðtiÞ; x^ðti  s1Þ; hiÞ þ ei; for i ¼ 1; . . . ;M;
hi ¼ vTwðtiÞ þ dþ i; for i ¼ 1; . . . ;M:
ð16ÞHere the obtained closed-form expressions for the state and its derivative, ddt x^ðtÞ and x^ðtÞ obtained from (7) and (8), are
substituted into the model description (1). If f1 is nonlinear in hðtÞ then the above optimization problem is non-convex.
The solution of (16) in the dual can be obtained by solving a system of nonlinear equations. However, throughout this paper,
we present our results for the case that the nonlinear model (1) is affine in the parameter hðtÞ. More precisely we consider
the following parameter-affine form of (1)_xðtÞ ¼ hðtÞf1ðt; xðtÞ; xðt  s1ÞÞ; t P tin;
xðtÞ ¼ H1ðtÞ; t 6 tin:This will result in the following convex optimization problem:minimize
v;d;e
1
2 v
Tv þ c2
XM
i¼1
e2i
subject to ddt x^ðtiÞ ¼ vTwðtiÞ þ d
 
f1ðti; x^ðtiÞ; x^ðti  s1ÞÞ þ ei; for i ¼ 1; . . . ;M:
ð17ÞLemma 4.2. Given a positive definite kernel function eK : R R! R with eK ðt; sÞ ¼ wðtÞTwðsÞ and a regularization constant
c 2 Rþ, the solution to (17) is given by the following dual problemD~XDþ c1I F1
FT1 0
" #
a
d
 
¼
dx^
dt
0
" #
ð18Þcite this article in press as: Mehrkanoon S et al. Parameter estimation of delay differential equations: An integration-free LS-SVM
ach. Commun Nonlinear Sci Numer Simulat (2013), http://dx.doi.org/10.1016/j.cnsns.2013.07.024
S. Mehrkanoon et al. / Commun Nonlinear Sci Numer Simulat xxx (2013) xxx–xxx 7where ~Xði; jÞ ¼ eK ðti; tjÞ ¼ wðtiÞTwðtjÞ is the ði; jÞ-th entry of the positive definite kernel matrix and I is the identity matrix. Also
a ¼ ½a1; . . . ;aM T , F1 ¼ ½f1ðt1; x^ðt1Þ; x^ðt1  s1ÞÞ; . . . ; f1ðtM; x^ðtMÞ; x^ðtM  s1ÞÞT , dx^dt ¼ ½ ddt x^ðt1Þ; . . . ; ddt x^ðtMÞ
T
. D is a diagonal matrix
with the elements of F1 on the main diagonal.
The model in the dual form becomes:Please
approh^ðtÞ ¼
XM
i¼1
aif1ðti; x^ðtiÞ; x^ðti  s1ÞÞeK ðti; tÞ þ d; ð19Þwhere eK is the kernel function.
Proof 4.2. The approach is the same as in proof of Lemma 4.1. h
It should be noted that in the process of estimating hðtÞ, the values of the history function H1ðtÞ are not used. Therefore
H1ðtÞ can also be unknown while hðtÞ is being estimated which is the advantage of the proposed method compared with
conventional approaches that require the history function for simulating the underlying model.
Remark 4.3. The same procedure can be applied for estimating the unknown parameter hðtÞ in parameter-affine form of
model (2).4.4. History function H1ðtÞ is unknown
Consider model (1) and case (ii) where the parameter H1ðtÞ is unknown and all the other parameters are known. It is as-
sumed that the nonlinear function f1 is affine in xðt  s1Þ. More precisely we consider the following form of (1):_xðtÞ ¼ xðt  s1Þf1ðt; xðtÞ; hðtÞÞ; t P tin;
xðtÞ ¼ H1ðtÞ; t 6 tin
ð20Þwhere s1 can be time and state dependent. Since the history function is time varying let us, with a slight abuse of notation,
assume an explicit LS-SVM modelH^1ðtÞ ¼ vTwðtÞ þ d;
as an approximation to the true H1ðtÞ. Optimal value for v and d can be obtained by solving the following convex optimiza-
tion problem:minimize
v;d;e
1
2v
Tv þ c2
XjT j
i¼1
e2i
subject to ddt x^ðtiselÞ ¼ vTwðtiselÞ þ d
 
f1ðtisel; x^ðtiselÞ; hðtiselÞÞ þ ei; for i ¼ 1; . . . ; jT j;
ð21Þwhere ddt x^ðtiselÞ and x^ðtiselÞ are estimations of the state trajectory and its derivative obtained by using LS-SVM models (7) and
(8) respectively. jT j is the cardinality of the ordered set T ¼ ft1sel; t2sel; . . . ; tjT jsel gwhose elements are selected using Algorithm 2.
The solution to (21) in the dual can be obtained by solving linear system (18) with a ¼ ½a1; . . . ;ajT jT ,
F1 ¼ ½f1ðt1sel; x^ðt1selÞ; hðt1selÞÞ; . . . ; f1ðtjT jsel ; x^ðtjT jsel Þ; hðtjT jsel ÞÞ
T
and dx^dt ¼ ½ ddt x^ðt1selÞ; . . . ; ddt x^ðtjT jsel Þ
T
. D is a diagonal matrix with the elements
of F1 on the main diagonal. The model in the dual form becomes:H^1ðtÞ ¼
XjT j
i¼1
aif1ðtisel; x^ðtiselÞ; hðtiselÞÞeK ðti; tÞ þ d; ð22Þcite this article in press as: Mehrkanoon S et al. Parameter estimation of delay differential equations: An integration-free LS-SVM
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8 S. Mehrkanoon et al. / Commun Nonlinear Sci Numer Simulat xxx (2013) xxx–xxxwhere eK is the kernel function. If delay s1 in the model (20) is constant, one can first utilize Algorithm 1 to estimate the delay
s1 and then apply Algorithm 2 to obtain a closed-form approximation to the history function H1ðtÞ.
Remark 4.4. The same procedure can be applied for estimating the unknown history function H2ðtÞ in a parameter-affine
form of model (2).5. Experiments
In this section, six experiments are performed to demonstrate the capability of the proposed method for time varying/
invariant parameters of parameter-affine non-neutral DDEs and neutral DDEs. The last three test problems are taken from
[7,8], but in contrast with the approach given in these references, we allow to have measurement errors. The performance of
the LS-SVM model depends on the choice of the tuning parameters. In this paper, for all experiments, the Gaussian RBF ker-
nel i.e. Kðx; yÞ ¼ expð kxyk22r2 Þ is used. Therefore, a model is determined by the regularization parameter c and the kernel
bandwidth r. The 10-fold cross validation criterion is used to tune these parameters. The SNR stands for signal to noise ratio
which is calculated using 20log10ðAsignalAnoise Þ where Asignal and Anoise are the root mean square of the signal and noise respectively.
The estimated parameter values are obtained by averaging over 10 simulation runs. As error bounds we used about twice the
standard deviation of the error.
5.1. Constant parameters
Problem 5.1. Consider a Kermack–McKendrick model of an infectious disease with periodic outbreak [22, Example 1]−0.5
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Estimation of constant delays s1 and s2 in Problem 5.1 from observational data. (a) Estimation of the first state x1ðtÞ and its derivative from the
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Fig. 2. Estimation of constant delays s1 and s2 in Problem 5.1 and delay s in Problem 5.2 from observational data for different values of signal to noise ratio.
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Estimation of _^xðt  sÞ and _^xðtÞ. (c) Correlation-coefficient values as a function of time indexm for two time series _^xðtÞ and _^xðt  sÞ, as computed in Algorithm
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S. Mehrkanoon et al. / Commun Nonlinear Sci Numer Simulat xxx (2013) xxx–xxx 9prepared within the domain of ½0;20 with sampling time Ts ¼ 100 ms (i.e. 201 data points). The obtained results are shown
in Fig. 1. As Fig. 1(e) and (g) suggest the peaks of the correlation coefficients occurred nearly at indices 10 and 100. Multi-
plying these indices with sampling time Ts (in seconds), yields an estimate of the unknown delays s1 and s2, respectively.
Fig. 2(a) and (b) show the influence of noise level on the parameter estimation. It should be noted that as the value of signal
to noise ratio increases, the standard deviation of the estimation error decreases.Problem 5.2. Consider a triangle wave defined by the following scalar NDDE:Please
appro_xðtÞ ¼  _xðt  sÞ
xðtÞ ¼ t; s 6 t 6 0: ð24ÞIn order to prepare the observational data, the solution to (24) is generated, with the true delay s ¼ 1, by using MATLAB
built-in solver ddesd, on domain [0,2] with the relative error tolerance RelTol¼ 106. Then the model observation data are
constructed by adding Gaussian white noise with zero mean to the true solution. The observation points are prepared within
the domain of ½0;2 with sampling time Ts ¼ 10 ms (i.e. 201 data points). Fig. 3 represents the results obtained by applying
the proposed method for estimating the unknown delay s. The result of parameter estimation for different values of signal to
noise ratio is depicted in Fig. 2(c). From Fig. 2(c), one may notice that as the value of signal to noise ratio increases, the stan-
dard deviation of the estimation error decreases.Problem 5.3. Consider an artificial example:_xðtÞ ¼ sinðxðtÞ þ tÞxðt  sÞ; t 2 ½0;2
xð0Þ ¼ 1; ð25Þwhere the true delay s ¼ 0. The solution to (25) is generated, with the true delay s ¼ 0, by using MATLAB built-in solver
ode45, on domain [0,2] with the relative error tolerance RelTol¼ 106. Then the model observation data are constructedcite this article in press as: Mehrkanoon S et al. Parameter estimation of delay differential equations: An integration-free LS-SVM
ach. Commun Nonlinear Sci Numer Simulat (2013), http://dx.doi.org/10.1016/j.cnsns.2013.07.024
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Table 1
The influence of signal to noise ratio on the parameter estimates for Problems 5.4, 5.5, 5.6 when 201 data points is used.
SNR RMS Error
Problem 5.4 Problem 5.5 Problem 5.6
6 1.72e2 2.87e1 1.13e1
11 1.32e2 2.12e2 1.17e2
18 7.01e3 4.02e3 3.14e3
24 2.10e3 2.03e3 1.01e3
SNR stands for signal to noise ratio.
10 S. Mehrkanoon et al. / Commun Nonlinear Sci Numer Simulat xxx (2013) xxx–xxxby adding Gaussian white noise with zero mean to the true solution. The observation points are prepared within the domain
of ½0;2 with sampling time Ts ¼ 10 ms (i.e. 201 data points). The obtained results for estimating the unknown delay s are
shown in Fig. 4. As Fig. 4(c) suggests the peak of the correlation coefficient occurred at index m ¼ 0. Based on Algorithm
1, multiplying this index with sampling time Ts (in seconds), yields an estimate of the unknown delays s. Thus the estimated
lag s is zero.5.2. Time varying parameters
Problem 5.4. Consider the linear delay equation [7, Problem 2]Please
appro_xðtÞ ¼ hðtÞxðt  nðtÞÞ; t 2 ½0;2
xðtÞ ¼ H1ðtÞ; t 2 ½2; 0
ð26Þcite this article in press as: Mehrkanoon S et al. Parameter estimation of delay differential equations: An integration-free LS-SVM
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Fig. 6. Estimation of time varying parameter hðtÞ in Problem 5.6 from observational data for different values of signal to noise ratio.
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appronðtÞ ¼ 2 t
2; t 2 ½0;1
1; t 2 ½1;2 ;
(
hðtÞ ¼
t
tþ1 ; t 2 ½0;1
 12 ; t 2 ½1;2
(and H1ðtÞ ¼ t2. It is assumed that the initial function H1ðtÞ and nðtÞ are known and we aim at estimating the unknown
parameter hðtÞ frommeasured data. For collecting the data, the solution of this system is prepared by numerically integrating
the differential Eq. (26) using MATLAB built-in solver ddesd, on domain [0,2] with the relative error tolerance RelTol¼ 106.
Then the model observation data are constructed by adding Gaussian white noise with zero mean to the true solution. The
observation points are prepared within the domain of ½0;2 with sampling time Ts ¼ 10 ms (i.e. 201 data points). Applying
the presented scheme in Section 4.3, an estimation h^ðtÞ is obtained and the results are depicted in Fig. 5(a) and (b). The root
mean square errors (RMSE) for different values of signal to noise ratio are also tabulated in Table 1. From Table 1, it is appar-
ent that as the value of signal to noise ratio (SNR) increases, the estimation error decreases.Problem 5.5. Consider the linear delay Eq. (26). In this problem we assume that hðtÞ and nðtÞ are known and we aim at esti-
mating the initial function from measured data [7, Problem 1],_xðtÞ ¼ hðtÞxðt  nðtÞÞ; t 2 ½0;2
xðtÞ ¼ H1ðtÞ; t 2 ½2;0:
ð27ÞAs in Problem 5.4, the observational data are prepared within the domain of [0, 2] with sampling time Ts ¼ 10 ms (i.e. 201
data points). Fig. 5(c) and (d), shows the obtained approximation H^1ðtÞ for the history function when the scheme described
in Section 4.4 is utilized. The root mean square errors (RMSE) for different values of signal to noise ratio are recorded in Ta-
ble 1. From Table 1, it is apparent that as the value of signal to noise ratio (SNR) increases, the estimated parameter con-
verges to the true parameter.Problem 5.6. Consider the following state dependent delay neutral delay differential equations [8, Problem 1]_xðtÞ ¼ hðtÞ þ _xðt  t2
t2þ4 jxðtÞj  1Þ; t 2 ½0;1
xðtÞ ¼ 14 t2 þ 1; t 6 0:
ð28ÞIt is assumed that the time varying parameter hðtÞ is unknown and has to be estimated frommeasured data. The true param-
eter is hðtÞ ¼ 18 t2 þ 12. It is easy to check that the true solution of for the given hðtÞ is xðtÞ ¼ 14 t2 þ 1. The model observation data
are constructed by adding Gaussian white noise with zero mean to the true solution. The observation points are prepared
within the domain of ½0;1 with sampling time Ts ¼ 5 ms (i.e. 201 data points). The obtained results are shown in Fig. 6.
The root mean square errors (RMSE) for different values of signal to noise ratio are given in Table 1. The results reveal that
higher order accuracy can be achieved by increasing the value of signal to noise ratio.6. Conclusion
In this paper a new approach based on LS-SVMs has been proposed for estimation of constant as well as time varying
parameters of dynamical system governed by non-neutral and neutral delay differential equations from observational data
in the presence of measurements noise. The method provides a fast approximation for the unknown parameters of the model
without requiring numerical integration of the given dynamic system. Therefore it makes a suitable candidate for online
parameter estimation. In addition the obtained results can be used in initialization of the conventional optimization ap-
proach where repeated integration of the dynamic system is required.cite this article in press as: Mehrkanoon S et al. Parameter estimation of delay differential equations: An integration-free LS-SVM
ach. Commun Nonlinear Sci Numer Simulat (2013), http://dx.doi.org/10.1016/j.cnsns.2013.07.024
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