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UNIVERSALITY FOR LOZENGE TILING LOCAL STATISTICS
AMOL AGGARWAL
Abstract. In this paper we consider uniformly random lozenge tilings of arbitrary domains ap-
proximating (after suitable normalization) a closed, simply-connected subset of R2 with piecewise
smooth, simple boundary. We show that the local statistics of this model around any point in the
liquid region of its limit shape are given by the infinite-volume, translation-invariant, extremal
Gibbs measure of the appropriate slope, thereby confirming a prediction of Cohn-Kenyon-Propp
from 2001 in the case of lozenge tilings. Our proofs proceed by locally coupling a uniformly
random lozenge tiling with a model of Bernoulli random walks conditioned to never intersect,
whose convergence of local statistics has been recently understood by the work of Gorin-Petrov.
Central to implementing this procedure is to establish a local law for the random tiling, which
states that the associated height function is approximately linear on any mesoscopic scale.
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1. Introduction
1.1. Preface. Over the past several decades, a significant amount of effort has been directed to-
wards understanding the effect of boundary conditions on the behavior of two-dimensional statistical
mechanical models. A well-studied class of systems in this context consists of dimer (or tiling) mod-
els, due to their exact solvability. Indeed, for such models, many quantities of interest (including
partition and correlation functions) can be expressed as determinants of an inverse Kasteleyn ma-
trix. One may then hope to asymptotically analyze these determinants in order to either predict or
prove precise, universal physical phenomena in the large scale limit; see, for instance, the surveys
of Kenyon [40, 42].
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One of the first such results concerned the limit shape phenomenon exhibited by domino tilings,
stating that the height function of a uniformly random tiling of a large domain is likely to concentrate
(after suitable normalization) around a global limit. This was first established for the Aztec diamond
domain by Cohn-Elkies-Propp [15], who provided an exact form for the limit shape. Later, this
result was substantially generalized by Cohn-Kenyon-Propp [16] to domino tilings of essentially
arbitrary domains. The latter work expressed the limit shape through a variational principle,
namely, as the maximizer of a certain (explicit) concave surface tension functional. In the case of
lozenge tilings, this was later rewritten by Kenyon-Okounkov [43] as the solution to a non-linear
first order partial differential equation that can in many cases be solved through the method of
characteristics.
A salient feature of these limit shapes is that they are inhomogeneous for generic choices of the
boundary, that is, the local densities of tiles can (non-negligibly) differ in different regions of the
rescaled domain R. In fact, for certain boundary data, these local densities can exhibit sharp phase
transitions. These are commonly known as arctic boundaries, across which the behavior of the tiling
changes from asymptotically deterministic (frozen) to random (liquid or bulk). In the context of
dimer models, such a phenomenon was first established by Jockusch-Propp-Shor [35] for uniformly
random domino tilings of an Aztec diamond, although a similar notion had been studied earlier for
Ising crystals (see the books of Cerf [12] and Dobrushin-Kotecký-Shlosman [19]).
Thus a question of interest, originally mentioned by Kasteleyn [38] in 1961, is how the boundary
data affect the local statistics (joint law of nearly neighboring tiles) of a random tiling. A precise
predicted answer to this question was proposed as Conjecture 13.5 of [16], which suggests that
these local statistics should be determined by the gradient of the global limiting height function
H : R → R for the tiling model. More specifically, around some point v in the liquid region of R,
they should be given by the infinite-volume, translation-invariant, extremal Gibbs measure with
slope equal to ∇H(v); the uniqueness of such a measure was established by Sheffield in [59]. For
dimer models, these measures are now well-understood, as the work of Kenyon-Okounkov-Sheffield
[44] expresses them as determinantal point processes with explicit kernels; in the case of lozenge
tilings, they are known as certain extended discrete sine processes.
For lozenge and domino tilings, this prediction has been shown to hold true for several special
choices of the boundary data. These include (q-weighted) lozenge tilings of the hexagon [2, 6, 31], of
domains covered by finitely many trapezoids [30, 55], of sectors of the plane [5, 7], and of bounded
perturbations of these domains [48]; skew plane partitions [9, 52, 53, 54] with periodic weights
[51] and symmetry constraints [4]; and domino tilings of the Aztec diamond [14, 36] with periodic
weights [13, 27] and of certain families of polygonal domains with no frozen regions [39, 57, 58].
Most of these results (with the exceptions of [30, 48]) are based on an asymptotic analysis of the
inverse Kasteleyn matrix (or some other, boundary-specific determinantal structure). However, in
many situations, the entries of this matrix can be unstable under boundary perturbations. Partly
for this reason, results on local statistics had until now remained unavailable for any tiling model
under general boundary data.
In this paper we establish the local statistics prediction for lozenge tilings of arbitrary domains
approximating (after suitable normalization) a closed, simply-connected subset of R2 with piecewise
smooth, simple boundary; see Theorem 1.5 below. This attains the same level of universality for
convergence of lozenge tiling local statistics as was shown for the global height profile in [16].
Unlike most of the previously mentioned works, our method does not make direct use of a
Kasteleyn matrix. Instead, we proceed by locally comparing a uniformly random lozenge tiling
of a given domain to an ensemble of Bernoulli random walks conditioned to never intersect. The
UNIVERSALITY FOR LOZENGE TILING LOCAL STATISTICS 3
R
v0
u0
T
v0
u0
q
Figure 1. Depicted to the left is the domain R to be tiled; the vertices v0 =
(x0, y0) ∈ R and u0 = (x0, y0−T ) ∈ R; and a neighborhood of v0. Depicted to the
right is part of the tiling in this neighborhood and the associated non-intersecting
path ensemble Q (dashed).
latter model was introduced by König-O’Connell in [45] and can be viewed as a random lozenge
tiling, whose boundary conditions are partly free (but not uniform). In particular, when run under
suitable initial data and for a sufficiently long time, its limiting local statistics are also governed by
an extended discrete sine process.
The benefit to this random walk model is that its algebraic structure appears to be more amenable
to asymptotic analysis than does the Kasteleyn matrix. In particular, the recent work [32] of Gorin-
Petrov provides a general result on the convergence of its local statistics, a special case which can
essentially be stated as follows. Suppose that 1≪ U ≪ T ≪ V are integers and that a is an initial
sequence of particle locations that is of approximately constant density on any length U subinterval
of [x0 − V, x0 + V ]. Then the local statistics of the non-intersecting random walk model, run for
time T with initial data a, converge around site x0 to an extended discrete sine process. This result
will be used extensively in our analysis of lozenge tiling local statistics.
More specifically, letM denote a uniformly random tiling of a large domain R, and fix some vertex
v0 = (x0, y0) ∈ R. Our framework will proceed by coupling M with a non-intersecting random walk
ensemble, in such a way that the two models coincide in a large neighborhood of v0 with high
probability. Let us outline how we exhibit such a coupling. In what follows, we let N denote the
diameter of R; fix an integer 1≪ T ≪ N ; and define the vertex u0 = v− (0, T ) = (x0, y0−T ) ∈ R.
First, we interpret M as an ensemble Q of non-intersecting paths, and let q denote the locations
where these paths intersect the horizontal line {y = y0 − T }; see Figure 1. Second, we introduce
two particle configurations p and r that coincide with q inside a large neighborhood u0, but are
obtained by perturbing q to the left and right, respectively, outside of this neighborhood. Third, we
define two non-intersecting random walk ensembles P and R with initial data p and r, respectively,
and show that there exists a coupling between (P,Q,R) such that Q is likely bounded between
P and R; see Figure 2. Fourth, we use identities from [32] to prove that the expected difference
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Figure 2. Depicted in the middle is the non-intersecting path ensemble Q with
initial data q. Depicted above and below are the ensembles P and R whose initial
data p and r are obtained by perturbing the particles in q away from u0 to the left
and right, respectively (black vertices). Near u0, these initial data coincide with q
(white vertices). Each path in Q is between the corresponding ones in P and R.
In the shaded region, all three path ensembles coincide.
between the height functions associated with P and R tends to 0 in a large neighborhood of u0
(containing v0). Fifth, using the ordering between (P,Q,R) and a Markov bound, we conclude
that one can couple these three ensembles to coincide near v0 with high probability.
Next, using the results of [32], we show that the local statistics of P converge, after run for time
T ≫ 1, to an extended sine process around site x0. Since u0 = (x0, y0 − T ) = v0 − (0, T ), it follows
that the local statistics of P converge to this limit around v0. Due to the coupling between (P,Q)
around v0, we then deduce that the same statement holds for M.
Fundamental to implementing this procedure will be to first establish a local law for uniformly
random lozenge tilings; this result is given by Theorem 3.6 below and essentially states the fol-
lowing. For any mesoscopic scale 1 ≪ M ≪ N = diam(R), the height function associated with
M is approximately linear with slope ∇H(N−1v0) in an M -neighborhood of v0. Equivalently, the
densities of tile types in M in any mesoscopic neighborhood of v0 is governed by the (gradient of)
the global profile H.
In the context of the above coupling framework, this local law will serve two primary purposes.
To explain the first, recall that the results of [32] impose the existence of scales 1 ≪ U ≪ T ≪ V
such that the initial data a for a random walk ensemble is regular on length U subintervals of
[x0 − V, x0 + V ]. The local law will enable us to quickly verify this condition for p and r, under
essentially any choice of 1 ≪ U ≪ T ≪ V . In particular, we may take these scales to grow quite
slowly with respect to N , which will be useful since the coupling between (P,Q,R) will only hold
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if T is sufficiently small1 compared to N . The second purpose of the local law will be to exhibit
the previously mentioned coupling between (P,Q,R) such that Q is bounded between P and R.
Indeed, although the results of [32] can be used to approximate the drifts of the paths in P and
R, they do not seem to have direct implications about the paths in Q (which are derived from a
uniformly random tiling, and not from an ensemble of non-intersecting Bernoulli random walks).
Therefore, the local law will be necessary to approximate the drifts of these paths.
Thus, our task can be described as threefold.
(1) Local Law : Establish a local law for M.
(2) Comparison: Exhibit a coupling betweenM and an ensembleP of non-intersecting Bernoulli
random walks, such that the two models coincide around v0 with high probability.
(3) Universality: Use results of [32] to show that the local statistics of P around v0 are given
by an extended discrete sine process, and conclude that the same holds for M.
The above outline closely resembles the three-step strategy introduced by Erdős-Yau for proving
bulk universality for local eigenvalue statistics of Hermitian random matrices; see the survey [20],
the book [25], and references therein. There, they also first establish a local law, which states that
the eigenvalue density of an N×N random matrixH in intervals of length N δ−1 is governed by the
(global) semicircle law. Second, they consider the matrix Ht = H + t
1/2GUE, whose eigenvalues
are obtained by running Dyson Brownian motion on the spectrum of H for some short time t≪ 1,
and show that its local statistics are universal. Third, they compare the local statistics of H and
Ht to conclude that those of H are universal.
2
From this perspective, our use of the non-intersecting Bernoulli random walk model is analogous
to their use of Dyson Brownian motion as the “source” of universal local statistics. Moreover,
the proofs of the short-time universality results for discrete random walk ensembles in [32] can
be compared to those for Dyson Brownian motion in the original work of Erdős-Péché-Ramírez-
Schlein-Yau in [21].3 Indeed, both were based on an asymptotic analysis of an explicit correlation
kernel, which in the former work was due to Petrov [55] and in the latter work was due to Brézin-
Hikami [10] and Johansson [37]. In fact, the discrete random walk model of [45] can be viewed
as a discretization of (the β = 2 case of) Dyson Brownian motion, as the former exhibits a limit
degeneration to the latter.
However, the implementation of the remaining tasks in our outline is considerably different from
that in the random matrix three-step strategy. For instance, the comparison step in the latter is
typically justified through either a reverse heat flow [21] or resolvent comparison theorems (originally
due to Tao-Vu [60, 61] and later developed by Erdős-Yau-Yin [26]). Both are heavily based on the
fact that the random point configuration of interest is governed by a matrix model. Since this
feature is absent for lozenge tilings, we instead implement the comparison through the probabilistic
coupling procedure described above.
Our proof of the lozenge tiling local law is also quite different from that of its random matrix
counterpart. The latter was originally established by Erdős-Schlein-Yau in [22], based on a combi-
nation of a multiscale analysis with linear algebraic identities satisfied by the random matrix. Local
laws have also been proven for the two-dimensional Coulomb gas independently by Bauerschmidt-
Bourgade-Nikula-Yau [3] and Leblé [50], and for a class of discrete β-ensembles by Guionnet-Huang
1Our choice for the dependence of T on N will not be explicit, but we at least require T ≪ log logN .
2The second and third steps of this three-step strategy in fact correspond to the third and second tasks listed
above (in the context of lozenge tilings), respectively.
3Since [21], alternative routes to establishing universality for local statistics of Dyson Brownian motion, based on
an analysis of the underlying stochastic differential equation, have been developed in [23, 24, 46, 47].
6 AMOL AGGARWAL
[33]. The proofs of those results are based on the combination of a multiscale analysis with explicit
identities for the probability density function of the underlying model. These methods do not seem
to be applicable to random lozenge tilings of arbitrary domains, whose associated point process
lacks both a matrix model and an explicit form for its probability density function.
Still, a multiscale analysis will be central in our proof of the lozenge tiling local law, which will
proceed as follows. Here, we suppose that v0 = (0, 0) and that the domain R approximates the
disk BN of radius N centered at v0, but impose no assumptions on the associated boundary height
function.
1. We establish two effective global laws for the height function H associated with M. These
state that, after suitable normalization, H approximates the global profile H to within an explicit
error ̟N , with high probability. The first global law applies to essentially arbitrary boundary data,
with an error of order ̟N ∼ (logN)−c for some small c > 0. The second has an improved error
estimate of ̟N ∼ N−c, but only applies when H exhibits no frozen facets (is facetless). Both laws
will be necessary, since the (logN)−c error appearing in the first would accumulate if applied too
many (of order logN) times. To prove the first, we largely proceed as in [16], with the exception
of a (seemingly new) effective variant of Rademacher’s theorem quantifying the “locally linearity”
of an arbitrary Lipschitz function. To prove the second, we closely follow the work [49] of Laslier-
Toninelli, by first using monotonicity results to compare the tiling M to one of a hexagonal domain
and then using the integrability of the latter.
2. We establish deterministic properties for maximizers appearing as global profiles in the varia-
tional principle. More specifically, we prove, (i) a stability estimate for how their gradients change
upon perturbations of boundary data and, (ii) a condition for the boundary data under which the
associated maximizer is facetless. The former will be used to compare two maximizers with ap-
proximately equal boundary data, and the latter will be used to verify when the second global law
mentioned above is applicable. To prove these properties, we first use the results of De Silva-Savin
[18] to reduce them to estimates on solutions to uniformly elliptic partial differential equations, and
then apply known bounds in the latter context.
3. Using the two sets of results described above, we establish a scale reduction estimate that
essentially states the following. Let M ≫ 1 denote an integer, and consider a random tiling of a
domain approximating BM . Suppose that the associated boundary height function gives rise to a
facetless global law G, within some error λ ≥ (logM)−1−c. Restrict the random tiling to a domain
approximating the smaller disk BM/8. Then, with high probability, the boundary height function
on this smaller domain gives rise to a facetless global law F , within some improved error µ ≪ λ,
and F satisfies |∇F −∇G| . λ around N−1v0 = (0, 0); see the left side of Figure 3.
4. We inductively apply the scale reduction estimate on a decreasing sequence of disks centered
at v0 = (0, 0); see the right side of Figure 3. In particular, after of order logN such applications,
we pass from approximating the height function H by H on the original domain R of size N
to approximating it by some profile F on an arbitrary mesoscopic neighborhood of v0. Since
the gradient around (0, 0) of the profile approximating H remains approximately constant after
each application of the scale reduction estimate, F will be approximately linear of slope ∇H(0, 0).
Hence, H will be approximately linear of this slope on any mesoscopic disk centered at v0, thereby
establishing the lozenge tiling local law.
The remainder of this section is organized as follows. In Section 1.2 we define the lozenge tilings
and height functions on the triangular lattice; in Section 1.3 we recall the definition of a certain
extended discrete sine process; in Section 1.4 we state our results on universality for local lozenge
tiling statistics; and in Section 1.5 we outline the organization for the remainder of the paper.
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M−1H ≈ F ≈ G
∇F ≈ ∇G
v0
R ≈ BN
BN/8
BN/64
∇F ≈ ∇H(N−1v0)
Figure 3. Depicted to the left is a diagram for the scale reduction estimate. In
BM/8, the normalized height function M−1H is approximately equal to F and G.
In the shaded region, we have that ∇F ≈ ∇G. Depicted to the right is a diagram
for the inductive proof of the local law.
It would be of interest to extend the results of this article to dimer models on other lattices.
Currently, the most accessible such model appears to be the uniformly random domino tiling on
a subdomain of Z2. Although the framework described above largely applies in this context, it
uses two exactly solvable features of lozenge tilings that have not yet been developed for domino
tilings. The first is the integrability of the model on a sufficiently broad family of domains so
as to encompass all possible second order Taylor expansions of any global height profile. In the
lozenge tiling case, these constitute hexagonal domains [48, 55, 56]; for domino tilings, it seems
likely that such a family of domains is provided in the work [11] of Bufetov-Knizel. The second
is the convergence of local statistics under general initial data for an ensemble of discrete random
walks, conditioned to never intersect, associated with the tiling model; for lozenge tilings, this was
provided in [32]. Given both of these statements for the domino tiling model, it might be possible
to apply our methods to analyze its local statistics on arbitrary domains.
Before proceeding, let us introduce some notation that will be used throughout the article.
For any integer d ∈ Z≥1 and subset S ⊆ Rd, we let S and ∂S = ∂S denote its closure and
boundary, respectively. Additionally, for any function f : S → R and subset S ′ ⊆ S, let f |S′
denote the restriction of f to S ′. Moreover, for any real number c ∈ R and vector w ∈ Rd, we set
cS + w = {cs+ w : s ∈ S} ⊆ Rd. We further let Ec denote the complement of any event E.
1.2. Lozenge Tilings and Height Functions. In this section we describe the model of interest
to us, namely, lozenge tilings on the triangular lattice and their associated height functions.
To that end, we first define the triangular lattice T to be the graph whose vertex set is Z2 and
whose edge set consists of edges connecting (x, y), (x′, y′) ∈ Z2 if and only if (x′ − x, y′ − y) ∈{
(1, 0), (−1, 0), (0, 1), (0,−1), (1, 1), (−1,−1)}. The faces of T are therefore triangles with vertices
of the form
{
(x, y), (x + 1, y), (x + 1, y + 1)
}
or
{
(x, y), (x, y + 1), (x + 1, y + 1)
}
. We refer to the
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Figure 4. The triangular lattice T is depicted to the left. The three different
types of lozenges (tiles), along with their associated height functions, are depicted
to the right.
left side of Figure 4 for a depiction.4 A domain R ⊆ T is a simply-connected induced subgraph of
T. The boundary ∂R ⊆ R is the set of vertices v ∈ R adjacent to a vertex in T \R.
A dimer covering of a domain R ⊆ T is defined to be a perfect matching on the dual graph of
R. A pair of adjacent triangular faces in any such matching forms a parallelogram, which we will
also refer to as a lozenge or tile. Lozenges can be oriented in one of three ways; see the right side
of Figure 4 for a depiction. We refer to the topmost lozenge there (that is, one with vertices of
the form
{
(x, y), (x, y + 1), (x+ 1, y + 2), (x+ 1, y+ 1)
}
) as a type 1 lozenge. Similarly, we refer to
the middle (with vertices of the form
{
(x, y), (x + 1, y), (x + 2, y + 1), (x + 1, y + 1)
}
) and bottom
(vertices of the form
{
(x, y), (x, y + 1), (x + 1, y + 1), (x + 1, y)
}
) ones there as type 2 and type 3
lozenges, respectively.
A dimer covering of R can equivalently be interpreted as a tiling of R by lozenges of types 1, 2,
and 3. Therefore, we will also refer to a dimer covering of R as a (lozenge) tiling. Denote by E(R)
the set of such tilings of R; if E(R) is nonempty, then we call R tileable.
Example 1.1. For any A,B,C ∈ Z≥1, the hexagon with vertices
{
(0, 0), (A, 0), (0, B), (C,B +
C), (A + C,B + C), (A + C,C)
}
is an example of a tileable domain. We will refer to this domain
as a A × B × C hexagon (although its sidelengths are in fact A, B, and C√2). See the right side
of Figure 5 for an example.
Following Section 3 of [16], a free (lozenge) tiling of a (not necessarily tileable) domain R is
defined to be a lozenge tiling of a possibly larger domain R′ containing R, each tile of which
4It is typical to depict lozenge tilings on the hexagonal lattice, in which adjacent edges meet at angles of pi
3
and
not pi
2
. Our reason for instead depicting them on Z2 is to simplify notation for the height function when embedding
the tiling in R2.
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Figure 5. Depicted to the right is a lozenge tiling of the A × B × C hexagon,
with (A,B,C) = (5, 4, 3). One may view this tiling as a packing of boxes (of the
type depicted on the left) into a large corner, which gives rise to a height function
(shown on the right).
intersects R in at least one face. Stated equivalently, it is a tiling of R, in which lozenges are
permitted to extend past ∂R and include at most one face of T \R.
Free lozenge tilings admit alternative, equivalent descriptions in terms of height functions. More
specifically, a height function H : R→ Z is a function on the vertices of R that satisfies
f(v)− f(u) ∈ {0, 1}, whenever u = (x, y) and v ∈ {(x+ 1, y), (x, y + 1), (x+ 1, y + 1)},
for some (x, y) ∈ Z2. We refer to the restriction h = H |∂R as a boundary height function.
For a fixed vertex v ∈ R and integer m ∈ Z, one can associate with any free tiling of R a
height function H : R → Z as follows. First, set H(v) = m, and then define H at the remaining
vertices of R in such a way that the height functions along the four vertices of any lozenge in
the tiling are of the form depicted on the right side of Figure 4. In particular, we require that
H(x+1, y)−H(x, y) = 1 if and only if (x, y) and (x+1, y) are vertices of the same type 1 lozenge,
and that H(x, y + 1)−H(x, y) = 1 if and only if (x, y) and (x, y + 1) are vertices of the same type
2 lozenge. Since R is simply-connected, a height function on R is uniquely determined by these
conditions (and the value of H(v) = m).
Furthermore, it can be quickly verified that any height function H : R → Z gives rise to a
(unique) free tiling of R. We refer to the right side of Figure 5 for an example; as depicted there,
we can also view a lozenge tiling of R as a packing of R by boxes of the type shown on the left
side of Figure 5. In this case, the value H(u) of the height function associated with this tiling at
some vertex u ∈ R denotes the height of the stack of boxes at u. Observe in particular that, if
there exists a tiling M ∈ E(R) associated with some height function H , then the boundary height
function h = H |∂R is independent of M and is uniquely determined by R (except for a global shift,
which was above fixed by the value of H(v) = m).
1.3. Infinite-Volume Gibbs Measures. Although in this paper we will be primarily interested in
uniformly random lozenge tilings of finite domains, certain infinite-volume measures on T will arise
as limit points of local statistics for our model. Therefore, in this section we recall a two-parameter
family of such measures from [40, 41, 53, 59].
To that end, let P(R) denote the space of probability measures on the set E(R) of all lozenge
tilings of some domain R ⊆ T. We say that µ ∈ P(T) is a Gibbs measure if it satisfies the following
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Figure 6. Depicted to the left is a tiling M; the black and white vertices shown
there are the elements of X(M) and X(M) +
(
1
2 , 0
)
, respectively. Depicted to the
right are two possibilities for the contour for z in Definition 1.3; the dashed curve
corresponds to the case y1 < y2 and the solid one to the case y1 ≥ y2.
property for any finite domain R ⊂ T. The probability under µ of selecting any M ∈ E(T),
conditional on the restriction of M to T \ R, is uniform. We further call µ ∈ P(R) extremal if, for
any p ∈ (0, 1) and µ1, µ2 ∈ P(R) such that µ = pµ1 + (1 − p)µ2, we have µ1 = µ = µ2.
Moreover, for any w ∈ Z2, define the translation map Sw : Z2 → Z by setting Sw(v) = v − w
for any v ∈ Z2. Then Sw induces an operator on P(R) that translates a tiling by −w; we also refer
it to by Sw. A measure µ ∈ P(T) is called translation-invariant if Swµ = µ, for any w ∈ Z2.
Let µ ∈ P(T) be a translation-invariant measure, and let H denote the height function associated
with a randomly sampled lozenge tiling under µ, such that H(0, 0) = 0. Setting s = E
[
H(1, 0)−
H(0, 0)
]
and t = E
[
H(0, 1)−H(0, 0)], the slope of µ is defined to be the pair (s, t).
Observe that, if we denote
T = {(s, t) ∈ R2>0 : s+ t < 1},(1.1)
and its closure by T , then we must have (s, t) ∈ T . Indeed, s, t, and 1−s−t denote the probabilities
of a given lozenge in a random tiling (under µ) being of types 1, 2, and 3, respectively.
It was shown as Theorem 9.1.1 of [59] that, for any (s, t) ∈ T , there exists a unique translation-
invariant, extremal Gibbs measure µ = µs,t ∈ P(T) of slope (s, t); such a measure is known to
arise as a limit point of lozenge tilings of a large torus, conditional on its height function having
average slope (s, t) (see Section 5.21 of [40] or Section 4 of [41]). An explicit form for the correlation
functions for these measures was provided in Proposition 8.5 of [16] and Section 6.23 of [40], based
on methods introduced earlier in [38]. To explain this further, we require the following definition.
Definition 1.2. Given a domain R ⊆ T and a tiling M ∈ E(R), let X = X(M) denote the set of
all (x, y) ∈ Z2 such that (x+ 12 , y) is the center of some type 1 lozenge in M.
We refer to the left side of Figure 6 for a depiction. It is quickly verified that the tiling M ∈ E(R)
is determined by the location set X(M) of its type 1 lozenges (unless both R = T and X(M) is empty,
which will not be relevant for this work). As explained in Sections 3.1.7 and 3.1.9 of [53], if a random
tiling M ∈ E(T) is sampled under the translation-invariant, extremal Gibbs measure µs,t of some
slope (s, t) ∈ T , then the law of X = X(M) can be expressed as a determinantal point process. Its
correlation kernel is an extended discrete sine kernel, which was introduced as Definition 4 of [53]
and is given as follows. In the below, H = {z ∈ C : ℑz > 0} ⊂ C denotes the upper-half plane.
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Definition 1.3 ([53, Definition 4]). Fix ξ ∈ H. For any x1, x2, y1, y2 ∈ Z, the extended discrete
sine kernel (also called the incomplete beta kernel) Kξ(x1, y1;x2, y2) is defined by
Kξ(x1, y1;x2, y2) = 1
2πi
∫ ξ
ξ
(1− z)y1−y2zx2−x1−1dz,
where z is integrated along an arc of a ellipse from ξ to ξ, which intersects R in the interval (0, 1)
if y1 ≥ y2 and which intersects R in the interval (−∞, 0) if y1 < y2.
We refer to the right side of Figure 6 for a depiction of the possible contours for z in Definition 1.3.
For any ξ ∈ H, Theorem 2 of [53] indicates that there exists a measure µ = µξ ∈ P(T) such that
P
[
m⋂
k=1
{
(xk, yk) ∈ X(M)
}]
= det
[Kξ(xi, yi;xj , yj)]1≤i,j≤m,(1.2)
where M ∈ E(T) is sampled under µξ, and m ∈ Z≥1 and (x1, y1), (x2, y2), . . . , (xm, ym) ∈ Z2 are
arbitrary. The measure µξ is called the extended discrete sine process with complex slope ξ. If
(s, t) ∈ T and ξ = eπis sin(πt)sin(π−πs−πt) , then it is further known (see equation (36) of [53] and Section
6.23 of [40]) that µξ = µs,t.
1.4. Results. In this article we will be interested in understanding the convergence of local sta-
tistics of uniformly random lozenge tilings of large domains. More specifically, we will consider a
uniformly random tiling of some large tileable domain RN that approximates (after normalization
by 1N ) some subset R ⊂ R2 and whose boundary height function approximates (again, after nor-
malization by 1N ) some function h : ∂R → R. Then, we will understand how the local statistics
of this random tiling behave around some vN ∈ RN , as N tends to ∞. As Theorem 1.5 below
indicates, they will converge to one of the translation-invariant, extremal Gibbs measures µs,t from
Section 1.3.
The determination of this slope (s, t) will require some additional notation. To that end, recall
the set T from (1.1) and its closure T . Define the Lobachevsky function L : R>0 → R and surface
tension σ : T → R by, for any x ∈ R>0 and (s, t) ∈ T , setting
L(x) = −
∫ x
0
log |2 sin z|dz; σ(s, t) = 1
π
(
L(πs) + L(πt) + L
(
π(1 − s− t))).(1.3)
Now, fix a bounded, open, nonempty set R ⊂ R with boundary ∂R. Let Adm(R) denote the set
of Lipschitz functions F : R → R such that ∇F (z) ∈ T for almost every z ∈ R; for any function
f : ∂R → R, set Adm(R; f) = {F ∈ Adm(R) : F |∂R = f}. We say that f admits an admissible
extension to R if Adm(R; f) is not empty. For any F ∈ Adm(R), define the entropy functional
E(F ) =
∫
R
σ
(∇F (z))dz.
Given some h : ∂R → R admitting an admissible extension to R, we call a function H ∈
Adm(R; h) a maximizer of E on R with boundary data h if E(H) ≥ E(G) for any G ∈ Adm(R; h).
Remark 1.4. It is known (see Proposition 4.5 of [18]) that there exists a unique maximizer H : R→
R of E on R with given boundary data h.
Under the notation above, the limit shape for the height function associated with a random
lozenge tiling of RN with boundary height function hN (which, as mentioned previously, converge
to R and h, respectively, after suitable normalization) was shown as Theorem 1.1 of [16] to converge
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in probability to this maximizer H, as N tends to ∞; this result is restated as Proposition 2.1
below. Such a phenomenon is known as a variational principle for tilings. The pair (s, t) described
previously indicating the slope for the limiting local statistics of this tiling around vN will then
given by ∇H(v), if limN→∞N−1vN = v ∈ R.
Let us now explain the sense in which N−1RN its normalized height function N−1hN “converge”
to R and h, respectively. To that end, for any subset S ⊆ R2 and points x1, x2 ∈ S, let dS(x1, x2) =
infγ |γ|, where γ ⊆ S is taken over all paths in S connecting x1 and x2, and |γ| denotes the length
of γ. Next, we say that a sequence of subsets R1,R2, . . . ⊂ R2 converges to R ⊂ R2, and write
limN→∞RN = R, if for any δ > 0 there exists an integer N0 = N0(δ) > 1 such that the following
two properties hold whenever N > N0. First, for any x ∈ R, there exist xN ∈ RN and x′ ∈ R∩RN
such that
max
{
dR(x, x
′), dRN (xN , x
′)
}
< δ.(1.4)
Second, for any xN ∈ RN , there exist x ∈ R and x′ ∈ R ∩RN such that (1.4) again holds.5
In this case, we moreover say that a sequence of functions hN : ∂RN → R converges to h : ∂R→
R, and write limN→∞ hN = h, if for every real number δ > 0 there exists an integer N0 = N0(δ) > 1
such that the following two properties hold whenever N > N0. First, for each x ∈ ∂R, there exist
xN ∈ ∂RN and x′ ∈ R ∩RN such that (1.4) and
∣∣hN (xN )− h(x)∣∣ < δ both hold. Second, for each
xN ∈ ∂RN , there exist x ∈ ∂R and x′ ∈ R ∩RN such that the same inequalities are satisfied.
We can now state the following theorem indicating that the local statistics of a uniformly random
lozenge tiling of RN around vN converge as N tends to ∞ to the unique translation-invariant,
extremal Gibbs measure of slope ∇H(v). In the below, we recall the shift operator Sw and measure
µs,t from Section 1.3.
Theorem 1.5. Let R ⊂ R2 denote a simply-connected, bounded domain whose boundary is a piece-
wise smooth, simple curve. Let h : ∂R → R denote a function admitting an admissible extension
to R, and let H ∈ Adm(R; h) denote the maximizer of E on R with boundary data h. Further let
v ∈ R denote a point in the interior of R such that ∇H(v) = (s, t) ∈ T .
Let R1, R2, . . . ⊂ T denote simply-connected, tileable domains with boundary height functions
h1, h2, . . ., respectively. Define hN : ∂(N
−1RN ) → R by setting hN (N−1u) = N−1hN (u) for each
u ∈ ∂RN , and suppose that limN→∞N−1RN = R and limN→∞ hN = h. For each N ∈ Z≥1,
let µN ∈ P(RN ) denote the uniform measure on E(RN ) and vN ∈ RN denote a vertex such that
limN→∞N−1vN = v. Then, limN→∞SvNµN = µs,t.
1.5. Outline. The remainder of this paper is organized as follows. We begin in Section 2 with
some preliminary definitions and results concerning uniformly random tilings, maximizers of E ,
and non-intersecting Bernoulli random walk ensembles. We then implement the three tasks listed
in Section 1.1. However, in order to most directly explain how these statements together imply
Theorem 1.5, the exposition will proceed in reverse order.
So, in Section 3 we first state the local law for lozenge tilings (Theorem 3.6) and the local coupling
between a uniformly random lozenge tiling and ensembles of Bernoulli random walks conditioned
to never intersect (Proposition 3.12). Then, we establish Theorem 1.5 assuming these two results.
5In [16, 44, 59], variational principles for tiling models were established when the domains RN “approximate R
from the inside.” This constitutes the specialization of the above definition when RN ⊆ R, in which case one may
take x′ = xN in (1.4). Although our results can be phrased under this more restrictive notion of domain convergence,
one might also be interested in the case when R does not contain the RN . Since admissible and height functions are
1-Lipschitz on the metric spaces (R, dR) and (RN , dRN ), respectively, it can quickly be seen that the results from
[16, 44, 59] also apply to the slightly more general notion of domain convergence described above.
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In Section 4 we prove the coupling statement (still assuming the local law), following the outline
provided in Section 1.1.
Next, in Section 5 we state two effective global laws for the height function of a random lozenge
tiling. The first (Theorem 5.1) applies to arbitrary boundary data and provides an error estimate
of (logN)−c; the second (Theorem 5.2) only applies to boundary data giving rise to a global
profile exhibiting no frozen facets but has an improved error estimate of order N−c. We also
state a condition (Proposition 5.4) for when the boundary data of a maximizer of E gives rise
to a facetless global profile. Assuming these results, we then establish a scale reduction estimate
(Proposition 5.6) indicating that estimates for height functions associated with lozenge tilings are
retained (and sometimes improved) when one decreases the size of the domain.
Next, in Section 6 we establish Theorem 3.6 (the local law) through an inductive application of
Proposition 5.6 (the scale reduction estimate) on a decreasing sequence of domains. In Section 7
we establish the first effective global law applicable to general boundary data, and in Section 8 we
establish its more precise variant that only applies to facetless global profiles.
In Appendix A and Appendix B we establish properties about maximizers of E . More specifically,
in the former we prove a stability result (Proposition 2.13) for the gradients of these maximizers
under boundary perturbations, and in the latter we establish Proposition 5.4 (the condition on which
boundary data give rise to facetless global profiles). We conclude in Appendix C by establishing
an effective estimate (Proposition 7.2) for the number of lozenge tilings of a torus with a given
approximate slope, which is used in the proof of Theorem 5.1 in Section 7.
Acknowledgments. The author heartily thanks Alexei Borodin for many stimulating conversa-
tions and valuable encouragements. The author also would like to express his profound gratitude to
Tristan Collins, Vadim Gorin, Jiaoyang Huang, Benjamin Landon, Nicolai Reshetikhin, Chenglong
Yu, Boyu Zhang, and Jonathan Zhu for helpful discussions. This work was partially supported by
the NSF Graduate Research Fellowship under grant numbers DGE1144152 and DMS-1664619.
2. Miscellaneous Preliminaries
In this section we introduce some notation and collect several preliminary results that will be
useful for the proof of Theorem 1.5. In particular, in Section 2.1 we recall the global law, a monotone
coupling, and a concentration estimate for random lozenge tilings. Then, in Section 2.2 we state
several properties concerning maximizers of E , and in Section 2.3 we recall the definition of and a
concentration estimate for a certain model of random non-intersecting path ensembles.
2.1. A Global Law and Monotonicity for Tilings. In this section we recall three results
concerning random tilings from [15, 16]. The first is a variational principle (limit shape result) for
the height function associated with a uniformly random tiling of a given domain. It was established
as Theorem 1.1 of [16] (see also Theorem 9 of [40]) and can be stated as follows.
Proposition 2.1 ([16, Theorem 1.1]). Adopt the notation of Theorem 1.5, and let HN denote
the height function associated with a uniformly random lozenge tiling of RN (with boundary height
function hN). Then, for any ̟ > 0, we have that
lim
N→∞
P
[
max
v∈RN∩NR
∣∣N−1HN (v) −H(N−1v)∣∣ > ̟] = 0.
As Proposition 2.1 applies to general boundary data, it will be useful for the proof of Theorem 1.5
in Section 3.5. However, observe that it does not indicate how ̟ can be chosen to depend on N .
More quantitative results of this type will be given by Theorem 5.1 and Theorem 5.2 below.
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The second result of this section provides a monotone (order-preserving) coupling between two
different uniformly random (free) lozenge tilings. To describe it further, we first require the following
definition for the set of height functions on a domain with a given boundary height function.
Definition 2.2. For any finite domain R ⊂ T and boundary height function h : ∂R → Z, let
G(h) = G(h;R) denote the set of all height functions H : R→ Z for which H |∂R = h.
As explained in Section 1.2, if R is tileable and h denotes a boundary height function associated
with some tiling of R, then there is a bijection between G(h) and the set E(R) of all tilings of R.
If R is not tileable, then there is a bijection between G(h) and the set of all free tilings of R with
boundary height function given by h.
Now we can state the following result, which appears as Lemma 18 of [15] and provides a coupling
between uniformly random height functions on a domain, in such a way that their ordering on the
domain’s boundary is preserved in the domain’s interior.
Lemma 2.3 ([15, Lemma 18]). Fix a finite domain R ⊂ T and two boundary height functions
h1, h2 : ∂R → Z such that h1(u) ≤ h2(u), for each u ∈ ∂R. Let H1, H2 : R → Z denote uniformly
random elements of G(h1),G(h2), respectively. Then it is possible to couple H1 and H2 on a
common probability space such that H1(v) ≤ H2(v) holds almost surely, for each v ∈ R.
The third result of this section is a concentration estimate for a uniformly random height function
on a domain; it appears as Proposition 22 of [15] and is given as follows.
Lemma 2.4 ([15, Proposition 22]). Fix a finite domain R ⊂ T and a boundary height function
h : ∂R→ R; let H : R→ Z denote a uniformly random element of G(h). Further fix a real number
M > 0 and a vertex v ∈ R such that there exists a path in R from v to ∂R of length at most M .
Then, for any r ∈ R>0, we have that
P
[∣∣∣H(v)− E[H(v)]∣∣∣ > rM1/2] ≤ 2 exp(− r2
32
)
.(2.1)
2.2. Maximizers of E. In this section we state several properties and bounds satisfied by max-
imizers of E ; throughout this section we recall the notation of Section 1.4. The first is a (likely
known) comparison principle stating that, if two maximizers of E on some domain R are ordered
on the boundary ∂R, then they are also ordered on the interior of R.
Lemma 2.5. Fix some bounded open subset R ⊂ R2 and two functions h1, h2 : ∂R→ R admitting
admissible extensions to R. For each i ∈ {1, 2}, let Hi ∈ Adm(R; hi) denote the maximizer of E on
R with boundary data hi. If h1(z) ≤ h2(z) for each z ∈ ∂R, then H1(z) ≤ H2(z) for each z ∈ R.
Proof. Define the subset U =
{
z ∈ R : H1(z) > H2(z)
} ⊆ R, which is open since both Hi are
continuous. Furthermore, since h1 ≤ h2, the continuity of the Hi implies that H1(z) = H2(z), for
each z ∈ ∂U. Now, define h1, h2 : ∂U → R by setting hi = Hi|∂U, for each i ∈ {1, 2}. Then, H1|U
and H2|U are both maximizers of E on U with boundary data h1 = H1|∂U = H2|∂U = h2. The
uniqueness of such maximizers (recall Remark 1.4) then implies that H1|U = H2|U. Since H1 > H2
on U, it follows that U is empty, and so H1(z) ≤ H2(z) for each z ∈ R. 
Remark 2.6. If we adopt the notation of Lemma 2.5 but omit the assumption h1 ≤ h2, then we
have that supz∈R
∣∣H1(z)−H2(z)∣∣ ≤ supz∈∂R ∣∣h1(z)− h2(z)∣∣. Indeed, denoting the latter quantity
by γ, this follows by applying Lemma 2.5 to the pairs (h1, h2 + γ) and (h1 + γ, h2).
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Next, recall T from (1.1). For any ε ∈ (0, 14), we define the set
Tε =
{
(s, t) ∈ T : d((s, t), ∂T ) > ε} ⊂ T ,(2.2)
where d(z,S) = infw∈S |z − w| denotes the distance from a point z ∈ R2 to a set S ⊆ R2.
Remark 2.7. For any fixed ε ∈ (0, 14), it was shown as Theorem 10.1 of [16] that the function σ from
(1.3) is uniformly concave and smooth on the set Tε. Moreover, on T , the function σ is (weakly)
concave and uniformly Hölder continuous with any fixed exponent α ∈ (0, 1).
Before proceeding, it will be useful to recall the elliptic partial differential equation satisfied by
maximizers of E .
Remark 2.8. Suppose that R is an open set and there exists a real number ε ∈ (0, 14) such that∇H(z) ∈ Tε, for each z ∈ R. Then it is known (see Theorem 11.9 and Theorem 15.19 of [29]) that
all second derivatives of H are continuous in the interior of R, and that H solves Euler-Lagrange
equations for σ. Abbreviating ∂z =
∂
∂z for any variable z, these are given by
∂x
(
∂sσ
(∇F (z)))+ ∂y(∂tσ(∇F (z))) = 0,
which is equivalent to ∑
j,k∈{x,y}
ajk
(∇F (z))∂j∂kF (z) = 0,(2.3)
where
axx(s, t) =
1
tan
(
π(1 − s− t)) + 1tan(πs) ; ayy(s, t) = 1tan (π(1− s− t)) + 1tan(πt) ;
axy(s, t) =
1
tan
(
π(1 − s− t)) = ayx(s, t).
(2.4)
Additionally, any solution F to (2.3) on R with F |∂R = h, such that ∇F (z) ∈ T for each z ∈ R,
is a local maximizer of E on R with boundary data h. Since σ is concave, F is in fact a global
maximizer of E and so F = H by the uniqueness of such maximizers (recall Remark 1.4).
Remark 2.9. Although Remark 2.8 indicates that H satisfies an elliptic partial differential equation
when ∇H(z) is bounded away from ∂T , it does not directly provide information about the set
S = {z ∈ R : ∇H(z) ∈ T } on which this occurs. Theorem 4.1 of [18] implies that S is open and
that ∇H is continuous on S.
Let us next state the second result, which bounds the C2-norm (defined in Section 5.1) of a
maximizer of E whose gradient is everywhere uniformly in the interior of T ; its proof, which follows
quickly from Remark 2.8 and known estimates on uniformly elliptic partial differential equations,
will be given in Appendix A.1 below. In what follows, for any z ∈ R2 and r ∈ R>0, we define the
open disks
Br(z) =
{
w ∈ R2 : |w − z| < r} ⊂ R2; Br = Br(0, 0); B = B1 = B1(0, 0).(2.5)
Lemma 2.10. For any fixed ε ∈ (0, 14), there exists a constant C = C(ε) > 1 such that the
following holds. Let h : ∂B → R denote a function admitting an admissible extension to B, and let
H ∈ Adm(B; h) denote the maximizer of E on B with boundary data h. If ∇H(z) ∈ Tε for each
z ∈ B, then ‖H −H(0, 0)‖C2(B1/2) ≤ C.
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Remark 2.11. Although Lemma 2.10 was only stated on B, an analog of it also holds on Bρ for any
ρ ∈ R>0 (where the associated constant C will now depend on both ε and ρ). Indeed this follows
from the scale-invariance of the variational principle, which states that if we define H(ρ) : Bρ → R
by setting H(ρ)(z) = ρ−1H(ρ−1z) for each z ∈ Bρ, then H(ρ) is a maximizer of E on Bρ.
Observe that Lemma 2.10 is an interior estimate on the C2-norm of H, since it does not provide
bounds close to the boundary ∂B of the domain. A global estimate of the latter type is false without
further regularity assumptions on the boundary data h.
Before stating the next result, we require some notation on (nearly) linear functions.
Definition 2.12. Fix a subset U ⊆ R2 and pair (s, t) ∈ R2. We say that a function Λ : U → R is
linear of slope (s, t) if Λ(z)− Λ(z′) = (s, t) · (z − z′), for any z, z′ ∈ U . Furthermore, for any δ > 0,
we say that a function f : U → R is δ-nearly linear of slope (s, t) (on U) if there exists a linear
function Λ : U → R of slope (s, t) such that supz∈U
∣∣f(z)− Λ(z)∣∣ < δ.
Now we have the following proposition that provides an interior estimate for the effect of a C0
boundary perturbation on the gradient of a nearly linear maximizer of E (and also provides a C2
estimate for such maximizers). Its proof will be provided in Appendix A.2, where we will first use
results from [18] to reduce it to an estimate on uniformly elliptic partial differential equations, and
then apply known bounds (Schauder and interpolation estimates) in the latter context.
Proposition 2.13. For any fixed real number ε ∈ (0, 14), there exist constants δ = δ(ε) > 0 and
C = C(ε) > 1 such that the following holds. Let h1, h2 : ∂B → R denote two functions admitting
admissible extensions to B and, for each i ∈ {1, 2}, let Hi ∈ Adm(B; hi) denote the maximizer of E
on B with boundary data hi. If there exists a pair (s, t) ∈ Tε such that hi is δ-nearly linear of slope
(s, t) on ∂B, for each i ∈ {1, 2}, then
sup
z∈B1/4
∣∣∇H1(z)−∇H2(z)∣∣ ≤ C max
z∈∂B
∣∣h1(z)− h2(z)∣∣; max
i∈{1,2}
∥∥Hi −Hi(0, 0)∥∥C2(B1/4) ≤ C.
(2.6)
2.3. Non-Intersecting Path Ensembles. In this section we recall the definition and some prop-
erties of a certain model of random non-intersecting paths. To that end, we begin with the following
definition. In the below, for any k ∈ Z≥1 and two k-tuples a =
(
a(1), a(2), . . . , a(k)
) ∈ Rk and
b =
(
b(1), b(2), . . . , b(k)
) ∈ Rk, we say that a < b if a(j) < b(j) for each j ∈ [1, k]. We additionally
define the Weyl chamber
Wk =
{
(i1, i2, . . . , ik) ∈ Zk : i1 < i2 < · · · < ik
}
; W =
∞⋃
j=1
Wj .
Definition 2.14. Fix an integer t ≥ 0. A path of length t is a sequence q = (q(0), q(1), . . . , q(t)) ⊂
Z such that q(s) − q(s − 1) ∈ {0, 1}, for each s ∈ [1, t]. A path ensemble is a family Q =(
q−m,q1−m, . . . ,qn
) ⊂ Zt+1 of sequences, each qk = (qk(0), qk(1), . . . , qk(t)) ⊂ Z of which is a path
of length t. The ensembleQ is called non-intersecting if qk < qk+1, for each k ∈ [−m,n−1]. Setting
q(s) =
(
q−m(s), q1−m(s), . . . , qn(s)
)
for every s ∈ [0, t], the path ensemble Q is non-intersecting if
and only if each q(s) ∈W.
By viewing s as a time index, qk =
{
qk(s)
}
s
describes the space-time trajectory of path k in
the ensemble Q, which may either not move or jump to the right after each time step. Moreover,
q(s) =
{
qk(s)
}
k
denotes the set of positions of the paths in Q at time s.
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q−2(0) q−1(0) q0(0) q1(0) q2(0) q3(0)
q−2(5) q−1(5) q0(5) q1(5) q2(5) q3(5)
q−1 q0 q1 q2q−2 q3
Figure 7. Depicted to the left is an ensemble Q =
(
q−2,q−1,q0,q1,q2,q3
)
consisting of six non-intersecting paths. Depicted to the right is (part of) the
associated free lozenge tiling of ∆ = ∆5.
It will be useful to embed Q in the discrete upper-half plane Z×Z≥0 by first placing a vertex at(
qk(s), s
)
for each (k, s) ∈ [−m,n]× [0, t], and then by connecting (qk(s), s) and (qk(s+ 1), s+ 1)
by an edge for each (k, s) ∈ [−m,n] × [0, t − 1]. This produces a family of non-intersecting paths
on Z× Z≥0, as shown on the left side of Figure 7.
It will also be useful to introduce notation for the sets of non-intersecting path ensembles that
start and end at given locations; this is given by the following definition.
Definition 2.15. For any t ∈ Z≥0, let Wt denote the set of all non-intersecting path ensembles
Q whose paths are all of length t. Next, fix m,n ∈ Z with −m ≤ n and two sequences a =(
a−m, a1−m, . . . , an
) ∈ W and b = (b−m, b1−m, . . . , bn) ∈ W. We say that a non-intersecting path
ensemble Q =
(
q−m,q1−m, . . . ,qn
) ∈ Wt has initial data a if qk(0) = ak, for each k ∈ [−m,n].
Similarly, it has ending data b if qk(t) = bk, for each k ∈ [−m,n].
Let Wta ⊆ Wt denote the set of all non-intersecting path ensembles Q ∈ Wt with initial data
a. Additionally, let Wta;b ⊆Wta denote the set of all non-intersecting path ensembles Q ∈Wt that
have initial data a and ending data b.
Fix t ∈ Z≥1, and define the domain ∆ = ∆t = Z × {0, 1, . . . , t} ⊂ Z2. Recalling the notation
from Section 1.2 on free tilings, let us associate with any non-intersecting path ensemble Q =(
q−m,q1−m, . . . ,qn
) ∈Wt a free lozenge tiling M = M(Q) of ∆. To that end, define the set
X(Q) =
{
(x, s) ∈ ∆t : x /∈ {q−m(s), q1−m(s), . . . , qn(s)}} ⊂ ∆t,(2.7)
and associate with Q the unique free tiling M of ∆ whose type 1 lozenges are centered at the
vertices of X(Q) +
(
1
2 , 0
)
. Stated alternatively, M determined by setting X(M) = X(Q), where we
recall the set X(M) from Definition 1.2. See the right side of Figure 7 for a depiction.
Under this correspondence, lozenges of types 2 and type 3 inM correspond to space-time locations
where a path jumps to the right or does not move, respectively; these constitute the tiles on the
right side of Figure 7 through which a path passes. In this way, any free tiling M of ∆ is associated
with a unique non-intersecting path ensemble Q = Q(M) ∈ Wt (possibly with infinitely many
paths). Thus, any height function H : ∆→ Z gives rise to a unique such ensemble.
Remark 2.16. It is quickly verified that, for any (x1, s), (x2, s) ∈ ∆ such that x1 ≤ x2, the number
of paths in Q that intersect the interval
[(
x1 − 12 , s
)
,
(
x2 − 12 , s
)]
is equal to x2 − x1 −
(
H(x2, s)−
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H(x1, s)
)
. Moreover, for any (x, s1), (x, s2) ∈ ∆ such that s1 ≤ s2, the number of paths in Q that
intersect the interval
[(
x− 12 , s1
)
,
(
x− 12 , s2
)]
is equal to H(x, s2)−H(x, s1).
Next, let us recall a model for random non-intersecting path ensembles that was introduced in
Section 3.1 of [45]. Here, we set |p| =∑nj=−m pj for any p = (p−m, p1−m, . . . , pn) ∈ Rm+n+1.
Definition 2.17 ([45, Section 3.1]). Fix a real number β ∈ (0, 1); integers t,m, n with t ≥ 0 and
−m ≤ n; and a sequence a = (a−m, a1−m, . . . , an) ∈W. Define the probability measure P = Pβ;a =
Pβ;a;t on W
t
a as follows. For any non-intersecting path ensemble Q =
(
q−m,q1−m, . . . ,qn
) ∈ Wta
with initial data q(0) = a, set
P[Q] = β|q(t)|−|a|(1 − β)(m+n+1)t−|q(t)|+|a|
∏
−m≤j<k≤n
qk(t)− qj(t)
ak − aj .(2.8)
As in Definition 2.14, here we have denoted qk =
(
qk(0), qk(1), . . . , qk(t)
)
for each k ∈ [−m,n], and
q(s) =
(
q−m(s), q1−m(s), . . . , qn(s)
)
for each s ∈ [0, t].
As indicated in Proposition 3.1 of [45], the measure Pβ;a is the probability distribution for a col-
lection of m+n+1 mutually independent random walks starting at positions (a−m, a1−m, . . . , an),
which at each time either do not move or jump to the right with probabilities 1− β and β, respec-
tively, conditioned to never intersect.
Remark 2.18. Fix sequences a =
(
a−m, a1−m, . . . , an
) ∈ W and b = (b−m, b1−m, . . . , bn) ∈ W,
and let Q ∈Wta denote a random non-intersecting path ensemble sampled from the measure Pβ;a,
conditioned to have ending data b. Then it quickly follows from the explicit form (2.8) for P that
the conditional law of Q is uniform on Wta;b.
Remark 2.19. Using the explicit form (2.8) for P, it can be shown that the family
{
q(s)
}
s
of
sequences forms a Markov process with time parameter s.
Next we have the following lemma, which is a concentration estimate for the height function
associated with a non-intersecting random path ensemble sampled from the measure Pβ;a. Its proof
is similar to that of Proposition 22 of [15] (restated as Lemma 2.4 above), but we include it below.
Lemma 2.20. Fix an integer t ≥ 0; a real number β ∈ (0, 1); and an integer sequence a ∈W. Let
Q ∈Wta denote a random non-intersecting path ensemble sampled under the measure Pβ;a, and let
H : Z×{0, 1, . . . , t} → Z denote the unique height function associated with Q such that H(0, 0) = 0.
Then, for any real number A > 1 and vertex v ∈ Z× {0, 1, . . . , t}, we have that
P
[∣∣∣H(v)− E[H(v)]∣∣∣ > A] ≤ 2e−A2/2t.
Proof. For each integer s ∈ [0, t], let Fs denote the σ-algebra generated by the random variables{
H(u) : u ∈ Z × {0, 1, . . . , s}}. Furthermore, for each vertex v ∈ Z × {0, 1, . . . , t} and integer
s ∈ [0, t], define the random variable H(s)(v) = E[H(v)|Fs]. Then, as s ranges over [0, t], the
sequence
{
H(s)(v)
}
forms a martingale with the property that
∣∣H(s+1)(v) −H(s)(v)∣∣ ≤ 1 for each
v ∈ Z× {0, 1, . . . , t} and s ∈ [0, t− 1] ∩ Z. Therefore, the Azuma-Hoeffding inequality yields
P
[∣∣∣H(v)− E[H(v)]∣∣∣ > A] = P[∣∣∣H(t)(v) −H(0)(v)∣∣∣ > A] ≤ 2e−A2/2t,
for any vertex v ∈ Z× {0, 1, . . . , t}. 
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3. Convergence of Local Statistics
In this section we establish Theorem 1.5 assuming two results (namely, a local law and a local
coupling statement, given by Theorem 3.6 and Proposition 3.12 below, respectively) that will be
proven later in this paper. This will essentially proceed by coupling a random tiling MN of the
domain RN locally around the vertex vN with a random non-intersecting path ensemble sampled
according to the measure Pβ;a from Definition 2.17 (for a suitable choice of β ∈ (0, 1) and a ∈W).
The benefit of the latter model is that it is more amenable to methods of exact solvability, as the
results of [32] show that it is a determinantal point process with an explicit kernel whose asymptotics
can be analyzed for general β and a.
Thus, we begin in Section 3.1 by recalling these results of [32]. Then, in Section 3.2, we state a
local law for uniformly random lozenge tilings with nearly arbitrary boundary data, which implies
that the limit shape result Proposition 2.1 holds on scales much smaller than N . Next, in Section 3.3
we define two sequences p, r ∈ W and state a result indicating that MN can be locally coupled
with random non-intersecting path ensembles with initial data p and r. In Section 3.4 we use the
local law Theorem 3.6 to establish certain estimates on p and r that will be necessary to apply the
results from [32]. We then conclude with the proof of Theorem 1.5 in Section 3.5.
3.1. The Correlation Kernel of Pβ;a. In this section we recall results from [32] realizing the
random walk model Pβ;a from Definition 2.17 as a determinantal point process. To that end, for
T ∈ Z≥0 and a non-intersecting path ensemble Q ∈ WT , we recall the set X(Q) from (2.7). The
following lemma, which follows from Theorem 2.1 of [32] and Kerov’s complementation principle
for determinantal point processes (see Proposition A.8 of [8] or Remark 2.4 of [32]), indicates that
X(Q) is a determinantal point process and evaluates its kernel, if Q is distributed according to Pβ;a.
It can be viewed as a discrete analog of the Brézin-Hikami identity (see Section 4 of [10] or Section
2 of [37]) that realizes the β = 2 case of Dyson Brownian motion as a determinantal point process
with an explicit kernel.
In the below, we recall the Pochhammer symbol (a)k =
∏k−1
j=0 (a+ j), for any a ∈ C and k ∈ Z≥0.
Lemma 3.1 ([32, Theorem 2.1]). Fix integers T ≥ 0 and −m ≤ n; a real number β ∈ (0, 1); and
an integer sequence a =
(
a−m, a1−m, . . . , an
) ∈W. Let Q ∈WTa denote a random non-intersecting
path ensemble sampled from the measure Pβ;a, and recall the set X(Q) from (2.7). Then for any
integers k ≥ 0; t1, t2, . . . , tk ∈ {0, 1, . . . , T }; and x1, x2, . . . , xk ∈ Z, we have that
P
[
k⋂
j=1
{
(xj , tj) ∈ X(Q)
}]
= det
[
K(xi, ti;xj , tj)
]
1≤i,j≤k,
where for any x, y ∈ Z and t, s ∈ Z≥0 the kernel K(x, t; y, s) = Kβ;a(x, t; y, s) is given by
K(x, t; y, s) = 1x=y1t=s − 1x≥y1t>s(−1)x−y+1
(
t− s
x− y
)
− t!
(s− 1)!
1
(2πi)2
∮ ∮
(z − y + 1)s−1
(w − x)t+1
(
1− β
β
)w−s n∏
j=−m
z − aj
w − aj
× sin(πw)
sin(πz)
1
w − z dwdz.
(3.1)
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anxx− ta−m
z
w
y − s
Figure 8. Depicted above are the contours for w (dashed) and z (solid) from
(3.1). The black vertices are the elements of [x− t, x] ∩ a; the gray ones are those
of [x− t, x] \ a, and the white ones are those of a \ [x− t, x].
Here, the contour for z is a line from y−s+ 12−i∞ to y−s+ 12+i∞, and the contour for w is positively
oriented and encloses the elements in the intersection {x−t, x−t+1, . . . , x}∩{a−m, a1−m, . . . , an},
but does not intersect the contour for z.
We refer to Figure 8 for a depiction of the contours in Lemma 3.1; if x− t ≤ y− s < x, then the
contour for w might instead be a union of two disjoint circles. The independence of the right side
of (3.1) on T is a consequence of the fact that Q is a Markov process (recall Remark 2.19).
The next result we require from [32] provides large-time asymptotics for the kernel K(x, t; y, s)
from (3.1). To that end, we first recall the following definition from equation (2.5) of [32].
Definition 3.2 ([32, Equation (2.5)]). Fix an integer sequence a = (a−m, a1−m, . . . , an) ∈W. For
any real numbers 0 < X ≤ Y (we allow Y =∞), set
D(a;X,Y ) =
∣∣∣∣∣∣
∑
|ak|∈[X,Y ]
1
ak
∣∣∣∣∣∣ .
Let us next describe a condition, due to Theorem 2.12 of [32], under which the kernel Kβ;a(x, t+
T ; y, s+T ) from (3.1) converges to the extended discrete sine kernel Kξ(x, t; y, s) from Definition 1.3,
as T tends to ∞. Before providing its precise statement, let us take a moment to outline it.
Let a ∈ WN , with T ≪ N , and assume that a satisfies the following two conditions. First,
D(a;X,∞) ≪ 1 whenever T . X . N . Second, there exist scales 1 ≪ U ≪ T ≪ V ≪ N and
some ρ ∈ (0, 1) such that a approximates the Lebesgue measure with density ρ on subintervals of
[−V, V ] of length U . Then, for any β ∈ (0, 1) and bounded x, y, t, s ∈ Z, Kβ;a(x, t + T ; y, s + T )
converges to Kξ(x, t; y, s) for some explicit ξ = ξ(β, ρ) ∈ H, as T tends to ∞.
It will be useful for this rate of convergence, given by ϑN below, to be uniform in various
parameters. So, in what follows, B will bound |x|, |y|, |s|, |t| from above; c will bound the distance
from β and ρ to {0, 1} from below; and κN will dictate the separation of scales 1≪ U ≪ T ≪ V ≪
N , the rate of convergence of a to (a multiple of) Lebesgue measure on [−V, V ], and the bound on
D(a;X,∞).
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Lemma 3.3 ([32, Theorem 2.12]). For any fixed real numbers 0 < c < 12 < B and sequence
κ = (κ1, κ2, . . .) ⊂ R>0 of real numbers tending to 0, there exists a sequence ϑ = ϑ(c, B, κ) =
(ϑ1, ϑ2, . . .) ⊂ R>0 of real numbers tending to 0 such that the following holds. Let U, T, V,N ∈ Z
denote integers such that κ−1N < U < κNT < κ
2
NV < κ
3
NN . Further fix ρ ∈ (c, 1 − c) and a ∈ WN
satisfying the following two assumptions.
(1) For each real number X ∈ [κNT, κ−1N N ], we have that D(a;X ;∞) < κN .
(2) For any interval I ∈ [−V, V ] of length U , we have that (ρ− κN )U ≤ |a ∩ I| ≤ (ρ+ κN )U .
Additionally let β ∈ (c, 1 − c) be a real number, and set ξ = β(1 − β)−1eπi(1−ρ). Then for any
integers t, s ∈ [0, B] and x, y ∈ [−B,B], we have that ∣∣Kβ;a(x, t+T ; y, s+T )−Kξ(x, t; y, s)∣∣ < ϑN .
Remark 3.4. The uniformity of the error |Kβ;a − Kξ| < ϑN in (c, B, κ) was not explicitly stated
in Theorem 2.12 of [32] but can be quickly derived from Theorem 2.7 of [32] and the proofs of
Theorem 2.12 and Lemma 6.9 there.
One might view Lemma 3.3 as a discrete (and slightly more precise) analog of the β = 2 special
case of Theorem 2.4 of [46] and Theorem 2.2 of [47] on local statistics of Dyson Brownian motion.
3.2. The Local Law. In this section we state a local law for uniformly random height functions
(equivalently, free tilings), given by Theorem 3.6, which will be established in Section 6 below. In
what follows, we will assume that the domain of the tiling approximates a disk (in the sense of
Assumption 3.5 below), but make no restrictions on the boundary height function. This will suffice
for the purposes of establishing Theorem 1.5, through a suitable restriction of the tiling there.
In what follows, we recall the notation on disks from (2.5).
Assumption 3.5. Suppose a real number ε ∈ (0, 14) is given. Let N ∈ Z≥1 denote an integer,
and define the domain R = BN ∩ T. Further let h : ∂R → Z denote a boundary height function
on ∂R. Let H : R→ Z denote a uniformly random element of G(h) (recall Definition 2.2); also let
M = M(H) denote the associated free tiling of R. Extend H to BN by linearity on faces of R ∩ T
and arbitrarily on BN \R, in such a way that it is 1-Lipschitz on BN .
Set R = B = B1, and define h : ∂R → R by setting h(z) = N−1H(Nz) for each z ∈ ∂R. Let
H ∈ Adm(R; h) denote the maximizer of E on R with boundary data h; also let v0 ∈ R denote
some vertex such that BεN(v0) ∩ T ⊂ R and ∇H(z) ∈ Tε (recall (2.2)) for each z ∈ Bε(N−1v0).
Now let us proceed to describe the local law for lozenge tilings. To that end, under the notation
of Assumption 3.5, first observe that Proposition 2.1 and a Taylor expansion together suggest that
the random height function H is with high probability approximately linear in an ωN -neighborhood
of v0, with slope ∇H(N−1v0), if ω > 0 is small but independent of N . A local law for tilings would
indicate that H is with high probability approximately linear in an M -neighborhood of v0, with
the same slope ∇H(N−1v0), for (essentially) any scale 1≪M ≪ N . The following theorem states
that this holds; its proof will be provided in Section 6.2 below.
Theorem 3.6. For any fixed real numbers ε ∈ (0, 14) and D > 0, there exist constants C1 = C1(ε) >
1 and C2 = C2(ε,D) > 1 such that the following holds. Adopt the notation of Assumption 3.5, set
c = 120000 , and let M ∈ Z satisfy
C1 ≤M ≤ N exp
(− 5(log logN)2).
Then, there exists a random (dependent on H) pair (s, t) =
(
s(v0;M), t(v0;M)
) ∈ Tε/2 and an
event Γ = Γ(v0;M) such that
P[Γ] ≤ C2M−D;
∣∣(s, t)−∇H(N−1v0)∣∣1Γc < (logM)−c,(3.2)
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and
sup
u∈BM (v0)
∣∣∣M−1(H(u)−H(v0))−M−1(u− v0) · (s, t)∣∣∣1Γc < (logM)−1−c.(3.3)
If M ≫ 1, then the first bound in (3.2) shows that Γc is an event of high probability.6 Moreover,
(3.3) and the second estimate in (3.2) together yield
sup
u∈BM(v0)
∣∣∣M−1(H(u)−H(v0))−M−1(u − v0) · ∇H(N−1v0)∣∣∣1Γc < 2(logM)−c,(3.4)
which indeed indicates thatH is approximately linear on BM (v0), with slope∇H(N−1v0). However,
the error in this linear approximation is of order (logM)−c, while the bound (3.3) shows that
there exists a linear approximation (of possibly slightly different slope) with the improved error of
(logM)−1−c. This improved bound will be useful for estimating the quantity D in Section 3.4.
3.3. Coupling Tilings With Non-Intersecting Random Path Ensembles. In this section
we state a result, given by Proposition 3.12 below, that locally couples a uniformly random free
lozenge tiling M of a domain R around some vertex u0 ∈ R with two random non-intersecting
path ensembles under suitably chosen initial data. To that end, we must first explain how to select
these initial data, which will be perturbations of a sequence q = q(0) ∈ W given by the following
definition. In the below, we will assume for notational convenience that the vertex u0 around which
we will eventually couple is equal to (0, 0); this restriction can be removed by translating R.
Definition 3.7. Suppose an integer ℓ ∈ Z>1; a finite domain R ⊆ T with [−8ℓ4, 8ℓ4] × [0, ℓ] ⊂ R;
and a free tiling M of R are given. Recalling the set X(M) from Definition 1.2, define the integer
sequence q = q(0) = q(M;ℓ)(0) by
q =
{
x ∈ [−2ℓ4, 2ℓ4] ∩ Z : (x, 0) /∈ X(M)}.
Stated alternatively, q = q(0) denotes the set of positions (x, 0) ∈ [−2ℓ4, 2ℓ4]×{0} along the x-axis
such that
(
x + 12 , 0
)
is on an edge of a type 2 or type 3 lozenge in M. After interpreting M as
a non-intersecting path ensemble (through the discussion in Section 2.3), these correspond to the
locations where paths of M intersect the interval [−2ℓ4, 2ℓ4]× {0} of the x-axis; see Figure 1.
Label the elements of q(0) =
(
q−m(0), q1−m(0), . . . , qn(0)
) ∈ W so that q0(0) ≤ 0 < q1(0), and
abbreviate qj = qj(0) for each j ∈ [−m,n]. Viewing M as a path ensemble as above, define the
non-intersecting path ensemble Q = Q(M;ℓ) =
(
q−m,q1−m, . . . ,qn
) ∈ Wℓq to be the one obtained
by restricting the m+n+1 paths in M passing through q(0) to the strip ∆ℓ = Z×{0, 1, . . . , ℓ}. In
particular, the initial data for Q is q = q(0). Set qj =
(
qj(0), qj(1), . . . , qj(ℓ)
)
, for each j ∈ [−m,n],
and q(s) =
(
q−m(s), q1−m(s) . . . , qn(s)
)
, for each s ∈ [0, ℓ].
Remark 3.8. Let HQ denote the height function associated with Q (as explained in and above
Remark 2.16), such that HQ(0, 0) = 0. Then, for any height function H : R → Z associated with
M, we have that HQ(u) = H(u)−H(0, 0) for each u ∈ [−7ℓ4, 7ℓ4]× [0, ℓ].
To continue, it will be useful to define a subset of the Weyl chamber consisting of sequences
without long consecutive subsequences or large gaps.
6However, this is no longer true ifM is of constant order, which is consistent with the non-degeneracy of the local
statistics around v0 in the large N limit.
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Definition 3.9. For any k ∈ Z>1, let Z(k) ⊆ W denote the set of a = (a−m, a1−m, . . . , an) ∈ W
such that aj+k−1 ≥ aj + k for each j ∈ [−m,n − k + 1] and such that qj+1 − qj < k for each
j ∈ [−m,n− 1]. Equivalently, Z(k) is the set of a ∈ W that do not contain any subsequence of k
consecutive integers or any gap of size at least k.
Next, we introduce two perturbations p and r of the sequence q from Definition 3.7 that will serve
as initial data for the random non-intersecting path ensembles to be coupled with M. Assuming
that q ∈ Z(ℓ), these sequences p and r will coincide with q on the subinterval [−ℓ, ℓ] ⊂ [−2ℓ4, 2ℓ4]
and will be determined off of this subinterval by (mildly) shifting q to the left and right, respectively.
Definition 3.10. Adopt the notation and assumptions of Definition 3.7. If q ∈ Z(ℓ), then define
the sequence p = p(0) = p(q;ℓ)(0) =
(
p−m(0), p1−m(0), . . . , pn(0)
) ∈ W as follows. In the below,
we abbreviate pj = pj(0) for each j ∈ [−m,n].
(1) For each j ∈ [−m,n] such that −2ℓ ≤ qj ≤ 2ℓ, set pj = qj .
(2) For each i ∈ [1, ℓ3) and j ∈ [−m,n] such that −2(i+ 1)ℓ ≤ qj < −2iℓ, set pj = qj − i.
(3) For each i ∈ [1, ℓ3), let j(i) ∈ [1, n] denote the smallest integer such that 2iℓ < qj(i) ≤
2(i + 1)ℓ and qj(i) − qj(i)−1 > 1; such an index j(i) is guaranteed to exist, since q ∈ Z(ℓ).
Also denote j(ℓ3) =∞, and set pj = qj − i whenever j(i) ≤ j < j(i+1) (and pj = qj when
2ℓ < qj < qj(1)).
If q ∈ Z(ℓ), then similarly define r = r(0) = r(q;ℓ)(0) = (r−m(0), r1−m(0), . . . , rn(0)) ∈ W as
follows. In the below we again abbreviate rj = rj(0) for each j ∈ [−m,n].
(1) For each j ∈ [−m,n] such that −2ℓ ≤ qj ≤ 2ℓ, set rj = qj .
(2) For each i ∈ [1, ℓ3), let j(i) ∈ [−m, 0] denote the largest integer such that −2(i + 1)ℓ ≤
qj(i) < −2iℓ and qj(i)+1 − qj(i) > 1; also let j(0) = −∞. Then, set rj = qj + i whenever
j(i− 1) < j ≤ j(i) (and rj = qj when qj(1) < qj < −2ℓ).
(3) For each i ∈ [1, ℓ3) and j ∈ [−m,n] such that 2iℓ < qj ≤ 2(i+ 1)ℓ, set rj = qj + i.
If instead q /∈ Z(ℓ), then define p, r ∈W arbitrarily.
Before proceeding, let us briefly take moment to explain our choices in Definition 3.10. We will
eventually wish to couple Q with (suitably chosen) random non-intersecting path ensembles with
initial data p and r around (0, 0); see Proposition 3.12 below. This is our reason for imposing that
p, q, and r coincide on [−ℓ, ℓ] ⊂ [1− 2ℓ, 2ℓ− 1].
It will also be useful to further impose that pj+ℓ ≤ qj−ℓ < qj+ℓ < rj−ℓ when |j| is sufficiently
large, as this will guarantee that the j-th path in Q is between the j-th path in any ensembles in
Wℓp and W
ℓ
r; the latter will in turn be useful to produce couplings using the monotonicity result
Lemma 2.3. In order to ensure this while altering the local density of q as little as possible, we
stipulated that pj = qj − i whenever −2(i+ 1)ℓ ≤ qj < −2iℓ (and similarly for rj).
However, if we had replaced the third part in the definition of p with the analogous pj = qj − i
whenever 2(i+1)ℓ ≤ qj < 2iℓ, then we might have pk = pk+1 for some k ∈ [−m,n] (for example, if
qk = 2iℓ and qk+1 = 2iℓ+ 1). In this case, p /∈W and would therefore not serve as suitable initial
data for a non-intersecting path ensemble. Thus, we should only allow qk+1 − pk+1 > qk − pk if
qk+1 > qk+1. This is the reason for introducing the indices j(i) in Definition 3.10, whose existence
is guaranteed by imposing that q ∈ Z(ℓ) (which occurs with high probability, as we will show in
Corollary 3.14).
Given Definition 3.10, we next require notation on random non-intersecting path ensembles with
initial data p and r.
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Definition 3.11. Suppose real numbers β1, β2 ∈ (0, 1) are given, and adopt the notation and
assumptions of Definition 3.10. Let P = (p−m,p1−m, . . . ,pn) ∈ Wℓp denote a random non-
intersecting path ensemble sampled from the measure Pβ1;p from Definition 2.17. Similarly, let
R = (r−m, r1−m, . . . , rn) ∈Wℓr denote a random ensemble sampled from Pβ2;r.
For each j ∈ [−m,n], set pj =
(
pj(0), pj(1), . . . , pj(ℓ)
) ∈ Zℓ+1 and, for each s ∈ [0, ℓ], set
p(s) =
(
p−m(s), p1−m(s), . . . , pn(s)
) ∈W. Define rj and r(s) similarly.
Now we state the following proposition, which will be established in Section 4.3 below. It exhibits
nearly equal β1, β2 ∈ (0, 1) such that, under the notation of Assumption 3.5, Definition 3.7, and
Definition 3.11, it is possible to couple P, Q, and R so that they coincide on a large region around
(0, 0), off of a small probability event. In the below, the “near equality” of β1 and β2 will be
quantified by δN ; the “small probability” by ςN ; and the “large region” by AN . We also recall the
notation on disks from (2.5) and say that P|S = Q|S = R|S for any subset S ⊂ Z2 if pj = qj = rj
whenever either (pj , j) ∈ S, (qj , j) ∈ S, or (rj , j) ∈ S.
Proposition 3.12. For any fixed real number ε ∈ (0, 14), there exist two sequences δ = δ(ε) =
(δ1, δ2, . . .) ⊂ R>0 and ς = ς(ε) = (ς1, ς2, . . .) ⊂ R>0 of real numbers tending to 0, and a sequence
A = A(ε) = (A1, A2, . . .) ⊂ Z≥1 of integers tending to ∞, such that the following holds. Adopt the
notation of Assumption 3.5, suppose that v0 ∈ BεN/2, let ℓ = ⌊N1/9⌋, and set
(s, t) = ∇H(0, 0); β = sin(πt)
sin(πt) + sin
(
π(1− s− t)) ; β1 = β − δN ; β2 = β + δN .(3.5)
Further adopt the notation of Definition 3.7 and Definition 3.11, and set A = [−AN , AN ]×[0, AN ] ⊂
Z2. Then, there exists a mutual coupling of P, Q, and R on a common probability space such that
P
[
P|A = Q|A = R|A
] ≥ 1− ςN .
We refer to Figure 2 for a depiction.
3.4. Bounding D. To establish Theorem 1.5, we wish to show that the local statistics of Q (from
Definition 3.7) are governed by the discrete sine kernel, as N tends to ∞. Due to the coupling
provided by Proposition 3.12, it suffices to instead establish that those of P (or R) are. To do this,
we will apply Lemma 3.3 to the pairs (a, β) ∈ {(p, β1), (r, β2)}, to which end we must confirm that
p and r satisfy the two assumptions listed in that lemma. In this section we implement this task, by
establishing Corollary 3.14 below (which will also be used to prove Proposition 3.12 in Section 4).
To verify the first assumption stated in Lemma 3.3, we begin with the following lemma that
provides a general condition on an integer sequence w ∈ W under which D(w;X,Y ) is small;
this will later be applied when w is (possibly a shift of) p or r. In the below, we recall from
Section 2.3 that associated with any non-intersecting path ensemble is a tiling and therefore a
height function, which is unique except for a global shift. Thus, we may associate with any integer
sequence w = (w−m, w1−m, . . . , wn) ∈ W a height function h : Z → Z, which is determined by
imposing that h(0) = 0 and
h(y)− h(x) = y − x− ∣∣w ∩ [x, y)∣∣, for any x, y ∈ Z such that x ≤ y.(3.6)
By Remark 2.16, this is the restriction to the x-axis of a height function for the tiling associated
with any path ensemble with initial data w.
Lemma 3.13. Fix real numbers ε, c ∈ (0, 12), C > 1, and 2 ≤ X < Y , as well as an integer
sequence w = (w−m, w1−m, . . . , wn) ∈ W. Let hw : Z → Z denote the height function associated
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with w satisfying (3.6) and h(0) = 0. Suppose that, for each k ∈ Z≥1 with X ≤ 2k ≤ Y , there
exists some ρk ∈ (ε, 1− ε) such that∣∣hw(y)− hw(x)− ρk(y − x)∣∣ < Ck−1−c2k,(3.7)
for any x, y ∈ [−2k+1, 2k+1] ∩ [−Y, Y ] ∩ Z. Then, D(w;X,Y ) < 16Cc−1ε−1(logX)−c.
Proof. Fix k ∈ Z≥1 with X ≤ 2k ≤ Y and U, V ∈ Z with max{2k, X} ≤ U ≤ V ≤ min{2k+1, Y };
let us estimate
D(w;U, V ) =
∣∣∣∣∣∣
∑
−V≤wj≤−U
1
wj
+
∑
U≤wj≤V
1
wj
∣∣∣∣∣∣ .
To that end, set w∩ [−V,−U ] = (−xa,−xa−1, . . . ,−x1) ∈Wa and w∩ [U, V ] = (y1, y2, . . . , yb) ∈
Wb, for some a, b ∈ Z≥0. For notational convenience, also set xi = ∞ if i > a and yi = ∞ if
i > b. Then observe from (3.6) that xj = U − hw(−xj) + hw(−U) + j for any j ∈ [1, a], and
yj = U + hw(yj)− hw(U) + j for any j ∈ [1, b].
Denote K = ⌈Cε−1k−1−c2k+1⌉. Then since ρk ∈ (ε, 1− ε) and
∣∣hw(y)−hw(x)−ρk(y−x)∣∣ < εK2
for any integers x, y ∈ [−V, V ] (by (3.7)), the above two identities for xj and yj imply that xi−K ≤
yi ≤ xi+K for each i ∈ Z>K. Thus,∑
−V≤wj≤−U
1
wj
+
∑
U≤wj≤V
1
wj
=
∞∑
i=K+1
(
1
yi
− 1
xi−K
)
+
K∑
i=1
1
yi
≤ K2−k ≤ 4C
εk1+c
,(3.8)
where to deduce the second statement in (3.8) we used the bound yi ≥ 2k. By similar reasoning,∑
−V≤wj≤−U
1
wj
+
∑
U≤wj≤V
1
wj
≥ − 4C
εk1+c
.(3.9)
Now let k0 ∈ Z≥1 denote the minimal integer such that 2k0 > X2 . Then, summing (3.8) and (3.9)
over k yields
D(w;X,Y ) =
∣∣∣∣∣∣
∑
X≤|wj |≤Y
1
wj
∣∣∣∣∣∣ ≤ 4ε−1C
∞∑
k=k0
k−1−c ≤ 8C
εckc0
≤ 16C
cε(logX)c
,
from which we deduce the lemma. 
Using Lemma 3.13 and the local law Theorem 3.6, we can now establish the following corollary
that verifies with high probability that w ∈ Z(ℓ) (recall Definition 3.9) and that it satisfies the two
assumptions listed in Lemma 3.3, if w is a shift of one of the sequences p or r from Proposition 3.12
(it will be useful to allow such shifts for the proof of Proposition 4.1 in Section 4.1). The third
condition stated in this corollary does not appear as an assumption in Lemma 3.3 but will be useful
for Proposition 4.4 below. In what follows we recall for any k ∈ Z and a = (a−m, a1−m, . . . , an) ∈
Zm+n+1 that a+ k = (a−m + k, a1−m + k, . . . , an + k).
Corollary 3.14. Fix real numbers ε ∈ (0, 14) and D > 0; adopt the notation of Assumption 3.5;
suppose that v0 ∈ BεN/2; and set ℓ = ⌊N1/9⌋. Further adopt the notation of Definition 3.7 and
Definition 3.10; set (s, t) = ∇H(0, 0) ∈ Tε; and fix a real number A ∈ [2, ℓ].
Then, there exist a constant C = C(ε,D) > 1 and an event Γ = ΓA with P[Γ] ≤ CA−D such that
the following holds. Set c = 120000 ; let k ∈ [−2A3, 2A3] ∩ Z; and let w = (w−m, w1−m, . . . , wn) ∈
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Wm+n+1 denote either the sequence p+ k or r+ k. Then, on the event Γ
c, we have q ∈ Z(ℓ) and
the following three bounds.
(1) For any real number X ≥ A1/2, we have that D(w;X,∞) < 384c−1ε−1(logX)−c.
(2) For each interval I ⊂ [−2A3, 2A3] of length ⌊A1/2⌋, we have that(
1− s− 5(logA)−c)A1/2 ≤ ∣∣w ∩ I∣∣ ≤ (1− s+ 5(logA)−c)A1/2.
(3) Assume k = 0. Then for each integer j ∈ [A1/2, n], we have that (1 + ε6)j ≤ wj ≤ 6jε and,
for each integer j ∈ [−m,−A1/2], we have that 6jε ≤ wj ≤
(
1 + ε6
)
j.
Proof. Let us begin by defining the event Γ. To that end, fix a vertex v ∈ BεN/2∩T ⊂ R∩BεN/2(v0)
and an integer M ∈ [A1/2, 6ℓ4]. Then Theorem 3.6 (applied with the v0 and ε there equal to
v and ε2 here, respectively) yields a constant C = C(ε,D) > 1; an event Γ(v;M); and a pair(
s(v;M), t(v;M)
) ∈ Tε/4 such that we have the three estimates
P
[
Γ(v;M)
] ≤ CM−15D; ∣∣∣(s(v;M), t(v;M))−∇H(N−1v)∣∣∣1Γ(v;M)c < (logM)−c;
sup
u∈BM(v)
∣∣∣M−1(H(u)−H(v))−M−1(u− v) · (s(v;M), t(v;M))∣∣∣1Γ(v;M)c < (logM)−1−c.(3.10)
Then, set
Γ = ΓA =
6ℓ4⋃
M=⌊A1/2⌋
⋃
v∈B2A3∩T
Γ(v;M), so that P[Γ] ≤ 25CA−1,
by the first estimate in (3.10) and a union bound.
Next let us verify that q ∈ Z(ℓ) holds on Γc. To that end, the third bound in (3.10) yields
sup
u∈BM(v)
∣∣∣M−1(H(u)−H(v))−M−1(u− v) · (s(v;M), t(v;M))∣∣∣1Γc < (logM)−1−c,(3.11)
for each M ∈ [A1/2, 6ℓ4] and v ∈ B2A3 ∩ T. In particular, since (s(v;M), t(v;M)) ∈ Tε/4, we have
that s(v;M) ∈ ( ε4 , 1− ε4). So, (3.11) and the fact that A ≤ ℓ together imply that, on Γc,
ε
8
<
ε
4
− (log ℓ)−1−c < ℓ−1(H(j + ℓ, 0)−H(j, 0)) < 1− ε
4
+ (log ℓ)−1−c < 1− ε
8
,
for each j ∈ [−2ℓ4, 2ℓ4], if ℓ is sufficiently large. By (3.6), this implies that qj+ℓ−1 − qj ≥ ℓ and
qj+1 − qj < ℓ for each j, and so q ∈ Z(ℓ) on Γc for sufficiently large ℓ.
Thus it remains to verify that, on Γc, the sequence w satisfies the three bounds listed in the
corollary. Let us fix some k ∈ [−2A3, 2A3] and suppose that w = p + k, as the alternative case
w = r+ k is entirely analogous. We begin by establishing the first bound in the corollary, to which
end it suffices to show that D(w;X,Y ) < 384c−1ε−1(logX)−c whenever A1/2 ≤ X ≤ Y ≤ 2ℓ4+3ℓ3,
since |w−m|, |wn| ≤ 2ℓ4 + 3ℓ3. To do this, we apply Lemma 3.13 and must therefore verify the
approximate linearity bound (3.7).
Now, fix some x ∈ [−2A3 − k, 2A3 − k] and let hp denote the height function associated with p
as defined in (3.6). Since q ∈ Z(ℓ), it follows from Definition 3.10 that for any interval I ⊂ [−2ℓ4−
3ℓ3, 2ℓ4+3ℓ3] there exists a translation I˜ of I by at most ℓ3 such that
∣∣|q∩ I˜|− |p∩I|∣∣ ≤ ℓ−1|I|+1.
Therefore, by (3.6); (3.11); Remark 3.8; and the fact that ℓ−1|I| ≤ 5I3/4 whenever |I| ≤ 2ℓ4+3ℓ3 ≤
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5ℓ4, there exists for any M ∈ [A1/2, 2ℓ4+3ℓ3] some integer x˜ = x˜(x;M) ∈ [−6ℓ4, 6ℓ4] such that the
following holds. Denoting u˜ = (x˜, 0) ∈ R, we have for sufficiently large A that
sup
y∈[−M,M ]
∣∣∣M−1(hp(x+ y + k)−hp(x + k))−M−1ys(u˜;M)∣∣∣1Γc
≤ (logM)−1−c + 6M−1/4 < 2(logM)−1−c.
(3.12)
Thus, Lemma 3.13, (3.12), and the fact that s(u1;M) ∈
(
ε
4 , 1− ε4
)
together yield D(w;X,Y ) <
384c−1ε−1(logX)−c whenever A1/2 ≤ X ≤ Y ≤ 2ℓ4+3ℓ3. As mentioned previously, it follows that
w satisfies the first bound listed in the corollary. The second bound there follows from (3.6); (3.12);
the second statement of (3.10); the second bound in (2.6) (with Remark 2.11) on Bε(N−1v0); and
the fact that |N−1v −N−1v0| ≤ 2N−1A3 < 2N−2/3 (which holds since A ≤ ℓ ≤ N1/9).
To verify the third, observe that (3.12) and
(
s(u˜;M), t(u˜;M)
) ∈ Tε/4 together imply on Γc that
εM
5
≤ hp(M) ≤
(
1− ε
5
)
M ;
(ε
5
− 1
)
M ≤ h(−M) ≤ −εM
5
,
for each integer M ∈ [A1/2, 2ℓ4 + 3ℓ3] and sufficiently large A. Thus, for any positive integers
M1,M2 ≥ A1/2 with M1 +M2 ≤ 2ℓ4 + 3ℓ3, we have on Γc that
ε(M1 +M2 + 1)
6
≤ ∣∣p ∩ [−M1,M2]∣∣ ≥ (1− ε
6
)
(M1 +M2 + 1),
for sufficiently large A, which by (3.6) quickly implies that p satisfies the third estimate listed in
the corollary. 
3.5. Proof of Theorem 1.5. In this section we establish Theorem 1.5. To that end, we begin
with the following theorem that establishes the convergence of local statistics of uniformly random
tilings of large domains subject to Assumption 3.5. In what follows, we recall the extended discrete
sine kernel Kξ from Definition 1.3 and the set X(M) associated with a tiling M from Definition 1.2.
Theorem 3.15. For any fixed real number ε ∈ (0, 14) and integers k,B ≥ 1, there exists a sequence
̟ = ̟(ε, k, B) = (̟1, ̟2, . . .) ⊂ R>0 of real numbers tending to 0 such that the following holds.
Adopt the notation of Assumption 3.5; set v0 = (x, y) ∈ R; and define ∇H(N−1v0) = (s, t) ∈ Tε
and ξ = eπis sin(πt)sin(π−πs−πt) ∈ H. Further fix integer sequences x = (x1, x2, . . . , xk) ∈ Zk and y =
(y1, y2, . . . , yk) ∈ Zk such that |xj |, |yj | ≤ B for each j ∈ [1, k]. Then, letting K = Kx,y = Kx,y;ξ
denote the k × k matrix whose (i, j) entry is equal to Kξ(xi, yi;xj , yj), we have that∣∣∣∣∣P
[ k⋂
j=1
(
(x+ xj , y + yj) ∈ X(M)
)]− detK∣∣∣∣∣ < ̟N .(3.13)
Proof. We will proceed by first locally (around v0) coupling the non-intersecting path ensemble
associated with M with suitably chosen random path ensembles sampled according to the measure P
from Definition 2.17, and then by using the results from Section 3.1 to analyze the latter ensembles.
To that end, let δ = δ(ε) = (δ1, δ2, . . .) ⊂ R>0 and ς = ς(ε) = (ς1, ς2, . . .) ⊂ R>0 denote the
sequences of real numbers tending to 0 and A = A(ε) = (A1, A2, . . .) ⊂ Z≥1 denote the sequence of
integers tending to ∞ provided by Proposition 3.12; after decreasing the elements of A if necessary
(in such a way that they still tend to ∞), we may assume that AN < N1/20. Then set T = TN =⌊
AN
2
⌋
and define u0 =
(
x, y−T ) ∈ Z2, so that BεN/2(u0) ⊂ BεN (v0). We may further assume after
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shifting R if necessary that u0 = (0, 0), and let us denote
∇H(0, 0) = (s0, t0) ∈ Tε; β0 = sin(πt0)
sin(πt0) + sin
(
π(1− s0 − t0)
) ; ℓ = ℓN = ⌊N1/9⌋.
Now, recall the sequence q ∈W and non-intersecting path ensembleQ ∈Wℓq from Definition 3.7,
as well as the initial data p, r ∈ W from Definition 3.10. Further set β1 = β0 − δN and β2 =
β0 + δN , and recall the random non-intersecting path ensembles P,R ∈ Wℓ from Definition 3.11.
Additionally defining the domain A = [−AN , AN ]× [0, AN ] ⊂ Z2, it follows from Proposition 3.12
(where the (s, t) and β there are equal to (s0, t0) and β0 here, respectively) that there exists a
coupling between P, Q, and R for which P
[
P|A = Q|A = R|A
] ≥ 1− ςN .
Letting MP = M(P) denote the tiling associated with P (as in Section 2.3), we therefore obtain
∣∣∣∣∣P
[ k⋂
j=1
{
(x+ xj , y + yj) ∈ X(M)
}]− detK∣∣∣∣∣ ≤
∣∣∣∣P[ k⋂
j=1
{
(xj , yj + T ) ∈ X(MP)
}]− detK∣∣∣∣+ ςN
=
∣∣∣ det [Kβ1;p(xi, yi + T ;xj, yj + T )]− detK∣∣∣ + ςN ,
(3.14)
where to obtain the last equality in (3.14) we recalled the kernel K from (3.1) and used Lemma 3.1.
To estimate the right side of (3.14), let ξ1 = β1(1− β1)−1eπis0 and K1 denote the k × k matrix
whose (i, j) entry is Kξ1(xi, yi;xj , yj). We will first use Lemma 3.3 to establish the convergence of
det
[
Kβ1;p(xi, yi + T ;xj, yj + T )
]
to detK1, and then show that detK1 converges to detK.
To implement the former task, we must verify that p satisfies the two assumptions listed in
Lemma 3.3. To that end we apply Corollary 3.14, where the D, A, (s, t), and w there are equal to
1, AN , (s0, t0), and p here, respectively. This yields a constant C1 = C1(ε) > 1 and an event Γ with
P[Γ] ≤ C1A−1N , such that on Γc we have q ∈ Z(ℓ) (recall Definition 3.9) and that p satisfies the
following two properties. First, denoting c = 120000 , we have that D(p;X,∞) < 384c−1ε−1(logX)−c
for any real number X ≥ A1/2N . Second, for any interval I ⊂ [−A3N , A3N ] of length ⌊A1/2N ⌋, we have
that
(
1− s0 − 5(logAN )−c
)
A
1/2
N ≤ |p ∩ I| ≤
(
1− s0 + 5(logAN )−c
)
A
1/2
N .
We now apply Lemma 3.3, with the c there equal to ε3 here; the β there equal to β1 here;
the ρ there equal to 1 − s0 here; the κN there equal to (log logAN )−1 here; the U there equal
to ⌊A1/2N ⌋; the V there equal to A3N here; the a there equal to p here; and the N there equal to
m+ n+ 1 ∈ [4ℓ3, 4ℓ4 +1] here. On Γc, it follows that p satisfies the two assumptions listed in that
lemma, which therefore yields a sequence ϑ = ϑ(ε,B) = (ϑ1, ϑ2, . . .) ⊂ R>0 of real numbers tending
to 0 such that ∣∣Kβ1;p(xi, yi + T ;xj, yj + T )−Kξ1(xi, yi;xj , yj)∣∣1Γc < ϑN ,
for any i, j ∈ [1, k]. Due to the uniform boundedness of the ∣∣Kξ1(xi, yi;xj , yj)∣∣ over the parameters
|xi|, |yi|, |xj |, |yj | ≤ B, it follows after increasing the elements of ϑ if necessary (in such a way that
they still tend to 0) that∣∣∣ det [Kβ1;p(xi, yi + T ;xj, yj + T )]− detK1∣∣∣1Γc < ϑN .(3.15)
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Since det
[
Kβ1;p(xi, yi + T ;xj, yj + T )
]
, detK1 ∈ [0, 1] (as both are probabilities associated with a
determinantal point process), (3.14), (3.15), and the fact that P[Γ] ≤ C1A−1N together yield∣∣∣∣∣P
[ k⋂
j=1
{
(x+ xj , y + yj) ∈ X(M)
}]− detK∣∣∣∣∣ ≤ | detK− detK1|+ ϑN + ςN + C1A−1N .(3.16)
It therefore remains to bound | detK − detK1|, to which end one must bound |ξ − ξ1|. To
do this, recall from Assumption 3.5 that ∇H(z) ∈ Tε for each z ∈ Bε/2 ⊂ Bε(N−1v0). Since H
is a maximizer of E on Bε/2, it follows from Lemma 2.10 (and Remark 2.11) that there exists a
constant C2 = C2(ε) > 1 such that
∣∣∇H(0, 0) − ∇H(N−1v0)∣∣ < C2N−1|v0| ≤ C2ANN−1, and so
|s− s0|+ |t− t0| ≤ 2C2ANN−1 < C2N−1/2.
Due to the uniform continuity of ξ in (s, t) over (s, t) ∈ Tε; the uniform boundedness and
continuity of Kξ(xi, yi;xj , yj) over |xi|, |yi|, |xj |, |yj | ≤ B and ξ in compact subsets of H; and
the uniform continuity of detK in the Kξ(xi, yi;xj ; yj), we deduce the existence of a sequence
̟ = ̟(ε,B) = (̟1, ̟2, . . .) ⊂ R>0 of real numbers tending to 0 such that | detK−detK1| < ̟N2 .
Combining this bound with (3.16) and decreasing the elements of ̟ if necessary (in such a way
that they still tend to 0) yields (3.13). 
Now we can establish Theorem 1.5.
Proof of Theorem 1.5. Through a suitable shift, we may assume that v = (0, 0). Moreover, through-
out this proof, let MN ∈ E(RN ) denote a uniformly random tiling of RN , and abbreviate the
set XN = X(MN ) from Definition 1.2. Further fix integers 1 ≤ k ≤ B and two k-tuples x =
(x1, x2, . . . , xk) ∈ Zk and y = (y1, y2, . . . , yk) ∈ Zk, such that |xj |, |yj| < B for each j ∈ [1, k].
Additionally denote ξ = eπis sin(πt)sin(π−πs−πt) , and let K denote the k × k matrix whose (i, j) entry is
equal to the extended discrete sine kernel Kξ(xi, yi;xj , yj) from Definition 1.3. For arbitrary such
k,B,x,y, it suffices to show that
lim
N→∞
∣∣∣∣∣P
[ k⋂
j=1
{
vN + (xj , yj) ∈ XN
}]− detK∣∣∣∣∣ = 0.(3.17)
The difference between (3.13) and (3.17) is twofold. First, the former only applies to domains
approximating disks in the sense of Assumption 3.5, while the RN are not restricted to satisfy this
assumption. Second, the latter states convergence of local statistics to a Gibbs measure of slope
∇H(v) = (s, t), while the former would to one of slope ∇HN (N−1vN ), where HN is the maximizer
of E on B with boundary data hN . To remedy the first point, we restrict MN to a free tiling of
some sufficiently large disk. To remedy the second, we show that limN→∞∇HN (N−1vN ) = H(v).
We begin with the former. To that end, first recall from Remark 2.9 that ∇H is continuous on
the open set S = {z ∈ R : ∇H(z) ∈ T } ⊆ R. Therefore, since ∇H(v) ∈ T , there exists some
ε = ε(H) > 0 such that Bε(v) ⊂ R ∩
⋂∞
N=1N
−1RN and ∇H(z) ∈ Tε for each z ∈ Bε(v).
Now, let HN denote the height function on RN associated with MN . Then Proposition 2.1
yields the existence of a sequence ̟ = ̟
(
R, h, {RN}, {hN}
)
= (̟1, ̟2, . . .) ⊂ R>0 of real numbers
tending to 0 such that, if we define the event
ΩN =
{
sup
u∈RN∩NR
∣∣N−1HN (u)−H(N−1u)∣∣ > ̟N},
for each N ∈ Z≥1, then limN→∞ P[ΩN ] = 0.
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Thus, let us restrict to the event ΩcN and further restrict MN to a free tiling M˜N of B⌊εN⌋(Nv)∩
T = B⌊εN⌋ ∩ T. Let R˜N ⊂ RN denote the domain tiled by this free tiling; let h˜N : ∂R˜N → Z
denote the associated boundary height function; and define h˜N : ∂(N
−1R˜N ) → R by setting
h˜N (N
−1u) = N−1h˜N(u) for each u ∈ ∂R˜N . Further setting R˜ = Bε; h˜ = H|∂R˜; and H˜ = H|R˜,
it follows that (R˜, h˜, H˜, v, R˜N , h˜N , h˜N , vN ) satisfy the conditions of Theorem 1.5 on ΩcN and that
the law of the tiling M˜N is uniform on E(R˜N ). In particular, it suffices to establish this theorem
assuming that R = R˜ and RN = R˜N . So, after a suitable shift, we may assume that we are in the
setting of Assumption 3.5 (whose N is equal to ⌊εN⌋ here).
In this case, R = Bε. As in Assumption 3.5, extend HN to BεN by linearity on the faces RN
and arbitrarily on BεN \ R, in such a way that it is 1-Lipschitz on BεN . Also define gN : ∂R→ R
by setting gN (z) = N
−1HN (Nz) for any z ∈ ∂R, and let HN ∈ Adm(R; gN ) denote maximizer of
E on R with boundary data gN . Denoting (sN , tN ) = ∇HN (N−1vN ), let us show that (sN , tN ) ≈
(s, t) = H(v) = ∇H(0, 0), to which end we apply Proposition 2.13.
Recalling the constants δ = δ(ε) ∈ (0, 1) and C = C(ε) > 1 from that proposition, the continuity
of ∇H on S yields a constant ω = ω(H) ∈ (0, εδ4 ) such that
sup
z∈Bω
∣∣∇H(z)− (s, t)∣∣ < δ
4
.(3.18)
Furthermore, sinceH and theHN are admissible; sinceR = Bε; and since limN→∞ gN = limN→∞ hN =
h, it follows from Remark 2.6 that, for any fixed ϑ ∈ (0, 1),
sup
z∈Bω
∣∣HN (z)−H(z)∣∣ ≤ sup
z∈∂Bε
∣∣HN (z)−H(z)∣∣ ≤ δωϑ
4
,(3.19)
for sufficiently large N . Thus, (3.18) and (3.19) together imply the existence of a linear function
Λ : Bω(v)→ R of slope (s, t) such that supz∈Bω
∣∣H(z)−Λ(z)∣∣ < δω4 and supz∈Bω ∣∣HN (z)−Λ(z)∣∣ <
δω
2 , for sufficiently large N . Hence, HN and H are δ2 -nearly linear of slope (s, t) on Bω, and so
(by Remark 2.11) the conditions of Proposition 2.13 apply. Then the first bound in (2.6), (3.19),
the continuity of ∇H on S, and the fact that limN→∞N−1vN = v = (0, 0) together imply for
sufficiently large N that∣∣(sN , tN )− (s, t)∣∣ ≤ ∣∣∇HN (N−1vN )−∇H(N−1vN )∣∣+ ∣∣∇H(N−1vN )−∇H(v)∣∣
≤ C sup
z∈Bω
∣∣HN (z)−H(z)∣∣+ ϑ < 2Cϑ.
Since ϑ was arbitrary, this implies that limN→∞(sN , tN ) = (s, t).
Now, let ξN = e
πisN sin(πtN )
sin(π−πsN−πtN ) for each N ∈ Z>1, and define the k × k matrix KN whose
(i, j) entry is equal to KξN (xi, yi;xj , yj). Since we have assumed that we are in the setting of
Assumption 3.5, it then follows from Theorem 3.15 that
lim
N→∞
∣∣∣∣∣P
[ k⋂
j=1
{
vN + (xj , yj) ∈MN
}]− detKN
∣∣∣∣∣ = 0,
which yields (3.17), in view of the facts that limN→∞ ξN = ξ; that Kξ(xi, yi;xj , yj) is continuous
in ξ ∈ H when |xi|, |yi|, |xj |, |yj | is uniformly bounded; and that detK is continuous in Kξ. 
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4. Coupling Random Non-Intersecting Path Ensembles
In this section we establish Proposition 3.12. To do this, we first exhibit a mutual coupling
between P, Q, and R such that their height functions are ordered on [−ℓ3, ℓ3] × [0, ℓ] (stated
alternatively, each path of Q in [−ℓ3, ℓ3]× [0, ℓ] lies between the corresponding paths in P and R)
with high probability. Then, we show that the expected difference between the height functions
associated with P and R tends to 0 on A, as N tends to ∞. Together with a Markov estimate,
these two facts will yield a coupling between P, Q, and R, such that they likely coincide on A.
We implement the former task in Section 4.1. To establish the latter fact, we first require an
estimate bounding the effect on the kernel Kβ;a from (3.1) resulting from a perturbation of β and
a; this will be provided in Section 4.2. We then bound the expected difference between the height
functions associated with P and R and conclude the proof of Proposition 3.12 in Section 4.3.
4.1. An Ordered Coupling. Before establishing Proposition 3.12, which exhibits an exact cou-
pling between (P,Q,R) around (0, 0), we will in this section establish as Proposition 4.1 the
existence of a coupling between (P,Q,R) that ensures with high probability that they are ordered,
in the following sense. For any integer t ≥ 1 and non-intersecting path ensemble E ∈ Wt, let
HE : Z × {0, 1, . . . , t} denote the height function associated with E (as explained in and above
Remark 2.16), such that HE(0, 0) = 0.
The following proposition then indicates that it is possible to select δ = (δ1, δ2, . . .) from Propo-
sition 3.12 in such a way that there exists a coupling between (P,Q,R) so that HP ≤ HQ ≤ HR
occurs on [−ℓ3, ℓ3] × [0, ℓ] with high probability. In the below, for any set S, subset S ′ ⊆ S, and
functions F,G : S → Z, we say F |S′ ≤ G|S′ if F (z) ≤ G(z) for each z ∈ S ′.
Proposition 4.1. For any fixed real numbers ε ∈ (0, 14) and D > 0, there exist a constant C =
C(ε,D) > 1 and a sequence δ = δ(ε) = (δ1, δ2, . . .) ⊂ R>0 of real numbers tending to 0 such that the
following holds. Adopt the notation of Assumption 3.5; suppose that v0 ∈ BεN/2; let ℓ = ⌊N1/9⌋; and
set
(
(s, t), β, β1, β2
)
as in (3.5). Further adopt the notation of Definition 3.7 and Definition 3.11,
and set S = [−ℓ3, ℓ3] × [0, ℓ] ⊂ Z2. Then, there exists a mutual coupling of P, Q, and R on a
common probability space under which P
[
HP|S ≤ HQ|S ≤ HR|S
] ≥ 1− CN−D.
In order to establish Proposition 4.1, we will apply Lemma 2.3, to which end we must exhibit
a coupling under which HP|∂S ≤ HQ|∂S ≤ HR|∂S occurs with high probability. On the event{
q ∈ Z(ℓ)} (recall Definition 3.9), Definition 3.10 will imply that HP ≥ HQ ≥ HR holds on the
bottom, left, and right sides of ∂S.
To establish this bound on the top side of ∂S, we will approximate the drifts of the paths in
P and R. To do this, recall from above Remark 2.16 in Section 2.3 that the space-time locations
of the right jumps performed by paths in a non-intersecting path ensemble E coincide with the
locations of type 2 lozenges in the associated tiling M = M(E). The following definition, which is
analogous to Definition 1.2 for X(M), provides notation for the set of such locations.
Definition 4.2. For any domain R ⊆ T and tiling M ∈ E(R) of R, let Y(M) denote the set of
vertices (x, y) ∈ R such that (x, y + 12) is the center of a type 2 lozenge in M. If M = M(E) is the
tiling associated with a non-intersecting path ensemble E, then we abbreviate Y(E) = Y
(
M(E)
)
.
After suitable averaging over (x, y), one might view P
[
(x, y) ∈ Y(E)] as prescribing the typical
number of rightwards jumps in E around (x, y). When E = Q, the local law Theorem 3.6 implies
that this quantity (after averaging around (0, 0)) is approximately equal to t. Now we can establish
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the following proposition, which indicates the existence of a sequence δ in Proposition 4.1 such that
P
[
(x, y) ∈ Y(P)] is slightly smaller than t and P[(x, y) ∈ Y(R)] is slightly larger than t.
Proposition 4.3. For any fixed real number ε ∈ (0, 14), there exists a sequence δ = δ(ε) =
(δ1, δ2, . . .) ⊂ R>0 of real numbers tending to 0 such that the following holds. Let ℓ = ⌊N1/9⌋;
adopt the notation of Assumption 3.5; and suppose that v0 ∈ BεN/2. Further set
(
(s, t), β, β1, β2
)
as in (3.5); adopt the notation of Definition 3.7 and Definition 3.11; and recall the event Γ = Γℓ
from Corollary 3.14. Then, after restricting to the event Γc, we have
P
[
(k, T ) ∈ Y(P)] ≤ t− 2(log logN)−1; P[(k, T ) ∈ Y(R)] ≥ t+ 2(log logN)−1,(4.1)
for any integers k ∈ [−ℓ3, ℓ3] and T ∈ [ℓ3/4, ℓ].
Proof. The bounds in (4.1) will follow from a suitable application of Lemma 3.1 and Lemma 3.3.
To that end, first recall the kernel Ka;β from (3.1); fix integers k ∈ [−ℓ3, ℓ3]; and T ∈ [ℓ3/4, ℓ]; and
let w denote either the sequence p− k or r− k.
Let us verify that w satisfies the two assumptions listed in Lemma 3.3 on Γc. To do this, apply
Corollary 3.14 (where the A there is equal to ℓ here), which implies upon restriction to Γc that
w satisfies the following two properties. First, denoting c = 120000 , we have that D(w;X,∞) <
384c−1ε−1(logX)−c for any real number X ≥ ℓ1/2. Second, for any interval I ⊂ [−2ℓ3, 2ℓ3] of
length ⌊ℓ1/2⌋, we have that (1− s− 5(log ℓ)−c)ℓ1/2 ≤ |w ∩ I| ≤ (1− s+ 5(log ℓ)−c)ℓ1/2.
Next, fix an arbitrary real number b ∈ ( ε4 , 1 − ε4), and set ζ = ζb = b(1 − b)−1eπis. Then
apply Lemma 3.3, with the c there equal to ε4 here; the β there equal to b here; the ρ there equal
to 1 − s here; the κN there equal to (log log ℓ)−1 here; the U there equal to ⌊ℓ1/2⌋ here; the V
there equal to ℓ3 here; the a there equal to w here; and the N there equal to m + n + 1 here.
As shown above, w satisfies the two assumptions listed in that lemma, so there exist sequences
ϑ = ϑ(ε) = (ϑ1, ϑ2, . . .) ⊂ R>0 of real numbers tending to 0 and B = B(ε) = (B1, B2, . . .) ⊂ Z≥1 of
integers tending to ∞ such that∣∣Kb;w(x1, T + y1;x2, T + y2)−Kζ(x1, y1;x2, y2)∣∣ < ϑN .(4.2)
for any x1, x2, y1, y2 ∈ Z satisfying |x1|, |y1|, |x2|, |y2| ≤ BN .
Now let tb ∈ (0, 1) be such that b = sin(πtb)
(
sin(πtb)+sin(π−πs−πtb)
)−1
, and letW ∈Wℓw de-
note a random non-intersecting path ensemble sampled from the measure Pb;w from Definition 2.17.
To establish (4.1), we use the fact that Kζ is the kernel for the translation-invariant Gibbs measure
µζ ∈ P(T), defined by (1.2), with slope (s, tb) (recall Section 1.3). In particular, if Mζ ∈ E(T) is
randomly sampled under µζ , then P
[
(x, y) ∈ Y(Mζ)
]
= tb for any (x, y) ∈ Z2.
This fact, Lemma 3.1, (4.2), and the limits limN→∞ ϑN = 0 and limN→∞BN = ∞ together
yield a sequence γ = γ(ε) = (γ1, γ2, . . .) ⊂ R>0 of real numbers tending to 0 such that∣∣∣P[(0, T ) ∈ Y(W)]− tb∣∣∣ = ∣∣∣P[(0, T ) ∈ Y(W)] − P[(0, T ) ∈ Y(Mζ)]∣∣∣ < γN .(4.3)
Let δ = δ(ε) = (δ1, δ2, . . .) ⊂ R>0 denote a sequence of real numbers tending to 0 with the
following property. If we denote β1 = β − δN and β2 = β + δN , then
tβ1 < t− 2(log logN)−1 − γN ; tβ2 > t+ 2(log logN)−1 + γN .
The existence of this sequence δ and the fact that it only depends on ε follow from the definition
(3.5) of β and the fact that (s, t) ∈ Tε, respectively.
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Now set b ∈ {β1, β2} in (4.3) depending on whether w ∈ {p − k, r − k}, respectively. Since
P
[
(0, T ) ∈ Y(W)] is equal to P[(k, T ) ∈ Y(P)] or P[(k, T ) ∈ Y(R)] depending on whether w = p−k
or w = r− k, respectively, (4.3) yields (4.1). 
Now we can establish Proposition 4.1.
Proof of Proposition 4.1. Throughout this proof we adopt the notation of Proposition 4.3. As
mentioned above, we will establish this proposition using Lemma 2.3, to which end we must exhibit
a coupling between (P,Q,R) such that HP|∂S ≤ HQ|∂S ≤ HR|∂S with high probability. To do this,
recall that the event Γ = Γℓ satisfies P[Γ] ≤ Cℓ−10D ≤ CN−D for some constant C = C(ε,D) > 1,
since ℓ = ⌊N1/9⌋. Let us condition on q and further restrict to the event Γc, so that q ∈ Z(ℓ)
(recall Definition 3.9 and Corollary 3.14).
Then Definition 3.10 implies that pj ≤ qj ≤ rj for each j ∈ [−m,n]. Thus, since p = q = r
on [−2ℓ, 2ℓ], it follows from Remark 2.16 (or (3.6)) that HP(x, 0) ≤ HQ(x, 0) ≤ HP(x, 0), for each
x ∈ [−ℓ3, ℓ3]. This verifies HP ≤ HQ ≤ HR on the bottom side of ∂S.
Let us next address the left side of ∂S. To that end, Definition 3.10 implies that pj ≤ qj− ℓ24 and
rj ≥ qj+ ℓ24 when qj ≤ − ℓ
3
2 . Moreover, the second part of Corollary 3.14 and the fact that (s, t) ∈ Tε
together imply for N sufficiently large that ε|I|2 ≤ |p∩I|, |q∩I|, |r∩I| ≤
(
1− ε2
)|I|, for any interval
I ⊆ [−ℓ3, ℓ3] of length at least ℓ1/2. Together with (3.6), these two facts imply that HP(−ℓ3, 0) ≤
HQ(−ℓ3, 0)− εℓ28 ≤ HQ(−ℓ3, 0)− 2ℓ and HQ(−ℓ3, 0)+ 2ℓ ≤ HQ(−ℓ3, 0) + εℓ
2
8 ≤ HR(−ℓ3, 0). Since
HP, HQ, and HR are all 1-Lipschitz, it follows that HP ≤ HQ ≤ HR on {−ℓ3} × [0, ℓ] ⊂ ∂S; this
addresses the left side of ∂S. By similar reasoning, we have the same bound on {ℓ3} × [0, ℓ], which
addresses the right side of ∂S.
To establish this bound with high probability on the top side of the boundary [−ℓ3, ℓ3]×{ℓ} ⊂ ∂S,
we first use Proposition 4.3 to bound the expectation E
[
HW(k, ℓ)−HW(k, 0)
]
for eachW ∈ {P,R}
and k ∈ [−ℓ3, ℓ3], and then we apply the concentration estimate Lemma 2.20. When W = P,
Remark 2.16, Proposition 4.3, and the fact that HP is 1-Lipschitz together imply that
E
[
HP(k, ℓ)−HP(k, 0)
] ≤ 2ℓ3/4 + ℓ max
T∈[ℓ3/4,ℓ]
P
[
(k, T ) ∈ Y(P)] ≤ 2ℓ3/4 + (t− 2(log logN)−1)ℓ,(4.4)
on Γc, for each k ∈ [−ℓ3, ℓ3]. Therefore, denoting the event
ΩP =
{
max
x∈[−ℓ3,ℓ3]
(
HP(x, ℓ)−HP(x, 0)
)
> ℓ
(
t− 1
log logN
)}
∪ Γ,
we deduce from Lemma 2.20, Corollary 3.14, (4.4), and the fact that ℓ = ⌊N1/9⌋ that P[ΩP] ≤
CN−D, after increasing C if necessary. Similarly, set c0 = 125000 , and define the events
ΩQ =
{
max
x∈[−ℓ3,ℓ3]
∣∣HQ(x, ℓ)−HQ(x, 0)− tℓ∣∣ > ℓ
(logN)c0
}
∪ Γ;
ΩR =
{
max
x∈[−ℓ3,ℓ3]
(
HR(x, ℓ)−HR(x, 0)
)
< ℓ
(
t+
1
log logN
)}
∪ Γ.
Implementing analogous reasoning as above, we obtain P[ΩR] ≤ CN−D. Furthermore, the local
law Theorem 3.6, the fact that ℓ = ⌊N1/9⌋, and a union bound together yield P[ΩQ] ≤ CN−D, after
again increasing C if necessary. Setting Ω = ΩP ∪ΩQ ∪ ΩR, it then follows that P[Ω] ≤ 3CN−D.
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Now, recall from Definition 3.10 that on Γc we have HP(x, 0) ≤ HQ(x, 0) ≤ HR(x, 0), for each
x ∈ [−ℓ3, ℓ3]. Hence, it follows that HP(x, ℓ) ≤ HQ(x, ℓ) ≤ HR(x, ℓ) for each x ∈ [−ℓ3, ℓ3] on Ωc,
which in view of the above implies that HP|∂S ≤ HQ|∂S ≤ HR|∂S on Ωc. Thus, Lemma 2.3 and
Remark 2.18 (the latter of which quickly implies that HW|S, conditional on HW|∂S, is uniformly
distributed on G
(
HW|∂S
)
, for each W ∈ {P,R}) yields a mutual coupling between (P,Q,R) with
P
[
HP|S ≤ HQ|S ≤ HR|S
] ≥ 1− P[Ω] ≥ 1− 3CN−D. 
4.2. A Perturbative Kernel Estimate. We would next like to refine the coupling from Propo-
sition 4.1 to ensure with high probability that HP = HQ = HR on some large neighborhood A of
(0, 0). To do this, we will bound the expected difference E
[
HR(x, y)−HP(x, y)
]
for each (x, y) near
(0, 0). Since P and R are sampled according to Pβ1;p and Pβ2;r, respectively (recall Definition 2.17),
Lemma 3.1 indicates that E
[
HR(x, y)−HP(x, y)
]
can be expressed through the correlation kernel
Kβ;a(x, t; y, s) from (3.1). Thus, to bound this expected difference, we will require a bound on
|Kβ2;r −Kβ1;p|.
In this section we establish the following proposition, which provides such an estimate on |Kβ;a−
Kβ′;a′ | in the more general setting when |β−β′| is small and a = a′ in a neighborhood of 0. In what
follows, the parameter ℓ will dictate the size of this neighborhood, and we will also impose further
assumptions (the second and third one below) on a and a′ that essentially bounds the associated
quantities D (recall Definition 3.2) and the global densities of a and a′.
Proposition 4.4. For any fixed real number ε ∈ (0, 14) there exists a constant C = C(ε) > 1 such
that the following holds. Fix real numbers c, δ, B, β, β′ ∈ R>0 and an integer ℓ > C satisfying
c, δ ∈ (0, 1); B ∈ (1, ℓ1/2); β, β′ ∈ (ε, 1− ε); |β − β′| ≤ δ.
Further let a = (a−m, a1−m, . . . , an) ∈ W and a′ = (a′−m, a′1−m, . . . , a′n) ∈ W denote two integer
sequences with a0 ≤ 0 < a1 and a′0 ≤ 0 ≤ a′1, satisfying the following three assumptions.
(1) We have that a ∩ [−ℓ, ℓ] = a′ ∩ [−ℓ, ℓ].
(2) For any v ∈ Z and X,Y ∈ R such that |v| ≤ 3B ≤ X ≤ Y ≤ max{−a−m, an}, we have that
max
{
D(a− v;X,Y ),D(a′ − v;X,Y )} < (logX)−c.
(3) For each integer j ∈ [B, n], we have that aj , a′j ∈
(
(1 + ε)j, ε−1j
)
and, for each integer
j ∈ [−m,−B], we have that aj , a′j ∈
(
ε−1j, (1 + ε)j
)
.
If x, y ∈ Z and t, s ∈ Z≥0 satisfy |x|, |y|, t, s ≤ B, then we have that
max
{∣∣Kβ;a(x, t; y, s)∣∣, ∣∣Kβ′;a′(x, t; y, s)∣∣} < (CB)CB ;∣∣Kβ;a(x, t; y, s)−Kβ′;a′(x, t; y, s)∣∣ < (CB)CB((log ℓ)−c/CB + δ1/CB).(4.5)
Proof. Throughout this proof, we assume that ℓ > C > 400ε−4. For any w, z ∈ C, denote the
integrand appearing in the definition (3.1) of K(x, t; y, s) by
I(a;β) = I(a;β;w; z) = (z − y + 1)s−1
(w − x)t+1
1
w − z
sin(πw)
sin(πz)
(
1− β
β
)w−s n∏
j=−m
z − aj
w − aj ,
and define I(a′;β′) = I(a′;β′;w; z) similarly. It is quickly verified that we may select contours for
w and z in (3.1) such that the bounds
|w| ≤ [−5B, 5B]; d(w,Z) ≥ 1
4
; |ℜz| ≤ 3B; |w − z| ≥ 1
16
; ℜz − 1
2
∈ Z,(4.6)
UNIVERSALITY FOR LOZENGE TILING LOCAL STATISTICS 35
all hold, and such that the length of the w-contour is at most 40B; here, we recall that d(w,Z) =
mink∈Z |w − k|. Thus, we begin by estimating
∣∣I(a;β)∣∣ and ∣∣I(a′;β′)∣∣ assuming (4.6).
Let U, V ∈ Z satisfy −20ε−1B ≤ −U ≤ V ≤ 20ε−1B. Then, under (4.6), we have the six bounds
∣∣∣∣ 1w − z
∣∣∣∣ ≤ 16;
∣∣∣∣∣∣
V∏
j=−U
z − aj
w − aj
∣∣∣∣∣∣ ≤ (24ε−2B)50B/ε(|ℑz|+ 1)50B/ε;
∣∣∣∣ β1− β
∣∣∣∣w−s ≤ ε−6B;
∣∣∣∣ (z − y + 1)s−1(w − x)t+1
∣∣∣∣ ≤ 16(5B + |ℑz|)B; ∣∣∣∣ sin(πw)sin(πz)
∣∣∣∣ ≤ 2e5πB−π|ℑz|;
∣∣∣∣∣∣
n∏
j=−m
1
w − aj
∣∣∣∣∣∣ ≤ 16.
(4.7)
Here, [−U, V ] ⊆ [−20ε−1B, 20ε−1B] ⊆ [−εℓ, εℓ] ⊆ [−m,n] due to the third property satisfied by
(a, a′) and the facts that B ≤ ℓ1/2 and ℓ > 400ε−4; thus, the quantity on the left side of the
second inequality in (4.7) is defined. That bound then holds since
∏V
j=−U
∣∣w − aj∣∣−1 ≤ 16 (as
d(w,Z) ≥ 14 and the elements of a are mutually distinct) and
∏V
j=−U
∣∣z − aj∣∣ ≤ (|ℑz| + |ℜz| +
20ε−2B
)41B/ε ≤ (24ε−2B)50B/ε(|ℑz|+ 1)50B/ε, where we have used the facts that |ℜz| ≤ 3B and
|aj | ∈ [−20ε−2B, 20ε−2B] for each j ∈ [−U, V ]. Moreover, the first inequality in (4.7) holds since
|w−z| ≥ 116 ; the third holds since ε ≤ β1−β ≤ ε−1 and |w−s| ≤ 6B; the fourth since
∣∣(w−x)t+1∣∣ ≥ 116
and (z − y + 1)s−1 ≤
(|z|+ |y| + B)B ≤ (5B + |ℑz|)B; the fifth since ℜz − 12 ∈ Z and |w| ≤ 5B;
and the sixth since d(w,Z) ≥ 14 .
Now, in order to bound
∣∣I(a;β)∣∣ (the analogous estimate on ∣∣I(a′;β′)∣∣ is very similar), we will
first replace the terms z − aj appearing there with ℜz − aj for |j| sufficiently large. To that end,
fix U, V ∈ Z and M ∈ R>0 such that 20ε−1B ≤ M ≤ 20ε−2B; such that −20ε−1B ≤ −U ≤ V ≤
20ε−1B; and such that a−U−1 < −M < a−U ≤ aV ≤ M < aV+1. The third condition satisfied by
a and a′ guarantees that such U, V,M exist. Denoting bj = aj − ℜz for each j ∈ [−m,n], we then
have that
log
∣∣∣∣∣
−U−1∏
j=−m
aj − z
aj −ℜz
∣∣∣∣∣+ log
∣∣∣∣∣
n∏
j=V+1
aj − z
aj −ℜz
∣∣∣∣∣
=
1
2
−U−1∑
j=−m
log
(
(ℑz)2 + b2j
b2j
)
+
1
2
n∑
j=V +1
log
(
(ℑz)2 + b2j
b2j
)
.
Recalling that |ℜz| ≤ 3B; that a−U−1 < −M ≤ −20ε−1B; that aV+1 > M ≥ 20ε−1B; and that
(1 + ε)|j| ≤ |aj | ≤ ε−1|j| for each j ∈ [−m,n], it follows upon setting ζ = (1 + ε)−1|ℑz| that
log
∣∣∣∣∣
−U∏
j=−m
aj − z
aj −ℜz
∣∣∣∣∣+ log
∣∣∣∣∣
n∏
j=V
aj − z
aj −ℜz
∣∣∣∣∣ ≤
∞∑
j=B
log
(
ζ2 + j2
j2
)
≤ ζ
∫ ∞
0
log
(
1
x2
+ 1
)
dx = πζ,
(4.8)
where we have used the fact that log
(
1 + x−2
)
is decreasing in x.
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Next, since |w − ℜz| ≤ 8B and |aj − w| ≥ |aj | − 5B ≥ 15B for j ≤ −U or j ≥ V , we have from
a Taylor expansion that∣∣∣∣∣ log
−U∏
j=−m
(
aj − w
aj −ℜz
)
+ log
n∏
j=V
(
aj − w
aj −ℜz
)
− (ℜz − w)
−U∑
j=−m
1
aj −ℜz − (ℜz − w)
n∑
j=V
1
aj −ℜz
∣∣∣∣∣
≤ 3∣∣w −ℜz∣∣2
 −U∑
j=−m
1
|aj −ℜz|2 +
n∑
j=V
1
|aj −ℜz|2
 ≤ 192B2 ∞∑
j=15B
1
j2
≤ 14B.
Moreover, since ℜz ≤ 3B, the second condition imposed on a and a′ implies that∣∣∣∣∣(ℜz − w)
−U∑
j=−m
1
aj −ℜz + (ℜz − w)
n∑
j=V
1
aj −ℜz
∣∣∣∣∣ = |w −ℜz|D(a−ℜz;M,Y0) < 8B(logM)−c,
where Y0 = max{−a−m, an} and we have used the fact that |w −ℜz| ≤ 8B. Thus,∣∣∣∣∣ log
−U∏
j=−m
(
aj −ℜz
aj − w
)
+ log
n∏
j=V
(
aj −ℜz
aj − w
)∣∣∣∣∣ ≤ 22B.(4.9)
Combining (4.8), (4.9), the fact that 1− 11+ε ≥ ε2 , the six bounds listed in (4.7), and applying the
entirely analogous reasoning for a′, we deduce that
max
{∣∣I(a;β)∣∣, ∣∣I(a′;β′)∣∣} ≤ ε−450B/εB60B/ε(|ℑz|+ 1)60B/εe−ε|ℑz|.(4.10)
Since the contours in (3.1) can be taken such that w and z satisfy (4.6) everywhere on these contours
and such that the contour for w in (3.1) is of length at most 40B, the first bound in (4.5) follows
from integrating (4.10) over w and z (and the fact that
(
t−s
x−y
)
, t!(s−1)! ≤ BB).
To establish the second bound in (4.5), fix some 0 < r < εℓ10 (to be specified later) and observe
by integrating (4.10) over w and z such that |ℑz| > r and setting ξ = |ℑz| that∣∣Ka;β(x, t; y, s)−Ka′;β′(x, t; y, s)∣∣ ≤ ε−500B/εB70B/ε ∫ ∞
r
(
ξ + 1
)60B/ε
e−εξdξ
+ 80rBB+1 sup
w,z
∣∣I(a;β;w; z)− I(a′;β′;w; z)∣∣,(4.11)
where w, z ∈ C are taken over all pairs of complex numbers satisfying (4.6).
To estimate the second term on the right side of (4.11), let us fix U0, V0 ∈ Z andM0 ∈ R such that
εℓ ≤M0 ≤ ℓ; such that U0, V0 ∈ [εℓ, ℓ]; and such that a−U0−1 < −M0 ≤ a−U0 ≤ aV0 ≤M0 < aV0+1.
Then, set
J (a;β) = J (a;β;w; z) = (z − y + 1)s−1
(w − x)t+1
1
w − z
sin(πw)
sin(πz)
V0∏
j=−U0
z − aj
w − aj ,
and so the first assumption on a and a′ implies that
I(a;β) = J (a;β)
(
1− β
β
)w−s n∏
j=V0+1
z − aj
w − aj
−U0−1∏
j=−m
z − aj
w − aj ;
I(a′;β′) = J (a;β)
(
1− β′
β′
)w−s n∏
j=V0+1
z − a′j
w − a′j
−U0−1∏
j=−m
z − a′j
w − a′j
.
(4.12)
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Then, through entirely analogous reasoning as used to deduce (4.10), we have that∣∣J (a;β)∣∣ ≤ ε−450B/εB60B/ε(r + 1)60B/ε.(4.13)
Now let us estimate the difference between the terms in I(a;β) and I(a′;β) not contained in
J (a;β) = J (a′;β). To do this first observe that since |β − β′| ≤ δ; β, β′ ∈ (ε, 1 − ε); and
|w − s| ≤ |w|+ s ≤ 6B, we have∣∣∣∣∣
(
1− β
β
)w−s
−
(
1− β′
β′
)w−s∣∣∣∣∣ ≤ ε−2(|w|+ s)δ maxv∈[β,β′]
∣∣∣∣1− vv
∣∣∣∣ℜ(w−s) ≤ 6Bε−6B−2δ.(4.14)
Next, we bound the quantity ∣∣∣∣∣∣log
−U0−1∏
j=−m
aj − z
aj − w + log
n∏
j=V0+1
aj − z
aj − w
∣∣∣∣∣∣ .
To that end, a Taylor expansion and the fact that M0 ≥ εℓ ≥ 2(3B + r) ≥ 2|z| together imply∣∣∣∣∣∣log
−U0−1∏
j=−m
aj − z
aj
+ log
n∏
j=V0+1
aj − z
aj
∣∣∣∣∣∣
≤ |z|
∣∣∣∣∣∣
−U0−1∑
j=−m
1
aj
+
n∑
j=V0+1
1
aj
∣∣∣∣∣∣+ 2|z|2
−U0−1∑
j=−m
1
a2j
+
n∑
j=V0+1
1
a2j

≤ |z|D(a;M0, Y0) + 4|z|2
∞∑
j=M0+1
1
j2
≤ |z|(logM0)−c + 4ε−1|z|2ℓ−1,
where we recall that Y0 = max{−a−m, an}; the analogous bound holds if z is replaced by w, aj by
a′j , or both. Summing over all four such replacements and using the fact thatM0 ≥ εℓ ≥ ℓ1/2 yields∣∣∣∣∣∣log
−U0∏
j=−m
aj − z
aj − w + log
n∏
j=V0
aj − z
aj − w
∣∣∣∣∣∣ ≤ 4|z|(log ℓ)−c + 8ε−1|z|2ℓ−1;∣∣∣∣∣∣log
−U0∏
j=−m
a′j − z
a′j − w
+ log
n∏
j=V0
a′j − z
a′j − w
∣∣∣∣∣∣ ≤ 4|z|(log ℓ)−c + 8ε−1|z|2ℓ−1.
(4.15)
Let us assume that r, ℓ, and z satisfy 4|z|(log ℓ)−c + 8ε−1|z|2ℓ−1 ≤ 12 (in addition to the previous
constraint r < εℓ10 ). Then, the fact that e
x ≤ 1+ 2x for x ≤ 1, (4.12), (4.13), (4.14), (4.15), and the
third estimate in (4.7) together yield∣∣I(a;β)− I(a′;β′)∣∣ ≤ ε−500B/εB60B/ε(r + 1)60B/ε(|z|(log ℓ)−c + |z|2ℓ−1 + δ),
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which upon insertion into (4.11) (using the fact that |z| ≤ 3B + |ℑz|) implies the existence of a
constant C0 = C0(ε) > 1 such that
∣∣Ka;β(x, t; y, s)−Ka′;β′(x, t; y, s)∣∣ ≤ ε−500B/εB130B/ε(∫ ∞
r
(ξ + 1)60B/εe−εξdξ
+ (r + 1)70B/ε
(
(log ℓ)−c + ℓ−1 + δ)
)
≤ (C0B)C0B
(
e−εr/2 + (r + 1)C0B
(
(log ℓ)−c + δ
))
.
(4.16)
We now deduce the proposition by taking r =
(
(log ℓ)−c + δ
)−1/2C0B
in (4.16). 
4.3. Proof of Proposition 3.12. In this section we establish Proposition 3.12. To that end, we
begin with the following lemma, which under the notation of Proposition 4.1 bounds the expected
difference E
[
HR(x, y)−HP(x, y)
]
if (x, y) in some large neighborhood of (0, 0).
Proposition 4.5. Adopting the notation of Proposition 4.1, there exists a sequence A = A(ε) =
(A1, A2, . . .) ⊂ Z≥1 of integers tending to ∞ such that∣∣∣E[HR(x, y)]− E[HP(x, y)]∣∣∣ ≤ A−5N , for each (x, y) ∈ [−AN , AN ]× [0, AN ] ∩ Z2.(4.17)
Proof. Condition on q, and recall the event Γ = Γℓ from Corollary 3.14. Since that corollary
yields a constant C0 = C0(ε) > 1 for which P[Γ] ≤ C0ℓ−5, and since
∣∣HW(x, y)∣∣ ≤ 2AN for each
W ∈ {P,R} and (x, y) ∈ [−AN , AN ]× [0, AN ], to establish (4.17) we may restrict to the event Γc.
Then q ∈ Z(ℓ) (recall Definition 3.9), so Definition 3.10 implies that HP(x, 0) = HR(x, 0) for
each x ∈ [−ℓ, ℓ]. Therefore, recalling the set Y(E) from Definition 4.2, we have by Remark 2.16 that
E
[
HR(x, y)
] − E[HP(x, y)] = (E[HR(x, y)]− E[HR(x, 0)])− (E[HP(x, y)] − E[HP(x, 0)])
=
y∑
T=0
(
P
[
(x, T ) ∈ Y(R)]− P[(x, T ) ∈ Y(P)]),
(4.18)
for any integers x ∈ [−ℓ, ℓ] and y ∈ [0, ℓ].
To bound the right side of (4.18), recall the set X from Definition 1.2. Since X determines the
tiling M|A, it also determines Y, and so it suffices to bound the total variation distance between
the random variables X(R) and X(P) (after restricting to a neighborhood of (0, 0)). To that end,
recall from Lemma 3.1 that the correlation functions of X are governed by the kernel K from (3.1).
So we begin by bounding
∣∣Kβ2;r(x, t; y, s)−Kβ1;p(x, t; y, s)∣∣.
To do this, fix a real number B ∈ (1, ℓ1/2) and let ΓB denote the event from Corollary 3.14,
which satisfies P[ΓB] ≤ C0B−5. Then apply Proposition 4.4, with the ε there equal to ε6 here; the c
there equal to 125000 here; the A there equal to B here; the (a, a
′) there equal to (p, r) here; and the
(β, β′) there equal to (β1, β2) here. Observe that p and r satisfy the three assumptions listed in that
proposition, on the event ΓcB. Indeed, Definition 3.10 implies that they satisfy the first assumption
listed there on ΓcB, since then p, r ∈ Z(B) ⊂ Z(ℓ) (recall Definition 3.9). That they also satisfy the
second and third follows from the first and third parts of Corollary 3.14, respectively.
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Then, on ΓcB this proposition yields a constant C = C(ε) > 1 such that
max
{∣∣Kβ1;p(x, t; y, s)∣∣, ∣∣Kβ2;r(x, t; y, s)∣∣} ≤ (CB)CB ;∣∣Kβ1;p(x, t; y, s)−Kβ2;r(x, t; y, s)∣∣ ≤ (CB)CB((logN)−1/CB + δ1/CBN ),(4.19)
for any x, y ∈ Z and t, s ∈ Z≥0 with |x|, |y|, t, s ≤ B; here, we have used the fact that ℓ = ⌊N1/9⌋.
Next, for any sets x = (x1, x2, . . . , xk) ⊂ Z and y = (y1, y2, . . . , yk) ⊂ Z≥0, let Kx,y denote the
k× k matrix whose (i, j) entry is equal to Kβ1;p(xi, yi;xj , yj). Similarly, let K′x,y denote the k× k
matrix whose (i, j) entry is equal to Kβ2;r(xi, yi;xj , yj). Then, setting B = [−B,B]× [0, B] ⊂ Z2,
it follows from (4.19) that
max
(xj,yj)∈B
| detKx,y − detK′x,y| ≤ (12CB)18CB
3(
(logN)−1/CB + δ1/CBN
)
,(4.20)
for sufficiently large N and on ΓcB. Summing (4.20) over all (at most 2
6B2) pairs of sequences
x = (x1, x2, . . . , xk) ∈ [−B,B] and y = (y1, y2, . . . , yk) ⊆ [0, B] such that (xi, yi) 6= (xj , yj) for
i 6= j, and using the fact that P[ΓB] ≤ C1B−5, it follows from Lemma 3.1 that the total variation
distance between X
(
P|B
)
and X
(
R|B
)
is at most C1B
−5 + (24CB)18CB
3(
(logN)−1/CB + δ1/CBN
)
.
Since X determines Y, the same estimate holds for the total variation distance between Y
(
P|B
)
and Y
(
R|B
)
. So, (4.18) implies whenever (x, y) ∈ B that
E
[
HR(x, y)
]− E[HP(x, y)] ≤ 2C1B−4 + (24CB)19CB3((logN)−1/CB + δ1/CBN ),
due to the deterministic bound
∣∣HP(x, y)∣∣, ∣∣HR(x, y)∣∣ ≤ 2B. Then, we deduce the proposition upon
setting AN = B = min{log log logN, log log δ−1N }. 
Now we can establish Proposition 3.12.
Proof of Proposition 3.12. By Proposition 4.1, there exists a constant C1 = C1(ε) > 1 and a mutual
coupling between (P,Q,R) under which P
[
Ω1
] ≤ C1N−2, where we have denoted the event Ωc1 ={
HP|S ≤ HQ|S ≤ HR|S
}
and recalled that S = [−ℓ3, ℓ3]× [0, ℓ]. Additionally, Proposition 4.5 yields
a sequence A = (A1, A2, . . .) ⊂ Z≥1 of integers tending to∞ such that E
[
HR(x, y)
]−E[HP(x, y)] ≤
A−5N , for each (x, y) ∈ A = [−AN , AN ] × [0, AN ]. Denoting ςN = 48A−3N for each N ∈ Z≥1, it
follows that ς = ς(ε) = (ς1, ς2, . . .) ⊂ R>0 is a sequence of real numbers tending to 0 such that
E
[
HR(x, y)
] − E[HP(x, y)] ≤ ςN48A2N , for each (x, y) ∈ A. We may assume that AN < N1/20 and
that ςN > N
−1/20.
Then, since P[Ω1] ≤ C1N−2 and since the 1-Lipschitz properties of HP and HR imply the
deterministic estimate
∣∣HR(x, y)−HP(x, y)∣∣ ≤ 4AN for each (x, y) ∈ A, it follows that
0 ≤ E[HR(x, y)|Ωc1]− E[HP(x, y)|Ωc1]
=
(
E
[
HR(x, y)
]− E[HP(x, y)])P[Ωc1]−1 − (E[(HR(x, y)−HP(x, y))1Ω1])P[Ωc1]−1
≤ ςN
24A2N
+ 8C1ANN
−2 ≤ ςN
12A2N
,
for each (x, y) ∈ A and sufficiently large N . Therefore, since |A| ≤ 6A2N , we deduce that∑
(x,y)∈A
E
[
HR(x, y)−HP(x, y)|Ωc1
] ≤ ςN
2
.
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Thus, a Markov estimate and the fact that HP|A ≤ HR|A on Ωc1 together yield an event Ω2 ⊆ Ωc1
with P[Ω2] ≤ ςN2 , such that HP|A = HR|A on Ωc2 ∩ Ωc1. Letting Ω = Ω1 ∪ Ω2 then implies
P[Ω] ≤ ςN2 +C1N−2 ≤ ςN for sufficiently largeN . Furthermore, sinceHP|A ≤ HQ|A ≤ HR|A on Ωc1,
we must have HP|A = HQ|A = HR|A on Ωc. Hence P
[
HP|A = HQ|A = HR|A
] ≥ P[Ωc] ≥ 1− ςN ,
and so P
[
P|A = Q|A = R|A
] ≥ 1− ςN . 
5. A Scale Reduction Estimate
By the content of Section 3 and Section 4, in order to establish Theorem 1.5 it suffices to prove
the local law Theorem 3.6. This will proceed by induction on (the logarithm of) the scale M .
In particular, after establishing an initial estimate that consists of verifying (3.2) and (3.3) when
M ∼ N(logN)c is sufficiently large, we will show that if the bounds (3.2) and (3.3) hold on some scale
M then they also hold (with a mild error) on the smaller scale M8 . In this section we establish this
type of “scale reduction estimate,” given by Proposition 5.6 below; using this result, we will later
prove Theorem 3.6 in Section 6.
We begin in Section 5.1 by stating two global laws for lozenge tilings, with effective error rates,
and a Hölder estimate satisfied by maximizers of E with suitable boundary data, which will be
established in Section 7, Section 8, and Appendix B below. Next, we state the scale reduction
estimate Proposition 5.6 in Section 5.2; there, we also provide some preliminary definitions and
results that will be used in its proof. We then prove Proposition 5.6 in Section 5.3.
5.1. Effective Global Laws and a C2,α Estimate. Recall that Proposition 2.1 provided a global
law for height functions associated with uniformly random lozenge tilings. For the proof of Propo-
sition 5.6, it will be useful to have an effective version of that result, which makes the dependence
of the error ̟ on N there explicit. In this section we state two different such effective global laws,
given by Theorem 5.1 and Theorem 5.2 below, which will be established in Section 7 and Section 8,
respectively.
The former (Theorem 5.1) holds in greater generality, in that it applies to arbitrary boundary
data subject to Assumption 3.5, while the latter (Theorem 5.2) only applies to boundary data whose
associated limit shape does not exhibit frozen facets. However, the error is smaller in Theorem 5.2,
which will make it useful in the proof of Proposition 5.6. Therefore, we will also require a condition
under which the assumptions in Theorem 5.2 can be verified; this will be given by Proposition 5.4,
which provides gradient and Hölder estimates for maximizers of E under suitable boundary data.
The first of these two effective global laws is given by the following result, whose proof will be
provided in Section 7.3 below.
Theorem 5.1. For any fixed ε ∈ (0, 14), there exists a constant C = C(ε) > 1 such that the
following holds. Adopting the notation of Assumption 3.5, we have that
P
[
max
u∈BεN (v0)
∣∣∣∣N−1(H(u)−H(v0))− (H(N−1u)−H(N−1v0))∣∣∣∣ > (logN)−1/400
]
< Ce−N .
Before proceeding, let us briefly explain an issue that will arise if one attempts to use only
Theorem 5.1 in the proof of Theorem 3.6. As mentioned previously, that proof will be by induction,
reducing the scale M there by factors of 8 at a time. In particular, to pass from the initial scale of
N
(logN)c to significantly smaller scales requires of order logN reductions. The error incurred by each
reduction will approximately be given by that of the global law and so, if this error is (logN)−1/400
as in Theorem 5.1, then the total error accumulated will diverge with N .
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Thus, although Theorem 5.1 will be used in the proof of Theorem 3.6, we will also require a
variant of that global law with a smaller error estimate, namely one of order (logN)−1−c for some
c > 0. Unfortunately, for general boundary conditions, we do not know how to show such a result.
Although one can likely increase the exponent 1400 in Theorem 5.1 to some extent, a limitation in the
proof of that theorem to directly improving the exponent to exceed 1 appears in the effective variant
of Rademacher’s theorem, given by Proposition 7.6 below. The error there is of order (logN)−1/10,
and it is not certain to us whether the bound still holds with error (logN)−1.
However, for certain families of boundaries, a more precise variant of the global limit shape
theorem was implicitly established in [49]. In particular, it was essentially shown there that if the
normalized boundary height function h “approximately” gives rise to a global profile exhibiting no
frozen facets (that is, its gradient is everywhere in the interior of T ), then the limit shape result can
be established with a smaller error estimate. Here, the term “approximately” refers to the existence
of “barrier functions” g1, g2 : ∂R → R whose associated maximizers on R exhibit no frozen facets,
such that g1 ≤ h ≤ g2 and |g2 − g1| is small.
To state this result, we first require certain families of (semi)norms on function spaces. To that
end, for any integer d > 0 and subset R ⊆ Rd, let C(R) denote the set of real-valued continuous
functions on R. Furthermore, for any d-tuple (γ1, γ2, . . . , γd) ∈ Zd≥0, define |γ| =
∑d
i=1 γi and
∂γ =
∏d
i=1(∂i)
γi , where we have abbreviated ∂i =
∂
∂xi
for each i ∈ [1, d].
If R is open, then for each k ∈ Z≥1 let Ck(R) denote the set of f ∈ C(R) such that ∂γf ∈ C(R)
for each γ ∈ Zd≥0 with |γ| ≤ k. Further let Ck(R) denote the set of functions f ∈ Ck(R) such that
∂γf ∈ C(R) extends continuously to R, for each γ ∈ Zd≥0 with |γ| ≤ k.
For any f ∈ C(R), α ∈ (0, 1], and k ∈ Z≥0, additionally define
‖f‖0 = ‖f‖0;R = sup
z∈R
∣∣f(z)∣∣; [f ]α = [f ]α;R = sup
y,z∈R
y 6=z
∣∣f(y)− f(z)∣∣
|y − z|α
[f ]k = [f ]k,0 = [f ]k,0;R = max
γ∈Zd≥0
|γ|=k
‖∂γf‖0; [f ]k,α = [f ]k,α;R = max
γ∈Zd≥0
|γ|=k
[∂γf ]α.
Define the Hölder space Ck,α(R) to be the set of f ∈ Ck(R) such that [f ]k,α;R0 < ∞, for any
compact subset R0 ⊂ R. Also define Ck,α(R) =
{
f ∈ Ck(R) : [f ]k,α;R < ∞
}
. By restriction, we
have that Ck,α(R) ⊆ Ck,α(U) for any subset U ⊆ R. Let us define norms on these spaces by setting
‖f‖Ck(R) = ‖f‖k =
k∑
j=0
[f ]j;0;R; ‖f‖Ck,α(R) = ‖f‖k + [f ]k,α.
Now we can state the second effective limit shape theorem; its proof will be given in Section 8.3
below. As mentioned above, this result imposes the existence of barrier functions g1, g2 that bound
the boundary height function of a (free) tiling from above and below, respectively, whose associ-
ated maximizers of E exhibit no frozen facets. It additionally assumes global C2 bounds on these
maximizers of order slightly smaller than logN , as well as C2,α bounds whose exponent α appears
in the error estimate.
In what follows, we restrict to the case when R = B = B1(0, 0) (recall the notation on disks
from (2.5)), as this will suffice for our purposes. We also recall the sets Tε and G(h) from (2.2) and
Definition 2.2, respectively.
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Theorem 5.2. For fixed real numbers ε ∈ (0, 14); α, ν ∈ (0, 1); and D > 0, there exists a constant
C = C(ε, α, ν,D) > 1 such that the following holds. Fix an integer N ∈ Z≥1; set R = BN ∩ T; and
let h : ∂R→ Z denote a boundary height function on ∂R.
Suppose that there exist two functions g1, g2 : ∂B → R admitting admissible extensions to B and
satisfying the following three assumptions. In the below, G1, G2 ∈ Adm(B) denote the maximizers
of E on B with boundary data g1, g2, respectively.
(1) For any z ∈ ∂B and v ∈ ∂R with |v −N−1z| ≤ 4N−1, we have g1(z) ≤ N−1h(v) ≤ g2(z).
(2) For each z ∈ B and i ∈ {1, 2}, we have ∇Gi(z) ∈ Tε.
(3) For each i ∈ {1, 2}, we have ‖Gi−Gi(0, 0)‖C2(B) ≤ (logN)1−ν and ‖Gi−Gi(0, 0)‖C2,α(B) ≤
(logN)10.
If H : R→ Z denotes a uniformly random element of G(h), then
max
v∈R
P
[
N−1H(v) < G1(N−1v)− 2N−α/5
]
< CN−D;
max
v∈R
P
[
N−1H(v) > G2(N−1v) + 2N−α/5
]
< CN−D.
(5.1)
Remark 5.3. If |g1−g2| < λ then Remark 2.6 and Theorem 5.2 together imply that Proposition 2.1
holds, with ̟ = λ+ 2N−α/5. In particular, if λ≪ (logN)−1−c, then ̟ ≪ (logN)−1−c.
The special case of Theorem 5.2 when ‖Gi‖C2(B) is uniformly bounded in N can be deduced from
the proof of equation (44) of [49]. However, since the setting in [49] is a bit different from the one
here, and since we also must address the situation when ‖Gi‖C2(B) is not uniformly bounded, we
will provide the proof of Theorem 5.2 in Section 8, closely following the framework of [49].
Given Theorem 5.2, it will be useful to understand under what conditions will a maximizer of E
on a disk (which we will take to be B1/8, instead of B, since this will be the setting for applications)
satisfy the second and third assumptions listed there. Such an assumption is provided by the
following proposition, whose proof will be given in Appendix B below. This condition essentially
imposes for some small λ > 0 that the boundary data h : ∂B1/8 → R is the restriction to ∂B1/8 of
some ϕ ∈ C2(B1/8) with ‖ϕ‖C2(B1/8) ≪ λ−1, and that there exists a nearly linear boundary function
g on the larger domain ∂B whose associated maximizer is close to (within λ of) h on ∂B1/8. We
refer to the left side of Figure 9 for a depiction.
In the below, we recall the notation on nearly linear functions from Definition 2.12.
Proposition 5.4. For any fixed real numbers ε, θ ∈ (0, 12) and α ∈ (0, θ4], there exists a constant
δ = δ(ε, θ) ∈ (0, 1) such that the following holds. Let h : ∂B1/8 → R denote a function admitting
an admissible extension to B1/8; let H ∈ Adm(B1/8; h) denote the maximizer of E on B1/8 with
boundary data h; and let λ ∈ (0, δ) be a real number.
Suppose that there exists a function g : ∂B → R admitting an admissible extension to B; a pair
(s, t) ∈ Tε; and a function ϕ ∈ C2(B1/8) satisfying the following three assumptions. In the below,
G ∈ Adm(B; g) denotes the maximizer of E on B with boundary data g.
(1) We have supz∈∂B1/8
∣∣G(z)− h(z)∣∣ ≤ λ.
(2) The function g is λ2θ-nearly linear of slope (s, t) on ∂B.
(3) We have ‖ϕ− ϕ(0, 0)‖C2(B1/8) ≤ λ2θ−1 and ϕ|∂B1/8 = h.
Then, denoting µ = λ1+θ/8, we have that
sup
z∈B1/8
∣∣∇H(z)− (s, t)∣∣ ≤ λ15θ/16; ∥∥H−H(0, 0)∥∥C2,α(B1/8−µ) ≤ λθ/2−1.(5.2)
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ϕ|∂B1/8 = h ≈ G|∂B1/8
G
H
∇H ≈ (s, t)
B
B1/5
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z
8λ
ς14
Figure 9. Depicted to the left is the setting for Proposition 5.4. Depicted to the
right is the setting for Definition 5.8 where, on the complement of Γz0;z, we require
that Φ be approximately linear on the shaded disk.
Observe that the first bound in (5.2) is a global gradient estimate,7 as it applies on all of the
domain B1/8 ofH. Moreover, since (s, t) ∈ Tε, it implies for sufficiently small δ that∇H(z) ∈ Tε/2 for
each z ∈ B1/8, and so H exhibits no frozen facets. The second bound in (5.2) is an interior estimate,
and is therefore slightly different from what is imposed in the third assumption of Theorem 5.2.
However, it is “nearly” a global estimate, since it applies quite close (of distance µ ≪ λ) to the
boundary, and will therefore eventually suffice for our purposes.
Additionally, recall that Theorem 5.2 requires that the C2-norms of the G1 and G2 there are
bounded by (logN)1−c. Since the second estimate in (5.2) bounds this norm by λθ/2−1, we may
take λ = (logN)−1−c (for some small constant c = c(θ) > 0) while still ensuring that ‖H −
H(0, 0)‖C2(B1/8−µ) < (logN)1−c. This fact will later be useful for showing that the scale reduction
estimate Proposition 5.6 below remains valid when its error λ is of order (logN)−1−c.
5.2. An Improved Estimate Upon Scale Reduction. In this section we state the scale re-
duction estimate, which is given by Proposition 5.6 and will be established in Section 5.3 below.
However, before doing so, let us introduce notation for when Theorem 5.2 is applicable and yields
a global law whose error is of order λ.
Definition 5.5. Suppose we are given an integer N ∈ Z≥1 and four real numbers ε ∈
(
0, 14
)
,
ρ ∈ R>0, and ς, α ∈ (0, 1). Define the domain R = BρN ∩ T, and further suppose that a boundary
height function h : ∂R → Z and a function g : ∂Bρ → R admitting an admissible extension to Bρ
are also given. For any real number λ ∈ (0, ρ), we say that the parameters (N ; ε; ρ; ς ;α;h; g) are
λ-confined if they satisfy the following three properties. In the below, G ∈ Adm(Bρ; g) denotes the
maximizer of E on Bρ with boundary data g.
7The exponent 15θ
16
there can be replaced by any constant less than θ.
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(1) For each point z ∈ ∂Bρ and vertex v ∈ ∂R such that |z − N−1v| ≤ 4N−1, we have that∣∣g(z)−N−1h(v)∣∣ ≤ λ.
(2) For each z ∈ Bρ, we have that ∇G(z) ∈ Tε/2.
(3) We have that
∥∥G−G(0, 0)∥∥C2,α(Bρ−λ) < ς logN .
Observe in particular that, if ς ≤ (logN)−ν for some ν > 0, then Theorem 5.2 applies on the
slightly smaller domain Bρ−λ, when the parameters (N ; ε; ρ; ς ;α;h; g) are λ-confined. By the 1-
Lipschitz property of height functions and Remark 5.3, this can be seen to imply that a uniformly
random height function H : R→ Z of G(h) (recall Definition 2.2) likely approximates the maximizer
H : Bρ → R of E on Bρ with boundary data N−1h (within an error of 3λ+ 2N−α/5).
Thus, the scale reduction estimate, which we recall should provide bounds for H on BN/8 given
analogous ones on BN , will essentially state the following. If (N ; ε; 1; ς ;α;h; g) are λ-confined, then
with high probability there exists f : ∂B1/8 → R, which is in a sense “close to” the restriction of the
maximizer G ∈ Adm(B; g) of E to ∂B1/8, such that
(
N ; ε; 18 ;κ;α;H |∂(BN/8∩T); f
)
are µ-confined,
for some µ ≤ λ8 and κ ≤ 8−1−ας ; these altered values of µ and ϑ are to account for scaling by 18 .
The following proposition provides such a statement precisely, under the additional assumption
that g is nearly linear (recall Definition 2.12). Its proof will be given in Section 5.3.
Proposition 5.6. For any fixed real numbers ε ∈ (0, 14) and D > 0, there exist constants C1 =
C1(ε) > 1 and C2 = C2(ε,D) > 1 such that the following holds. Let N be a positive integer; define
the domain R = BN ∩ T; let h : ∂R→ Z denote a partial height function on R; and let H : R→ Z
denote a uniformly element of G(h). Further fix parameters
α =
1
17500
; ς = (logN)−α; λ ∈ [(logN)−1−α, ς15].
Suppose that there exist a pair (s, t) ∈ Tε and a function g : ∂B → R admitting an admissible
extension to B that satisfy the following two assumptions.
(1) The function g is ς10-nearly linear with slope (s, t) on ∂B.
(2) The parameters (N ; ε; 1; ς ;α;h; g) are λ-confined.
Let G ∈ Adm(B; g) denote the maximizer of E on B with boundary data g. Then, there exists an
event Γ with P[Γ] ≤ C2N−D such that
max
u∈R
∣∣G(N−1u)−N−1H(u)∣∣1Γc ≤ 6λ.(5.3)
Moreover, on Γc, there exists a random (dependent on H) function f : ∂B1/8 → R admitting an
admissible extension to B1/8 and satisfying the following two properties. Here, we set µ = ςαλ =
(logN)−α
2
λ and let F ∈ Adm(B1/8; f) denote the maximizer of E on B1/8 with boundary data f .
(1) For each i ∈ {1, 2}, we have the bounds
sup
z∈B1/8
∣∣F (z)−G(z)∣∣ ≤ 7λ; sup
z∈B1/32
∣∣∇F (z)−∇G(z)∣∣ < C1λ.
(2) The parameters
(
N ; ε; 18 ;
ς
64 ;α;H |∂(BN/8∩T); f
)
are µ-confined.
We refer to the left side of Figure 3 for a depiction, where the M there is N here.
Remark 5.7. One would like to inductively use Proposition 5.6 by applying it; then scaling by 18
(that is, replacing N8 with N); and repeating. Assuming that such a procedure can be implemented
(as will be shown to be the case in Section 6), observe that, since µ = (logN)−α
2
λ ≪ λ, after
α−2 applications of Proposition 5.6, λ would decrease from an initial value of (logN)−15α ≫
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(logN)−1/400 to its minimum possible value of (logN)−1−α. Then, (5.3) would imply that H
satisfies a global law with error 5(logN)−1−α, which (as mentioned after Theorem 5.1) will be
useful for establishing the local law Theorem 3.6. Thus, Proposition 5.6 also serves as a way of
decreasing the error in the global law from (logN)−c to below (logN)−1. We will explain this in
more detail in Section 6.
Now, let us define the event Γ from Proposition 5.6; it will essentially be the one on which either
(5.3) does not hold or H is not locally approximately linear. In what follows, we extend H to BN
by linearity on faces of R∩T and arbitrarily on BN \R, in such a way that it is 1-Lipschitz on BN .
Definition 5.8. Define Φ : B → R by setting Φ(z) = N−1H(Nz), for each z ∈ B. Then define the
event
Γ0 =
{
sup
z∈B
∣∣Φ(z)−G(z)∣∣ > 6λ}.(5.4)
Moreover, for any z0, z ∈ B such that B8λ/ς14(z0) ⊂ B1/5 and |z − z0| ≤ ςλ, define the event
Γz0;z =
{∣∣Φ(z)− Φ(z0)− (z − z0) · ∇G(z0)∣∣ > ς14λ}.
Set Γ = Γ0 ∪
⋃
Γz0;z, where the union is over all z0, z ∈ B with B8λ/ς14(z0) ⊂ B1/5 and z ∈ Bςλ(z0).
We refer to the right side of Figure 9 for a depiction. Observe that (5.3) holds on Γc, due to (5.4);
we will bound P[Γ] in Lemma 5.10 below. Next, let us describe the function f from Proposition 5.6;
it will be determined by first convolving Φ with a suitable smooth function ψ (supported on scale
ςλ) and then restricting to B1/8. This is made precise through the following definition.
Definition 5.9. Set ϑ = ςλ, and let ψ : R2 → R≥0 denote a smooth, nonnegative function
supported on Bϑ, such that∫
R2
ψ(w)dw = 1; |ψ|C0(R2) ≤ 10ϑ−2; |ψ|C1(R2) ≤ 20ϑ−3; |ψ|C2(R2) ≤ 60ϑ−4.(5.5)
Further define the function ϕ : B1/6 → R by setting
ϕ(z) =
∫
R2
Φ(z − w)ψ(w)dw, for each z ∈ B1/6.(5.6)
Denote f = ϕ|∂B1/8 , and let F ∈ Adm(B1/8; f) denote the maximizer of E on B1/8 with boundary
data f .
We will verify that f satisfies the two properties stated in Proposition 5.6 in Section 5.3. We
conclude this section with the following lemma that estimates P[Γ]. The bound on P[Γ0] will follow
from Theorem 5.2, and the bound on each P[Γz0;z] will follow from first applying of Theorem 5.1
on disks of radius 8ς−14λN ≪ N centered at Nz0 and then using a Taylor expansion.
Lemma 5.10. For any D > 0, there exists a constant C = C(ε,D) > 1 such that P[Γ] < CN−D.
Proof. By a union bound and the fact that Φ is 1-Lipschitz, it suffices to show the existence of a
constant C = C(ε,D) > 1 such that
P[Γ0] ≤ CN−D; P
[∣∣Φ(z)− Φ(z0)− (z − z0) · ∇G(z0)∣∣1Γc0 > Cς15λ] ≤ Ce−λN ,(5.7)
for any fixed z0, z ∈ B such that B8λ/ς14(z0) ⊂ B1/5 and z ∈ Bςλ(z0).
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To establish the first bound in (5.7), we apply the 1-Lipschitz properties of H and G; Theorem 5.2
on the domain B(1−λ)N ∩T, where the functions (g1, g2) there are
(
G|∂B1−λ−3λ,G|∂B1−λ+3λ
)
here
(and whose assumptions are satisfied by the λ-confinement of (N ; ε; 1; ς ;α;h; g) and the Lipschitz
properties of F and G); and a union bound to deduce that
P
[ ⋃
z∈B1−λ
{
Φ(z) < G(z)− 3λ− 2N−α/5} ∪ ⋃
z∈B1−λ
{
Φ(z) > G(z) + 3λ+ 2N−α/5
}]
< C1N
−D,
for some constant C1 = C1(ε,D) > 1. This estimate; the 1-Lipschitz properties of Φ and G on B1;
the fact that 2N−α/5 < λ for sufficiently large N ; and (5.4) together imply the first bound of (5.7).
To establish the second, fix z0, z ∈ B with B8λ/ς14(z0) ⊂ B1/5 and z ∈ Bςλ(z0); for notational
convenience, let us assume that z0 = (0, 0). Further denote r = ς
−14λ; abbreviate U = B8r =
B8r(z0); and condition on Φ|B\U (or, equivalently, on H |BN\NU). Then associated with H |NU is a
free tiling of NU ∩ T; denoting A = NU ∩ T, the law of H |A is then given by that of a uniformly
random element of G(H |∂A).
To prove the second estimate in (5.7), we will rescale by r−1 and use the global law Theorem 5.1
to approximate (rN)−1H |A by a maximizer of E on B8 = r−1U. Since r ≫ ςλ, a Taylor expansion
will then show that Φ is likely almost linear (with error of order r−1ςλ = ς15) on Bςλ.
To implement this, define the function χ : ∂B8 → R by setting χ(z) = (rN)−1H(rNz) =
r−1Φ(rz), for each z ∈ ∂B8. Then let Ξ ∈ Adm(B8;χ) denote the maximizer of E on B8 with
boundary data χ. In order to apply Theorem 5.1 on A (with the ε, h, and H there equal to ε4 ,
χ, and Ξ here, respectively), we must first verify that ∇Ξ(z) ∈ ∂Tε/4 for |z| < ε4 , as imposed in
Assumption 3.5.
To that end, define G(r) : B8 → R by setting G(r)(z) = r−1G(rz) for each z ∈ B8, and observe
(by Remark 2.11) that G(r) is a maximizer of E on B8. We will first bound
∣∣Ξ − G(r)∣∣ on B8 and
then use Proposition 2.13 to compare ∇Ξ to ∇G. Since ∇G(r)(z) = ∇G(rz) ∈ Tε/2, this will show
∇Ξ(z) ∈ Tε/4 for z ∈ B.
To do this, observe that (5.4) yields supz∈B
∣∣Φ(z)−G(z)∣∣1Γc0 ≤ 6λ, and therefore
sup
z∈B8
∣∣Ξ(z)−G(r)(z)∣∣1Γc0 = sup
z∈∂B8
∣∣χ(z)−G(r)(z)∣∣1Γc0 ≤ 6r−1λ = 6ς14,(5.8)
where to derive the first equality we used Remark 2.6.
In order to apply Proposition 2.13, we must next show that Ξ and G(r) are both nearly linear.
To that end, first observe that since g is ς10-nearly linear of slope (s, t) on B, there exists a linear
function Λ : B → R of slope (s, t) on B such that supz∈B
∣∣g(z)−Λ(z)∣∣ < ς10. Then, since (s, t) ∈ Tε
and U ⊂ B1/4, we deduce from Proposition 2.13 (applied with the (h1, h2) there equal to the (g,Λ|∂B)
here) that there exists a constant C2 = C2(ε) > 1 such that supz∈U
∣∣∇G(z)− (s, t)∣∣ < C2ς10 < C2ς
and ‖G −G(0, 0)‖C2(U) ≤ C2. Next, recall the constants δ = δ
(
ε
4
)
> 0 and C3 = C3
(
ε
4
)
> 1 from
Proposition 2.13, and assume that N is sufficiently large so that 64C2r + 6C3ς
14 < min
{
δ
2 ,
ε
4
}
.
Now denote (s0, t0) = ∇G(z0) = ∇G(0, 0) ∈ Tε/2. From a Taylor expansion and the bound
‖G‖C2(U) ≤ C2, we obtain
sup
z∈B8
∣∣G(r)(z)−G(r)(0, 0)− z · (s0, t0)∣∣ = r−1 sup
z∈U
∣∣G(z)−G(0, 0)− z · (s0, t0)∣∣
≤ C2r−1 sup
z∈U
|z − z0|2 = 64C2r,
UNIVERSALITY FOR LOZENGE TILING LOCAL STATISTICS 47
where we have used the fact that ∇G(r)(0, 0) = ∇G(0, 0) = (s0, t0). It follows that G(r) is δ2 -nearly
linear of slope (s0, t0) on B8, which together with (5.8) implies that Ξ is δ-nearly linear with slope
(s0, t0) on B8. Therefore, Proposition 2.13 (with Remark 2.11) applies and by (5.8) yields
sup
z∈B
∣∣∇G(r)(z)−∇Ξ(z)∣∣1Γc0 ≤ C3ς14; ‖Ξ− Ξ(0, 0)‖C2(B)1Γc0 ≤ C3.(5.9)
Since ∇G(r)(z) ∈ Tε/2 for each z ∈ B2 (due to the λ-confinement of (N ; ε; 1; ς ;α;h; g)), it follows
from the first bound in (5.9) that ∇Ξ(z) ∈ Tε/4 for each z ∈ Bε/4 ⊂ B and N sufficiently large. This
implies that Assumption 3.5 is satisfied, where the N there is ⌊rN⌋ here; the ε there is ε4 here; the
R there is A here; the h there is H |∂A here; the H there is Ξ here; and the v0 there is Nz0 = (0, 0)
here. Thus Theorem 5.1, the fact that ς35 = (logN)−1/500 >
(
log⌊rN⌋)−1/400, and the fact that
H and Ξ are 1-Lipschitz together yield a constant C4 = C4(ε) > 1 such that
P
[
sup
z∈Bεr/4
∣∣∣r−1N−1(H(Nz)−H(0, 0))− (Ξ(r−1z)− Ξ(0, 0))∣∣∣1Γc0 > ς35
]
< C4e
−rN .(5.10)
Moreover, a Taylor expansion and the second bound in (5.9) together imply∣∣Ξ(r−1z)− Ξ(0, 0)− r−1z · ∇Ξ(0, 0)∣∣1Γc0 ≤ C3r−2|z|2 ≤ C3ς30,(5.11)
whenever |z − z0| = |z| ≤ ςλ = ς15r. Combining the first statement of (5.9), (5.10), (5.11), and the
facts that r = ς−14λ and ∇G(r)(0, 0) = ∇G(0, 0) imply the existence of a constant C5 = C5(ε) > 1
such that
P
[
sup
z∈Bςλ
∣∣∣N−1(H(Nz)−H(0, 0))− z · ∇G(0, 0)∣∣∣1Γc0 > C5ς29r
]
< C4e
−rN ,(5.12)
whenever |z| ≤ ςλ = ς15r. So, we deduce the second bound in (5.7) from (5.12) and the facts that
Φ(z) = N−1H(Nz) and r = ς−14λ. 
5.3. Proof of Proposition 5.6. In this section we establish Proposition 5.6; throughout this
section, we adopt the notation of Section 5.2. It suffices to show that f satisfies the two properties
listed in Proposition 5.6 on the event Γc. To that end, we begin with the following lemma, whose
second statement verifies that it satisfies the first one there.
Lemma 5.11. There exists a constant C = C(ε) > 1 such that the following two statements hold
for sufficiently large N . First, we have that
sup
z∈B1/4
∣∣∇G(z)− (s, t)∣∣ < Cς.(5.13)
Second, we have that
sup
z∈B1/8
∣∣G(z)− F (z)∣∣1Γc ≤ 7λ; sup
z∈B1/32
∣∣∇F (z)−∇G(z)∣∣1Γc < Cλ.(5.14)
Proof. To establish (5.13), recall the constant δ = δ(ε) from Proposition 2.13 and assume that N
is sufficiently large so that 7λ + ς < δ. The first property imposed on g in Proposition 5.6 yields
a linear function Λ : B → R of slope (s, t) such that supz∈∂B
∣∣g(z) − Λ(z)∣∣ < ς10 < ς < δ. Then
applying Proposition 2.13 (and in particular the first bound in (2.6)), with the (h1, h2) there equal
to (g,Λ|∂B) here, we obtain (5.13).
Next, to establish (5.14), we restrict to Γc and first bound
∣∣ϕ(z) − G(z)∣∣1Γc for z ∈ ∂B1/8.
The definition (5.6) of ϕ and the facts that H is 1-Lipschitz; that
∫
R2
ψ(w)dw = 1; and that ψ is
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nonnegative and supported on Bϑ together imply that supz∈∂B1/8
∣∣ϕ(z)−Φ(z)∣∣ ≤ ϑ < λ. Moreover,
(5.4) yields supz∈B
∣∣Φ(z) − G(z)∣∣1Γc ≤ 6λ, and so supz∈∂B1/8 ∣∣ϕ(z) − G(z)∣∣1Γc ≤ 7λ. Hence, the
first estimate in (5.14) follows from Remark 2.6 and the fact that f = ϕ|∂B1/8 .
Now let us establish the second statement of (5.14). To do this first observe that, by applying
Remark 2.6 with the (H1,H2) there equal to (G,Λ) here, we obtain that G is ς10-nearly linear on
B. This and the bounds supz∈∂B1/8
∣∣F (z)−G(z)∣∣1Γc ≤ 7λ and 7λ+ ς < δ together imply that F is
δ-nearly linear on B1/8. Therefore, we may apply Proposition 2.13 (and Remark 2.11) to the pair
(F,G), and so the first bound in (2.6) and the first bound in (5.14) together yield
sup
z∈B1/32
∣∣∇F (z)−∇G(z)∣∣1Γc < C sup
z∈∂B1/8
∣∣F (z)−G(z)∣∣1Γc ≤ 7Cλ,
for some constant C = C(ε) > 1. This yields the second estimate in (5.14). 
Next, we must verify that the parameters
(
N ; ε; 18 ;
ς
64 ;α;H |∂(BN/8∩T); f
)
satisfy the three condi-
tions of being µ-confined listed in Definition 5.5. To establish the first, observe for sufficiently large
N and any z ∈ ∂B1/8 that we (deterministically) have that
sup
z∈∂B1/8
∣∣N−1H(Nz)− f(z)∣∣ = sup
z∈∂B1/8
∣∣Φ(z)− ϕ(z)∣∣ ≤ µ− 4N−1,(5.15)
which follows from the definitions (5.6) of ϕ and the facts that
∫
R2
ψ(w)dw = 1; that ψ is nonnegative
and supported on Bϑ; that H is 1-Lipschitz; and that ϑ = ςλ < µ− 4N−1 (since µ = ςαλ). Again
since H is 1-Lipschitz, this verifies the first property in Definition 5.5 (whose g and λ there are f
and µ here, respectively).
That f satisfies the second and third conditions in Definition 5.5 will follow from a suitable
application of Proposition 5.4, to which end it suffices to verify the conditions of that proposition
(whose h and H are f and F here, respectively). The following lemma will be used to verify the
third one there.
Before stating it, let us mention that by the 1-Lipschitz property of Φ and rescaling by ϑ−1, one
can quickly deduce that the second derivatives of ϕ are bounded by ϑ−1. However, since ϑ−1 ≫ λ−1,
this would not verify the third assumption in Proposition 5.4. The below lemma will improve this
ϑ−1 estimate by powers of ς , through use of the fact that we are restricting to the complements of
the events Γz0;z (on which Φ is not nearly linear) from Definition 5.8.
Lemma 5.12. For N sufficiently large, we have that
∥∥ϕ− ϕ(0, 0)∥∥C2(B1/6)1Γc < ς11λ−1.
Proof. To estimate
∥∥ϕ− ϕ(0, 0)∥∥C2(B1/6), we must bound ∥∥ϕ− ϕ(0, 0)∥∥C1(B1/6) and ∣∣∂i∂jϕ(z0)∣∣ for
any i, j ∈ {x, y} and z0 ∈ B1/6. To do the former, observe that the definition (5.6) of ϕ; the fact
that Φ is 1-Lipschitz; and the fact that the function ψ from Definition 5.9 is positive, supported on
Bϑ, and satisfies
∫
R2
ψ(w)dw = 1 together imply for sufficiently large N that∥∥ϕ− ϕ(0, 0)∥∥C1(B1/6) = supz∈B1/6 ∣∣∇ϕ(z)∣∣+ supz∈B1/6 ∣∣ϕ(z)− ϕ(0, 0)∣∣
≤ sup
z∈B1/5
∣∣∇Φ(z)∣∣+ sup
z∈B1/6
∣∣Φ(z)− Φ(0, 0)∣∣+ 2ϑ ≤ 2.(5.16)
Thus, it remains to estimate the second derivatives of ϕ. To that end, it will be useful to rescale
by ϑ−1. So, define ψ(ϑ) : R2 → R2 by setting ψ(ϑ)(z) = ϑ2ψ(ϑz), for each z ∈ R2. Further fix
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z0 ∈ B1/6, and define Φ(ϑ) : B1/2ϑ → R and ϕ(ϑ) : B1/6ϑ → R by setting
Φ(ϑ)(z) = ϑ−1
(
Φ(ϑz)− Φ(z0)− (ϑz − z0) · ∇G(z0)
)
; ϕ(ϑ)(z) =
∫
R2
Φ(ϑ)(z − w)ψ(ϑ)(w)dw,
for each z ∈ B1/2ϑ and each z ∈ B1/6ϑ, respectively. We then have for any i, j ∈ {x, y} that∣∣∂i∂jϕ(z0)∣∣ = ϑ−1∣∣∂i∂jϕ(ϑ)(ϑ−1z0)∣∣, and so it suffices to estimate the latter quantity.
In view of the fourth statement of (5.5), the fact that ∂i∂jψ
(ϑ)(ϑ−1z) = ϑ4∂i∂jψ(z) for any
z ∈ R2, and the fact that ψ(ϑ) is supported on B, we have that
∣∣∂i∂jϕ(z0)∣∣1Γc = ϑ−1∣∣∂i∂jϕ(ϑ)(ϑ−1z0)∣∣1Γc = ϑ−11Γc ∣∣∣∣∫
R2
Φ(ϑ)(ϑ−1z0 − w)∂i∂jψ(ϑ)(w)dw
∣∣∣∣
≤ 60ϑ−11Γc
∫
B
∣∣Φ(ϑ)(ϑ−1z0 − w)∣∣dw ≤ 240ϑ−2ς14λ.
(5.17)
To deduce the last estimate of (5.17) we used the fact that
∣∣Φ(ϑ)(ϑ−1z0−w)∣∣1Γc ≤ ϑ−1ς14λ whenever
w ∈ B, which holds since ⋃z∈Bϑ(z0) Γz0;z ⊆ Γ (recall Definition 5.8). We now obtain the lemma
from (5.16) and (5.17) (applied to each z0 ∈ B1/6), since ϑ = ςλ. 
Now we can establish Proposition 5.6.
Proof of Proposition 5.6. By Lemma 5.10, there exists a constant C2 = C2(ε,D) > 1 such that
P[Γ] ≤ C2N−D. Furthermore, the definition (5.4) of Γ0 ⊆ Γ implies that (5.3) holds on Γc. There-
fore, it suffices to show that f from Definition 5.9 satisfies the two properties listed in Proposition 5.6.
The first is verified by (5.14).
It remains to show that the parameters
(
N ; ε; 18 ;
ς
64 ;α;H |∂(BN/8∩T); f
)
are µ-confined, to which
end we must verify that they satisfy the three properties listed in Definition 5.5, after restricting
to the event Γc. The estimate (5.15) and the 1-Lipschitz property of Φ together imply that they
satisfy the first one listed there.
To verify that they also satisfy the second and third, we apply Proposition 5.4, with the (ε, θ, α)
there equal to
(
ε, 13750 ,
1
17500
)
here; the (h,H) there equal to (f, F ) here; the λ there equal to 7λ
here; and the
(
g, (s, t), ϕ
)
there equal to
(
g, (s, t), ϕ
)
here. Let us verify that these parameters
satisfy the three assumptions listed in Proposition 5.4.
The first bound in (5.14) implies that supz∈∂B1/8
∣∣f(z)−G(z)∣∣ ≤ 7λ on Γc; this verifies the first
condition in Proposition 5.4. The second follows from the fact that g is assumed to be ς10-nearly
linear with slope (s, t) ∈ Tε on ∂B and that ς10 = (logN)−1/1750 < (logN)−1/1800 ≤ (7λ)2θ (since
λ ≥ (logN)−1−α). Moreover, the third follows from the fact that f = ϕ|∂B1/8 (recall Definition 5.9),
Lemma 5.12, and the fact that ς11λ−1 ≤ ςλ2θ−1 ≤ (7λ)2θ−1.
Thus, Proposition 5.4 applies, where the µ there is equal to (7λ)1+θ/8 ≤ ςαλ = µ here (the
first inequality holds since λ ≤ ς15). Then combining the first estimate in (5.2) with the fact that
(s, t) ∈ Tε yields ∇F (z) ∈ Tε/2 for each z ∈ B1/8 and N sufficiently large. This verifies that F
satisfies the second property of Definition 5.5.
Moreover, combining the second estimate in (5.2) with the bound λ ≥ (logN)−1−α = ς(logN)−1
implies for sufficiently large N that 64‖F‖C2,α(B1/8−µ) ≤ 64(7λ)θ/2−1 < (logN)1−θ/2ς−1 ≤ ς logN
(since (logN)−θ/2 = (logN)−1/7500 < (logN)−1/8750 = ς2). Hence, F satisfies the third condition
in Definition 5.5; this verifies that the parameters
(
N ; ε; 18 ;
ς
64 ;α;H |∂(BN/8∩T); f
)
are µ-confined and
therefore establishes the proposition. 
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6. Proof of the Local Law
In this section we establish the local law Theorem 3.6. As mentioned previously, this will proceed
by induction on (the logarithm of) the scale M , using Proposition 5.6 to ensure that estimates on
some scaleM are essentially retained on the smaller scale M8 . We begin in Section 6.1 by introducing
notation for this multi-scale analysis, and then we establish Theorem 3.6 in Section 6.2.
6.1. Domains, Events, and Height Functions. In this section we introduce several events and
functions that will be used in the proof of Theorem 3.6; see Figure 10 for a depiction. We begin
with the following definition for the sequence of domains on which we will apply Proposition 5.6.
Throughout this section we adopt the notation (and in particular recall N , v0, ε, and H) of As-
sumption 3.5 and also recall the notation on disks from (2.5).
Definition 6.1. Fix α = 117500 . Let ς0 = (logN)
−α, and define the integers N1,K ∈ Z≥1 by setting
N1 = 8
K to be the unique integral power of 8 in the interval [ς210 N, 8ς
21
0 N). For each k ∈ [1,K]∩Z,
further define
Nk = 8
1−kN1; ςk = (logNk)−α; Rk = BNk(v0) ∩ T.
The next definition introduces the error parameter λk that we will use when we apply Theorem 3.6
on the domain Rk.
Definition 6.2. For each k ∈ [1,K] ∩ Z, define λk ∈ R>0 inductively, by setting
λ1 = ς
20
0 , and λk = max
{
8ςαk−1λk−1, (logNk)
−1−α}, for k > 1.
Further let C3 > 1 denote a uniform (independent of N and k) constant such that
λk ≤ C3ς200 , if 1 ≤ k < 3(log logN)2; λk ≤ C3(logNk)−1−α, if 235 ≤ k ≤ K.(6.1)
The constant C3 from Definition 6.2 is quickly verified to exist, since ςk = (logNk)
−α and
α = 117500 > 2
−15.
Next, we will inductively apply Proposition 5.6 on the domains Rk from Definition 6.1 to obtain
sequences of functions {Gk}, {Fk} and events {Γk}, {Ωk}. The following definition provides some
of the initial elements (namely, G1 and Ω0) of these sequences.
Definition 6.3. Define the (linear) function G1 ∈ Adm(B) by setting
G1(z) = z · ∇H(N−1v0) + ς−210 E
[
H(v0)
]
, for each z ∈ B.(6.2)
Additionally, define the event
Ω0 =
{
max
u∈R1
∣∣∣N−11 H(u)−G1(N−11 (u− v0))∣∣∣ > λ12
}
.
For k > 1, the event Ωk will be the one on which the assumptions of Proposition 5.6 are not
satisfied on Rk (assuming Gk is given). This is made precise through the following definition. In
what follows we recall λ-confinement from Definition 5.5.
Definition 6.4. Fix k ∈ [1,K]∩Z, and suppose Gk ∈ Adm(B) is given. Set (sk, tk) = ∇Gk(0, 0) ∈
T ; let gk = Gk|∂B; and define the event Ωk on which at least one of the following two assumptions
is not satisfied.
(1) The function Gk is ς
10
k -nearly linear of slope (sk, tk) on B.
(2) The parameters
(
Nk;
ε
2 ; 1; ςk;α;H |∂Rk ; gk
)
are λk-confined.
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v0
Rk−1
Rk
Nk
Nk−1
Gk−1
Fk−1
Gk(z) = 8Fk−1
(
z
8
)
Rk
Rk+1
Nk+1
Nk
Gk
Fk
v0
Figure 10. Depicted above is a diagram for some of the parameters in Section 6.1.
Observe that, unlike in Proposition 5.6, Definition 6.4 does not impose that (sk, tk) ∈ Tε/2. This
will be established separately, as a consequence of Lemma 6.9 below. We also did not impose that
Gk be a maximizer of E , although this will eventually follow from its definition (see Remark 6.7).
The next definition essentially sets Γk to be the event Γ from Proposition 5.6 applied on Rk, and
also introduces the event Γ = Γ(v0;M) from Theorem 3.6 when M ∈ {N1, N2, . . . , Nk}.
Definition 6.5. Fix k ∈ [1,K]∩Z; suppose Gk ∈ Adm(B) is given; and let C0 = C0(ε) > 1 denote
the constant C1(ε) from Proposition 5.6. Then let Γk denote the event on which at least one of the
following two conditions is not satisfied.
(1) The event
⋂k
j=0Ω
c
j holds, and we have the bound
max
u∈Rk
∣∣∣N−1k H(u)−Gk(N−1k (u− v0))∣∣∣ ≤ 6λk.(6.3)
(2) There exists a function fk : ∂B1/8 → R admitting an admissible extension to B1/8 satisfying
the following two properties. In the below, we let Fk ∈ Adm(B1/8; fk) denote the maximizer
of E on B1/8 with boundary data fk.
(a) We have the bounds
sup
z∈B1/8
∣∣Fk(z)−Gk(z)∣∣ ≤ 7λk; sup
z∈B1/32
∣∣∇Fk(z)−∇Gk(z)∣∣ < C0λk.(6.4)
(b) The parameters
(
Nk;
ε
2 ;
1
8 ;
ς
64 ;α;H |∂Rk+1 ; fk
)
are
λk+1
8 -confined.
For each k ∈ [1,K] ∩ Z, define the event Γ(v0;Nk) =
⋃k
j=1 Γj . Further set Γ(v0;N0) = Ω0.
The previous definitions have assumed that Gk are given, and so we must now explain how to set
them; this will be done recursively (recall G1 is provided by (6.2)). Assuming that Gk−1 is given,
one first defines the function Fk through Definition 6.5 and then defines Gk+1 by rescaling Fk.
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Definition 6.6. Fix k ∈ [2,K] ∩ Z, and suppose Gk−1 is given. On Γ(v0;Nk−1)c, set Fk−1 ∈
Adm(B1/8) as in part 2 of Definition 6.5; on the complementary event Γ(v0;Nk−1), set Fk−1 ∈
Adm(B1/8) arbitrarily. Then define Gk ∈ Adm(B) by setting Gk(z) = 8Fk−1
(
z
8
)
, for each z ∈ B.
Remark 6.7. Observe by induction and the scale-invariance of the variational principle (recall Re-
mark 2.11) that, on Γ(v0;Nk−1)c, Gk is a maximizer of E on B with boundary data gk = Gk|∂B.
Under this notation, we will establish Theorem 3.6 in Section 6.2 below. We conclude this section
with the following lemma that bounds P[Ω0].
Lemma 6.8. There exists a constant C = C(ε) > 1 such that P[Ω0] < C exp(−N1/2).
Proof. Observe that since R1 = BN1(v0) ∩ T, since ς420 < (logN)−1/410, and since ∇H(z) ∈ Tε for
each z ∈ Bε(N−1v0) (recall Assumption 3.5), we have from Theorem 5.1 that there exists a constant
C4 = C4(ε) > 1 such that
P
[
max
u∈R1
∣∣∣N−1(H(u)−H(v0))− (H(N−1u)−H(N−1v0))∣∣∣ > ς420 ] < C4e−N .(6.5)
Next, since the diameter of R is at most 2N , Lemma 2.4 implies that
P
[∣∣∣H(v0)− E[H(v0)]∣∣∣ > N5/6] ≤ 2 exp(−N2/3
128
)
.(6.6)
Moreover, Lemma 2.10, the fact that ∇H(z) ∈ Tε for each z ∈ Bε(N−1v0), and the fact that
N1 = ⌊ς210 N⌋ together yield a constant C5 = C5(ε) > 1 such that
max
u∈R1
∣∣∣(H(N−1u)−H(N−1v0))−N−1(u− v0) · ∇H(N−1v0)∣∣∣ ≤ C5ς420 .(6.7)
Now the lemma follows from (6.5), (6.7), (6.6), the fact that λ1 = ς
20
0 , the fact that N1 = ⌊ς210 N⌋,
and the explicit form (6.2) for G1. 
6.2. Proof of Theorem 3.6. In this section we establish Theorem 3.6; throughout this section,
we recall the notation introduced in Section 6.1. We begin by verifying that the gradients (sk, tk) =
∇Gk(0, 0) are in Tε/2. The following lemma indicates that this is the case by showing that their
distance to ∇H(N−1v0) ∈ Tε is small, upon restricting to the event Γ(v0;Nk−1)c. It further shows
off of this event that the gradient of Gk−1 is approximately constant (with error (logNk)−1−c0 ,
where c0 =
1
18000 ) on B1/4, for k sufficiently large.
Lemma 6.9. Setting c0 =
1
18000 , there exists a constant C = C(ε) > 1 such that the following two
statements hold.
(1) For any k ∈ [1,K] ∩ Z with Nk sufficiently large, we have that∣∣(sk, tk)−∇H(N−1v0)∣∣1Γ(v0;Nk−1)c < (logNk)−c0 .(6.8)
(2) For any k ∈ [1,K]∩Z with k ≥ 2(log logN)2, we have for N and Nk sufficiently large that
sup
z∈B1/4
∣∣∇Gk−1(z)− (sk, tk)∣∣1Γ(v0;Nk−1)c ≤ (logNk)−1−c0 .(6.9)
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Proof. Observe from Definition 6.6 that ∇Gj+1(z) = ∇Fj
(
z
8
)
, for each j ∈ [1,K − 1] and z ∈ B.
Together with the fact that ∇G1 = ∇H(N−1v0) (recall (6.2)), this yields∣∣∇Gk(z)−∇H(N−1v0)∣∣ ≤ k−1∑
j=1
∣∣∇Gj+1(8j−k+1z)−∇Gj(8j−kz)∣∣
=
k−1∑
j=1
∣∣∇Fj(8j−kz)−∇Gj(8j−kz)∣∣, for each z ∈ B.
(6.10)
Furthermore, the second statement of (6.4) gives
∣∣∇Gj(0, 0) − ∇Fj(0, 0)∣∣1Γ(v0;Nk−1)c ≤ C0λj , for
each j ∈ [1, k − 1]. Together with (6.1), (6.10), and the fact that (sk, tk) = ∇Gk(0, 0), this yields∣∣(sk, tk)−∇H(N−1v0)∣∣1Γ(v0;Nk−1)c ≤ C0 k−1∑
j=1
λj ≤ 235C0C3ς200 + C0C3
k−1∑
j=1
(logNj)
−1−α
< 235C0C3ς
20
0 + C0C3α
−1(logNk)−α
< (logNk)
−c0 ,
for sufficiently large Nk, which verifies (6.8).
Now set ℓ = ℓk =
⌈
(log logNk)
2
⌉
and assume that k ≥ 2(log logN)2. Let us first approximate
∇Gk−1(z) ≈ ∇Gk−ℓ(81−ℓz) ≈ ∇Gk−ℓ(0, 0) for each z ∈ B1/4. To that end, observe that from the
fact that ∇Gk−j(z) = ∇Fk−j−1
(
z
8
)
for each j ∈ [1, k − 1] and z ∈ B; the second bound in (6.4);
(6.1); and the fact that k − ℓ− 1 > 235 for sufficiently large N that
sup
z∈B1/4
∣∣∇Gk−1(z)−∇Gk−ℓ(81−ℓz)∣∣1Γ(v0;Nk−1)c
≤
ℓ−1∑
j=1
sup
z∈B1/4
∣∣∇Gk−j(81−jz)−∇Gk−j−1(8−jz)∣∣1Γ(v0;Nk−1)c
=
ℓ−1∑
j=1
sup
z∈B1/4
∣∣∇Fk−j−1(8−jz)−∇Gk−j−1(8−jz)∣∣1Γ(v0;Nk−1)c
=
ℓ−1∑
j=1
sup
z∈B1/32
∣∣∇Fk−j−1(81−jz)−∇Gk−j−1(81−jz)∣∣1Γ(v0;Nk−1)c
≤ C0
ℓ−1∑
j=1
λk−j−1 ≤ C0C3
ℓ−1∑
j=1
(logNk−j−1)−1−α ≤ C0C3ℓ(logNk)−1−α.
(6.11)
Moreover, since the parameters
(
Nk−ℓ; ε2 ; 1; ςk−ℓ;α;H |∂Rk−ℓ ; gk−ℓ
)
are λk-confined on Γ(v0;Nk−1)c,
we have from the third property listed in Definition 5.5 that ‖Gk−ℓ−Gk−ℓ(0, 0)‖C2(B1/2) ≤ logNk−ℓ.
Therefore, since ℓ ≥ (log logNk)2, we have for sufficiently large N that
sup
z∈B1/4
∣∣∇Gk−ℓ(81−ℓz)− (sk−ℓ, tk−ℓ)∣∣1Γ(v0;Nk−1)c
≤ sup
z∈B
81−ℓ
∣∣∇Gk−ℓ(z)−∇Gk−ℓ(0, 0)∣∣1Γ(v0;Nk−1)c
≤ 81−ℓ‖Gk−ℓ −Gk−ℓ(0, 0)‖C2(B1/2)1Γ(v0;Nk−1)c ≤ 81−ℓ logNk−ℓ ≤ (logNk)−2,
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which together with (6.11) implies
sup
z∈B1/4
∣∣∇Gk−1(z)− (sk−ℓ, tk−ℓ)∣∣1Γ(v0;Nk−1)c ≤ 2C0C3ℓ(logNk)−1−α.(6.12)
Applying (6.12) twice (once with general z ∈ B1/4 and once with z = (0, 0)); using the fact that
(sk, tk) = ∇Gk(0, 0) = ∇Fk−1(0, 0); and applying the second bounds in both (6.4) and (6.1) (with
the fact that k − 1 ≥ 235), we deduce
sup
z∈B1/4
∣∣∇Gk−1(z)− (sk, tk)∣∣1Γ(v0;Nk−1)c
≤ sup
z∈B1/4
∣∣∇Gk−1(z)− (sk−ℓ, tk−ℓ)∣∣1Γ(v0;Nk−1)c + ∣∣(sk−1, tk−1)− (sk−ℓ, tk−ℓ)∣∣1Γ(v0;Nk−1)c
+
∣∣(sk, tk)− (sk−1, tk−1)∣∣1Γ(v0;Nk−1)c
≤ 4C0C3ℓ(logNk)−1−α +
∣∣∇Fk−1(0, 0)−∇Gk−1(0, 0)∣∣1Γ(v0;Nk−1)c
≤ 4C0C3ℓ(logNk)−1−α + C0λk−1 ≤ (logNk)−1−c0 ,
for sufficiently large N and Nk. This yields (6.9). 
Next, we require the following proposition indicating that Ωk ⊆ Γ(v0;Nk−1). This essentially
implies that the function Gk is “well-behaved” if the functions Fj are for each j ∈ [1, k − 1], which
will be useful for applying Proposition 5.6 on Rk (after having applied it on all previous Rj).
Proposition 6.10. For sufficiently large Nk, we have that Ωk ⊆ Γ(v0;Nk−1).
Proof. Since G1 is linear of slope ∇G1 = ∇H(N−1v0) ∈ Tε, one can quickly verify using Defini-
tion 6.3 and Definition 6.4 that Ω1 ⊆ Ω0 = Γ(v0;N0). So, in what follows, let us assume that k > 1
and restrict to the event Γ(v0;Nk−1)c. To show that Ωck holds, we must verify that gk and Gk
satisfy the two properties listed in Definition 6.4.
Let us first show that the parameters
(
Nk;
ε
2 ; 1; ςk;α;H |∂Rk ; gk
)
are λk-confined; this will follow
from rescaling. Indeed, recall from the second part of the second condition of Definition 6.5 that
the parameters
(
Nk−1; ε2 ;
1
8 ;
ςk−1
64 ;α;H |∂Rk ; fk−1
)
are λk8 -confined on the event Γ(v0;Nk−1)
c. From
this and the facts that Nk−1 = 8Nk and Gk(z) = 8Fk−1
(
z
8
)
for each z ∈ B, we deduce that ∣∣gk(z)−
N−1k H(v)
∣∣ = 8∣∣fk−1( z8)−N−1k−1H(v)∣∣ ≤ λk whenever |z−N−1k v| = 8∣∣z8−N−1k−1v∣∣ ≤ 32N−1k−1 = 4N−1k .
Hence,
(
Nk;
ε
2 ; 1; ςk;α;H |∂Rk ; gk
)
satisfy the first condition listed in Definition 5.5.
They also satisfy the second, since ∇Gk(z) = ∇Fk−1
(
z
8
) ∈ Tε/4 for any z ∈ B. That they satisfy
the third for Nk sufficiently large follows from the estimate∥∥Gk −Gk(0, 0)∥∥C2,α(B1−λk ) ≤ 81+α∥∥Fk−1 − Fk−1(0, 0)∥∥C2,α(B1/8−λk/8) ≤ 8α−1ςk−1 logNk−1
≤ ςk logNk.
Hence, the parameters
(
Nk;
ε
2 ; 1; ςk;α;H |∂Rk ; gk
)
are λk-confined, and so to show that Ω
c
k holds it
remains to verify that Gk is ς
10
k -nearly linear with slope (sk, tk) = ∇Gk(0, 0) = ∇Fk−1(0, 0) on B.
To do this, first define the linear function Ψ : B1/8 → R by setting Ψ(z) = z · (sk, tk)+Gk−1(0, 0)
for each z ∈ B1/8. Then define Λk : B → R by setting Λk(z) = 8Ψ
(
z
8
)
, for each z ∈ B1/8. The first
statement of (6.4) and the identity Gk−1(0, 0) = Ψ(0, 0) then give
sup
z∈B
∣∣Gk(z)− Λk(z)∣∣ = 8 sup
z∈B1/8
∣∣Fk−1(z)−Ψ(z)∣∣ ≤ 8 sup
z∈B1/8
∣∣Gk−1(z)−Ψ(z)∣∣+ 7λk−1
≤ sup
z∈B1/8
∣∣∇Gk−1(z)− (sk, tk)∣∣+ 7λk−1.(6.13)
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Denoting ℓ = 2
⌈
(log logNk)
2
⌉
, we will bound the right side of (6.13) separately in the cases when
2 ≤ k ≤ ℓ and ℓ < k ≤ K. In the latter case, it follows from (6.1), (6.9), and (6.13) that
sup
z∈B
∣∣Gk(z)− Λk(z)∣∣ ≤ (logNk)−1−c0 + 7λk−1 ≤ ς10k ,
for Nk sufficiently large. Hence, Gk is ς
10
k -nearly linear (sk, tk) when k > ℓ.
So let us assume instead that 2 ≤ k ≤ ℓ, in which case it follows for sufficiently large N from
(6.1), (6.10) (with the k there equal to k − 1 here), and the second bound in (6.4) that
sup
z∈B1/4
∣∣∇Gk−1(z)−∇H(N−1v0)∣∣ ≤ k−2∑
j=1
sup
z∈B1/4
∣∣∇Gj(8j−k+1z)−∇Fj(8j−k+1z)∣∣
=
k−2∑
j=1
sup
z∈B1/32
∣∣∇Gj(8j−k+2z)−∇Fj(8j−k+2z)∣∣
≤ C0
ℓ∑
j=1
λj ≤ C0C3ℓς200 < ς150 .
(6.14)
From two applications of (6.14) (one with general z ∈ B1/8 and one with z = (0, 0)), (6.1), the fact
that (sk, tk) = ∇Gk(0, 0) = ∇Fk−1(0, 0), and the second bound in (6.4), we deduce that
sup
z∈B1/8
∣∣∇Gk−1(z)− (sk, tk)∣∣ ≤ sup
z∈B1/8
∣∣∇Gk−1(z)−∇H(N−1v0)∣∣+ ∣∣∇Gk−1(0, 0)−∇H(N−1v0)∣∣
+
∣∣∇Gk−1(0, 0)− (sk, tk)∣∣
≤ 2ς150 +
∣∣∇Gk−1(0, 0)−∇Fk−1(0, 0)∣∣ ≤ 2ς150 + C0λk−1,
for N sufficiently large. Since (6.1) implies 2ς150 + (C0 + 7)λk−1 < ς
10
k for N sufficiently large, we
deduce from (6.13) that Gk is ς
10
k -nearly linear when k ≤ ℓ. Thus, Ωck holds on Γ(v0;Nk−1)c. 
Using Proposition 5.6, we can establish the following corollary that bounds the probability of
Γk ∩ Γ(v0;Nk−1)c, namely, the event on which Fk is not well-behaved given that the {Fj}j<k are.
Corollary 6.11. For any fixed real number D > 0, there exists a constant C = C(ε,D) > 1 such
that P
[
Γk ∩ Γ(v0;Nk−1)c
]
< CN−Dk for any k ∈ [1,K] ∩ Z.
Proof. By Proposition 6.10, we may assume that Nk is sufficiently large so that Ωk ⊆ Γ(v0;Nk−1);
thus, it suffices to bound P
[
Γk ∩ Γ(v0;Nk−1)c ∩ Ωck
]
. This will proceed through an application of
Proposition 5.6, with the N, ε, (s, t), h, g, λ there equal to Nk,
ε
2 , (sk, tk), H |∂Rk , gk, λk here, respec-
tively. To verify that these parameters satisfy the assumptions of that proposition on Γ(v0;Nk−1)c∩
Ωck, first observe that Definition 6.2 yields ς
15
k ≤ λk ≤ (logNk)−1−α for sufficiently large Nk. Ad-
ditionally, on Γ(v0;Nk−1)c, Remark 6.7 implies that Gk is the maximizer of E on B with boundary
data gk. Moreover, (6.8) and the fact that ∇H(N−1v0) ∈ Tε (recall Assumption 3.5) together imply
that (sk, tk) ∈ Tε/2 on Γ(v0;Nk−1)c, for Nk sufficiently large. Furthermore, on Ωck, the parameters(
Nk;
ε
2 ; 1; ςk;α;H |∂Rk ; gk
)
are λk-confined and gk is ς
10
k -nearly linear with slope (sk, tk) on ∂B.
Thus Proposition 5.6 applies upon restricting to Γ(v0;Nk−1)c ∩Ωck. Since ςαk−1λk−1 ≤ λk8 (recall
Definition 6.2), that proposition yields a constant C = C(ε) > 1 and an event Γ˜k with P[Γ˜k] <
CN−Dk , such that (6.3) and the second condition in Definition 6.5 both hold on Γ˜
c
k ∩Γ(v0;Nk−1)c∩
Ωck. Since we also have Γ(v0;Nk−1)
c ∩ Ωck = Γ(v0;Nk−1)c ∩
⋂k
j=0 Ω
c
j (as
⋃k−1
j=0 Ωj ⊆ Γk−1 ⊆
Γ(v0;Nk−1)), it follows that Γ˜ck ∩ Γ(v0;Nk−1)c ∩ Ωck ⊆
⋂k
j=0 Ω
c
j .
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Therefore, Γ˜ck ∩ Γ(v0;Nk−1)c ∩ Ωck satisfies the two conditions listed in Definition 6.5, and so
Γk ⊆ Γ˜k ∪ Γ(v0;Nk−1) ∪ Ωk. It follows that P
[
Γk ∩ Γ(v0;Nk−1)c ∩ Ωck
] ≤ P[Γ˜k] < CN−Dk , and so
P
[
Γk ∩ Γ(v0;Nk−1)c
] ≤ CN−Dk by Proposition 6.10. 
Now we can establish Theorem 3.6.
Proof of Theorem 3.6. If k ∈ [1,K] denotes the integer such that M ∈ (Nk+1, Nk], then define the
event Γ = Γ(v0;M) = Γ(v0;Nk) (from Definition 6.5) and the pair (s, t) =
(
s(v0;M), t(v0;M)
)
=
(sk, tk) = ∇Gk(0, 0).
Let us first bound P[Γ]. To that end, observe since Definition 6.5 implies that Γ(v0;Nk) = Ω0 ∪⋃k
j=1
(
Γj∩Γ(v0;Nj−1)c
)
, Lemma 6.8 and Corollary 6.11 together yield a constantC4 = C4(ε,D) > 1
such that
P
[
Γ(v0;Nk)
] ≤ k∑
j=1
P
[
Γj ∩ Γ(v0;Nj−1)c
]
+ P[Ω0] ≤ C4
k∑
j=1
N−Dj + C4 exp(−N1/2),
and so P[Γ] ≤ C2M−D, for some constant C2 = C2(ε,D) > 1. This verifies the first bound in (3.2);
the second follows from (6.8) and the fact that Γ(v0;Nk−1) ⊆ Γ(v0;Nk).
It remains to verify (3.3). To that end, set c0 =
1
18000 (as in Lemma 6.9); recall that c =
1
20000 ;
and observe since Γ(v0;Nk−1) ⊆ Γ(v0;Nk) = Γ that, for any vertex u ∈ BM (v0) ∩ T and Nk
sufficiently large, we have∣∣∣M−1(H(u)−H(v0))−M−1(u− v0) · (s, t)∣∣∣1Γc
≤ 64
∣∣∣∣N−1k−1(H(u)−H(v0))− (Gk−1(N−1k−1(u− v0))−Gk−1(0, 0))∣∣∣∣1Γc
+ 64
∣∣∣Gk−1(N−1k−1(u− v0))−Gk−1(0, 0)−N−1k−1(u − v0) · (sk, t)∣∣∣1Γc
≤ 128 max
w∈Rk−1
∣∣∣N−1k−1H(w) −Gk(N−1k−1(w − v0))∣∣∣1Γc + 8 sup
z∈B1/8
∣∣∇Gk−1(z)− (sk, tk)∣∣1Γc
≤ 768λk−1 + 8(logNk)−1−c0 ≤ 768C3(logNk−1)−1−α + 8(logNk)−1−c0 ≤ (logM)−1−c.
Here, to deduce the first and second estimates we used the fact that Nk−164 = Nk+1 < M ≤ Nk =
Nk−1
8 ; to deduce the third we used (6.3), the fact that k ≥ 2(log logN)2 (since M ≤ N exp
( −
5(log logN)2
)
), and (6.9); to deduce the fourth we used (6.1); and to deduce the fifth we used the
fact that M is sufficiently large. This implies that Γ and (s, t) satisfy (3.2) and (3.3). 
7. The Global Law Under General Boundary Data
In this section we establish the global law Theorem 5.1, which holds under general boundary data
subject to Assumption 3.5. Its proof will closely follow that of Theorem 1.1 of [16], except for an
effective variant of Rademacher’s theorem (provided by Proposition 7.6 below) that gives rise to the
(logN)−c type error bound. As in [16], we will proceed by counting the number of height functions
approximating some given one F . To that end, we will select a triangulation of the domain R such
that F is approximately linear on (the boundaries of) most triangles in this triangulation; estimate
the number of free tilings on each triangle with given, nearly linear, boundary data; and then sum
over all triangles and determine which height function F is asymptotically most common.
We begin in Section 7.1 by providing an effective estimate for the number of free tilings of a large
triangle, whose boundary height function is approximately linear of some given slope (s, t); this will
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proceed as in Sections 3 and 4 of [16], where a similar count was given but effective error bounds
were not provided. Next, the “approximate linearity” of F on “most triangles” in the triangulation
was justified in [16] through Rademacher’s theorem. However, since this result does not immediately
appear to provide an explicit error estimate, we establish a variant of this result in Section 7.2 with
an effective error bound of order (logN)−c that is sufficient for our purposes. Using these results,
we then prove Theorem 5.1 in Section 7.3.
7.1. Estimates for the Number of Tilings of a Triangle. In this section we establish the
following result, which is an effective analog of Corollary 4.2 of [16] that estimates the number of
tilings of a triangle, whose boundary height function is nearly linear of a given slope. In what
follows, we recall the set G(h) from Definition 2.2.
Proposition 7.1. There exists a constant C > 1 such that the following holds. Fix an integer
N ∈ Z≥1; a real number ς ∈
(
N−1/75, 1
)
; a pair (s, t) ∈ T ; and a linear function g : R2 → R of
slope (s, t). Let T = TN ⊂ T denote the either one of the triangles
{
(x, y) ∈ Z2≥0 : 0 ≤ x ≤ y ≤ N
}
or
{
(x, y) ∈ Z2≥0 : 0 ≤ y ≤ x ≤ N
}
, and let h : ∂T → Z denote a boundary height function such
that maxz∈∂T
∣∣h(z)− g(z)∣∣ < ςN . If ∣∣G(h)∣∣ 6= 0, then
σ(s, t)− Cς1/3 ≤ 2N−2 log ∣∣G(h)∣∣ ≤ σ(s, t) + Cς1/3.(7.1)
Moreover,
σ(s, t) − Cς1/3 ≤ 2N−2 log
(∑
h
∣∣G(h)∣∣) ≤ σ(s, t) + Cς1/3.(7.2)
where h is summed over all h : ∂T → Z such that maxz∈∂T
∣∣h(z)− g(z)∣∣ < ςN .
To establish Proposition 7.1, we first approximately enumerate tilings of an N ×N torus. This
result is stated as Proposition 7.2; as in Sections 7 and 8 of [16], its proof (to appear in Appendix C
below) will be largely facilitated by an exact determinantal identity for this specific count. We
then use comparison and concentration estimates to asymptotically express counts of torus tilings
in terms of counts of triangle free tilings whose boundary height functions approximately coincide,
thereby establishing Proposition 7.1.
We begin by introducing some notation on torus tilings. To that end, for each N ∈ Z≥1,
let PN denote the N × N discrete torus on the triangular lattice, on which we identify vertices
(x, y), (x′, y′) ∈ T if and only if N divides both x − x′ and y − y′. For any tiling M of PN , let
N1(M), N2(M), and N3(M) denote the numbers of type 1, type 2, and type 3 lozenges in M,
respectively (recall Section 1.2). Since PN has 2N
2 faces, we have N1(M)+N2(M)+N3(M) = N2.
For any ω ∈ R>0 and (s, t) ∈ T , let
E(s, t;ω;PN) =
{
M ∈ E(PN ) : N1(M)
N2
∈ [s− ω, s+ ω]; N2(M)
N2
∈ [t− ω, t+ ω]
}
.(7.3)
Recalling the function σ from (1.3), it was shown as Theorem 9.2 of [16] (see also Theorem 8 of
[40]) that N−2 log
∣∣E(s, t;ω;PN )∣∣ ≈ σ(s, t), for large N , small ω, and any (s, t) ∈ T . The following
proposition makes that result effective, by approximating N−2 log
∣∣E(s, t;ω;PN )∣∣ to within N−1/75
if ω = N−1/70. Its proof will be given in Appendix C.2 below, closely following that of Theorem
9.2 of [16].
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Proposition 7.2. For sufficiently large N and any (s, t) ∈ T , we have that
σ(s, t)−N−1/75 ≤ N−2 log ∣∣E(s, t;N−1/70;PN )∣∣ ≤ σ(s, t) +N−1/75.(7.4)
Given Proposition 7.2, to establish Proposition 7.1 it will be useful to compare the number of
height functions with similar boundary data on a given domain. To that end, we have the following
lemma, which appears as Proposition 3.6 of [16]; it essentially states that the number of tilings
of a domain, whose boundary height function is nearly linear of given slope, is approximately
independent of the specific boundary conditions. Although it was stated in [16] with the parameter
ς below as a small constant, it can be quickly verified from the proofs there that one can in fact
take ς > N−1/4, as indicated below.
Lemma 7.3 ([16, Proposition 3.6]). For any ε > 0, there exists a constant C = C(ε) > 1 such that
the following holds. Fix an integer N ∈ Z≥1; a real number ς ∈ (N−1/4, 1); and a simply-connected,
convex domain R ⊂ T of area at least εN2 and diameter at most ε−1N . Further let h1, h2 : ∂R→ Z
denote two boundary height functions on R, such that
∣∣G(hi)∣∣ 6= 0 for each i ∈ {1, 2}. If there exists
a linear function g : R2 → R such that maxz∈∂R
∣∣hi(z) − g(z)∣∣ < ςN for each i ∈ {1, 2}, then
N−2
∣∣ log ∣∣G(h1)∣∣− log ∣∣G(h2)∣∣∣∣ < C∣∣ς1/2 log ς∣∣.
Next, observe that any lozenge tiling of the N × N torus PN gives rise to a free tiling M of
the N × N square SN = [0, N ] × [0, N ] ⊂ T, which is associated with a (unique) height function
H : SN → Z such that H(0, 0) = 0. The following lemma, which is similar to Proposition 3.4 of
[16], provides a concentration estimate for this height function.
Lemma 7.4. There exists a constant C > 1 such that the following holds. Fix an integer N ∈ Z≥1;
a real number ς ∈ (0, 1); and a pair (s, t) ∈ T . Let M ∈ E(s, t; ς ;PN ) be sampled uniformly at
random, and let H : SN → Z denote the height function on SN = [0, N ]× [0, N ] associated with M,
such that H(0, 0) = 0. Then, for any r ∈ R>0, we have that
max
(x,y)∈[0,N ]2
P
[∣∣H(x, y)− sx− ty∣∣ > 8r(|x|+ |y|)1/2 + 2ςN] ≤ 2e−2r2.
Proof. This bound will follow from a suitable application of the concentration estimate Lemma 2.4,
to which end we must first evaluate the expectation E
[
H(x, y)
]−E[H(0, 0)]. So, for any (x, y) ∈ SN ,
let p1(x, y) and p2(x, y) denote the probabilities that there is a type 1 lozenge in M with center(
x + 12 , y
)
and that there is a type 2 lozenge in M with center
(
x, y + 12
)
, respectively. Then,
p1(x, y) = E
[
H(x+ 1, y)
]− E[H(x, y)] and p2(x, y) = E[H(x, y + 1)]− E[H(x, y)].
Next, since the uniform measure on E(s, t; ς ;PN ) is translation-invariant, p1 = p1(x, y) and
p2 = p2(x, y) are independent of (x, y); so, E
[
H(x, y)
]−E[H(0, 0)] = p1x+p2y, for any (x, y) ∈ SN .
Moreover, since M ∈ E(s, t; ς ;PN ), we have that p1 ∈ [s− ς, s+ ς ] and p2 ∈ [t− ς, t+ ς ], and thus∣∣E[H(x, y)]− sx− ty∣∣ ≤ ς(x+ y). Inserting this bound into (2.1) then yields the lemma.8 
Now we can establish Proposition 7.1.
Proof of Proposition 7.1. First observe that (7.1) and (7.2) are equivalent (if a larger value of C
is taken in (7.2)), due to Lemma 7.3 and the fact that there are at most (2ςN + 1)4N possible
boundary height functions h : ∂T → Z for which maxz∈∂T
∣∣h(z) − g(z)∣∣ < ςN . Thus, we only
establish (7.2). Again by Lemma 7.3 (and the Hölder continuity of σ stated in Remark 2.7), we
8Although Lemma 2.4 was not stated to hold with respect to the uniform measure on E(s, t; ς;PN ), with H(0, 0)
conditioned to equal 0, it can be quickly verified from the proof of Proposition 22 of [15] (very similar to that of
Lemma 2.20) that it does.
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may assume that g(0, 0), g(N,N) ∈ Z. As in the proof of Corollary 4.2 of [16], we will prove (7.2)
by comparing
∣∣G(h)∣∣ to ∣∣E(s, t;ω;PN )∣∣for suitable ω.
To that end, define the two triangles T (1) = T
(1)
N =
{
(x, y) ∈ Z2≥0 : 0 ≤ x ≤ y ≤ N
} ⊂ T
and T (2) = T
(2)
N =
{
(x, y) ∈ Z2≥0 : 0 ≤ y ≤ x ≤ N
} ⊂ T. Then, fix an index i ∈ {1, 2}; set
j = 3− i = {1, 2} \ {i}; and suppose that h(i) : ∂T (i) → Z is a boundary height function satisfying
maxz∈∂T (i)
∣∣h(i)(z) − g(z)∣∣ < ςN . Then, the boundary height function h(j) : ∂T (j) → Z defined
by setting h(j)(x, y) = g(0, 0) + g(N,N) − h(i)(N − x,N − y) for each (x, y) ∈ ∂T (j) also satisfies
maxz∈∂T (j)
∣∣h(j)(z)− g(z)∣∣ < ςN . Therefore,∑
h(1)
∣∣∣G(h(1))∣∣∣ =∑
h(2)
∣∣∣G(h(2))∣∣∣,(7.5)
where, for each i ∈ {1, 2}, h(i) : ∂T (i) → Z is summed over all boundary height functions such that
maxz∈∂T (i)
∣∣h(i)(z)− g(z)∣∣ < ςN .
Now let F = F(s, t; ς ;N) ⊂ E(PN ) denote the subset of tilings M of PN such that
max
x,y∈[0,N ]
∣∣H(x, y)−H(0, 0)− sx− ty∣∣ ≤ ςN
2
,
where H : SN → Z denotes the height function associated with M such that H(0, 0) = 0 and
SN = [0, N ]× [0, N ]. Then for sufficiently large N we have that∣∣∣E(s, t; ς6 , PN )∣∣∣
2
≤ |F| ≤ ∣∣E(s, t; ς, PN )∣∣.
Here, the first estimate follows from Lemma 7.4 and the fact that ς > N−1/75. The second follows
from the definition (7.3) of E(s, t;ω;PN ) and the fact that H(x+ 1, y)−H(x, y) = 1 (or H(x, y +
1)−H(x, y) = 1) if and only if (x+ 12 , y) is the center of a type 1 lozenge (or (x, y + 12) is that of
a type 2 lozenge, respectively).
Next, observe that any element of F (after translating the associated height function, if necessary)
gives rise to a pair of tilings M(1) on T (1) and M(2) on T (2), whose boundary height functions
h(i) : ∂T (i) → Z satisfy maxz∈∂T
∣∣h(i)(z)− g(z)∣∣ < ςN , for each i ∈ {1, 2}. Thus,
∑
h(1)
∣∣∣G(h(1))∣∣∣∑
h(2)
∣∣∣G(h(2))∣∣∣ ≥ |F| ≥
∣∣∣E(s, t; ς6 , PN)∣∣∣
2
,(7.6)
where h(i) : ∂T (i) → Z is again summed over all functions for which maxz∈∂T
∣∣h(i)(z)− g(z)∣∣ < ςN ,
for each i ∈ {1, 2}. Thus, (7.6); (7.5); Proposition 7.2; the fact that ς > N−1/75 > 6N−1/70; and
the existence of a constant C > 1 such that
max
|s−s0|≤ς
max
|t−t0|≤ς
σ(s, t)− σ(s0, t0) ≤ Cς1/2,
holds for any (s0, t0) ∈ T and ς ∈ (0, 1) (recall Remark 2.7) together imply the first bound in (7.2).
To establish the second bound in (7.2), fix some M ∈ F. As mentioned above, M gives rise to
a pair of tilings M(1) on T (1) and M(2) on T (2), whose boundary height functions h(i) : ∂T (i) → Z
satisfy maxz∈∂T
∣∣h(i)(z)− g(z)∣∣ < ςN , for each i ∈ {1, 2}. For fixed such h(1) and h(2), any pair of
tilings M(1) and M(2) on T (1) and T (2) with boundary height functions h(1) and h(2), respectively,
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gives rise to a unique tiling M ∈ E(s, t; ς ;PN ), and so∣∣∣G(h(1))∣∣∣∣∣∣G(h(2))∣∣∣ ≤ ∣∣E(s, t; ς ;PN )∣∣.(7.7)
Therefore, the upper bound in (7.2) follows from (7.7); Lemma 7.3; (7.5); the fact that there are at
most (2ςN+1)4N possibilities for each h(i) satisfyingmaxz∈∂T
∣∣h(i)(z)−g(z)∣∣ < ςN ; Proposition 7.2;
the fact that ς > N−1/75 > N−1/70; and the existence of a constant C > 1 such that
σ(s0, t0)− min|s−s0|≤ς min|t−t0|≤ς σ(s, t) ≤ Cς
1/2,
for any (s0, t0) ∈ T and ς ∈ (0, 1). This establishes (7.2) and therefore the proposition. 
7.2. Triangulations With Approximately Linear Boundary Data. In order to establish
Theorem 5.1, we will estimate the number of tilings of R whose height function approximates a
given one F : R → Z. To that end, we first select a triangulation of R so that F is nearly linear
on the boundaries of most triangles, and then apply Proposition 7.1 to approximately count the
number of tilings of each triangle. The existence of such a triangulation in [16] was a consequence
of Rademacher’s theorem. In this section we establish an effective variant of Rademacher’s theorem
that gives rise to explicit error estimates.
To state this result, we first require the following definition that quantifies the approximate
linearity of a function.
Definition 7.5. Fix a < b ∈ R and ς ∈ R>0. A function f : [a, b]→ R is ς-linear on [a, b] if
sup
x∈[a,b]
∣∣f(x)− f[a,b](x)∣∣
b− a ≤ ς, where f[a,b](x) =
(b − x)f(a) + (x− a)f(b)
b− a ,
is the linear function on R with f[a,b](a) = f(a) and f[a,b](b) = f(b). Moreover, if T ⊂ R2 is a
triangle, then a function f : ∂T → R is ς-linear on ∂T if is ς-linear on each of the three sides of ∂T .
The following proposition now provides the effective variant of Rademacher’s theorem that will
be required for our purposes.
Proposition 7.6. There exists a constant C > 1 such that the following holds. Fix integers
n, v ∈ Z≥1 with C < v < 2v < n, and set N = 2n. Define the triangle TN =
{
(x, y) ∈ R2≥0 : 0 ≤
x ≤ y ≤ N} ⊂ R2, and let F : TN → R denote an 1-Lipschitz function.
Then, there exists an integer m ∈ [v, 2v] with the following property. Set M = 2m and let
{Fi}i∈I denote the set of faces of 2n−mT = M−1NT that are entirely contained in TN , for some
index set I. Then there exists a subset J ⊆ I, with |J | ≥ |I| −M2(logM)−1/10, such that F is
(logM)−1/10-linear on ∂Fj, for each j ∈ J .
To establish Proposition 7.6, we first introduce the following weaker version of ς-linearity that
will be a bit more convenient to analyze.
Definition 7.7. Fix a, b ∈ R with a < b. A function f : [a, b]→ R is ς-semilinear on [a, b] if
1
b− a
∣∣∣∣∣f
(
a+ b
2
)
−
(
f(a) + f(b)
2
)∣∣∣∣∣ ≤ ς.
We next require a certain family of dyadic intervals.
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Definition 7.8. Fix a, b ∈ R with a < b. For any integers i, k ∈ Z≥0 such that i ≤ 2k, set
pi,k = pi,k;a,b = a + i2
−k(b − a). Further define the dyadic interval Qi,k = Qi,k;a,b = [pi,k, pi+1,k],
for each i ∈ [0, 2k − 1].
Now we have the following lemma indicating that, if a 1-Lipschitz function is ς-semilinear on
sufficiently many dyadic scales, then it is nearly 2ς-linear.
Lemma 7.9. Let m ∈ Z≥0 denote an integer; ς ∈ R>0 denote a real number; and f : [a, b] → R
denote a 1-Lipschitz function. If f is ς-semilinear on Qi,k for all integers k ∈ [0,m] and i ∈
[0, 2k − 1], then f is (2ς + 2−m)-linear on [a, b].
Proof. Observe that the function f[a,b](x) from Definition 7.5 is 1-Lipschitz since f is 1-Lipschitz.
Let x0 ∈ [a, b] be such that
∣∣f(x0)−f[a,b](x0)∣∣ is maximized; there exists some integer h ∈ [0, 2m−1]
such that x0 ∈ Qh,m. Setting p = ph,m+ph+1,m2 = p2h+1,m+1 (which is the midpoint of the interval
Qh,m), we deduce from the 1-Lipschitz properties of f and f[a,b] that∣∣f(x0)− f[a,b](x0)∣∣ ≤ ∣∣f(p)− f[a,b](p)∣∣+ 2−m(a− b).(7.8)
Since f is ς-semilinear on each Qi,k, we obtain for each k ∈ [0,m] and i ∈ [0, 2k − 1] that∣∣f(p2i+1,k+1)− f[a,b](p2i+1,k+1)∣∣ ≤ 1
2
(∣∣f(pi,k)− f[a,b](pi,k)∣∣+ ∣∣f(pi+1,k)− f[a,b](pi+1,k)∣∣)
+
∣∣∣∣∣f(p2i+1,k+1)−
(
f(pi,k) + f(pi+1,k)
2
)∣∣∣∣∣
≤ max
0≤j≤2k−1
∣∣f(pj,k)− f[a,b](pj,k)∣∣ + 2−k(a− b)ς,
from which we deduce upon maximizing over i that
max
0≤i≤2k+1−1
∣∣f(pi,k+1)− f[a,b](pi,k+1)∣∣ ≤ max
0≤j≤2k−1
∣∣f(pj,k)− f[a,b](pj,k)∣∣+ 2−k(a− b)ς.
Summing over all k ∈ [0,m] and using the fact that p = p2h+1,m+1, we obtain that∣∣f(p)− f[a,b](p)∣∣ ≤ (a− b)ς m∑
k=0
2−k < 2(a− b)ς,
which upon insertion into (7.8) yields the lemma. 
Now, to establish Proposition 7.6, we will restrict the function F to lines parallel to the sides
of TN and exhibit many small scales on which these 1-Lipschitz, one-dimensional restrictions are
approximately linear. In view of Lemma 7.9, we would therefore like to show that one-dimensional
Lipschitz functions are often semilinear on small scales. The following definition introduces sets on
which a function f is not linear or semilinear.
Definition 7.10. Fix a, b ∈ R with a < b, and let f : [a, b]→ R denote a function. For any k ∈ Z≥1
and ς ∈ R>0, let A(ς ; k) = Af (ς ; k) denote the set of indices i ∈ [0, 2k−1] for which f is not ς-linear
on Qi,k. Similarly, let S(ς ; k) = Sf (ς ; k) denote the set of indices i ∈ [0, 2k − 1] for which that f is
not ς-semilinear on Qi,k.
Furthermore, for any ς, ϑ ∈ R>0 and integers n > m > 0, let X (ς ;ϑ;m,n) = Xf (ς, ϑ;m,n) denote
the set of indices k ∈ [m,n−1] for which ∣∣A(ς ; k)∣∣ ≥ ϑ2k. Similarly, let Y(ς ;ϑ;m,n) = Yf (ς ;ϑ;m,n)
denote the set of k ∈ [m,n− 1] for which ∣∣S(ς ; k)∣∣ ≥ ϑ2k.
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In particular, Xf (or Yf ) denotes the set of scales in k ∈ [m,n) for which f is not ς-linear (or
ς-semilinear, respectively) on a ϑ-proportion of the dyadic intervals Qi,k. In order to establish
Proposition 7.6, we will show that |Xf | is small for 1-Lipschitz f . The following lemma bounds
|Yf |; an estimate on |Xf | is then deduced as a corollary below.
Lemma 7.11. If is f is 1-Lipschitz, then
∣∣Y(ς, ϑ;m,n)∣∣ ≤ (ς2ϑ)−1.
Proof. By scaling, we may let [a, b] = [0, 1]. For each k ∈ Z≥1 and i ∈ [0, 2k − 1], denote
ci,k = 2
k
(
f
( i+ 1
2k
)
− f
( i
2k
))
; di,k = 2
k
(
f
( i
2k
)
− 2f
(2i+ 1
2k+1
)
+ f
( i+ 1
2k
))
.
Then, c2i+1,k+1 = ci,k + di,k and c2i,k+1 = ci,k − di,k, so that
2c2i,k + 2d
2
i,k = c
2
2i,k+1 + c
2
2i+1,k+1.(7.9)
Repeated application of (7.9) yields
n−1∑
k=0
2n−k
2k−1∑
i=0
d2i,k + 2
nc20,0 =
2n−1∑
i=0
c2i,n ≤ 2n,
where in the last inequality we used the fact that ci,n ≤ 1 (since f is 1-Lipschitz). It follows that
n−1∑
k=0
2−k
2k−1∑
i=0
d2i,k ≤ 1.(7.10)
Now, for each k ∈ Z≥1 and ς ∈ R>0, let sk = 2−k
∣∣Sf (ς ; k)∣∣. Then, since di,k ≥ ς whenever
i ∈ Sf (ς, k), (7.10) implies that
∑n−1
k=m sk ≤
∑n−1
k=0 sk ≤ ς−2. Hence, there are at most (ς2ϑ)−1
indices k ∈ [m,n− 1] for which sk ≥ ϑ, and so we deduce that
∣∣Y(ς, ϑ;m,n)∣∣ ≤ (ς2ϑ)−1. 
Corollary 7.12. If f is 1-Lipschitz, then
∣∣X (ς ;ϑ;m,n)∣∣ ≤ 1944(ς5ϑ)−1.
Proof. We will proceed by first comparing
∣∣X (ς ;ϑ;m,n)∣∣ to ∣∣Y(ς ;ϑ;m,n)∣∣ (with slightly altered
parameters), and then applying Lemma 7.11. Since the 1-Lipschitz property of f implies that
it is 1-linear on [a, b], we may assume ς < 1. Then, let r ∈ Z>1 denote the integer for which
2−r ≤ ς3 < 21−r.
Now, suppose that i ∈ A(ς ; k), for some k ∈ Z≥1. Then, Lemma 7.9 yields the existence of
indices j = j(i) ∈ [k, k+ r] and h = h(i) ∈ [i2j−k, (i+1)2j−k− 1] such that h ∈ Sf ( ς3 , j); since the
pair (h, j) determines i, it follows that
∣∣A(ς ; k)∣∣ ≤∑k+rj=k ∣∣S( ς3 ; j)∣∣. Thus, if k ∈ X (ς ;ϑ;m,n), then
k+r∑
j=k
∣∣∣∣∣S
(
ς
3
; j
)∣∣∣∣∣ ≥ ϑ2k.
This implies the existence of an index j ∈ [k, k + r] for which∣∣∣∣∣S
(
ς
3
; j
)∣∣∣∣∣ ≥ ϑ2kr + 1 ≥ ϑ2j−rr + 1 ≥ ς2ϑ2j36 ,(7.11)
where in the third inequality we used the fact that r + 1 ≤ 2r ≤ 6ς−1.
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Thus, with any k ∈ X (ς ;ϑ;m,n) we can associate an index j = j(k) ∈ Y( ς3 ; ς2ϑ36 ;m,n+ r) such
that k ≤ j ≤ k + r. Since there are at most r + 1 such j for any fixed k, we deduce that∣∣X (ς ;ϑ;m,n)∣∣ ≤ (r + 1) ∣∣∣∣Y( ς3; ς2ϑ36 ;m,n+ r)
∣∣∣∣ ≤ (r + 1)( ς4ϑ324
)−1
≤ 1944(ς5ϑ)−1,
where in the second inequality we used Lemma 7.11 to estimate |Y|, and in the third we again used
the fact that r + 1 ≤ 2r ≤ 6ς−1. This implies the lemma. 
Now we can establish Proposition 7.6.
Proof of Proposition 7.6. Extend F to an 1-Lipschitz function on R2. Then, for any line ℓ ⊂ R2
parallel to one of the three lines {y = 0}, {x = 0}, or {y = x + 1}, we define a function fℓ (which
will essentially be the restriction of F to ℓ) as follows. First, if ℓ = {y = η} for some η ∈ R, then
define fℓ : [0, N ]→ R by setting fℓ(z) = F (z, η) for each z ∈ [0, N ]. Second, if ℓ = {x = ξ} for some
ξ ∈ R, then define fℓ : [0, N ] → R by setting fℓ(z) = F (ξ, z). Third, if ℓ = {y = x + ζ} for some
ζ ∈ R, then define fℓ : [0, N
√
2] → R by setting fℓ(z) = F
(
z√
2
, ζ + z√
2
)
. In either of these three
cases, define the sets Xℓ = Xfℓ
(
v−1/9; v−1/9; v, 2v
)
and Aℓ(k) = Afℓ
(
v−1/9; k
)
, for any k ∈ [v, 2v),
where we recall X and A from Definition 7.10.
Next, for each integer j ∈ [0, 22v], define the lines
ℓ
(1)
j = {y = j2n−2v}; ℓ(2)j = {x = j2n−2v}; ℓ(3)j = {y = x+ j2n−2v}.
Then, for any fixed integer k ∈ [v, 2v), all edges of TN ∩ 2n−kT are among the Qi,k-subintervals of
the lines in the union
2k⋃
h=0
(
ℓ
(1)
22v−kh
∪ ℓ(2)
22v−kh
∪ ℓ(3)
22v−kh
)
.
Now set X (i)j = Xℓ(i)j for each i ∈ {1, 2, 3} and j ∈ [0, 2
2v]. Let us show that there exist an integer
m ∈ [v, 2v) and “small” integers w1, w2, w3 ∈ [0, 22v−m] such that
m /∈ X (1)22v−mh+w1 ∪ X
(2)
22v−mh+w2
∪ X (3)22v−mh+w3 ,(7.12)
holds for “most” h ∈ [0, 2m).
To that end, for any integers i ∈ {1, 2, 3}; k ∈ [v, 2v); and j ∈ [0, 22v−k), define the sets
Wi(j; k) =
{
h ∈ [0, 2k) : k ∈ X (i)
22v−kh+j
}
; Ji(k) =
{
j ∈ [0, 22v−k) : ∣∣Wi(j; k)∣∣ ≥ v−1/92k};
Zi =
{
k ∈ [v, 2v) : ∣∣Ji(k)∣∣ ≥ v−1/922v−k}.
(7.13)
We claim that Z(1) ∪ Z(2) ∪ Z(3) 6= [v, 2v); the integer m in (7.12) will then be an element of
[v, 2v) \ (Z(1) ∪ Z(2) ∪ Z(3)). To that end, first observe that since gℓ is 1-Lipschitz for any line ℓ,
setting ς = v−1/9 = ϑ in Corollary 7.12 and summing yields∑
i∈{1,2,3}
22v∑
j=0
∣∣X (i)j ∣∣ ≤ 5832v2/3(22v + 1).(7.14)
Then (7.13) implies that
∣∣Z1∣∣+ ∣∣Z2∣∣+ ∣∣Z3∣∣ ≤ 11664v8/9 < v− 1, for sufficiently large v. Indeed,
there would otherwise exist at least 11664v2/322v > 5832v2/3(22v+1) integer quadruples (i, h, j, k) ∈
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{1, 2, 3} × [0, 2k) × [0, 22v−k) × [v, 2v) such k ∈ X (i)
22v−kh+j
, which would contradict (7.14). So, for
sufficiently large v there exists an integer m ∈ [v, 2v)\ (Z(1)∪Z(2) ∪Z(3)), which therefore satisfies∣∣J1(m)∣∣+ ∣∣J2(m)∣∣+ ∣∣J3(m)∣∣ < 3v−1/922v−m. So, if we define the interval I and sets Ki by
I = [0, 4v−1/922v−m] ∩ Z; Ki = I \ (Ji(m) ∩ I), for each i ∈ {1, 2, 3},
then there exist w1 ∈ K1, w2 ∈ K2, and w3 ∈ K3. For this choice of (w1, w2, w3) and m, each
wi /∈ Ji(m), and so (7.12) holds for all but at most 3v−1/92m indices h ∈ [0, 2m).
Next, set Wi = Wi(wi;m) for each i ∈ {1, 2, 3} and denote W = W1 ∪W2 ∪ W3. Then, (7.12)
implies that
∣∣A(i)ℓ22v−mh+wi (m)∣∣ ≤ v−1/92m holds, for any i ∈ {1, 2, 3} and h ∈ [0, 2m) \ W . This
and the fact that |W| ≤ 3v−1/92m together imply that, for all but 12v−1/922m = 12v−1/9M2 pairs
(h1, h2) ∈ [0, 2m)× [0, 2m), F is v−1/9-linear on all three intervals[
(2n−mh1 + 2n−2vw1, 2n−mh2),
(
2n−mh1 + 2n−2vw1, 2n−m(h2 + 1)
)]
;[(
2n−mh1, 2n−m(h2 + 1) + 2n−2vw2
)
,
(
2n−m(h1 + 1), 2n−m(h2 + 1) + 2n−2vw2
)]
;[
(2n−mh1, 2n−mh2 + 2n−2vw3),
(
2n−m(h1 + 1), 2n−m(h2 + 1) + 2n−2vw3
)]
.
(7.15)
We refer to Figure 11 for a depiction of these intervals.
Now, observe that if ς, ρ ∈ R>0 are real numbers; I = [a, b] ⊂ R is some finite interval; G : I → R
is a ς-linear function; and H : I → R is a function satisfying supz∈I
∣∣G(z)−H(z)∣∣ ≤ ρ(b− a), then
H is (ς+2ρ)-linear on I. Combining this with the facts that F is 1-Lipschitz; that F is v−1/9-linear
on the three intervals (7.15) for all but 12v−1/9M2 pairs (h1, h2); and that max
{|w1|, |w2|, |w3|} ≤
4v−1/922v−m, we deduce that F is 9v−1/9-linear on all three intervals[
(2n−mh1, 2n−mh2),
(
2n−mh1, 2n−m(h2 + 1)
)]
;[(
2n−mh1, 2n−m(h2 + 1)
)
,
(
2n−m(h1 + 1), 2n−m(h2 + 1)
)]
;[
(2n−mh1, 2n−mh2),
(
2n−m(h1 + 1), 2n−m(h2 + 1)
)]
,
(7.16)
for all but 12v−1/9M2 pairs (h1, h2) ∈ [0, 2m)× [0, 2m). Applying similar reasoning to the intervals[
(2n−mh1, 2n−mh2),
(
2n−m(h1 + 1), 2n−mh2
)]
;[(
2n−m(h1 + 1), 2n−mh2
)
,
(
2n−m(h1 + 1), 2n−m(h2 + 1)
)]
;[
(2n−mh1, 2n−mh2),
(
2n−m(h1 + 1), 2n−m(h2 + 1)
)]
,
(7.17)
and observing that the family of triples of intervals of types (7.16) and (7.17) include all boundaries
of the faces of TN ∩ 2n−mT, and recalling that 2m = M and v ≤ m ≤ 2v, we deduce for sufficiently
large v that there are at most 24v−1/9M2 ≤ (logM)−1/10M2 faces F of TN ∩ 2n−mT such that F
is not (logM)−1/10-linear on ∂F. 
7.3. Proof of Theorem 5.1. In this section we establish Theorem 5.1 by estimating the number
of tilings of R whose height functions approximate a given one F (where we recall the notation
from Assumption 3.5). To that end, we begin with a lower bound on this quantity when F = H is
the maximizer of E with boundary data h.
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(2n−mh1, 2n−mh2)
(
2n−mh1, 2n−m(h2 + 1)
) (2n−m(h1 + 1), 2n−m(h2 + 1))
(2n−mh1 + 2n−2vw1, 2n−mh2)
(
2n−mh1 + 2n−2vw, 2n−m(h2 + 1)
)
(
2n−mh1, 2n−m(h2 + 1) + 2n−2vw2
) (
2n−m(h1 + 1), 2n−m(h2 + 1) + 2n−2vw2
)
(
2n−mh1, 2n−mh2 + 2n−2vw3
)
(
2n−m(h1 + 1), 2n−m(h2 + 1) + 2n−2vw3
)
Figure 11. The solid and dashed intervals above are those listed in (7.15) and
(7.16), respectively. The dashed ones form a face of 2n−mT.
In what follows, for any domain R ⊂ T; boundary height function h : ∂R → Z; height function
F : R → R; and real number U ∈ R>0, we let G(F ;h;U) denote the set of height functions
H : R→ Z satisfying H |∂R = h and maxv∈R
∣∣H(v)− F (v)∣∣ ≤ U .
Proposition 7.13. Adopt the notation of Theorem 5.1, and define H(N) : R → R by setting
H(N)(v) = NH(N−1v) for each v ∈ R. Then, there exists a constant C = C(ε) > 1 such that
N−2 log
∣∣∣G(H(N);h; (logN)−1/21N)∣∣∣ ≥ E(H)− C(logN)−1/63.
Proof. For any real number A > 0, recall the triangle TA =
{
(x, y) ∈ R2≥0 : 0 ≤ x ≤ y ≤ A
}
from Proposition 7.6. Since R = BN ∩ T, we have that R ⊂ T4N . Define F : R → Z by setting
F (u) =
⌊H(N)(u)⌋ for each u ∈ R; then F is a height function on R, since H ∈ Adm(R; h). Let
G : R2 → R denote a 1-Lipschitz extension of F to R2.
Apply Proposition 7.6, where the f there is equal to the G here, and the n and v there are such
that the N here satisfies 4N ≤ 2n < 8N and N1/4 ≤ 2v < 2N1/4. This yields an integer m ∈ [v, 2v]
such that the following holds for sufficiently large N . Letting M = 2m ∈ [N1/4, 4N1/2] and {Fi}I
(for some index set I) denote the faces of 2n−mT that are contained entirely inside R, there exists a
subset J ⊆ I such that |J | ≥ I − 2M2(logN)−1/10 and such that G is 2(logN)−1/10-linear on ∂Fj
for each j ∈ J (recall 4 logM ≥ logN). For any j ∈ J , define gj : ∂Fj → Z by setting gj = G|∂Fj ;
here, we view ∂Fj ⊂ T (instead of as a subset of R2). Further set ρ = (logN)−1/21.
We claim that any height function H ∈ G(h) such that H |∂Fj = gj for each j ∈ J satisfies
maxv∈R
∣∣H(v) − H(N)(v)∣∣ ≤ ρN for sufficiently large N . Indeed, for any u ∈ R, we have that∣∣H(v) −H(N)(v)∣∣ ≤ ∣∣H(u) −G(u)∣∣ + 2|v − u|, since H and G are 1-Lipschitz. Thus, if v is in the
interior of some Fj with j ∈ J , then
∣∣H(v)−H(N)(v)∣∣ ≤ ∣∣H(u)−G(u)∣∣+2|v−u| ≤ 32N3/4 ≤ ρN ,
for any u ∈ ∂Fj (since then H(u) = G(u) and the diameter of Fj is at most 16N3/4).
If instead v is not in the interior of some Fj with j ∈ J , then let B = BρN/2(v). Then, for
sufficiently large N , B either contains a vertex in ∂R ∪ ⋃j∈J ∂Fj , or it contains at least ρ2M2
faces of 2n−mT that are either not among {Fj}j∈J or not entirely contained in R; indeed, this
can be quickly deduced from the facts that the area of each such face is N
2
2M2 and that of B is
πρ2N2
4 . The facts that |J | ≥ I−2M2(logN)−1/10; that there are at most 12M faces in 2n−mT that
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are not entirely contained in R (since R = BN ∩ T); that M ≥ N1/4; and that ρ = (logN)−1/21
together imply that the latter cannot occur. So, there exists some u ∈ ∂R ∪⋃j∈J ∂Fj such that
2|v − u| ≤ ρN , and we again obtain ∣∣H(v)−H(N)(v)∣∣ ≤ ∣∣H(u)−G(u)∣∣+ ρN = ρN .
Hence, recalling the set G(h) from Definition 2.2, we have that∣∣G(H(N);h; ρN)∣∣ ≥ ∏
j∈J
∣∣G(gj)∣∣.(7.18)
For each j ∈ J , let (sj , tj) ∈ T denote the slope of the plane passing through
(
v, F (v)
) ∈ R3,
for each of the three corners v of Fj . Stated alternatively, (sj , tj) is the unique pair such that
F (v) − F (u) = (sj , tj) · (v − u), for any two of the three corners v, u of the triangle Fj . Then
applying (7.1) with the N and ς there equal to NM and ρ = (logN)
−1/21 here, respectively, we
deduce from (7.18) that
N−2 log
∣∣G(H(N);h; (logN)−1/21N)∣∣ ≥ (2M2)−1 ∑
j∈J
σ(sj , tj)− C1M−2(logN)−1/63|J |,
≥ (2M2)−1
∑
j∈J
σ(sj , tj)− 8C1(logN)−1/63,
(7.19)
for some constant C1 > 1. To deduce the second inequality in (7.19), we used the bound |J | ≤
|I| ≤ 2M2N−2|R| ≤ 8M2.
Next, the facts that σ is concave and uniformly Hölder continuous with exponent 12 (recall
Remark 2.7); that the area of N−1Fj is (2M2)−1; and that H(N) is 2(logN)−1/10-linear on each Fj
together yields a constant C2 > 1 such that, for any j ∈ J , we have
2M2
∫
N−1Fj
σ
(∇H(z))dz ≤ max
s,t
σ(s, t) ≤ σ(sj , tj) + C2(logN)−1/20,(7.20)
where in the second term in (7.20) the maximum is taken over all pairs (s, t) ∈ T such that
sj − 2(logN)−1/10 ≤ s ≤ sj + 2(logN)−1/10 and tj − 2(logN)−1/10 ≤ t ≤ tj + 2(logN)−1/10.
The lemma now follows from inserting (7.20) into (7.19) and using the facts that σ is uniformly
bounded on T ; that |I| − |J | ≤ 2M2(logN)−1/10; and that ∣∣BN \⋃i∈I Fi∣∣ ≤ 6N2M ≤ 6N7/4 (which
holds since R = BN ∩ T and M ≥ N1/4). 
Next, we provide an upper bound on the size of G, although the precise form of this set will be
slightly different from that in Proposition 7.13. More specifically, for some finite domain R ⊂ T;
boundary height function h : ∂R→ Z; integer K ∈ Z≥1; and function FK : KT→ Z, let GK(FK ;h)
denote the set of height functions H : R→ Z such that H |∂R = h and H |KT = FK . This is the set
of height functions in G(h) whose values on the rescaled lattice KT are determined by FK .
The following lemma upper bounds
∣∣GK(FK ;h)∣∣ essentially by E(HK), for some function HK .
Proposition 7.14. Adopt the notation of Theorem 5.1; let F : T→ Z denote a height function on
R such that F |∂R = h; let K = 2k denote the integral power of 2 such that N1/8 ≤ K < 2N1/8;
and set FK = F |KT. Then there exists a constant C > 1 and a function HK ∈ Adm(R; h) such
that
∣∣HK(N−1v)−N−1F (v)∣∣ < N−1/8 for each v ∈ R, and
N−2 log
∣∣GK(FK ;h)∣∣ ≤ E(HK) + C(logN)−1/33.
Proof. As in the proof of Proposition 7.14, let G : R2 → R denote an arbitrary 1-Lipschitz extension
of F to R2 and let n ∈ Z≥1 be such that 4N ≤ 2n < 8N . Applying Proposition 7.6 then yields the
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existence of m ∈ Z≥1 such that M = 2m ∈ [N1/4, 4N1/2] and the following holds for sufficiently
large N . Letting
{
Fi
}
I denote the faces of 2
n−mT contained inside R, there exists a subset J ⊆ I
such that |J | ≥ I − 2M2(logN)−1/10 and G is 2(logN)−1/10-linear on ∂Fj for each j ∈ J .
Set HK(N−1v) = N−1F (v), for each v ∈ (2n−mT ∩R) ∪ ∂R; extend HK to the interior of each
N−1Fi by linearity for each i ∈ I; and extend HK arbitrarily (so that it remains admissible on
R) to R \ ⋃i∈I N−1Fi. Observe here that HK(N−1v) is not necessarily equal to N−1F (v) for
v ∈ KT ∩R, since K < NM = 2n−m.
We claim that the proposition holds for this choice of HK . To show that it satisfies the first
property listed there, observe since F and HK are 1-Lipschitz that
∣∣HK(N−1v) − N−1FK(v)∣∣ ≤∣∣HK(N−1u)−N−1F (u)∣∣+ 2N−1|v − u| for any v, u ∈ R. Since any vertex v ∈ R is of distance at
most 16M−1N from either ∂R or one of the three vertices of some Fi, it follows that
∣∣HK(N−1v)−
N−1FK(v)
∣∣ ≤ 32M−1 < N−1/8. This verifies the first condition on HK .
To establish the second, let (sj , tj) ∈ T denote the slope of the plane passing through
(
v, F (v)
) ∈
R3 at the three corners v of Fj , for each j ∈ J (as in the proof of Proposition 7.13). Then observe
for sufficiently large N that any H ∈ GK(FK ;h) must be (logN)−1/11-nearly linear of slope (sj , tj)
on ∂Fj for each j ∈ J , since G is (logN)−1/10-nearly linear of slope (sj , tj) on each ∂Fj ; since
H |KT = FK = G|KT; since K
(
N
M
)−1 ≤ 8N−1/8; and since H and G are 1-Lipschitz. Then, there
exists some constant C > 1 such that
N−2 log
∣∣GK(FK ;h)∣∣ ≤ (2M2)−2 ∑
j∈J
σ(sj , tj) + 2N
−2
∣∣∣∣∣R \ ⋃
j∈J
Fj
∣∣∣∣∣+ C(logN)−1/33
≤
∫
R
σ
(∇HK(z))dz + 2N−2
∣∣∣∣∣R \⋃
i∈I
Fi
∣∣∣∣∣+ 2C(logN)−1/33
≤
∫
R
σ
(∇HK(z))dz + 3C(logN)−1/33.
(7.21)
Here, to deduce the first bound, we used the second estimate in (7.2); the fact that any H ∈
GK(FK ;h) is (logN)
−1/11-nearly linear of slope (sj , tj) on ∂Fj , for each j ∈ J ; and the fact
that any face of R can be in one of three possible tiles. To deduce the second, we used the
facts that HK is linear of slope (sj , tj) on Fj for each j ∈ J ; that σ is nonnegative; and that that
|J | ≥ |I|−2M2(logN)−1/11. To deduce the third, we used the fact that R = BN ∩T (which implies
that there are at most 12M faces of 2n−mT that do not lie entirely inside R). The proposition now
follows from (7.21). 
Next, we require the following lemma, which provides an effective bound on the distance from a
function F to the maximizer H of E , given that E(F) ≈ E(H).
Lemma 7.15. For any ε ∈ (0, 14), there exists a constant C = C(ε) > 1 such that the following
holds. Let R ⊂ R2 denote a simply-connected closed subset, and let h : ∂R→ R denote a function
admitting an admissible extension to R. Also let H ∈ Adm(R; h) denote the maximizer of E on R
with boundary data h, and F ∈ Adm(R; h) denote another admissible extension of h to R.
Let δ ∈ (0, 1); suppose that E(F) ≥ E(H) − δ; and let z0 ∈ R be a point such that Bε(z0) ⊂ R
and ∇H(w) ∈ Tε, for each w ∈ Bε(z0). Then,
sup
w∈Bε(z0)
∣∣∣(H(w)−H(z0))− (F(w) −F(z0))∣∣∣ < Cδ1/6.
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Proof. Fix w0 ∈ Bε(z0), and set ω = |w0−z0|2 . For notational convenience, let us assume that
z0 = (0, 0) and that w0 = (2ω, 0). Recall from Remark 2.7 that σ is uniformly concave on Tε,
meaning that there exists a constant c = c(ε) > 0 such that
σ
(
s1 + s2
2
,
t1 + t2
2
)
≥ σ(s1, t1) + σ(s2, t2)
2
+ c
(
(s1 − s2)2 + (t1 − t2)2
)
,
for any (s1, t1) ∈ Tε and (s2, t2) ∈ T . Therefore, letting G = F+H2 , it follows from integration that
c
∫
Bω(0,ω)
∣∣∇H(z)−∇F(z)∣∣2dz ≤ ∫
R
(
σ
(∇G(z))− 1
2
(
σ
(∇H(z))+ σ(∇F(z))))dz
= E(G) − E(H) + E(F)
2
≤ δ
2
,
where we have used the fact that E(G) ≤ E(H) ≤ E(F) + δ. Hence,∫
Bω(0,ω)
∣∣∇H(z)−∇F(z)∣∣dz ≤ ω(πδ
2c
)1/2
.(7.22)
Next, we will exhibit a path from w0 to z0 of length at most πω, along which |∇H − ∇F| is
typically bounded above by a multiple of ω−1δ1/2. To that end, for each ρ ∈ [−1, 1], let us define
the function γρ : [0, π] → Bω by setting γρ(θ) = (ω cos θ + ω, ρω sin θ), for each θ ∈ [0, π], so in
particular γρ(0) = w0 and γρ(π) = z0. Then, it follows from changing variables that∫
Bω(0,ω)
∣∣∇f(z)∣∣dz = ω2 ∫ 1
−1
∫ 2π
0
∣∣∣∇f(γρ(θ))∣∣∣(sin θ)2dθdρ,
for any function f : Bω → R. In particular, taking f = ∇H−∇F and applying (7.22) yields
ω
∫ 1
−1
∫ π
0
∣∣∣∇H(γρ(θ))−∇F(γρ(θ))∣∣∣(sin θ)2dθdρ ≤ (πδ
2c
)1/2
.
Therefore, there exists some ρ ∈ [−1, 1] such that ∇H(z) and ∇F(z) are defined for almost all
z ∈ γρ and
ω
∫ π
0
∣∣∣∇H(γρ(θ)) −∇F(γρ(θ))∣∣∣(sin θ)2dθ ≤ (πδ
2c
)1/2
.(7.23)
Thus, since H,F ∈ Adm(R) are 1-Lipschitz on Bω(0, ω) and γρ is 1-Lipschitz on [0, π], we obtain∣∣∣(H(w0)−H(z0))− (F(w0)−F(z0))∣∣∣
≤
∣∣∣∣(H(γρ(π − δ1/6))−H(γρ(δ1/6)))− (F(γρ(π − δ1/6))−F(γρ(δ1/6)))∣∣∣∣+ 4δ1/6
≤
∫ π−δ1/6
δ1/6
∣∣∣∣(∇H(γρ(θ)) −∇F(γρ(θ))) · γ′ρ(θ)∣∣∣∣dθ + 4δ1/6
≤ 4δ−1/3ω
∫ π−δ1/6
δ1/6
∣∣∣∇H(γρ(θ))−∇F(γρ(θ))∣∣∣(sin θ)2dθ + 4δ1/6 ≤ (6c−1/2 + 4)δ1/6,
where in the third bound we used the facts that
∣∣γ′ρ(θ)∣∣ ≤ ω and that sin θ ≥ δ1/62 whenever
θ ∈ [δ1/6, π − δ1/6], and in the fourth bound we used (7.23). 
Now we can establish Theorem 5.1.
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Proof of Theorem 5.1. Let V = V(h) = V(h;R) denote the set of height functions H : R→ Z such
that H |∂R = h and
max
u∈BεN (v0)
∣∣∣∣N−1(H(u)−H(v0))− (H(N−1u)−H(N−1v0))∣∣∣∣ > (logN)−1/400.
It suffices to estimate P[H ∈ V], to which end we will bound |V| using Proposition 7.14 and
Lemma 7.15. So, let K be as in Proposition 7.14, and observe that
∣∣KT∩R∣∣ ≤ 4K−2N2. Thus, the
number of restrictions HK to KT of some height function H : R→ Z such that F |∂R = h is at most
(2N)4K
−2N2 ≤ C1 exp(N15/8), for some constant C1 = C1(ε) > 1 (since H must be 1-Lipschitz).
It follows from Proposition 7.14 that there exists a constant C2 = C2(ε) > 1 such that
|V| ≤ exp
(
N2
(
sup
HK
E(HK) + C2(logN)−1/33 + C2N−1/8
))
,(7.24)
where the supremum is taken over all HK ∈ Adm(R; h) such that
max
z∈Bε(N−1v0)
∣∣∣(HK(z)−HK(N−1v0))− (H(z)−H(N−1v0))∣∣∣ > (logN)−1/400 − 3N−1/8.(7.25)
For sufficiently large N , Lemma 7.15 implies that supHK E(HK) ≤ E(H) − (logN)−1/66, where
the supremum is again taken over all HK ∈ Adm(R; h) satisfying (7.25). Inserting this into (7.24),
we obtain
|V| ≤ exp
(
N2
(E(H)− (logN)−1/65)).(7.26)
Moreover, since Proposition 7.13 yields a constant C3 = C3(ε) > 1 such that∣∣∣G(H(N);h; (logN)−1/21N)∣∣∣ ≥ exp(N2(E(H)− C3(logN)−1/63)),
it follows from (7.26) that
P[H /∈ V] ≤ |V|
∣∣∣G(H(N);h; (logN)−1/21N)∣∣∣−1 ≤ exp(N2(C3(logN)−1/63 − (logN)−1/65)).
(7.27)
The theorem now follows from the fact that the right side of (7.27) is bounded by C4e
−N , for some
constant C4 = C4(ε) > 1. 
8. The Global Law Without Facets
In this section we establish Theorem 5.2, following Sections 6 and 7 of [49]. As in that work, this
will proceed by locally comparing a uniformly random height function on R to one on a hexagon.
So, we begin in Section 8.1 by introducing notation and recalling results from [49, 56] on hexagonal
tilings. Next, in Section 8.2 we establish Theorem 5.2 assuming a certain inductive statement given
by Proposition 8.6 below. We then establish Proposition 8.6 in Section 8.3.
8.1. Results on Hexagonal Domains. In this section we recall certain estimates on tilings of
A × B × C hexagons (recall Example 1.1) due to [49, 56]. To that end, recall that we seek an
estimate on the rate of convergence of the height function associated with a uniformly random
lozenge tiling of a domain to its global law. In the special case when the domain is an A ×B × C
hexagon, essentially optimal error estimates were established in [56]. Before stating this result, we
require the following definition that provides the limiting height profile associated with a typical
tiling of such a hexagon.
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L
∂L
h = 0
h = 0
h = c
h = c
h = x
h = y
(0, 0) (a, 0)
(a+ c, c)
(a+ c, b+ c)(c, b+ c)
(0, b)
Figure 12. Depicted above is a hexagon Xa,b,c; its inscribed ellipse L = La,b,c
(shaded); and the associated boundary height function h = ha,b,c.
Definition 8.1. Fix real numbers a, b, c > 0, and let Xa,b,c ⊂ R2 denote the hexagon with vertex
set
{
(0, 0), (a, 0), (0, b), (a + c, c), (c, b + c), (a + c, b + c)
}
. Further let La,b,c denote the interior of
the ellipse inscribed in the hexagon Xa,b,c.
Additionally define ha,b,c : ∂Xa,b,c → R2 by setting
ha,b,c(x, y) = 0, if 0 ∈ {x, y}; ha,b,c(x, y) = y, if x = y + a;
ha,b,c(x, y) = x, if b+ x = y; ha,b,c(x, y) = c, if either x = a+ c or y = b+ c,
whenever (x, y) ∈ ∂Xa,b,c. In particular, ha,b,c denotes the unique normalized boundary height
function (recall Section 1.2) associated with a tiling of the ⌊aN⌋× ⌊bN⌋× ⌊cN⌋ hexagon, such that
ha,b,c(0, 0) = 0; see the right side of Figure 5 and Figure 12 for a depiction.
Let Ha,b,c : Xa,b,c → R denote the maximizer of E on Xa,b,c with boundary data ha,b,c.
Remark 8.2. Fix ϑ > 0. Then, it is known (see, for instance, Theorem 1.1 of [17]) that Ha,b,c(z) is
uniformly smooth on the domain
{
z ∈ La,b,c : d(z, ∂La,b,c) > ϑ
} ⊂ Xa,b,c, for any triple (a, b, c) ∈
R
3
>0 such that a+ b+ c = 1 and min{a, b, c} ≥ ϑ.
The following lemma now states an effective global law for hexagons tilings, with error N δ−1 for
any δ > 0. It originally appeared as Lemma 5.6 of [56], although it was stated in its below form as
equation (13) of [49].
Lemma 8.3 ([56, Lemma 5.6]). For any fixed real numbers ϑ, δ ∈ (0, 1) and D > 0, there exists
a constant C = C(ϑ, δ,D) > 1 such that the following holds. Fix an integer N ∈ Z≥1 and real
numbers a, b, c ∈ (ϑ, 1); set A = ⌊aN⌋, B = ⌊bN⌋, and C = ⌊cN⌋. Abbreviate the A × B × C
hexagonal domain X = XA,B,C, and let h : ∂X → Z denote the associated boundary height function
with h(0, 0) = 0. Let v ∈ X be a vertex such that N−1v ∈ La,b,c and d(N−1v, ∂La,b,c) ≥ ϑ.
If H : X → Z denotes a uniformly random element of G(h), then
P
[∣∣N−1H(v)− Ha,b,c(N−1v)∣∣ > N δ−1] < CN−D.
Next we require a way of “locally comparing” a tiling of a domain, whose associated global profile
H : R→ R exhibits no facets, to that of a hexagon. To that end, following [49], we will match the
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gradient and Hessian of H at any given point in R to those of some hexagonal global profile Ha,b,c
at some point in La,b,c.
More explicitly, we may express the gradient and Hessian of H at some fixed z ∈ R by a
local quadruple of parameters (s, t, ξ, η) ∈ T × R2. Here, (s, t) = ∇H(z) ∈ T ; ξ = ∂2xH(z); and
η = ∂2yH(z). Observe that the final component ∂x∂yH(z) = ∂y∂xH(z) of the Hessian is determined
by (s, t, ξ, η) from the Euler-Lagrange equation (2.3) satisfied by H (recall Remark 2.8).
The following lemma, which appears as Theorem 4.4 of [49], essentially states that the local
quadruple (s, t, ξ, η) associated with a point of any global profile H can be equated with that at
some point in the inscribed ellipse La,b,1−a−b ⊂ X of an a× b× (1− a− b) hexagon X = Xa,b,1−a−b.
To state it, we first define the domain
Y =
{
(a, b, x, y) ∈ R4 : (a, b) ∈ T ; (x, y) ∈ La,b,1−a−b
}
.
Here, we interpret the first two components (a, b) of a quadruple (a, b, x, y) ∈ Y as parameters
defining the a× b× (1− a− b) hexagon Xa,b,1−a−b. The pair (x, y) is then viewed as a point in the
interior of the inscribed ellipse La,b,c.
The following result appears at Theorem 4.4 of [49] and essentially states that local quadruple
appearing in a minimizer of E “arises” from an element of Y.
Lemma 8.4 ([49, Theorem 4.4]). Define the map Ψ : Y→ T ×R2 as follows. For any (a, b, x, y) ∈
Y, set Ψ(a, b, x, y) = (s, t, ξ, η), where
∇H(x, y) = (s, t); ∂2xH(x, y) = ξ; ∂2yH(x, y) = η,
and we have abbreviated H = Ha,b,1−a−b. Then, Ψ is a diffeomorphism.
8.2. Proof of Theorem 5.2. In this section we establish Theorem 5.2 assuming Proposition 8.6
below. Since the proofs of the two estimates in (5.1) are very similar, we only detail that of the
second. Following Sections 6 and 7 of [49], this will proceed by introducing a sequence of functions
Φ0 ≥ Φ1 ≥ . . . ≥ ΦJ such that ΦJ ≈ G2 and N−1H ≤ Φ0 holds deterministically. Then, we will use
the results from Section 8.1 to show that N−1H ≤ Φj implies N−1H ≤ Φj+1 with high probability,
for each 1 ≤ j ≤ J − 1. By induction, this will yield the upper bound N−1H ≤ ΦJ ≈ G2.
To implement this procedure, let us abbreviate g2 = g and G2 = G. Define Φ0 : B → R by
setting Φ0(z) = G(z)+ 3, for each z ∈ R. Since H and G are both 1-Lipschitz, the first assumption
on G listed in Theorem 5.2 yields N−1H(v) ≤ Φ0(N−1v) deterministically, for each v ∈ R and
sufficiently large N .
Following equation (46) of [49], we also define ω ∈ R, J ∈ Z≥0, and Φj : B → R for each j ∈ [0, J ]
by setting
ω = N−α/5; J =
⌊
3ω−1
⌋− 1; Φj(z) = G(z)− jω + 3, for each z ∈ B.(8.1)
Defining for any j ∈ [0, J ] and v ∈ R the event
Ωj(v) =
{
N−1H(v) > Φj(N−1v)
}
,(8.2)
we have the following proposition, which is similar to equation (46) of [49] and states that N−1H ≤
Φj implies N
−1H ≤ Φj+1 with high probability.
Proposition 8.5. There exists a constant C = C(ε, α, ν,D) > 1 such that the following holds. For
any integer j ∈ [1, J ] and vertex v ∈ R, we have that
P
[
Ωj(v) ∩
⋂
u∈R
Ωj−1(u)c
]
≤ CN−D.
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Assuming Proposition 8.5, we can quickly establish Theorem 5.2.
Proof of Theorem 5.2. Since ΦJ(z) ≤ G(z)+2ω andN−1H(v) ≤ Φ0(N−1v) holds deterministically,
a union bound and Proposition 8.5 together yield a constant C = C(ε, α, ν,D) > 1 such that
max
v∈R
P
[
N−1H(v) > G2(N−1v) + 2ω
]
≤ max
v∈R
P
[
ΩJ(v)
] ≤ J∑
j=1
P
[ ⋃
v∈R
(
Ωj(v) ∩
⋂
u∈R
Ωj−1(u)c
)]
≤ CJ |R|N−D−3 ≤ 12CN−D,
since J ≤ 3N and |R| ≤ 4N2. This establishes the second estimate in (5.1); the proof of the former
is entirely analogous and is therefore omitted. 
We will establish Proposition 8.5 also through an inductive procedure. To that end, following
equation (50) of [49], define ρ, ζ ∈ R and ψ : B → R by setting
ρ = N−1/4; ζ = (logN)1−ν/2; ψ(x, y) = Υ− eζx − eζy,(8.3)
for each (x, y) ∈ B, where Υ ∈ R is chosen such that infz∈B ψ(z) = 2.
Now let K ∈ Z≥1 denote the largest integer for which
(
1 − KN
)
supz∈B ψ(z) ≤ 12 . Following
equation (52) of [49], define for any j ∈ [0, J ] and k ∈ [0,K] the function ϕj;k : B → R by setting
ϕj;k(z) = G(z)− (j + 1)ω +
(
1− k
N
)
ωψ(z) + 3ρ+ 3, for each z ∈ B.(8.4)
Similar to in (8.2), for any vertex v ∈ R and integer pair (j, k) ∈ [0, J ]× [0,K], we define the event
Ωj;k(v) =
{
N−1H(v) > ϕj;k(N−1v)
}
.(8.5)
The following proposition, which is analogous to Proposition 6.7 of [49], indicates that N−1H ≥
ϕj;k−1 implies N−1H ≥ ϕj;k with high probability. Its proof will be given in Section 8.3 below.
Proposition 8.6. There exists a constant C = C(ε, α, ν,D) > 1 such that the following holds. For
any pair (j, k) ∈ [0, J ]× [1,K] and vertex v ∈ R, we have that
P
[
Ωj;k(v) ∩
⋂
u∈R
Ωj;k−1(u)c
]
≤ CN−D.
Assuming Proposition 8.6, we now can establish Proposition 8.5.
Proof of Proposition 8.5. First observe that since
(
1 − KN
)
supz∈B ψ(z) ≤ 12 < 2 ≤ infz∈B ψ(z) and
ρ ≤ ω6 for sufficiently large N , we have for any j ∈ [1, J ] and z ∈ B that
ϕj;K(z) ≤ Φj(z) ≤ Φj−1(z) ≤ ϕj;0(z).(8.6)
Therefore, Proposition 8.6, (8.6), and a union bound together yield a constant C = C(ε, α, ν,D) > 1
such that
max
v∈R
P
[
Ωj(v) ∩
⋂
u∈R
Ωj−1(u)c
]
≤ max
v∈R
P
[
Ωj;K(v) ∩
⋂
u∈R
Ωj;0(u)
c
]
≤
K∑
k=1
P
[ ⋃
v∈R
(
Ωj;k(v) ∩
⋂
u∈R
Ωj;k−1(u)c
)]
≤ CK|R|N−D−3 ≤ 4CN−D,
where we have used the facts that K ≤ N and |R| ≤ 4N2. 
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8.3. Proof of Proposition 8.6. In this section we establish Proposition 8.6, following the proof
of Proposition 6.7 given in Section 7 of [49]. To that end, recall the notation of Section 8.2, fix
some pair (j, k) ∈ [0, J ]× [1,K] and vertex v ∈ R, and define
ϕ = ϕj;k−1; Ω =
⋃
u∈R
Ωj;k−1(u); κ =
N − k + 1
N
.(8.7)
Throughout this section, we restrict to the event Ωc.
Remark 8.7. By the third property listed in Theorem 5.2 and the definition (8.3) of ζ, for any δ > 0
there exists a constant C = C(δ) > 1 such that∥∥G−G(0, 0)∥∥C2(B) ≤ (logN)−ν/2ζ; ζ ≤ eζ ≤ CN δ; 1CN δ ≤ 1− KN ≤ κ ≤ 1.(8.8)
Now, for N sufficiently large, observe that since H and G are 1-Lipschitz; since N−1h(u) ≤
G(N−1u) + 4N < G(N
−1u) + ρ for any u ∈ ∂R (by the first assumption on G listed in Theorem 5.2
and the fact that G is 1-Lipschitz); and since (j +1)ω ≤ 3 for each z ∈ B and j ∈ [1, J ], the bound
N−1H(v) ≤ ϕj;k(N−1v), holds deterministically if d(v, ∂R) ≤ ρN.(8.9)
Thus, we will assume in what follows that d(v, ∂R) > ρ, so BρN (v) ⊂ R.
In this case, let us briefly outline how we will establish Proposition 8.6; in the below, we recall the
notation of Example 1.1 and Definition 8.1. As mentioned previously, this will proceed by locally
comparing the tiling of R around v with a uniformly random tiling of a suitable ⌊aN⌋×⌊bN⌋×⌊cN⌋
hexagon around some point Nz0. More specifically, we will exhibit a triple (a, b, c) ∈ R>0 and a
point z0 ∈ La,b,c ⊂ Xa,b,c such that ϕ|∂Bρ(N−1v) < Ha,b,c|∂Bρ(z0) and ϕj;k(N−1v) > Ha,b,c(z0)
(after suitably globally shifting Ha,b,c, if necessary). Since the normalized height function N
−1H
is bounded above by ϕ, Lemma 2.3 and Lemma 8.3 will then imply that N−1H(v) ≤ Ha,b,c(z0) <
ϕj;k(N
−1v) with high probability, thereby establishing Proposition 8.6.
The triple (a, b, c) ∈ R3>0 and point z0 ∈ La,b,c will be determined (through Lemma 8.4) by
imposing ∇Ha,b,c(z0) = ∇ϕ(N−1v) and equating the second derivatives of Ha,b,c at z0 with those
of a slightly different function Θ at N−1v. To define Θ, we require some additional notation.
For any pair (s, t) ∈ T , function F ∈ C2(B), and point z ∈ B, define the vectors p(s, t) ∈ R4 and
qF (z) ∈ R4 by setting
p(s, t) =
(
axx(s, t), axy(s, t), ayx(s, t), ayy(s, t)
)
; qF (z) =
(
∂2xF (z), ∂x∂yF (z), ∂y∂xF (z), ∂
2
yF (z)
)
,
(8.10)
where we recall the functions ajk from (2.4). Then the partial differential equation (2.3) is equivalent
to stipulating that p
(∇F (z)) · qF (z) = 0 holds for each z ∈ B; in particular, this holds for F = G.
Before defining Θ, it will be useful to establish the below lemma, whose first part shows that ϕ
does not exhibit facets and whose second provides an estimate on p and q that will be useful for
what follows.
Lemma 8.8. There exists a constant C0 = C0(ε, α, ν) > 1 such that the following two statements
hold for N > C0.
(1) For any z ∈ B, we have that ∇ϕ(z) ∈ Tε/2.
(2) For any z ∈ B, we have that∣∣∣∣∣p
(∇ϕ(z)) · qG(z)
p
(∇ϕ(z)) · qψ(z)
∣∣∣∣∣ < κω(logN)−ν/4.(8.11)
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Proof. Fix z = (x, y) ∈ B. From the definitions (8.4) of ϕ and (8.3) of ψ, we find that∣∣∇ϕ(z)−∇G(z)∣∣ = κω∣∣∇ψ(z)∣∣ ≤ 2κωζmax{eζx, eζy}.(8.12)
Next, from the second bound in (8.8); the fact that max
{
x, y
} ≤ 1; and the identity ω = N−α/5,
we deduce the existence of a constant C1 = C1(α, ν) > 1 with 2κωζmax{eζx, eζy} ≤ C1ω1/2. Using
the fact that∇G(z) ∈ Tε and takingN sufficiently large so that C1ω1/2 < ε2 , we obtain∇ϕ(z) ∈ Tε/2
from (8.12); this implies the first statement of the lemma.
To deduce (8.11) observe that, since p
(∇G(z)) · qG(z) = 0 and each aij is uniformly Lipschitz
on Tε/2 (recall (2.4)), there exists a constant C2 = C2(ε, α) > 1 such that∣∣∣p(∇ϕ(z)) · qG(z)∣∣∣ = ∣∣∣∣(p(∇ϕ(z))− p(∇G(z))) · qG(z)∣∣∣∣ ≤ C2∣∣∇ϕ(z)−∇G(z)∣∣∣∣qG(z)∣∣.
Thus, since
∣∣qG(z)∣∣ ≤ 2‖G−G(0, 0)‖C2(B), it follows from (8.12) and the first bound in (8.8) that∣∣∣p(∇ϕ(z)) · qG(z)∣∣∣ ≤ 4C2κωζ2(logN)−ν/2max{eζx, eζy}.(8.13)
Moreover, the fact that ∇ϕ(z) ∈ Tε/2 and the explicit form (2.4) for the ajk together yield a
constant c1 = c1(ε, α) > 0 for which min
{
axx
(∇ϕ(z)), ayy(∇ϕ(z))} > c1. Thus, since qψ(z) =(− ζ2eζx, 0, 0,−ζ2eζy), we deduce that∣∣∣p(∇ϕ(z)) · qψ(z)∣∣∣ ≥ c1ζ2max{eζx, eζy}.(8.14)
Thus, (8.11) follows from (8.13), (8.14), and the fact that N is sufficiently large. 
Now, similar to in equation (72) of [49], define the function Θ : B → R by setting
Θ(z) = G(z)− p
(∇ϕ(z)) · qG(z)
p
(∇ϕ(z)) · qψ(z)ψ(z), for each z ∈ B,(8.15)
where fact that p
(∇ϕ(z)) · qψ(z) 6= 0 for each z ∈ B was established as (8.11) (see also (8.14)).
Observe that Θ satisfies the linear variant of (2.3) given by p
(∇ϕ(z)) · qΘ(z) = 0.
The lemma below establishes the existence of a triple (a, b, c) ∈ R3>0 and a point z0 ∈ La,b,c
such that ∇ϕ(N−1v) = ∇Ha,b,c(z0) and the second derivatives of Θ at N−1v coincide with those
of Ha,b,c at z0.
Lemma 8.9. There exists a constant C = C(ε, α, ν) > 1; a triple (a, b, c) ∈ R3>0; and a point
z0 ∈ La,b,c such that the following holds. Assuming N > C and abbreviating H = Ha,b,c, we have
a+ b + c =
1
ζ
; min{a, b, c} > 1
Cζ
; d(z0, ∂La,b,c) >
1
Cζ
,(8.16)
and
∇ϕ(N−1v) = ∇H(z0); qΘ(N−1v) = qH(z0).(8.17)
Proof. This will follow from a suitable application of Lemma 8.4 and rescaling by ζ−1. However, it
will first be useful to estimate the second derivatives of Θ. So, for any i, j ∈ {x, y} and sufficiently
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large N , observe that
∣∣∂i∂jΘ(z)∣∣ ≤ ∥∥G−G(0, 0)∥∥C2(B) +
∣∣∣∣∣p
(∇ϕ(z)) · qG(z)
p
(∇ϕ(z)) · qψ(z)
∣∣∣∣∣ supz∈B ∣∣∂i∂jψ(z)∣∣
≤ (logN)1−ν + κω sup
z∈B
‖∂i∂jψ(z)
∥∥ ≤ (logN)1−ν + 2κωζ2eζ ≤ (logN)1−ν/2 = ζ.
(8.18)
Here, to deduce the second inequality in (8.18), we used (8.11) and the first bound in (8.8); to
deduce the third we used the explicit form (8.3) of ψ; to deduce the fourth we used the second
bound in (8.8) and the fact that ω = N−α/5.
Now observe for any z ∈ Xa,b,c and i, j ∈ {x, y} that
∇Ha,b,c(z) = ∇Hζa,ζb,ζc(ζz); ∂i∂jHa,b,c(z) = ζ∂i∂jHζa,ζb,ζc(ζz).
Therefore, (8.18); the fact that ∇ϕ(N−1v) ∈ Tε/2; and Lemma 8.4 (scaled by ζ−1) together imply
the existence of a constant C = C(ε, α, ν) > 1, real numbers a, b, c > 0, and a point z0 ∈ La,b,c such
that (8.16) and the identities
∇ϕ(N−1v) = ∇H(z0); ∂2xΘ(N−1v) = ∂2xH(z0); ∂2yΘ(N−1v) = ∂2yH(z0),(8.19)
all hold; here, we have abbreviated H = Ha,b,c. It remains to establish the last identity in (8.17).
To that end, observe from the definition (8.15) of Θ and the fact that H is a maximizer of E
that p
(∇ϕ(N−1v)) · qΘ(N−1v) = 0 = p(∇H(z0)) · qH(z0). Therefore, it follows from (8.19) that
∂x∂yΘ(N
−1v) = ∂y∂xΘ(N−1v) = ∂x∂yH(z0) = ∂y∂xH(z0). Thus, qΘ(N−1v) = qH(z0). 
Under the notation of Lemma 8.9, we have the following lemma that is similar to equation (88)
of [49] and indicates that the relative height of ϕ(N−1v) with respect to ϕ|Bρ(N−1v) is larger than
that of H(z0) with respect to H|Bρ(z0).
Lemma 8.10. Adopting the notation of Lemma 8.9, there exists a constant C0 = C0(ε, α, ν) > 1
such that the following holds. Let u ∈ BρN (v) denote a vertex of R, and set w0 = z0+N−1(u−v) ∈
Bρ(z0). If N > C0, then
ϕ(N−1v)− ϕ(N−1u) ≥ H(z0)− H(w0) + ω2|w0 − z0|2.
Proof. For any function f ∈ C2(B) and point z ∈ B, denote the Hessian Hf (z) of f at z by
Hf (z) =
[
∂2xf(z) ∂x∂yf(z)
∂y∂xf(z) ∂
2
yf(z)
]
.
Then, a Taylor expansion and the identity w0− z0 = N−1(u− v) yield a constant C1 > 0 such that∣∣∣ϕ(N−1u)− H(w0)− (ϕ(N−1v)− H(z0))− (∇ϕ(N−1v)−∇H(z0)) · (w0 − z0)
− (w0 − z0) ·
(
Hϕ(N
−1v)−HH(z0)
)
(w0 − z0)
∣∣∣
≤ C1|w0 − z0|2+α
(‖ϕ− ϕ(0, 0)‖C2,α(B) + ‖H‖C2,α(Bρ(z0))).
(8.20)
To estimate the right side of (8.20), observe that the fact that Ha,b,c(z) = ζ
−1Haζ,bζ,cζ(ζz);
(8.16); and Remark 8.2 (with scaling by ζ) together yield a constant C2 = C2(ε, ν) > 1 such that
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‖H‖C2,α(Bρ(z0)) ≤ C2ζ1+α. Additionally, we have for sufficiently large N that
‖ϕ− ϕ(0, 0)‖C2,α(B) ≤ ‖G−G(0, 0)‖C2,α(B) + κω‖ψ − ψ(0, 0)‖C2,α(B)
≤ (logN)10 + 2κωζ3eζ ≤ 2(logN)10.(8.21)
Here, to deduce the first estimate, we used (8.4); to deduce the second, we used the third assumption
imposed on G in Theorem 5.2 and the explicit form (8.3) for ψ; and to deduce the third we used
the second bound in (8.8) and the fact that ω = N−α/5.
Hence, from (8.20); (8.21); (8.17); and the fact that ζ1+α < (logN)10, we deduce the existence
of a constant C3 = C3(ε, α, ν) > 1 such that
∣∣∣ϕ(N−1u)− H(w0)− (ϕ(N−1v)− H(z0))− (w0 − z0) · (Hϕ(N−1v)−HΘ(N−1v))(w0 − z0)∣∣∣
≤ C3|w0 − z0|2+α(logN)10.
(8.22)
Next, observe from the definitions (8.4) and (8.15) of ϕ and Θ, respectively, that
Hϕ(N
−1v)−HΘ(N−1v) =
(
p
(∇ϕ(N−1v)) · qG(N−1v)
p
(∇ϕ(N−1v)) · qψ(N−1v) + κω
)
Hψ(N
−1v).(8.23)
Now since (8.11) implies for sufficiently large N that
p
(∇ϕ(N−1v)) · qG(N−1v)
p
(∇ϕ(N−1v)) · qψ(N−1v) + κω ≥ κω(1− (logN)−ν/4) > κω2 ,
and since the explicit form (8.3) for ψ implies that Hψ(N
−1v) is negative definite with eigenvalues
bounded above by −ζ2e−ζ, we deduce from (8.22) and (8.23) that
ϕ(N−1u)− H(w0)−
(
ϕ(N−1v)− H(z0)
) ≤ C3|w0 − z0|2+α(logN)10 − κωζ2e−ζ |w0 − z0|2
2
≤ −κωζ
2e−ζ |w0 − z0|2
4
< −ω2|w0 − z0|2,
(8.24)
for sufficiently large N . Here, to deduce the second and third inequalities in (8.24) we used the
second and third bounds in (8.8) and the facts that |w0 − z0| ≤ ρ = N−1/4 and ω = N−α/5.
The lemma then follows from (8.24). 
Now we can establish Proposition 8.6.
Proof of Proposition 8.6. By (8.9), we may assume that d(v, ∂R) > ρN . Adopt the notation of
Lemma 8.9, and denote the aN × bN × cN hexagon from Example 1.1 by X = NXa,b,c, where
we assume for notational convenience that aN, bN, cN, Nζ ∈ Z≥1 and Nz0 ∈ Z2. Let χ : ∂X → Z
denote the boundary height function on ∂X determined by setting its value at (0, 0) to be
χ(0, 0) = Nϕ(N−1v)−NH(z0)−N
⌊
ω2ρ2
2
⌋
,
and setting χ(u) = Nha,b,c(N
−1u) + χ(0, 0) for any u ∈ ∂X (where we recall ha,b,c from Defini-
tion 8.1). Let Ξ : X → Z denote a uniformly random height function in G(χ) (recall Definition 2.2).
On the event Ωc =
⋂
u∈R Ωj;k−1(u)
c, we will show that H |∂BNρ(v) is likely bounded above by
Ξ|BNρ(z0).
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To that end, apply Lemma 8.3, with the N there equal to Nζ here and the a, b, c there equal
to aζ, bζ, cζ here, respectively. Using (8.16); the fact that Haζ,bζ,cζ(z) = ζH
(
z
ζ
)
; the second
estimate in (8.8); and a union bound, we deduce for any δ,D > 0 that there exists a constant
C1 = C1(ε, α, ν, δ,D) > 1 such that
P
[
max
u∈BρN (Nz0)∩T
∣∣∣∣N−1Ξ(u)− H(N−1u)− ϕ(N−1v) + H(z0) + ω2ρ22
∣∣∣∣ > N δ−1
]
< C1N
−D−2.
In particular, setting u = Nz0 and u ∈ ∂Bρ(Nz0) ∩ T, we obtain that
P
[
N−1Ξ(Nz0) > ϕ(N−1v)− ω
2ρ2
2
+N δ−1
]
< C1N
−D−2,(8.25)
and
max
u∈∂BρN (Nz0)∩T
P
[
N−1Ξ(u) < ϕ(N−1v)− H(z0) + H(N−1u)− ω
2ρ2
2
−N δ−1
]
< C1N
−D−2,
(8.26)
respectively. Now, by the third bound in (8.8) and the facts that ρ = N−1/4 and ω = N−α/5 >
N−1/5, we have for δ = 120 that ω
2ρ2 > 4N δ−1, if N is sufficiently large. Thus, taking δ = 120 in
(8.26) and then applying Lemma 8.10, yields
max
u∈∂BρN (Nz0)∩T
P
[
N−1Ξ(u) < ϕ
(
N−1u+N−1v − z0
)
+
ω2ρ2
4
]
< C1N
−D−2,(8.27)
and so Ξ(u)|BρN (z0) is likely larger than Nϕ|Bρ(v). Since N−1H is bounded above by ϕ on the event
Ωc =
⋂
u∈R Ωj;k−1(u)
c, (8.27) implies that
max
u∈∂BρN (Nz0)
P
[
Ξ(u)1Ωc < H(u −Nz0 + v)1Ωc
]
< C1N
−D−2,(8.28)
meaning that H |BNρ(v) is likely bounded above by Ξ|∂BρN (Nz0) on Ωc.
Thus, restricting to the tiling of R to BρN (v) ∩ T; restricting the tiling of X to BρN (Nz0) ∩ T;
applying Lemma 2.3; and using a union bound in (8.28) over all u ∈ ∂BρN (Nz0)∩T, we deduce the
existence of a coupling between Ξ and H such that P
[
Ξ(Nz0)1Ωc < H(v)1Ωc
]
< 4C1N
−D. This,
(8.25), the fact that ω2ρ2 > 4N δ−1, and a union bound together imply
P
[
H(v)1Ωc >
(
ϕ(N−1v)− ω
2ρ2
4
)
1Ωc
]
< 5C1N
−D,
from which we deduce the proposition since ϕ(N−1v) − ϕj;k(N−1v) = N−1ωψ(N−1v) < ω
2ρ2
4 for
sufficiently large N . In the latter statement, the first equality follows from (8.4) and the second
estimate from the facts that ψ(N−1v) ≤ Υ ≤ 2eζ + 2 ≤ 2eζ+1; that ζ = (logN)1−ν/2; that
ω = N−α/5 > N−1/5; and that ρ = N−1/4. 
Appendix A. Proofs of Lemma 2.10 and Proposition 2.13
In this section we establish Lemma 2.10 and Proposition 2.13. We begin in Appendix A.1 by
first recalling several known estimates about uniformly elliptic partial differential equations and
then deducing Lemma 2.10 as a consequence. We next prove Proposition 2.13 in Appendix A.2.
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A.1. Proof of Lemma 2.10. In this section we first recall several results from [29] about regu-
larity properties of uniformly elliptic partial differential equations, and then use them to establish
Lemma 2.10.
To that end, let us fix an integer d > 0 and an open subset R ⊆ Rd. Following Section 6.1 of
[29], we define variants of the norms from Section 5.1 where we now weight by the distance from a
point to the boundary of R. First, for any z, z′ ∈ R, set
dz = dz(R) = d(z, ∂R); dz,z′ = dz,z′(R) = min{dz, dz′}.
Additionally, for any function f ∈ Ck,α(R); integers k,m ∈ Z≥0; and real number α ∈ (0, 1], set
[f ]
(m)
k = [f ]
(m)
k,0 = [f ]
(m)
k,0;R = max
γ∈Zd≥0
|γ|=k
sup
z∈R
dk+mz
∣∣∂γf(z)∣∣;
[f ]
(m)
k,α = [f ]
(m)
k,α;R = sup
y,z∈R
y 6=z
sup
γ∈Zd≥0
|γ|=k
dk+m+αy,z
∣∣∂γf(y)− ∂γf(z)∣∣
|y − z|α ;
‖f‖(m)k = ‖f‖(m)k,0 = ‖f‖(m)k,0;R =
k∑
j=0
[f ]
(m)
j,0;R;
∥∥f‖k,α = ∥∥f∥∥(m)k,α;R = ‖f‖(m)k + [f ](m)k,α ,
which give points closer to ∂R “smaller weight.” Here, we recall from Section 5.1 that ∂γ =∏d
i=1(∂i)
γi for any d-tuple (γ1, γ2, . . . , γd) ∈ Zd≥0.
Observe (see equation (6.11) of [29]) that, for any f, g ∈ C0,α(R), these norms satisfy
‖fg‖(m)0,α ≤ ‖f‖(m)0,α ‖g‖0 + ‖f‖0‖g‖(m)0,α .(A.1)
The following lemma, which appears as Theorem 6.2 of [29], provides the interior Schauder
estimates for solutions to uniformly elliptic partial differential equations with Hölder continuous
coefficients. Although these bounds hold in all dimensions d ≥ 2, we only state them for d = 2.
Lemma A.1 ([29, Theorem 6.2]). For fixed real numbers B ∈ R>0 and α ∈ (0, 1), there exists a
constant C = C(B,α) > 1 such that the following holds. For each j, k ∈ {x, y}, let ajk, bj ∈ C0,α(B)
denote functions such that axy = ayx and
max
j,k∈{x,y}
‖ajk‖(0)0,α < B; max
j∈{x,y}
‖bj‖(1)0,α < B; inf
z∈B
∑
j,k∈{x,y}
ajk(z)ξiξj ≥ B−1|ξ|2,
all hold for any ξ = (ξx, ξy) ∈ R2. Let g ∈ C0,α(B) denote a function, and suppose that F ∈ C2,α(B)
satisfies the elliptic partial differential equation∑
j,k∈{x,y}
ajk(z)∂j∂kF (z) +
∑
j∈{x,y}
bj(z)∂jF (z) = g, for each z ∈ B.(A.2)
Then, ‖F‖(0)2,α ≤ C
(‖F‖0;B + ‖g‖(2)0,α).
We will be interested in properties of solutions to certain families of non-linear, uniformly elliptic
partial differential equations. The following result, which appears as Theorem 10.1 of [29], provides
a comparison principle for such solutions.
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Lemma A.2 ([29, Theorem 10.1]). Fix a constant B > 0 and, for each j, k ∈ {x, y}, let ajk ∈
C1(R2) denote functions such that axy = ayx and
inf
z∈R2
∑
j,k∈{x,y}
ajk(z)ξjξk ≥ B−1|ξ|2, for any ξ = (ξx, ξy) ∈ R2.(A.3)
Moreover, for each i ∈ {1, 2}, let fi : ∂B → R denote a continuous function, and suppose that
Fi : B → R with Fi ∈ C2(B) ∩ C(B) is a solution to the partial differential equation∑
j,k∈{x,y}
ajk
(∇F (z))∂j∂kF (z) = 0, for each z ∈ B,(A.4)
with boundary data Fi|∂B = fi. If f1(z) ≥ f2(z) for each z ∈ ∂B, then F1(z) ≥ F2(z) for each
z ∈ B.
The following lemma provides interior regularity estimates for solutions to equations of the form
(A.4). This result is known (for instance, see Chapter 3.6 of [1]), but we quickly outline its proof.
Lemma A.3. For a fixed integer m ∈ Z>1 and real numbers r, B ∈ R>0, there exists a constant
C(r, B,m) > 1 such that the following holds. For each j, k ∈ {x, y}, let ajk ∈ Cm−1(R2) denote
functions such that axy = ayx and
max
j,k∈{x,y}
‖ajk‖Cm−1(R2) ≤ B; inf
z∈R2
∑
j,k∈{x,y}
ajk(z)ξjξk ≥ B−1|ξ|2,(A.5)
for any ξ = (ξx, ξy) ∈ R2. Then for any continuous function f ∈ C(∂B) such that ‖f‖0 ≤ B, there
exists a unique F ∈ C2(B) ∩ C(B) satisfying the partial differential equation (A.4) with boundary
data F |∂B = f . Moreover, F ∈ Cm(B) and ‖F‖Cm(B1−r) ≤ C.
Proof (Outline). For any α ∈ (0, 1), the existence of a function F ∈ C2,α(B) satisfying (A.4) follows
from Theorem 12.5 of [29]; its uniqueness is a consequence of the comparison principle Lemma A.2
for equations of the form (A.4). Therefore, it remains to estimate ‖F‖Cm(B1−r). Bounds of this
type are known to follow from an initial estimate on [F ]C1,α(B1−r) and an inductive application of
the Schauder estimate Lemma A.1. Let us briefly outline this procedure.
To that end, for each j, k ∈ {x, y} define the measurable function a˜jk : B → R by setting
a˜jk(z) = ajk
(∇F (z)) for each z ∈ B. Then, the a˜jk satisfy ‖a˜jk‖0 ≤ B and (A.3). Since F ∈ C2(B)
satisfies (A.4), it also satisfies the linear equation∑
j,k∈{x,y}
a˜jk(z)∂j∂kF (z) = 0, for each z ∈ B.(A.6)
Therefore, Theorem 12.4 of [29] yields constants α = α(B) > 0 and C1 = C1(B) > 1 such that
[F ]
(0)
1,α < C1‖F‖0. By the comparison principle Lemma A.2 for equations of the form (A.4), we have
that ‖F‖0 ≤ ‖f‖0 ≤ B, and so [F ](0)1,α ≤ C1B.
Now since ‖ajk‖C1(R2) ≤ B and a˜jk(z) = ajk
(∇F (z)), it follows that ‖a˜jk‖(0)α = [a˜jk](0)α +
‖a˜jk‖0 ≤ [F ](0)1,α‖ajk‖C1(R2) + B ≤ C1B2 + B. Together with the interior Schauder estimate
Lemma A.1 and the fact that ‖F‖0 ≤ B, this yields a constant C2 = C2(B) > 1 such that
‖F‖(0)2,α ≤ C2; thus, ‖F‖C2(B1−r/m) ≤ m3r−3C2.
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To bound the higher derivatives of F , one differentiates (A.6) with respect to some i ∈ {x, y}.
Denoting G = ∂iF , this yields∑
j,k∈{x,y}
a˜jk(z)∂j∂kG(z) +
∑
j∈{x,y}
b˜j(z)∂jG(z) = −
∑
j,k∈{x,y}
j,k 6=i
c˜jk(z)∂j∂kF (z),(A.7)
for some coefficients {b˜j} and {c˜jk} obtained by taking (order 1) derivatives of the
{
a˜ij}; observe
that (A.7) is an equation of the form (A.2). One can quickly verify using (A.1) that
‖∂ia˜jk‖(0)0,α;B1−r/m ≤ 2‖ajk‖C1(R2)‖F‖C2(B1−r/m) + 2‖ajk‖C2(R2)‖F‖C2,α(B1−r/m),
for any i, j, k ∈ {x, y}. So, the estimates
‖ajk‖C2(R2) ≤ B; ‖Fi‖C2,α(B1−r/m) < m3r−3C2,(A.8)
yield a constant C3 = C3(r, B,m) > 1 such that ‖∂ia˜jk‖(0)0,α;B1−r/m ≤ C3. Combining this with
(A.7), Lemma A.1, the second bound in (A.8), and (A.1), we deduce the existence of a constant
C4 = C4(r, B,m) > 1 such that ‖G‖(0)2,α;B1−r/m ≤ C4. Recalling that ∂iF = G and ranging over
i ∈ {x, y} then yields ‖F‖C3,α(B1−2r/m) < m4r−4C4 + ‖F‖0 ≤ m4r−4C4 +B.
Repeating this procedure m − 3 additional times, we deduce the existence of a constant C =
C(r, B,m) > 1 such that ‖F‖Cm,α(B1−r) ≤ C. This implies the lemma. 
We can now deduce Lemma 2.10.
Proof of Lemma 2.10. By suitably shifting h, we may assume throughout this proof that H(0, 0) =
0, and so ‖h‖0 ≤ 1 as H is 1-Lipschitz on B. Then since ∇H(z) ∈ Tε for each z ∈ B, Remark 2.8
implies that H ∈ C2(B) ∩ C(B) satisfies the partial differential equation (2.3) (where we recall that
the ajk there are defined by (2.4)).
Now, recall from Remark 2.7 that the function σ from (1.3) is uniformly concave and smooth
on Tε/2. Thus, since ajk = ∂j∂kσ for each j, k ∈ {x, y}, there exist a constant B = B(ε) > 0 and
functions ajk ∈ C1(R2) satisfying axy = ayx and the following three properties.
(1) For any j, k ∈ {x, y} and (s, t) ∈ Tε/2, we have that ajk(s, t) = ajk(s, t).
(2) For any j, k ∈ {x, y}, we have that ‖ajk‖C2(R2) < B.
(3) The bound in (A.3) holds.
Then the first of these properties, together with Remark 2.8 and the fact that ∇H(z) ∈ Tε for
each z ∈ B, implies that H satisfies the equation (A.4). This, together with the m = 2 case of
Lemma A.3 and the second and third properties listed above, yields the lemma. 
A.2. Proof of Proposition 2.13. In this section we establish Proposition 2.13. To that end,
we first recall the following result, which appears as Theorem 4.3 of [18] and provides an interior
approximation for the gradient of a nearly linear (recall Definition 2.12) maximizer of E .
Proposition A.4 ([18, Theorem 4.3]). For any fixed ε ∈ (0, 14), there exists a δ = δ(ε) > 0 such
that the following holds. Let h : ∂B → R denote a function admitting an admissible extension to B,
and let H ∈ Adm(B; h) denote the maximizer of E on B with boundary data h. If there exists a pair
(s, t) ∈ Tε such that H is δ-nearly linear of slope (s, t) on B, then supz∈B1/2
∣∣∇H(z)− (s, t)∣∣ < ε.
To establish Proposition 2.13, we will first use Proposition A.4 to show that ∇Hi(z) ∈ Tε/2
for each i ∈ {1, 2} and z ∈ B1/2. Then Remark 2.8 will imply that H1 and H2 both satisfy
the same uniformly elliptic, non-linear partial differential equation on B1/2. So, we must bound
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equation. This will be facilitated through the following proposition.
Proposition A.5. For any r ∈ (0, 1) and B ∈ R>0, there exist constants δ = δ(r, B) ∈ (0, 1) and
C = C(r, B) > 1 such that the following holds. For each j, k ∈ {x, y} let ajk ∈ C4(R2) denote
functions satisfying axy = ayx and
max
j,k∈{x,y}
‖ajk‖C4(R2) ≤ B; inf
z∈R2
∑
j,k∈{x,y}
ajk(z)ξjξk ≥ B−1|ξ|2,(A.9)
for any ξ = (ξx, ξy) ∈ R2. For each i ∈ {1, 2}, let fi ∈ C(∂B) denote a continuous function such
that supz∈∂B
∣∣fi(z)∣∣ ≤ B. Additionally, for each i ∈ {1, 2}, let Fi ∈ C5(B)∩C(B) denote the solution
to the equation ∑
j,k∈{x,y}
ajk
(∇Fi(x))∂j∂kFi(z) = 0, for each z ∈ B,(A.10)
with boundary data Fi|∂B = fi. If supz∈∂B
∣∣f1(z)− f2(z)∣∣ < δ, then
sup
z∈B1−r
∣∣∇F1(z)−∇F2(z)∣∣ ≤ C sup
z∈∂B
∣∣f1(z)− f2(z)∣∣.(A.11)
To establish Proposition A.5, we will use the following lemma, which is an interpolation estimate
that bounds derivatives of a function in terms of its higher (and lower) derivatives. Although the
proof of Lemma A.6 is very similar to that of Lemma 6.32 of [29], the precise form of the two
statements are slightly different; so, we will provide its proof.
Lemma A.6. For any integers k > j > 0 and real number r ∈ (0, 1), there exists a constant
C = C(k, r) > 1 such that the following holds. Let F ∈ Ck(B) denote a function, and suppose that
A,B ∈ R>0 are such that A ≥ ‖F‖0;B1−r/2 and B ≥ [F ]k,0;B1−r/2 . If r > C
(
A
B
)1/k
, then
[F ]j,0;B1−r ≤ CA1−j/kBj/k.(A.12)
Proof. Since the proof of this lemma is similar to that of Lemma 6.32 of [29], we only establish it
in the case (j, k) = (1, 2); the proof for general k > j ≥ 1 is very similar.
To that end, set t0 =
(
A
B
)1/2
; let r ∈ (2t0, 1); and assume to the contrary that there exists some
i ∈ {x, y} and z0 ∈ B1−r such that
∣∣∂iF (z0)∣∣ > 3(AB)1/2. For notational convenience, we assume
i = x and ∂iF (z0) > 3(AB)
1/2, as the proofs in the alternative cases i = y or ∂iF (z0) < −3(AB)1/2
are entirely analogous; further set w = (1, 0) ∈ R2. Then the facts that [F ]2,0;B1−r/2 ≤ B and
r > 2t0 together imply that
∣∣∂xF (z0 + tw) − ∂xF (z0)∣∣ ≤ Bt ≤ (AB)1/2 for each t ∈ [0, t0].
Thus, ∂xF (z0 + tw) > 2(AB)
1/2 whenever t ∈ [0, t0], and so integration over t yields
∣∣F (z0) −
F (z0 + t0w)
∣∣ > 2A. This contradicts the fact that ‖F‖0;B1−r/2 ≤ A, which verifies (A.12). 
Now we can establish Proposition A.5.
Proof of Proposition A.5. Denoting
ς = sup
z∈∂B
∣∣f1(z)− f2(z)∣∣,
we deduce from the comparison principle Lemma A.2 for partial differential equations of the form
(A.10) (see also Remark 2.6) that
sup
z∈B
∣∣F1(z)− F2(z)∣∣ < ς ; max
i∈{1,2}
sup
z∈B
∣∣Fi(z)∣∣ ≤ B,(A.13)
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where the second bound follows from the fact that
∣∣fi(z)∣∣ ≤ B, for each i ∈ {1, 2} and z ∈ ∂B.
Moreover, the m = 5 case of Lemma A.3 yields a constant C1 = C1(r, B) > 1 such that
max
i∈{1,2}
‖Fi‖C5(B1−r/8) < C1.(A.14)
Thus (A.12) (with the F there equal to F1−F2 here; the A there equal to ς here; the B there equal
to C1 here; and the (j, k) there equal to either (1, 5) or (2, 5)), together with (A.13) and (A.14),
yields a constant C2 = C2(r, B) > 1 such that
sup
z∈B1−r/4
∣∣∇F1(z)−∇F2(z)∣∣ ≤ C2ς4/5; ‖F1 − F2‖C2(B1−r/4) ≤ C2ς3/5,(A.15)
whenever r > C2ς
1/5. To improve the first bound in (A.15) to (A.11), define g : B → R by setting
g(z) = ς−1/2
(
F2(z)− F1(z)
)
, for each z ∈ B.
Then the first bound in (A.13) and (A.15) together yield
‖g‖0;B1−r/4 ≤ ς1/2; ‖g‖C1(B1−r/4) ≤ 2C2ς3/10; ‖g‖C2(B1−r/4) ≤ C2ς1/10. .(A.16)
Next, setting i = 2 and F2 = F1 + ς
1/2g in (A.10), we obtain∑
1≤j,k≤2
ajk
(∇F1(z) + ς1/2∇g(z))(∂j∂kF1(z) + ς1/2∂j∂kg(z)) = 0.(A.17)
Then, subtracting the i = 1 case of (A.10) from (A.17), we deduce that∑
j,k∈{x,y}
(
µjk(z)∂j∂kg(z) + νjk(z)κjk(z) · ∇g(z)
)
= −ς1/2
∑
j,k∈{x,y}
((∇g(z) · κjk(z))∂j∂kg(z) + νjk(z)hjk(z) + ς1/2hjk(z)∂j∂kg(z)),(A.18)
where for each j, k ∈ {x, y}, we have defined µjk, νjk, hjk ∈ C(B) and κjk : B → R2 by setting
µjk(z) = ajk
(∇F1(z)); κjk(z) = ∇ajk(∇F1(z)); νjk(z) = ∂j∂kF1(z);
hjk(z) = ς
−1
(
ajk
(∇F1(z) + ς1/2∇g(z))− ajk(∇F1(z))− ς1/2∇g(z) · ∇ajk(∇F1(z))),(A.19)
for each z ∈ B. Now, observe that (A.1), (A.14), and the fact that ‖ajk‖C4(R2) ≤ B together imply
the existence of a constant C3 = C3(r, B) > 1 such that
‖µjk‖C0,1/2(B1−r/4) ≤ C3; ‖κjk(z)‖C0,1/2(B1−r/4) ≤ C3; ‖νjk(z)‖C0,1/2(B1−r/4) ≤ C3.(A.20)
Since the ajk satisfy (A.9), it follows from (A.18), (A.1), and the α =
1
2 case of the interior
Schauder estimate Lemma A.1 that there exists a constant C4 = C4(r, B) > 1 such that
‖g‖(0)2,1/2;B1−r/4 ≤ C4‖g‖0;B1−r/4 + C4ς
1/2 max
j,k∈{x,y}
∥∥∥(∇g(z) · κjk(z))∂j∂kg(z)∥∥∥(2)
0,1/2;B1−r/4
+ C4ς
1/2 max
j,k∈{x,y}
∥∥νjk(z)hjk(z)∥∥(2)0,1/2;B1−r/4
+ C4ς max
j,k∈{x,y}
∥∥hjk(z)∂j∂kg(z)∥∥(2)0,1/2;B1−r/4 .
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Thus, by (A.1) and (A.20), there exists a constant C5 = C5(r, B) > 1 such that
‖g‖(0)2,1/2;B1−r/4 ≤ C5ς
1/2
(
‖g‖(2)2,1/2;B1−r/4‖g‖C1(B1−r/4) + ‖g‖
(2)
1,1/2;B1−r/4‖g‖C2(B1−r/4)
+ ‖g‖C2(B1−r/4)‖g‖C1(B1−r/4) + ‖h‖0;B1−r/4 + ‖h‖
(2)
0,1/2;B1−r/4
)
+ C5ς
(
‖h‖0;B1−r/4‖g‖(2)2,1/2;B1−r/4 + ‖h‖
(2)
0,1/2;B1−r/4‖g‖C2(B1−r/4)
)
+ C5‖g‖0;B1−r/4.
(A.21)
Now, (A.16) yields a constant C6 = C6(r, B) > 1 such that
max
{‖g‖C1(B1−r/4), ‖g‖(2)1,1/2;B1−r/4, ‖g‖C2(B1−r/4), ‖h‖0;B1−r/4, ‖h‖(2)0,1/2;B1−r/4}
≤ max{‖g‖C2(B1−r/4), ‖h‖C1(B1−r/4)} < C6,(A.22)
where the bound on ‖h‖C1(B1−r/4) follows from differentiating the definition (A.19) of h; (A.14);
(A.16); the fact that ‖ajk‖C4(R2) ≤ B for each j, k ∈ {x, y}; and a Taylor expansion.
Inserting the first bound of (A.16); (A.22); and the fact that ‖g‖(0)2,1/2;B1−r/4 ≥ ‖g‖
(2)
2,1/2;B1−r/4
into (A.21) then yields a constant C7 = C7(r, B) > 1 such that
(1− C7ς1/2)‖g‖(0)2,1/2;B1−r/4 ≤ C7ς
1/2,
whenever r > C2ς
1/5. Thus, if δ < min
{
r5
C52
, 1
4C27
, 1
}
and ς < δ, we obtain that
[F1 − F2]2,0;B1−r/2 ≤ 64r−3‖F1 − F2‖(0)2,1/2;B1−r/4 = 64r
−3ς1/2‖g‖(0)2,1/2;B1−r/4 ≤ 128C7r
−3ς.(A.23)
The proposition now follows from inserting (A.23) and the first bound of (A.13) into the (j, k) =
(1, 2) case of (A.12). 
We can now deduce Proposition 2.13.
Proof of Proposition 2.13. Since the function hi is δ-linear with slope (s, t) on ∂B for each i ∈ {1, 2},
there exists a linear function Λi : B → R of slope (s, t) such that supz∈∂B
∣∣hi(z)−Λi(z)∣∣ < δ. Thus,
Remark 2.6 implies that supz∈B
∣∣Hi(z)− Λi(z)∣∣ < δ.
We may assume throughout this proof that H1(0, 0) = 0 = H2(0, 0); then, the fact that H1
and H2 are both 1-Lipschitz on B implies that ‖h1‖0, ‖h2‖0 ≤ 1. Moreover, since Λ1 and Λ2 have
the same slope (s, t), it follows that
∣∣Λ1(z) − Λ2(z)∣∣ = ∣∣Λ1(0, 0) − Λ2(0, 0)∣∣ ≤ 2δ for each z ∈ B.
Denoting Λ = Λ1, we then obtain supz∈B
∣∣Hi(z)− Λ(z)∣∣ < 3δ for each i ∈ {1, 2}.
Now, for each i ∈ {1, 2}, set
Fi = Hi|B1/2 ; fi = Hi|∂B1/2 ; ς = sup
z∈∂B
∣∣h1(z)− h2(z)∣∣,
so in particular Fi ∈ Adm(B1/2; fi) is the maximizer of E on B1/2 with boundary data fi. Then,
Remark 2.6 yields supz∈∂B1/2
∣∣f1(z)− f2(z)∣∣ ≤ supz∈B ∣∣H1(z)−H2(z)∣∣ ≤ ς .
Next, assume that the 3δ here is less than the δ
(
ε
2
)
of Proposition A.4. Then, Proposition A.4
and the fact that Λ is of slope (s, t) ∈ Tε ⊂ Tε/2 together imply that ∇Fi(z) = ∇Hi(z) ∈ Tε/2, for
each i ∈ {1, 2} and z ∈ B1/2. Then the second estimate in (2.6) follows from Lemma 2.10 (and
Remark 2.11), applied to the Fi.
To establish the first, we will proceed as in the proof of Lemma 2.10. Specifically, Remark 2.8
implies that each Fi ∈ C2(B1/2) satisfies (2.3) on B1/2 (where we recall that the ajk there are given
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by (2.4)), with boundary data fi. Moreover, similarly to as indicated in the proof of Lemma 2.10,
there exist a constant B = B(ε) > 0 and functions ajk ∈ C4(R2) satisfying axy = ayx and the
following three properties.
(1) For any j, k ∈ {x, y} and (s, t) ∈ Tε/4, we have that ajk(s, t) = aij(s, t).
(2) For any j, k ∈ {x, y}, we have that ‖ajk‖C4(R2) < B.
(3) The bound (A.3) holds.
Then, F1 and F2 satisfy the equation (A.10) (for each z ∈ B1/2), with boundary data f1 and
f2, respectively. Thus, for each i ∈ {1, 2}, Lemma A.3 implies that Fi ∈ C5(B1/2) and Lemma 2.5
implies that supz∈∂B1/2
∣∣fi(z)∣∣ ≤ supz∈∂B ∣∣hi(z)∣∣ ≤ 1. So, Proposition A.5 (with Remark 2.11)
yields constants C = C(ε) > 1 and δ0 = δ0(ε) > 0 such that
sup
z∈B1/4
∣∣∇F1(z)−∇F2(z)∣∣ ≤ C sup
z∈∂B1/2
∣∣f1(z)− f2(z)∣∣ ≤ Cς,
whenever ς < δ0. Thus, we deduce the first bound in (2.6) by additionally imposing δ < δ0. 
Appendix B. Proof of Proposition 5.4
In this section we establish Proposition 5.4. To that end, we begin in Appendix B.1 by establish-
ing a (likely known) boundary variant of the Cordes-Nirenberg estimate; this is a global C1,α bound
on solutions to linear elliptic partial differential equations, whose coefficients are assumed to be
nearly constant but not necessarily continuous. We then use this estimate to prove Proposition 5.4
in Appendix B.2.
B.1. A Hölder Estimate for Solutions of Elliptic Equations. In this section we establish the
following lemma, which will be used in the proof of Proposition 5.4 in Appendix B.2 below. It can
be viewed as a two-dimensional boundary variant of the Cordes-Nirenberg estimate (the interior
version of which is given, for instance, by Theorem 5.21 of [34]), as it bounds the C1,α-norm of a
solution to a linear, nearly constant coefficient, uniformly elliptic partial differential equation, for
any α ∈ (0, 1). Since this statement essentially follows from the results in Chapter 12 of [29] on
two-dimensional elliptic partial differential equations, we only outline its proof.
Lemma B.1. For any fixed real numbers B > 1 and α ∈ (0, 1), there exist constants δ = δ(B,α) > 0
and C = C(B,α) > 1 such that the following holds. For each j, k ∈ {x, y}, let Ajk ∈ R denote real
numbers such that
max
j,k∈{x,y}
|Ajk| < B; Axy = Ayx;
∑
j,k∈{x,y}
Ajkξjξj ≥ B−1|ξ|2,(B.1)
for any ξ = (ξx, ξy) ∈ R2. Further fix measurable functions ajk : B → R such that axy = ayx and
supz∈B
∣∣ajk(z)−Ajk∣∣ ≤ δ, for each j, k ∈ {x, y}; a real number M ∈ R>1; and a function ϕ ∈ C2(B)
such that ‖ϕ‖C2(B) ≤M . If F ∈ C2(B) denotes a solution to the equation∑
j,k∈{x,y}
ajk(z)∂j∂kF (z) = 0, for each z ∈ B,(B.2)
with boundary data F |∂B = ϕ|∂B, then [F ]1,α;B ≤ CM .
Proof (Outline). Throughout this proof outline, we recall the bounded slope condition from equa-
tion (12.41) of [29] and the notion of a (K,K ′)-quasiconformal mapping from equation (12.2) of
[29]. Let us fix a sufficiently small constant δ0 = δ0(α) ∈ (0, 1), to be specified later, and suppose
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that δ < δ0. By the linearity of (B.2), we may also assume M = δ0 and, through a linear change of
variables in F , we may further assume Ajk = 1j=k for each j, k ∈ {x, y}.
Then, it is quickly verified (see Remark (4) preceding Lemma 12.6 of [29]) that ϕ|∂B satisfies the
bounded slope condition on ∂B with constant 4‖ϕ‖C2(B) ≤ 4δ0. Therefore, since F satisfies (B.2)
with boundary data ϕ|∂B, Lemma 12.6 of [29] implies that [F ]1,0;B ≤ 4δ0. Moreover, the maximum
principle (see Theorem 9.1 of [29]) for equations of the form (B.2) yields ‖F‖0;B ≤ ‖ϕ‖0 ≤ δ0.
Hence, ‖F‖C1(B) ≤ 5δ0.
Next, define G : B → R by setting G(z) = F (z)− ϕ(z), for each z ∈ B. Then
‖G‖C1(B) ≤ ‖F‖C1(B) + ‖ϕ‖C1(B) ≤ 6δ0,(B.3)
and G satisfies∑
j,k∈{x,y}
ajk(z)∂j∂kG(z) = −
∑
j,k∈{x,y}
ajk(z)∂j∂kϕ(z), for each z ∈ B.(B.4)
Let κ = κ(δ0) ∈
(
0, 14
)
denote a small constant (dependent only on δ0, and therefore only on α), to
be specified later. Since
[F ]1,α;B ≤ [G]1,α;B + ‖ϕ‖C2(B) ≤ sup
z0∈B
[G]1,α;B∩Bκ(z0) + δ0,(B.5)
it suffices to bound [G]1,α;B∩Bκ(z0), for any z0 ∈ B.
Thus, fix some point z0 ∈ B, and first assume that B2κ(z0) ⊂ B. As in the beginning of Section
12.2 of [29], define the complex function G : B → C by setting G(z) = ∂xG(z) − i∂yG(z), for each
z ∈ B. Then, recall that G satisfies (B.4); observe that the right side of (B.4) is bounded by
4(1+ δ0)‖ϕ‖C2(B) ≤ 8δ0; and observe that both eigenvalues of the 2× 2 matrix A(z) =
[
ajk(z)
]
are
in the interval [1 − 3δ0, 1 + 3δ0] for each z ∈ B, since
∣∣ajk(z) − 1j=k∣∣ ≤ δ0 for each j, k ∈ {x, y}.
Therefore, it follows from the beginning of Section 12.2 of [29] (see equation (12.19) there and below,
with the (γ, µ, ε) there equal to (1 + 6δ0, 16δ0, δ0) here) that G is a
(
1+ 10δ0, 65δ0
)
-quasiconformal
mapping, for δ0 sufficiently small.
Therefore, since ‖G‖0 ≤ 2‖G‖C1(B) ≤ 12δ0 (recall (B.3)), Theorem 12.3 of [29] yields a constant
C1 = C1(δ0) > 1 such that [G]
(0)
1,α0;B ≤ C1, whenever α0 ≤ 1−5δ
1/2
0 . Therefore, selecting δ0 <
(1−α)2
25
and recalling that B2κ(z0) ⊂ B, we deduce that
[G]1,α;Bκ(z0) ≤ κ−1[G](0)0,α;B ≤ κ−1C1.(B.6)
This bounds the right side of (B.5) if B2κ(z0) ⊂ B.
So, let us assume instead that d(z0, ∂B) ≤ 2κ, in which case we proceed as in Remark (4)
following Theorem 12.3 of [29] (see also the end of Section 12.2 of [29]). More specifically, we first
map Bκ(z0) ∩ B to an open subset A of the upper half-plane H; next define G on A and reflect it
into the real axis boundary of A; and then apply Theorem 12.3 of [29] to this extension of G. In
what follows, we assume for notational convenience that z0 = (0, ω − 1), for some ω ∈
(
0, 2κ
)
.
Then, for κ sufficiently small, there exists a domain A ⊂ H ⊂ R2 and a uniformly smooth
diffeomorphism ψ : B → A such that the following three conditions hold (see Figure 13 for a
depiction). First, ψ(z0) = ωi. Second, ψ maps
{
(x, y) : |x| ≤ κ} ∩ ∂B to the real interval
[−κ, κ] ⊂ R. Third,
ψ
(Bκ(z0) ∩ B) ⊆ {x+ iy : x ∈ [− κ, κ], y ∈ [0, 2κ]} ⊂ A.
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Denoting the Jacobian of ψ by J(z) =
[
Jik(z)
]
, we may select A and ψ (satisfying the above three
properties) so that supz∈B
∣∣Jik(z) − 1i=k∣∣ < δ0 for each i, k ∈ {1, 2}, if κ = κ(δ0) ∈ (0, 14) is
sufficiently small.
Now, define G˜ : A→ R by setting G˜(z) = G(ψ−1(z)) for each z ∈ A. Then, (B.3); (B.4); the fact
that
∣∣Jik − 1i=k∣∣ < δ0; and the boundedness of ‖ψ−1‖C2(A) together imply the existence a uniform
constant C2 > 1 and functions a˜jk : A→ R and g˜ : A→ R satisfying the following two properties.
First, ∑
j,k∈{x,y}
a˜jk(z)∂j∂kG˜(z) = g˜,(B.7)
for each z ∈ A, with boundary data G˜|∂A = 0. Second, for each z ∈ A, we have the bounds
max
j,k∈{x,y}
∣∣a˜jk(z)− 1j=k∣∣ < C2δ0; ∣∣g˜(z)∣∣ ≤ C2δ0.(B.8)
Similarly to as above, define G : A→ C by setting G(z) = ∂xG˜(z)− i∂yG˜(z) for each z ∈ A. As
previously, (B.7); (B.8); and the beginning of Section 12.2 of [29] together yield a uniform constant
C3 > 1 such that G is a (1 + C3δ0, C3δ0)-quasiconformal mapping on A. Moreover, by (B.3) and
the boundedness of ‖ψ−1‖C2(A), there exists a uniform constant C4 > 1 such that ‖G‖0;A < C4δ0.
Next, define A˜ ⊂ C by setting
A˜ = A ∪ S, where S = {x+ iy : x ∈ [−κ, κ], y ∈ [−2κ, 0]}.
We refer to the right side of Figure 13 for a depiction. Extend G to A˜ by reflection, that is, we set
G(x+iy) = −∂xG˜(x−iy)−i∂yG˜(x−iy) whenever x+iy ∈ S; equivalently, ℜG(x+iy) = −ℜG(x−iy)
and ℑG(x + iy) = ℑG(x − iy). Since G˜|∂A = 0 and G ∈ C2(B), it can quickly be deduced that G
admits a Lipschitz extension to [−κ, κ] (and therefore to A˜).
Then, since G is (1+C3δ0, C3δ0)-quasiconformal on A and since ∂xℜG(z) = −∂xℜG(z); ∂yℜG(z) =
∂yℜG(z); ∂xℑG(z) = ∂xℑG(z); and ∂yℑG(z) = −∂yℑG(z) all hold for any z = x + iy ∈ S, it fol-
lows that G is (1 + C3δ0, C3δ0)-quasiconformal almost everywhere on A˜. This, the fact that G is
Lipschitz on A˜, Theorem 12.3 of [29] (see also Appendix A1 of [28] for the case when G is not dif-
ferentiable everywhere), and the fact that ‖G‖0;A˜ = ‖G‖0;A < C4δ0 then together yield a constant
C5 = C5(δ0) > 1 such that [G](0)
0,α0;A˜
≤ C5 whenever α0 ≤ 1− (2C3δ0)1/2. Selecting δ0 < (1−α)
2
4C23
and
using the fact that d
(
z0, A˜
)
> κ
√
2, it follows that
[G˜]1,α;Bκ(z0)∩A ≤ [G]0,α;Bκ(z0) ≤ κ−1[G](0)0,α;A˜ ≤ κ
−1C5.
This, with the uniform boundedness of ‖ψ−1‖C2(A), yields a constant C6 = C6(α) > 1 such that
[G]1,α;Bκ(z0)∩B ≤ C6. This bound, (B.5), and (B.6) together imply the lemma. 
We conclude this section with the following analog of Lemma B.1 for solutions to a non-linear,
elliptic partial differential equation of the form (A.4), whose coefficients ajk are nearly constant.
Corollary B.2. For any fixed real numbers B > 1 and α ∈ (0, 1), there exist constants δ =
δ(B,α) > 0 and C = C(B,α) > 1 such that the following holds. For each j, k ∈ {x, y}, let
Ajk ∈ R satisfy (B.1). Furthermore, fix measurable functions ajk : R2 → R such that axy = ayx
and supz∈R2
∣∣ajk(z)−Ajk∣∣ < δ for each j, k ∈ {x, y}.
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Figure 13. Under ψ, the disk B is mapped to the domain A. Then A˜ is obtained
from A by augmenting the dashed square S.
Let M ∈ R>1, and let ϕ ∈ C2(B) denote a function such that ‖ϕ‖C2(B) ≤ M . If F ∈ C2(B)
satisfies equation (A.4), with boundary data F |∂B = ϕ|∂B, then [F ]1,α;B < CM .
Proof. As in the proof of Lemma A.3, define the measurable function a˜jk : B → R for any j, k ∈
{x, y} by setting a˜jk(z) = ajk
(∇F (z)), for each z ∈ B. Then supz∈B ∣∣a˜jk(z) − Ajk∣∣ < δ, and
F ∈ C2(B) satisfies the linear equation (A.6), with boundary data F |∂B = ϕ|∂B. Thus the corollary
follows from Lemma B.1. 
B.2. Global Gradient Estimates for Minimizers of E. In this section we establish Proposi-
tion 5.4. To that end, we begin with the following proposition that establishes the first bound in
(5.2).
Proposition B.3. Under the notation of Proposition 5.4, supz∈B1/8
∣∣∇H(z)− (s, t)∣∣ < λ15θ/16.
Proof. Through a shift, we may suppose that ϕ(0, 0) = 0. Recall the functions ajk : T → R from
(2.4), and define the real numbers Ajk = ajk(s, t) for each j, k ∈ {x, y}. Then, since (s, t) ∈ Tε,
there exists some B = B(ε) ∈ R>1 such that (B.1) holds.
Fix α = 1− θ20 , and let δ0 = δ0(ε, θ) and C0 = C0(ε, θ) denote the constants δ(B,α) and C(B,α)
from Corollary B.2, respectively; further fix γ = δ02 . By the uniform continuity of the ajk on Tε/2,
there exists a constant ̟ = ̟(ε, θ) ∈ (0, ε2) and functions ajk ∈ C2(R2) for each j, k ∈ {x, y} such
that ajk = akj and the following two properties hold.
(1) For each j, k ∈ {x, y} and z ∈ B̟(s, t), we have that ajk(z) = ajk(z).
(2) For each j, k ∈ {x, y}, we have that supz∈R2
∣∣ajk(z)−Ajk∣∣ < γ.
Now let us for the moment suppose that ϕ ∈ C2,α(B1/8). Under this assumption, Theorem 15.13
of [29] guarantees the existence of a solution F ∈ C2,α(B1/8) to the equation∑
j,k∈{x,y}
ajk
(∇F (z))∂j∂kF (z) = 0,(B.9)
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for each z ∈ B1/8, with boundary data F |∂B1/8 = h = ϕ|∂B1/8 . We will show that F = H by showing
that
∣∣∇F (z)− (s, t)∣∣ < ̟, for each z ∈ B1/8.
To implement this, let us first verify that G also satisfies the equation (B.9) on B1/4. To that
end, the second assumption on g listed in Proposition 5.4 yields a function Λ : B → R such
that supz∈∂B
∣∣g(z) − Λ(z)∣∣ < λ2θ. For sufficiently small δ, this implies that (g,Λ|∂B) satisfies the
conditions of (h1, h2) in Proposition 2.13. That result then yields a constant C1 = C1(ε, θ) > 1 such
that
sup
z∈B1/4
∣∣∇G(z)− (s, t)∣∣ ≤ C1 sup
z∈∂B
∣∣g(z)− Λ(z)∣∣ < C1λ2θ.(B.10)
Hence, ∇G(z) ∈ B̟(s, t) ⊂ Tε/2 for each z ∈ B1/4 and sufficiently small δ. Therefore, from the
first property satisfied by the ajk, we deduce that ajk
(∇G(z)) = ajk(∇G(z)) for each z ∈ B1/4;
moreover, by Remark 2.8, G satisfies the equation (2.3) on B1/4. Together, these two facts imply
that G also satisfies (B.9) on B1/4.
Now, by the third property listed in Proposition 5.4; Corollary B.2, whose M there equals λ2θ−1
here; and scaling by 18 (as in Remark 2.11), there exists a constant C1 = C1(ε, θ) > 1 such that
[F ]1,α;B1/8 < C1λ
2θ−1.(B.11)
Denoting ν = λ1−θ, we claim for sufficiently small δ that
sup
z∈B1/8−ν
∣∣∇F (z)− (s, t)∣∣ ≤ 4λ19θ/20.(B.12)
The proof of (B.12) will be similar to that of Lemma A.6, with the C0 bound on F there
replaced by the proximity of F to the nearly linear function G here. Specifically, assume to the
contrary that there exists some z0 ∈ B1/8−ν such that
∣∣∇F (z0) − (s, t)∣∣ > 4λ19θ/20. Then, either∣∣∂xF (z0) − s∣∣ > 2λ19θ/20 or ∣∣∂yF (z0) − t∣∣ > 2λ19θ/20. Let us assume the former, and also that
∂xF (z0) > s+ 2λ
19θ/20. Then (B.11) (and the fact that α = 1− θ20 ) yields
inf
z∈Bν(z0)
(
∂xF (z)− s
)
> 2λ19θ/20 − C1ναλ2θ−1 > λ19θ/20,
for sufficiently small δ. Denoting w = (1, 0), it follows from integration that
F (z0 + νw) − F (z0)− sν > λ19θ/20ν = λ1−θ/20.(B.13)
However, the first property satisfied by G listed in Proposition 5.4 and the comparison prin-
ciple Lemma A.2 for equations of the type (A.4) (see also Remark 2.6) together imply that
supz∈B1/8
∣∣F (z) − G(z)∣∣ ≤ λ. This, with the bound (B.10), yields for any z0 ∈ B1−ν and suffi-
ciently small δ that
sup
z∈Bν(z0)
∣∣F (z)− F (z0)− (s, t) · (z − z0)∣∣ ≤ sup
z∈Bν(z0)
∣∣G(z)−G(z0)− (s, t) · (z − z0)∣∣+ 2λ
< C1λ
2θν + 2λ < 3λ,
which contradicts (B.13). This establishes (B.12).
Next we bound supz∈B1/8
∣∣∇F (z)− (s, t)∣∣. To that end, observe from (B.11) and (B.12) that∣∣∇F (z)− (s, t)∣∣ ≤ sup
z0∈B1/8−ν
∣∣∇F (z0)− (s, t)∣∣+ inf
z0∈B1/8−ν
∣∣∇F (z)−∇F (z0)∣∣
≤ 4λ19θ/20 + να[F ]1,α;B1/8 ≤ 4λ19θ/20 + C1λ2θ−1ν1−θ/20 < λ15θ/16,
(B.14)
UNIVERSALITY FOR LOZENGE TILING LOCAL STATISTICS 89
for any z ∈ B1/8 and sufficiently small δ. Hence, ∇F (z) ∈ B̟(s, t) for each z ∈ B1/8, and so
ajk
(∇F (z)) = ajk(∇F (z)) by the first property satisfied by the ajk. Therefore, F ∈ C2(B1/8) solves
the Euler-Lagrange equations for the function σ (from (1.3)), which yields F = H by Remark 2.8.
Thus, the proposition in the case ϕ ∈ C2,α(B1/8) follows from (B.14).9
If instead ϕ /∈ C2,α(B1/8), then let ϕ1, ϕ2, . . . ∈ C2,α(B1/8) denote a sequence of functions con-
verging to ϕ in C2(B1/8). For each j ≥ 1, let Hj ∈ Adm(B1/8) denote the maximizer of E on B1/8
with boundary data ϕj |∂B1/8 . Then the above reasoning implies that supz∈B1/8
∣∣∇Hj(z)− (s, t)∣∣ <
λ15θ/16, for sufficiently large j.
Now let us use Proposition 2.13 to show that limj→∞∇Hj(z) = ∇H(z), for each z ∈ B1/8.
To that end, fix z0 ∈ B1/8 and let ν ∈
(
0, 18
)
be such that Bν(z0) ⊂ B1/8. Define the functions
H(ν) : B → R and H(ν)j : B → R by setting
H(ν)(z) = ν−1(H(z0 + νz)−H(z0)); H(ν)j (z) = ν−1(Hj(z0 + νz)−Hj(z0)),
for each z ∈ B and j ≥ 1. Then, H(ν) and each H(ν)j are maximizers of E on B; furthermore,
∇H(z0 + νz) = ∇H(ν)(z) and ∇Hj(z0 + νz) = ∇H(ν)j (z) for each z ∈ B and j ≥ 1. So, the bound
supz∈B1/8
∣∣∇Hj(z) − (s, t)∣∣ < λ15θ/16 implies supz∈B ∣∣∇H(ν)j (z) − (s, t)∣∣ < λ15θ/16 for sufficiently
large j. In particular, H(ν)j is λ15θ/16 linear with slope (s, t) on B.
Since Remark 2.6 implies that supz∈∂Bν(z0)
∣∣H(z)−Hj(z)∣∣ ≤ supz∈B1/8 ∣∣ϕj(z)−ϕ(z)∣∣ ≤ νλ15θ/16
for sufficiently large j, it follows that H(ν) is 2λ15θ/16-linear with slope (s, t) on B. Therefore, for
sufficiently small δ and large j, Proposition 2.13 yields the existence of a constant C2 = C2(ε) > 0
such that
lim
j→∞
∣∣∇H(z0)−∇Hj(z0)∣∣ = lim
j→∞
∣∣∇H(ν)(0, 0)−∇H(ν)j (0, 0)∣∣
≤ C2 lim
j→∞
sup
z∈∂B
∣∣H(ν)(z)−H(ν)j (z)∣∣
= C2ν
−1 lim
j→∞
sup
z∈∂B
∣∣H(z0 + νz)−Hj(z0 + νz)∣∣
≤ C2ν−1 lim
j→∞
sup
z∈∂B1/8
∣∣ϕ(z)− ϕj(z)∣∣ = 0,
where in the fourth statement we applied Remark 2.6 and in the fifth we used the fact that the ϕj
converge to ϕ in C2(B1/8). Thus limj→∞∇Hj(z) = ∇H(z), for each z ∈ B1/8, so the proposition
follows from the fact that supz∈B1/8
∣∣∇Hj(z)− (s, t)∣∣ < λ15θ/16 for sufficiently large j. 
Now we can establish Proposition 5.4.
Proof of Proposition 5.4. By Proposition B.3, the first bound in (5.2) holds, so it suffices to establish
the second. To that end, we will assume throughout this proof that H(0, 0) = 0.
For any z0 ∈ B1−µ, define the rescaled function H(µ) : B → R by
H(µ)(z) = H(µ;z0)(z) = µ−1(H(z0 + µz)−H(z0)), for each z ∈ B.
9Observe that the condition ϕ ∈ C2,α(B1/8) was only stipulated in order to ensure that F ∈ C
2(B1/8). The
bounds above did not depend on ‖ϕ‖
C2,α(B1/8)
; they only depended on ‖ϕ‖
C2(B1/8)
≤ λ2θ−1.
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Then, for each z ∈ B; j, k ∈ {x, y}; and α ∈ (0, 1), we have that
∇H(µ)(z) = ∇H(z0 + µz);
[H(µ)]
2,α;B = µ
−1−α[H]2,α;Bµ(z0).(B.15)
Next, by the scale-invariance of the variational principle (recall Remark 2.11), the function H(µ)
is a maximizer of E on B. Therefore, Lemma 2.10, (B.15), and the first bound in (5.2) together yield
a constant C1 = C1(ε) > 1 such that
[H(µ)]
1,θ/4;B1/2 ≤
∥∥H(µ)∥∥C2(B1/2) ≤ C1, since H(µ)(0, 0) = 0.
To bound the C2,θ/4-norm of H(µ), we will use the interior Schauder estimate Lemma A.1. This
will be facilitated by first removing the “approximate slope” of H(µ), so let us define the functions
F (z) = F (µ;z0)(z) = H(µ)(z)− (s, t) · z; ajk(z) = ajk
(∇H(µ)(z)),
for each j, k ∈ {x, y} and z ∈ B. Observe that the first bound in (5.2) implies that ∇H(z) ∈ Tε/2, for
each z ∈ B1/8 and sufficiently small δ. Thus ∇H(µ)(z) ∈ Tε/2 for each z ∈ B and so, by Remark 2.8,
F satisfies the linear equation (A.2), with the bj and g there equal to 0.
Now, the fact that
[H(µ)]
1,θ/4;B1/2 ≤ C1 and the uniform smoothness of ajk on Tε/2 (recall
Remark 2.7) together imply the existence of a constant C2 = C2(ε) > 0 such that ‖ajk‖0,θ/4;B1/2 ≤
C2. Thus, the interior Schauder estimate Lemma A.1 yields a constant C3 = C3(ε, θ) > 1 such that[H(µ)]
2,θ/4;B1/4 = [F ]2,θ/4;B1/4 ≤ ‖F‖C2,θ/4(B1/4) ≤ C3‖F
∥∥
0;B1/2 .(B.16)
To bound the right side of (B.16), observe since F (0, 0) = 0 that
‖F‖0;B1/2 ≤ ‖∇F‖0;B =
∥∥∇H(µ) − (s, t)∥∥
0;B =
∥∥∇H− (s, t)∥∥
0;Bµ(z0) ≤ λ
15θ/16,(B.17)
where the third and fourth statements of (B.17) follow from the first equality in (B.15) and the
first bound in (5.2), respectively. Inserting (B.17) into (B.16), using the second identity in (B.15),
and recalling that H is 1-Lipschitz and that µ = λ1+θ/8, we deduce for sufficiently small δ that
‖H‖C2,θ/4(B1−µ) ≤ [H]2,θ/4;B1−µ + 2
≤ µ−1−θ/4 sup
z0∈B1−µ
[H(µ;z0)]
2,θ/4;B1/4 + 2 ≤ C3µ
−1−θ/4λ15θ/16 + 2 ≤ λθ/2−1.
This yields the second statement of (5.2) and therefore establishes the proposition. 
Appendix C. Proof of Proposition 7.2
In this section we establish Proposition 7.2, whose proof will closely follow Sections 6, 7, and 8
of [16]. As in that work, this will proceed by comparing torus tilings of a given (approximate) tile
type proportion with suitably weighted torus tilings. Thus, we begin in Appendix C.1 by recalling
and asymptotically analyzing the partition function for this weighted count of torus tilings. Then,
in Appendix C.2 we provide a variance estimate for weighted tilings that enables one to compare
them with unweighted tilings of a given approximate tile type proportion. Throughout this section,
we recall the notation of Section 7.1.
C.1. Enumerating Weighted Tilings of a Torus. In this section we establish Lemma C.1
below, which approximates the number of lozenge tilings of PN that are weighted in a certain way.
To state that result, we first require some notation.
Fix a, b, c ∈ R>0, and define the weight of a tiling M ∈ E(PN ) to be w(M) = wa,b,c(M) =
aN1(M)bN2(M)cN2(M). Further define the measure ν = νa,b,c = νa,b,c;N ∈ P(PN ) that assigns a
tiling M ∈ E(PN ) probability ν(M) = Z−1w(M), where we have denoted the partition function
Z = ZN (a, b, c) =
∑
M∈E(PN ) w(M) to ensure that
∑
M∈E(PN ) ν(M) = 1.
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a
b c
π − πθ0 πϕ0 − π
Figure 14. Depicted above are the angles θ0 and ϕ0 from the proof of Lemma C.1
(and Lemma C.2).
The following lemma is a modification of Lemma 7.3 of [16] with explicit error estimates. In
what follows, we set
Z = Z(a, b, c) =
1
(2πi)2
∫
γ
∫
γ
log(a+ bz + cw)w−1z−1dwdz,
where log denotes the principal branch of the logarithm, and the contour γ for w and z is a positively
oriented circle of radius 1 centered at 0.
The following lemma is a variant of Lemma 7.3 of [16] with an error estimate of order N−1/4.
Lemma C.1. There exists a constant C > 1 such that, for any real numbers a, b, c ∈ R>0 and
integer N ∈ Z>1, we have that
∣∣N−2 logZN(a, b, c)− Z(a, b, c)∣∣ < CN−1/4.
Proof. The proof will closely follow that of Lemma 7.3 of [16]. To that end, let us assume by scaling
that 0 < c ≤ b ≤ a = 1 and that N is odd (the alternative case when N is even is similar). Then,
recall from equation (3) and Section 6 of [40] that
ZN (a, b, c) =
Z00 + Z01 + Z10 − Z11
2
; max
i,j∈{0,1}
Zij ≤ ZN (a, b, c) ≤ 2 max
i,j∈{0,1}
Zij ,(C.1)
where Z00 = Z00;N(a, b, c), Z01 = Z01;N (a, b, c), Z10 = Z10;N (a, b, c), and Z11 = Z11;N (a, b, c) are
defined (see Section 4.16 of [40]) by
Z00 =
N−1∏
j=0
N−1∏
k=0
(
a+ be2πij/N + ce2πik/N
)
; Z10 = Z00;N
(
a, beπi/N , c
)
;
Z01 = Z00;N
(
a, b, ceπi/N
)
; Z11 = Z00;N
(
a, beπi/N , ceπi/N
)
.
(C.2)
The second estimate in (C.1) and the definition (C.2) of the Zij together suggest that N
−2 logZ ≈
Z(a, b, c), except for the fact that terms in the products defining the Zij might be singular.
To address this issue, define θ0, ϕ0 ∈
(
1
2 ,
3
2
)
as follows. If a ≥ b + c, then set θ0 = 1 = ϕ0.
Otherwise, set (θ0, ϕ0) to be the unique pair in
(
1
2 , 1
) × (1, 32) satisfying a + beπiθ0 + ceπiϕ0 =
0; see Figure 14. Further set
(
θ̂0, ϕ̂0
)
= (2 − θ0, 2 − ϕ0) ∈
(
1, 32
) × ( 12 , 1), which also satisfies
a + beπiθ̂0 + ceπiϕ̂0 = 0. The pairs (θ0, ϕ0) and
(
θ̂0, ϕ̂0
)
correspond to the possibly singular terms
in the products defining the Zij .
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Let us first approximate the terms in these products that are not close to these singularities. To
that end, one can quickly verify since c ≤ b ≤ a = 1 that∣∣a+ b+ eπiθ + ceπiϕ∣∣ > δ2, if max{|θ − θ0|, ∣∣θ − θ̂0∣∣} > 4δ.(C.3)
Combining (C.3) for δ = N−2/3 with the bound∣∣ log z − log z′∣∣ ≤ |z − z′|( 1|z| + 1|z′|
)
, for any z, z′ ∈ C,
we obtain ∣∣∣ log (a+ be2πij/N + ce2πik/N )− log(a+ beπiθ + ceπiϕ)∣∣∣ ≤ 4π
N1/3
,
if
∣∣ 2j
N − θ0
∣∣, ∣∣2jN − θ̂0∣∣ > 4N−1/3; |θ − θ0|, ∣∣θ − θ̂0∣∣ > 4N−1/3; and ∣∣ 2jN − θ∣∣, ∣∣2kN − ϕ∣∣ ≤ 2N all hold.
Integrating therefore yields∣∣∣∣∣4N−2 log (a+ be2πij/N + ce2πik/N )−
∫ 2j+2
N
2j
N
∫ 2k+2
N
2k
N
log
(
a+ beπiθ + ceiπϕ
)
dθdϕ
∣∣∣∣∣ < 16πN7/3 ,(C.4)
whenever
∣∣2j
N − θ0
∣∣, ∣∣2jN − θ̂0∣∣ > 4N−1/3. An analogous statement holds if 2jN is replaced by 2j+1N or
2k
N by
2k+1
N , which can be used to evaluate the other Zij from (C.2).
Next we estimate the maximum possible values of the terms in the products defining the Zij
that are close to the singularities. To that end, observe that
max
{
min
1≤j≤N
{∣∣∣2j
N
− θ0
∣∣∣, ∣∣∣2j
N
− θ̂0
∣∣∣}, min
1≤j≤N
{∣∣∣2j + 1
N
− θ0
∣∣∣, ∣∣∣2j + 1
N
− θ̂0
∣∣∣}} ≥ 1
2N
,
and so it follows from (C.3) that
∣∣∣∣∣max
{
min
1≤j≤N
log
∣∣a+ be2πij/N + ce2πik/N ∣∣, min
1≤j≤N
log
∣∣a+ beπi(2j+1)/N + ce2πik/N ∣∣}∣∣∣∣∣ ≤ 2 log(8N),
(C.5)
for any integer k ∈ [0, N ]. Additionally, integrating (C.3) yields
max
ω0∈{θ0,θ̂0}
∫
|θ−ω0|≤ 4
N1/3
∫ 2π
0
∣∣∣ log (a+ beπiθ + ceiϕ)dθdϕ∣∣∣ ≤ 16π logN
N1/3
.(C.6)
Now we deduce the lemma from the second statement of (C.1); (C.2); summing (C.4) over all j
such that
∣∣ 2j
N − θ0
∣∣, ∣∣ 2jN − θ̂0∣∣ > 4N−1/3 (or such that ∣∣ 2j+1N − θ̂0∣∣, ∣∣ 2j+1N − θ̂0∣∣ > 4N−1/3, if the
second element on the left side of (C.5) is larger); summing (C.5) over the remaining j ∈ [1, N ];
and (C.6). 
C.2. Variance Bounds and Proof of Proposition 7.2. In this section we establish Proposi-
tion 7.2. To that end, we begin with the following lemma that estimates the expectations and
variances of the Ni(M) enumerating the tile types of a weighted random lozenge tiling M as con-
sidered in Appendix C.1. Variants of this result without the effective error bound of order N−1/32
were established as Proposition 8.2 and Proposition 8.4 of [16]. Since the proof of the below lemma
is similar to that of those results from [16] (with the analogous modifications as implemented in the
derivation of Lemma C.1), we only outline it.
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In what follows, we define pa = pa(a, b, c) and pb = pb(a, b, c) by
pa =
1
(2πi)2
∫
γ
∫
γ
a
a+ bz + cw
w−1z−1dzdw; pb =
1
(2πi)2
∫
γ
∫
γ
bz
a+ bz + cw
w−1z−1dzdw,
(C.7)
where the contour γ for w and z is again a positively oriented circle of radius 1 centered at 0.
Lemma C.2. There exists a constant C > 1 such that, for any N ∈ Z>1 and a, b, c ∈ R>0 such
that max{a, b, c} ≤ N1/32min{a, b, c}, the following two statements both (simultaneously) hold for
at least one value of K ∈ {N,N + 1}.
(1) Under the measure ν = νa,b,c;K, we have that∣∣∣K−2E[N1(M)]− pa∣∣∣ < CK−1/32; ∣∣∣K−2E[N2(M)]− pb∣∣∣ < CK−1/32.(C.8)
(2) Under the measure ν = νa,b,c;K, we have K
−4Var
[Ni(M)] < CK−1/32 for each i ∈
{1, 2, 3}.
Proof (Outline). The proofs of the first and second statements of this lemma closely follow those
of Proposition 8.2 and Proposition 8.4 of [16], respectively. Therefore, we will only explain how to
establish the first and omit the proof of the latter. Furthermore, since the verifications of the two
bounds in (C.8) are entirely analogous, we will only discuss that of the former. Throughout this
proof, we assume by scaling that 0 < c ≤ b ≤ a = 1.
Let us fix a constant µ ∈ (0, 1) (which we will later set to 115 ) and first suppose that b + c ≥
a + 40N−µ. Recall the definitions of (θ0, ϕ0) ∈
(
1
2 , 1
) × (1, 32) and (θ̂0, ϕ̂0) ∈ (1, 32) × ( 12 , 1) from
the proof of Lemma C.1 (see Figure 14). The bounds 0 < c ≤ b ≤ a = 1 and b + c ≥ 1 + 40N−µ
then imply that b ≥ 12 , c ≥ 40N−µ, and θ0 < 1 − 6N−µ, so one can quickly verify for sufficiently
large N and any θ, ϕ ∈ [0, 2π] that∣∣a+ beπiθ + ceπiϕ∣∣ ≥ N−2µmin{|θ − θ0|+ |ϕ− ϕ0|, ∣∣θ − θ̂0∣∣+ ∣∣ϕ− ϕ̂0∣∣}.(C.9)
Now, we claim that minj∈Z
∣∣θ0 − jK ∣∣ > K−1−µ holds for at least one K ∈ {N,N + 1} when
N > 101/µ. Indeed, assume to the contrary that this estimate is false for both K ∈ {N,N + 1}.
Then, we must have that
∣∣ j
N − θ0
∣∣ < N−1−µ and ∣∣ jN+1 − θ0∣∣ < N−1−µ or that ∣∣ jN − θ0∣∣ < N−1−µ
and
∣∣ j+1
N+1 − θ0
∣∣ ≤ N−1−µ. In the former case, subtracting yields jN < 4N−µ, and so θ0 < 5N−µ,
which for N > 101/µ contradicts the fact that θ0 >
1
2 . In the latter case, subtracting yields∣∣1 − jN ∣∣ < 4N−µ, and so 1 − θ0 < 5N−µ, which contradicts the fact that θ0 < 1 − 6N−µ. Thus,
minj∈Z
∣∣θ0 − jK ∣∣ > K−1−µ holds if K = N or if K = N +1; let us assume the former and also that
N is odd (the latter is so that the identities below match with those in the proof of Lemma C.1).
Next, recall the definitions of the Zij from (C.2) in the proof of Lemma C.1. Since E
[N1(M)] =
a
Z
∂Z
∂a , it follows from the first identity in (C.1) that
E
[N1(M)
N2
]
=
1
N2
(
c00
∂ logZ00
∂a
+ c10
∂ logZ10
∂a
+ c01
∂ logZ01
∂a
+ c11
∂ logZ11
∂a
)
,(C.10)
where cij =
aZij
2Z if (i, j) 6= (1, 1) and c11 = −aZ112Z . In particular, by (C.1) and the fact that each
Zij is nonnegative (due to (C.2)), cij ∈ [−1, 1] and c00 + c01 + c10 + c11 = a. So, it suffices to show
that
∣∣ a
N2
∂
∂a logZij − pa
∣∣ < CN−1/32, for each i, j ∈ {0, 1} and some constant C > 1. Let us only
verify this bound for (i, j) = (0, 0), since the proofs in the other three cases are entirely analogous.
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To that end, we have from (C.2) that
a
N2
∂ logZ00
∂a
=
a
N2
N∑
j=1
N∑
k=1
1
a+ be2πij/N + ce2πik/N
,(C.11)
which suggests that it should converge to pa as N tends to ∞, except again that the denominators
of certain summands can be singular.
Let us first address the summands that are not close to these singularities. To do this, let
ν ∈ (0, 1) be a constant (which we will later set to 15 ) and observe from (C.3) that if
∣∣ 2j
N −θ0
∣∣ > 4N−ν
and
∣∣2j
N − θ̂0
∣∣ > 4N−ν then ∣∣a + be2πij/N + ce2πik/N ∣∣ > N−2ν . So, it follows from (C.9) that, for
sufficiently large N , ∣∣∣∣∣ 1a+ be2πij/N + ce2πik/N − 1a+ beπiθ + ceπiϕ
∣∣∣∣∣ < 4πN1−4ν ,
whenever
∣∣2j
N − θ
∣∣, ∣∣ 2kN − ϕ∣∣ ≤ 2N . Hence, if ∣∣ 2jN − θ0∣∣ > 4N−ν and ∣∣2jN − θ̂0∣∣ > 4N−ν , then∣∣∣∣∣ 4N2(a+ be2πij/N + ce2πik/N ) −
∫ 2j+2
N
2j
N
∫ 2k+2
N
2k
N
dθdϕ
a+ beπiθ + ceπiϕ
∣∣∣∣∣ < 16πN3−4ν .(C.12)
Next, let us estimate the (j, k) terms for which jN is possibly close to either θ0 or θ̂0. To that
end, we use (C.9) and the fact that max
{∣∣2j
N − θ0
∣∣, ∣∣2jN − θ̂0∣∣} > N−1−µ to deduce that
1
N2
∣∣∣∣∣
N∑
k=1
1
a+ be2πij/N + ce2πik/N
∣∣∣∣∣
≤ 2
N2
N∑
k=1
(
1
N−1−µ +N−2µ
∣∣e2πik/N − eπiϕ0∣∣ + 1N−1−µ +N−2µ∣∣e2πik/N − eπiϕ̂0∣∣
)
≤ 2
N1−2µ
N∑
k=1
(
1
Nµ + |2k −Nϕ0| +
1
Nµ +
∣∣2k −Nϕ̂0∣∣
)
≤ 16 logN
N1−2µ
.
(C.13)
Additionally, one can quickly deduce from (C.9) that
∣∣∣∣∣
∫
|θ−θ0|<4N−ν
∫ 2π
0
dθdϕ
a+ beπiθ + ceπiϕ
∣∣∣∣∣+
∣∣∣∣∣
∫
|θ−θ̂0|<4N−ν
∫ 2π
0
dθdϕ
a+ beπiθ + ceπiϕ
∣∣∣∣∣ ≤ 256N2µ−ν,
(C.14)
for instance by decomposing the integral over (θ, ϕ) into dyadic annuli centered at (θ0, ϕ0),
(
θ̂0, ϕ0
)
,(
θ0, ϕ̂0
)
, and
(
θ̂0, ϕ̂0
)
.
Then by (C.11); summing (C.12) over all j such that
∣∣ 2j
N − θ0
∣∣ > 4N−ν and ∣∣ 2jN − θ̂0∣∣ > 4N−ν ;
summing (C.13) over all remaining j; (C.14); and (C.7), we deduce that∣∣∣∣ aN2 ∂∂a logZ00 − pa
∣∣∣∣ ≤ 256(N4ν−1 +N2µ−ν logN +N2µ−ν) < N−1/16,
for sufficiently large N , upon setting ν = 15 and µ =
1
15 . Similar reasoning provides analogous
bounds on
∣∣ a
N2
∂
∂a logZij − pa
∣∣, for the remaining (i, j) ∈ {0, 1}, and so the first statement of the
lemma follows from (C.10) if b+ c ≥ a+ 40N−1/15.
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Now suppose instead that a ≥ b+ c+ 40N−1/15. Then set a′ = b+ c+ 40N−1/15 and so, by the
above, we have K−2
∣∣E[N1(M)] − pa′ ∣∣ < K−1/16 under the measure ν′ = νa′,b,c;K for at least one
K ∈ {N,N+1}. For this K, we have Eν
[N1(M)] ≥ Eν′[N1(M)] since Eν[N1(M)] is nondecreasing
in a. Thus, K−2Eν
[N1(M)] ≥ pa′ −K−1/16, for sufficiently large N .
Using the fact that pa′ ≥ 1 − CK−1/32 for some constant C > 1 (which can be deduced from
the definition (C.7) of pa and the facts that a
′ = b+ c+40N−1/15 and c ≥ N−1/32), it follows that
K−2Eν
[N1(M)] ≥ 1−2CK−1/32. Thus, ∣∣K−2Eν[N1(M)]−pa∣∣ ≤ 2CK−1/32, since 1−CK−1/32 ≤
pa′ ≤ pa ≤ 1. This yields the first part of the lemma; as mentioned previously, we omit the proof
of the second since it closely follows that of Proposition 8.4 of [16]. 
Given Lemma C.1 and Lemma C.2, the proof of Proposition 7.2 closely follows that of Proposition
9.1 and Theorem 9.2 of [16] and so we will only outline it below.
Proof of Proposition 7.2 (Outline). Throughout this proof, for any M ∈ Z≥1 we abbreviate EM =
E(s, t;M−1/70;PM ). First observe that, if (s, t) /∈ T7N−1/32 , then Lemma 3.5 of [16] (with the ε
there equal to 7N−1/32 here) implies that N−2 log |EN | < CN−1/32 logN for some constant C > 1.
Thus, in this case, the proposition follows from the facts that that σ is uniformly Hölder continuous
of exponent 12 on T (recall Remark 2.7) and that σ(s, t) = 0 for any (s, t) ∈ ∂T .
Hence, we may assume that (s, t) ∈ T7N−1/32 . Set a, b, c ∈ R>0 so that max{a, b, c} = 1 and
(s, t) = (pa, pb); as indicated in Section 6.23 of [40] or Theorem 8.3 of [16], such a choice is known
to exist and can be quickly verified to satisfy min{a, b, c} > N−1/32. We will show for some
K ∈ {N,N + 1} that (7.4) holds, with the N there replaced by K here. The verification that this
implies the same bound for K = N is omitted, as it is essentially given in the proof of Theorem 4.1
of [16].
This will proceed by approximating K−2 log |EK | ≈ K−2 logZK(a, b, c) − s log a − t log b − (1 −
s− t) log c. To that end, the first and second parts of Lemma C.2, together with a Markov estimate,
imply for sufficiently large N that P
[
M /∈ EK
] ≤ K−1/400, if M is sampled under ν; equivalently,
(1−K−1/400)ZK(a, b, c) ≤ exp
( ∑
M∈EK
aN1(M)bN2(M)cN3(M)
)
≤ ZK(a, b, c).
Since min{a, b, c} > N−1/32, we have that∣∣∣K−2 log (aN1(M)bN2(M)cN3(M))− (s log a+ t log b+ (1− s− t) log c)∣∣∣ < K−1/70 logK,
for any M ∈ EK , and so
K−2 log
(
(1−K−1/400)ZK(a, b, c)
)− (s log a+ t log b+ (1 − s− t) log c)−K−1/70 logK
≤ K−2 log |EK | ≤ K−2 logZK(a, b, c)−
(
s log a+ t log b+ (1− s− t) log c)+K−1/70 logK.
Thus, Lemma C.1 implies for sufficiently large N that∣∣∣∣K−2 log |EK | − (Z(a, b, c)− (s log a+ t log b+ (1− s− t) log c))∣∣∣∣ < K−1/75.
Hence, the proposition follows from the fact (shown in the proof of Proposition 9.1 of [16]) that
σ(s, t) = Z(a, b, c)− s log a− t log b+ (s+ t− 1) log c, if a, b, c ∈ R>0 satisfy (pa, pb) = (s, t). 
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