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ABSTRACT
DYNAMIC BEHAVIOR OF PERIODIC MEDIA AND ELASTIC
METAMATERIALS

Bryan Chem
Pedro Ponte Castañeda
Celia Reina

Periodic media and resonant, acoustic/elastic metamaterials possess extraordinary
frequency band gaps where no waves may propagate. In this dissertation, we leverage numerical simulations to gain insight into practical ways to effectively measure
and characterize the behavior of these materials from experimental observables and
also explore physical mechanisms to optimize their performance, particularly in the
context of resonant metamaterials. With respect to the former, the finite nature of
experiments prevents the usage of Bloch’s theorem and unit cell analysis. To circumvent this, an FFT procedure combined with an exponential fitting method are used to
extract the real and imaginary part of dispersion relations from real-time simulation
data. Difficulties such as sample length and frequency domain resolution, associated
with this type of analysis, are examined parametrically using synthetic data from
numerical simulations. In addition to this study, an additively manufactured, resonant metamaterial made of a soft PDMS rubber is analyzed using both experimental
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data and finite element models. By isolating several physical features of the material,
a new mechanism for band gap formation is discovered where band gaps associated
with different vibrational modes are combined to produce an ultrabroad band gap
through the use of a compliant frame.
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CHAPTER 1
Introduction
Composite materials under dynamic loading exhibit interesting emergent phenomena.
In particular, periodic media and resonant, acoustic/elastic metamaterials possess extraordinary frequency band gaps where no waves may propagate [2]. This property
lends itself to a variety of applications in vibration control and mitigation, and, as
such, there has been plenty of research to produce devices with ultra-broad band gaps
for maximum utility [3; 4; 5; 6]. In the past decade, smart choices of materials and
advanced manufacturing techniques have pushed the limits of what we are able to
accomplish with these materials in the laboratory [7; 4; 8; 9; 10]. Alongside the development of physical systems, there has been plenty of effort dedicated to theoretical
and numerical modeling. Using modeling, we can isolate physical features and optimize designs virtually in order to save time prototyping and characterizing physical
samples [11; 12; 13; 14; 15]. In addition to cost and time savings, modeling efforts
consisting of direct numerical simulations offer easier access to relevant variables such
as displacement and velocity fields than in experiments. The high resolution data
made available via computation is conducive to further analysis that can elucidate
the origin of frequency band gaps and the overall wave propagation characteristics in
experimental samples.
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The work in this dissertation leverages numerical simulations to gain insight into
practical ways to compute descriptors of band gap frequency spectrums in addition
to exploring physical mechanisms to optimize the performance of resonant metamaterials. In Chapter 2, a more thorough background of these materials is given.
Additionally, we introduce the dispersion relation which completely characterizes the
wave propagation behavior in a material (in the infinite, periodic limit). Analytical,
numerical, and experimental methods to calculate the dispersion relation and other
measures of dynamic behavior are reviewed. Chapter 3 explores the use of Fourier
analysis and an exponential fitting method to discover the real and imaginary part
of dispersion relations in finite samples of periodic media and elastic metamaterials.
Chapter 4 introduces a novel method for band gap broadening found using numerical
simulations in conjunction with experimental testing on soft, resonant metamaterials
fabricated using additive manufacturing. In the remainder of this chapter, overviews
of the subsequent chapters are given.

Overview of CH 2: Background and first principles
This chapter provides background on periodic media and resonant, acoustic/elastic
metamaterials, their applications, and the origin of frequency band gaps. Then, the
methods used to characterize the dynamic behavior of these materials are discussed.
To this end, we introduce dispersion relations and transmission loss curves, which can
be used to identify band gaps and other wave propagation properties of the system.
Analytical and numerical results to obtain the dispersion relation are reviewed for
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continuous and discrete systems. Finally, a literature review of experiments and
the methods used to quantify dynamic behavior of physical samples is given. Given
this broad overview, we provide direction for the use of numerical simulations to gain
insight on experiments with finite samples and also for exploring physical mechanisms
that can improve the capability of resonant, elastic metamaterials.

Overview of CH 3: Discovering dispersion relations of finite samples
As opposed to analytical and numerical methods that obtain dispersion relations
via unit cell analysis of infinite, periodic media, experimental characterization of dynamic behavior necessitates the consideration of samples with finite length scales.
Given the displacement field at several points in a sample, Fourier analysis, namely
the DFT/FFT, can be used to identify the real part of the dispersion relation by
examining the spectral contents of a wave at different excitation frequencies. An
exponential fitting method can be used to determine the imaginary part of the dispersion relation in the band gap. In this chapter, we study limitations and practical
considerations of using such methods. Using numerical simulations, we examine the
real and imaginary parts of the dispersion relation of discrete and continuous one
dimensional systems of varying lengths under dynamic loading. It is found that the
real part of the dispersion relation can be measured with a high amount of accuracy
given a large enough sample. Additionally, we discuss the use of zero padding which
is commonly used increase frequency domain resolution, and its place in the analysis
of periodic media and resonant, acoustic/elastic metamaterials. Truncating the data,
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reflections at the boundary, and boundary conditions are also studied and these are
found to have an effect, though to a lesser degree, on the resulting dispersion relation.
The exponential fitting method used to find the imaginary part was found to lack robustness and achieving accurate results required trial-and-error and prior knowledge
of the exact dispersion relation.

Overview of CH 4: Dynamic behavior of soft, resonant metamaterials
Reprinted from Bryan Chem, Yijie Jiang, Chenchen Liu, Jordan R. Raney,
and Celia Reina, ”Dynamic behavior of soft, resonant metamaterials: Experiments and simulations”, Journal of Applied Physics 129, 135104 (2021)
https://doi.org/10.1063/5.0042456, with the permission of AIP Publishing.
Though additive manufacturing and novel optimization techniques have led to many
recent advances in elastic metamaterials, difficult fundamental challenges (e.g., narrow band gaps) and practical challenges (e.g., dissipation and friction) remain. This
work introduces simple and hierarchical resonant metamaterials made of soft polydimethylsiloxane rubber (PDMS) and removable steel insets. The additively manufactured samples are able to produce band gaps with a gap-mid gap ratio of 81.8%
which surpasses the majority of resonant, metamaterials of the same class, and greatly
outperforms analogous resonant structures with a stiff epoxy matrix. This finding
combined with detailed numerical simulations guides the primary outcome of the
present investigation. Namely, matrix compliance is a rich mechanism for band gap
widening with a dual effect: it widens the traditional resonant band gaps, and, most
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importantly, it delocalizes and mixes the vibrational modes of the system, leading
to increases of the band gap width of over an order of magnitude. The role of other
physical features on the transmission loss (TL) curve is also assessed and compared to
the experimentally obtained TL data. These include viscous dissipation, friction, and
the stochastic nature of geometrical inaccuracies common in additive manufacturing.
Some of these mechanisms, combined with a soft frame, can further help merge band
gaps in rainbow or hierarchical designs, and form ultrabroad, subwavelength band
gaps.
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CHAPTER 2
Background and first principles
2.1. Background
As mentioned previously, periodic media and resonant, acoustic/elastic metamaterials
possess frequency band gaps where no waves may propagate [2]. Additionally, some
instances of these materials have been found to possess frequency dependent and
negative elastic moduli and/or density [16]. The existence of these novel dynamic
properties has been utilized in many practical applications such as:
• Vibration control : The simplest application would be to incorporate phononic
media in the construction of buildings or vehicles with band gaps in the range
of frequencies of acoustic or elastic waves found in the operating environment
in order to provide insulation [3; 4].
• Acoustic/elastic waveguides: By simply removing microstructural elements in
a phononic crystal it has been found that wave propagation can be localized to
certain areas within the material [5; 6].
• Acoustic diodes: Sonic crystals, phononic crystals where one or more of the
material phases is a liquid, can be used as 1D acoustic diodes which allow certain
waves to propagate in one direction but not in the opposite direction [17].
6

• Elastic logic gates: Elastic metamaterials have been used to create mechanical
equivalents of logic gates such as AND, NAND, OR, etc.[18; 19].
• Subwavelength imaging: Acoustic and elastic metamaterials may have a promising application in imaging with the potential resolve extremely small features.
By exploiting the negative density and elastic modulus of these materials, it is
possible to have a negative refractive index which can focus diverging propagating waves [20; 21; 22].
• Cloaking: Using metamaterials, it is possible to direct acoustic/elastic waves
around objects such that the incident wave appears completely undisturbed.
The metamaterial may be embedded in or in some cases attached to the medium
where the object is to be hidden. [23; 24].
Other applications seen in the literature include energy harvesting [25] and nonreciprocal wave propagation [26].
In these applications, it is often beneficial for the device to have the largest band
gap possible for a the desired frequency regime, however, depending on the device
there may also be some other physical limitations such as cost, size, or weight. To
understand these limitations, we should consider the two mechanisms which cause
band gaps to form:
1. Bragg scattering: At certain frequencies, waves can interact with the structure
of a material in such a way that reflections off of inclusions or material interfaces
7

(a)

(b)

Figure 1: Examples of phononic media and elastic metamaterials: (a) a mass spring
chain and (b) a two-phase laminate.

Figure 2: Example of a resonant, elastic metamaterial.
destructively interfere with the incident wave and each other. Here, the behavior
is dependent on the periodicity in the arrangement of the material phases or
structure of the material [27].
2. Local resonance: When resonators are placed inside of materials, interactions
occur at the resonant frequency of the resonator. Near this frequency, the
resonators begin to absorb and radiate energy from incident waves and produce
a band gap.
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These two mechanisms have predictable effects on the frequency band structure of
phononic media. Examples of periodic media and resonant, elastic metamaterials
include simple mass spring systems and laminates in addition to additively manufactured materials with microstructures designed using computer aided design (CAD)
containing a periodic lattice of inclusions (or voids) as shown in Figures 1 and 2.
In general, the frequency spectrum for Bragg scattering band gaps is related to the
the wavelength of the microstructure. Namely, periodic microstructures with smaller
length scales interact with higher frequency excitations, while microstructures with
larger length scales generally induce band gaps at lower frequency. The dependence
of band gap frequencies on the wavelength of the microstructure can limit the applicability of materials that rely on Bragg scattering to achieve wave attenuation. This
is especially true for the low frequency limit where the length scales involved may be
too large for practical applications.
For band gaps induced by local resonance, the band gap frequency spectrum is independent of the periodicity of the system. As such, it is possible to generate subwavelength band gaps at frequencies smaller than those induced by the microstructural wavelength. A lumped-parameter study considering a single inclusion and the
surrounding microstructure can be used to find an approximate resonant frequency,
which tends to correspond with the lower edge of the band gap [15]. The trade-off
is that band gaps induced by local resonance are relatively small compared to those
generated by Bragg scattering, however, the potential of generating low-frequency
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band gaps with a compact device has spurred a plethora of research on band gap
broadening in resonant, elastic metamaterials.
In either case, to be able to optimize and tailor the performance of the material,
it is important to first be able to measure and characterize its dynamic behavior.
The remainder of this chapter is dedicated to reviewing analytical, numerical, and
experimental methods and previous work to achieve both of these goals. Additionally,
we discuss strategies to leverage numerical simulations to gain insight into how to
more intelligently characterize and optimize the dynamic behavior of periodic media
and resonant, acoustic/elastic metamaterials.

2.2. Measurement and characterization of dynamic behavior
Transmission loss curves and dispersion relations are two common ways to describe
the wave propagation behavior in a material. In this section, we discuss the general
calculation and some examples of the transmission loss but relegate the majority of
the discussion to dispersion relations which provide a more complete picture of the
dynamic behavior of a system. For several discrete and continuous systems, we first
provide a brief derivation of the dispersion relations followed by examples of both
the dispersion relation for each system and a transmission loss (TL) curve. These
results will be referenced in Chapter 3 where we will examine finite examples of these
systems.
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2.2.1. Transmission loss curves
TL curves (sometimes called TL diagrams) are a simple and robust representation
of the wave propagation behavior in elastic metamaterials. These plots allow us to
quickly determine the extent at which a wave can propagate through a system at a
particular frequency. In practice, the TL curve can be computed using a minimal
experimental setup of two accelerometers and a shaker attached to the sample of
interest [15]. For many different driving frequencies, input and output signals are
collected, and the following formula is used to compute the transmission loss:

TL = 10 log10

uout
,
uin

(2.1)

where uout and uin may be the amplitudes of harmonic excitations or perhaps timeintegrated signals. After the above is computed, the resulting plot as a function of
frequency indicates wave propagation for TL ≥ 0 and regions of wave attenuation
where TL < 0. band gap locations and widths may be identified in these diagrams
as regions of low TL and often are in direct correspondence with band gap locations
in dispersion relations computed using unit cell analysis. The downside to TL curves
as a sole tool for wave behavior characterization is the lack of information about
wavespeed and dispersion. Examples of TL curves are shown in Sections 2.2.3 and
2.2.4 for various discrete and continuous systems, respectively.
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2.2.2. Dispersion relations
Mathematically, dispersion relations are a relationship between the frequency of a
wave and its wavenumber. From this relationship, it is possible to determine the
speed that waves travel through the material and immediately identify where the
frequency band gaps of a system are. For this reason, they are also called frequency
band diagrams or frequency band structures. To get a flavor for dispersion relations,
we start by considering some simple, one-dimensional systems where we can extract
analytical solutions directly from the system’s equations of motion. Here, we omit
the complete derivations of the dispersion relations for brevity, however, they are
included in Appendix A.1.
Scalar wave equation
We first consider a homogeneous system governed by the scalar wave equation to
illustrate a material without dispersion:

2
∂ 2u
2∂ u
=
c
,
∂t2
∂x2

(2.2)

where u is the displacement and c is the wave speed. Assume a solution of the form

u(x, t) = Aei(κx−ωt) .

(2.3)

Here, A is the amplitude of the wave, κ is the wavenumber which describes the spatial
frequency of the wave, and ω is the angular frequency that describes the temporal
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frequency of the wave. Substituting this solution into the wave equation gives

ω 2 = c2 κ2 ⇒ ω = ±cκ.

(2.4)

This equation gives a linear relationship between the frequency of the wave and its
wavenumber and is the dispersion relation for this system. If a wave is a solution to
(2.2) of the form (2.3) its wavenumber and frequency must satisfy the above equation.
In general, dispersion relations can be written in the form

ω = ω(κ).

(2.5)

From the above, it is possible to calculate the phase and group velocity of a wave
traveling through a material. This is information can be useful for the purposes of
vibration mitigation and other practical applications. The phase velocity is the speed
at which a wave of a specific frequency propagates at in a medium. It is given by the
dispersion relation via:
vp =

ω(κ)
.
κ

(2.6)

vg =

∂ω(κ)
.
∂κ

(2.7)

Additionally, the group velocity is

The group velocity is the velocity at which the envelope of a wave packet will propa13

gate at. For the scalar wave equation,

vp = c

(2.8)

vg = c.

(2.9)

and

These relations holds for all waves admissible according to (2.2). Here, every wave
propagates at the same velocity regardless of frequency and the group velocity is the
same as the phase velocity. In this case, we say that there is no dispersion.
The following systems that we discuss in this chapter will have dispersive properties
and will serve as examples for subsequent analyses in later chapters. In general,
the procedure for finding the dispersion relation of a system will start by finding
the equations of motion of a unit cell (as such this procedure is sometimes called
unit cell analysis). For an infinitely periodic system, Floquet-Bloch theory which
allows us to infer a plane wave solution for time-harmonic wave equations. After
enforcing a Bloch wave solution, factors involving an unknown periodic part of the
solutions are separated from the resulting expressions to find a relationship between
the wavenumber and frequency. For these same systems, we will plot the TL curves.
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2.2.3. Dispersion relations and TL curves for various discrete systems
Monatomic lattice
Consider a discrete system of an infinite number of masses and springs as shown in
Figure 3. The equation of motion for the nth mass in the system is

m

∂ 2 un
= k(un−1 − un ) − k(un − un+1 ) = kun−1 − 2kun + kun+1
∂t2

(2.10)

where un gives the displacement of the nth node, m is its mass, and k is the spring
constant of each spring. We assume a Bloch wave solution of the form

un (x, t) = ũ(xn )ei(κxn −ωt) .

(2.11)

Here, ũ(x) is the amplitude of the wave which has the same periodicity as the chain
and xn = nl where l is the distance between the masses. Substituting (2.11) into
(2.10), the dispersion relation for waves propagating through the mass spring system
is
q
ω = ± 2ω02 (1 − cos(κl))
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(2.12)

where ω0 =

p
k/m.

We can nondimensionalize the dispersion relation (2.12) by letting Ω =

ω
ω0

and µ = κl:

p
Ω = ± 2(1 − cos(µ)).

(2.13)

The positive part of the above is plotted in Figure 4. The section of the dispersion
relation from −1 to 1 is called the first Brillouin zone. Due to symmetry, we define
the irreducible Brillouin zone (IBZ) as the section from 0 to 1 which can be used to
infer the rest of the dispersion relation due to the periodicity in µ.

3
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Figure 4: The non-dimensional dispersion relation for the mass spring system

The dispersion relation characterizes many features of the mass-spring system. In
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Figure 5: The TL diagram for a monatomic mass-spring chain
Figure 4, phase and group velocities can be identified along the curve for different
waves propagating through the system. In this case, the phase velocity is a function
of wavenumber/frequency which indicates dispersion in the system. From (2.12), the
phase velocity can be found by dividing by the wave number:

±
w(κ)
=
vp =
κ

p
2ω02 (1 − cos(κl))
.
κ

(2.14)

In the region above Ω = 2 (called the stop band), the wavenumber becomes complex
valued:
h
i
1
µ = −i log ξ + i(1 − ξ 2 ) 2
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(2.15)

where
ξ =1−

Ω2
.
2

(2.16)

If there is an imaginary component of the wavenumber, the imposed plane wave
solution exponentially decays in space. The TL curve discussed previously for a
monatomic chain with m = 1 kg, k = 1 N/m, l = 1 m, and 100 masses shown in
Figure 5 illustrates this effect in the stop band as the TL drops for driving frequencies
in the stop band. For each frequency, the simulations are run for 1000 s and data is
collected for the last 200 s.
Diatomic lattice
Next, we consider a diatomic lattice as shown in Figure 6 with alternating masses m1
and m2 , but springs of the same spring constant k. The equations of motion for a
unit cell are

∂ 2 u2n
+ 2ku2n − k(u2n−1 + u2n+1 ) = 0
∂t2
∂ 2 u2n+1
+ 2ku2n+1 − k(u2n + u2n+2 ) = 0.
m1
∂t2
m2

(2.17)
(2.18)

Again, we use a Bloch wave solution

un (x, t) = ũ(xn )ei(κxn −ωt)

(2.19)

where xn = nl and l is now the distance between two masses as shown in Figure 6.
For this system, the resulting dispersion relation is
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Figure 7: Dispersion relation for the diatomic lattice system with m1 = 1, m2 = 2,
and k = 1.
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m1 m2
m1 m2

where in this case ω0 =

(2.20)

p
k/m1 , Ω = ω/ω0 , and µ = κl. The above dispersion relation

is shown in Figure 7 where, unlike the monoatomic case, there are now two curves.
Each curve, or branch, corresponds to a mode of vibration where in this case the lower
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Figure 8: The TL diagram for the diatomic mass-spring chain
frequency curve is called the acoustic branch and the higher frequency curve is called
the optical branch. The new and notable feature here is the band gap in between
the two modes. Similar to the monatomic case, the wavenumbers become imaginary
in this region. Additionally, there is a stop band exists with a cutoff frequency of
approximately Ω = 1.75. The band gap and stop band can also be seen in the TL
diagram for a diatomic chain as shown in Figure 8 for a system with m1 = 1 kg,
m2 = 2 kg, k = 1 N/m, l = 2 m, and 100 masses. For each frequency, the simulations
are run for 1000 s and data is collected for the last 200 s.
Monatomic chain with resonators
For the final discrete system, consider a monatomic chain of masses with attached
resonators as shown in Figure 9. The masses have mass m and are connected with
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Figure 10: Dispersion relation for monatomic chain with resonators with m = 1,
mr = 0.125, k = 1, and kr = 0.125.
springs with spring constant k. The resonators attached to each of these masses has
mass mr and are attached with springs with spring constant kr . The equations of
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Figure 11: The TL diagram for the monatomic mass-spring chain with resonators.
motion for this system are

∂ 2 un
m 2 + 2kun − k(un−1 + un+1 ) − kr (urn − un ) = 0
∂t
∂ 2 urn
mr
+ kr urn − kr un = 0.
∂t2

(2.21)
(2.22)

Applying a Bloch wave solution of the form

un (x, t) = ũ(xn )ei(κxn −ωt) ,
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(2.23)

the resulting dispersion relation is

2

2(1 − cos(µ)) − Ω

mr /m
1+
Ω2
1− Ω
2

!
=0

(2.24)

r

where

Ω2
Ω2r

=

ω 2 /ω02
ωr2 /ω02

and ωr =

p
kr /mr . The dispersion relation is shown in Figure 10

for m = 1, mr = 0.125, k = 1, and kr = 0.125. There appears to be a small band gap
at Ω = 1, but, as characteristic of resonant band gaps, it is much narrower than the
band gap in Figure 7 arising from Bragg scattering. The narrower band gap can also
be observed in the TL diagram for that system with 100 masses shown in Figure 11.
For each frequency, the simulations are run for 2500 s and data is collected for the
last 500 s.
2.2.4. Dispersion relations and TL curves for various continuous systems
Laminate
Moving on from discrete mass-spring systems to a more physical continuous material,
we examine transverse and longitudinal wave propagation in a two-phase laminate
with phases i (i = 1, 2), layer widths h(i) , Lamé constants λ(i) and µ(i) and density
ρ(i) as shown in Figure 12. The displacement field in each phase is u(i) . Discussed in
detail in Appendix A.1, the dispersion relation for the continuous case is found in a
slightly different manner than in the discrete case using, for instance, the so-called
transfer matrix method which makes use of the fact that at the interface between two
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unit cells the displacements must be equal and the forces or tractions must be as well
[28; 29]. A relationship between these variables is first derived starting from one end
of the unit cell and working through the layers to the other extreme of the unit cell:












u(i) (x + h(1) n + h(2) n, t) u(i) (x + hn, t)
u(i) (x, t)

=
 = T (2) T (1) 


 



t(i) (x + h(1) n + h(2) n, t)
t(i) (x + hn, t)
t(i) (x, t)

(2.25)

where h = h(1) + h(2) . The relationship between the displacements and forces in adjacent layers can be written in a matrix form through the so-called transfer matrix T (i) .
This analysis is completed by applying Bloch’s theorem to relate the displacements
and forces in one unit cell to another. This resulting Bloch wave solution has a matrix
form:









u(i) (x + hn, t)
u(i) (x, t)

 = eikb h 





t(i) (x + hn, t)
t(i) (x, t)

(2.26)

where κb representing the wavenumber is called the Bloch wavenumber. The dispersion relation is

cos κb h + i sin κb h


ωh(2) 1 ρ(1) c(1) ρ(2) c(2)
ωh(1)
ωh(2)
ωh(1)
= cos (1) cos (2) −
+
sin (1) sin (2)
c
c
2 ρ(2) c(2) ρ(1) c(1)
c
c
"
# 21


2
ωh(1)
ωh(2) 1 ρ(1) c(1) ρ(2) c(2)
ωh(1)
ωh(2)
±
cos (1) cos (2) −
+
sin (1) sin (2)
−1 .
c
c
2 ρ(2) c(2) ρ(1) c(1)
c
c
(2.27)
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Figure 12: A two phase laminate with layer thicknesses h(i) , densities ρ(i) , and wave
speeds c(i)
If the polarization of the wave is perpendicular to the lamination direction,

c(i) =



µ(i)
ρ(i)

 12

(i)

= cT .

(2.28)

If the polarization is parallel to the lamination direction,

c

(i)


=

λ(i) + 2µ(i)
ρ(i)

 12

(i)

= cL .

(2.29)

If the quantity inside the square root of (2.27) is less than one (which is true when
we have propagating waves), then we have

ωh(1)
ωh(2) 1
cos κb h = cos (1) cos (2) −
c
c
2



ρ(1) c(1) ρ(2) c(2)
ωh(1)
ωh(2)
+
sin
sin
ρ(2) c(2) ρ(1) c(1)
c(1)
c(2)


.

(2.30)

We prescribe the frequency ω and solve for κb to generate the dispersion relation.
As an example, we compute the dispersion relation for a two-phase laminate with
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Figure 13: The dispersion relation for a two-phase laminate with µ(1) = 1 N/m2 ,
µ(2) = 5 N/m2 , and ρ(1) = ρ(2) = 1 kg/m3
h(1) = h(2) = 0.05 m, µ(1) = 1 N/m2 , µ(2) = 5 N/m2 , and ρ(1) = ρ(2) = 1 kg/m3 at
10000 frequencies in the range of 0 to 50 Hz. The result is shown in Figure 13 In
the case of a continuous system, we note that there is no stop band and, additionally,
there is not only one band gap but a series of band gaps as the frequency range
increases. The TL curve for the system which demonstrates the wave attenuation
is also shown in Figure 14. For the TL diagram, we use 10 unit cells of the above
two-phase laminate. In this case, a frequency domain study is used, and the resulting
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Figure 14: The TL curve for a two-phase laminate with µ(1) = 1 N/m2 , µ(2) = 5
N/m2 , and ρ(1) = ρ(2) = 1 kg/m3
amplitudes of the time harmonic solutions are used to calculate the TL.
2.2.5. Numerical methods
As seen in the previous example, the dispersion relation for a two-phase laminate is
much more complex than those for the discrete cases. For more complicated geometries, analytical methods can be cumbersome or even intractable, and, thus, we must
turn to numerical methods. The most prominent numerical methods in the literature are the plane-wave expansion method, finite difference method, finite element
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method, and the multiple scattering method. For a more thorough review of these
methods, we refer the reader to Hussein et al. [2].
In this dissertation, the finite element method is the primary numerical tool used
to analyze periodic media and resonant, elastic metamaterials. Using COMSOL
Multiphysics® [30], it is possible to perform unit cell analyses in addition to both
frequency domain and time-dependent studies (discussed briefly at the end of this
section) of finite samples. Unit cell analyses solve an eigenvalue problem from which
the dispersion relation for an infinite periodic medium can be generated [31; 32]. In
one dimension for example, we start with the matrix representation of the weak form
of the equilibrium equations under a finite element discretization:

Ka + M ä = 0

(2.31)

where K is the stiffness matrix, M is the mass matrix, and a and ä are the nodal
displacements and acceleration in a unit cell of an infinitely periodic material. We
now assume a harmonic solution of the form

a = ãeiωt

(2.32)

such that the second order differential equation (2.31) becomes a complex eigenvalue
problem:
Ka − ω 2 M a = (K − ω 2 M )a = 0.
28

(2.33)

Note that as of now K and M are not functions of the wavenumber and solving
the eigenvalue problem as is does not yield any information about the dispersion
properties of the system. To obtain this dependence, the Bloch condition must be
enforced.
Instead of assuming a Bloch wave solution to obtain the dispersion relation, we apply
what is known as the Bloch condition. The Bloch condition is similar to the periodic
boundary condition which relates the nodal displacements at two ends of the one
dimensional domain:

a(x + h) = a(x) (Periodic boundary condition)

(2.34)

where h is the size of the unit cell. The difference between the two conditions is a
single multiplicative factor:

a(x + h) = eiκx h a(x) (Bloch condition)

(2.35)

where κx is the Bloch wavenumber and h is the length of the unit cell. The multiplicative factor in the boundary condition adjusts the phase of the wave at one end
to match the phase at the opposite boundary.
In a practical application, the degrees of freedom are divided based on whether they
are on the left or right boundary or in the interior of the domain. The condition is
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then enforced via a linear transformation:
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(2.36)

where I is an identity matrix with dimensions equal to the number of interior nodes
(in the one dimensional case this is the total number of nodes minus two). We denote
the linear transformation matrix as T . By writing the displacement at the right edge
in terms of that at the left edge, the linear transformation reduces the degrees of
freedom of the system by one. In the two-dimensional case, the reduction in degrees
of freedoms will be larger due to the increase in boundary nodes.
Our eigenvalue problem is now

(K − ω 2 M )T â = 0.

(2.37)

To make the matrix square, we premultiply the equation by the complex conjugate
transposed of T , i.e., T̄ T
(K̂ − ω 2 M̂ )â = 0,

(2.38)

K̂(κx ) = T̄ T KT

(2.39)

where
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and
M̂ (κx ) = T̄ T M T.

(2.40)

We can now extract the dispersion properties of any one-dimensional system. The
eigenvalue problem is solved several times for values of κx , and we obtain several
corresponding values for ω.
For the two-dimensional case, the form of the finite element equations is similar to
the 1D case. Also assuming a harmonic solution:


Ka − M ä = K − ω 2 M a = 0.

(2.41)

Furthermore, we will apply the Bloch condition again. The linear transformation
matrix is more complicated due to the added dimension. In order to impose the Bloch
condition in 2D, the degrees of freedom of the unit cell must be divided into interior
nodes and boundary nodes according to Figure 15. Based on the aforementioned
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Figure 15: The degrees of freedom are partitioned into nodes at the left-top (LT),
right-top (RT), left-bottom (LB), right-bottom (RB) corners. Non-corner nodes are
further divided into right (R), left (L), top (T), bottom (B) sides and also interior
(int)
partitioning scheme, the degrees of freedom are reduced according to the following
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Figure 16: Unit cell for the 2D material with square inclusions.
Now we post- and pre- multiply (2.41) by T and its complex conjugate transposed
T̄ T and obtain a complex eigenvalue problem similar to the one-dimensional case.
We then follow the same process of prescribing wavenumbers and solving the eigenvalue problem to obtain the corresponding frequencies. It is important to note that
the irreducible Brillouin zone is two-dimensional and care must be taken in specify
the components of the wavenumber. Additionally, multiple dispersion branches corresponding to different vibrational modes may appear in the same frequency range.
In practice, it is possible to constrain certain points in the domain to isolate dispersion branches of desired vibrational modes. As an example, consider a periodic,
two-dimensional material with unit cells depicted in Figure 16. The unit cell analysis
results in the dispersion relation shown in Figure 16.
In addition to these unit cell analyses, finite elements can be used to find full solutions
to the governing equations. The resulting displacement fields can be used to calculate
TL curves and dispersion relations. Frequency domain studies produce the amplitude
of time-harmonic solutions. This type of analysis is only applicable to linear systems
with harmonic boundary conditions, however, they are computationally efficient. We
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Figure 17: Dispersion relation for the 2D material with square inclusions plotted
along the IBZ.
demonstrate the use of frequency domain studies in Chapter 4. For systems with nonlinear constitutive relations or non-harmonic boundary conditions and body forces,
it is necessary to perform time dependent simulations which generally require more
computational resources. Time dependent simulations are used in both Chapters 3
and 4.
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2.2.6. Experiments
Finally, we provide a review of experiments on periodic media and resonant, acoustic/elastic metamaterials with a focus on the procedures used to calculate TL diagrams and dispersion relations. By reviewing the literature, we identify areas where
we can leverage numerical simulations to provide additional insight and practical
guidelines for future work in the laboratory.
As a starting point, we consider the inception of the resonant, elastic metamaterial
[3]. Here, Liu et al. examined a cubic lattice of lead spheres coated in rubber embedded in an epoxy matrix. After placing the arrangement in an impedance tube, a
speaker is used to excite the system at one end while microphones are used to detect
the transmitted signal on the other side of the sample. Comparing the transmitted
amplitude to the original excitation for a frequency sweep, one can produce a transmission loss (TL) diagram. These types of experiments using physical transducers
(devices that convert physical energy to electrical signals at a single point) to examine wave transmission are quite common. In the decade following this first paper
[3], there were a few popular iterations of resonant, acoustic/elastic metamaterials
characterized in a similar manner:
1. Rubber coated spheres embedded in a matrix [33; 34]
2. Cylinders suspended in air or water [35; 36; 37; 38; 39; 40]
3. Spheres submersed in water [41; 42; 43]
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Beyond the characterization based on measurements at a limited number of points,
scanning laser Doppler vibrometers (SLDVs) and high-speed cameras have become
popular in experimental work on elastic metamaterials [44; 45]. These devices have
the ability to measure the displacement field at several points in the sample without
placing several different probes [46; 47]. Snapshots at several different times of wave
propagation in a two-dimensional periodic medium with a honeycomb microstructure
can be compared with direct numerical simulation [48]. In a tunable elastic metamaterial, it is possible to image wave guiding in real-time [49]. Extending to nonlinear
wave propagation, a high-speed camera along with digital image correlation (DIC)
can be used to track the rotation of several microstructural elements [50].
This high resolution data can be used to compute the two descriptors of wave propagation discussed earlier. TL curves were computed in several different cross sections of a
two-dimensional plate with attached beam-like resonators [51]. Furthermore, perhaps
one of the most remarkable applications of SLDV in this context is the extraction of
dispersion relations from experiments on finite samples [52; 53].
Given that the dispersion relation completely characterizes the wave propagation
behavior a material, this application would seem to be of much interest, however,
there seems to be limited experimental work other than those mentioned in [52; 53].
As such, in Chapter 3 of this dissertation we perform numerical simulations on several
one-dimensional periodic media and resonant, elastic metamaterials, and analyze the
output using Fourier analysis and an exponential fitting method to obtain the real
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and imaginary parts of the dispersion relation. The size of the system and its effect
on the resulting dispersion relation is parametrically studied. Additionally, the effects
of post-processing the data and other physical effects are examined to provide insight
for further experimental studies.

2.3. Optimizing performance of periodic materials and resonant, elastic metamaterials
Reprinted from Bryan Chem, Yijie Jiang, Chenchen Liu, Jordan R. Raney,
and Celia Reina, ”Dynamic behavior of soft, resonant metamaterials: Experiments and simulations”, Journal of Applied Physics 129, 135104 (2021)
https://doi.org/10.1063/5.0042456, with the permission of AIP Publishing.

The following reprinted section has been modified to include more detail and references.
The previously discussed methods for measuring and characterizing the dynamic behavior of periodic media and resonant, acoustic/elastic metamaterials are integral to
exploring physical mechanisms used to generate ultra-broad band gaps. Both on the
numerical and experimental fronts, new designs have been proposed that make use
of material constitutive behavior and also microstructural arrangement to broaden
band gaps.
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2.3.1. Material selection
In terms of material selection, viscoelastic materials have been found to broaden band
gaps and shift frequency spectrums to higher ranges [11; 12]. Band gap broadening
is especially useful if there exists multiple neighbor band gaps. Depending on the
degree of broadening, these band gaps can be combined to produce an ultra-broad
band gap. The authors in [7] examine this effect experimentally using a resonant,
elastic metamaterial with two different types of silicone rubber.
2.3.2. Microstructural design
Microstructural design as a method to producing ultra-broad band gaps has grown
tremendously in recent years.
There have been many graded or ‘rainbow’ designs proposed [4; 8; 9; 10] to circumvent
the relatively small band gaps produced via local resonance. By combining several
different internal resonators possessing different resonant frequencies, it is possible to
combine all of the resulting individual band gaps into a single ultra-broad band gap.
Building on top of these rainbow designs where the resonators of the same type are
often arranged in layers or groups, random arrangements of resonators of different
resonant frequencies have been combined produce a similar band gap broadening effect
[10]. In some cases, wider band gaps are achieved as compared to more structured
configurations [13].
Hierarchical, elastic metamaterials containing multiresonant structures have also been
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explored [54]. Combining multiresonant structures and viscoelastic materials, has
been shown to be a viable way of combining two resonant band gaps into a single larger one [7]. Additionally, graded configurations of these hierarchical, elastic
metamaterials has been shown to exhibit ultrabroadband filtering capabilities [14].
2.3.3. Other strategies
More broadly, mechanical instabilities [55; 56] and piezoelectric materials [57] can
provide mechanisms for band gap tunability. In these examples, band gap frequencies
are adjusted either passively or actively.
As research continues to develop in order to optimize the performance of elastic
metamaterials, either by careful choice of constituent materials or microstructural
design, it will be important to isolate and quantify the effects of individual physical
mechanisms on dynamic behavior. Although it is possible to do some of this analysis experimentally, numerical simulations can provide flexibility through parametric
studies of specific material parameters. In fact, in Chapter 4 of this dissertation, a
soft, resonant metamaterial is examined, and we find a novel mechanism for the formation of ultrabroad band gaps. Additionally, practical considerations are examined
that may inspire new designs and aide in future experiments.
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CHAPTER 3
Discovering dispersion relations
from the response of finite, periodic media
Beyond obtaining dispersion relations numerically using unit cell analysis based on
the Bloch condition, it is often of interest to characterize wave propagation behavior
of finite samples in experiments which can have manufacturing defects, mechanical properties such as viscoelastic constitutive behavior, and frictional effects which
are difficult to model. As discussed in Chapter 2, modern sensors make it possible
to obtain time-dependent displacement, velocity, and acceleration measurements in
physical systems under dynamic loading, however, to be of use, the resulting data
must be distilled into more interpretable formats such transmission loss (TL) curves
and dispersion relations. These tools allow us to have a broad picture of the wave
propagation characteristics of a material such that we may understand the effect of
its microstructure on the dynamic behavior and tailor it for specific application.
TL curves allow for the quick identification of band gaps where waves experience
attenuation. If information further than the band gap frequency spectrum is nec-
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essary, the dispersion relation for the system must be computed. Recall that the
dispersion relation allows us to calculate the phase and group velocities from the real
part of the wavenumber and also the spatial attenuation from the imaginary part of
the wavenumber. Computing dispersion relations experimentally involves laboratory
equipment such as scanning laser Doppler vibrometers and high-speed cameras, which
are able to capture time-dependent displacement fields in one- and two-dimensions
[46; 47; 53]. Using signal processing techniques, the real time data can be distilled
into its frequency contents to give a more complete picture of the wave propagation
behavior than the TL curves alone. In fact, it is possible to resolve portions of the real
part of the dispersion relation for periodic materials using the finite Fourier transform
(FFT) method [53; 52], where wave-number identification can be achieved to varying
degrees of accuracy by picking the wavenumber (for a given excitation frequency)
with the highest spectral amplitude.
Here, we take a step back from the experimental and use computational modeling,
namely finite elements, to generate synthetic data and isolate and examine practical
considerations when it comes to discerning the wave propagation behavior of materials. As mentioned before, for infinitely periodic materials, we have access to unit
cell analyses to determine the dispersion relation. We seek to answer at what point
the real and imaginary components of these dispersion relations may be obtained
from the material’s behavior in the finite setting. Fourier analysis is used to identify
the real part of the dispersion relation, and an exponential fitting method is used to
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obtain the imaginary component [58; 59]. In particular, we examine the limitations
associated with the finite length of the sample, the applied excitation, reflections from
the boundary, and some strategies to increase the accuracy of the FFT such as zero
padding and truncating the data.
In Section 3.1, we review Fourier analysis and the application of the discrete Fourier
transform to finite and discrete signals. The exponential fitting method to find the
imaginary component of the wavenumber is described as well. These methods are used
to characterize discrete and continuous systems described in Section 3.2. The resulting
dispersion relations are provided in Section 3.3. Final conclusions and general rules
of thumb for the application of these methods are provided in Section 3.4.

3.1. Theory and methods
3.1.1. Review of Fourier analysis
In essence, the goal of Fourier analysis is to examine a signal in terms of its representation as a series of sinusoidal waves with differing frequency [1]. A signal can refer
to either a sequence of numbers or a continuous function whose index or independent
variable depends on time, space, or maybe some other quantity. The amplitude or
waveform of a signal can be quite arbitrary and hard to interpret as measured, however, examining its spectral contents, i.e., its representation in the frequency domain,
we may discover key components that were not immediately obvious. In Fourier analysis, several transform methods exist to represent a variety of signals in terms of more
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basic harmonic signals. In particular, there are the following:
• Fourier transform [60] – This is an integral transformation that can take a
continuous, infinite signal (a function) and map it to another continuous, infinite
signal, however, it is important to note that the Fourier transform can also work
with discrete signals as well. In particular, if the input is a periodic function,
the output will be a series of Dirac delta functions at various frequencies and
vice versa. By far, one of the most important uses of the continuous Fourier
transform is for solving differential equations which may be reduced to algebraic
equations in Fourier space, the trade-off being the computation of the inverse
transform.
• Fourier series [61] – Infinitely periodic signals can be written as a sum of
weighted harmonics with no approximation. This is not technically a transform as the independent variable of the function does not change. Fourier series
are often useful for signal compression algorithms where it may be found that
a truncated series is more than enough to produce the original signal.
• Discrete-time Fourier transforms (DTFT) [62] – A discrete signal consisting
of an infinite number of samples is taken as an input, and the result of the
transform is an continuous, infinite function in the frequency domain. The
DTFT has been proven useful for practical applications such as monitoring
induction motor health.
• Discrete Fourier transform (DFT) [63; 64] – This transform is the most applica43

Continuous Fourier transform
Fourier series
Discrete-time Fourier transform
Discrete Fourier transform

Input
Continuous, infinite
Continuous, periodic
Discrete, infinite
Discrete, finite

Output
Continuous, infinite
Continuous, periodic
Continuous, periodic
Discrete, finite

Table 1: Table of different kinds of Fourier transforms and their input and output
signals. Table adapted from [1].
ble to digital signals and computation. The DFT takes a discretely signal with
a finite number of samples and returns an equal length, discrete signal in the
frequency domain. Beyond computation of the spectral contents of a system,
the DTFT and DFT can be used for similar applications such as filtering and
downsampling.
A summary of the inputs and outputs is included in Table 1. Each of the transform
methods lends themselves to specific applications, however, it should be noted that the
continuous Fourier transform, Fourier series, and DTFT can be viewed as limits of the
DFT as either the sampling interval becomes infinitely small and/or the sample length
becomes infinitely large [1]. In practice, the prior three transforms are adequately
approximated by the DFT. Due to the finite and discrete nature of the data used
in this work, we focus on and primarily use the DFT. The DFT is often computed
using the fast Fourier transform (FFT) algorithm which has become so ubiquitous
that DFT and FFT are often used interchangeably.
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3.1.2. The DFT
As discussed earlier, the discrete Fourier transforms takes a discrete signal with a finite
number of samples {xn } = x0 , x1 , ..., xN −1 and produces an equal length, discrete
signal {Xk } = X0 , X1 , ..., XN −1 in the frequency domain using the following formula:

Xk =

N
−1
X

i2π

xn · e− N

kn

.

(3.1)

n=0

The index n may refer to a specific time or position, and, correspondingly, the index k
refers to a specific frequency or wavenumber (the spatial frequency). Given the sampling interval ∆x, the frequency resolution is ∆k =

2π
.
N ∆x

The total frequency range

spanned by {Xk } is the frequency resolution multiplied by the number of samples:
2π
.
∆x

Thus, it should be noted that the while the frequency resolution is a function of

the length of the signal L = N ∆x, the frequency range is governed ultimately by the
sampling interval.
Example: Constant signal
As a simple example to illustrate the explicit calculation of the DFT, consider a
discrete signal with constant amplitude: {xn } = {1, 1, 1, 1}. If the sampling interval
is 1 s in this case, the total length of the signal is N ∆t = 4 s. The frequency resolution
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Figure 18: (a) A discrete constant amplitude signal sampled for 4 s with a sample
interval of 1 s and (b) the corresponding DFT.
is ∆ω =

2π
N ∆t

=

2π
4

rad/s, and the frequency range is

X0 = 1 · e−

i2π
0·0
4

+ 1 · e−

i2π
0·1
4

+ 1 · e−

i2π
0·2
4

2π
1

rad/s.

+ 1 · e−

i2π
0·3
4

= 1 · (1 + 0i) + 1 · (1 + 0i) + 1 · (1 + 0i) + 1 · (1 + 0i) = 4
X1 = 1 · e−

i2π
1·0
4

+ 1 · e−

i2π
1·1
4

+ 1 · e−

i2π
1·2
4

+ 1 · e−

i2π
1·3
4

= 1 · (1 + 0i) + 1 · (0 − i) + 1 · (−1 + 0i) + 1 · (0 + i) = 0
X2 = 1 · e−

i2π
2·0
4

+ 1 · e−

i2π
2·1
4

+ 1 · e−

i2π
2·2
4

+ 1 · e−

i2π
2·3
4

= 1 · (1 + 0i) + 1 · (−1 + 0i) + 1 · (1 + 0i) + 1 · (−1 + 0i) = 0
X3 = 1 · e−

i2π
3·0
4

+ 1 · e−

i2π
3·1
4

+ 1 · e−

i2π
3·2
4

+ 1 · e−

i2π
3·3
4

= 1 · (1 + 0i) + 1 · (0 + i) + 1 · (−1 + 0i) + 1 · (0 − i) = 0.

Thus, {Xk } = {4, 0, 0, 0}. The original signal and its DFT are plotted in Figure 18.
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Figure 19: (a) A discrete constant amplitude signal sampled for 4 s with a sample
interval of 1 s, (b) the corresponding DFT, (c) the DFT resulting from using sample
points from 0.1 s and forward.

Example: Simple harmonic
To further illustrate the subtleties of the DFT, consider a simple harmonic function
f (t) = sin (2πt), which corresponds to a sinusoidal wave in time with frequency 1 Hz.
Sampling f (t) starting at 0 s with a sampling interval of 0.1 s for a total time of 1 s,
we obtain a discrete signal and its corresponding DFT, shown in Figures 19(a) and
(b), respectively. The largest non-zero DFT components correspond to frequencies
roughly around 1 Hz and 9 Hz, however, there are small non-zero components in that
range as well. Considering we started with a pure harmonic with frequency 1 Hz, this
may be an unexpected result.
To alleviate this discrepancy, we need to address two points. The first is the frequency resolution available with the available sampling interval of 0.1 s and the length
of the signal. Using the previously introduced formula, the frequency resolution is
∆ω =

2π
N ∆t

=

2π
11·0.1

rad/s =

1
11·0.1

1/s (Hz) ≈ 0.091 Hz. As such, in Figure 19(b), the

set of frequencies shown is {0, 0.091, 2 · 0.091, ..., 10 · 0.091}. Taking the point of view
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that Fourier analysis in general is the process of representing signals as a series of
sinusoids, what we are observing is that our original function cannot be expressed
completely by any single of the current basis functions. This is typically referred to
as spectral leakage. To mitigate this, we could instead choose to have ten sample
points, say by starting with the sample at 0.1 s, such that ω =

2π
N ∆t

=

1
10·0.1

1/s

(Hz) = 1 Hz. The resulting frequency spectrum is shown in Figure 19(c), where the
expected result is now recovered.
Next, we note that the DFT of a signal is periodic with period N such that

Xk = Xk+jN

for any integer j

(3.2)

if the signal is also periodically extended. Thus, the spectrum in Figure 19 can be
evaluated in the positive and negative directions along the frequency axis for any
index k

Xk+jN =
=

=

N
−1
X
n=0
N
−1
X
n=0
N
−1
X

i2π

(k+jN )n

i2π

(k)n − i2π
(jN )n
N

i2π

kn

xn · e − N
xn · e − N
xn · e − N

e

(3.3)

.

n=0

In Figure 20, we show the periodic extension of the DFT results of Figure 19(c) one
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Figure 20: The periodic extension of the DFT results for our 1 Hz sine wave.
period in the positive and negative direction. If we examine the area in between
the red dashed lines, we see DFT components at exactly 1 Hz and -1 Hz which may
be the most intuitive representation if we write generating function as a sum of two
complex exponentials, i.e., f (t) = sin (2πt) =

e2πt −e−2πt
.
2i

The DFT spectrum in this

view is called the center-zero format [1]. Non-zero DFT components for frequencies
higher than 1 Hz or lower than -1 Hz appear due to aliasing of the data where high
frequency components are erroneously measured as a result of a low sampling rate
[65]. Often, the DFT will only be depicted for the positive portion of the center-zero
format, here between 0 Hz and 5 Hz, and the DFT components will be scaled by a
factor two for the most easily interpretable representation. We use this convention
for the results presented in this section.
3.1.3. Zero padding
Zero padding is an operation where M samples with value zero are appended to
the end of a discrete signal. For example, if we start {xk } = {1, 2, 3, 4} and use zero
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Figure 21: (a) a discrete signal {xn }, (b) the DFT of {xn }, (c) {xn } with zero padding
such that it is twice its original length, (d) the DFT of {xn } after zero padding to
twice it’s original length (dots) and 100 times its original length (solid line).
padding with M = 4, the new signal will be {x0k } = {1, 2, 3, 4, 0, 0, 0, 0}. Zero padding
has important effects on the spectral contents of a signal and also the efficiency of
numerical implementations of the DFT. With respect to the former, the increase
in signal length due to the operation results in a finer resolution of the frequency
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space: ∆ω =

2π
.
(N +M )∆t

Thus, zero padding could be useful for resolving multiple

frequencies included in a time/space signal. As an example, consider a discrete signal
{xn } generated from the function f (t) = sin (2π(2.1 Hz)t) + sin (2π(2.9 Hz)t, which
we sample starting at 0.1 s with a sampling interval of 0.1 s for a total time of 1 s.
Recall that for this sampling interval and signal length, the frequency resolution is
1 Hz. The particular frequencies are chosen to purposely induce spectral leakage and
muddle the resulting DFT. The discrete signal and its corresponding DFT are shown
in Figure 21(a) and (b). The DFT for {xn } is ambiguous with the DFT components at
2 and 3 Hz having the same amplitude. From Figure 21(b) alone, it is not possible to
tell if the original signal consists of two different sinusoids or perhaps a single one with
frequency in between 2 and 3 Hz. Additionally, the remaining frequencies all have
non-zero DFT components. One may turn to zero padding to increase the resolution
in frequency space to address the former. Figure 21(c) shows {xn } with zero padding
such that it is twice its original length. The resulting DFT is shown in Figure 21(d)
as a series of alternating red and black points. The red points correspond to DFT
components calculated from the unpadded signal, and the black points correspond
to new points found after padding. Just looking at the discrete points, we can see
with the added point at 2.5 Hz that there may be two distinct peaks in the frequency
spectrum. To confirm, the continuous blue curve is the result of zero padding the
original signal such that it is 100 times its original length. This curve makes it clear
that there are two distinct frequencies present in the original signal.
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Figure 22: (a) a discrete signal {yn }, (b) the DFT of {yn }, (c) {yn } with zero padding
such that it is twice its original length, (d) the DFT of {yn } after zero padding to
twice it’s original length (dots) and 100 times its original length (solid line).
It is important, however, to note that there is a difference between increasing the frequency resolution of the DFT and being able to resolve two distinct
frequencies.

Now, consider a discrete signal {yn } generated from the function

f (t) = sin (2π(2.4 Hz)t) + sin (2π(2.6 Hz)t), which we sample starting at 0.1 s with a
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sampling interval of 0.1 s for a total time of 1 s. The original and padded signal and
their corresponding DFT spectrums are shown in Figure 22. Even for the continuous
curve representing the DFT of the signal with zero padding to 100 times its original
length, we are unable to resolve the two distinct frequencies despite the vast increase
in resolution in the frequency domain.
The DFT with an increasing amount of zero padding happens to approximate the
DTFT. Recall that the DTFT takes a discrete signal and generates a continuous
spectrum in frequency space. The formula for the DTFT is

X(ω) =

∞
X

x[n]e−iωn .

(3.4)

n=−∞

Notice that the summation in the above calls for an infinite input signal. It is of course
not very practical to have to sample a real life signal for all of space or eternity.
As a simplifying assumption, the signal can be assumed to have zero value for all
sample points where data has not been recorded. This assumption for the DTFT
corresponds to the DFT with a large amount of zero padding. Thus, by zero padding
a signal and computing the DFT we effectively sample the truncated DTFT with finer
resolution in the frequency domain [66]. If two frequencies are close enough that they
cannot be resolved by the ‘truncated’ DTFT, it can be expected that you won’t be
able to resolve those frequencies with the DFT. As such, while zero padding can be
useful in identifying the existing resolved frequencies, the ability to resolve separate
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frequencies is dictated by the initial sampling interval and signal length. To avoid
moving towards the assumption that the signal is zero for unknown time instead of
periodic as is implicit in the DFT definition as shown in Figure 23, it is more favorable
to increase the signal length rather than using zero padding.
As mentioned earlier, the DFT is computed using the fast Fourier transform (FFT)
algorithm. In particular, in this work we use the FFT function in MATLAB which
is based on the Fastest Fourier Transform in the West (FFTW) library [67]. The
algorithms used in the library are quite flexible with respect to the length of the
data, and it performs quite well for different signal lengths. Older FFT implementations require that the length of the signal be a power of two to achieve O(n log n)
performance instead of O(n2 ) for an arbitrary length [68].
3.1.4. The FFT procedure to obtain the real part of the dispersion relation
The FFT procedure as applied to finite, one-dimensional samples is as follows:
1. Drive the system at a fixed frequency on one end and leaving the other end free
2. Run the simulation until the signal reaches the other extreme of the domain or
for a fixed amount of time (that allows us to consider the effects of reflections
at the boundary)
3. For the last time step, take a snapshot of the displacement field and perform
FFT on that data
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Figure 23: (a) A signal with no padding extended periodically, (b) a signal with
some padding extended periodically, and (c) a signal with a large amount of padding
extended periodically.
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4. Use zero padding to extend the length of each signal to the next highest power
of two for the longest sample
5. Save the power spectrum
6. Repeat steps 1-4 for the desired frequency range
7. Plot a heat map using the power spectrum for each given driving frequency in
a single plot [53]
8. If necessary, normalize heat map by wavenumber or frequency to enhance contrast between curve and background
The goal of the procedure is to be able to discern the dispersion relation by the
intensity of the spectral contents for each frequency. The ability to do this is dictated
both by the limitations of the DFT described in the previous section in addition to
limitations associated with the finite sample size which may cause the result to differ
from the infinite periodic medium.
3.1.5. Exponential decay of signals inside band gaps
To complement the FFT procedure described above, which by itself can only identify
the real part of the dispersion relation, we use an exponential fitting method to capture the imaginary part. Examining the plane wave solution for an infinite, periodic
medium, it seems that this method is perhaps one of the most natural approaches to
obtaining this component of the wavenumber, however, there has only been limited
application with periodic media and acoustic/elastic metamaterials past [58; 59]. Recall that for an infinite periodic medium, the following form for the fields is dictated
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by Floquet-Bloch theory,
u(x, t) = ũ(x)ei(κx−ωt)

where ũ(x) is periodic with the same period of the system. If we let κ be a complex
number, i.e., κ = κr + iκi then

u(x, t) = ũ(x)ei((κr +iκi )x−ωt)
= ũ(x)ei((κr x−ωt) e−κi x .

Now, we can see that if κi > 0 there is an exponentially damped oscillation in space. In
practice, we fit the function f (x; a, b) = aebx to the maximum displacement envelope
which for each mass contains the largest displacement realized over a fixed period of
time.

3.2. Modeling
The FFT and exponential fitting procedures will be used to examine discrete and continuous systems. The discrete systems consist of finite chains of masses and springs.
We will test three configurations of discrete chains similar to those discussed in Chapter 2: a monoatomic chain, a diatiomic chain, and a monatomic chain with resonators.
Using MATLAB, a simple Verlet method is used for time-stepping [69]. For the discrete system and for each parametric study, the data is padded to the next power of
two for the longest system.
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The continuous 1D systems are modeled using time-dependent finite elements in
COMSOL Multiphysics® [30]. For continuous media, three one-dimensional systems will also be tested: a homogeneous bar, a two phase laminate, and a three
phase laminate. The two phase laminate will have a soft phase and a stiff phase with
equal volume fraction. For the three phase laminate, we use similar a microstructure
and and material properties as discussed in [70]. Here, a generalized-α method with
α = 1.0 is used for time stepping [71]. With α = 1, this method is equivalent to
a Newmark-beta method with γ =

1
2

and β =

1
,
4

which is energy preserving and

unconditionally stable [72; 73].
For both the discrete and continuous systems, a shifted, harmonic displacement
boundary condition u(0, t) = A(1 − cos (2πf t)) is applied where A is the driving
amplitude, and f is the driving frequency. We also test the non-shifted, harmonic
displacement boundary condition u(0, t) = A sin (2πf t). The shifted harmonic boundary condition has been used in several coarse-graining methods in lieu of a non-shifted,
harmonic displacement [74; 75]. In general, the simulations are run until the signal
reaches the end of the bar and the displacement rises above a threshold. For simulations where we address the effects of reflections at the boundaries on the FFT
procedure, the simulations are run for a fixed amount of time such that the wave
can reflect off both of the boundaries for all frequencies. Using the monatomic chain
to examine these effects, a simulation time of 5000 s is more than adequate for the
highest frequency excitation, with the smallest wave velocity, to achieve this.
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Figure 24: Dispersion relations for a monoatomic chain with zero padding (a) 5
masses, (b) 10 masses, (c) 20 masses, (d) 30 masses, (e) 50 masses, (f) 60 masses, (g)
70 masses, (h) 80 masses, and (i) 100 masses. The analytical solution is superimposed
as a dashed line.

3.3. Results and discussion
The results will be presented in two parts. We first start with a discussion on the
real part of the dispersion relation found using the FFT procedure for discrete and
continuous systems. For discrete systems, we show the effects of changing the length
of the system, zero padding, normalizing the data, truncating the data, reflections at
the boundary, and also using a purely harmonic boundary condition. In the discrete
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Figure 25: Convergence of wavenumber with respect to length of a monatomic chain
for a selection of frequencies between (a) 0.1 and 0.4, (b) 0.5 and 1.5, and (c) 1.6 to
2.0.
case, we focus the discussion on the limitations due to the length of the system. After
discussing the application of the FFT method to obtain the real part of the dispersion
relation, the exponential fitting method is used to estimate the imaginary component
for the discrete and infinite systems.
3.3.1. The real part of the wavenumber
Discrete systems
First, we examine the effects related to the limitations of the FFT procedure itself
using discrete systems. The length of the system should have one of the biggest effects
on the frequency spectrum as it dictates the frequency resolution and the similarity of
the finite sample to the periodic infinite media. Figure 24 shows the result of the FFT
procedure with zero padding to 128 data points for a monatomic chain of length 5, 10,
20, 30, 50, 60, 70, 80, and 100 masses using the shifted, harmonic boundary condition.
As seen in Figure 24(a), the dispersion relation is unable to be resolved with only 5
masses. With 20 masses, the resulting heatmap begins to display a pattern that is
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Figure 26: Dispersion relations for a monoatomic chain with no padding (a) 5 masses,
(b) 10 masses, (c) 20 masses, (d) 30 masses, (e) 50 masses, (f) 60 masses, (g) 70
masses, (h) 80 masses, and (i) 100 masses. The analytical solution is superimposed
as a dashed line.
similar to the analytical result for the dispersion relation, which is represented as a
dashed line on top of the heatmap.
As a cursory way to explore the convergence with respect to the number of masses
in the system, for each frequency we select the wavenumber with the maximum DFT
component and compare this to the analytical solution. The % error is shown for the
monatomic chain in Figure 25. The three subfigures represent three different ranges
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Figure 27: Dispersion relations for a diatomic chain with zero padding (a) 5 masses,
(b) 10 masses, (c) 20 masses, (d) 30 masses, (e) 50 masses, (f) 60 masses, (g) 70
masses, (h) 80 masses, and (i) 100 masses. The analytical solution is superimposed
as a dashed line.
of frequencies with different convergence behaviors due to the limitations of the DFT
or the dispersion present in the system. Figure 25(a) shown the % error for the lower
frequency portion of the dispersion relation. In this case, the achievable accuracy
is limited by the length of our system. For Ω = 0.1, the analytical wavenumber is
roughly 0.02 rad/m. However, with only five masses, the resolution in the wavenumber
space is 1.3 rad/m. For Figure 25(b), the length of our system is sufficient to resolve
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Figure 28: Convergence of wavenumber with respect to the length of a diatomic chain
for a selection of frequencies on the acoustic branch between (a) 0.04 and 0.32, (b)
0.36 and 0.72, and (c) 0.76 and 1.
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Figure 29: Convergence of wavenumber with respect to the length of a diatomic chain
for a selection of frequencies on the optical branch between (a) 1.4 and 1.48, (b) 1.5
and 1.62, and (c) 1.64 and 1.72.
the wavenumbers and by the time the system has 20 masses all frequencies show less
than 5% error in the wavenumber. The final regime pictured in Figure 25(c) shows
slower convergence. This range of frequencies corresponds to the top portion of the
dispersion relation. The displacement profile in this region becomes dominated by
scattering and it becomes more difficult to discern the correct wavenumber. Despite
this, even for the worst case of Ω = 2, the accuracy seems to be steadily increasing
with the number of masses. It should be noted that in all cases for Figure 25, the %
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Figure 30: Dispersion relations for a diatomic chain with zero padding normalized by
frequency (a) 5 masses, (b) 10 masses, (c) 20 masses, (d) 30 masses, (e) 50 masses, (f)
60 masses, (g) 70 masses, (h) 80 masses, and (i) 100 masses. The analytical solution
is superimposed as a dashed line.
error does not smoothly approach zero. Rather, oscillations, directly related to the
concept of spectral leakage discussed earlier, are present.
In Figure 26, the completely unpadded results are shown. As expected, the resolution
in the frequency domain is coarser. The general signature of the dispersion relation
manages to appear despite this coarseness, however, the resulting signature in the
heatmap appears to underestimate the frequency for any given wavenumber. In this

64

Figure 31: Dispersion relations for a diatomic chain with zero padding normalized by
wavenumber (a) 5 masses, (b) 10 masses, (c) 20 masses, (d) 30 masses, (e) 50 masses,
(f) 60 masses, (g) 70 masses, (h) 80 masses, and (i) 100 masses. The analytical
solution is superimposed as a dashed line.
case, zero padding increases accuracy. For ease of comparison, Figure 24 and the
remainder of the results shown for the discrete case the signals are all zero padded
up to 128 samples for consistency.
Figure 27 shows the result of the FFT procedure applied to a diatomic chain. The signature of the first branch begins to appear with 20 masses as seen with the monatomic
chain. For 100 masses, the second branch is visible, however, the signature is fainter.

65

Figure 32: Dispersion relations for a monoatomic chain with resonators with zero
padding (a) 5 masses, (b) 10 masses, (c) 20 masses, (d) 30 masses, (e) 50 masses, (f)
60 masses, (g) 70 masses, (h) 80 masses, and (i) 100 masses. The analytical solution
is superimposed as a dashed line.
Additionally, not only do we see portions of the dispersion branches for forward propagating waves, we also see evidence of backwards propagating waves indicated by the
sections of the branches with negative slope.
The faintness of the second branch suggests that some kind of normalization may
be useful to fully resolve the dispersion relation. In Figure 30, the data is normalized by dividing the entire wavenumber spectrum by the maximum intensity for that
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Figure 33: Dispersion relations for a monoatomic chain with resonators with zero
padding normalized by frequency(a) 5 masses, (b) 10 masses, (c) 20 masses, (d) 30
masses, (e) 50 masses, (f) 60 masses, (g) 70 masses, (h) 80 masses, and (i) 100 masses.
The analytical solution is superimposed as a dashed line.
frequency similar to [53]. The issue with this method of normalization lies in the
bandgap and stopband regions where the power spectrum is relatively small across
the wavenumber spectrum. Normalization in this case unnecessarily highlights unimportant wavenumbers. Alternatively, we also try to normalize by wavenumber as in
Figure 31. In this case the second branch of the dispersion relation is much more
visible, and it is still easy to identify the band gap and stop band.
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Figure 34: Dispersion relations for a monoatomic chain with resonators with zero
padding normalized by wavenumber (a) 5 masses, (b) 10 masses, (c) 20 masses, (d)
30 masses, (e) 50 masses, (f) 60 masses, (g) 70 masses, (h) 80 masses, and (i) 100
masses. The analytical solution is superimposed as a dashed line.
Referring back to Figure 27 and selecting the wavenumber with the maximum DFT
component for each frequency, we can examine the convergence for the acoustic and
optical branches as shown in Figures 28 and 29 respectively. The general behavior for
the lower frequency, acoustic branch is similar to that of the monatomic chain. For
the lower frequency regime with smaller wavenumbers in Figure 28(a), the limitation
is again the length of the chain. The wavenumbers for the intermediate range of
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Figure 35: Convergence of wavenumber with respect to the length of a resonant
monatomic chain for a selection of frequencies on the first branch between (a) 0.04
and 0.32, (b) 0.36 and 0.72, and (c) 0.76 and 0.92.
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Figure 36: Convergence of wavenumber with respect to the length of a resonant
monatomic chain for a selection of frequencies on the second branch between (a) 1.12
and 1.4, (b) 1.44 and 1.8, and (c) 1.84 and 2.
frequencies converges quite quickly as shown in Figure 28(b), and the upper portion
of the acoustic branch has slightly slower convergence in Figure 28(c). For the optical
branch where both the lower and upper branches are near the band gap and stop
band of the system respectively, poor convergence for the wavenumber is observed
in Figure 29(a) and (c). The middle range of frequencies of the optical branch is
recovered after about 20 masses despite appearing faint in Figure 27.
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Figure 37: Dispersion relations for a monoatomic chain consisting of 25 masses with
zero padding (a)-(i) corresponding to between zero and eight truncated data points.
The analytical solution is superimposed as a dashed line.
For the monatomic chain with resonators using various normalization processes as
depicted in Figures 32-34, the results are similar to the diatomic lattice. One difference between the two results appears near the band gap where the top of the first
branch and the bottom of the second branch are less visible. It seems in this case
that the normalization with respect to frequency can help, however, there is still the
issue of highlighting unwanted regions in the band gap frequency range. The % error
using the wavenumber with the maximum DFT components per frequency are shown
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Figure 38: Dispersion relations for a monoatomic chain consisting of 75 masses with
zero padding (a)-(i) corresponding to between zero and eight truncated data points.
The analytical solution is superimposed as a dashed line.
in Figures 35 and 36 respectively.
In [53], the authors truncate the signal by discarding data points at the boundaries or
near sources to avoid spurious wave behavior to aid to facilitate the inhomogeneous
wave correlation analysis. Here, we examine the effect of truncating data on the FFT
procedure using both a small (25 masses) and a large (75 masses) monatomic lattice
in Figures 37 and 38, respectively. In these cases, the first and last zero to eight data
points at both boundaries are truncated. For the smaller lattice, the truncation is
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Figure 39: Dispersion relations for a monoatomic chain with waves reflected at the
boundary with zero padding (a) 5 masses, (b) 10 masses, (c) 20 masses, (d) 30 masses,
(e) 50 masses, (f) 60 masses, (g) 70 masses, (h) 80 masses, and (i) 100 masses. The
analytical solution is superimposed as a dashed line.
actually detrimental as more and more of the signal is discarded. We do not observe
the same degradation in quality in the larger system.
Another question we seek to answer is how reflections at the boundary can effect
the FFT procedure. Again, we turn to the monatomic mass-spring chain to isolate
this effect. For the non-normalized data in Figure 39, the signature of the dispersion
relation is present but faint. Normalizing with respect to wavenumber as in Figure
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Figure 40: Dispersion relations for a monoatomic chain with waves reflected at the
boundary with zero padding normalizaed by wavenumber (a) 5 masses, (b) 10 masses,
(c) 20 masses, (d) 30 masses, (e) 50 masses, (f) 60 masses, (g) 70 masses, (h) 80 masses,
and (i) 100 masses. The analytical solution is superimposed as a dashed line.
40, the dispersion branch appears more clearly, however, the spectral contents are
nowhere near as localized as in the simulations that end when the wave reaches the
end of the bar.
A purely harmonic boundary condition with no shift is also considered for the monatomic
chain with reflections at the boundary. Under normalization by wavenumber, the results are similar to the case with the shifted harmonic boundary condition. The mean

73

Figure 41: Dispersion relations for a monoatomic chain under harmonic loading with
waves reflected at the boundary with zero padding (a) 5 masses, (b) 10 masses, (c)
20 masses, (d) 30 masses, (e) 50 masses, (f) 60 masses, (g) 70 masses, (h) 80 masses,
and (i) 100 masses. The analytical solution is superimposed as a dashed line.
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Figure 42: Dispersion relations for a homogeneous bar of length (a) 0.1 m, (b) 0.5 m,
(c) 1.0 m. The analytical solution is superimposed as a dashed line.
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Figure 43: Convergence of wavenumber with respect to length of a homogeneous bar
for a selection of frequencies between (a) 0.25 and 1, (b) 1.25 and 3.75, and (c) 4 to
5.

Figure 44: Dispersion relations for a two-phase laminate of length (a) 0.1 m, (b) 0.5
m, (c) 1.0 m, (d) 1.5 m. The analytical solution is superimposed as a dashed line.
of the signal is subtracted before computing the FFT, so this may be expected.
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Figure 45: Convergence of wavenumber with respect to length of a two-phase laminate
for a selection of frequencies on the first branch between (a) 0.2 and 1.6, (b) 1.8 and
3.6, and (c) 3.8 to 5.2.
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Figure 46: Convergence of wavenumber with respect to length of a two-phase laminate
for a selection of frequencies on the first branch between (a) 8.1 and 8.5 and (b) 8.6
and 10.

Continuous systems
In continuous systems, the sampling interval is limited only by laboratory equipment.
For doppler laser vibrometry and high-speed cameras, spatial resolutions can be as
fine as a few millimeters and even smaller, and, as a result, we are usually not limited
in wavenumber range [76; 77]. The length of the sample, which affects wavenumber
resolution, typically becomes the real limitation. For more intricate 3D printed ma-
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Figure 47: Dispersion relations for a two-phase laminate of length 1.0 m for frequencies
up to 35 Hz.
terials, it is not practical to print materials larger than a few hundred millimeters in
any given dimension, so for continuous systems we will only examine domains on the
order of a meter.
Starting off with the non-dispersive case, the result of the FFT procedure for a ho-
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Figure 48: Displacement fields in a 2-phase laminate of length with frequency (a) 3
Hz (in the first branch) and (b) 6 Hz (in the band gap) at the end of each simulation
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Figure 49: For a two-phase laminate with driving frequency 5 Hz, (a) ten realizations
of the displacement field for different unit cells (dashed lines) along with the ensemble
averaged displacement (solid line) (b) wavenumber spectrums for the non-shifted
displacement (dashed line) and the ensemble averaged displacement (solid line).
mogeneous material is shown in Figure 42 for bars of length 0.1 m, 0.5 m, and 1.0 m
respectively. In Figure 42, at 0.1 m in length, the resolution of the wavenumber
domain is heavily limited. The picture improves steadily as the length of the bar
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Figure 50: Dispersion relation for a 3-phase laminate of length 0.225 m and a unit
cell size of 0.0045 m with (a) no normalization and (b) normalization with respect to
each wavenumber. The analytical solution is superimposed as a dashed line.
increases. Figure 43 shows the % error in wavenumber if we chose the wavenumber
corresponding to the maximum DFT component per frequency and compare to the
analytical result. The results are similar to that of the discrete case. In the absence
of dispersion, the convergence is mainly limited in Figure 43 for the lower frequency,
small wavenumber regime.
The result of the FFT procedure for a two-phase laminate is shown in Figure 44(a)-(d)
for bars of length 0.1 m, 0.5 m, 1.0 m, and 1.5 m respectively. Unlike in Figure 42(b)
for the homogeneous bar, a majority of the dispersion relation is unable to be resolved
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Figure 51: Displacement fields in a 3-phase laminate of length with frequency (a)
5000 Hz (in the first branch) and (b) 11400 Hz (at the bottom portion of the band
gap) at the end of each simulation
for a bar of length 0.5 m. The results for the convergence in wavenumber are shown
for the first and a portion of the second branch in Figures 45 and 46 respectively. For
the first branch, the % error in wavenumber shows similar properties to the diatomic
mass spring system. The low frequency portion of this branch is limited by the length
of the system. The % error in the high frequency portion of the branch is obscured
due to scattering in the system as it becomes more dispersive. Finally, we see the
fastest convergence for the intermediate regime. For the second branch, the % error
remains quite high until the bar reaches 0.7 m and 0.5 m in length for the lower
and higher portions respectively. For even higher frequencies yet, it is possible to
see signatures of the third, fourth, and fifth branches of the dispersion relation as
shown in Figure 47. The wavenumber spectrum becomes more distributed at higher
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frequencies. This is especially true for the fifth branch in the 28 Hz to 33 Hz range.
One reason for these multiple harmonics in the wavenumber spectrum could be the
heterogeneity of the system and the resulting scattering. For a bar of length 1 m, the
displacement fields for a driving frequency in the acoustic branch and also inside the
band gap are shown in Figure 48. Neither of the displacements are purely harmonic
due to the difference in elastic moduli between the phases. The higher frequency
oscillations result in the additional harmonics. A possible strategy to mitigate this
might be shifting the location of the phases in the periodic unit cell, running the
simulations using identical boundary conditions, and then using the FFT procedure
on the ensemble average of the resulting displacements. In Figure 49(a), ten realizations of the displacement field using a 5 Hz driving frequency (near the top of
the first branch where significant dispersion is expected) for different unit cells are
shown as dashed lines. The ensemble average is shown as a solid line. The ensemble
averaged displacement field is smoother although not purely harmonic. The resulting
wavenumber spectrums are shown in Figure 49(b) for the non-shifted displacement
field (dashed line) and the ensemble average (solid line). The location of the peaks
are roughly the same, however, we observe a stronger signal for the ensemble averaged
result.
Finally, we examine a single realization of a three-phase laminate with total length
0.225 m and a unit cell size of 0.0045 m. Figure 50(a) and (b) shows the resulting
dispersion relation without and with normalization with respect to wavenumber. In
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Figure 52: Displacement field in the monatomic chain and the maximum displacement
envelope computed after 80 s.
this case, the dispersion relation beyond the first Brillouin zone further demonstrates
the degree to which the FFT procedure can detect scattered waves. Due to the
heterogeneity of the system, the displacement again looks less like a pure harmonic
as shown in Figure 51 and explains some of the high frequency (in space) harmonics
seen in Figure 50.
3.3.2. The imaginary part of the wavenumber
As a first example, consider the previously discussed one-dimensional monatomic
chain with 100 masses. We drive the system with a purely harmonic displacement
with frequency Ω = 2.5, the displacement field of the system is shown in Figure 52 as
the signal reaches the other boundary. The displacement is not strictly monotonically
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Figure 53: Imaginary part of the wavenumber for a monatomic chain computed by
fitting a decaying exponential to the displacement field for the first (a) 100 points
and (b) 50 points.
decreasing. Additionally, there is a transient that can be seen towards the right edge
of both the displacement field for the last time step. Additionally shown is the
maximum displacement envelope that is computed at each time step by storing the
current displacement of the mass if it exceeds any of its previous displacements. As
the transient has a higher amplitude than some of the steady state excitations in the
stop band, the maximum envelope is computed only after 80 s of simulation time. If
we try to fit an exponential to the displacements for all of the masses, the resulting
estimate for the imaginary component is poor. Instead, we fit an exponential to
the maximum displacement envelope of the first 50 masses. The estimates for the
wavenumber are shown in Figure 53. In this case, the higher frequency results more
closely match the analytical expression.
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Figure 54: Results of exponential fitting to obtain the imaginary component for the
diatomic lattice in the band gap using (a) 50 data points and (b) 25 data points.
Recall from Chapter 2, that the diatomic chain has a band gap and also a stop band
above a cut off frequency. The results for the band gap are shown in Figure 54(a)
and (b) fitting the first 50 points and 25 points, respectively. We see an increase in
accuracy using less data. The results for the stop band using 25 points are shown in
Figure 55. To understand why fitting less data works better, we examine displacement
fields for a frequency in the band gap and also in the stop band in Figure 56. In Figure
56, the maximum displacement envelope oscillates with high frequency due to the two
sets of masses which seem to be affecting the estimation of the wavenumber. We see
this to a lesser degree for the displacement field shown in the stop band. Figure 57
shows the result of only fitting the odd masses from the first set of 25 points. The
result is a much better estimation of the imaginary wavenumber. Fitting the even
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envelope computed after 100 s with driving frequencies (a) 1.2 and (b) 2.0.

85

1.4
Analytical
Numerical

Analytical
Numerical

2.15

1.3
2.05

1.2

1.95

1.85
1.1
1.75
1
0

0.2

0.4
imag( )

0.6

0.8

0

1

2

3

imag( )

(a)

(b)

Figure 57: Results of exponential fitting to obtain the imaginary component for the
diatomic lattice in (a) the band gap and (b) the stop band using only the displacements of the odd masses from the first set of 25 points
masses results in poor estimation of the band gap and relatively similar results in the
stop band.
For the monatomic chain with resonators, fitting the exponential to the resulting
maximum displacement envelopes for each frequency is quite nuanced. Attempting to
fit an exponential to the envelope of the first 25 masses as we did in the diatomic chain,
the result is incoherent and shown in Figure 58(a). If we instead fit the maximum
displacement envelope of only the first two masses, we find good agreement between
the estimates and the analytical solution as shown in Figure 58(b). Examining the
displacement field in Figure 60, it is possible that the reason for this behavior could
stem from the extremely sharp exponential decay in combination with residual noise
in the rest of the masses in the system.
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Figure 58: Results of exponential fitting to obtain the imaginary component for the
resonant monatomic lattice fitting the first (a) 25 and (b) 2 points of the displacement
field.
Finally, we examine the first band gap of the previously discussed two-phase laminate
with a length of 1 m. Given the results of the diatomic chain, an exponential is fit
to the data from a single phase. The result for fitting the data for the first 0.3 m are
shown in Figure 61. Regardless of the amount of data used in the fit, the numerical
results always appear to be non-convex in the wavenumber space as opposed to the
convex shape of the analytical solution for the material.

3.4. Conclusion
The FFT method can be used to identify the dispersion relation for finite samples
of periodic media. Successfully discovering the wave propagation behavior depends
on the several factors. The largest being the physical length of the sample which is
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Figure 60: Displacement field in the resonant monatomic chain and the maximum
displacement envelope computed after 90 s with driving frequency 1.1.
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found to both dictate the resolution in frequency space and also introduce finite size
effects that may obscure the final image of the dispersion relation. Additionally, zeropadding was found to be a computationally efficient way to increase the resolution of
the wave number space (as opposed to using a longer sample). For the monotomic
chain, the zero-padded results were more accurate than the unpadded result which
underestimated the frequency for any given wavenumber. It should be noted that the
implicit assumption of the DFT/FFT is that the signal is periodic in time. While
still periodic, zero padding gradually changes the data such that it appears to be
zero everywhere except where the signal is recorded. In analytical and numerical calculations of the dispersion relation, one often assumes an infinitely periodic medium
and correspondingly infinite and periodic plane wave propagation. Thus, for the FFT
procedure, it may be favorable to increase the length of the system rather than to
use zero padding to maintain the original assumption of the DFT. Truncating the
data seems to muddle the analysis with the FFT procedure by decreasing resolution.
The same goes for reflections at the boundary which introduces unwanted spectral
components. Using a shifted harmonic boundary condition instead of a purely harmonic boundary condition has no noticeable effect on the final picture of the wave
propagation behavior of periodic media as long as the mean of the signal is subtracted
before the FFT is computed.
To make up for the FFT procedure only producing the real part of the dispersion
relation, the exponential fitting method is used to estimate the imaginary compo-
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nent. This method is found to be strongly dependent on the subset of the maximum
displacement envelope used for fitting. Achieving accurate results required some
trial-and-error and prior knowledge of the exact dispersion relation, and, as such, the
exponential fitting method, while a seemingly intuitive way to find the imaginary
component of the wavenumber, lacks robustness. For systems with different heterogeneous unit cells, it is necessary to fit the displacements using the same species.
The imaginary part of the wave number can also be found using more sophisticaed
methods such as inhomogeneous wave correlation (IWC) [78; 79]. The IWC method
produces a complex wavenumber by optimizing a correlation function in addition to
computing the FFT of the data [53]. Other methods used in the literature to obtain
the imaginary component involve spatial Laplace transforms [58], Prony’s method
[80], and singular value decomposition [81].
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CHAPTER 4
Dynamics of soft, resonant metamaterials
Reprinted from Bryan Chem, Yijie Jiang, Chenchen Liu, Jordan R. Raney,
and Celia Reina, ”Dynamic behavior of soft, resonant metamaterials:

Ex-

periments and simulations”, Journal of Applied Physics 129, 135104 (2021)
https://doi.org/10.1063/5.0042456, with the permission of AIP Publishing.

4.1. Introduction
Elastic metamaterials possess properties not found in natural materials, such as negative effective density and elastic moduli [16; 82]. These properties have proven useful
for the mitigation of propagating waves [3], waveguiding [83], subwavelength imaging [21], cloaking [84], and other novel applications [2]. With specially engineered
microstructures, elastic metamaterials can utilize local resonances to generate frequency band gaps where no waves may propagate [3]. These band gaps, termed
‘subwavelength,’ occupy a range of frequencies lower than band gaps produced by
the Bragg scattering mechanisms used in phononic crystals, however, they typically
cannot achieve wide frequency ranges [82]. Narrow bandwidths limit the range of
achievable operating frequencies and therefore the practicality of such materials.
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Band gap broadening has been the subject of many studies, both by a careful choice of
the constituent materials and their arrangements. On the materials side, the inclusion
of viscoelastic materials can broaden band gaps and shift the location of band gaps [11;
12; 7]. The former effect can aid in merging neighboring band gaps to produce a single,
wider region of wave attenuation. In terms of microstructural arrangement, many
studies have proposed graded or ‘rainbow’ designs [4; 8; 9; 10] that combine internal
resonators possessing different resonant frequencies to produce a band gap wider than
any one of the single resonators alone. Random arrangements of resonators with
different resonant frequencies produce a similar effect and, in some cases, wider band
gaps are achieved as compared to more structured configurations [10]. Hierarchical
elastic metamaterials containing multiresonant structures have also been explored,
and their graded configuration has been shown to exhibit ultrabroadband filtering
capabilities [54; 14]. More broadly, mechanical instabilities [55; 56] and piezoelectric
materials [57] can provide mechanisms for band gap tunability.
Here, we investigate additively manufactured samples using Direct-Ink-Writing
(DIW) to construct resonant structures with soft polydimethylsiloxane (PDMS) rubber, which are complemented with modular steel insets to produce the local resonance
effect required for the formation of subwavelength band gaps. These resonant structures are further embedded in a PDMS matrix leading to highly modular resonant
metastructures that enable both singly and multiply resonant behavior. Experimentally measured transmission loss (TL) curves for these samples indicate that their
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normalized bandwidth (the so-called gap-mid gap ratio, later defined in detail) greatly
exceeds that of most resonant metamaterials as well the performance of similar samples fabricated with epoxy matrices. Subsequent analyses show that most of this
increase in bandwidth can be directly attributed to the difference in compliance in
the matrix phase. We explain the multi-faceted mechanism behind this band gap
widening in later sections.
Consideration of elastic properties alone is however insufficient to achieve a quantitative comparison between computational and experimental results. Indeed, the
complexities of the materials’ constituent behavior, final geometry and experimental
setup of 3D printed samples often greatly exceed the simplifying assumptions made
in conceptual designs. In an effort to improve modeling fidelity and inform the construction of additional additively manufactured elastic metamaterials, we examine
the effect of the viscoelastic properties of the material, friction, and stochasticity in
the geometry on the transmission loss curves, and evaluate their contribution towards
an increased agreement with experimental data.
We begin in Section 2 by describing the design of the single and multiresonator structures considered, the testing methods and their associated transmission loss curves.
Next, in Section 3, the modeling and simulation techniques are provided, and a detailed discussion on the effect of the various physical mechanisms on the TL curves
is presented in Section 4. Final conclusions are then provided in Section 5.
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4.2. Design and testing
The elastic metamaterials include a ‘frame’ with a rectangular grid of square unit
pockets and steel insets connected to the former with slender PDMS beams. The
resulting structures are depicted in Figures 62(a)-(b) for the case of a PDMS frame and
Figure 75 for an epoxy frame. We remark that more unit cells usually means better
wave attenuation performance, but achieving this effect using the least number of unit
cells possible (i.e., with a compact structure) is attractive for real world applications.
The steel insets considered (here labeled as L1 insets) have a thin-wall square cross
section and protrude out of the plane of the frame as depicted in Figures 62(b) and (c).
This protrusion enables larger resonator masses and, consequently, lower band gap
frequencies. In addition, smaller steel cubes wrapped in a PDMS frame (L2 insets)
can be nested inside of the L1 insets to produce a hierarchical resonant structure,
with an additional resonant frequency and associated band gap. The reconfigurability
enabled by the removable L1 and L2 insets is here exploited to analyze three different
configurations and their associated dynamic properties (e.g., band gaps’ widths and
depths):
• Configuration 1: All unit cells have L1 insets.
• Configuration 2: All unit cells have L1 and L2 insets.
• Configuration 3: All unit cells have L1 insets but only the first, third, and fifth
columns of unit cells have the L2 insets.
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Figure 62: (a) Elastic metamaterial with PDMS frame and both L1 and L2 insets.
(b) Side profile of the elastic metamaterial (c) L1 inset. (d) L2 inset.
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The dynamic behavior of these metamaterials is examined in a horizontal configuration, with the steel insets that protrude from the frame resting on a glass surface.
Lubricant oil is applied between the glass and the steel in order to reduce the effects
of friction. A mechanical shaker is attached to one end of the sample, and piezoelectric accelerometers are attached to the two ends, collecting the input and output
signals. A sinusoidal wave with frequency sweep from 30 to 250 Hz is set at the input
end, and after a collection time of 1s, the absolute value of the displacement at each
sampling point is integrated and used to calculate the overall transmission loss (TL)
in the sample as
TL = 10 log

uout
.
uin

(4.1)

Here, uin and uout are the time integrals of the absolute value of the displacement at
the input and output of the sample, respectively. Further details about the material
fabrication and experimental processes are given in Appendix A.2.
The resulting transmission loss curves for the samples with epoxy and PDMS frames,
both with simple resonant units (i.e., not hierarchical) are represented in Figure 63
with the band gaps from the epoxy frame and PDMS frame highlighted in grey and
red, respectively. As it may be there observed, there is a dramatic difference between
the two sets of samples: the structures with epoxy lead to a narrow and very shallow
band gap, while the designs with PDMS frame showed significantly wide band gaps
for a resonant structure. It is worth noting that in both cases, the resonant units are
based on steel insets and PDMS beams. As a quantitative measure to compare the
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bandwidth across band gaps of different depth and frequencies of operation, we use
the gap-mid gap ratio (GMGR) [85]


2(fhigh − flow )
%,
GMGR = 100
fhigh + flow


(4.2)

which represents a normalized bandwidth. Here, the edges of the bandwidth, flow and
fhigh , are defined as the frequency values where the TL achieves half the minimum
value of the corresponding band gap. Using this metric, we find that the epoxy
framed sample has a GMGR of 3.2% while the PDMS framed sample has a much
larger GMGR of 57.6%.
The marked difference between the two types of frames (Figure 63) indicates that the
material in which the resonant units are embedded strongly influences the observed
behavior. At first glance, the most obvious difference between epoxy and PDMS
is the strong contrast in their elastic constants (about three orders of magnitude).
Further physical mechanisms that could contribute to widening of the band gaps are
material viscoelastic properties and friction between the metal insets and the glass
surface. In addition, the geometric inaccuracies, particularly visible in the thin PDMS
beams connecting the resonators to the frame, see Figures 62(a) and (d), suggest that
geometric stochasticity may play a role in band gap width. The contributions of all
of these effects are quantified in the following sections.
The metamaterial with PDMS frame is further analyzed in Configurations 2 and
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3. These TL curves are also depicted in Figure 63. As expected, two band gaps
may be identified in Configuration 2, induced by the hierarchical design, while, in
Configuration 3, it appears that the band gap in Configuration 1 has merged with the
first band gap of Configuration 2 leading to an ultrabroad first band gap. Specifically,
the GMGR of the first band gap in Configuration 3 is of 81.8%, which surpasses that
of most resonant, elastic metamaterials – GMGRs are often in the range of 13.465.5% [7; 4; 86; 10; 87; 88]. It should be noted though that the measurements for
band gap width can be quite sensitive to the metric used. GMGR was here chosen
for its capability to compare band gaps of different frequency ranges and depths.
Finally, we note that the experimental transmission loss curves for the metamaterial
with PDMS frame in Configurations 1, 2 and 3 in Figure 2(a) are averages over
three realizations – these are depicted in Figure 2(b) for the case of Configuration
3. The observed differences between distinct realizations, which can reach 15 Hz for
the location of the minimum TL, are likely induced by the random insertion and
reinsertion of insets and subsequently differences in lubrication. Despite this, we
observe a similar overall structure which we aim to capture in numerical simulations.
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Figure 63: (a) TL curves for the epoxy frame and each of the tested configurations for
the PDMS frame (average over three experimental realizations). Band gaps for the
epoxy frame and the PDMS frame in Configuration 1 are highlighted in grey and red,
respectively. (b) Three experimental realizations of the TL curve of Configuration 3
with PDMS frame.
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Figure 64: Experimental data for the (a) storage modulus and (b) loss modulus of
PDMS, together with two Prony series models, labeled as Model 1 and 2. Refer to
Tables 2-4 for fit parameters.

4.3. Modeling
To enable a direct comparison with the experimental data, we use COMSOL
Multiphysics® [30] and the Solid Mechanics Module to model the finite system with
the finite element (FE) method. The wave propagation behavior of the additively
manufactured elastic metamaterials is investigated in 2D plane stress with linearized
kinematics due to the small displacements observed experimentally. The majority of
the FE simulations are performed using frequency domain studies with the exception
of when friction is included. In the later case, time-dependent studies are necessary.
For the frequency domain studies, the ratio of uout to uin in Equation (2.1) is computed directly using the amplitude of the harmonic signal at two points chosen near
the input excitation and at the opposite end of the sample. For the time-dependent
simulations, we obtain uin and uout in a manner similar to the experiments described
in Section 4.2, where the integration is here done over the last five cycles.
The details of the computational domain used to model the metamaterial are de-
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picted in Figure 76 for Configuration 2. Its dimensions are directly obtained from
the experimental sample, with the exception of the beams. These are idealized as
two sets of identical rectangles for the L1 and L2 units, with thicknesses chosen to
match their measured average effective stiffness in the longitudinal direction (3250
N/m and 2840 N/m, respectively). The spatial variability of the beams’ thickness
and resulting stiffness (experimentally quantified to be ±623 N/m for units L1 and
±157 N/m for units L2) is also later studied in order to quantify the accuracy of
such an idealization on the transmission loss curves. The meshes for Configurations
1, 2, and 3 contain 24,162, 36,082, and 31,312 triangular elements, respectively, and
quadratic shape functions are used for the finite element analysis. In all three cases,
a generalized-α method with α = 0.95 is used for the time integration [71].

Figure 65: A mass-spring chain with resonators connected via SLS type models.

For our initial examination, a purely elastic model is used for all the phases, based on
uniaxial test experimental data. We quickly surmise that this purely elastic model will
likely not be sufficient for predictive modeling as PDMS is known to have viscoelastic
properties. Thus, we also use a generalised Maxwell model [89] whose parameters
have been obtained from fitting a Prony series to frequency dependent storage and
loss modulus data from dynamic mechanical analysis (DMA) testing. Figure 64 shows
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Figure 66: Comparison between experimental and numerical TL results with elastic
constitutive behavior for (a) Configuration 1, (b) Configuration 2, (c) Configuration
3, all using a PDMS frame.
the frequency-dependent storage and loss modulus data together with two possible
models to fit the data. These models are consistent with the DMA data in the experimentally available frequency range but behave qualitatively different upon extrapolation, particularly for the loss modulus. For Model 1, the loss modulus monotonically
increases with frequency in the range of interest, as is expected for rubbers [90], while
Model 2 exhibits a maximum followed by a rapid decay. Consideration of these two
models will provide an understanding of the impact of the different relaxation rates
on the overall metamaterial response, as well as will help assess the impact of model
uncertainty on the numerical results. The material parameters involved in the elastic
and viscoelastic constitutive relations are detailed in Tables 2-4.
Our sample makes contact with a glass surface, lubricated with oil, resulting in ex-
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Material
E (Pa)
PDMS 2.99 × 106
Steel
210 × 109

ν
0.49
0.29

ρ (kg/m3 )
1100
7183

Table 2: Density ρ and elastic material properties (Young’s modulus E and Poisson’s
ratio ν) for PDMS and steel.

Tensile modulus (MPa)
2.9937
0.4488
0.3858
0.4327
0.4750
0.8820

Relaxation time (s)
∞
0.05956
0.009199
0.002624
0.0007036
0.0001

Table 3: Prony series parameters for Model 1.

Tensile modulus (MPa)
2.8998
0.3628
0.3282
0.7812

Relaxation time (s)
∞
0.1298
0.0222
0.0037

Table 4: Prony series parameters for Model 2.
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ternal dissipation due to friction. It is known that for lubricated friction the friction
coefficient may vary with speed and can actually decrease by one to two orders of
magnitude [91]. Due to the difficulties in modeling the complex tribology, we use a
simple Coulomb friction model and examine its effect on the TL curve. We note that
for numerical purposes a regularized version of the Coulomb friction model is used
 
vx 
−µN
 ,
F= p 2
vx + vy2 +   
vy

(4.3)

where the force F is given by the coefficient of friction µ, the magnitude of the normal
force N , the velocity components vx and vy , and the regularization factor, . The
addition of this factor enables larger time steps and therefore shorter computational
time, though this must be sufficiently small so that its effect on the TL curve is
negligible. The resonators are the only part of the sample to contact the glass surface,
and, in the simulations, friction is considered to be applied to the resonators along
their mid-surfaces in order to satisfy the conditions of plane stress.
To complement the FE simulations, we consider a 1D mass-spring-damper model as
shown in Figure 65 with 15 masses to represent Configuration 1 without hierarchical
design. This simplified model and several particularizations of it will allow us to
distill the essence of various effects (frame stiffness, viscoelasticity, and friction) and
qualitatively assess their impact on the observed behavior. In this model, the masses
m, representing the frame, are connected to each other via standard linear solid (SLS)
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Figure 67: Numerical results for TL curves for a system in Configuration 1 with
various frame stiffnesses and a purely elastic model.
elements, which include a spring and a Maxwell arm in parallel. The spring constant
k0 is chosen to represent the frame stiffness and is determined by applying a uniaxial
extension in a periodic finite element analysis. Attached to each mass is a resonator
with mass mr , representing the L1 inset, also connected via SLS elements to the
frame. k0r corresponds to the effective stiffness of the L1 inset and is directly taken
from measurements of the sample.
To further guide our understanding of the band gaps in the TL diagrams, we perform
additional unit cell analyses for infinite periodic media. These are also carried out
using COMSOL Multiphysics® .
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Figure 68: Dispersion relations for 1D resonant mass spring systems (elastic analogue
of Figure 65) with different frame stiffness k0 . The other parameters are common to
all systems: kPDMS = 21.206 kN/m, kr = 3.250 kN/m, m = 3.782 g, and mr = 9.010
g.

4.4. Results and discussion
Many effects, integral to achieving agreement between experimental and numerical
results, have been considered during the modeling process such as frame stiffness,
viscoelasticity, friction, and geometric stochasticity in the beams. As we will see,
these can affect to differing degrees whether or not band gaps are detectable in the
first place, the widths of band gaps, and our ability to combine band gaps from
different types of resonators. To understand their individual contribution, we start
by examining the purely elastic model as a reference and then measure the impact of
these four effects on the TL diagrams.
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Figure 69: (a) TL diagram for frame stiffness E = 1000EPDMS along with displacement
fields for 92, 93, 94, and 95 Hz, respectively. (b) TL diagram for frame stiffness E =
EPDMS along with displacement fields for 78, 82, 122, and 125 Hz, respectively. For
the above simulations the total displacement is depicted. Free boundary conditions
are applied everywhere except for a portion of the right edge of the sample where a
harmonic displacement is applied.
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Figure 70: Band diagram for a unit cell of the elastic metamaterial with (a) epoxy and
(b) PDMS frames along the ΓX direction. Bloch modes shown with arrows pointing
to their corresponding locations on each branch.
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Figure 71: Comparison of experimental results to finite element results with viscoelastic constitutive behavior (for both Model 1 and Model 2) for (a) Configuration 1, (b)
Configuration 2, and (c) Configuration 3, all using a PDMS frame.

4.4.1. Elasticity
Starting with the purely elastic model, comparisons between numerical simulations
and the experimental results for the metamaterial with PDMS frame are shown for
each configuration in Figure 66. TL curves in the numerical simulations differ greatly
from the experiments. They are deeper and narrower, possess enhanced transmission
peaks due to Fabry-Perot oscillations [11], and underestimate the location of the band
gaps –especially in the cases of the higher frequency band gaps in Configurations
2 and 3. These differences are strong indicators that viscoelastic effects that can
dampen wave propagation and increase the dynamic stiffness of the material need to
be considered.
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4.4.2. Frame stiffness
Before exploring the improvements that viscoelasticity can add beyond the purely
elastic model, we seek to explain why during the experiments and in numerical simulations, we can barely detect the band gaps using a stiffer frame (epoxy) as seen
in Figure 63, while the PDMS frame delivers a surprisingly broad band gap. To
understand this drastic difference in behavior, we present TL diagrams for several
intermediate frame stiffnesses in Figure 67 for Configuration 1. One TL curve corresponds to the Young’s modulus of the original PDMS frame (EPDMS ). The other
five TL curves correspond to frames with Young’s modulus 2, 5, 10, 100, and 1000
times EPDMS , the latter being approximately equal to the Young’s modulus for epoxy.
Figure 67 depicts a monotonic decrease in bandwidth (for the first band gap) with an
increase in frame stiffness, until it is nearly undetectable, similarly to what is observed
in the experiments, see Figure 63. This trend can be partially explained by examining the dispersion relation for the 1D mass-spring system described earlier without
viscous damping or friction applied to the resonators. As shown in Figure 68, the
imaginary part of the wave number is reduced in the band gap for the stiffer frames
indicating reduced attenuation [92] and therefore shallower TL curves. However, this
mechanism does not explain the sharp dip at the right edge of the first band gap for
the PDMS frame, as observed in Figure 67. The TL curves for frames with Young’s
modulus 2, 5, and 10 times EPDMS suggest that an additional resonant band gap exists.
Its frequency range decreases with frame compliance and potentially merges with the
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first band gap for the PDMS frame. A detailed analysis of the displacement field
in the resonators resulting from the TL calculations (see Figure 69 for epoxy and
PDMS, and Section I of the supplementary material for intermediate stiffness values)
is indicative of this phenomenon. While the first band gap for frame stiffness beyond
EPDMS is associated with resonators mainly oscillating in the horizontal direction,
the second one is dominated by vertical and rotational modes. Interestingly, for the
PDMS frame, the band gap exhibits both sets of modes near the left and right edge
of the band gap, respectively. Unit cell analyses for infinite periodic media further
confirm this observation. Figures 70(a)-(b) show the resulting band diagram along
the ΓX direction together with the Bloch modes along the various branches for both
the epoxy and PDMS frames respectively (analogous figures for intermediate frame
stiffnessess are given in Sections II-VI of the supplementary material). In all cases,
one pair of branches, shown with solid red lines, contains modes with displacements
primarily in the horizontal direction whose resulting band gap is marginally affected
by a change in frame stiffness. In contrast, the other pair of branches, shown with
dashed blue lines, primarily contains rotational and vertical modes with edges that
significantly shift to higher frequencies as the frame stiffness increases. All of these
observations combined suggest that the ultrabroad first band gap observed for the
PDMS frame partially results from the merging of two band gaps.
Thus, the effect of lowering the compliance of the frame on the band gap structure
is twofold. Not only do we see the widening of the existing band gap induced by
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Figure 72: Experimental results compared to numerical results including viscoelasticity and friction in addition to viscoelasticity for Configuration 3 (all using a PDMS
frame).
the resonators, we see completely new vibrational modes in the frequencies explored,
that did not manifest in the stiffer frame. These new modes are associated with a
second band gap whose frequency range is strongly dependent on the frame stiffness.
For the PDMS frame, this second band gap merges with the first one to form a
single ultrabroad band gap. These results therefore highlight the importance of frame
compliance for optimizing attenuation performance in resonant metamaterials.
A related band gap widening effect, termed the ‘trampoline effect’, has been reported
in other studies [93; 94; 95; 96]. In these works the authors examine stubbed plate
systems and find similar increases in bandwidth by adding holes to the plate effectively reducing its stiffness. The addition of the holes does, however, also alter the
mass of the plate and introduces new free boundaries that could further affect the
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Figure 73: TL curves for the 1D mass-spring-resonator system (elastic analogue of
Figure 65) with various values of the friction coefficient µ (including the frictionless
case of µ = 0).
wave propagation behavior. This is in contrast to the work presented here where
the effect of the stiffness has been completely isolated, and the resonant units are
not axisymmetric. The later could provide added flexibility for independently tuning
various band gaps. It is important to remark though that there is not a universal
dependence between bandwidth and depth and matrix stiffness across different resonant, elastic metamaterial systems. As a counter example of the above observed
trend, the authors in Ref. [10] also studied a stubbed plate system without holes and
find that increasing the stiffness of the plate increases the width and frequency of the
band gaps in their system. Further non-monotonic behavior of the bandwidth has
been observed with changes in geometric features of a given metamaterial [97; 98]. All
of these influences combined highlight the complexities of designing and optimizing

113

metamaterials with desired dynamical properties.
4.4.3. Viscoelasticity
Now that the effects of frame stiffness have been examined in detail, we address the
impact of material viscoelasticity on the dynamic response. As mentioned before,
the tell-tail signs seen in the TL curves from the purely elastic model in Figure 66
(deeper and narrower band gaps, enhanced transmission peaks, and low estimates
for band gap frequencies) indicate that viscoelastic effects play a large role in the
experimental results. Using Models 1 and 2 as described in Section 4.3 for the constitutive relation of the PDMS phase, Figure 71 shows the TL results after adding
viscoelasticity to the numerical model in Configurations 1, 2, and 3. Compared to the
completely elastic model, the addition of viscoelasticity causes band gaps to shift to
higher frequency, reduce their depth, and increase their widths, in greater agreement
with the experimental results. The observed effects of viscoelasticity are consistent
with previous studies [12], and can be intuitively understood from the mass-spring
model in Figure 65. Indeed, for the limiting cases of zero and infinite damping coefficient, the effective stiffness of the SLS element of the resonator ranges between k0r and
k0r + k1r , respectively, and is thus always increased by the addition of Maxwell arms.
The results of Figure 71 also depict locations and widths of the first band gap in all
configurations that are very close to each other for Models 1 and 2. This therefore
indicates that the experimentally available DMA data is sufficient for such purposes.
We recall that both, Model 1 and 2, match the experimental storage and loss modulus
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Figure 74: Effects of stochasticity in the beam widths for: (a) 10% of beam width
standard deviation and (b) 20% of beam width standard deviation. The black, solid
lines represent the TL for Configuration 1 with constant beam widths, and the grey,
dashed lines represent various realizations of the TL for stochastic beam widths. In
all cases, the viscoelastic Model 1 has been used in the simulations.
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data in the lower frequency range and primarily differ in the extrapolation of the loss
modulus at higher frequencies, see Figure 64. This difference results in different levels
of suppression of the enhanced transmission peaks, particularly at high frequencies,
and results in the more realistic model (Model 1) to be in be better agreement with
the experimental results.
A detailed comparison between the TL curves in Figure 66 with the purely elastic
model, and those of Figure 71 with viscoelastic constitutive relation, further shows
that the band gap widening effect of viscoelasticity is useful for combining band gaps
in multiresonant structures. More specifically, Configuration 3, where L2 insets are
added to every odd column (i.e., it is a combination of Configurations 1 and 2), clearly
depicts three band gaps in Figure 66(c), at frequencies that are consistent with the
band gap of the single resonator in Configuration 1, and the two band gaps of the
hierarchical design in Configuration 2. With the addition of viscoelasticity, the first
two band gaps of Configuration 3 merge, as shown Figure 71(c). This results in an
ultrabroad low-frequency band gap, in strong agreement with the experimental TL
data.
4.4.4. Friction
Next, we seek to understand the role of external dissipation (friction) on the TL
curves, for which time-dependent simulations are performed with Coulomb friction
applied to the resonators. The results are shown in Figure 72, where it is observed that
friction further reduces the depth of some of the band gaps, though this behavior does
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not appear to be monotonic throughout the whole frequency range examined. Yet,
contrary to what occurs with viscoelasticity, frictional effects do not seem to increase
or shift the range of band gap frequencies (to this we remark that care needs to be
taken when choosing the time step in the numerical simulations with friction, and
that a too large time step may artificially induce a shift in the band gap frequency).
A fully analogous effect is observed when including friction in the one dimensional
mass-spring-model of Figure 65. In Figure 73, the elastic case with no dissipation is
shown for reference along with the results for three friction coefficients. As seen, the
attenuation effect within the band gap is greatly reduced with friction and this effect
monotonically increases with the friction coefficient. Again, no shift of the band gap
frequency is observed with the addition of friction.
4.4.5. Geometric stochasticity
Finally, we consider the effects of geometric imperfections of the PDMS beams on
the TL curves. Experimentally, such imperfections have been quantified through the
stiffness of a unit cell with the L1 inset, which is 3250 ± 623 N/m in the longitudinal
direction. This 623 N/m uncertainty approximately corresponds to a 10% change in
beam width (assuming the 4 beams of a resonant unit are identical) and to a 9.4 Hz
uncertainty in the resonant frequency for the L1 units. The former is consistent with
the measured standard deviation in beam width, approximately of 7%.
To better understand the effects of beam stochasticity on the TL diagram for Configuration 1, we examine two cases, both using the viscoelastic Model 1. The first, shown
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in Figure 74, considers that each of the four beams have random beam widths drawn
from a Gaussian distribution, with 10% and 20% of the beam width as the standard
deviation for subfigures (a) and (b), respectively. In either case, the variability on the
TL curve is not found to be significant as compared to the deterministic case, and
only a mild increase in bandwidth is observed for the 20% case. The second scenario
examined is aimed at accounting for imperfect alignment of the manual insertions of
the insets in the PDMS pockets. More specifically, an insertion at a rotated angle
could potentially change the frequency spectrum of the vibrational modes of the system and induce a change in the TL diagram. To mimic this effect, we here consider
that one pair of diagonal beams has random beam widths, and another pair has constant beam widths. The results for this case are qualitatively similar to the former
one, and its figure is thus omitted for brevity in the exposition.
With all effects considered, it may thus be concluded that the measured stochasticity
in the beam widths has a small effect on the TL curves, and thus measuring the mean
effective stiffness of the units represents sufficient elastic information to predict the
location of the band gaps.

4.5. Conclusion
Using additively manufactured elastic metamaterials, we study the role of frame stiffness, viscoelasticity, friction, and stochasticity in wave attenuation performance. The
first of these effects, frame stiffness, plays a surprisingly important role in the broadening of band gaps with a dual effect on the structure of the TL curve. Increasing
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the compliance of the frame (matrix) material first increases the magnitude of the
imaginary part of the dispersion relation which results in a wider band gap while
maintaining the overall structure. The added compliance can also aid in tuning the
different resonant band gaps (i.e., horizontal and vertical) and potentially merging
them. Also aiding in the broadening and shifting of band gaps (in this case to higher
frequencies) is viscoelasticity. Interestingly, all of these effects combined (frame compliance and viscoelasticity) proved to be powerful mechanisms to merge band gaps
from different types of resonators, and form ultrabroad low frequency band gaps.
Specifically, the metamaterial with PDMS frame in Configuration 3 achieves, without having performed any optimization in its design, a GMGR of 81.8%, surpassing
that of many examples seen in previous literature.
Although the other two phenomena (friction and stochasticity) did not play a critical
role in shaping the TL curve for the specific metamaterial studied, interesting practical
considerations resulted from the analyses. In particular, friction mainly served to
reduce the amount of attenuation in the band gap while maintaining the edges of the
band gap intact. Yet, it was found that incorrect choices in time steps can result in
numerical errors that can shift the entire TL curve to lower frequency ranges. As
for stochasticity in the beam widths, it was found that variations of the order of
10% common in thin structures that are fabricated with additive manufacturing (or
even larger - till 20%) did not lead to lead to significant variations on the band gap
frequency or width. Measuring the effective stiffness of each unit was therefore enough
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to obtain good predictions in the TL diagram. Finally, we note that although limited
amount of DMA data was experimentally available to characterize the viscoelastic
behavior of PDMS (specifically from 0-50 Hz), such data ended up being the most
important for predicting the location and width of the band gaps below 200 Hz, as
assessed with two viscoelastic models that were markedly distinct beyond 50 Hz.
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CHAPTER 5
Conclusion
In this thesis, we have examined wave propagation in periodic media and resonant,
elastic metamaterials with the intent of using modern day computing power to explore
practical considerations for characterizing and designing finite experimental samples.
In Chapter 2, the basic building blocks for characterizing wave propagation in materials were introduced. For this purpose, the TL curves and dispersion relations
are important tools we can use to describe of the dynamic behavior of composite
materials. We discussed analytical and numerical methods for computing these for
discrete and continuous materials. Additionally, we review the literature for experimental methods used to characterize physical samples of periodic media and resonant,
acoustic/elastic metamaterials, and propose ways that we can leverage computation
to inform the way future experiments and device design.
In the laboratory, the finite nature of experiments prevents the usage of Bloch’s
theorem and unit cell analysis. One alternative method to obtaining the dispersion
relation was described in Chapter 3 where Fourier analysis, specifically the DFT, was
used to extract dispersion relations from real-time simulation data. The difficulties
such as sample length and frequency domain resolution associated with this type of
analysis were examined parametrically. Additionally, as the DFT alone only provides
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the real part of the wave number, we use an exponential fitting process to obtain the
imaginary part of the wave number from the observed attenuation in amplitude in
band gap regions. As this type of analysis does not depend on the material being
infinite and periodic, the FFT procedure and the exponential fitting method could
be useful for disordered materials and perhaps, with careful application, for nonlinear
materials.
Finally, an additively manufactured, resonant metamaterial made of a soft PDMS
rubber is analyzed using experimental data and numerical simulations. By isolating
several physical features of the material, a new mechanism for band gap formation
is discovered where by using a compliant frame bandgaps dominated by different
vibrational modes are combined to produce an ultrabroad band gap. Viscoelasticity
was found to have a large effect on the predictive capability of numerical simulations.
Friction and stochasticity in the geometry were found to effect the results to a lesser
degree. These discoveries of course can be utilized in new metamaterial designs where
the compliance of the frame is exploited.
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APPENDIX

A.1. Computing dispersion relations in detail
As mentioned in Chapter 2, Floquet-Bloch theory which allows us to infer a plane
wave solution for time-harmonic wave equations with periodic coefficients. Starting
in one-dimension, consider the Helmholtz equation

∂ 2u
+ c(x)u = 0
∂x2

(A.1)

where c(x) is periodic in x. Floquet’s theorem says that (A.1) has two solutions

u1 (x) = ũ1 (x)eikx
u2 (x) = ũ2 (x)e−ikx

In the above, ũ1 (x) and ũ2 (x) are also periodic in x [99]. Bloch’s theorem is similar to
Floquet’s theorem but applies to higher dimensions [27]. Given the periodic Helmholtz
equation,
−∇ · (c(r)∇u(r)) = ω 2 u(r)

(A.2)

where c(r) is periodic in space, Bloch’s theorem says equation (A.2) has eigensolutions

u(r) = ũ(r)e−ik·r
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(A.3)

These eigensolutions are called Bloch waves.
A.1.1. Discrete systems
Monatomic lattice
Recall from Chapter 2, the equation of motion for the nth mass in the monatomic
system is

m

∂ 2 un
= k(un−1 − un ) − k(un − un+1 ) = kun−1 − 2kun + kun+1
∂t2

(A.4)

where un gives the displacement of the nth node, k is the spring constant of each
spring, and m is the mass of each mass. To compute the dispersion relation for this
system we assume a Bloch wave solution of the form

un (x, t) = ũ(xn )ei(κxn −ωt) .

(A.5)

Here, ũ(x) is the amplitude of the wave and xn = nl where l is the distance between
the masses. κ is the wave number of the wave and ω is its frequency. Substituting
the above into the equation of motion

−mω 2 un = kei(κ(n−1)l−ωt) − 2kun + kei(κ(n+1)l−ωt)
= ke−iκl un + keiκl un − 2kun
= k cos(κl)un − 2kun .
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Thus,

 2
2ω0 (1 − cos(κl)) − ω 2 un = 0
where ω0 =

(A.6)

p
k/m.

Diatomic lattice
After assuming a harmonic motion of the form

un = ũ(xn )eiωt ,

(A.7)

the equations of motion for a diatomic lattice shown in Figure 6 can be written

(−ω 2 m2 + 2k)u2n − k(u2n−1 + u2n+1 ) = 0

(A.8)

(−ω 2 m1 + 2k)u2n+1 − k(u2n + u2n+2 ) = 0.

(A.9)

We can write this in a matrix form

(Kn − ω 2 M)un + Kn−1 un−1 + Kn+1 un+1 = 0

where





 u2n 
.
un = 


u2n+1

125

(A.10)

(A.11)

Next, we use Bloch’s theorem to write

un = û(µ)einµ .

(A.12)



Kn + Kn−1 e−iµ + Kn+1 eiµ − ω 2 M û(µ)einµ = 0

(A.13)

Finally,

and condensing all of the stiffness matrices into K̃

h
i
2
K̃(µ) − ω M û(µ)einµ = 0.

(A.14)

Calculating the determinant of the matrix on the left we get the relation
v
s
u

u m +m
m1 + m2
4(sin µ)2
1
2
t
ω=± k
±k
−
.
m1 m2
m1 m2
m1 m2

(A.15)

A.1.2. Continuous systems
Laminate
Here we outline the procedure of Shmuel [28]. We consider a two phase periodic
medium with phases i (i = 1, 2) with layer widths h(i) , elastic moduli λ(i) and µ(i)
and density ρ(i) as shown in Figure 12. The displacement field in each phase is u(i) .
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We’ll start Navier’s equation for linear elasticity:

(λ(i) + µ(i) )∇∇ · u(i) + µ(i) ∇2 u(i) = ρ(i) ü(i) .

(A.16)

For the displacement field in the laminate, we consider plane waves which propagate in
the direction of lamination n (horizontally in the case of Figure 12) with polarization
m(i) , wavenumber κ(i) , and wavespeed c(i) . We can formulate the dispersion relation
for a general wave polarization. Key to writing the transfer matrix for the individual
layers is to realize the relationship between the displacement and tractions and also
rewriting the complex exponential as trigonometric functions using Euler’s formula.
First, we can immediately write a relationship for the displacement in a layer adjacent
to layer i by letting x = x + h(i) n.

u(i) (x + h(i) n, t) = m(i) eiκ

(i) (n·(x+h(i) n)−c(i) t)

= u(i) (x, t)eiκ

(i) h(i)

(A.17)

= (cos κ(i) h(i) + i sin κ(i) h(i) )u(i) (x, t)

Next, we write the traction in layer i

t(i) (x, t) = iκ(i) µ̃(i) m(i) eiκ
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(i) (n·x−c(i) t)

(A.18)

where
µ̃(i) =





µ(i)

for transverse waves




λ(i) + 2µ(i)

for longitudinal waves

(A.19)

From (A.18),
u(i) (x, t) =

t(i) (x, t)
iκ(i) µ̃(i)

(A.20)

and for the adjacent layer

t(i) (x + h(i) n, t) = (cos κ(i) h(i) + i sin κ(i) h(i) )t(i) (x, t)

(A.21)

Combining the above relations we can write the transfer matrix for one layer:








cos κ(i) h(i)
u(i) (x + h(i) n, t) 
=

 

t(i) (x + h(i) n, t)
−κ(i) µ̃(i) sin κ(i) h(i)


=T

(i)



sin κ(i) h(i)

 u(i) (x, t)




t(i) (x, t)
cos κ(i) h(i)
k(i) µ̃(i)

(A.22)

u(i) (x, t)




t(i) (x, t)

In order to relate the displacements and tractions at each boundary of a unit cell, we
write, for the case of the 2-phase laminate,












u(i) (x + h(1) n + h(2) n, t) u(i) (x + hn, t)
u(i) (x, t)

=
 = T (2) T (1) 


 



t(i) (x + h(1) n + h(2) n, t)
t(i) (x + hn, t)
t(i) (x, t)
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(A.23)

Given the periodicity of the system, we can apply Bloch’s theorem and use a Bloch
wave solution









u(i) (x + hn, t)
u(i) (x, t)

 = eiκb h 





t(i) (x + hn, t)
t(i) (x, t)

(A.24)

where κb is the Bloch wavenumber. Substituting this into (A.23), we have an eigenvalue problem

T

(2)

T

(1)







u(i) (x, t)
u(i) (x, t)

 = eiκb h 





t(i) (x, t)
t(i) (x, t)

(A.25)

Letting λ = eiκb h and rearranging



(i)

u (x, t)
=0
(T (2) T (1) − λI) 


t(i) (x, t)

(A.26)

Now, take the determinant of the matrix on the left and set it equal to zero


det T (2) T (1) − λI = 0

129

(A.27)

Solving the above for λ we find that

λ = eiκb = cos κb h + i sin κb h


ωh(1)
ωh(2) 1 ρ(1) c(1) ρ(2) c(2)
ωh(1)
ωh(2)
= cos (1) cos (2) −
+
sin (1) sin (2)
c
c
2 ρ(2) c(2) ρ(1) c(1)
c
c
"
# 12


2
ωh(1)
ωh(2) 1 ρ(1) c(1) ρ(2) c(2)
ωh(1)
ωh(2)
±
cos (1) cos (2) −
+
sin (1) sin (2)
−1
c
c
2 ρ(2) c(2) ρ(1) c(1)
c
c
(A.28)

A.2. Fabrication and experiments
Reprinted from Bryan Chem, Yijie Jiang, Chenchen Liu, Jordan R. Raney,
and Celia Reina, ”Dynamic behavior of soft, resonant metamaterials:

Ex-

periments and simulations”, Journal of Applied Physics 129, 135104 (2021)
https://doi.org/10.1063/5.0042456, with the permission of AIP Publishing.
To prepare the 3D printable PDMS ink we first mixed SE 1700 and Sylgard 184
(both Dow Corning) in a weight ratio of 85:15, each with a 10:1 cross-linker ratio. The
material was then mixed in a vacuum mixer (SpeedMixer DAC 600 VAC by FlackTek)
at 1650 rpm for 1 minute and 45 seconds under 20 Torr vacuum. The mixed material
was then transferred into a syringe and centrifuged at 3400 rpm for 13 minutes.
The beams and outlines of the structures were subsequently printed using DIW, an
extrusion-based 3D printing method (video included in supplementary material). The
PDMS ink was extruded from a 400 µm nozzle under constant pressure. These were
then thermally cross-linked at 100 ◦ C for 1 hour. The outer frame was then casted
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using either PDMS or epoxy. If PDMS was used, a subsequent curing step at 100 ◦ C
was used. If instead epoxy was used, a low-viscosity epoxy resin (mixture of Hexion
EponT M 828 and its crosslinker EpikureT M 3223 in weight ratio of 3:1) was injected
into the PDMS outline and subsequently cross-linked at 60 o C for 2 hours. The steel
parts, with masses of 8.5 g and 9.8 g for the L1 and L2 insets, respectively, were then
inserted manually at the desired locations. The completed sample is shown in Figure
62 for the PDMS frame and Figure 75 for the epoxy frame.

Figure 75: (a) Elastic metamaterial with epoxy frame. (b) Side profile of the elastic
metamaterial with epoxy frame

Two PCB Piezotronicsinc accelerometers were glued to the two ends of the elastic
metamaterial to collect input and output signals, respectively. A mechanical shaker
(APS Dynamics 113) was attached with sample and programmed to input a sinusoidal
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mechanical wave. A frequency sweep from 30 to 250 Hz was set at the input end.
Digital acquisition was performed by a National Instruments cDAQ-9171 at a rate of
12800 pts/s.

A.3. Numerical simulations
Reprinted from Bryan Chem, Yijie Jiang, Chenchen Liu, Jordan R. Raney,
and Celia Reina, ”Dynamic behavior of soft, resonant metamaterials:

Ex-

periments and simulations”, Journal of Applied Physics 129, 135104 (2021)
https://doi.org/10.1063/5.0042456, with the permission of AIP Publishing.
In this section, we include a schematic of the computational domain which is shown
in Figure 76.

(a)

(b)

Figure 76: (a) Schematic of the computational domain of the complete sample in
Configuration 2 and (b) one of its unit cells
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