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My thesis focus on three aspects of epidemic surveillance: Estimation
of the probability and corresponding uncertainty analysis for disease to be im-
ported into multiple geographic regions (Chapter 1); Estimation of the trans-
mission of disease after local transmission established (Chapter 2); Prevalence
and corresponding confidence interval estimation incorporating individual level
test sensitivity and specificity (Chapter 3).
The maximum entropy model, a commonly used species distribution
model (SDM) normally combines observations of the species occurrence with
environmental information to predict the geographic distributions of animal
or plant species. However, it only produces point estimates for the probability
of species existence. To understand the uncertainty of the point estimates,
we analytically derived the variance of the outputs of the maximum entropy
model from the variance of the input in chapter 1. We applied the analytic
method to obtain the standard deviation of dengue importation probability
v
and Aedes aegypti suitability. Dengue occurrence data and Aedes aegypti
mosquito abundance data, combined with demographic and environmental
data, were applied to obtain point estimates and the corresponding variance.
To address the issue of not having the true distributions for comparison, we
compared and contrasted the performance of the analytical expression with the
bootstrap method and Poisson point process model which proved of equiva-
lence of maximum entropy model with the assumption of independent point
locations. Both Dengue importation probability and Aedes aegypti mosquito
suitability examples show that the methods generate comparatively the same
results and the analytic method we introduced is dramatically faster than the
bootstrap method and directly apply to maximum entropy model.
Infectious diseases such as influenza progress quickly potentially reach-
ing large parts of populations. Accurately estimating the parameters of the
infectious disease progression model can e ciently help health organization
determine the progression and severity of the disease and response properly
and quickly. In chapter 2, we studied the application of 2 basic particle filter
methods popularly used — Bootstrap Filter and Auxiliary Particle Filter — in
estimating the parameters in infectious disease progression models which are
non-linear in nature. We propose a posterior particle filter algorithm and two
single statistic posterior particle filter algorithms to enhance handling outliers
in data. The posterior particle filter algorithm and the two single statistic
posterior particle filter algorithms are shown to out-perform the traditional
bootstrap and auxiliary particle filters in terms of accurately and consistently
vi
estimating the parameters in compartmental SIR models. Besides, we pro-
posed a re-sampling algorithm and compare it with the current popularly used
re-sampling algorithm to show the importance of the re-sampling algorithm in
helping improving the consistency of the particle filters.
Dengue is currently diagnosed using test algorithm determined by num-
ber of days after illness onset which cause the challenge of prevalence estima-
tion as the sensitivity and specificity level of patients varies with di↵erent
RNA and antibody level. In Chapter 3, we tried to address the challenge of
adjusting the estimated prevalence and propose the way of estimating corre-
sponding confidence interval incorporating the individual level sensitivity and
specificity. We compared sensitivity, specificity for individual level benefits
and average estimation errors and precision for surveillance purpose of both
using single test and possible combination of multiple tests. Prevalence es-
timation adjustment can correct all test combinations. Using immunoassays
targeting DENV nonstructural protein (NS1), the combination the NS1 and
and IgM-capture immunoassays (ELISA) and the combination of NS1 and
real-time reverse transcription polymerase chain reaction (RT-PCR) can sta-
tistically significant improving sensitivity of the tests without sacrificing the
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Chapter 1
Uncertainty Analysis of Species Distribution
Models
1.1 Introduction
Species distribution models [48, 42, 66] are commonly used to predict
the geographic distributions of animals or plants species. They are applied in
species conservation [25], ecology [3], and other fields. Some SDMs, like the
maximum entropy model, are used to predict the probability for the species
being present. Others, like Poisson point process models, are used to model
the intensity of the species per unit area.
Quantifying the uncertainty of maximum entropy models can help bi-
ologists allocate sampling e↵orts more e ciently. For places with the same
probability estimate, di↵erent uncertainty estimates can help di↵erentiate the
need for further sampling e↵ort. It may be possible to lower uncertainties in
the estimates by choosing sampling locations carefully. However, the indepen-
dence between sample units need to be guaranteed to maintain the indepen-
dence assumptions underlying a maximum entropy model. Quantifying the
Chen, Xi, Nedialko B. Dimitrov, and Lauren Ancel Meyers. ”Uncertainty analysis of
species distribution models.” PloS one 14.5 (2019): e0214190. My roles: Conceptualization,
Data curation, Formal analysis, Methodology, Software, Validation, Visualization, Writing
original draft, review and editing. [13]
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uncertainty also helps biologists have an idea of the amount of data su cient
to estimate probabilities across the geographic area. Knowledge of uncertainty
can help answer questions such as: What is the benefit of collecting an addi-
tional 1000 presence only data points? What are low and high scenarios for
the output estimates?
Unfortunately, most SDM methodology focuses on using point esti-
mates. Point estimation involves using a single value for estimating target
population parameters from sample data. However, the estimations are usu-
ally not equal to the target population parameters exactly, and so the accuracy
of the estimations is important. A well accepted method of describing the un-
certainty of the estimations is to look at their variance. With the variance
of the estimates, one can compute confidence intervals, an interval that con-
tains the true parameter with a certain confidence[44]. With current practice,
SDMs only produce point estimates for the predicted probability or inten-
sity at all species locations and background points without any corresponding
uncertainty estimates at these locations.
To address this lack of uncertainty quantification in SDM, one must re-
fer both to the SDM methodology and statistical methodology in quantifying
uncertainty of point estimates. One of the most popular methods for SDM is
the maximum entropy model. The conventional maximum entropy model was
first formulated by Jaynes in 1957 [31] based on Shannon’s measure of entropy
[55] (see details in [32]). MAXENT incorporating the e↵ect of actual occur-
rence data, became popular among biologists in modeling species distribution
2
with the contribution of MaxEnt software [48, 47, 19]. The mathematical
equivalence of MAXENT, model used in MaxEnt software, and Poisson point
process models (Poisson PPMS has been shown in [51]. Poisson PPMS may
be fitted in the ’spatstat’ package in R, which provides a way of assessing
model uncertainty by providing standard error estimates [35]. To quantify
uncertainty in point estimates, bootstrap methods are popular. Bootstrap
uses computer-intensive simulation to calculate standard deviations of the es-
timated parameters, and is broadly applied in the biology field [18, 14, 39, 20].
In this chapter, we adopt the maximum entropy method and compare the
analytical expression of the standard deviation with the standard deviation
calculated through bootstrap method and Poisson point process model (PPM)
approach.
In this chapter we consider quantifying the uncertainty in SDM. We
focus specifically on the maximum entropy SDM methodology. A significant
reason for the popularity of the maximum entropy methodology is its appli-
cability to presence-only data with least assumptions [46]. For traditional
statistical estimation methods like regression, both of the presence and ab-
sence of the species are required. However, in real cases, biologists often only
know the places a species has been observed, while lacking information about
absences of species.
The main contribution is analytically deriving an expression of the
standard deviation of the target species distribution probabilities and com-
paring the results with bootstrap methods and standard deviation calculated
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through Poisson PPM approach. We show that the three methods generate
comparatively the same results and our analytic model uncertainty calculation
procedure is dramatically faster than the boostrap method and more proper
comparing to Poisson PPM without independence assumption and provided a
direct result to maximum entropy model.
1.2 Materials and Methods
1.2.1 Maximum Entropy Model
Consider a region with geographic divisions given byX = {x1, x2, ..., xn}.
Suppose some species lives in the region, and the fraction of the species that
lives in division i is pi. A basic goal in SDM is to reconstruct the geographic
distribution P = {p1, p2, ..., pn}. To do this, we have some species occurrence
data O = {o1, o2, ..., on}, where each oi specifies the number of times the species
has occurred in division i. The occurrence data can be viewed as a sample
from the distribution P . In addition we had k layers of environmental data
for the region described by features fj(X) for j = 1, . . . , k. For example, one
such function could be the average elevation in each geographic division.
Jaynes’ maximum entropy model attempts to reconstruct P . Let P̂ =







be the empirical estimate of EP (fj(X)) =
P
n
i=1 pifj(xi) given by the occur-
rence data O. Jaynes’ maximum entropy model attempts to reconstruct P
through an optimization problem. The optimization uses Shannon’s measure
of entropy as the objective (A.1a), subject to the moment constraints (A.1b).
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Constraints (A.1c) and (A.1d) ensure that the optimal solution for the opti-
mization is a probability distribution [32]. A mathematical formulation of the










pifj(xi) = Ê(fj(X)) j = 1, . . . , k (1.2)
nX
i=1
pi = 1 (1.3)
pi   0 i = 1, . . . , n (1.4)
1.2.2 Bootstrap Method
Table 1.1 describes the bootstrap method for estimating the uncertainty
of the estimate resulting from maximum entropy. The core of this bootstrap
procedure is thinking of the distribution P as parameterized by the values it
assigns to each geographic division. The procedure starts by estimating the
parameters once, yielding a probability distribution. Then, it samples the data
from that estimated distribution to construct several new estimates.
1.2.3 Analytic Deduction of Uncertainty
In this section, we demonstrate the basic idea of the analytical method
for quantifying uncertainty in maximum entropy. The data O = {o1, o2, ...on}
follow a multinomial distribution with unknown parameters P . A maximum
likelihood estimator for P follows a certain multivariate normal distribution
as the number of samples grow large. The maximum entropy model can be
5
Table 1.1: Bootstrap Method
Algorithm — Bootstrapping
1 function Bootstrapping (N)
2 P̂ = M(O)
3 For i = 1 : N do
4 Ôn = B(P̂ ,m)
5 P 0 = M(Ôn)
6 Record P 0
7 Return SD(P 0, N)
N Repeat the procedure N times
O = {o1, o2, ..., on} Original occurrence data
M(On) Fit a maximum entropy model given a set of
species occurrence data On = {o1, o2, ..., on} and return
probability density estimation p̂
P̂ and P 0 A reconstructed density over the geographic region















SD(P 0, N) Calculate standard deviation of the set of P 0s
viewed as a function mapping this estimator to Rn. The input is the empirical
expectations, Ê(fj(X)), derived from the observation data, O = {o1, o2, ...on}.
The output is the estimate of the probability distribution over geographic re-
gions, P = {p1, p2, ..., pn}. The analytical method of quantifying uncertainty
describes how the output, P , changes as the input, O, changes. This is es-
sentially a quantification of the way the optimization mapping warps the data
input space, to the output space. We show the detailed deduction of the
analytic method for uncertainty in the Appendix A.
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For brevity, let aj = Ê(fj(X)) and the vector of aj can be expressed
as A = (a1, a2, ...ak)T . Let g(A) denote the maximum entropy optimization,
model (A.1a),(A.1b),(A.1c),(A.1d), as a function from Rk to Rn. In other
words, the function takes as input the vector A with jth entry specified by aj,
specifying right hand sides of the equality constraints Ê(fj(X)), and outputs
a probability estimate across the geographic region P . We would like to un-
derstand the uncertainty in the output g(A) as a function of the uncertainty
of the input A. This can be done following steps similar to those in the delta
method [2, p.75].
To understand the uncertainty in the output g(A), we begin by writing
a first order Taylor expansion of g around E(A)
g(A) ⇡ g(E(A)) +rg(E(A)) · [A  E(A)]
⇡ g(F · P̂ ) +rg(F · P̂ ) · [A  E(A)], (1.5)
where F is k⇥n matrix of k features with entry (i, j) specified by fi(xj)
and rg(·) is an n⇥ k matrix of partial derivatives, with entry (i, j) specified
by @pi
@aj
. If we can compute an expression for these partial derivatives, then
everything on the right hand side above is constant, except [A E(A)] whose
distribution we know because we know the distribution of A. g(A) is an a ne
transformation of [A  E(A)], and can be approximated as
g(A) ⇠ Normal(g(F · P̂ ),rg · F ·⌃ · F
T
m
· (rg)T ), (1.6)
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where⌃ is proportional to the covariance matrix of P̂ with entry (i, j) specified
by  p̂ip̂j for i 6= j, and entry (i, i) specified by p̂i(1  p̂i).
We express the @pi
@aj






pi(ar   fr(xi))((  ) 1)rj, (1.7)
where  rj = covP (fr, fj) is the covariance matrix of features with respect
to the maximum entropy model results, and fj denotes the jth feature in
constraint (A.1b). We denote the inverse covariance matrix as   1 and refer
to its (r, j)th entry as (  1)rj.
To summarize, one can compute analytical estimates of the uncertainty
as follows:
1. Gather data for fr(·) and the right-hand sides of constraints (A.1b), ar.
2. Solve the maximum entropy model to get a vector of P of probabilities
pi.
3. Compute the matrix  covP (fr, fj), using the features and the vector P .
4. Compute the derivates @pi
@aj
using (1.7), giving the matrix rg.
5. The covariance of the output P can then be estimated as rg · F·⌃·FT
m
·
(rg)T , following equation (1.5).
8
1.3 Results
We demonstrate the applications of the analytical expression of the
uncertainty through two examples, Dengue virus and Aedes Aegypti mosquito,
and compare the analytical results with the uncertainty calculated using the
bootstrap method and Poission PPM approach. The analytic method results
aligned well with bootstrap method results, but Poisson PPM approach gave
much larger standard deviations. We only show the results and comparison of
analytic and bootstrap below but include results and comparison of Poisson
PPM in Fig A.1. The resolution of the Dengue virus example is at county
level while the resolution of the Aedes Aegypti mosquito is at 1 km2 area level
through Texas.
Dengue Importation Probabilities. Dengue virus is often imported into
Texas from endemic counties. We aim to estimate the probability that the
next importation case will happen in each county of Texas. Historical case
import data, O = {o1, o2, ...on} with n equal to 254 counties in Texas, present
empirical samples from this distribution. Each oi counts the number of imports
in county i. We am also given features fj(X) 2 R1⇥254 for j = 1, ..., 10 that
represent socio-economic, demographic, and environmental features selected
for all 254 counties across the Texas counties. This completely defines the
inputs necessary for a maximum entropy model.
Specifically, we use ten years, 2002 to 2012, of Dengue importation data
into Texas received from the Texas Department of State Health Services. The
9
features fj(X) represent features listed in Table 1.2. The ten final features were
selected through a series feature selection procedures, including representative
variable selections and most predictive variable selections, which demonstrated
in [7]. We estimate the standard deviation using the bootstrap method, Pois-
sion PPM approach and the analytic method. The results are presented in Fig
1.1.
Table 1.2: Features for modeling Dengue importation
Features
Population of Educational Attainment with Bachelor’s degree
Minimum Temperature of Coldest Month
Percentage of Using Public Transportation to Work
Population of Educational Attainment in some college(no degree)
Population of Walked to Work
Population of Commuting to Work with Other Means
Population of Educational Attainment less than 9th grade
Percentage with Graduate or professional degree
Percentage of Walked to Work
Average Artificial Surface (Percentage)
Ten features included in maximum entropy model. The data for these features
is derived at a county level from the 2009-2013 American Community Survey
5 year estimates [61] and WorldClim Database [28]
Fig 1.1a shows the point estimates for the import probability estimated
from maximum entropy model and Fig 1.1b represents standard deviation es-
timates from the bootstrap method and analytic method of maximum entropy
model, respectively. Many Texas counties have never had imported Dengue
cases over the past ten years, and their estimates are close to zero. We map the
10
(a)  Point Estimation (b)  Bootstrap Standard Deviation 
(c)  Analytic Standard Deviation (d)  Bootstrap vs Analytic 
Figure 1.1: Standard deviation comparison for Dengue importation
probability. (a) Figure shows the point estimates for the import probability
p̂i. (b) Figure visually plots the bootstrap standard deviation estimates for pi
across Texas counties. (c) Figure visually plots the analytic standard deviation
estimates for pi across Texas counties. (d) Figure plots the standard deviations
of bootstrap vs. analytic and shows a strong equivalence between the two. Each
red dot represent the estimations for one county
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standard deviation of the estimates pi of each county in Fig 1.1b and Fig 1.1c
with a darker color indicating a higher standard deviation level. For bootstrap
method, we did 2000 bootstrap runs and took 22403.34 seconds in total. The
running time of the analytic method, using optimized matrix operations as de-
scribed in the Appendix A, is dramatically faster than the bootstrap method
and takes 0.0016 seconds in total.
Fig 1.1d shows the standard deviation resulting from the bootstrap
against the standard deviation resulting from the analytic method. Each red
dot represent a county. It also depicts a regression line between the two results
sa = 0.98sb with R2 = 0.972, where sa and sb stand for the standard devi-
ation estimates from the analytic and the bootstrap methods, respectively.
Regression results show a linear relationship between the standard deviation
calculated from analytic expression and bootstrap method with parameter ap-
proximate 1. Both bootstrap method and analytic method generally indicate
larger standard deviation for counties with larger point estimates.
Aedes Aegypti Habitat The Aedes aegypti mosquito is the primary trans-
mission vector of dengue, chikungunya, and zika viruses. We aim to estimate
the relative probability distribution of Aedes aegypti in Texas. Historical pres-
ence data O = {o1, o2, ...on}, with n equal to the number of 1km grid squares
in Texas, present empirical samples from this distribution. Each oi is either
0, if there is no presence data for this square, or 1 if there is presence data.
The features fj(X) represent environmental data for each 1 km2 area across
12
the Texas.
Specifically, we use 121 locations, within Texas, of Aedes aegypti pres-
ence data found from previous studies [64, 41, 40, 24, 6, 33, 4, 57], DSHS. The
environmental features fj(X), found from WorldClim Database [28], are listed
in Table 1.3.
We aim to analyze the standard deviation of the estimates p̂i for each
1km square. We estimate this standard deviation using both the bootstrap
method and the analytic method. The results are presented in Fig 2.2.







minimum temperature of coldest month
mean diurnal range
Seven features, found from WorldClim Database [28], included in maximum
entropy model
We present the point estimates of the distribution of the Aedes aegypti
mosquito in Fig 2.2a. Aedes aegypti primarily feeds on humans and is found
in urban areas, which results in higher probability estimates in those areas.
The areas of concentration of Aedes aegypti in Texas tend to be population
centers like Houston, Dallas, San Antonio, Austin, El Paso, and McAllen.
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(a) Point Estimation (b) Bootstrap Standard Deviation
(c) Analytic Standard Deviation (d) Bootstrap vs Analytic
Figure 1.2: Standard deviation comparison for Aedes aegypti. (a)
Figure presents the point estimates pi. (b) Figure shows standard deviation
calculated using bootstrap method. (c) Figure shows standard deviation cal-
culated using analytic method. (d) Figure shows the standard deviation com-
parison between analytic method and bootstrap method.
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Fig 2.2b and fig 2.2c plots the standard deviation of the estimates pi of
each grid using the bootstrap method and the analytic method. This can give
a practitioner a good sense of the standard deviation in the estimates. In ap-
plying the analytic method, one could use as input the empirical distribution
or a Laplace smoothed estimator [53] to smooth the empirical probability to
be non-zero. The analytic method gives slightly higher uncertainty estimates
than bootstrap as shown in Fig 2.2c. Each red dot represent the standard
deviation estimates for each grid using the bootstrap and the analytic method
respectively. The black dot shows the diagonal line when two methods aligned
well. When we applied a Laplace smoothing of 0.0001, we have the relation-
ship sa = 1.0744sb with R2 = 0.802, where sa and sb stand for the standard
deviation estimates from the analytic and the bootstrap methods, respectively.
We map the standard deviation of the estimates pi of each 1 km2 using the
analytic method and Laplace smoothing of 0.0001 in Fig 2.2b. The bootstrap
result and analytic result can be visually compared through Fig2.2 c.
We did 2000 bootstrap runs and took 30400 seconds in total. The
running time for the analytic method is 6516 seconds, which is much faster
than bootstrap method. As we calculated the relative probability for Aedes
aegypti for a 1km2 square grid, we have 933, 680 grid cells in total. Computing
the covariance of the output would require matrix multiplications for matrices
of size 933680⇥ 933680, which can cause out-of-memory errors. We introduce
a faster method of calculating the variance of each square grid in Appendix A.
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1.4 Discussion
The maximum entropy model can give a point estimation of the un-
known species distribution within predefined grids using presence-only data
with possible influential features like environmental factors, demographic fac-
tors, social economic factors, etc. However, uncertainties come from both the
model and the sample data. Some possible sources of this uncertainty are:
• The true expectation of all features fj(X) are unknown and estimated
using the presence-only data.
• Species distribution data are not collected at random, but based on prior
knowledge of the biologists. For example, all samples may be observed
within pre-selected locations.
• Having only a few presence points relative to the size of the grid can lead
to unstable models.
• The features fj(X) used within the model may be inaccurate or vary
dramatically over time. So, it is unclear whether the presence only data
collected is appropriate for use with the given features.
In the maximum entropy model, the output probabilities are dependent
on the features fj(X). A flat fj(X) can only produce flat output probabili-
ties. One may want to know how will the output probabilities change when
the feature values change? Uncertainty quantification may help identify the
features that most reduce uncertainty in a maximum entropy model.
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The bootstrap method is a well accepted method of quantifying uncer-
tainty. However, the running time of the bootstrap can be very long. In the
dengue example, bootstrap method took more than 22000 seconds to gener-
ate a comparable uncertainty estimate of analytic method while the analytic
method just took 0.0016 seconds in total. The analytic method uses more
memory compared to the bootstrap method. In the Aedes aegypti example,
the analytic method took only 20 percent time of running bootstrap method.
However, code optimization, and element-wise matrix multiplications can sig-
nificantly increase the speed of the analytic method compared to the bootstrap
method. A method for increasing programming speed are shown in Appendix
A. Furthermore, the analytic method is able to approximate covariances in
the output – whereas this can be quite di cult for the bootstrap method if
Weonly use a small number of samples.
The Poisson PPM approach proved to be equivalent to MAXENT pro-
viding an alternative approach of estimating the uncertainty. However, the
hidden independence assumption of species appearance locations can a↵ect




Comparison of Particle Filter Methods for the
Estimation of Reproduction Number of
Influenza Epidemics
2.1 Introduction
The influenza, which also called Flu, is a contagious respiratory disease
caused by the influenza viruses infecting nose, throat and lungs with severity
ranks from mild to severe [10]. In 2003, in the US alone, about 610K loss of life-
years, more than 3 million hospitalized days, more than 31 million outpatient
visits and annual medical cost of 10.4 billion are caused by influenza epidemics
[43].
Basic reproduction number, denoted by R0, is the expected number
of new infections created by an infected individual under the most favorable
conditions for transmission. Any infectious disease can become epidemic in
the host population if R0 > 1 [15]. In this chapter, we focus on studying
the methods of estimating the quantity of R0 which can address the funda-
mental question of ”Which influenza become epidemics?” We use SIR model,
Susceptible-Infectious-Recovered model, to explore the performance of particle
filters in recovering true parameters.
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There are many published studies on disease progression parameter es-
timation. Some of them using multi-linear regressions [54, 22], while some are
based on alternate statistical techniques like the method of analogues [63].
A problem associated with the current infectious disease modeling is the dis-
ability of incorporating the non-linear mechanism of the disease progression
model. Particle filter can overcome this limitation.
Filtering method is the method of estimating the states, including pa-
rameters and hidden variables, of a system base on available observations
[62]. Particle filter performs sequential Monte Carlo (SMC) estimation based
on point mass (called ”particle”) representation of probability densities [52].
The first SMC idea was introduced in statistics in 1950s [27] with sequential
importance sampling considered only and became much more popular in ap-
plications after re-sampling step was incorporated [23]. The re-sampling step
is used to eliminate the particles with low importance weight and keep the
particles with high importance weight [23]. Particle filter depends on the im-
portance sampling that requires a well designed proposal distribution, which is
called importance density and used to sample particles, that can approximate
the posterior distribution reasonably well [62].
First, we introduced a modified Bootstrap Filter method which im-
proves the performance of the Bootstrap Method in terms of accuracy, con-
sistency and the ability of handling outliers in observation data. Second, we
introduced two modified auxiliary particle filter methods which outperform the
original auxiliary particle filter described in [1]. Third, we showed that the
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historical data can be e ciently used in preventing particles moving toward
wrong directions with the e↵ects of the outliers in historical observation data.
We also showed that it is worth to collect more information about infectious
pandemic as they can be very useful in terms of helping particle filter meth-
ods finding a more accurate and consistent estimation of the true parameters.
Fourth, we studied the possibility of using particle filter methods to find the
time for the outbreak to start which is useful for helping public organizations
react quickly and plan infectious pandemic strategies more e ciently. Fivth,
we showed that the re-sampling procedure is crucial for particle filter methods
to perform consistently, and importance sampling procedure influence the ac-
curacy of the particle filter methods in finding the true parameters. Finally,
we showed that the number of the particles in each particle filter method can
influence the consistency of the method. More particles help improve the per-
formance of finding true   and   parameter in compartmental SIR model, but
had no significant e↵ect in finding the true outbreak time.
2.2 Materials and Methods
2.2.1 Simulation Data
In the following sections, we denote the number of patients that go to
the doctor as Doctor Visit Data, the length of the period for which a patient
can transmit the disease as Infectious Period Data, and the number of people
secondary infections from a single infected individual as Contact Tracing Data.
We assume the total population is 100, 000. First, we simulated the number of
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people infected (denoted as I in SIR model) by passing the true   and   value
into the compartmental SIR model. We assumed 50% of people infected will
see a doctor, and simulated the number of patients that go to the doctor using
a binomial distribution Bin(I, 0.5). We generated the infectious period data
for each patient based on an exponential distribution, i.e e , with expected
length equal to 1
 
. For contact tracing data, we assumed that there are 100
people in contact with an infected individual. The number new infections
follows a binomial distribution, i.e Bin(100,   S
S+I+R).
2.2.2 Compartmental SIR Model
The compartmental SIR model used in this paper is a simple and widely
used di↵erential equation model of infectious disease [34]. Assuming the total
population is N and separated into three parts: (1) S, stands for susceptible,
representing the portion of the people who are never infected by the disease but
susceptible of being infected (2) I, stands for infected, representing the portion
of people currently infected and (3) R, stands for resistant, representing the
portion of people who do not have disease, cannot infect others and cannot be
infected. [15]
The compartmental SIR model equations are:
dS(t)
dt
=    · S(t) · I(t) (2.1a)
dI(t)
dt
=   · S(t) · I(t)    · I(t) (2.1b)
dR(t)
dt
=   · I(t). (2.1c)
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For the SIR model, R0 =  / , with   to be the transmission rate and  
parameter with its reciprocal 1
 
determines the average infectious period [34].
As SIR model can be fully characterized by the parameters   and  , we can
easily build up the estimation for the fraction of population being susceptible,
infected and recovered, which helps health organization determine the severity
of the epidemics and response properly and quickly.
2.2.3 Particle Filters
We describe the basic idea of particle filter methods for influenza pro-
gression parameters based on [49] as follows. Assume we have reported time
series influenza observations zt, t = 1, 2, ..., n conditionally independent given
unobserved state sequence xt, t = 0, 1, ..., n which itself is a Markov chain.
Each xt describes the estimation of unknown parameters of the disease –  ,
  at time t and the initial conditions of the di↵erential equations in eq.2.1.
The number of people that are susceptible, infected, and resistant at time
period t determined by the unknown parameters. We used a particle filter
to estimate the parameter values based on a time series of observations Zt.
These observations represent the doctor visit data, infectious period data, and
contact tracing data. The particle filter works by estimating the probability
density function f(xt|z1, z2, ...zt) = f(xt|z1:t). Filter methods, use two basic
steps: 1. propagate the current states to future states via prediction density,
LHS of (2.2a). 2.update the filtering density, LHS of (2.2b), by adopting new
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Particle filter methods, in contrast with filter methods, recursively ap-
proximate the random variable xt|z1:t using particles x1t , x2t , ...xMt associated
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Particle filter methods have many advantages. Posterior distributions
of parameters conditional on the reported influenza cases cannot be expressed
analytically. With particle filters, these posterior distributions can be repre-













[1]. In general, the unknown parameters may vary over
time with a transition density f(xt+1|xt). Moreover, the likelihood function
f(zt|xt) expressing the probability of an observations given disease param-
eter values is non-linear. Particle filter methods can easily incorporate the
non-linearities and transition densities, which makes them superior to many
popular algorithms like Kalman Filter and extended Kalman filter.
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2.2.3.1 Bootstrap Filter
Bootstrap filter were one of the earliest implementations of particle
filters, proposed in [23] and motivated by sampling importance re-sampling
(SIR) proposed in [56]. SIR for particle filters refers to a method quite sep-
arate from the SIR di↵erential equation model of disease progression. Details
of the particle filter methods can be found in [16], named SIS/Re-sampling
Monte Carlo filter algorithm, or as the algorithm 4, named as SIR Particle
Filter, in [1]. For estimating disease parameters, the bootstrap filter propa-
gates and updates the particles {xt}Mi=1 given new data zt+1 as follows. Firstly,
x̂i
t+1 are propagated from x
i
t
based on a transition density f(xi
t+1|xit). Then,
weights for x̂i
t+1 are calculated proportional to the likelihood of the most recent
observations conditional on the x̂i
t+1, i.e w
i
t+1 / witf(zt+1|x̂it+1). Finally, new
particles xi
t+1 at time t+ 1 are sampled from x̂
i
t+1 with replacement based on
probabilities specified by wi
t+1.
In the bootstrap filter method, x̂i
t+1 were propagated without consider-
ing the most recent observation data zt+1. When we implement the bootstrap
filter algorithm, we find that particles are easily propagated to wrong direc-
tions, and whenever this situation happens, the particles can be stuck in an
area where newly observed data has zero probability. In the result section, we
show that the bootstrap filter fails to work for some cases.
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2.2.3.2 Posterior Particle Filter
To handle the ine ciency of the bootstrap filter not considering the
most recent observation, we propose the posterior particle filter (PPF), as an
ad-how algorithm for approximate posterior updating. This method updates
the weights incorporating the most recent observation data while also using
the posterior distribution at time t as the prior for the updating at time t+1.
In the re-sampling procedure, particles with low likelihood for the observation
data will be re-sampled using Algorithm 4 in table 2.4 and particles with high
likelihood will be kept. For all the new particles {xt+1}Mi=1, their weights will
be calculated by applying all the historical data to minimize the e↵ects of the
outliers in the observation data. Details of the PPF method are showed in
table 2.1.
Table 2.1: Algorithm 1: Posterior Particle Filter




t+1}Mi=1 = PPF{xit, wit, zt+1, z1:t}Mi=1












3 Resample using Algorithm 4 in table 2.4
{xi
t+1, ik, 1/M}Mi=1 = Resample{xit, wit+1}Mi=1
set wi0 = 1/M
4 For i = 1 : M do






2.2.3.3 Auxiliary Particle Filters
Auxiliary Particle Filters (APF), first proposed in [49], was developed
to overcome the weakness of other particle filters based on SIR which perform
poorly when there are outliers, and without greatly slowing the running time
of the filter [49]. The idea of APF is to sample from the joint distribution of




and then discard the auxiliary variable. Weights for the new states can be
constructed based on equation (72) in [1]. In equation (72), the auxiliary
variable µi
t+1 is some characterizations associated with f(x
i
t+1|xit), for example
the mean, the mode, a draw or any other likely value. In this paper, we sample
µi
t+1 from a transition density f(x
i
t+1|xit).
The algorithm we used to implement APF is the algorithm 5 in [1].




t+1 ⇠ f(xit+1|xit). Then, we calculated the re-sampling weights
for each particle xi
t
as  i







t+1, for i = 1, 2, ...,M , we re-sampled from current particles x
i
t





t+1 using algorithm 2 in [1]. Then, we propagated
the selected particles xi
j
t





probability mass density for new particles xi
t+1 were then calculated based on
equation (72) in [1].
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2.2.3.4 Single Statistic Posterior Particle Filters
Single Statistic Posterior Particle Filters 1 To enhance the ability of
APF in handling outliers and data variations, we propose two new algorithms
and describe our first algorithm — single statistic posterior particle filters 1
(SSPPF1) as Algorithm 2 in table 2.2. We named the method single statistic
posterior particle filter as the auxiliary variable µi
t+1 can be viewed as a single
statistic of xi
t+1|xit and we also use the posterior distribution at time t as
the prior for the updating at time t + 1. The major di↵erence between the
APF and SSPPF1 are the re-sampling procedures. We use a re-sampling
algorithm described in Algorithm 4 in table 2.4 which makes the method only
re-sample particles which give the new observation a low likelihood. In the
results section, we show that our SSPPF1 performs much better in providing
stable and accurate estimations.
Table 2.2: Algorithm 2: Single Statistical Posterior Particle Filters 1




t+1}Mi=1 = SSPPF1{xit, wit, zt+1}Mi=1














3 Resample using Algorithm 4 in table 2.4
{xi
t+1, ik, 1/M}Mi=1 = Resample{xit, it+1}Mi=1






Single Statistic Posterior Particle Filters 2 Historical observation data
can be applied to reduce the influence of observations that are outliers, sim-
ilarly to the posterior particle filter algorithm. In SSPPF2, we update the
new weights of all particles by applying all the historical data as described
in Algorithm 3 in table 2.3. In the results section, we show that Algorithm
3 outperforms all the other particle filter methods in this paper by providing
the most stable and accurate estimations of the true parameter.
Table 2.3: Algorithm 3: Single Statistical Posterior Particle Filters 2
Algorithm 3: Single Statistical Posterior Particle Filters 2














3 Resample using Algorithm 4 in table 2.4
{xi
t+1, ik, 1/M}Mi=1 = Resample{xit, it+1}Mi=1





set wi0 = w
i
t+1





Re-sampling Algorithm We introduced a re-sampling algorithm as Algo-
rithm 4 in table 2.4 which keeps the particles with high conditional likelihood
for the observations to occur and re-samples the particles with low conditional
likelihood. The re-sampling algorithm is described in Table 2.4. The advan-
tage of this re-sampling algorithm is the improvement of e ciency as we can
28
move towards true parameters faster. Also, this algorithm can e ciently help
prevent the particles from getting stuck in an area where new observations
have zero conditional probability.
Table 2.4: Algorithm 4: Re-sampling Algorithm




t+1}Mi=1 = RESAMPLE{xit, pit}Mi=1




sample index k base on probability pi
t





















2.3.1 SIR Model with Two Parameters
In this section, we compared the performance of the bootstrap filter,
PPF, APF, SSPPF1 and SSPPF2 for estimating the parameters   and   in
a compartmental SIR model to answer two questions: “Which particle filter
algorithm performs better?” and “Is it worth to collect more information?”.
We wanted to evaluate the performance of each particle filter algorithm based
on the accuracy and the consistency of finding the true parameter values. We
characterized each particle filter’s performance through a confidence ellipse.
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The key aspects of the confidence ellipse are how close its center is to the
true parameter values, and the size of its volume. Algorithms whose ellipses
have centers closer to the true values are more accurate, and algorithms whose
ellipses have small volumes are more consistent.
For each particle filter method, we did 100 runs with each run contained
40 iterations based on 100 sets of simulated data which were generated using
the data simulation method described in section Simulation Data by passing
the true parameter values   = 0.21 and   = 0.07, to get 100 parameter
estimations. We plotted the standard deviation ellipse of these 100 estimations
in 2 standard deviations for comparison. For each run in the simulation, we
randomly generated data base on the true parameters to allow the existence of
data variations, errors and outliers and test the ability of each particle filter in
finding the true parameters. In each sub-figure, we plotted the true parameter
value as a black dot for visual comparison.
Particle Filter Algorithms Comparison ”Which particle filter algorithm
performs better?” To answer the question, we compared the distance between
the true parameter values and the center of the standard deviation ellipses
of each particle filter algorithm. We defined a more accurate algorithm as
its standard deviation ellipse centering closer to the true parameters. Also,
we compared the size of the standard deviation ellipses of each particle filter
algorithm and define the particle filter algorithm to be more consistent as
having a smaller standard deviation ellipse.
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Bootstrap algorithm performed the worst and APF performs better
than it but worse than the others. In fig 2.1, no matter what information we
included in the model, the bootstrap filter always performed worse than all
the others by having a much larger standard deviation ellipse, which showed
that observation data variations, errors and outliers can dramatically influ-
ence the accuracy and consistency of the Bootstrap Filter algorithm. APF
performed better than Bootstrap Filter as the most recent observation are in-
corporated while calculating the re-sampling weight. But it performed worse
than SSPPF1, SSPPF2 and PPF algorithm with a much larger standard de-
viation ellipse indicating a weaker ability of handling with data variations.
SSPPF1, SSPPF2 and PPF performed much better with a much smaller
standard deviation ellipse centering at the true parameter values. SSPPF2
performed the best no matter what information were included in the model
showing a great ability of handling data variation and outliers. In fig 2.1,
with doctor visit data only or using both contact tracing data and doctor visit
data, SSPPF1 and PPF performed similar to each other. With all information
added, PPF could outperform SSPPF1, while with infectious period data and
doctor visit data, SSPPF1 could outperform PPF. In general, SSPPF1 and
PPF performed similar to each other.
Importance of Data Collection ”Is it worth to collect more information?”
To answer the question, we compared how the accuracy and consistency of
each particle filters changed by having di↵erent data information. Generally
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speaking, more data information can help particle filter algorithms provide
more stable, consistent and accurate estimations.
Doctor visit data along was not su cient for some particle filter algo-
rithms. In fig 2.1, with doctor visit data only, the standard deviation ellipse
generated using APF centered far away from the true parameter values indi-
cating a failure of the algorithm recovering true parameters. Also, bootstrap
algorithm gave very large ellipse indicating a highly unstable performance.
Adding more data can e ciently improve the performance of all the
particle filter algorithms, but it is not true that the more data the better
performance. Comparing either fig 2.1(c) and 2.1(e) with 2.1(a), or fig 2.1(d)
and 2.1(f) with 2.1(b), adding more information can significantly improve the
performance of all particle filter algorithms with all standard deviation ellipses
shrinking dramatically and APF centering at the true parameters. However, if
comparing fig 2.1(e) and 2.1(f) or fig 2.1(f) and 2.1(h), small marginal benefits
showed up for bootstrap PF, APF, and SSPPF1 by having all three data
sources instead of contact tracing and doctor visit data only.
Contact tracing information could be more useful in stabilizing the per-
formance of the particle filter algorithms. Comparing fig 2.1(c) and 2.1(e) or
fig 2.1(d) and 2.1(f), the standard deviation ellipses of all particle filter algo-
rithms combined doctor visit data with contact tracing instead of infectious
period were much smaller indicating a more consistent performance in han-
dling data variation. Comparing fig 2.1(e) and 2.1(g) or fig 2.1(f) and 2.1(h),
by having contact tracing data, adding infectious period data did not help in
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shrinking the ellipses of bootstrap PF, APF, and SSPPF1.
2.3.2 Particle Filter for Three Parameters
In this section, we compared the performance of the bootstrap filter,
PPF, APF, SSPPF1 and SSPPF2 in estimating three parameters —   and
  in compartmental SIR model and the time t for outbreaks to happen to
answer a sequence of questions: ”Can we estimate the outbreak time using
particle filter methods?”, ”Which particle filter algorithm performs better with
more unknown parameters?” and ”Does it worth to collect more information?”
Same as section Particle Filter for Two Parameters, we wanted to evaluate
the performance of each particle filter algorithm base on the accuracy and the
consistency of finding 3 true parameter values. We also did 100 runs with each
run contained 40 iterations base on 100 sets of simulated data for each particle
filter algorithm by passing the true parameter values   = 0.21,   = 0.07 and
t = 6, to get 100 parameter estimations. We calculated the volume of the
standard deviation oval in table 2.5 for comparison and plotted the standard
deviation ellipse of these 100 results in 2 standard deviations for comparison
in fig 2.2.
Outbreak Time Estimation ”Can we estimate the influenza outbreak time
using particle filter methods?” Without any information for the outbreak time,
it was not easy for the particle filter algorithms to perform good in predicting
the outbreak time. The outbreak time estimations for all the particle filter
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(a) Doctor V. (b) Doctor V. (Zoom)
(c) Infectious P. and Doctor V. (d) Infectious P. and Doctor V. (Zoom)
(e) Contact T. and Doctor V. (f) Contact T. and Doctor V. (Zoom)
(g) All Three (h) All Three (Zoom)
Figure 2.1: Fig (a) and (b) shows the standard deviation ellipses of 100 param-
eter estimations of each particle filter methods in finding the true parameters
by having doctor visit data only. Fig (c) and (d) shows the standard devi-
ation ellipses of 100 parameter estimations of each particle filters by having
one more type of data — infectious period data. Fig (e) and (f) shows the
standard deviation ellipses of 100 parameter estimations of each particle filters
by having contact tracing data and doctor visit data. Fig (g) and (h) shows
the standard deviation ellipses of 100 parameter estimations of each particle
filters by having all three types of data.
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algorithms skewed down to 0 with most of the estimations are smaller than the
true outbreak time. Bootstrap method and APF tended to skewed far away
while the other three algorithms performed better by giving a much closer
standard deviation ellipse to the true outbreak time. PPF outperformed other
algorithms by providing a flat oval close to the true outbreak time. SSPPF2
and SSPPF1 were able to give a relative good estimation about outbreak time
as the standard deviation ellipses were relatively small and centering close to
the true parameter values.
Particle Filter Algorithms Comparison ”Which particle filter algorithm
performs better with more unknown parameters?” With one more parameter
to estimate, no matter what data information we have, the APF and boot-
strap algorithm cannot functional well by centering far away from the true
parameters, for either  ,  , or t. The ability of estimating the   and   were
lost by having one more parameter to estimate, as their standard deviation
ellipses are centered away from the true   and  . PPF, SSPPF1 and SSPPF2
performed relatively good as the ability of estimating the true   and   values
are retained and they also have a promising ability of estimating outbreak
time. With one more parameter to estimate, SSPPF2 outperformed all other
methods and modified bootstrap and SSPPF1 performed similar to each other.
Importance of Data Collection ”Does it worth to collect more infor-
mation?” Same as section Particle Filter for Two Parameters, it was worth
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to collect more information for infectious disease progression parameter esti-
mation. Contact tracing data tended to be more valuable comparing to the
infectious period data, as by adding them, all the standard deviation ellipses
shrink dramatically comparing to the ellipses with doctor visit data only, stan-
dard deviation ellipses oval showed in Table 2.5. Infectious period data were
also useful as the standard deviation ellipses shrinking by having them but
with a much smaller magnitude.
Table 2.5: Oval Volume of Standard Deviation Oval for All Particle Filter
Algorithms (⇥10000)
Oval Volume Comparison
Algorithms Doctor V. Doctor V. & Doctor V. & All
Infectious P. Contact T.
Bootstrap PF 8.3851 3.5917 4.2976 4.1926
PPF 0.5178 0.4204 0.1462 0.1177
APF 0.2608 0.6077 0.6574 1.6089
SSPPF1 1.6888 2.0318 0.7216 1.0057
SSPPF2 0.1848 0.1615 0.0972 0.0973
2.3.3 Particle Filter using Di↵erent Re-sampling Algorithm
In the above section, we also found that the performance of particle
filter algorithms can be improved significantly by using improved re-sampling
algorithms. In this section, we studied the importance of re-sampling algo-
rithm by evaluating the performance of bootstrap particle filter, PPF and
SSPPF2 using re-sampling algorithm described as Algorithm 2 in [1] (RA1)
and Algorithm 4 (RA2) described in table 2.4 in this paper, respectively.
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(a) Doctor Visit (b) Doctor Visit (c) Doctor Visit
(d) Infectious P. and Doctor V. (e) Infectious P. and Doctor V. (f) Infectious P. and Doctor V.
(g) Contact T. and Doctor V. (h) Contact T. and Doctor V. (i) Contact T. and Doctor V.
(j) All (k) All (l) All
Figure 2.2: Fig (a) (d) (g) and (j) shows the standard deviation ellipses for
100 parameter estimations of   and   for each particle filter algorithms with
di↵erent data included. Fig (b) (e) (h) and (k) shows the standard deviation
ellipses for 100 parameter estimations of   and t for each particle filter algo-
rithms with di↵erent data included. Fig (c) (f) (i) and (l) shows the standard
deviation ellipses for 100 parameter estimations of   and t for each particle
filter algorithms with di↵erent data included.
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RA2 performed significantly better in terms of stabilizing the particle
filter algorithms. In table 2.6, Bootstrap PF, PPF, and SSPPF2 using RA2
provided a much smaller standard deviation oval comparing of using RA1
indicating a much smaller variations of estimations.
Table 2.6: Oval Volume of Standard Deviation Oval for Three Particle Filter
Algorithms using RA1 and RA2 (⇥10000)
Oval Volume Comparison
Algorithms RA1 RA2
Bootstrap PF 5.2449 1.6667
PPF 101.4522 0.1659
SSPPF2 121.9041 0.2442
2.3.4 Particle Filter using Di↵erent Number of Particles
Finally, we want to know whether the number of particles would in-
fluence the performance of the particle filter algorithms. From Table 2.7,
bootstrap filter and APF performed comparable with either 400, 800, 1200 or
2400 particles. However, more particles could help stabilize the performance
of PPF, SSPPF1, and SSPPF2 algorithms in finding the true   and   values
by providing smaller ovals with more particles.
2.4 Discussion
The compartmental SIR model we used is the most basic di↵erential
equation model for infectious disease progression. More complicated infectious
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Table 2.7: Oval Volume of Standard Deviation Oval using Di↵erent Number
of Particles (⇥10000)
Oval Volume Comparison
Algorithms PF 300 PF 600 PF 1200 PF 2400
Bootstrap PF 7.6780 12.2794 4.1926 6.0496
PPF 1.2176 0.4965 0.1177 0.0638
APF 2.4744 2.2807 1.6089 2.0673
SSPPF1 5.6310 1.3992 1.0057 0.5614
SSPPF2 1.4495 0.2502 0.0973 0.1476
disease progression models can be found in [34]. The outbreak time param-
eter t is a parameter outside the di↵erential equations of the compartmental
SIR model, and the accuracy and consistency of the particle filter algorithms
discussed in this paper may vary if we comparing more parameters inside in-
fectious disease progression models.
Applying all historical data to adjust the weights of all particles does
not hurt the computational e ciency. Our proposed algorithms applied all
historical data in every iteration updating the weights of all particles, which
intuitively thinking, should damage the computational e ciency. However, as
the moving direction of all the particles were well restricted with the minimized
e↵ects of outliers, we found the algorithms actually run e ciently without
wasting time having particles moving back and forward to look for the correct
direction.
The number of iterations used in each particle filter run can influence
the performance of the particle filters. The number of iterations for each
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particle filter run in this paper was 40 iterations. For data set with no outliers,
we believe more iterations will improve the accuracy and consistency of all the
particle filters. However, for the data set with outliers, more iterations may
lead to an ine cient performance of the particle filters as more outliers are
applied and larger influence of them a↵ecting the particles in finding the true
parameters. Future work can be done to study an e cient way of determine
the number of iterations applied in estimating the true parameters.
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Chapter 3
Dengue lab diagnostic algorithms comparison
3.1 Introduction
Dengue is a global burden with an estimated 390 million dengue infec-
tions per year and 3.9 billion people in 128 countries at risk of infection and
an estimated 500,000 people with severe dengue require hospitalization each
year. [69]
Base on dengue virus (DENV) testing guidance provided by Centers for
Disease Control and Prevention (CDC), dengue was suggested to be diagnosed
by isolation of virus, by serological tests, or by molecular methods.
Historically dengue laboratory diagnosis base on single serum specimen
with serum samples submitted during the first 5 days of symptoms (acute
phase) tested using real-time reverse transcription polymerase chain reaction
(RT-PCR) for molecular or non-structural protein 1 (NS1). RT-PCR is the
primary tool to detect the DENV molecular in the early stage of the illness
with a positive result as a proof of current infection and it also confirms the
serotype of serum samples submitted. IgM antibody capture ELISA (MAC-
ELISA) format is the most common diagnostic tool to capture human IgM
antibodies for serum specimen submitted after 5 days (convalescent phase).
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Recently, newly published tests sensitivity and specificity [30] motive
CDC modifying test algorithm to be both molecular and IgM antibody tests
(or NS1 and IgM antibody) in the acute phase (redefined acute phase to be
1-7 days) and IgM antibody tests in convalescent phase (redefined convalescent
phase to be   7 days). In this chapter, we focus on the analysis of the di↵erent
combinations performance of molecular (CDC RT-PCR) test, NS1 (InBios NS1
ELISA) and IgM test (CDC MAC ELISA) on both individual and population
benefits.
The immune response varies depending on whether the individual has
a primary (first dengue or other flavivirus infection) versus a secondary (had
dengue or other flavivirus infection in past) dengue infection. [12] There is
no statistically significant di↵erence between primary and secondary dengue
infection during the first 10 days of illness of detecting IgM antibody using
CDC MAC ELISA. [30]
3.2 Materials and Methods
3.2.1 Assumptions
• Patients have their own sensitivities for RT-PCT, NS1 and IgM tests,
respectively. The sensitivities for RT-PCT, NS1 and IgM tests are in-
fluenced by the virus RNA and human Antibody level. And sensitivity
values are based on the Dengue diagnostic tests in single specimen diag-
nostic algorithm study in [30].
• The specificity are the same for all patients and not influenced by NAAT
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and IgM levels.
• The test results of RT-PCT, NS1 and IgM will be independent of each
other.
3.2.2 Prevalence Adjustment
Single test for specimen diagnostic algorithm Let Ti denote the test
result for patient i, the diagnostic can be RT-PCT, NS1 or IgM test, with
value equal to 1 and 0 represent positive test result and negative test result,
respectively. Let D = 1 and D = 0 represent if the patient is dengue infected
or not. The prevalence of the disease in the sample population is p(D = 1) = ✓.
Let sei represent the sensitivity of either RT-PCT, NS1 or IgM tests for patient
i. And let spi represent the specificity of either RT-PCT, NS1 or IgM test for
patient i.
The estimation of the prevalence, ✓̂, is adjusted using the sensitivity
and specificity of the each patients being tested to calculate the true sample





= ✓̂, with E(Ti(✓)) repre-
sents the expectation of the test results of patient i. As E(Ti(✓)) = p(Ti =
1) · 1 + p(Ti = 0) · 0 = p(Ti = 1), with p(Ti = 1) and p(Ti = 0) represent
positive test result and negative test result respectively, we target to find the
expression of the probability for patient i to have positive test result.
The probability for patient to have dengue infected, p(D = 1), is the
true prevalence, denoted as ✓. The probability for patient i to have a positive
test result, p(Ti = 1), for a simple test with sensitivity sei and specificity spi
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condition on the true prevalence ✓ is
p(Ti = 1) = p(Ti = 1|D = 1)p(D = 1) + p(Ti = 1|D = 0)p(D = 0)
= sei · ✓ + (1  spi) · (1  ✓) = ✓ · (sei + spi   1) + (1  spi) (3.1)
The the adjusted prevalence estimation is
✓ =








Ai = sei + spi   1
and
Bi = 1  spi
with sei and spi corresponding to the tests conducted.
Multiple tests for specimen diagnostic algorithm Current dengue lab
testing algorithm adopt single specimen diagnostic algorithm with only one
test performed for each specimen. According to the study [30], combining
diagnostic tests by regarding at least one of the test positive as disease positive
can improve the overall accuracy. In this paper, we analyze the cumulative
test e↵ects using the same algorithm in [30] by comparing the estimations and
widths of the confidence intervals.
When 2 tests are used for diagnostic. The probability of having positive
test results becomes
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p(Ti = 1) = p(T
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represent the test results from test 1 and 2, and test









sensitivity and specificity associated with test 1 and 2, respectively.
When 3 tests are used for diagnostic. The probability of having positive
test results becomes
p(Ti = 1) = p(T
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represent the test results from test 1, 2 and 3, and












are the sensitivity and specificity associated with test 1, 2, and 3, respectively.
3.2.3 Confidence Interval
We calculate the Sterne’s confidence interval by inverting the test: H0 :
✓ = ✓c against H1 : ✓ 6= ✓c, where ✓ and ✓c represent the unknown true
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population prevalence and the adjusted prevalence estimations.
Base on H0 and binomial distribution, the probability for k out of n








Given that there are k patients in the sample are with disease and assuming
that each patient has their own sensitivity and specificity for the diagnostic
tests, we can calculate the probability for m (m = 0, 1, 2, ..., n) of them to be








(1  p(Ti = 1)), (3.7)
where Fm is the set of all combinations of choosing m out of n samples
and p(Ti = 1) is calculated base on equations 3.93.33.4.
Thus, under H0 : ✓ = ✓c, the probability of m patients are diagnostic
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= se · k
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· (se+ sp  1) + (1  sp) (3.9)
The probability of obtaining a number of disease positive patients as probable





PHo(✓c, r, n), (3.10)
where the summation is over all the values of r with PHo(✓c, r, n) 
PHo(✓c,m, n). For (1   ↵) confidence interval, it is su cient to consider the
shortest interval of ✓c, that contains all the values of ✓c, for which
pvalue(✓c, , n,m)   ↵. (3.11)
Observing m positive disease diagnostic, we can calculate the shortest
confidence interval ✓1  ✓c  ✓2 , which ✓1 is the smallest value satisfying
equation 3.11 and ✓2 is the largest value satisfying equation 3.11. [59]
To save the computation time of Poisson Binomial distribution, we
approximated the cumulative density function (cdf) with the cdf of refined













(1  p(Ti = 1)) for x = 0, 1, 2, ...n.
(3.12)















p(Ti = 1)(1  p(Ti = 1))(1  2p(Ti = 1)). (3.15)
The cdf F (x) is approximated as




and G(x) =  (x) +  (1   x2) (x)/6 with  (x) and  (x) are the cdf and pdf
of standard normal distribution with µ,   and   defined as equation 3.13, 3.14
and 3.15.
3.3 Results
In this section, we showed the performance of proposed test algorithms
listed in Table 3.1. And we represent Molecular test using M, Dengue virus
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antigen detection test (NS1) using NS1 and Serologic test using S. The first
two algorithm M&S|S and NS1&S|S listed are the currently suggested algo-
rithms by CDC. Algorithm NS1|S, M&NS1|S, M&S, NS1&S, M&NS1&S
andM&NS1&S|S are proposed algorithms. The proposed algorithms NS1|S,
M&NS1|S and NS1&S were shown a better performance than currently sug-
gested algorithms.
3.3.1 Data Simulation
We did 100 simulations. In each simulation run, we assumed the total
population to be 10000 with the number of days after symptoms onset of each
person randomly generated base on the distribution in [30] from 1 to 10 days.
The sensitivity and specificity was randomly generated base on the normal
assumption with the mean and standard error of the sensitivity and specificity
from the study [30]. Tests results for each person are generated base on their




= 1|D = 1) for infected
patient and (1   spj
i
) = p(T j
i
= 1|D = 0) for not infected patients, and the




= 0|D = 1) for




= 0|D = 0) for not infected patients. In
each simulation run, 100 persons among 10000 was sampled randomly base
on uniform distribution and tests were performed base on the number of days
after symptom onset for each test algorithm listed in 3.1. For example, if two
specimens were collected after 6 and 9 days of symptoms onset, respectively.
If both tested using M&S|S test algorithm in table 3.1, molecular test and
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serologic test will be performed for specimen with 6 days of symptom onset
and serologic test will be performed for the 9 days specimen. For each sample
in each simulation run, all test algorithms were performed for comparison.
Results were analyzed base on 100 samples.
3.3.2 Population benefits
Prevalence Estimation Figure 3.1 shows the original estimation of preva-




where ntestpositives and n are the number of specimens tested to be positive and
total number of specimens tested in each sample.) and the prevalence after
adjustment base on eq.3.2. The true prevalence is 0.1 and shown using red
horizontal line. The empirical estimations tend to overestimate the prevalence
due to the false positives happened when having low prevalence level, shown
in dark blue box. Empirical estimations of algorithms M&NS1|S, M&S,
NS1&S, M&NS1&S and M&NS1&S|S having an higher estimations than
algorithm M&S|S and NS1&S|S. However, the adjustments can correct the
empirical prevalence estimations of all algorithms to the right level shown us-
ing light blue box. With adjustments, all algorithms performs similar good in
estimating prevalence.
Confidence Interval Width A narrower confidence interval is preferred
for the test algorithm. Proposed algorithm NS1|S, M&NS1|S, NS1&S,
M&NS1&S and M&NS1&S|S tend to have smaller confidence interval width
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Figure 3.1: Figure shows the boxplots of original prevalence estimations (dark
blue) and adjusted estimations (light blue). The true prevalence value (p =
0.1) shown using the horizontal red line.
than current suggested algorithm M&S|S and NS1&S|S base on boxplots
of the confidence interval width in figure 3.2. Base on post-hoc test results
3.2, two currently suggested algorithms, M&S|S and NS1&S|S, have simi-
lar confidence interval width with each other. Proposed algorithms NS1|S,
M&NS1|S, NS1&S, and M&NS1&S|S shows significant smaller confidence
interval width comparing to M&S|S and NS1&S|S. Proposed algorithm
M&NS1&S has not significant improved confidence interval width.
3.3.3 Individual Benefits
The current algorithm NS1&S|S performs better by giving higher sen-
sitivity without sacrificing specificity comparing to M&S|S base on the post-
hoc test results shown in Table 3.4 and 3.3. Algorithm M&NS1|S, NS1&S,
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Figure 3.2: Figure shows the boxplots of the confidence interval widths of
di↵erent algorithms.
and M&NS1&S|S tend to increase the overall sensitivity without sacrificing
overall specificity 3.3.
AlgorithmsM&NS1|S, NS1&S,M&NS1&S andM&NS1&S|S, shown
in Table 3.1, performs better than current suggested algorithms M&S|S with
significant improved sensitivity 3.3. Algorithm M&NS1|S and NS1&S has
similar sensitivity as current suggested algorithm NS1&S|S, and M&NS1&S
and M&NS1&S|S has significant better sensitivity than NS1&S|S. Al-
gorithm NS1&S has similar specificity as M&S|S but less specificity then
NS1&S|S. Algorithm M&NS1|S, M&NS1&S and M&NS1&S|S has less
specificity comparing to M&S|S and NS1&S|S. However, the decrease of
specificity are much smaller than the increase of sensitivity of algorithmM&NS1|S,
NS1&S, M&NS1&S and M&NS1&S|S, shown in table 3.5.
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Figure 3.3: Figure shows the sensitivity and specificity of each algorithm for
individual level benefits.
3.4 Discussion
The proposed and current suggested algorithms tend to over estimate
the prevalence with more false positive. However, with the adjustment base
on eq.3.2, all proposed algorithms and current suggested algorithms can be
adjusted to the correct prevalence level.
Algorithm NS1|S can be an alternative of currently suggested algo-
rithm NS1&S|S, base on table 3.5. NS1&S|S involves doing both NS1 and
Serologic tests for patients with less than 7 days symptoms onset, while NS1|S
only require a single NS1 test for patients with less than 7 days symptoms on-
set. For patients with more than 7 days after symptom onset, NS1|S and
NS1&S|S both only use Serologic test. NS1|S test is simpler than NS1&S|S
test with only one test conducted for acute phase patient. The overall sensi-
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tivity of NS1|S is about 6% worse than NS1&S|S but with a similar overall
specificity as NS1&S|S. The confidence interval of NS1|S algorithm is about
91% width of the confidence interval of NS1&S|S.
Algorithm M&NS1|S and NS1&S have increased overall sensitivity
and narrowed confidence interval with slightly decreased specificity compar-
ing to currently suggested M&S|S and NS1|S. Algorithm M&NS1&S and
M&NS1&S|S have further increased overall sensitivity and similar confidence
interval comparing to M&NS1|S and NS1&S similar but around 3%   5%
decrease in specificity. Algorithm M&NS1|S has same number of tests as
suggested algorithm with the replacement Serologic test with NS1. Algorithm
NS1&S has one more test conducted in convalescent phase. As we only stud-
ied 1   10 days after symptom onset, the sensitivity and specificity of NS1
test might decrease significantly after 10 days. Algorithm M&NS1&S and
M&NS1&S|S requiring one more tests to be conducted in acute phase, and
M&NS1&S require two more tests in convalescent phase which will increase
of cost dramatically. Considering both the performance and complexity of al-
gorithm, NS1|S and M&NS1|S are suggested as NS1|S is simpler but with
similar performance andM&NS1|S has same complexity but with better over-
all performance.
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Table 3.1: Dengue testing Algorithms
Dengue Testing Algorithms
Notation Algorithms Explanation
M&S|S Molecular and Molecular test and Serologic test for specimens
Serologic or collected < 7 days after symptom onset,
Serologic or Serologic test for specimens collected   7
days after symptom onset
NS1&S|S NS1 and NS1 test and Serologic test for specimens
Serologic or collected < 7 days afater symptom onset,
Serologic or Serologic test for specimens collected   7
days afater symptom onset
NS1|S NS1 or NS1 test for specimens collected < 7 days
Serologic or Serologic test for specimens collected   7
days afater symptom onset
M&NS1|S Molecular and Molecular test and NS1 test for specimens
NS1 or collected < 7 days afater symptom onset,
Serologic or Serologic test for specimens collected   7
days afater symptom onset
M&S Molecular and Molecular test and Serologic test for specimens
Serologic collected   1 days
NS1&S NS1 and NS1 test and Serologic test for specimens
Serologic collected   7 days
M&NS1&S Molecular and Molecular and NS1 test and Serologic test for
NS1 and specimens collected   1 days afater symptom
Serologic onset
M&NS1&S|S Molecular and Molecular and NS1 test and Serologic test for
NS1 and specimens collected < 7 days afater symptom
Serologic or onset, or Serologic test for specimens collected
Serologic   7 days afater symptom onset
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Table 3.2: Post-hoc test results for confidence interval widths
Post-hoc test results for confidence interval widths
contrast (proposed   current) estimate p-value
NS1&S|S(NS1 and Serologic or Serologic) 0.004 0.8262
  M&S|S(Molecular and Serologic or Serologic)
NS1|S(NS1 or Serologic)  M&S|S -0.016 < .0001
NS1|S(NS1 or Serologic)  NS1&S|S -0.019 < .0001
M&NS1|S(Molecular and NS1 or Serologic)  M&S|S  0.010 0.0005
M&NS1|S(Molecular and NS1 or Serologic)  NS1&S|S  0.014 < .0001
NS1&S(NS1 and Serologic)  M&S|S  0.018 < .0001
NS1&S(NS1 and Serologic)  NS1&S|S  0.016 < .0001
M&NS1&S(Molecular and NS1 and Serologic)  M&S|S  0.002 0.9968
M&NS1&S(Molecular and NS1 and Serologic)  NS1&S|S  0.006 0.304
M&NS1&S|S(Molecular and NS1 and  0.01 0.0019
Serologic or Serologic)  M&S|S  0.01 0.0019
M&NS1&S|S(Molecular and NS1 and  0.013 < .0001
Serologic or Serologic)  NS1&S|S  0.013 < .0001
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Table 3.3: Post-hoc test results of sensitivity
Post-hoc test results of sensitivity
contrast (proposed   current) estimate p-value
NS1&S|S(NS1 and Serologic or Serologic) 0.0986 < .0001
  M&S|S(Molecular and Serologic or Serologic)
M&NS1|S(Molecular and NS1 or Serologic)  M&S|S 0.1110 < .0001
M&NS1|S(Molecular and NS1 or Serologic)  NS1&S|S 0.012 0.9248
NS1&S(NS1 and Serologic)  M&S|S 0.114 < .0001
NS1&S(NS1 and Serologic)  NS1&S|S 0.015 0.7815
M&NS1&S(Molecular and NS1 and Serologic)  M&S|S 0.178 < .0001
M&NS1&S(Molecular and NS1 and Serologic)  NS1&S|S 0.079 < .0001
M&NS1&S|S(Molecular and NS1 0.152 < .0001
and Serologic or Serologic)  M&S|S 0.152 < .0001
M&NS1&S|S(Molecular and NS1 0.0533 < .0001
and Serologic or Serologic)  NS1&S|S 0.0533 < .0001
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Table 3.4: Post-hoc test results for specificity
Post-hoc test results for specificity
contrast (proposed   current) estimate p-value
NS1&S|S(NS1 and Serologic or Serologic) 0.0067 0.0373
 A5(Molecular and Serologic or Serologic)
M&NS1|S(Molecular and NS1 or Serologic)  M&S|S  0.0147 < .0001
M&NS1|S(Molecular and NS1 or Serologic)  NS1&S|S  0.021 < .0001
NS1&S(NS1 and Serologic)  M&S|S  0.0016 0.9972
NS1&S(NS1 and Serologic)  NS1&S|S  0.0083 0.0025
M&NS1&S(Molecular and NS1 and Serologic)  M&S|S  0.047 < .0001
M&NS1&S(Molecular and NS1 and Serologic)  NS1&S|S  0.0054 < .0001
M&NS1&S|S(Molecular and NS1  0.027 < .0001
and Serologic or Serologic)  M&S|S  0.027 < .0001
M&NS1&S|S(Molecular and NS1  0.034 < .0001
and Serologic or Serologic)  NS1&S|S  0.034 < .0001
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Table 3.5: Algorithm performance comparison
Algorithm performance comparison
Algorithm Sensitivity change Specificity change CI width %change
M&S|S(Molecular 0.766 0.944 0.216
and Serologic
or Serologic)
NS1&S|S(NS1 0.865 9.9% 0.951 0.7% 0.220 1.85%
and Serologic
or Serologic)
NS1|S(NS1 0.805 3.9% 0.966 2.2% 0.201  6.9%
or Serologic)




M&S(Molecular 0.782 1.6% 0.931  1.3% 0.222 2.6%
and Serologic)
NS1&S(NS1 and 0.880 11.4% 0.943  0.1% 0.204  5.56%
Serologic)












A.1 Analytic Expression of Uncertainty
Consider a region with geographic divisions given byX = {x1, x2, ..., xn}.
Suppose some species lives in the region, and the fraction of the species that
lives in division i is pi. A basic goal in SDM is to reconstruct the geographic
distribution P = {p1, p2, ..., pn}. To do this, we have some species occurrence
data O = {o1, o2, ..., on}, where each oi specifies the number of times the species
has occurred in division i. The occurrence data can be viewed as a sample
from the distribution P . In addition we are given k layers of environmental
data for the region described by features fj(X) for j = 1, . . . , k. For example,
one such function could be the average elevation in each geographic division.










pifj(xi) = Ê(fj(X)) j = 1, . . . , k (A.1b)
nX
i=1
pi = 1 (A.1c)
pi   0 i = 1, . . . , n (A.1d)
The counts O = {o1, o2, ...on} follow a multinomial distribution, whose
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true parameter P = {p1, p2, ..., pn} is unknown. Let m =
P
n
i=1 oi be the
total number of observations. The maximum likelihood estimator of P =
























and it follows a normal distribution [67],
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From the analysis in Kapur et al. [32], one can show that the maximum

























f1(x1) f1(x2) · · · f1(xn)






















f1(x1) f1(x2) · · · f1(xn)













· F ·O = F · P̃
Because F is constant, A is an a ne transformation of P̃ . Using the distribu-
tion of P̃ , we can write the distribution of A [5]




Let g(A) denote the maximum entropy optimization, model (A.1), as
a function from Rk to Rn. In other words, the function takes as input the
vector A, specifying right hand sides of the equality constraints Ê(fj(X)),
and outputs a probability estimate across the geographic region P . We would
like to understand the uncertainty in the output g(A) as a function of the
uncertainty of the input A. This can be done following steps similar to those
in the delta method [2, p.75].
To understand the uncertainty in the output g(A), we begin by writing
a first order Taylor expansion of g around E(A)
g(A) ⇡ g(E(A)) +rg(E(A)) · [A  E(A)]
⇡ g(F · P ) +rg(F · P ) · [A  E(A)], (A.5)
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where rg(·) is an n⇥k matrix of partial derivatives, with entry (i, j) specified
by @pi
@aj
. If we can compute an expression for these partial derivatives, then
everything on the right hand side above is constant, except [A E(A)] whose
distribution we know because we know the distribution of A. g(A) is an a ne
transformation of [A  E(A)], and can be approximated as
g(A) ⇠ Normal(g(F · P ),rg · F ·⌃ · F
T
m
· (rg)T ). (A.6)
To complete the analysis of the output uncertainty, we continue by de-
riving an expression for @pi
@aj
. We introduce some additional notation, following
Kapur et al. [32]. Let   be the Lagrange multiplier for constraint (A.1c), and
µj be the multiplier for constraint (A.1b) for j = 1, . . . , k. It can be shown [32]





j=1 µjfj(xi)   1 8i = 1, 2, ...n. (A.7)













j=1 fj(xt)µj . (A.8)















We now have an expression of the pi in terms of the dual multipliers
µj. But, we would like to compute
@pi
@aj
, which we can do by first computing
















































=  fr(xi)pi + piar
= pi(ar   fr(xi)),
where we derived the first equality from the chain rule, the second equality by




t=1 fr(xt)pt because pi’s are feasible and optimal in the maximum
entropy optimization.
Then, we want to get the value of @µr
@aj
. It is hard to get the expression
of µr in terms of aj, however, we can derive
@aj
@µr
and use the Inverse Function
Theorem [58] to calculate @µr
@aj
. To get the expression of aj in terms of µr, we
substitute the expression of the optimal pi (A.7) into constraint (A.1b), and


































































=  covP (fr, fj), (A.15)
where we derived the first equality from the chain rule, the second equality
by substituting using expression (A.9). The final equality comes from the
definition of covariance, where we take the covariance of feature fr and fj
with respect to the maximum entropy model results pi.
If the determinant of the covariance is non-zero, following the Inverse
Function Theorem [58], the inverse is di↵erentiable. We denote the covariance
matrix of features with respect to the maximum entropy model results as  ,
where  rj = covP (fr, fj). We denote the inverse covariance matrix as   1













pi(ar   fr(xi))(   1)rj. (A.16)
A.2 Increasing programming speed
In the calculation of the relative probability for Aedes aegypti for a
1km2 square grid, we have 933,680 grid cells in total. The problem of com-
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The matrix is of size 933680⇥ 933680, which can cause out of memory errors.
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The covariance of the output P can be estimated as
rg · F ·⌃ · F
T
m




First, to calculate rg · F·⌃1·FT
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To calculate rg · F·⌃2·FT
m
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based on A.17 and A.18, we








A.3 Comparison between Analytic method and Poisson
PPM
Poisson PPM was proved to be equivalent to maximum entropy model
with hidden assumptions of independence data. We showed the plots of vari-
ance vs. point estimations and standard deviation comparison between Pois-
son PPM and analytic method for both Dengue importation probability and
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Aedes Aegypti suitability probability. Fig A.1a shows the relationship be-
tween Dengue importation probability point estimates and estimated variance
using analytic method, which indicating the possible improper use of Poisson
PPM approach. Fig A.1b shows a standard deviation comparison between the
analytic and Poisson PPM method for Dengue importation probability. The
regression line between two results is sa = 0.054sp with R2 = 0.805, where sa
and sp stand for the standard deviation estimates from the analytic and Pois-
son PPM methods, respectively. Poisson PPM gives a much larger standard
deviation comparing to analytic and bootstrap method indicating the possible
violate of the case location independence assumption.
Fig A.1c shows the relationship between Aedes Aegypti suitability point
estimates and estimated variance using analytic method. There is more linear
relationship comparing to Dengue importation cases. Fig A.1d shows the
standard deviation comparison between analytic method and Poisson PPM
approach for Aedes Aegypti suitability. Each red dot represent the standard
deviation estimates for each grid using Poisson PPM and analytic method
respectively. The blue dot shows the diagonal line when two methods aligned
well. We have the relationship sa = 0.0917sp with R2 = 0.812, where sa and sp
stand for the standard deviation estimates from the analytic and Poisson PPM
methods, respectively. Similar as Dengue case, Poisson PPM doesn’t seem to
functional well with a much larger standard deviation estimation comparing
to analytic and bootstrap method.
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(a) Dengue variance vs. Point estimation (b) Dengue Poisson PPM vs. Analytic
(c) Aedes variance vs. Point estimation (d) Aedes Poisson PPM vs. Analytic
Figure A.1: Analytic and Poisson PPM Comparison (a) Figure plots
the relationship between point estimates of Dengue importation probability
vs. variance calculated through analytic method. Non-linear relationship in-
dicates the improper use of Poisson PPM for Dengue importation cases. (b)
Figure plots the standard deviations of Poisson PPM vs. analytic for Dengue
importation case study and indicates that Poisson PPM provides much larger
standard deviation for Dengue imports application. (c) Figure plots the re-
lationship between point estimates of Aedes Aegypti existence probability vs.
variance calculated through analytic method. (d) Figure shows the standard
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mar Colón, Jessica Carrión, Jesus Vazquez, Luz Nereida Acosta, Juan F
Medina-Izquierdo, Kalanthe Horiuchi, Brad J Biggersta↵, et al. Perfor-
mance of dengue diagnostic tests in a single-specimen diagnostic algo-
rithm. The Journal of infectious diseases, 214(6):836–844, 2016.
[31] Edwin T Jaynes. Information theory and statistical mechanics. Physical
review, 106(4):620, 1957.
[32] Jagat Narain Kapur and Hiremaglur K Kesavan. Entropy optimization
principles and their applications. Springer, 1992.
76
[33] Michael David Kavanaugh. Influence of stormwater drainage facilities
on mosquito communities within the city of denton, texas. http://
digital.library.unt.edu/ark:/67531/metadc9765/m2/1/high_res_d/
thesis.pdf. Accessed: 2016-04-28.
[34] Matt J Keeling and Pejman Rohani. Modeling infectious diseases in
humans and animals. Princeton University Press, 2008.
[35] Minjung Kyung, Je↵ Gill, Malay Ghosh, George Casella, et al. Penal-
ized regression, standard errors, and bayesian lassos. Bayesian Analysis,
5(2):369–411, 2010.
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[38] Stéphanie Manel, Jean-Marie Dias, and Steve J Ormerod. Comparing
discriminant analysis, neural networks and logistic regression for predict-
ing species distributions: a case study with a himalayan river bird. Eco-
logical modelling, 120(2):337–347, 1999.
[39] Bryan FJ Manly. Randomization, bootstrap and Monte Carlo methods in
biology, volume 70. CRC Press, 2006.
77
[40] Lee P McPhatter, Farida Mahmood, and Mustapha Debboun. Survey of
mosquito fauna in san antonio, texas. Journal of the American Mosquito
Control Association, 28(3):240–247, 2012.
[41] Samuel A Merrill, Frank B Ramberg, and Henry H Hagedorn. Phylogeog-
raphy and population strucure of aedes aegypti in arizona. The American
journal of tropical medicine and hygiene, 72(3):304–310, 2005.
[42] Jennifer Miller. Species distribution modeling. Geography Compass,
4(6):490–509, 2010.
[43] Noelle-Angelique M Molinari, Ismael R Ortega-Sanchez, Mark L Mes-
sonnier, William W Thompson, Pascale M Wortley, Eric Weintraub, and
Carolyn B Bridges. The annual impact of seasonal influenza in the us:
measuring disease burden and costs. Vaccine, 25(27):5086–5096, 2007.
[44] Jerzy Neyman. Outline of a theory of statistical estimation based on
the classical theory of probability. Philosophical Transactions of the
Royal Society of London. Series A, Mathematical and Physical Sciences,
236(767):333–380, 1937.
[45] Gabriela Paz-Bailey, Eli S Rosenberg, Kate Doyle, Jorge Munoz-Jordan,
Gilberto A Santiago, Liore Klein, Janice Perez-Padilla, Freddy A Medina,
Stephen H Waterman, Carlos Garcia Gubern, et al. Persistence of zika
virus in body fluidspreliminary report. New England Journal of Medicine,
2017.
78
[46] Jennie L Pearce and Mark S Boyce. Modelling distribution and abun-
dance with presence-only data. Journal of applied ecology, 43(3):405–412,
2006.
[47] Steven J Phillips, Robert P Anderson, and Robert E Schapire. Max-
imum entropy modeling of species geographic distributions. Ecological
modelling, 190(3):231–259, 2006.
[48] Steven J Phillips, Miroslav Dud́ık, and Robert E Schapire. A maximum
entropy approach to species distribution modeling. In Proceedings of the
twenty-first international conference on Machine learning, page 83. ACM,
2004.
[49] Michael K Pitt and Neil Shephard. Filtering via simulation: Aux-
iliary particle filters. Journal of the American statistical association,
94(446):590–599, 1999.
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