We compute the density of open strings stretching between AdS 2 branes in the Euclidean AdS 3 . This is done by solving the factorization constraint of a degenerate boundary field, and the result is checked by a Cardy-type computation. We mention applications to branes in the Minkowskian AdS 3 and its cigar coset.
The AdS 2 D-branes in AdS 3 have received some attention after the work of Bachas and Petropoulos [1] . After some semi-classical studies [2, 3] , important progress was made with the determination of exact boundary states [4, 5] and open-string spectra [4] for the AdS 2 branes in the Euclidean AdS 3 . This progress relies on the understanding of closed string theory in AdS 3 and its Euclidean version H + 3 [6, 7] . However, the determination of the boundary states was done by solving the factorization constraint of only one degenerate bulk field. Their consistency is thus far from being proven [8] . Another problem appeared in [4] , where it was argued that a consistent density of state for open strings stretched between two different AdS 2 branes could not be found by solving the boundary factorization constraints. It would be very strange that each individual AdS 2 brane would be physical, but that one could not consistently stretch open strings between them.
By examining carefully the analyticity properties of the density of state, I will argue that it is in fact possible to find a solution to the boundary factorization constraint for two different AdS 2 branes. The result can be found in eqs. (6) and (7) (written in terms of reflection amplitudes; I will explain their relation with open-string densities).
This result is not only reassuring for the consistency of the AdS 2 branes in H + 3 , but also has implications for branes in AdS 3 and the cigar SL(2, R)/U (1). Indeed, strings stretching between two opposite AdS 2 branes are related by spectral flow to strings with winding one-half. Thus, our result (6) gives the density of long strings with odd winding number living on a single AdS 2 brane in AdS 3 . As predicted in [3] , this differs from the density of long strings with even winding number. Moreover, the AdS 2 branes descend to D1 branes in the cigar, which have open string modes with half-integer winding. Their density is also given by eq. (6), see [9] . This was in fact the original motivation for this work. , then we will be interested in AdS 2 branes of equations ψ = r for some real constant r.
The spectrum of strings stretching between two such branes ψ = r 1 and ψ = r 2 can be described by a density of states N (j|r 1 , r 2 ) = N (P |r 1 , r 2 ). This is linked to another physical quantity, the reflection amplitude R(j|r 1 , r 2 ) such that N (j|r 1 , r 2 ) = 1 2πi ∂ ∂j log R(j|r 1 , r 2 ). The reflection amplitude describes the reflection of an incoming plane wave of spin j coming from spatial infinity, into an outgoing wave with a phase R(j|r 1 , r 2 ); so R(j|r 1 , r 2 ) comes with the pysical requirement that its modulus should be one, expressing the unitarity of the reflection process. This is equivalent to N (j|r 1 , r 2 ) being real.
The definition of the reflection amplitude holds for general quantum mechanical systems living on noncompact spaces, so that we can define asymptotic states and study their reflection properties. In general the density of states suffers from a universal large volume divergence, which can be regularized by considering relative reflection amplitudes and densities of states. In our case this means that we will in fact consider R(j|r1,r2) R(j|0,0) (we will sometimes keep this regularization implicit, as we already did in the above relation between R(j|r 1 , r 2 ) and N (j|r 1 , r 2 )).
The consistency condition deriving from factorization constraints was found in [4] (formula (4.43))
where we use the function
where b 2 is related to the level k by b 2 = 1 k−2 , and we omitted a b-dependent factor. Note that these quantities were originally written in terms of parameters ρ 1,2 instead of r 1,2 , but solving the case r 1 = r 2 was enough to determine ρ as a function of r and b. Moreover, note that the consistency condition (1) involves the analytic continuation of the amplitude R(j|r 1 , r 2 ) outside of the physical range. This continuation will give rise to subtleties when r 1 = r 2 . Now let me solve the equation (1) . First recall the solution when r 1 =r 2 , already found in [4] :
here we omit r-independent factors and use the function S k
For R(j|r, −r), let me write an ansatz obtained by replacing S k with a new function S ′ k in eq. (3) :
This function R(P |r, −r) =
Once we know a reflection amplitude R(j|r, −r) satisfying (1), it is easy to find a solution with arbitrary r 1,2 :
In order to prove that our ansatz (6) satisfies eq. (1), we have to define the analytic continuations involved in eq. (1) as well as the squareroot in (6) . First notice that the function S k (x) is analytic in the strip |ℑx| < 
so it can be continued to a meromorphic function on the whole complex plane. Similarly, S ′ k (x) is analytic in the strip |ℑP | < 1 2 . In order to evaluate eq. (1) we need to go to the boundary of this strip, where we meet singularities. Using eq. (8), R(P |r, −r) 2 can easily be defined as a meromorphic function in the whole complex plane, and it satisfies (the square of) eq. (1). However, R(P |r, −r) has branch cuts due to the square root. Indeed, the function S
2 has a pole at x = i 2 and a zero at x = − i 2 , as we can see from eq. (8) and the identity
Branch cuts of S ′ k (x) originate at this pole and this zero. We want eq. (1) to be satisfied for all j in the neighbourhood of the physical line j = − is meromorphic and satisfies eq. (1). To check these results, one can evaluate the annulus amplitude with the boundary states of [4, 5] . The branes couple to closed string states labeled |P, n r|P, n ∝ e −2iP r + (−1) n e 2iP r
(here we rewrote eq. (5.3) of [4] , keeping only the n-and r-dependent factors). The annulus amplitude is n∈Z dP r 1 |P, n P, n|r 2 χ P (q), with χ P (q) the character of the corresponding affine Lie algebra representation. Notice that n r 1 |P, n P, n|r 2 = = n r1+r2 2 |P, n P, n|
2 |P, n P, n| r2−r1 2 − 0|P, n P, n|0 , and the Cardy check reduces to the case r 1 = −r 2 . For this case, the identity to be checked is
which also holds. Let me finally explain why no solution to eq. (1) was found in [4] when r 1 = r 2 . In [4] , equation (1) was not used as such but rewritten in the form
which was shown not to admit solutions for r 1 = r 2 . But the derivation of eq. (11) from eq. (1) implicitly assumes that R(j|r 1 , r 2 ) = R(j|r 1 , r 2 ). This does not hold for the R(j|r, −r) that we defined, given the locations of the branch cuts, which are not related by j →j. A way to see that is to notice that on the branch cuts the argument of the square roots is pure imaginary; and if the function √ z has a branch cut iR + in the z-plane then it does not satisfy √ z = √z . Another way to formulate the problem is the following : in order to evaluate eq. (1), one needs the value of R(j|r, −r) for arguments located right on branch cuts, so that one needs to choose on which side they lie. Assuming eqs. (1) and (11) to be equivalent implicitly amounts to the definition R(j− , i.e. we define R(j|r, −r) on both branch cuts by continuity from the interior of the strip |ℑP | < , allowing eq. (1) to hold in the neighbourhood of the physical line (which can be parametrized by j ∈ − 1 2 + iR, ǫ ∈ R).
