一种基于差分进化神经网络的模糊控制方法 by 刘畅 et al.
F 福 建 电 脑UJ IAN COMPUTER
福 建 电 脑2018 年第 3 期
基金项目：福建省高校产学合作项目（2016H6026）
0 引 言
从 1965 年 Zadeh 提出模糊理论 [1]到 1974 年 Mamdani 首次
将模糊逻辑应用在蒸汽机控制 [2]。 模糊理论在控制领域得到了
迅速的发展和成功的应用，关于模糊控制方法的研究引起了学
术界和工业界的广泛关注。 与传统控制方法相比，模糊控制利
用了专家的经验来进行控制，对于非线性、复杂系统的控制显
示出了鲁棒性好、控制响应迅速的优点。
在应用模糊理论进行控制时，一个关键的问题就是隶属函
数的构建，这也是应用模糊理论的难点之一，至今尚未完全解
决。 传统的模糊理论构造隶属函数主要是通过人类专家经验来
获得。 模糊控制通过设置模糊集合、模糊语言变量、模糊逻辑推
理等一系列步骤来实现具体的应用，过程复杂，很大程度上依
赖专家经验。 使得模糊理论在控制领域上的应用受到诸多限
制。
近年来，随着人工智能领域的快速发展。 神经网络与进化
算法（EA），由于其优化过程具有自学习、高维度、无需精确建模
等特点。 因此在控制领域中得到了很好的应用和发展，针对非
线性高阶等复杂控制系统取得了较好的控制效果。 值得注意的
一点是，神经网络与进化算法虽然灵感都来源于现实世界中的
生物活动，但神经网络本质上是一种具有建模能力的局部优化
的算法， 由于其采用梯度下降法调整参数因此易陷入局部最
优，而进化算法本质上是一种具有全局优化能力的随机搜索算
法，其本身并没有建模的能力。 这两大类算法各有所长，因此后
人也利用他们的特点在控制领域进行了许多结合的尝试。 Teo,
Marzuki 利用遗传算法 （GA） 调整模糊神经网络控制器 [3]。
Shuangxin, Dan 等人利用混沌粒子群算法 （Chaotic PSO） 优化
RBF-PID 控制器并将其应用在涡轮调节系统上 [4]。
径向基神经网络（RBF 神经网络）是一种以高斯径向基函
数（Gauss Radial Basis Function）作为激活函数的神经网络。 它
是一种局部逼近的神经网络， 相比典型的 BP 神经网络具有更
好的逼近能力、分类能力和学习速度。 已证明 RBF 神经网络能
以任意精度逼近任非线性函数 [5]。虽然 RBF 神经网络诞生很早，
但由于其良好的逼近性能和计算效率，使其一直都是控制领域
的研究热点。 Mingguang, Wenhui 利用 RBF 神经网络作为参考
适应模型优化单神经元 PID 控制器[6]。 Zhanshan, Zhengwei 等人
将 RBF-PID 控制器应用在风力涡轮发电系统上取得了良好的
效果[7]。
由于 RBF 神经网络采用梯度下降法反向传播调整网络权
值，因此在优化过程中不可避免的会陷入局部最优解。 为此，本
文利用差分进化算法优化 RBF 神经网络的初始参数，将网络的
初始参数优化到一个近似全局最优解的范围。
差分进化算法 （DE）[5] 是一种新兴的随机实数全局优化算
法，与遗传算法（GA），粒子群算法（PSO）都属于进化算法的分
支 。 该算法最早在 1997 年第一届国际进化优化计算竞赛
(ICEO)中表现突出，引起了很多学者的关注和研究，并取得许多
新进展[6]。 DE 与 GA 最大的不同之处在于，GA 算法采用基因数
值的随机变化作为变异方法， 而 DE 算法则是通过具体规则对
不同个体间的差异进行随机组合进行变异。 DE 算法相比于 GA
算法结构简洁，计算效率高，需要设置的参数更少，拥有更好的
收敛速度。 与 PSO 算法相比 DE 算法保持了良好的全局搜索能
力[7][8][9]。同时 DE 算法以其出色的性能在控制领域得到了广泛关
注。 I.Chiha, J.Ghabi 等人从帕累托优化得到灵感， 提出多目标
DE 算法(MODE)并利用其调整 PID 控制器，为多目标优化问题
提供了一种全新的思路 [10]。 Rinki, Manisha 等人提出一种改进
DE 算法（IDE），通过一种新的变异算子进行 DE 算法变异，并
利用其优化分数阶 PID 控制器，取得了较为理想的收敛速度和
控制效果 [11]。
本文从 RBF 神经网络本身的特点出发， 提出一种基于 DE
算法的两步优化网络参数方法，利用其优化后的 RBF 神经网络
作为模糊控制的隶属函数。 提升了算法的计算效率和优化效
果。 并引入两种典型的控制系统进行仿真测试，取得了良好的
控制结果。
1 基于差分进化算法的 RBF神经网络控制器
1.1 径向基神经网络
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【摘 要】在模糊控制的实际应用中，隶属函数的选取往往依靠专家经验设定。这使得模糊控制由于隶属函数设定复
杂，加大了实际应用的难度，往往达不到较好的控制效果。本文从 RBF神经网络的特点出发，使用差分进化算法分成两
个部分来优化 RBF神经网络的参数，使之可以自动设置模糊控制的隶属函数。再通过模糊控制实时调整的 PID控制器
的三个参数，并分别对二阶系统和倒立摆系统进行仿真模拟。简化了模糊控制的设置方法，提高了进化算法在优化神经
网络参数过程中的计算效率，取得了较好的控制效果。
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图 1 传统模糊控制结构
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RBF神经网络由三层组成：输入层、隐含层和输出层。 输入
层的数值信息直接作用在隐含层上， 隐含层的激活函数采用高
斯径向基函数构成。 每个隐含层包含一个中心向量 cj，cj与输入
向量 x（t）具有相同的维数，通过计算二者之间的欧氏距离‖x（t）
-cj（t）‖2作为径向基函数的输入向量。
其中，bj表示高斯径向基函数的宽度， 是一个正标量；m 为
隐含层节点数量。网络输出由隐层输出与权值的乘积求和构成。
其中，w 是输出层的权值；n 是输出节点个数；y 是神经网络
输出。
RBF 神经网络采用梯度下降法反向传播调整网络参数（c，
b，w）。这种学习方式很容易陷入局部最优。因此本文从 RBF 神
经网络自身特点出发，利用差分进化算法的良好的全局并行搜
索能力来优化 RBF 神经网络的参数，使其能够收敛到全局最优
解，并减小在响应初始阶段的误差。
1.2 差分进化算法
差分进化算法是一种受达尔文进化论启发的进化算法，它
的特点是不需要对优化对象进行精确建模就可以得到近似最
优解，同时具有良好的并行全局搜索能力。 可以避免陷入局部
最优解。对高维优化问题有着良好的性能。DE 算法主要由以下
几个部分组成。
1.2.1 初始化
首先对需要优化的问题进行实数编码，确定解的格式。 每
个解相当于一个生物个体，它由若干个染色体组成。 每个染色
体用一个实数表示。 解中染色体的数量代表了求解问题的维
度。 然后需要确定种群数量 Np， 也就是每代中生物个体的数
量，更大的种群数量会提高全局搜索能力，随之而来的是计算
量的提升。接下来需要设置变异算子 F、交叉算子 Cr。最后设定
最大进化代数 Gm（即迭代次数）和终止条件，只要种群中的最
优解满足终止条件或者迭代次数达到最大进化代数，则算法结
束。
1.2.2 变异
在生物学上，“变异”指的是染色体的基因特征发生突然变
化。在 DE 算法中，突变就是通过一系列操作使得种群中个体的
实数组成发生突然变化。 DE 算法的突变过程与遗传算法不同，
这也是其独特的一点。
具体对于个体‖X i，G来说，i 代表当前个体的编码，G 代表当
前个体所处的代数。 首先随机从［1,Np ］范围中随机选取 r1i、r2i、
r3i三个整数， 同时这三个整数要与其对应的原始个体下标 i 不
同，分别将三个整数对应的个体‖X r1i，G 、
‖X r2i，G 、
‖X r3i，G带入下面的
公式。
‖V i，G=
‖X r1i，G+F·（
‖X r2i，G+
‖X r3i，G ）
其中 F 为变异算子，这样我们就得到了代表全新的变异个
体的‖V i，G ，对应于原始
‖X i，G。
相比于遗传算法，DE 算法的变异程度更大。 这种变异方法
提高了算法的搜索能力。
1.2.3 交叉
因为‖V i，G与
‖X i，G完全不同， 在实际的生物进化过程中，突
变往往是生物个体小范围内的变化，这样既保留了前一代的基
因特性，同时又为下一代进化提供了可能性。 因此在突变过程
的后面引入了交叉过程，交叉过程就是通过一定的概率（交叉
概率）将变异后的染色体和原始的染色体随机交叉组成新的个
体‖U i，G 。
j 代表个体重染色体的编码，i 代表个体编码，G 代表当前
代数。 代表新一代的个体‖U j，i，G 。
1.2.4 选择
根据具体需要解决的问题，设置相对应的评估函数。 在本
文中选用误差绝对值积分（IAE）作为评估个体适应度的指标。
对经过变异交叉的所有个体进行评估，评估以后若当前个体的
适应度超过前一代的对应个体，说明对此个体而言此次变异交
叉的操作是成功的，则保留当前的个体。 若经过评估后发现个
体适应度不如前一代，说明对此个体而言，变异和交叉是不成
功的。 则依旧保留前一代较为优秀的个体进入下一代。 最后从
所有个体中选取适应度最好的个体作为此代个体的最优值，若
达到终止条件或者最高迭代次数则进化停止。 否则进入下一轮
迭代。
1.3 基于差分进化神经网络的模糊控制策略
本文采用 RBF 神经网络辨识控制系统，得到系统的雅可比
值后作为 PID 控制器参数的隶属函数。 为了避免 RBF 神经网
络陷入局部最优，采用 DE 算法对其进行初始优化。使 PID 控制
器可以在控制过程中动态调整参数，达到理想的控制效果。
RBF 神经网络以高斯径向基函数（RBF 函数）为激活函数，
每个隐层单元代表一个聚类的中心，cj 代表隐含层第 j 个神经
元的 RBF 函数中心点坐标向量，bj 代表隐含层第 j 个神经元的
RBF 函数宽度。 通过计算输入与每个隐层中心的欧氏距离带入
RBF 函数中得到隐含层的输出。
每一个隐层的聚类中心 c 和中心宽度 b， 都代表了神经网
络对一个高维解区域的映射能力。 若干个隐层的输出与权值相
乘以后叠加起来，构成了 RBF 神经网络的输出。 正是因为这种
特殊的结构设置，使得 RBF 神经网络相比于典型的 BP 神经网
络拥有了更好的逼近能力、分类能力和学习速度。
从 RBF 神经网络输入的角度来看，当聚类中心 c 与中心宽
度 b 的范围选取不当时，RBF 神经网络就会出现一些问题。 当
图 2 RBF神经网络结构
图 3 DE算法优化步骤
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范围选取过小时，很容易陷入局部最优解。 当范围选取过大时，
会使得神经网络的收敛速度变慢。因此避免 RBF 神经网络陷入
局部最优的有效方法是选取合适的聚类中心 c 与中心宽度 b，
从而保证了对解空间的有效映射。
从 RBF 神经网络输出的角度来看，其作为隶属函数直接作
用在 PID 控制器上。 而在实际的 PID 控制中，三个参数的数值
范围往往相差很大。 在这种情况下如果使用相同的学习速率来
调整这三个参数的话， 会使数值较大的参数迟迟达不到最优，
数值较小的参数又有可能因为不合适的学习速率导致震荡。
传统的 RBF 神经网络是先随机初始化网络中的 ci、bi、wi
参数（往往是一组 0-1 之间的随机数），然后通过梯度下降法将
误差反向传播调整网络中的参数。 这种随机初始化的问题是在
系统运行的初始阶段会产生较大的误差。 后人引入 GA、PSO 等
进化算法来优化 ci、bi、wi 的初始值。 这样能一定程度上的减小
系统在初始阶段的误差。 但这种方法的问题在于，需要优化的
参数维度过高，例如以 3-6-1 结构的 RBF 网络为例，需要优化
的参数维度达到 30。 由于进化算法随机变异的特点，往往计算
很久都无法达到较为理想的结果。
因此本文引入尺度系数的概念， 从 RBF 网络的特点出发，
将初始优化分成两部分进行，并使用 DE 算法来进行优化。大幅
提高了算法的优化效率。
具体操作如下，首先针对神经网络的输入，分别 ci、bi 对加
入尺度系数 xiteci、xitebi。这样可以快速的调整神经网络对输入
的映射能力。 然后针对输出，分别对引 wi、Kp、Ki、Kd 加入尺度
系数 ηwi、ηKp、ηKi、ηKd，这样可以快速的调整系统对输出的映
射能力。 将这 6 个参数实数编码作为第一部分优化的内容。 通
过将高维优化问题减小到 6 维， 大幅提高了系统的学习效率。
减小了系统的稳态误差。
通过第一部分的优化，系统的已经具备了良好的性能。 但是
由于没有针对系统的初始参数进行具体的初始优化， 所以系统
在运行的初始阶段会产生较大的误差。 因此第二部分对神经网
络的 ci、bi、wi分别进行优化。 以减小系统在初始阶段的误差。
这样分两步走的优点就在于，第一步首先将神经网络的输
入输出的数值范围确定出来，接下来第二步再对神经网络的所
有参数进行高维优化时，因为数值区间已经控制在一个合适的
范围内，可以很快的将误差控制在比较小的范围内。
本文采用的 RBF 神经网络结构为 3-6-1，由 DE 算法对网
络中的权值 wi、中心 ci、中心范围 bi 进行调优。
为了得到理想的控制效果，本文采用误差绝对值积分准则
（IAE）作为 DE 算法评估函数的一部分。 为了防止控制能量过
大导致系统不稳定， 在评估函数中加入控制输入的平方积分
项。为了防止超调，本文加入超调误差 ect（k）的积分项。取 ω1=1，
ω2=0.001，ω3=100。
用 RBF 神经网络得到模糊 PID 的隶属函数，并分别对 Kp、
Ki、Kd 三个参数进行动态调整。
2 仿真实例
本文首先以二阶系统为例进行仿真。二阶系统的传递函数为：
采用 RBF神经网络未初始化直接作为 PID 的模糊隶属函
数时的仿真结果如图所示，此时 IAS 为 0.73。
图 4 2- 3- 1结构神经网络隐层示意
a.范围过大 b.范围过小
图 5 不同范围下对解的映射效果
图 6 DE算法优化 RBF的过程
图 7 DE- RBF模糊 PID控制器结构图
图 8 未经优化的 RBF模糊 PID控制二阶系统
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采用本文提出的 DE-RBF 模糊控制策略， 对 RBF 神经网
络的所有参数进行初始优化。 设置种群大小 Np=50，进化代数
Gm=50，变异率 F0=0.5，交叉概率 CR=0.35。 所得误差下图线如
图所示，仿真结果如图所示。 此时 IAS 为 0.13。
2.1 针对倒立摆系统建模仿真
本文针对一级倒立摆进行建模，对 DE-RBF 算法的性能进
行验证。
设小车质量 mc=1kg，摆的质量 m=0.1kg，摆长 L=1m。 联立
微分方程可得到一级倒立摆的数学模型。
将得到的数学模型作为 DE 算法的评估函数，对 RBF 模糊
PID 控制器系统进行优化。
采用 RBF 神经网络未初始化直接作为 PID 的模糊隶属函
数对倒立摆系统进行控制， 仿真结果如图所示， 此时 IAS 为
0.0122。
采用本文提出的 DE-RBF 模糊控制策略，对倒立摆系统进
行控制。 所得仿真结果如图所示。 此时 IAS 为 0.0065。
从仿真结果可以看出，经过 DE 优化过后的 RBF 模糊 PID
控制系统在控制精度上有了较好的响应效果。 从初始阶段就可
以将误差控制在较小的范围。 整个系统响应误差相比未优化之
前有了显著下降。
3 结束语
为了解决模糊控制中隶属函数设置的问题，本文提出使用
DE 算法优化 RBF 神经网络自适应逼近模糊隶属函数。 利用
DE 算法良好的并行全局寻优能力，同时结合 RBF 神经网络自
身的特点进行网络参数优化。较好的解决了传统 RBF 神经网络
容易陷入局部最优解的问题。 为模糊控制的应用提供了一种全
新的思路。 并对两种典型的控制模型进行仿真。 结果表明 DE-
RBF 具有更快的的响应速度和更小的响应误差。 对于非线性高
阶的控制系统具有良好的控制效果。 （下转第 167 页）
图 10 DE算法优化过程的误差下降
图 9 DE算法优化的 RBF模糊 PID控制二阶系统
图 11 倒立摆示意图
图 12 未经优化的 RBF模糊 PID控制倒立摆系统
图 14 DE算法优化过程的误差下降
图 13 DE算法优化的 RBF模糊 PID控制倒立摆系统
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馈，掌握学生的接受知识程度，根据具体情况有效的调整教学
进度， 这种动态式的互动也可以很好的带动整个课堂的氛围，
调动班级整体的学习兴趣。 虽然多媒体技术的应用和发展为物
理课堂教学带来了一定程度的便利，它自身也具有着良好的交
互性，但是这种交互性更多的是人机之间的交互，师生之间的
直接交流沟通则被严重的削弱，因此师生间的情感交流也会被
淡化，这是多媒体技术广泛应用阶段的一处弊端。
2.2 对老师在课堂上的主导地位和多样风格形成了一定的
冲击
教师在课堂教学过程中一直处于主导地位，对课堂起着支
配的作用，但随着多媒体技术的出现以及对它使用的依赖性的
增强，教师的绝对支配者的地位受到了动摇。 多媒体技术的使
用越来越多的趋向程序化和规范化，为了配合它的使用，教师
讲解的过程也需要按着既定的模式和流程进行，这势必会在一
定程度上削弱教师对于课堂的掌控力度。 长此以往，教师灵活
应对课堂变化能力和及时反馈调整能力得不到锻炼，便会慢慢
变弱，这对于教学质量来说影响较坏。 例如，一些教师过分的依
赖于多媒体技术，形象风趣、变化多样的讲课活动变成了一场
场幻灯片的放映活动，以计算机为代表的多媒体技术占据了课
堂主角的地位，教师却仿佛沦为了一个配角，这种本末倒置的
现象实在是不可取。 还有一些教师不会或者是自己懒于利用多
媒体技术针对自己所要讲解的物理知识有特色地进行设计，而
是选择从网上零散的下载一些内容然后进行拼接，这样出来的
成果必然不系统不全面，而且更不会有进步、创新之处值得借
鉴，教师和学生的思维也会被这种模式所固化，教师的课堂模
式和风格也会面临着趋同的风险，失去个性化。
2.3 容易让学生产生惰性和依赖性
多媒体技术的便利性是有目共睹的， 它对于物理知识、问
题、现象的展示是直观清晰的，这种过多的便利性会对学生的
主动思考能力带来一些不利的影响。 学生们依赖于多媒体的展
示，自己的主动思考、想象力度就会减弱，形成思维的惰性，不
利于创新性想法的形成，多媒体的程序化固定模式，也有着将
学生思维变得单项、机械、被动的风险。
3总结
从上述各个方面的利弊分析中，可以看出多媒体技术不断
地融入了高职物理教学的方方面面，利弊共存。 从整体上来看，
多媒体技术在高职物理教学中的作用和影响还是利大于弊的，
若高职学校的广大物理教师能够做到合理应用，不盲目地跟随
大潮流，则可以更进一步地消除一些现阶段多媒体技术使用中
存在和显露的弊端。 现代技术的发展日益强大，在不断的摸索
和探究的过程中挖掘出多媒体技术的更广阔的应用发展空间，
发扬扩大它的实用价值，发挥出它的科学性和必要性，不断消
除各种弊端，尽全力地应用出它的实际价值。
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