Covering dimension d by a normal base  by Georgiou, D.N. et al.
Topology and its Applications 158 (2011) 1990–1996Contents lists available at ScienceDirect
Topology and its Applications
www.elsevier.com/locate/topol
Covering dimension d by a normal base✩
D.N. Georgiou a,∗, S.D. Iliadis a, K.L. Kozlov b,1
a University of Patras, Department of Mathematics, 26 504 Patras, Greece
b Moscow State University, Faculty of Mechanics and Mathematics, Russia
a r t i c l e i n f o a b s t r a c t
MSC:
54B99
54C25
Keywords:
Dimension-like function
Normal base
Covering dimension
S.D. Iliadis introduced the concept of the dimension-like functions of type dim using the
notion of a normal base. Since he considered this notion only from the point of view of the
existence of universal spaces in different classes of spaces, in the present paper the basic
theorems of dimension theory are obtained for these functions. Their relationship with the
relative dimensions of A. Chigogidze and the uniform dimensions of M. Charalambous are
shown.
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1. Introduction and preliminaries
One of the approaches to the notion of dimension belongs to Lebesgue: the covering dimension dim X of a space X is
determined by the smallest order of open covers that can be reﬁned in arbitrary ﬁnite open covers. The covering dimension
was formally introduced by Cˇech. Kateˇtov slightly modiﬁed the deﬁnition of dim, he proposed to use covers by cozero-sets,
in order to introduce the covering dimension of completely regular spaces.
It is known that the Subset Theorem does not hold for the covering dimension. This fact was the reason for A. Chi-
gogidze [10] to introduce the relative covering dimension d which takes into account not only the topological properties of
the space but also its position in the including space. M. Charalambous [4] introduced the uniform dimension μ-dim which
turned out to be useful tool for deducing results on covering dimension.
S.D. Iliadis [17] introduced a notion which here is called the covering dimension of a space by a normal base and is also
denoted by d. This notion appears naturally and was used widely in the construction given in [17] of a universal compact
element in the class of all completely regular spaces of dimension dim less than or equal to a ﬁxed integer n ∈ ω, and
of weight less than or equal to a ﬁxed inﬁnite cardinal τ . Since in [17] this notion is considered only from the point of
view of the existence of universal spaces in different classes of space, and since the dimension dim, the relative covering
dimension d of A. Chigogidze, as well as the uniform dimension μ-dim of M. Charalambous, can be considered as a covering
dimension of a space by suitable normal bases, it is interesting to investigate other dimension properties of this notion. Such
an investigation is presented in this paper.
We note only that the results of the present paper concern all completely regular spaces.
We also note that in [5] the covering dimension of a frame is introduced, and some dimensional properties are proved.
The dimension of a space by a normal base may be considered as a partial case of the dimension of a frame. However,
because of the abstractness of the notion of a frame many properties of normal bases either become too complicated or are
not detected.
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give only the proofs which emphasize the connection between the covering dimension of a space by a normal base with
the dimension dim of the corresponding Wallman compactiﬁcation.
The notion of a normal base for the closed subsets of a space is given in [14]. We recall this notion.
Deﬁnition 1.1. ([14]) A base F for the closed sets of a space X is said to be a normal base if the following conditions are
satisﬁed:
(1) F is a ring: F is closed under ﬁnite unions and ﬁnite intersections.
(2) F is disjunctive: for every F in F and a point x of X not in F there is T in F such that x ∈ T and F ∩ T = ∅.
(3) F is base-normal: for every pair (F , T ) of disjoint elements of F there exists a pair (R, S) of elements of F such that
F ∩ S = ∅, T ∩ R = ∅, and R ∪ S = X . (The pair (R, S) is called a screening of (F , T ) in F .)
The existence of such a base characterizes completely regular spaces. Thus, by a space below we mean a completely
regular space. Natural normal bases are the following:
(a) the family Z(X) of all closed subsets of a normal space;
(b) the family Z(X) of all zero-sets of a completely regular space X ;
(c) the family Z(X, Y ) = X ∩ Z(Y ) consisting of the traces on X of all zero-sets of a space Y , where X is a subspace of Y .
We note that the above concrete normal bases are used in order to study the dimension dim in normal and completely
regular spaces, as well as the relative dimension d (see, for example, [1,11,2,10,8] and references therein).
Let X be a space, Y a subset of X , and F a family of subsets of X . We set F c = {X \ F : F ∈ F}, F |Y = {Y ∩ F : F ∈ F}.
By
⋃F we denote the union of all elements of the family F . We follow terminology from [11] and [12]. By ω we denote
the set of non-negative integers and by N the set of natural numbers.
By ω(X, F) we denote the corresponding Wallman compactiﬁcation (see, for example, [1]) of X , and by ωF we denote
the normal base of ω(X, F) whose elements are the closures in ω(X, F) of the elements of F .
Deﬁnition 1.2. ([15]) Let F be a normal base of a space X and Y a subspace of X . We say that Y is F -normal if the
family F |Y = {Y ∩ F : F ∈ F} is a normal base of Y . A normal base F on X is said to be a hereditarily normal base if any
subspace Y of X is F -normal. A normal base F on X is said to be a perfectly normal base if it is hereditarily normal and any
element of F c is a countable union of elements from F . A normal base F on X is said to be multiplicative if the countable
intersections of elements of F is an element of F .
Deﬁnition 1.3. ([17]) We denote by d the unique dimensional-like function that is deﬁned on the class of all pairs (X, F),
where F is a normal base for the closed subsets on a space X , and taking values in the set {−1,∞} ∪ ω, such that:
(1) d(X, F) = −1 if and only if X = ∅.
(2) d(X, F) n, where n ∈ ω, if for every ﬁnite cover Ω of X by elements of F c there exists a ﬁnite cover of X by elements
of F c , which is a reﬁnement of Ω and has order  n.
Therefore, d(X, F) = ∞ if and only if the equality d(X, F) n is not true for every n ∈ ω.
Remark 1.4. In [17], instead of “d(X, F)  n” it is said that the normal base F of X is (bn-dim  n)-dimensional. The
restriction considered in [17] that the cardinality of F is less than or equal to τ , is not important since τ can be an
arbitrary cardinal.
Deﬁnition 1.5. ([17]) We denote by I the unique dimensional-like function that is deﬁned on the class of all pairs (X, F),
where F is a normal base of a space X , and taking values in the set {−1,∞} ∪ ω such that:
(a) I(X, F) = −1 if and only if X = ∅.
(b) I(X, F)  n, where n ∈ ω, if for every pair (F , T ) of disjoint elements of F there exists a screening (R, S) of (F , T )
such that I(R ∩ S, F |R∩S ) < n or, equivalently, there are disjoint elements O , V of F c such that F ⊂ O , T ⊂ V , and
I(L, F |L) < n, where L = X \ (O ∪ V ) (L is a partition between F and T ).
Therefore, I(X, F) = ∞ if and only if the inequality I(X, F) n is not true for every n ∈ ω.
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Let F and G be two families of closed sets. It is said that F separates G (see, [21]) if for every disjoint elements T1, T2
of G there are disjoint elements F1, F2 of F such that Ti ⊂ Fi , i = 1,2. In [7] a normal base F on a space X is called
separating if F separates Z(X).
The following lemma may be proved using the same arguments as in the proof of [11, Theorem 3.1.1]. To prove the
second statement of the lemma it is suﬃcient to use [15, Remark 1(4)].
Lemma 2.1. Let F and G be families of closed sets of a space X such that F ⊂ G , F separates G , and G is closed under ﬁnite
intersections. Then, any ﬁnite family of elements of G has a swelling by elements of F .
Moreover, if F is a normal base then any ﬁnite family of elements of G has a swelling by elements of F c , which in its turn has a
swelling by elements of F .
The dual statement to Lemma 2.1 is the following lemma.
Lemma 2.2. Let F and G be families of closed sets of a space X such that F ⊂ G , F separates G , and G is closed under ﬁnite
intersections. Then any ﬁnite cover of X by elements of Gc has a shrinking by elements of F c .
Moreover, if F is a normal base then any ﬁnite cover of X by elements of Gc has a shrinking by elements of F , which in its turn has
a shrinking by elements of F c .
Lemma 2.3. Any base F for the closed subsets of a compact (respectively, Lindelöff ) space X, which is closed under ﬁnite (respectively,
countable) intersections, is separating.
Proof. Let F1, F2 be closed disjoint sets in a compact (respectively, Lindelöff) space X . For every point x in F1 there is
a closed set Fx ∈ F such that x /∈ Fx and F2 ⊂ Fx . Thus, {X \ Fx: x ∈ F1} is a cover of F1 by open sets in X and we can
choose a ﬁnite (respectively, countable) subcover Ω of F1. Hence, for the set T2 = X \⋃Ω ∈ F we have F2 ⊂ T2 and
T2 ∩ F1 = ∅. Similarly we construct a set T1 such that F1 ⊂ T1 and T2 ∩ T1 = ∅. 
Lemmas 2.2 and 2.3 imply the following theorem.
Theorem 2.4. For any normal (respectively, normal multiplicative) base F of a compact (respectively, Lindelöff ) space X, dim X =
d(X, F).
Theorem 2.5. For any normal base F of a space X, d(X, F) = dimω(X, F).
Proof. By Theorem 2.4 it is enough to show that d(X, F) = d(ω(X, F),ωF). The last equality immediately follows
from [1, Theorem 2.2(d)], where it is shown that the covers Ω = {O i: i = 1, . . . ,k} of X and ωΩ = {ωO i = ω(X, F) \
clω(X,F)(X \ O i): i = 1, . . . ,k} of ω(X, F) are similar [2] (the natural bijection between them satisﬁes the condition that if
some subfamily of one system has a nonempty intersection, then the corresponding subfamily of the other system has a
nonempty intersection). 
It follows from the construction of the Wallman compactiﬁcation (see, e.g., [1]) of a space X by a normal base F that
ω(F , F |F ) = clω(X,F) F for every F ∈ F . Theorem 2.5 and the Subset Theorem for closed subsets for the dimension dim
(see, e.g. [11, Theorem 3.1.3]) imply the following proposition.
Proposition 2.6 (General Subset Theorem). For any normal base F on a space X and any Y ∈ F , d(Y , F |Y ) d(X, F).
The construction of the Wallman compactiﬁcation, Theorem 2.5 and the ﬁnite case of the Countable Sum Theorem for
closed subsets for the dimension dim (see [11, Theorem 3.1.8]) imply the following proposition.
Proposition 2.7 (Finite Sum Theorem). Let F be a normal base of a space X. If X = ⋃{Xi: i = 1, . . . ,k}, where Xi ∈ F and
d(Xi, F |Xi ) n, i = 1, . . . ,k, then d(X, F) n.
The proof of the following Countable Sum Theorem can be obtained similarly to [11, Theorem 3.1.8] by using Lemmas 2.1
and 2.2.
Proposition 2.8 (Countable Sum Theorem). Let F be a multiplicative normal base of a space X. If X =⋃{Xi: i ∈ N}, where Xi ∈ F
and d(Xi, F |Xi ) n, i ∈N, then d(X, F) n.
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Then, the normal base F = FI |Q on Q is not multiplicative (see [7, Example 2.3]). From Theorem 2.16 and Proposition 2.17
given below, and [7, Proposition 4.1] it follows that d(Q, F) = 1. Since Q is a countable union of singletons and each point
of Q belongs to F , this example shows that the condition on a normal base to be multiplicative is essential in the Countable
Sum Theorem.
The proofs of the following two lemmas and theorem are similar to the corresponding proofs given in [2, Ch. 7, §1].
Lemma 2.10. Let F be a hereditarily normal base of a space X, Y ⊂ X, and let O ′1 , O ′2 be disjoint elements of F c|Y . Then, there are
disjoint elements O 1 , O 2 of F c such that O ′j = O j ∩ Y , j = 1,2.
Lemma 2.11. Let F be a hereditarily normal base of a space X, Y ⊂ X and let O ′j , j = 1, . . . ,k, be elements of F c|Y . Then, there are
elements O j ∈ F c such that
(a) O ′j = O j ∩ Y , j = 1, . . . ,k, and
(b) the systems {O ′j: j = 1, . . . ,k} and {O j: j = 1, . . . ,k} are similar.
Theorem 2.12 (Urysohn–Menger Inequality). Let F be a hereditarily normal base of a space X and X = X1 ∪ X2 . Then,
d(X, F) d(X1, F |X1) + d(X2, F |X2) + 1.
Theorem 2.13 (Subset Theorem). Let F be a multiplicative perfectly normal base of a space X and Y ⊂ X. Then, d(Y , F |Y ) d(X, F).
Proof. Let u = {O ′j ∈ F c|Y : j = 1, . . . ,k} be a cover of Y . By Lemma 2.10 there exists a system {O j ∈ F c: j = 1, . . . ,k} such
that O j ∩ Y = O ′j , j = 1, . . . ,k. Evidently, Y ⊂
⋃{O j ∈ F c: j = 1, . . . ,k}.
Since F is a perfectly normal base, O j = ⋃{F ji ∈ F : i ∈ N}, j = 1, . . . ,k. Thus, W =
⋃{O j ∈ F c: j = 1, . . . ,k} =⋃{F ji ∈ F : j = 1, . . . ,k, i ∈ N}. By Proposition 2.8, d(W , F |W )  d(X, F). Hence, there is a ﬁnite reﬁnement v of{O j: j = 1, . . . ,k} by elements of F c|W ⊂ F c which covers W , the order of which is  d(X, F). Evidently v|Y is the
required reﬁnement of u of the order  d(X, F). 
Remark 2.14. The example of a strongly zero-dimensional hereditarily normal space with perfectly normal open subsets of
positive dimension, given in [19], shows that the condition of perfect normality is essential in the Subset Theorem.
The next theorem is a version of Dowker’s theorem (see, e.g., [2, Ch. 4, §6]). Its proof is similar to the proof of [11,
Lemma 3.1.6].
Proposition 2.15. Let F be a normal base of a space X and n ∈ N. If there exists an element A ∈ F with d(A, F |A)  n and
d(F , F |F ) n, for every element F ∈ F with A ∩ F = ∅, then d(X, F) n.
The following result gives a relation between d and I.
Theorem 2.16. Let F be a normal base of a space X. Then, d(X, F) I(X, F).
Proof. By Theorem 2.5, d(X, F) = dimω(X, F) and by [17, Lemma 5.3.6] or [15, Proposition 6], I(X, F) = d(ω(X, F),ωF).
On the other hand, for any compact space X and any normal base F of it, by [15, Proposition 4], Ind X  I(X, F) and by [11,
Theorem 3.1.28], dim X  Ind X . Thus, d(X, F) = dimω(X, F) Indω(X, F) I(ω(X, F),ωF) = I(X, F). 
Theorem 2.16, [7, Corollary 4.3] and [2, Ch. 2, §3, Proposition 1] (or [11, Theorem 1.6.10]) imply the following proposition.
Proposition 2.17. Let F be a normal base of a space X. Then, d(X, F) = 0 if and only if I(X, F) = 0.
Remark 2.18. Examples (see [2] or [11]) of compact spaces X with dim X < Ind X show that the inequality in Theorem 2.16
cannot be replaced by equality.
Question 2.19. Under what condition on a space X and a normal base F of X do we have d(X, F) = I(X, F)?
Theorem 2.20 (Theorem on Partitions). Let F be a normal base of a space X and n ∈ N. Then, d(X, F)  n if and only if for every
n + 1 pairs (A1, B1), . . . , (An+1, Bn+1) of disjoint elements of F there exist partitions Li ∈ F between Ai and Bi , i = 1, . . . ,n + 1,
such that
⋂{Li: i = 1, . . . ,n + 1} = ∅.
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every i = 1, . . . ,n + 1 the elements of the pairs (clω(X,F) Ai, clω(X,F) Bi) are disjoint elements of ω(X, F). By Theorem 2.5,
dimω(X, F) = d(X, F). Hence, there exist partitions L′i between clω(X,F) Ai, clω(X,F) Bi , i = 1, . . . ,n+1, such that
⋂{L′i: i =
1, . . . ,n+1} = ∅. By Lemmas 2.1 and 2.3 we may consider that L′i ∈ ωF , i = 1, . . . ,n+1. Thus, the sets L′i ∩ X , i = 1, . . . ,n+1,
are the required sets.
Conversely, by Theorem 2.5 it is suﬃcient to show that if for every n + 1 pairs (A1, B1), . . . , (An+1, Bn+1) of disjoint
elements of F there exist partitions Li ∈ F between Ai and Bi , i = 1, . . . ,n + 1, such that ⋂{Li: i = 1, . . . ,n + 1} = ∅, then
dimω(X, F)  n. Let (A′i, B ′i), i = 1, . . . ,n + 1, be pairs of disjoint closed subsets in ω(X, F). By Lemmas 2.1 and 2.3 we
may consider that A′i , B
′
i , i = 1, . . . ,n + 1, are elements of F . By assumption there exists a partition Li ∈ F between A′i ∩ X
and B ′i ∩ X , i = 1, . . . ,n + 1, such that
⋂{Li: i = 1, . . . ,n + 1} = ∅. Then, clω(X,F) Li are the partitions between (A′i, B ′i),
i = 1, . . . ,n + 1, and ⋂{clω(X,F) Li: i = 1, . . . ,n + 1} = ∅. Thus, by [11, Theorem 3.2.6], dimω(X, F) n. 
Recall that if F j is a normal base of a space X j , j = 1,2, then the family of all ﬁnite unions of sets of the form F1 × F2
where F j ∈ F j , j = 1,2, is the product F1 ⊗ F2 of the normal bases (see [15]).
Proposition 2.21. Let F j be a normal base of a space X j , j = 1,2. Then,
ω(X1 × X2, F1 ⊗ F2) = ω(X1, F1) × ω(X2, F2).
Proof. Let χ be an ultraﬁlter on F1 ⊗ F2. It is easy to see that the family of sets of the form F1 × F2, where F j ∈ F j ,
j = 1,2, is a base of χ . Let {Fα1 × Fα2 : α ∈ A} be an indication of this base. Then, the family {Fαj : α ∈ A} is the base for an
ultraﬁlter χ j on F j , j = 1,2. Thus, χ j is an element of ω(X j, F j), j = 1,2. We deﬁne a map ϕ of ω(X1 × X2, F1 ⊗ F2) into
ω(X1, F1) × ω(X2, F2) by setting ϕ(χ) = (χ1,χ2), and prove that ϕ is onto. Indeed, let (χ1,χ2) ∈ ω(X1, F1) × ω(X2, F2).
Then, it is easy to see that the family χ1 × χ2 = {F1 × F2: F1 ∈ χ1, F2 ∈ χ2} is a base for an ultraﬁlter χ in ω(X1 × X2,
F1 ⊗ F2) and ϕ(χ) = (χ1,χ2). We prove that ϕ is continuous. Let F j ∈ F j and ω(F j) = {χ ′ ∈ ω(X j, F j): F j ∈ χ ′}, j = 1,2.
Evidently, ϕ−1(ω(F1) × ω(F2)) = {χ ∈ ω(X1 × X2, F1 ⊗ F2): F1 × F2 ∈ χ}, which means that ϕ is continuous. Obviously,
ϕ is one-to-one. Thus, ϕ is a homeomorphism. 
Theorem 2.22 (Product Theorem). Let F j be a normal base of a space X j , j = 1,2. Then,
d(X1 × X2, F1 ⊗ F2) d(X1, F1) + d(X2, F2).
Proof. By Theorem 2.5,
d(X1 × X2, F1 ⊗ F2) = dimω(X1 × X2, F1 ⊗ F2).
By Proposition 2.21,
dimω(X1 × X2, F1 ⊗ F2) = dim
(
ω(X1, F1) × ω(X2, F2)
)
.
By the Product Theorem for compact spaces (see [11, Theorem 3.2.13]),
dim
(
ω(X1, F1) × ω(X2, F2)
)
 dimω(X1, F1) + dimω(X2, F2).
Again applying Theorem 2.5, we have
dimω(X1, F1) + dimω(X2, F2) = d(X1, F1) + d(X2, F2),
which completes the proof of the theorem. 
Remark 2.23. Pontrjagin’s example of a two-dimensional compact metric space whose square is three-dimensional, together
with Theorem 2.4 shows that the inequality in the Product Theorem may be strict.
3. On dimensions d by normal bases of noncompact spaces
Lemma 3.1. Let F be the normal base of Q given in Example 2.9. Then, ω(Q, F) = I and, therefore, d(Q, F) = 1.
Proof. Let χ be an ultraﬁlter on F . We consider the base Bχ of χ consisting of sets [q1,q2] ∩ Q where q1,q2 ∈ Q, and
show that
⋂{[q1,q2]: [q1,q2] ∩Q ∈ Bχ } is a singleton {tχ } ⊂ I . Indeed, this intersection is not empty since I is a compact
space and the family Bχ is centered. If it contains two distinct points then it contains a segment, which contradicts the fact
that χ is an ultraﬁlter.
We deﬁne a map ϕ mapping χ the point tχ of I . Evidently, this map is an injection. The preimage of the segment
[q1,q2] with rational points (the family of such segments is a base of the closed sets on I) is the family of all ultraﬁlters χ
to which the set [q1,q2] ∩ Q belongs and, therefore, it is closed in ω(Q, F). Thus, the mapping so deﬁned is a dense
continuous injection of a compact space ω(Q, F) on a compact space I . Hence, it is a homeomorphism. 
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Proof. Let G1 be the normal base F considered in Lemma 3.1. By this lemma, ω(Q, G1) = I .
Since Qn is homeomorphic to Q, by Proposition 2.21, ω(Q, Gn) = In for the normal base Gn = G1 ⊗ · · · ⊗ G1 (the product
of n copies of G1) on the space Qn . 
Corollary 3.3. For each i ∈ ω ∪ {∞} there is a normal base Gi on Q such that d(Q, Gi) = i.
Proof. For i = 0 we put G0 = Z(Q). The case i ∈ N follows from Proposition 2.21. For the case i = ∞ we note that Q =⊕{Qi: i ∈N} and put G∞ =⊕{Gi: i ∈N} (see [7]). Then, d(Q, G∞) = ∞. 
Theorem 3.4. For any n,m,k ∈ ω ∪ {∞}, where 0 nm k∞, there exist a space X and normal bases F j , j = 1,2, such that
d(X, F1) = n, dim X =m and d(X, F2) = k.
Proof. For m = 0 we can put X =Q, F1 = G0, and F2 = Gk .
Let m ∈ N. In [15, Example 3(2)] it is noted that for the hereditarily normal space Xm with Ind Xm =m, constructed by
V.V. Filippov [13], there is a normal base F ′m such that I(Xm, F ′m) = 0, m ∈ N. The spaces X = Q ⊕ Xm , and normal bases
F1 = Gn ⊕ F ′m and F2 = Gk ⊕ F ′m are as required.
Let m = ∞. The spaces of examples by K. Tsuda, R. Engelking, and E. Pol (see, e.g., [18]) are A-strongly zero-dimensional
not strongly countable dimensional spaces which are the product of strongly zero-dimensional spaces. Thus, by Theo-
rem 2.22 for such a space Z there is a normal base F0 on Z such that d(Z , F0) = 0. The space X = Q ⊕ Z and the
normal bases F1 = Gn ⊕ F0 and F2 = Z(Z) are as required. 
4. Relations between dimensions by normal bases, relative dimensions of Chigogidze and uniform dimensions of
Charalambous
Let X be a subset of a space Y . The family Z(X, Y ) = X ∩ Z(Y ), traces on X of zero-sets of a space Y , is a multiplicative
perfectly normal base of X . A. Chigogidze [8,9] introduced relative dimensions d(X, Y ) and I(X, Y ) of a subspace X of Y . In
our terminology, d(X, Y ) = d(X, Z(X, Y )) and I(X, Y ) = I(X, Z(X, Y )).
The Wallman compactiﬁcations which arise from normal bases consisting of zero-sets are called in [21] z-compactiﬁ-
cations. Since Z(X, Y ) is a separating, nest-generated intersection ring [20], [20, Theorem 2.2] states that Z(X, Y ) =
Z(X,ω(X, Z(X, Y ))). Also, [8, Theorem 2.5] states that
d(X, Y ) = d(X,ω(X, Z(X, Y )))= dimω(X, Z(X, Y )).
Thus, taking into consideration [20, Theorem 2.9], we have the following proposition.
Proposition 4.1. For any subset X of the space Y the relative dimension d(X, Y ) is equal to the dimension dim of the z-compactiﬁcation
ω(X, Z(X, Y )).
The set of all relative dimensions d of X coincides with the set of dimensions dim of all z-compactiﬁcations of X .
Taking into consideration [15, Proposition 6] we obtain the following proposition.
Proposition 4.2. For any subset X of the space Y ,
I(X, Y ) = I(ω(X, Z(X, Y )),ωZ(X, Y ))
(I(X, Y ) is equal to the dimension I of the z-compactiﬁcation ω(X, Z(X, Y )) by the normal base ωZ(X, Y ) of X ).
The set of all relative dimensions I of X coincides with the set of dimensions I of all z-compactiﬁcations ω(X, Z(X, Y )) of X by the
normal bases ωZ(X, Y ).
A subset G of a uniform space (X,μ) is called μ-open (see [4]) if there is an open set H of a metric space M and
a uniformly continuous function f : X → Y with G = f −1(H). It was shown in [4] that the family Fμ of complements in X
to all μ-open sets is a multiplicative perfectly normal base of X . M. Charalambous [4,6] introduced uniform dimensions
μ-dim X and μ-Ind X of a space X . In our terminology, μ-dim X = d(X, Fμ) and μ-Ind X = I(X, Fμ).
By [16, Proposition 7.3 and Remark 7.4], a compact space K is the Samuel compactiﬁcation of X with respect to some
M-ﬁne uniformity on X if and only if K is the Wallman compactiﬁcation by the normal base {Z ∩ X: Z ∈ Z(K )}. For
a uniform space (X,μ) let μˆX be the uniformity on X with base the ﬁnite covers consisting of μ-open sets. [4, Propo-
sition 8] states that the families of μ-open sets and μˆX -open sets coincide. The uniformity μˆX is the totally bounded
reﬂection of the M-ﬁne uniformity on (X,μ) [16] (see also [3]). Therefore, the family of μˆX -open sets coincides with
traces on X of cozero-sets of its Samuel compactiﬁcation Xˆ .
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(a) Let (X,μ) be a uniform space. Then μ-dim X = d(X, Xˆ), where Xˆ is the completion with respect to μˆX which is a z-compactiﬁ-
cation of X .
(b) Let Xˆ be a z-compactiﬁcation of X . Then d(X, Xˆ) = μ-dim X, where μ is the restriction to X of the unique uniformity on Xˆ .
(c) The set of uniform dimensions μ-dim on a space X coincides with the set of relative dimensions d of X.
Theorem 4.4.
(a) Let (X,μ) be a uniform space. Then μ-Ind X = I(X, Xˆ), where Xˆ is the completion with respect to μˆX which is a z-compactiﬁ-
cation of X .
(b) Let Xˆ be the z-compactiﬁcation of X . Then I(X, Xˆ) = μ-Ind X, where μ is the restriction to X of the unique uniformity on Xˆ .
(c) The set of uniform dimensions μ-Ind on a space X coincides with the set of relative dimensions I of X.
Propositions 4.1, 4.2 and Theorems 4.3 and 4.4 show that both uniform and relative dimensions of a space X are re-
alized as the dimensions of the corresponding z-compactiﬁcations of X and, therefore, are dimensions d and I of X by
multiplicative perfectly normal bases.
Example 4.5. In [15, Example 3(4)] it is shown that there is a normal base F of the countable discrete set N such that
I(N, F) 1. By Proposition 2.17, d(X, F) 1. Since N is Lindelöff, by Proposition 2.5 of [7], Z(N) is the only multiplicative
normal base of N. Hence, if N is a subset of a space Y then, d(N, Y ) = dimβN= 0. If μ is an arbitrary uniformity on N then
by [4, Proposition 2], μ-dimN= μ-IndN= dimN= 0. Thus, [15, Example 3(4)] shows that the set of values of the covering
dimensions of a space by different normal bases is wider than the set of values of the uniform covering dimensions μ-dim
of the same space, or equivalently than the set of values of the relative dimensions on this space.
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