Positive solutions of quasilinear parabolic systems with Dirichlet boundary condition  by Pao, C.V. & Ruan, W.H.
J. Differential Equations 248 (2010) 1175–1211Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Positive solutions of quasilinear parabolic systems with
Dirichlet boundary condition
C.V. Pao a, W.H. Ruan b,∗
a Department of Mathematics, North Carolina State University, Raleigh, NC 27695-8205, United States
b Department of Mathematics, Computer Science and Statistics, Purdue University Calumet, Hammond, IN 46323-2094, United States
a r t i c l e i n f o a b s t r a c t
Article history:
Received 9 January 2009
Revised 4 December 2009
MSC:
primary 35K50, 35J55
secondary 35K57
Keywords:
Quasilinear parabolic and elliptic equations
Degenerate reaction–diffusion system
Maximal and minimal solutions
Asymptotic behavior of solution
Method of upper and lower solutions
Coupled systems for a class of quasilinear parabolic equations and
the corresponding elliptic systems, including systems of parabolic
and ordinary differential equations are investigated. The aim of
this paper is to show the existence, uniqueness, and asymptotic
behavior of time-dependent solutions. Also investigated is the
existence of positive maximal and minimal solutions of the
corresponding quasilinear elliptic system. The elliptic operators
in both systems are allowed to be degenerate in the sense that
the density-dependent diffusion coeﬃcients Di(ui) may have the
property Di(0) = 0 for some or all i = 1, . . . ,N , and the boundary
condition is ui = 0. Using the method of upper and lower solutions,
we show that a unique global classical time-dependent solution
exists and converges to the maximal solution for one class of
initial functions and it converges to the minimal solution for
another class of initial functions; and if the maximal and minimal
solutions coincide then the steady-state solution is unique and
the time-dependent solution converges to the unique solution.
Applications of these results are given to three model problems,
including a scalar polynomial growth problem, a coupled system
of polynomial growth problem, and a two component competition
model in ecology.
© 2009 Elsevier Inc. All rights reserved.
* Corresponding author.
E-mail address: ruanw@calumet.purdue.edu (W.H. Ruan).0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2009.12.011
1176 C.V. Pao, W.H. Ruan / J. Differential Equations 248 (2010) 1175–12111. Introduction
Quasilinear parabolic and elliptic equations have received extensive attentions during the past sev-
eral decades and many topics in the mathematical analysis are well developed and applied to various
ﬁelds of applied sciences. Much of the developed theory in the earlier years are for a single equation
and various porous medium type of reaction–diffusion equations (cf. [1,2,4,14,15,22,23,27,29,31,35–
37]). The main concerns in these works are the global existence of a solution, blow-up property of
the solution, and the qualitative property of the solution including ﬁnite time extinction and large
time behavior of the solution. In recent years, attention has been given to systems of degenerate
quasilinear parabolic equations where the coupling is through either the reaction functions or the
boundary functions. However, most of the discussions are for systems of two porous medium type
of reaction–diffusion equations and with some speciﬁc diffusion coeﬃcients and reaction functions
(cf. [12,28,33,38,39,43]). The recent work in [34] treated a general system of quasilinear parabolic
equations with coupled non-linear boundary conditions. In another direction, the study of strongly
degenerated equations whose sets of degenerate points contain non-isolated points has attracted in-
creasing attention. In particular, mixed equations of degenerate parabolic–hyperbolic type, or even
parabolic–hyperbolic–elliptic type have been under vigorous investigation [3,5,7–10,25,26]. Due to
technical diﬃculties, most studies are concentrated on scalar equations.
In this paper, we consider a coupled system of arbitrary number of quasilinear parabolic equa-
tions in a bounded domain with Dirichlet boundary condition where the domain is assumed to have
the outside sphere property without the usual smoothness condition. The system of equations under
consideration is given by
∂ui/∂t − ai∇ ·
(
Di(ui)∇ui
)+ bi · (Di(ui)∇ui)= f i(t, x,u) (t > 0, x ∈ Ω),
ui(t, x) = gi(t, x) (t > 0, x ∈ ∂Ω),
ui(0, x) = ψi(x) (x ∈ Ω), i = 1, . . . ,N, (1.1)
where u = (u1, . . . ,uN ), Ω is a bounded domain in Rn with boundary ∂Ω , and for each i = 1, . . . ,N ,
ai ≡ ai(t, x), bi ≡ bi(t, x) ≡ (b(1)i , . . . ,b(N)i ), Di(ui), f i(t, x,u) and gi(t, x) are prescribed functions
satisfying the conditions in hypothesis (H2) (see Section 3). The consideration of the convection
term bi · (Di(ui)∇ui) includes the case where the diffusion term in (1.1) is given in the form
∇ · (ai Di(ui)∇ui). In this situation, it suﬃces to replace bi by (bi − ∇ai). In the above system we
allow Di(0) = 0 and gi(t, x) = 0 for some or all i so that system (1.1) is degenerate on the bound-
ary ∂Ω . We also allow ai = b(l)i = 0 (l = 1, . . . ,N) for some i and without the corresponding boundary
condition. In this situation, problem (1.1) is reduced to a coupled system of quasilinear parabolic and
ordinary differential equations in the form
∂ui/∂t − ai∇ ·
(
Di(ui)∇ui
)+ bi · (Di(ui)∇ui)= f i(t, x,u) (i = 1, . . . ,n0),
∂ui/∂t = f i(t, x,u) (i = n0 + 1, . . . ,N),
ui(t, x) = gi(t, x) (i = 1, . . . ,n0),
ui(0, x) = ψi(x) (i = 1, . . . ,N). (1.2)
In addition to the above parabolic systems we study the corresponding quasilinear elliptic (or steady-
state) system
−ai∇ ·
(
Di(ui)∇ui
)+ bi · (Di(ui)∇ui)= f i(x,u) (x ∈ Ω),
ui(x) = gi(x) (x ∈ ∂Ω), i = 1, . . . ,N, (1.3)
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corresponding steady-state system is reduced to (1.3) for i = 1, . . . ,n0, and f i(x,u) = 0 for i =
n0 + 1, . . . ,N . Since this system can be reduced to that in (1.3) for (u1, . . . ,un0 ) when the equa-
tions f i(x,u1, . . . ,uN ) = 0 are solved for un0+1, . . . ,uN in terms of u1, . . . ,un0 we only consider the
system (1.3).
The aim of this paper is to show (i) the existence and uniqueness of a global classical solution
of the systems (1.1) and (1.2), (ii) the existence of positive maximal and minimal solutions of (1.3),
including the uniqueness of the positive solution, and (iii) the asymptotic behavior of the solution
of (1.1) in relation to the positive solutions of (1.3) as t → ∞. The asymptotic behavior of the time-
dependent solution of (1.1) leads to a global attraction property of the maximal and minimal solutions
as well as the asymptotic stability of a positive steady-state solution. Our approach to the above aim
is by the method of upper and lower solutions, its associated monotone interactions, and various
comparison principles.
Literature dealing with quasilinear parabolic equations in the form of (1.1) is extensive, and most
of the earlier treatments are for scalar equations with N = 1 (cf. [5,13,19–21,24,31,40–42,44,46]). The
main concerns in the above works are for the existence of a global solution and the blow-up property
of the solution. In particular, the works in [20,21] deal with the Cauchy problem in the one-spatial
dimensional case with D(u) = uσ and f (u) = uβ , for some positive constants σ and β; those in [5,
24,40,41,46] treat the Cauchy problem with more general equations; those in [6,13,42,44] consider
initial–boundary value problems in a bounded domain with either the Neumann type or the mixed
type boundary conditions; and that in [31] deals with the Dirichlet boundary condition. The global
existence and blow-up problem has been extended in [11,12,16,17,22,23,28,45] for a coupled system
of two reaction–diffusion type of equations, where the diffusion and reaction functions are given
respectively by Di(ui) = uαii and f i(u1,u2) = σiumi1 uni2 , i = 1,2, for some positive constants αi , mi
and ni . Recently the authors treated a general coupled system of N equations in the form of (1.1) but
with non-linear boundary conditions (cf. [34]). An important difference between the system in [34]
and the present system (1.1) is that in the Neumann–Robin type of boundary conditions, including
non-linear boundary conditions, it is possible to construct a positive lower bound of the solution for
the degenerate case Di(0) = 0. However, for the Dirichlet boundary condition
ui(t, x) = 0 (t > 0, x ∈ ∂Ω), i = 1, . . . ,N, (1.4)
which corresponds to the case gi(t, x) = 0 in (1.1) this is no longer possible. This diﬃculty causes
considerable complication in proving the existence of a classical solution to (1.1). We overcome this
diﬃculty by constructing a suitable sequence of approximations and some comparison functions
which avoids the impossible search of a positive lower bound of the solution (for the homogeneous
Dirichlet boundary condition (1.4)). Moreover, this construction is used to show the existence and
uniqueness of a classical solution for a large class of domain Ω which is not required to be very
smooth. This class of domains includes a rectangle or a trapezoid in R2, and a box or a cylinder in R3
which appear often in concrete physical problems.
There are several ways in which our method can be extended. For example, the convection term
can be made more general, and the notion of upper and lower solutions can be extended to a weak
form so that it has more ﬂexibilities. Some of these extensions will be presented in a forthcoming
paper. However, due to technical reasons, our current method cannot be directly extended to the case
where diffusion is anisotropic, i.e., when the functions Di in the diffusion term are replaced by a
symmetric non-negative deﬁnite matrix. In addition, our method requires that the functions Di be
degenerate only at ui = 0. Hence, the method for the present form does not apply to strongly de-
generate equations. Whether it can be extended to the last two cases will be a subject of our future
investigations.
The plan of the paper is as follows: In Section 2 we show the existence of a classical solution to
the scalar problem (1.1) and (1.3) (with N = 1) using the method of upper and lower solutions. These
existence results are extended to the coupled systems (1.1) and (1.3) in Section 3, and to the ellip-
tic system (1.2) in Section 4. Section 5 is devoted to the asymptotic behavior of the time-dependent
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sults for the time-dependent system. Finally, in Section 6 we give some applications to three model
problems arising from population growth, heat conduction, and mathematical biology. These applica-
tions demonstrate some quite distinctive dynamic behavior of the time-dependent solutions between
constant diffusion and degenerate diffusion.
2. The scalar parabolic and elliptic problems
Let Q T = (0, T ] × Ω , ST = (0, T ] × ∂Ω and Q T = [0, T ] × Ω , and let Cm(Q ), Cα(Q ) be the re-
spective spaces of m-times differentiable and Hölder continuous functions in Q , where T > 0 is an
arbitrary constant and Q represents a domain or a sector between two functions. For vector functions
with N-components we denote the above function spaces by Cm(Q ) and Cα(Q ), respectively. Similar
standard function spaces will be used throughout the paper. To illustrate our basic approach to the
coupled system (1.1) we ﬁrst consider the following scalar quasilinear parabolic boundary problem
ut − a∇ ·
(
D(u)∇u)+ b · (D(u)∇u)= f (t, x,u) in Q T ,
u(t, x) = g(t, x) on ST ,
u(0, x) = ψ(x) in Ω, (2.1)
where a ≡ a(t, x), b ≡ b(t, x), D , f and g are prescribed functions satisfying hypothesis (H1) below.
2.1. The scalar parabolic problem
Our approach to problem (2.1) is based on the method of upper and lower solutions which are
deﬁned as follows:
Deﬁnition 2.1. A pair of functions u˜, uˆ ∈ C(Q T ) ∩ C1,2(Q T ) are called ordered upper and lower solu-
tions of (2.1) if u˜  uˆ and if uˆ satisﬁes
uˆt − a∇ ·
(
D(uˆ)∇uˆ)+ b · (D(uˆ)∇uˆ) f (t, x, uˆ) in Q T ,
uˆ(t, x) g(t, x) on ST ,
uˆ(0, x)ψ(x) in Ω, (2.2)
and u˜ satisﬁes (2.2) with inequalities reversed.
For a given pair of ordered upper and lower solutions u˜, uˆ we set
S0 =
{
u ∈ Cα(Q T ) ∩ C(Q T ); uˆ  u  u˜
}
.
To ensure the existence of a positive solution to (2.1) we make the following smoothness hypothesis:
(H1) (i) a(t, x) ∈ Cα,1(Q T ), b(l)(t, x) ∈ Cα/2,α(Q T ) (l = 1, . . . ,n), a(t, x)  a0 > 0 in Q T , g(t, x) ∈
Cα/2,α(ST ), and ψ(x) ∈ Cα(Ω), where α ∈ (0,1) is a constant.
(ii) D(u) ∈ C1(S0), D(u) > 0 for u > 0, D(0) 0 and D ′(u) 0 for u near 0.
(iii) f (t, x, ·) ∈ Cα/2,α(Q¯ T ), f (·,u) ∈ C1(S0), and f (t, x,0) 0 in Q T .
(iv) g(t, x) 0 on ST , ψ(x) > 0 in Ω and ψ(x) = g(0, x) on ∂Ω .
(v) There exists a constant δ0 > 0 such that for any x0 ∈ ∂Ω there exists a ball K outside of Ω
with radius r  δ0 such that K ∩ Ω¯ = {x0}.
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ation, system (1.1) is degenerate which is the main concern of our discussion. The hypothesis (H1)(v)
is a kind of outside strong spherical property of Ω which does not require the usual smoothness con-
dition as is often assumed for the existence of a classical solution (cf. [27]). This weakened condition
is useful in applications such as a rectangle or a polygon in R2 and a cube or a cylinder in R3. In the
following lemma we show a comparison relation between a lower solution and an upper solution.
Lemma 2.1. Suppose u˜ is an upper solution and uˆ is a lower solution of (2.1), both are non-negative in Q T .
Then u˜(t, x) uˆ(t, x). Moreover, problem (2.1) has at most one solution.
Proof. Let z(t, x) = uˆ(t, x) − u˜(t, x). If the conclusion were false, then the maximum of z in Q T is
positive. By Deﬁnition 2.1, z satisﬁes the inequalities
zt − A(t, x)	z + B(t, x) · ∇z + C(t, x)z 0 in Q T ,
z(t, x) 0 on ST ,
z(0, x) 0 in Ω, (2.3)
where
A(t, x) = a(t, x)D(uˆ),
B(t, x) = −a(t, x)∇D(uˆ) − a(t, x)D ′(θ1)∇u˜ + D(uˆ)b(t, x),
C(t, x) = −a(t, x)∇ · (D ′(θ1)∇u˜)+ D ′(θ1)b · ∇u˜ − fu(t, x, θ2) (2.4)
and θ1 and θ2 are functions between uˆ and u˜, given by the mean value theorem. Let k |C |L∞(Q T ) be
a constant and let w(t, x) = z(t, x)e−kt . Then the maximum of w in Q T is also positive and by (2.3)
wt − A(t, x)	w + B(t, x) · ∇w +
(
k + C(t, x))w  0 in Q T ,
w(t, x) 0 on ST ,
w(0, x) 0 in Ω. (2.5)
Assume that the maximum of w in Q T is achieved at (t0, x0). Then by the last two inequalities
of (2.5), (t0, x0) ∈ Q T . Hence wt(t0, x0) 0, 	w(t0, x0) 0, ∇w(t0,w0) = 0, and
wt − A(t, x)	w + B(t, x) · ∇w +
(
k + C(t, x))w  (k − |C |L∞(Q T ))w(t0, x0) > 0.
This contradicts the ﬁrst inequality of (2.5) which leads to u˜  uˆ. Since by Deﬁnition 2.1 every solution
of (2.1) is an upper solution as well as a lower solution, the above conclusion ensures that there is at
most one solution in S0. 
Let u˜(t, x), uˆ(t, x) be a pair of ordered upper and lower solutions which are positive in Q T (but
may be zero on ST ). Our goal is to show that given any non-negative boundary function g(t, x),
including the case g(t, x) = 0 at some or all (t, x) ∈ ST , there exists a unique classical solution in
the sector S0. To include the degenerate case D(0) = 0 we ﬁrst construct a sequence of approximate
solutions {uε} as follows: Choose, for each ε > 0, a smooth function Dε(u) such that Dε(u) = D(u)
for u  ε, Dε(u) D(ε)/2 for u < ε, and Dε(u) is increasing in ε. Also deﬁne
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{
0, inf
(t,x)∈Q T
0uε
f (t, x,u)
}
,
where f (t, x,u) is the function in (2.1). By the continuity property of f (t, x,0) and the hypothesis
f (t, x,0)  0, mε is non-increasing in ε and limε→0mε = 0. Consider the solution uε of the non-
degenerate problem
ut − a∇ ·
(
Dε(u)∇u
)+ b · Dε(u)∇u = f (t, x,u) −mε in Q T ,
u(t, x) = g(t, x) + ε on ST ,
u(0, x) = ψ(x) + ε in Ω. (2.6)
Since the above problem is non-degenerate there exists Tε > 0 such that a unique classical solution uε
exists in (0, Tε) × Ω . (This follows from Theorem 6.4 of [27, Chapter V] and Theorem 9 of [18, Chap-
ter 3]. See Appendix A for details.) We establish some properties for the solution uε . The following
comparison result from [2, Lemma A.1] will be used for proving uε  ε.
Lemma 2.2. Let u, v ∈ C(Q T ) ∩ C1,2(Q T ) and satisfy the inequalities
ut − A(t, x,u)	u + B(t, x,u) · ∇u + C(t, x,u)|∇u|2  F (x, t,u) in Q T ,
vt − A(t, x, v)	v + B(t, x, v) · ∇v + C(t, x, v)|∇v|2  F (x, t, v) in Q T ,
u(t, x) v(t, x) on ST ,
u(0, x) v(0, x) in Ω, (2.7)
where A(t, x,u), B(t, x,u), C(t, x,u) and F (t, x,u) are continuous functions which are differentiable in u, and
A(t, x,u) A0 > 0. Then u(t, x) v(t, x) in Q T .
Although the smoothness hypotheses on the function A, B, C and F in [2, Lemma A.1] are stronger,
the proof given there can be easily modiﬁed so that the above conclusion holds true for the present
weaker hypotheses. We now present some properties for the solutions uε of (2.6).
Lemma 2.3. Let hypothesis (H1) hold and let T ′ε = min{T , Tε}. Then for each ε > 0 the approximate solu-
tions uε of (2.6) possess the following properties: (i) uε(t, x)  ε in Q Tε ; (ii) uε(t, x) is increasing in ε; and
(iii) uˆ(t, x) uε(t, x) in Q T ′ε .
Proof. (i) To show uε  ε for each ε > 0, we observe from mε  f (t, x, ε) that f (t, x, ε) − mε  0.
Hence by applying Lemma 2.2 to (2.6) for u = uε , v = ε and
A(t, x,u) = a(t, x)Dε(u) a0D(ε)/2 > 0,
B(t, x,u) = Dε(uε)b(t, x), C(t, x,u) = −a(t, x)D ′ε(u)
we obtain uε  ε in Q Tε .
(ii) To show that uε is increasing in ε, we let ε > δ and z(t, x) = uε(t, x) − uδ(t, x). Since by
(i) uε  ε and uδ  δ in Q Tε , it follows that Dε(uε) = D(uε) and Dδ(uδ) = D(uδ). Hence z(t, x) =
ε − δ > 0 on ST ′ , z(0, x) = ε − δ > 0 in Ω and
zt − aD(uε)∇2z +
(−a∇D(uε) − aD ′(θ1)∇uδ + D(uε)b) · ∇z
+ (−a∇ · (D ′(θ1)∇uδ)+ D ′(θ1)b · ∇uδ − fu(t, x, θ2))z = −mε +mδ in Q T ′ ,
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ison principle for linear parabolic boundary problems that z 0 in Q T ′ . This proves uε  uδ .
(iii) If we regard Tε as the maximum of t such that uε exists in the domain (0, t) × Ω , then the
monotonicity of uε in ε implies that Tε is non-increasing in ε. Hence if ε < ε0 for any ﬁxed ε0 > 0,
uε exists in Q Tε0 ≡ (0, Tε0 ) × Ω . To show that uε  uˆ in Q T ′ε , we let z = uε − uˆ. Then z(t, x)  0
on ST ′ε , z(0, x) 0 in Ω and
zt − aD(uε)∇2z +
(−a∇D(uε) − aD ′(θ1)∇uˆ + D(uε)b) · ∇z
+ (−a∇D ′(θ1) · ∇uˆ + D ′(θ1)b · ∇uˆ − fu(t, x, θ2))z−mε in Q T ′ε ,
where θ1 and θ2 are between uˆ and uε . Since mε  0, it follows that z  0. This proves uε(t, x) 
uˆ(t, x) and thus the lemma. 
Let ε0 > 0 be ﬁxed and let T0 = Tε0 . Since {uε} is increasing in ε and is bounded below by uˆ, we
see that uε is well deﬁned in Q T0 and the limit
u(t, x) = lim
ε→0uε(t, x) (2.8)
also exists and satisﬁes u(t, x)  uˆ(t, x) in Q T0 . In the following lemma we show that u(t, x) is the
unique local solution of (1.1) when either D(0) > 0 or g(t, x) > 0 on ST .
Lemma 2.4. The function u(t, x) deﬁned by (2.8) is in C1,2(Q T0 ), and is the unique classical solution of (2.1)
in Q T0 if either D(0) > 0 or g(t, x) > 0 on ST0 .
Proof. If D(0) > 0, then problem (2.1) is non-degenerate and the existence of a solution follows from
Theorem 6.4 of [27, Chapter V] and Theorem 9 of [18, Chapter 3] (see Appendix A).
If g(t, x) > 0 on ST0 , then by the hypothesis (H1)(iv), ψ(x) > 0 on Ω¯ . In the case where uˆ(t, x) > 0
in Q¯ T0 , the continuity of uˆ(t, x) ensures that there is a positive number δ such that uˆ(t, x) δ in Q T0 .
Consider problem (2.1) with D(u) substituted by Dδ(u). This modiﬁed problem is non-degenerate.
Hence the existence of a solution again follows from Theorem 6.4 of [27, Chapter V] and Theo-
rem 9 of [18, Chapter 3]. Since the solution u(t, x) satisﬁes u(t, x)  uˆ(t, x)  δ on Q T0 , it follows
that Dδ(u(t, x)) = D(u(t, x)) in Q T0 . Hence u(t, x) is the classical solution of the original parabolic
problem (2.1).
In the case where uˆ is not positive in Q¯ T0 , we show that there is also a ﬁxed δ > 0 such that
uε(t, x) δ in Q T0 for all ε  ε0. Observe that by the hypothesis (H1)(iii), there is a constant k such
that | fu(t, x,u)| < k for (t, x) ∈ Q T0 and u ∈ S0. For each ε > 0, we deﬁne the function vε(t, x) =
ektuε(t, x). The ﬁrst equation in (2.6) implies
(vε)t − a∇ ·
(
Dε(uε)∇vε
)+ b · Dε(uε)∇vε = kvε + ekt( f (t, x,uε) −mε). (2.9)
We show that vε achieves its minimum value either on the boundary ST0 or at t = 0. Suppose the
opposite were true, then there would be a point (t0, x0) ∈ Q T0 such that
(vε)t(t0, x0) 0, ∇vε(t0, x0) = 0, ∇2vε(t0, x0) 0.
This implies that the right-hand side of (2.9) is non-positive at (t0, x0). On the other hand, by the
deﬁnition of k we have
f (t, x,uε) − f (t, x,0) > −kuε.
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be estimated by
kvε + ekt
(
f (t, x,uε) −mε
)
> kvε + ekt
(−ke−kt vε + f (t, x,0) −mε)
 ekt
(
f (t, x,0) −mε
)
 0.
This contradicts the non-positivity of the left-hand side of (2.9). Hence the minimum of vε can only
occur on the boundary ST or at t = 0. This implies
vε(t, x)min
{
inf
(t,x)∈ST0
ekt g(t, x), inf
x∈Ω ψ(x)
}
for all (t, x) ∈ Q T0 .
Therefore
uε(t, x) e−kT0 min
{
inf
(t,x)∈ST0
ekt g(t, x), inf
x∈Ω ψ(x)
}
≡ δ for all (t, x) ∈ Q T0 .
By passing ε → 0, we again obtain u(t, x) δ on Q T0 . It follows from the argument of the previous
paragraph that u(t, x) is the classical solution. This completes the proof of the lemma. 
The above lemma implies that problem (2.1) has a unique classical solution in Q T0 if either
D(0) > 0 or g(t, x) > 0 on ST . Our goal is to show the existence of a global solution for the gen-
eral case D(0) = 0 and g(t, x) 0, including the commonly discussed case D(0) = 0 and g(t, x) = 0.
Based on the argument in the proof of Lemma 2.4 it suﬃces to show that at any point (t0, x0) ∈ ST
where g(t0, x0) = 0, the limit u(t, x) in (2.8) possesses the property
lim
(t,x)→(t0,x0)
(t,x)∈Q T
u(t, x) = 0. (2.10)
Before proving this we prepare the following lemma.
Lemma 2.5. Let BR(y0) be a ball with center y0 and radius R that touches ∂Ω at x0 from outside, and let
δ > 0 be a suﬃciently small constant. Then there is a constant C , depending only on R, such that
|x− x0| C
√
|x− y0|2 − R2 for x ∈ BR+δ(y0) ∩ Ω. (2.11)
Proof. Let x ∈ BR+δ(y0) ∩ Ω and let β be the angle 
 xx0 y0 (see Fig. 1). Then either β  π/2 or
β < π/2. In the ﬁrst case we have, by the law of cosines,
|x− y0|2 = |x− x0|2 + R2 − 2|x− x0|R cosβ  |x− x0|2 + R2,
which yields (2.11) with C = 1. In the second case, we construct an isosceles triangle 	xx0 y1 with
two equal sides R + 1. Then
|x− x0| (R + 1)θ, (2.12)
where θ = 
 xy1x0. On the other hand, by the law of cosines,
|x− y0|2 = (R + 1)2 + 1− 2(R + 1) cos θ,
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which is equivalent to
|x− y0|2 − R2
2(R + 1) = 1− cos θ. (2.13)
By choosing δ suﬃciently small, we may assume that θ  θmax < π/2. Then from tan(θ/2) θ/2 and
cos(θ/2) 1/
√
2 we obtain
1− cos θ = 2 sin2 θ
2
 θ
2
2
cos2
θ
2
 θ
2
4
. (2.14)
It follows from (2.12)–(2.14) that
|x− x0|
√
2(R + 1)
√
|x− y0|2 − R2.
This leads to (2.11) with C = √2(R + 1). 
Fix R and δ suﬃciently small such that R + δ < 1 and (2.11) holds for some C > 0. Then by the
identity
ak − bk = (a − b)(ak−1 + ak−2b + · · · + bk−1)
for any positive integer k with a = |x− y0|2, b = R2, and using the relation R < |x− y0| < R + δ < 1,
we have
|x− y0|2k − R2k  kR2(k−1)
(|x− y0|2 − R2).
This ensures that
R−2k − |x− y0|−2k = |x− y0|
2k − R2k
R2k|x− y0|2k 
k
(R + δ)2(k+1)
(|x− y0|2 − R2),
which leads to the relation
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R−2k − |x− y0|−2k
)1/2 
√
k
(R + δ)2(k+1)
√
|x− y0|2 − R2  C
√
k|x− x0|. (2.15)
The above relation is needed in proving the existence of a solution in the following theorem.
Theorem 2.1. Let u˜(t, x), uˆ(t, x) be a pair of upper and lower solutions of (2.1)which are positive in Q T and let
hypothesis (H1) hold. Then problem (2.1) has a unique classical solution u(t, x) in Q T that satisﬁes the relation
uˆ(t, x) u(t, x) u˜(t, x)
(
(t, x) ∈ Q T
)
.
Proof. By Lemma 2.4, the function u(t, x) deﬁned by (2.8) satisﬁes the parabolic equation in Q T0 and
the initial condition in (2.1). We show that u(t, x) satisﬁes the boundary condition in (2.1) at any
boundary point (t0, x0) where g(t0, x0) = 0.
Slightly reduce T0 if necessary we may assume that uε0 is bounded in Q¯ T0 . Let M = |uε0 |C(Q T0 )
and deﬁne a bounded smooth function f¯ (t, x,u) such that
f¯ (t, x,u) =
{
f (t, x,u) if u  M,
mε0 if u > 2M.
(2.16)
Since u(t, x) uε0 (t, x) in Q T0 , they satisfy the respective equations in (2.1) and (2.6) for every ε  ε0
if f is replaced by f¯ . Let BR(y0) be a ball of radius R < 1 and center y0 /∈ Ω¯ which touches ∂Ω at x0
from outside and let δ > 0 be so small such that R + δ < 1. For each α ∈ (0,1) we deﬁne a smooth
function Dα(s) by
Dα(s) =
{
D(sα/2) if s M,
D((2M)α/2) if s > 2M,
and set
w ≡ Iα(u) =
u∫
0
Dα(s)ds for u  0.
Since I ′α(u) = Dα(u) > 0 the inverse of Iα(u) exists and is denoted by qα(w). Deﬁne also vε = u2/αε
for each ε  ε0. Then by (2.6), vε satisﬁes the equations
(vε)t − a∇ · Dα(vε)∇vε + b · Dα(vε)∇vε +
(
1− α
2
)
aDα(vε)
vε
|∇vε|2
= 2
α
v1−α/2ε
(
f¯
(
t, x, vα/2ε
)−mε) in Q T ,
vε(t, x) =
(
g(t, x) + ε)2/α on ST ,
vε(0, x) =
(
ψ(x) + ε)2/α in Ω. (2.17)
Our aim is to construct an upper solution Uε of (2.17) in a subdomain of Q¯ T containing (t0, x0)
such that Uε(t, x) → 0 as (t, x) → (t0, x0). A possible choice of Uε is given by Uε(t, x) = qα(Wε(t, x)),
where
Wε(t, x) = A1
(
R−2k − |x− y0|−2k
)1/2 + Iα(A2|t − t0|)+ Iα(A3ε2/α) (2.18)
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Cγ ,δ ≡
(
t0 − γ ′, t0 + γ ′′
)× (BR+δ(y0) ∩ Ω). (2.19)
In (2.18), k and Ai , i = 1,2,3, are some constants to be determined, γ ′ = min{t0, γ }, and γ ′′ =
min{γ , T0 − t0} for some γ > 0. For this purpose we need to show the following:
(a) Uε satisﬁes the inequality
(Uε)t − a	Iα(Uε) + b · ∇ Iα(Uε) 2
α
U1−α/2ε
(
f¯
(
t, x,Uα/2ε
)−mε0) (2.20)
in Cγ ,δ for ε  ε0;
(b) Uε(t0 − γ ′, x) vε(t0 − γ ′, x) in BR+δ(y0) ∩ Ω;
(c) Uε(t, x) (g(t, x) + ε)2/α on C¯γ ,δ ∩ ST ; and
(d) Uε(t, x) vε(t, x) for x ∈ ∂BR+δ(y0) ∩ Ω , t ∈ (t0 − γ ′, t0 + γ ′′).
(Notice that the last term on the left-hand side of the ﬁrst equation in (2.17) is non-negative.)
By Lemma 2.1 the above inequalities ensure that Uε  vε in Cγ ,δ , and the property of Uε implies
vε(t, x) → 0 as (t, x) → (t0, x0). We proceed to determine the constants k and Ai . Since Iα(s) is
monotone increasing in s, we see that
Iα(ξ + η) Iα(2ξ) + Iα(2η) for all ξ,η 0. (2.21)
By the assumption (H1)(i), there is a constant K such that
0 g¯(t, x) = g¯(t, x) − g¯(t0, x0) K
(|x− x0|α + |t − t0|α/2),∣∣ψ(x) − ψ(x0)∣∣ K |x− x0|α for (t, x) ∈ Q¯ T , (2.22)
where g¯ is a continuous extension of g from ST to Q¯ T . Since 2/α > 1 the function f (s) = s2/α is
convex. Hence
f
(
s1 + s2
2
)
 f (s1) + f (s2)
2
for all s1, s2. This leads to
(s1 + s2)2/α  22/α−1
(
s2/α1 + s2/α2
)
for all s1, s2. (2.23)
Let K ∗ = 24/αK 2/α and choose Ai , i = 1,2,3, suﬃciently large such that
A1C  K ∗ sup
(t,x)∈Q T0
∣∣Dα(K ∗(|x− x0| + 1)2)(x− x0)∣∣,
A2  K ∗, A3  22/α. (2.24)
Increasing A1 and A2 if necessary, we may assume that
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√
(R + δ)2 − R2  sup
(t,x)∈Q T0
Iα(vε0),
A2γ
′  sup
x∈Ω
vε0
(
t0 − γ ′, x
)
for t0 > 0, and
A1C  22/αK 2/α sup
x∈Ω
∣∣Dα(22/α(ψ(x) + 1)2/α)(x− x0)∣∣ for t0 = 0. (2.25)
With these choices of Ai , we show that the function Uε satisﬁes the initial and boundary inequalities
(b)–(d). To verify (b), we observe that γ ′ > 0 if t0 > 0 and by (2.18), Uε(t0 − γ ′, x) qα(Iα(A2γ ′)) =
A2γ ′ . Hence by the second inequality of (2.25),
Uε
(
t0 − γ ′, x
)
 A2γ ′  vε0
(
t0 − γ ′, x
)
 vε
(
t0 − γ ′, x
)
.
If t0 = 0, then since ψ(x0) = g(0, x0) = 0 and A3  22/α we see from (2.18), (2.15) (with k = 1) and
the last inequality of (2.25) that
Iα
(
Uε(0, x)
)
 A1
(
R−2k − |x− y0|−2k
)1/2 + Iα(22/αε2/α)
 A1C
√
k|x− x0| + Iα
(
22/αε2/α
)
 22/α sup
x∈Ω
∣∣Dα(22/α(ψ(x) + 1)2/α)∣∣(K |x− x0|α)2/α + Iα(22/αε2/α)
in BR+δ(y0) ∩ Ω . It follows from
Iα(w) =
w∫
0
D(s)ds
(
sup
0sw
D(s)
)
w (2.26)
with w = 22/αψ2/α(x) that
Iα
(
Uε(0, x)
)
 22/α sup
x∈Ω
∣∣Dα(22/α(ψ(x) + 1)2/α)∣∣ψ2/α(x) + Iα((2ε)2/α)
 Iα
(
22/αψ2/α(x)
)+ Iα((2ε)2/α)
 Iα
(
22/α−1
(
ψ2/α(x) + ε2/α)) Iα((ψ(x) + ε)2/α),
where we have used the second inequality in (2.22), and the inequalities (2.21) and (2.23). This proves
that
Uε(0, x)
(
ψ(x) + ε)2/α = vε(0, x) in BR+δ(y0) ∩ Ω.
To see that the boundary condition (c) holds on C¯γ ,δ ∩ ST0 , we use (2.15), (2.18) and (2.24) to
obtain
Iα
(
Uε(t, x)
)
 A1
(
R−2k − |x− y0|−2k
)1/2 + Iα(K ∗|t − t0|)+ Iα((2ε)2/α)
 A1C
√
k|x− x0| + Iα
(
K ∗|t − t0|
)+ Iα((2ε)2/α)
 K ∗ sup
x∈Ω
∣∣Dα(K ∗(|x− x0| + 1)2)∣∣|x− x0|2
+ Iα
(
K ∗|t − t0|
)+ Iα((2ε)2/α) on C¯γ ,δ ∩ ST .
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K ∗|x− x0|2 we have
Iα
(
Uε(t, x)
)
 Iα
(
K ∗|x− x0|2
)+ Iα(K ∗|t − t0|)+ Iα((2ε)2/α)
 Iα
(
24/α−1K 2/α
(|x− x0|2 + |t − t0|))+ Iα((2ε)2/α)
 Iα
(
22/α g¯2/α(t, x)
)+ Iα((2ε)2/α)
 Iα
(
22/α−1 g¯2/α(t, x) + 22/α−1ε2/α) Iα((g¯(t, x) + ε)2/α)
on C¯γ ,δ ∩ ST . The monotone non-decreasing property of Iα(w) leads to the conclusion of (c).
To prove (d), we observe from 0 < R + δ < 1, (2.15) and the ﬁrst inequality of (2.25) that
A1
(
R−2k − (R + δ)−2k)1/2  A1√k((R + δ)2 − R2) Iα(vε0(t, x))
for x ∈ ∂BR+δ(y0) ∩ Ω . Hence by (2.18) and I(Uε) = Wε we have I(Uε(t, x))  I(vε0 (t, x)) for x ∈
∂BR+δ(y0) ∩ Ω . This leads to (d).
It remains to choose k so that Uε satisﬁes (a). Notice that since Dα(0) = 0 by assumption, the
function Wε in (2.18) is differentiable if k > 0 is an integer. By the relation Iα(Uε) = Wε and (Uε)t =
(Wε)t/Dα(Uε), a direct differentiation in t gives
(Uε)t = A2 sgn(t − t0)Dα(A2|t − t0|)
Dα(Uε)
.
Similarly, differentiation in x ∈ Ω gives
∇ Iα(Uε) = kA1
(
R−2k − |x− y0|−2k
)−1/2|x− y0|−2k−2(x− y0),
	Iα(Uε) = kA1(n − 2k − 2)
(
R−2k − |x− y0|−2k
)−1/2|x− y0|−2k−2
− k2A1
(
R−2k − |x− y0|−2k
)−3/2|x− y0|−4k−2.
By (H1)(ii), there is a δ0 > 0 such that Dα(s1) Dα(s2) if 0 < s1  s2 < δ0. Let
m = inf
δ0s2M
Dα(s), m¯ = sup
0s2M
Dα(s).
Then since Uε  A2|t − t0|, it follows that
Dα(A2|t − t0|)
Dα(Uε)
 1
if Uε < δ0 and
Dα(A2|t − t0|)
Dα(Uε)
 m¯
m
if Uε  δ0. This proves that Dα(A2|t − t0|)/Dα(Uε) is uniformly bounded. Hence there is a constant
K0 > 0 such that (Uε)t −K0A2 in Cγ ,δ . Also, since a(x) a0 > 0, we can choose k suﬃciently large
such that
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x∈Ω
∣∣b · (x− y0)∣∣.
Increasing A1 if necessary we also have
a0k
2A1 
(
R−2k − (R + δ)−2k)3/2(R + δ)4k+2( 2
α
sup
(t,x)∈Q T0
0s2M
s1−α/2
(∣∣ f¯ (t, x, sα/2)∣∣−mε0)+ K0A2
)
.
With these choices of k and A1, we see that in Cγ ,δ
(Uε)t − a	Iα(Uε) + b · ∇ Iα(Uε)
−K0A2 + ak2A1
(
R−2k − |x− y0|−2k
)−3/2|x− y0|−4k−2
+ kA1
[
a(2k + 2− n) − b · (x− y0)
](
R−2k − |x− y0|−2k
)−1/2|x− y0|−2k−2
−K0A2 + a0k2A1
(
R−2k − (R + δ)−2k)−3/2(R + δ)−4k−2
 2
α
sup
(t,x)∈Q T0
0s2M
s1−α/2
(∣∣ f¯ (t, x, sα/2)∣∣−mε0) 2α U1−α/2ε
(
f¯
(
t, x,Uα/2ε
)−mε0).
This proves (2.20) in Cγ ,δ .
Since Uε is an upper solution of (2.17) in Cγ ,δ , Lemma 2.1 implies that
vε(t, x) qα
(
A1
(
R−2k − |x− y0|−2k
)1/2 + Iα(A2|t − t0|)+ Iα(A3ε2/α)).
In view of (2.8) and uε = vα/2ε we have
u(t, x) = lim
ε→0 v
α/2
ε (t, x)

(
qα
(
A1
(
R−2k − |x− y0|−2k
)1/2 + Iα(A2|t − t0|)))α/2.
It follows from the above relation that (2.10) holds.
Finally, we show that u(t, x) is the classical solution of (2.1) in Q T and u(t, x) u˜(t, x) in Q¯ T . By
Lemma 2.1, u(t, x)  u˜(t, x) in Q¯ T ′0 where T
′
0 = min{T , T0}. Let T ′ be the maximum of τ  T such
that u(t, x) exists in Q τ . If T ′ < T , then u(t, x) is unbounded in Q T ′ . However, since by Lemma 2.1,
u(t, x)  u˜(t, x) in Q T ′ , it is bounded. This is a contradiction which shows that u(t, x) is a solution
in Q T and satisﬁes u(t, x)  u˜(t, x) in Q T . The uniqueness of the solution follows from Lemma 2.1.
This completes the proof of the theorem. 
2.2. The scalar elliptic problem
In this subsection, we continue to use the method of upper and lower solutions to show the
existence of positive solutions of the steady-state problem
−a∇ · (D(u)∇u)+ b · (D(u)∇u)= f (x,u) in Ω,
u(x) = g(x) on ∂Ω, (2.27)
where a = a(x) and b = b(x). The deﬁnition of upper and lower solutions, denoted by u˜s(x) and uˆs(x),
is the same as that in Deﬁnition 2.1 except without the time-derivative term and the initial condition.
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ψ ∈ S∗0 where
S∗0 ≡
{
u ∈ C(Ω¯); uˆs  u  u˜s
}
.
The existence problem of (2.27) has been discussed in [33] where it is assumed that either uˆs(x) > 0
in Ω¯ or there exists a constant K  0 such that K D(u) + fu(x,u) 0 for x ∈ Ω , uˆs  u  u˜s . In the
following theorem we show the existence of positive solutions to (2.27) without the above assumption
by using a different argument.
Theorem 2.2. Let u˜s(x), uˆs(x) be a pair of upper and lower solutions of (2.27) such that u˜s  uˆs > 0 in Ω ,
and let hypothesis (H1) hold where a = a(x), b = b(x), f = f (x,u) and g = g(x). Then problem (2.27) has a
classical solution us(x) such that uˆs(x)  us(x)  u˜s(x) in Ω¯ . Furthermore, there are maximal and minimal
solutions u¯s(x) and us(x) such that every solution us ∈ S∗0 satisﬁes us(x) us(x) u¯s(x).
Proof. Since u˜s and uˆs are also upper and lower solutions of (2.1) whenever uˆ(x) ψ(x) u˜s(x) we
see that problem (2.1) has solutions u¯(t, x) and u(t, x) such that
uˆ(x) u(t, x) u¯(t, x) u˜(x) (t > 0, x ∈ Ω¯), (2.28)
where u(0, x) = uˆs(x) and u¯(0, x) = u˜s(x). We show that
(a) u¯(t, x) is monotone non-increasing and u(t, x) is monotone non-decreasing in t .
(b) the limits
u¯s(x) = lim
t→∞ u¯(t, x) and us(x) = limt→∞u(t, x) (x ∈ Ω¯), (2.29)
exist and are solutions of (2.27), and
(c) u¯s(x) and us(x) are the respective maximal and minimal solutions of (2.27) in S∗0.
To show (a), we consider the function u∗(t, x) ≡ u¯(t + δ, x) for an arbitrary constant δ > 0. Since
a, b, f and g are all independent of t , u∗(t, x) is the solution of the parabolic problem (2.1) with
the initial function u∗(0, x) = u¯(δ, x) in Ω . Since by (2.28), u∗(0, x)  u˜s(x) = u¯(0, x), we see from
Lemma 2.1 that u¯(t + δ, x) = u∗(t, x) u¯(t, x). The arbitrariness of δ implies that u¯(t, x) is monotone
non-increasing in t . A similar argument leads to the monotone non-decreasing property of u(t, x) in t .
To show (b) we observe from (a) that the limits u¯s(x) and us(x) in (2.29) exist and satisfy
u¯s(x)  us(x). To show that these limits are classical solution of (2.27), it suﬃces to consider us(x).
Let Ω ′ be a subdomain whose closure is a subset of Ω . Since uˆ(x) > 0 in Ω , there is an ε > 0 such
that uˆ(x) ε in Ω ′ . Let {tm} be a monotone sequence in R+ such that tm → ∞ as m → ∞, and let
u¯m(t, x) = u¯(t + tm, x) for x ∈ Ω , 0 t  1. It is clear that u¯m satisﬁes the equation
(u¯m)t − a∇ ·
(
D(u¯m)∇u¯m
)+ b · (D(u¯m)∇u¯m)= f (x, u¯m) (2.30)
in Q ′ ≡ (0,1] × Ω ′ , and u¯m(t, x0) = g(x0) for all t > 0, independent of m. Since {u¯m} is uniformly
bounded by uˆ and u˜, and since the quasilinear equation (2.1) is uniformly parabolic in Q ′ , it follows
from Theorem 1.1 of [27, Chapter V] that {u¯m} is bounded in Cα/2,α(Q ′) for some α > 0. Moreover, by
Theorem 5 of [18, Chapter 3], there is a constant β > 0 such that {u¯m} is bounded in C1+β/2,2+β(Q ′′)
in any subdomain Q ′′  Q ′ . This ensures the existence of a subsequence {u¯mk } such that u¯mk and
their ﬁrst-order time derivatives and ﬁrst- and second-order spatial derivatives are all uniformly con-
vergent in Q ′′ . Since limmk→∞ u¯mk (t, x) = u¯s(x) which is independent of t , it follows that the sequence
1190 C.V. Pao, W.H. Ruan / J. Differential Equations 248 (2010) 1175–1211{(u¯mk )t} must converge to zero. Hence by taking the limit mk → ∞ in (2.30), we see that u¯s is a solu-
tion of the elliptic equation (2.27) in Ω ′ . The arbitrariness of Ω ′ implies that u¯s satisﬁes the equation
in the entire domain Ω .
We next show that u¯s(x) is continuous up to the boundary ∂Ω and satisﬁes the boundary condi-
tion in (2.27). Consider the case g(x0) > 0 where x0 ∈ ∂Ω . Then there is an ε > 0 such that u(1, x) ε
in Bδ(x0) ∩ Ω . Since
u¯m(t, x) = u¯(t + tm, x) u(t + tm, x) u(1, x) for t > 0, tm  1 and x ∈ Bδ(x0) ∩ Ω,
the parabolic equation in (2.1) is non-degenerate in the subdomain
Q δ ≡
{
(t, x): 0 < t < 1, x ∈ Bδ(x0) ∩ Ω
}
.
By the classical theory of parabolic equations, the subsequence {u¯mk } is uniformly convergent in Q δ .
Therefore the limit u¯s is continuous in Bδ(x0)∩Ω and satisﬁes the boundary condition u¯s(x0) = g(x0).
We next consider the case g(x0) = 0 where x0 ∈ ∂Ω . Since u¯(t, x) is non-increasing in t we see
from (2.29) that u¯s(x) u¯(t, x) for all t > 0. In view of u¯s(x) 0 and u¯(t, x0) = g(x0) for all t > 0 we
obtain
0 lim
x→x0
u¯s(x) lim
x→x0
u¯(t, x) = g(x0) = 0
which shows that u¯s(x) is continuous at x0 and u¯s(x0) = 0. This proves that u¯s(x) is a classical solution
of (2.27). The proof for the solution us(x) is similar.
To prove (c) we let us(x) be an arbitrary solution of (2.27) in S∗0. Then by considering us(x) as
the solution of (2.1) with ψ(x) = us(x) and using the relation uˆs(x)  us(x)  u˜s(x) we see from
Lemma 2.1 (with ψ = uˆs and ψ = u˜s , respectively) that
u(t, x) us(x) u¯(t, x) for t > 0, x ∈ Ω¯.
Letting t → ∞ and using the relation (2.29) yield us(x)  us(x)  u¯s(x). This proves (c) which com-
pletes the proof of the theorem. 
3. Coupled system of parabolic equations
Based on Theorem 2.1 we extend the existence-uniqueness results for the scalar boundary problem
to the coupled system (1.1) for a certain class of reaction functions f i(t, x,u) and gi(t, x). For this
purpose, we make the following hypothesis.
(H2) The domain Ω has the property (H1)(v) and for each i = 1, . . . ,N , the following conditions hold:
(i) ai(t, x) ∈ Cα/2,1(Q T ), b(l)i (t, x) (l = 1, . . . ,n) and f i(t, x, ·) are in Cα/2,α(Q T ) with ai 
a∗i > 0, gi(t, x) ∈ Cα/2,α(ST ) and ψi(x) ∈ Cα(Ω).
(ii) Di(ui) ∈ C1( J i), Di(ui) > 0 for ui ∈ J i and Di(0) 0, where J i = [0,Mi] and Mi = |u˜i |C(Q¯ T ) .
(iii) f i(·,u) is in C1(S), and
∂ f i
∂u j
(·,u) 0 for j 
= i, u ∈ S. (3.1)
(iv) gi(t, x) 0 on ST , ψi(x) > 0 in Ω , and gi(0, x) = ψi(x) on ∂Ω .
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below. It is allowed that Di(0) = 0 for some i and Di(0) > 0 for a different i. In particular, if Di(u)
is a positive constant for all i then system (1.1) becomes the standard coupled system of semilinear
parabolic equations. Our approach to the existence problem is again by the method of upper and
lower solutions which are deﬁned as follows:
Deﬁnition 3.1. A pair of functions u˜ = (u˜1, . . . , u˜N ), uˆ = (uˆ1, . . . , uˆN ) in C(Q T ) ∩ C2(Q T ) are called
ordered upper and lower solutions of (1.1) if uˆ u˜ and if
∂ uˆi/∂t − ai∇ ·
(
Di(uˆi)∇uˆi
)+ bi · (Di(uˆi)∇uˆi) f i(t, x, uˆ) in Q T ,
uˆi(t, x) gi(t, x) on ST ,
uˆi(0, x)ψi(x) in Ω, i = 1, . . . ,N, (3.2)
and u˜ satisﬁes the above inequalities in reversed order.
It is obvious that every solution of (1.1) is an upper solution as well as a lower solution. For a
given pair of ordered upper and lower solutions u˜, uˆ, we set
Si ≡
{
ui ∈ Cα(Q T ) ∩ C(Q T ); uˆi  ui  u˜i
}
(i = 1, . . . ,N),
S = {u ∈ Cα(Q T ) ∩ C(Q T ): uˆ u u˜}. (3.3)
Let ci ≡ ci(t, x) be any smooth non-negative functions satisfying
ci(t, x)max
{
− ∂ f i
∂ui
(t, x,u); uˆ u u˜
}
, i = 1, . . . ,N, (3.4)
and deﬁne
Fi(t, x,u) = ciui + f i(t, x,u),
Ai[ui] = ∇ ·
(
ai Di(ui)
)∇ui + bi · Di(ui)∇ui, i = 1, . . . ,N. (3.5)
By the hypothesis (H2)(iii),
Fi(t, x,u) Fi(t, x,v) whenever uˆ v u u˜. (3.6)
Using either uˆ or u˜ as the initial iteration u(0) we can construct a sequence {u(m)} ≡ {u(m)1 , . . . ,u(m)N }
from the (non-linear) iteration process
(
u(m)i
)
t − Ai
[
u(m)i
]+ ciu(m)i = Fi(t, x,u(m−1)) in Q T ,
u(m)i (t, x) = gi(t, x) on ST ,
u(m)i (0, x) = ψi(x) in Ω, m = 1,2, . . . . (3.7)
As will be shown in the following lemma, the sequence {u(m)} is uniquely determined. Denote the
sequence by {u(m)} if u(0) = uˆ and by {u¯(m)} if u(0) = u˜, and refer to them as minimal and maximal
sequence, respectively. In the following lemma, we show that these sequences are well deﬁned and
are monotonic.
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u(0) = uˆ and u¯(0) = u˜ are well deﬁned, and possess the monotone property
uˆ u(m)  u(m+1)  u¯(m+1)  u¯(m)  u˜ in Q¯ T , (3.8)
for every m = 1,2, . . . .
Proof. Consider the scalar quasilinear boundary problem
(ui)t − Ai[ui] + ciui = Fi(t, x,u) in Q T ,
ui(t, x) = gi(t, x) on ST ,
ui(0, x) = ψi(x) in Ω, (3.9)
for the case Fi(t, x,u) = Fi(t, x,u(0)), where i is ﬁxed. It is easy to see from (3.5), Deﬁnition 3.1, and
Fi(t, x, u˜) Fi(t, x,u(0)) that for each i = 1, . . . ,N , u˜i and uˆi are upper and lower solutions of (3.9).
By Theorem 2.1, a unique solution u(1)i to (3.9) exists and satisﬁes uˆi  u
(1)
i  u˜i in Q¯ T . Similarly,
by considering Fi(t, x,u) = Fi(t, x, u˜) in (3.9) the same reasoning shows that a unique solution u¯(1)i
to (3.9) exists and satisﬁes uˆi  u¯(1)i  u˜i in Q¯ T . Moreover, by using zi = u(1)i − u¯(1)i in the proof of
Lemma 2.1 we obtain u(1)i  u¯
(1)
i . This shows that the ﬁrst iterations u
(1)
i and u¯
(1)
i of (3.7) are well
deﬁned and satisfy u(0)  u(1)  u¯(1)  u¯(0) in Q¯ T .
Assume, by induction, that the m-th iterations u(m) and u¯(m) are well deﬁned and satisfy u(m−1) 
u(m)  u¯(m)  u¯(m−1) for some m > 1. Then the components u(m)i of u(m) satisfy the boundary and
initial conditions in (3.7) and the relation
(
u(m)i
)
t − Ai
[
u(m)i
]+ ciu(m)i = Fi(t, x,u(m−1)) Fi(t, x,u(m)).
This implies that u(m)i is a lower solution of (3.9) when Fi(t, x,u) = Fi(t, x,u(m)). On the other hand,
the relation Fi(t, x, u¯(m−1))  Fi(t, x,u(m)) ensures that u¯(m)i is an upper solution. By Theorem 2.1,
problem (3.9) with Fi(t, x,u) = Fi(t, x,u(m)) has a unique solution u(m+1)i and u(m)i  u(m+1)i  u¯(m)i .
A similar argument shows that problem (3.9) with Fi(t, x,u) = Fi(t, x, u¯(m)) has a unique solu-
tion u¯(m+1)i that satisﬁes u
(m)
i  u¯
(m+1)
i  u¯
(m)
i . Moreover, by considering zi = u¯(m+1)i − u(m+1)i in
the proof of Lemma 2.1 we obtain u(m+1)i  u¯
(m+1)
i . This shows that u
(m)
i  u
(m+1)
i  u¯
(m+1)
i  u¯
(m)
i
(i = 1, . . . ,N). The monotone property (3.8) follows from the induction principle. 
As a consequence of Lemma 3.1 we have the following existence-uniqueness theorem for the sys-
tem (1.1).
Theorem 3.1. Let u˜, uˆ be a pair of upper and lower solutions of (1.1) such that u˜ uˆ> 0 in Q T , and let
hypothesis (H2) hold. Then problem (1.1) has a unique positive solution u∗ that satisﬁes uˆ u∗  u˜. Moreover,
the sequences {u(m)}, {u¯(m)} governed by (3.7) with u(0) = uˆ and u¯(0) = u˜ converge monotonically to u∗ and
satisfy the relation
uˆ u(m)  u(m+1)  u∗  u¯(m+1)  u¯(m)  u˜ in Q¯ T , (3.10)
for every m = 1,2, . . . .
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lim
m→∞u
(m)(t, x) = u(t, x), lim
m→∞ u¯
(m)(t, x) = u¯(t, x) (3.11)
exist and satisfy u(m)  u  u¯ u¯(m) for every m. It is obvious from (3.7) that u and u¯ satisfy the
boundary and initial conditions in (1.1). To show that they also satisfy the differential equation in (1.1)
it suﬃces to consider an arbitrary point (t0, x0) ∈ Q T and show that u(t, x) satisﬁes (1.1) at (t0, x0).
Construct a cylindrical domain Cδ,γ ≡ (t0 − γ , t0 + γ ) × Bδ(x0) as that in the proof of Lemma 2.4.
Then by (3.8), (3.11) and uˆ > 0 in Q T there exists, for each i = 1, . . . ,N , a constant εi > 0 such that
u(m)i (t, x) εi in C¯δ,γ and Fi(t, x,u(m)) → Fi(t, x,u) as m → ∞. Hence upon replacing {uε} by {u(m)i }
for any ﬁxed i, the argument in the proof of Lemma 2.4 shows that there exists a subsequence {umki }
such that umki converges to a function u(t, x) that satisﬁes the equation
(ui)t − Ai[ui] + ciui = Fi(t, x,u) in Cγ ,δ,
where u ≡ (u1, . . . ,uN). Since {u(m)i } converges to ui as m → ∞ we must have u = ui . This shows
that u≡ (u1, . . . ,uN ) is a classical solution of (1.1).
To show the uniqueness of the solution we let wi(t, x) = e−kt(u(t, x) − u¯(t, x)) for a suﬃciently
large constant k, i = 1, . . . ,N . Then by (1.1), (3.5) and Fi(t, x,u)  Fi(t, x, u¯), wi(t, x) satisﬁes the
relation
(wi)t − Ai(t, x)	wi + Bi(t, x) · ∇wi + (k + Ci)wi  0 in Q T ,
wi(t, x) = 0 on ST ,
wi(0, x) = 0 in Ω (i = 1, . . . ,N),
where Ai , Bi and Ci are given in the form of (2.4) with respect to ai , bi , Di , ( f i)u and with uˆi and u˜i
replaced by ui and u¯i , respectively. Since for each i, Ai  0, and Bi and Ci are bounded in Q¯ T the
argument in the proof of Lemma 2.1 shows that wi  0. It follows from ui  u¯i that ui = u¯i . This
proves that u = u¯ ≡ u¯∗ in Q T and u¯∗ is the unique solution of (1.1) which completes the proof of the
theorem. 
Theorem 3.1 can be easily extended to the parabolic-ordinary system (1.2). Here the requirements
of upper and lower solutions u˜, uˆ are the same as that in Deﬁnition 3.1 except with ai = bi = 0 and
without the boundary condition for i = n0 +1, . . . ,N . By using either uˆ or u˜ as the initial iteration we
construct the corresponding minimal and maximal sequences {u(m)}, {u¯(m)} from the iteration process
(
u(m)i
)
t − A
[
u(m)i
]+ ciu(m)i = Fi(t, x,u(m−1)) (i = 1, . . . ,n0),(
u(m)i
)
t + ciu(m)i = Fi
(
t, x,u(m−1)
)
(i = n0 + 1, . . . ,N) in Q T ,
u(m)i (t, x) = gi(t, x) (i = 1, . . . ,n0) on ST ,
u(m)i (0, x) = ψi(x) (i = 1, . . . ,N) in Ω, (3.12)
where m = 1,2, . . . . The argument in the proof of Theorem 3.1 yields the following conclusions.
Theorem 3.2. Let u˜, uˆ be a pair of ordered upper and lower solutions of (1.2) such that u˜ uˆ > 0 in Q T , and
let hypothesis (H2) hold with ai = bi = 0 for i = n0 + 1, . . . ,N. Then problem (1.2) has a unique classical
solution u∗ and uˆ u∗  u˜ in Q¯ T . Moreover, the sequences {u(m)}, {u¯(m)} governed by (3.12) with u(0) = uˆ
and u¯(0) = u˜ converge monotonically to u∗ and possess the property (3.10).
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To investigate the large time behavior of the solution of (1.1) we need to study the existence of
positive solutions of the corresponding elliptic system (1.3), including the uniqueness of a positive
solution. The positivity of a solution u(x) is in the sense that u(x) > 0 in Ω and it may vanish on ∂Ω .
In fact, u(x) = 0 on ∂Ω if g(x) = 0. The existence result is also based on the method of upper and
lower solutions which are deﬁned as follows:
Deﬁnition 4.1. A pair of functions u˜s ≡ (u˜1, . . . , u˜N ), uˆs ≡ (uˆ1, . . . , uˆN ) in C2(Ω) ∩ C(Ω¯) are called
ordered upper and lower solutions of (1.3) if uˆs  u˜s , and if
−ai∇ ·
(
Di(uˆi)∇uˆi
)+ bi · (Di(uˆi)∇uˆi) f i(x, uˆs) (x ∈ Ω),
uˆi(x) gi(x) (x ∈ ∂Ω), i = 1, . . . ,N, (4.1)
and u˜i satisﬁes (4.1) with inequalities reversed.
For a given pair of ordered upper and lower solutions u˜s and uˆs , we set
S∗i =
{
ui ∈ C(Ω¯); uˆi  ui  u˜i
}
,
S∗ ≡ {u ∈ C(Ω¯); uˆs  us  u˜s}. (4.2)
When distinction between different pairs of upper and lower solutions is needed we write S∗ ≡
〈uˆs, u˜s〉. Throughout this and the following sections we make the following hypothesis for each i =
1, . . . ,N .
(H3) (i) The functions ai ≡ ai(x), bi ≡ bi(x), f i ≡ f i(x,u) and gi ≡ gi(x) are all independent of t and
satisfy condition (i) of (H2) where Q¯ T and ST are replaced, respectively, by Ω¯ and ∂Ω .
(ii) Di(ui) ∈ C2([0,Mi]), Di(ui) > 0 for ui ∈ [0,Mi], and Di(0) 0, where Mi = |u˜i |C(Ω¯) .
(iii) f i(x, ·) ∈ Cα(Ω¯), f i(·,u) ∈ C1(S∗), and condition (3.1) in (H2) holds for u ∈ S∗ .
(iv) Ω has the property (v) in (H1).
In the above hypothesis we allow Di(0) = 0 for some i and Di(0) > 0 for the remaining i. Special
attention is given to the case Di(0) = 0 and the boundary condition
ui(x) = 0 for x ∈ ∂Ω, i = 1, . . . ,N. (4.3)
Let γi(x) be any smooth positive function satisfying
γi(x)max
{
− ∂ f i
∂ui
(x,u);u ∈ S∗
}
and γi(x) Ci(x) + δi (4.4)
for some constant δi > 0, where Ci(x) is given by (2.4). Deﬁne
Fi(x,u) = γi(x)ui + f i(x,u), i = 1, . . . ,N. (4.5)
By (4.4) and hypothesis (H3), Fi(x,u) is non-decreasing in u for u ∈ S∗ . Using either uˆs or u˜s as the
initial iteration we construct a sequence {u(m)s } from the iteration process
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[
u(m)i
]+ γiu(m)i = Fi(x,u(m−1)s ) (x ∈ Ω),
u(m)i (x) = gi(x) (x ∈ ∂Ω), i = 1, . . . ,N, (4.6)
where Ai[ui] is given by (3.5). Denote the sequence by {u(m)s } if u(0)s = uˆs , and by {u¯(m)s } if u(0)s = u˜s ,
and refer to them as minimal and maximal sequences, respectively. To ensure that the above se-
quences exist and are monotonic we prepare the following lemmas.
Lemma 4.1. If z, z¯ are in C2(Ω) ∩ C(Ω¯) and satisfy the relation
−Ai[z] + γi z−Ai[z¯] + γi z¯ (x ∈ Ω),
z(x) z¯(x) (x ∈ ∂Ω),
then z(x) z¯(x) on Ω¯ .
Proof. Let z(x) = z(x) − z¯(x). Then as in the proof of Lemma 2.1,
−ai(x)Di(z)	z + Bi(x) · ∇z + (γi − Ci)z 0 (x ∈ Ω),
z(x) 0 (x ∈ ∂Ω),
where Bi(x) and Ci(x) are given by (2.4). Assume, by contradiction, that z(x) has a positive maximum
at some point x0 ∈ Ω¯ . Then x0 ∈ Ω and 	z(x0) 0, ∇z(x0) = 0. This implies that (γi − Ci)z(x0) 0
which is a contradiction because γi − Ci = δi > 0. 
Lemma 4.2. The minimal and maximal sequences {u(m)s }, {u¯(m)s } exist and possess the monotone property
uˆs  u(m)s  u(m+1)s  u¯(m+1)s  u¯(m)s  u˜s, m = 1,2, . . . . (4.7)
Proof. For each ﬁxed i we consider the scalar problem
−Ai[ui] + γiui = Fi
(
x,u(m−1)s
)
(x ∈ Ω),
ui(x) = gi(x) (x ∈ ∂Ω), (4.8)
for m = 1,2, . . . starting from m = 1 and u(0)s = uˆs . Since by Deﬁnition 4.1, the components uˆi of uˆs
satisfy the relation
−Ai[uˆi] + γi uˆi  Fi(x, uˆs) = Fi
(
x,u(0)s
)
,
uˆi(x) gi(x)
and the components u˜i of u˜s satisfy the above inequalities in reversed order we see that u˜i and uˆi
are ordered upper and lower solutions of (4.8) for the case m = 1. By Theorem 2.1, problem (4.8) has
a minimal solution ui and a maximal solution u¯i such that uˆi  ui  u¯i  u˜i . We choose ui = u(1)i
if u(0)s = uˆs and ui = u¯(1)i if u(0)s = u˜s for each i = 1, . . . ,N . Similarly, by considering the case m = 1
and u(0)s = u˜s problem (4.8) has also a minimal solution ui and a maximal solution u¯i such that
uˆi  ui  u¯i  u˜i . We choose ui (or u¯i) as u(1)i if u
(0)
s = uˆs and u¯i (or ui) as u¯(1)i if u(0)s = u˜s where
i = 1, . . . ,N . This shows that u(1)s ≡ (u(1)1 , . . . ,u(1)N ) and u¯(1)s ≡ (u¯(1)1 , . . . , u¯(1)N ) are solutions of (4.6) for
m = 1 and satisfy uˆs  u(1)s  u¯(1)s  u˜s . Assume, by induction that
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for some m > 1. Then by the non-decreasing property of Fi(·,u) for us ∈ S∗ we have
−Ai
[
u(m)i
]+ γiu(m)i = Fi(x,u(m−1)s ) Fi(x,u(m)s ),
−Ai
[
u¯(m)i
]+ γi u¯(m)i = Fi(x, u¯(m−1)s ) Fi(x, u¯(m)s ),
u(m)i (x) = u¯(m)i (x) = gi(x).
This implies that u¯(m)i and u
(m)
i are ordered upper and lower solutions of (4.8) when (m − 1) is
replaced by m and u(m)s is either u
(m)
s or u¯
(m)
s . Again by Theorem 2.1, problem (4.8) (for Fi(x,u
(m)
s )
with either u(m)s = u(m)s or u(m)s = u¯(m)s ) has a minimal solution ui and a maximal solution u¯i for each
i = 1, . . . ,N . We choose ui (or u¯i) as u(m+1)i if u(m)s = u(m)s and ui (or u¯i) as u¯(m+1)i if u(m)s = u¯(m)s .
This choice ensures that u(m+1)s = (u(m+1)1 , . . . ,u(m+1)N ) and u¯(m+1)s = (u¯(m+1)1 , . . . , u¯(m+1)N ) are solutions
of (4.6) (with Fi(x,u(m−1)) replaced by Fi(x,u(m)s )) and possess the monotone property (4.7). The
conclusion of the lemma follows from the principle of induction. 
Based on the monotone property (4.7) we have the following existence theorem.
Theorem 4.1. Let u˜s , uˆs be ordered positive upper and lower solutions of (1.3), and let hypothesis (H3) hold.
Then problem (1.3) has a minimal solution us and a maximal solution u¯s such that uˆs  us  u¯s  u˜s . If
us = u¯s (≡ u∗s ) then u∗s is the unique positive solution in S∗ .
Proof. In view of Lemma 4.2 the pointwise limits
lim
m→∞u
(m)
s = us, limm→∞ u¯
(m)
s = u¯s (4.9)
exist and satisfy uˆs  us  u¯s  u˜s . To prove that us and u¯s are the respective minimal and maximal
solutions of (1.3) we ﬁrst consider the minimal sequence {u(m)s } ≡ {u(m)1 , . . . ,u(m)N }. Deﬁne for each m
and i,
w(m)i (x) = Ii
(
u(m)i
)≡
u(m)i∫
0
D(s)ds,
Q (m)i (x) = −γi(x)u(m)i + Fi
(
x,u(m−1)
)
.
Then for each i = 1, . . . ,N , the quasilinear problem (4.6) may be written as the scalar linear problem
−ai∇2w(m)i + b · ∇w(m)i = Q (m)i (x) (x ∈ Ω),
w(m)i (x) = g∗i (x),
where g∗i (x) = Ii(gi) 0. It is clear from (4.9) and (4.5) that w(m)i → wi ≡ Ii(ui), Q (m)i → f i(x,us) as
m → ∞. By the argument in the proof for the scalar problem (2.27), wi is the unique solution of the
linear problem
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wi = g∗i .
This shows that us ≡ (u1, . . . ,uN ), where ui = qi(wi), is a solution of (1.3) and us ∈ S∗ . A similar
argument shows that u¯s is a solution of (1.3) in S∗ .
To show that us and u¯s are the respective minimal and maximal solutions of (1.3) in S∗ , we
observe that every solution us = (u1, . . . ,uN ) of (1.3) in S∗ satisﬁes
−Ai[ui] + γiui = Fi(x,us) Fi
(
x,u(0)s
)
,
ui(x) = gi(x).
By Lemma 4.1 and (4.6) (with m = 1 and u(1)i = u(1)i ) we have ui  u(1)i , i = 1, . . . ,N . This implies
that Fi(x,us) Fi(x,u(1)s ). It follows by an induction argument that us  u(m)s for every m = 1,2, . . . .
A similar argument gives us  u¯(m)s for every m. Letting m → ∞ and using relation (4.9) lead to
us  us  u¯s . This proves the minimal and maximal property of us and u¯s . Finally, if us = u¯s (≡ u∗s )
then this maximal–minimal property ensures that u∗s is the unique solution in S∗ . 
We next extend Theorem 4.1 to the steady-state problem of (1.2) which is given by
−ai∇ ·
(
Di(ui)∇ui
)+ bi · (Di(ui)∇ui)= f i(x,u) (x ∈ Ω),
ui(x) = gi(x) (x ∈ ∂Ω), i = 1, . . . ,n0,
f i(x,u) = 0, i = n0 + 1, . . . ,N. (4.10)
The above system may be considered as a special case of (1.3) with Di(ui) = 0 for i = n0 + 1, . . . ,N .
Hence the requirements of upper and lower solutions of (4.10), denoted again by u˜s and uˆs , are the
same as that in Deﬁnition 4.1 except that for i = n0+1, . . . ,N the differential inequalities are replaced
by
f i(x, uˆs) 0 f i(x, u˜s)
and without the boundary inequalities. With this modiﬁcation of the deﬁnition of uˆs and u˜s we have
the following conclusion.
Theorem 4.2. Let u˜s , uˆs be a pair of ordered upper and lower solutions of (4.10), and let hypothesis (H3)
hold. Then problem (4.10) has a positive minimal solution us and a positive maximal solution u¯s such that
0 < us(x) u¯s(x) in Ω . If us = u¯s (≡ u∗s ) then u∗s is the unique positive solution of (4.10) in S∗ .
Proof. By letting Di(ui) = 0 for i = n0 + 1, . . . ,N , the minimal and maximal sequences {u(m)s }, {u¯(m)s }
of (4.10) are governed by (4.6) for i = 1, . . . ,n0, and by
γiu
(m)
i = Fi
(
x,u(m−1)s
)
for i = n0 + 1, . . . ,N. (4.11)
It is obvious from the non-decreasing property of Fi(·,us) for us ∈ S∗ that u(m)i  u(m+1)i 
u¯(m+1)i  u¯
(m)
i for i = n0 +1, . . . ,N whenever it holds with m replaced by m−1. This property and the
argument in the proof of Lemma 4.2 for i = 1, . . . ,n0 shows that the minimal and maximal sequences
governed by (4.6) and (4.11) possess the monotone property (4.7). This monotone property implies
that the limits us and u¯s in (4.9) exist and satisfy the relations γiui = Fi(x,us) and γi u¯i = Fi(x, u¯s)
which yield
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The proof that us and u¯s satisfy the equations in (4.10) for i = 1, . . . ,n0 and that they are the respec-
tive minimal and maximal solutions of (4.10) follow from the argument in the proof of Theorem 4.1.
Details are omitted. 
5. Asymptotic behavior of time-dependent solutions
It is seen from Deﬁnition 4.1 that every pair of upper and lower solutions u˜s , uˆs of (1.3) are also
ordered upper and lower solutions of (1.1) if uˆs ψ  u˜s . In view of Theorem 3.1 the time-dependent
solution u(t, x) of (1.1) satisﬁes the relation
uˆs(x) u(t, x) u˜s(x) for all t > 0, x ∈ Ω¯, (5.1)
whenever it holds at t = 0. This implies that the sector S∗ = 〈uˆs, u˜s〉 is an invariant set of (1.1). In this
section we show that the sector 〈us, u¯s〉 between the minimal and maximal solutions us and u¯s is a
global attractor of (1.3) relative to S∗ . In particular, if us = u¯s (≡ u∗s ) then for any ψ ∈ S∗ the solution
u(t, x) of (1.1) converges to u∗s (x) as t → ∞. To show the above property we prepare the following
two lemmas.
Lemma 5.1. Let Ai , Bi , Ci and αi, j , i, j = 1, . . . ,N, be bounded functions on Q¯ T such that Ai  0 on Q¯ T , and
let αi j  0 for j 
= i. If zi ∈ C1,2(Q T ) ∩ C(Q¯ T ) and satisﬁes the relation
(zi)t − Ai	zi + Bi · ∇zi + Ci zi 
N∑
j=1
αi j z j in Q T ,
zi(t, x) 0 on ST ,
zi(0, x) 0 in Ω, (5.2)
then zi(t, x) 0 on Q¯ T .
Proof. The lemma is known if Ai(t, x) A0 > 0 on Q¯ T for every i (cf. [32]). We prove the lemma for
the general case Ai  0. Let zi = e−βt wi for some positive constant β satisfying
β > αii − Ci −
∑
j 
=i
αi j for i = 1, . . . ,N. (5.3)
Then wi(t, x) 0 on ST , wi(0, x) 0 in Ω , and
(wi)t − Ai	wi + Bi · ∇wi + (β + Ci)zi 
N∑
j=1
αi j z j on Q¯ T . (5.4)
We show that wi  0 on Q¯ T . Assume, by contradiction, that this were not true. Then there would
exist (t0, x0) ∈ Q¯ T and i0 such that wi0(t0, x0) is the smallest negative minimum on Q¯ T . In view of
the non-negative property of wi(t, x) on ST and at t = 0, we have (t0, x0) ∈ Q T . This implies that
(wi0 )t  0, 	wi0  0 and ∇wi0 = 0 at (t0, x0), and therefore by (5.4) and αi, j  0 for j 
= i,
(β + Ci0 − αi0i0)wi0(t0, x0)
N∑
j 
=i
αi0 j0w j(t0, x0)
(
N∑
j 
=i
αi j
)
wi0(t0, x0).
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zi(t, x) 0 on Q¯ T . 
Lemma 5.2. Let u˜s , uˆs be ordered upper and lower solution of (1.3), and let u(t, x), u¯(t, x) be the solutions
of (1.1) with u(0, x) = uˆs(x) and u¯(0, x) = u˜s(x). Then ut(t, x)  0, u¯t(t, x)  0 and u(t, x)  u¯(t, x) for all
t > 0, x ∈ Ω¯ . For arbitrary ψ ∈ S∗ the corresponding solution u(t, x) of (1.1) satisﬁes the relation
u(t, x) u(t, x) u¯(t, x) (t > 0, x ∈ Ω¯). (5.5)
Proof. We prove the property ut(t, x) 0. Let z(t, x) = u(t+ δ, x)−u(t, x), where δ > 0 is an arbitrary
constant. Then by (1.1), the components zi of z satisfy
(zi)t − Ai(t, x)	zi + Bi(t, x) · ∇zi + Ci(t, x)zi
= f i
(
x,u(t + δ, x))− f i(x,u(t, x))≡ J i in Q T ,
zi(t, x) = gi(x) − gi(x) = 0 on ST ,
zi(0, x) = ui(δ, x) − ui(0, x) = ui(δ, x) − uˆi(x) in Ω, (5.6)
where for each i = 1, . . . ,N ,
Ai(t, x) = ai(x)Di
(
ui(t + δ, x)
)
,
Bi(t, x) = −ai(x)
(∇Di(ui(t + δ, x))+ D ′i(θi)∇ui(t, x))+ Di(ui(t + δ, x))bi,
Ci(t, x) = −ai(x)∇ ·
(
D ′i(θi)∇ui(t, x)
)+ D ′i(θi)bi · ∇ui(t, x), (5.7)
and θi ≡ θi(t, x) is an intermediate value between ui(t, x) and ui(t + δ, x). In view of (5.1), uˆi  θi  u˜i
for every i. Since by the mean-value theorem
J i ≡
N∑
j=1
(
∂ f i
∂u j
(x, θ j)
)
z j ≡
N∑
j=1
αi j z j (5.8)
and by (5.1), ui(δ, x)  uˆi(x), where θ j ≡ θ j(t, x) is an intermediate value between u(t, x) and
u(t + δ, x) we see from (5.6) that
(zi)t − Ai(t, x)	zi + Bi(t, x) · ∇zi + Ci(t, x)zi =
N∑
j=1
αi j z j in Q T ,
zi(t, x) = 0 on ST ,
zi(0, x) 0 in Ω. (5.9)
Since by hypothesis (H3), αi j = (∂ f i/∂u j)(x, θ j)  0 for j 
= i, we conclude from Lemma 5.1 that
zi(t, x)  0 on Q¯ T . This shows that u(t + δ, x)  u(t, x). The arbitrariness of δ > 0 implies that
ut(t, x) 0 on Q¯ T . A similar argument shows that u¯t(t, x) 0 on Q¯ T .
To show that relation (5.5) holds we let zi(t, x) = ui(t, x)−ui(t, x), where ui(t, x) is the i-th compo-
nent of u(t, x). It is obvious that zi(t, x) satisﬁes (5.6) where ui(t+δ, x) is replaced by ui(t, x) and J i is
given in the form of (5.8), with possibly a different intermediate value θ j(t, x) in S∗ . Since αi j  0
for j 
= i and zi(0, x) = ψi(x) − uˆs(x) 0 we see from Lemma 5.1 that zi  0 on Q¯ T , i = 1, . . . ,N . This
proves u(t, x) u(t, x) on Q¯ T . The proof of u(t, x) u¯(t, x) is similar. 
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Theorem 5.1. Let u˜s , uˆs be ordered upper and lower solutions of (1.3), and let hypothesis (H3) hold. Denote by
us(x), u¯s(x) the respective minimal and maximal solutions of (1.3) in S∗ , and by u(t, x), u¯(t, x) and u(t, x) the
solutions of (1.1)with u(0, x) = uˆs(x), u¯(0, x) = u˜s(x) and u(0, x) =ψ(x)whereψ(x) is an arbitrary function
in S∗ . Then
lim
t→∞u(t, x) = us(x), limt→∞ u¯(t, x) = u¯s(x),
us(x) u(t, x) u¯s(x) as t → ∞ (x ∈ Ω¯). (5.10)
If us(x) = u¯s(x) (≡ u∗s (x)) then
lim
t→∞u(t, x) = u
∗
s (x) (x ∈ Ω¯). (5.11)
Proof. By Lemma 5.2 the limits
lim
t→∞u(t, x) = u(x), limt→∞ u¯(t, x) = u¯(x) (x ∈ Ω) (5.12)
exist and satisfy the boundary condition u(x) = u¯(x) = g(x) on ∂Ω and the relation
uˆs(x) u(t, x) u(x) u¯(x) u¯(t, x) u˜s(x). (5.13)
We show that u(x) = us(x) and u¯(x) = u¯s(x). Consider us and uˆs as a pair of ordered upper and
lower solutions of (1.1). By Theorem 3.1, the solution u(t, x) satisﬁes uˆs(x) u(t, x) us(x) for t  0,
x ∈ Ω¯ . Letting t → ∞ gives u(x) us(x). To show u(x) us(x) we let {tk} be an increasing sequence
with tk → ∞ as k → ∞ and deﬁne u(k)i (t, x) = ui(t + tk, x) for any ﬁxed i, where ui(t, x) is the i-th
component of u(t, x). Then
(
u(k)i
)
t − Ai
[
u(k)i
]= f i(x,u(k)) (t > 0, x ∈ Ω),
u(k)i (t, x) = gi(x) (t > 0, x ∈ ∂Ω)
and ui(0, x) = ui(tk, x). Since
lim
k→∞
u(k)i (t, x) = limtk→∞ui(t + tk, x) = ui(x)
the argument in the proof of Theorem 2.1 for the scalar boundary value problem (5.12) shows that
ui(x) satisﬁes the equation
−Ai[ui] = f i(x,u) in Ω, i = 1, . . . ,N.
It is obvious from u(k)i (t, x) = gi(x) for t > 0, x ∈ ∂Ω that ui(x) = gi(x) on ∂Ω . This shows that u(x)
is a solution of (1.3) in S∗ . The minimal property of us(x) in S∗ ensures that u(x)  us(x). This
proves the relation u(x) = us(x) and therefore u(t, x) → us(x) as t → ∞. The proof for the conver-
gence of u¯(t, x) to u¯s(x) is similar. These limits and the relation (5.5) in Lemma 5.2 lead to the last
relation in (5.10). Finally, if us = u¯s (≡ u∗s ), then the convergence of u(t, x) to u∗s (x) in (5.11) follows
from (5.10). This proves the theorem. 
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arbitrary initial function in S∗ requires that us(x) = u¯s(x). In this situation the unique steady-state
solution u∗s (x) is asymptotically stable with a stability region S∗ = 〈uˆs, u˜s〉. In the case us 
= u¯s we
have the following one-sided asymptotic stability property of the minimal and maximal solutions.
Theorem 5.2. Let the conditions in Theorem 5.1 hold, and let u(t, x) be the solution of (1.1) with an arbitrary
ψ ∈ S∗ . Then
lim
t→∞u(x, t) =
{
us(x) if uˆs ψ  us,
u¯s(x) if u¯s ψ  u˜s.
(5.14)
Proof. By considering us and uˆs as the pair of ordered upper and lower solutions of (1.3) and ob-
serving that us is the unique solution in the sector 〈uˆs,us〉 we conclude from Theorem 5.1 that
u(t, x) → us(x) as t → ∞ if ψ is in 〈uˆs,us〉. Similarly, by considering u˜s and u¯s as the pair of ordered
upper and lower solutions of (1.3) we obtain the second relation in (5.14). 
The asymptotic behavior of the time-dependent solution of (1.1) can be extended to the parabolic-
ordinary differential system (1.2) in relation to the positive steady-state solutions of (4.10). Speciﬁcally,
we have the following results.
Theorem 5.3. Let u˜s , uˆs be ordered upper and lower solutions of (4.10), and let hypothesis (H3) hold. Then for
any ψ ∈ 〈uˆs, u˜s〉 the solution u(t, x) of (1.2) possesses the convergence property (5.14). Moreover, u(t, x) →
u∗s (x) as t → ∞ if us(x) = u¯s(x) ≡ u∗s (x).
Proof. The proof follows from the argument in the proof of Theorems 5.1 and 5.2 with Di(ui) = 0 for
i = n0 +1, . . . ,N and we give a sketch as follows: Let z(t, x) = u(t + δ, x)−u(t, x), where u(t, x) is the
solution of (1.2) with u(0, x) = uˆs(x). By the proof of Lemma 5.2, the components zi of z satisfy (5.9)
for i = 1, . . . ,n0 and the relation
(zi)t =
N∑
j=1
αi j z j and zi(0, x) 0 for i = n0 + 1, . . . ,N.
By Lemma 5.1 (with Ai = Ci = 0, Bi = 0, for i = n0 + 1, . . . ,N) we have zi  0. This yields ut  0.
Similar reasoning leads to u¯t  0 and the relation (5.5) for u(t, x). These results imply that the limits
u(x) and u¯(x) in (5.12) exist and satisfy (5.13). By the argument in the proof of Theorem 5.1 we have
u(x) = us(x) and u¯(x) = u¯s(x). This conclusion and relation (5.5) imply that u(t, x) → u∗s (x) as t → ∞
if us(x) = u¯s(x) = u∗s (x). Based on this convergence property and the uniqueness property of us in〈uˆs,us〉 and u¯s in 〈u¯s, u˜s〉 we conclude that u(t, x) possesses the property in (5.14). 
6. Applications
In this section we give some applications of the theorems obtained in the previous sections to
three model problems where the diffusion coeﬃcient is density dependent and is degenerate. The
basic idea of these applications is the construction of a suitable pair of upper and lower solutions of
the steady-state problem. This construction ensures not only the existence of minimal and maximal
steady-state solutions but also the attraction property of the time-dependent solutions into the sector
between these two solutions. In particular, if the minimal and maximal solutions coincide, then their
common value is the unique positive solution which is an attractor of the time-dependent problem.
Moreover, these model problems demonstrate some very interesting distinct asymptotic behavior of
the time-dependent solution between density-dependent and density-independent diffusion. Although
the model problems to be discussed are for porous medium type of diffusion, other type of diffusion
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that the initial function ψi(x) satisﬁes the hypothesis in (H3), including the condition ψi(x) = 0 on ∂Ω
when g(x) = 0.
6.1. A polynomial growth problem
To demonstrate some interesting distinctive behavior of the time-dependent solution between de-
generate and density-independent diffusion we ﬁrst consider a scalar reaction–diffusion problem in
the form
ut − d0(x)∇2uα = u
(
a + buν) (t > 0, x ∈ Ω),
u(t, x) = 0 (t > 0, x ∈ ∂Ω),
u(0, x) = ψ(x) (x ∈ Ω), (6.1)
where α, a, b, and ν are positive constants, and d0(x) is a positive smooth function on Ω¯ . It is obvious
that problem (6.1) is a special case of (2.1) with a(t, x) = d0(x), b = 0, and
D(u) = αuα−1, f (u) = u(a + buν), g(x) = 0. (6.2)
It is well known that if α = 1 then the solution u(t, x) of (6.1) blows up in ﬁnite time for any ψ(x) > 0
in Ω if a > λ0, and this blow-up property holds for every a 0 if ψ(x) is suitably large, where λ0 > 0
is the smallest eigenvalue of the eigenvalue problem
d0(x)∇2φ + λφ = 0 in Ω, φ = 0 on ∂Ω (6.3)
(cf. [32, p. 236]). However, this blow-up property no longer holds if α > 1+ ν . In fact, we show that
if α > 1 + ν then for any positive constants a, b and any ψ(x) > 0 in Ω , not only a global solution
u(t, x) to (6.1) exists, but also converges to a unique positive steady-state solution. Speciﬁcally, we
have the following
Theorem 6.1. Let α, a, b and ν be positive constants with α > 1+ν , and let d0(x) > 0 on Ω¯ . Then the steady-
state problem of (6.1) has a unique positive solution u∗s (x). Moreover, for any ψ(x) > 0 in Ω and ψ(x) = 0
on ∂Ω , a unique global solution u(t, x) to (6.1) exists and converges to u∗s (x) as t → ∞.
Proof. It is easy to see from (6.2) that hypothesis (H3) holds (for N = 1). To show the existence of
a positive steady-state solution it suﬃces to ﬁnd a pair of positive upper and lower solutions. We
seek a lower solution in the form uˆs = (δφ0)1/α for a suﬃciently small δ > 0, where φ0 is a positive
eigenfunction of (6.3) corresponding to λ0. It is clear from (4.1), (6.3) and D(uˆs)∇uˆs = ∇uˆαs = ∇(δφ0)
that uˆs is a lower solution of the steady-state problem of (6.1) if
λ0(δφ0) (δφ0)1/α
[
a + b(δφ0)ν/α
]
(x ∈ Ω).
Since this inequality is equivalent to
λ0  a(δφ0)−(α−1)/α + b(δφ0)−(α−ν−1)/α
and since α > 1 + ν , there exists δ0 > 0 such that the above inequality holds for every δ  δ0. This
shows that uˆs = (δφ0)1/α is a positive lower solution.
We next construct an upper solution in the form u˜s = (ρφ′0)1/α for some large constant ρ > 0,
where φ′0 is a positive eigenfunction of (6.3) in a larger domain Ω ′ containing Ω¯ (with d0(x) extended
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an upper solution if
λ′0  a
(
ρφ′0
)−(α−1)/α + b(ρφ′0)−(α−ν−1)/α (x ∈ Ω),
where λ′0 is the smallest eigenvalue of (6.3) in Ω ′ . Since α > 1 + ν and φ′0 is strictly positive in Ω¯ ,
there exists a suﬃciently large ρ0 such that the above inequality holds for every ρ  ρ0. This shows
that u˜s = (ρφ′0)1/α is an upper solution of the steady-state problem and u˜s  uˆs . By Theorem 4.1 the
steady-state problem of (6.1) has a minimal solution us(x) and a maximal solution u¯s(x) such that
(δφ0)
1/α  us  u¯s 
(
ρφ′0
)1/α
.
To show the uniqueness of the positive solution we observe from f (u) = u(a+buν) and α > 1+ν
that
d
du
[
f (u)
uα
]
= a(1− α)u−α + b(1+ ν − α)uν−α < 0 for u > 0.
This implies that f (u)/uα is a decreasing function of u for u > 0. By Theorem 3.3 of [33], us(x) = u¯s(x)
(≡ u∗s (x)) and u∗s (x) is the unique positive solution in the sector 〈(δφ0)1/α, (ρφ′0)1/α〉. Since δ > 0 can
be chosen arbitrarily small and ρ arbitrarily large, we see that u∗s (x) is the unique positive steady-
state solution of (6.1). The convergence of the time-dependent solution u(t, x) to u∗s (x) follows from
Theorem 5.1. This proves the theorem. 
Theorem 6.1 can be easily extended to the case where the reaction function f (u) in (6.2) is re-
placed by
f (u) = u
(
a +
p∑
i=1
biu
νi
)
, (6.4)
where for each i = 1, . . . , p, bi and νi are positive constants and α > 1+ νi . We refer to this problem
as problem (6.1), (6.4). It is clear that the function in (6.4) possesses the property
lim
u→0+
f (u)
uα
= ∞ and lim
u→∞
f (u)
uα
= 0.
By the argument in the proof of Theorem 6.1, the same pair u˜s = (ρφ′0)1/α and uˆs = (δφ0)1/α are also
ordered upper and lower solutions of the steady-state problem of (6.1), (6.4). Furthermore, since
d
du
(
f (u)
uα
)
= a(1− α)u−α +
p∑
i=1
bi(1+ νi − α)uνi−α < 0
for u > 0, Theorem 3.3 of [33] ensures that this steady-state problem has a unique positive solu-
tion u∗s (x). It follows from Theorem 4.1 that we have the following extended result.
Theorem 6.2. Let α, a and bi , νi , i = 1, . . . , p, be positive constants with α > 1 + νi for every i, and let
d0(x) > 0 on Ω¯ . Then the steady-state problem of (6.1), (6.4) has a unique positive solution u∗s (x). Moreover,
for anyψ(x) > 0 inΩ andψ(x) = 0 on ∂Ω , a unique global solution u(t, x) to (6.1), (6.4) exists and converges
to u∗s (x) as t → ∞.
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We next consider a couple system of growth problem in the form
ut − d1(x)∇2uα1 = σ1(x)um1 vn1 ,
vt − d2(x)∇2vα2 = σ2(x)um2 vn2 (t > 0, x ∈ Ω),
u(t, x) = v(t, x) = 0 (t > 0, x ∈ ∂Ω),
u(0, x) = u0(x), v(0, x) = v0(x) (x ∈ Ω), (6.5)
where for each i = 1,2, αi , mi and ni are non-negative constants with αi  1, di(x) > 0 on Ω¯ , and
σi(x) > 0 in Ω . It has been shown in [47] that if α1 = α2 = 1 then a global solution to (6.5) exists
if mi + ni  1, and the solution blows up in ﬁnite time if mi + ni > 1 together with other conditions.
Similar global existence and blow-up of solutions for the case αi > 1 have been treated in [12,22,
23,28,39]. In particular, the special case where m1 = n2 = 0 was investigated in [22,23]. The case
where mi and ni are positive and the boundary functions of u and v are positive was studied in [39],
and a similar problem with the Neumann boundary condition was studied in [38]. However, little
discussion is given to the large time behavior of the solution when global solutions exist. In the
following discussion we give a very simple condition among the constants αi , mi and ni , independent
of di(x) and σi(x), such that a unique global solution (u, v) to (6.4) exists and converges to a positive
steady-state solution for a certain class of initial functions. Speciﬁcally, we have the following results.
Theorem 6.3. Let αi  1, mi  0 and ni  0, i = 1,2. If
mi
α1
+ ni
α2
< 1, i = 1,2, (6.6)
then
(i) the steady-state problem of (6.5) has a positive minimal solution (us, vs) and a positive maximal solution
(u¯s, v¯ s) such that (us, vs) (u¯s, v¯ s);
(ii) for any (u0, v0) > (0,0) inΩ with (u0, v0) = (0,0) on ∂Ω , a unique global solution (u, v) to (6.5) exists
and satisﬁes the relation
(
us(x), vs(x)
)

(
u(t, x), v(t, x)
)

(
u¯s(x), v¯ s(x)
)
as t → ∞;
(iii) the solution (u(t, x), v(t, x)) converges to (us, vs) as t → ∞ if (0,0) < (u0, v0) (us, vs), and it con-
verges to (u¯s, v¯ s) if (u0, v0) (u¯s, v¯ s); and
(iv) the solution (u(t, x), v(t, x)) converges to (u∗s (x), v∗s (x)) as t → ∞ for any (u0, v0) > (0,0) in Ω if
(us, vs) = (u¯s, v¯ s) ≡ (u∗s , v∗s ).
Proof. (i) It is obvious that problem (6.5) is a special case of (1.1) with (u1,u2) = (u, v), ai = di ,
bi = 0, and
Di(ui) = αiuαi−1i , f i(x,u) = σiumi1 uni2 , gi = 0 (i = 1,2). (6.7)
Clearly, the functions f i(x,u) in (6.7) satisfy condition (3.1) for (u1,u2)  (0,0), and all the other
conditions in (H3) are fulﬁlled. To show the existence of a positive steady-state solution we ﬁrst seek
a lower solution in the form of (uˆs, vˆ s) = ((δφ)1/α1 , (δφ)1/α2) for a suﬃciently small constant δ > 0,
where φ is a positive eigenfunction of (6.3) corresponding to d0(x) ≡ 1. Since uˆα1s = vˆα2s = δφ and
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of (6.5) if
−d1∇2(δφ) σ1(δφ)m1/α1(δφ)n1/α2 ,
−d2∇2(δφ) σ2(δφ)m2/α1(δφ)n2/α2 (x ∈ Ω).
In view of (6.3) (with d0(x) ≡ 1) the above relation is equivalent to
λ0  (σ1/d1)(δφ)(m1/α1+n1/α2)−1,
λ0  (σ2/d2)(δφ)(m2/α1+n2/α2)−1.
By condition (6.6), there exists δ0 > 0 such that the above inequalities are satisﬁed by every δ  δ0.
This shows that ((δφ)1/α1 , (δφ)1/α2) is a positive lower solution.
We next seek an upper solution in the form
(u˜s, v˜ s) =
((
ρφ′
)1/α1
,
(
ρφ′
)1/α2)
for a suﬃciently large constant ρ , where φ′ is a positive eigenfunction of (6.3) (with d0(x) = 1) in a
larger domain Ω ′ containing Ω¯ . This implies that (u˜s, v˜ s) is positive in Ω¯ . Moreover, it is an upper
solution of the steady-state problem if
−d1∇2
(
ρφ′
)
 σ1
(
ρφ′
)m1/α1(ρφ′)n1/α2 ,
−d2∇2
(
ρφ′
)
 σ2
(
ρφ′
)m2/α1(ρφ′)n2/α2 (x ∈ Ω).
By (6.3), the above relation is equivalent to
λ′  (σ1/d1)
(
ρφ′
)(m1/α1+n1/α2)−1
,
λ′  (σ2/d2)
(
ρφ′
)(m2/α1+n2/α2)−1
,
where λ′ > 0 is the smallest eigenvalue of (6.3) in Ω ′ . It follows again from condition (6.6) that there
exists a suﬃciently large ρ0 > 0 such that the above inequalities are fulﬁlled for any ρ  ρ0. This
shows that the pair
(u˜s, v˜ s) =
((
ρφ′
)1/α1
,
(
ρφ′
)1/α2)
, (uˆs, vˆ s) =
(
(δφ)1/α1 , (δφ)1/α2
)
(6.8)
are ordered upper and lower solutions of the steady-state problem of (6.5). The existence of minimal
and maximal solution in (i) follows from Theorem 4.1.
(ii) Since the constant δ in (6.8) can be chosen arbitrarily small and ρ arbitrarily large, we see that
for any (u0, v0) > (0,0) in Ω there exist positive constants δ and ρ such that
(
(δφ)1/α1 , (δφ)1/α2
)
 (u0, v0)
((
ρφ′
)1/α1
,
(
ρφ′
)1/α2)
.
By an application of Theorem 5.1 we conclude that the solution (u(t, x), v(t, x)) of (6.5) possesses the
property in (ii).
(iii) The convergence of (u(t, x), v(t, x)) to (us(x), vs(x)) or to (u¯s(x), v¯ s(x)) in (iii) is a direct con-
sequence of Theorem 4.2 and the arbitrariness of δ and ρ .
(iv) Under the condition (us, vs) = (u¯s, v¯ s) the convergence of (u(t, x), v(t, x)) to (u∗s , v∗s ) follows
from the conclusion in (ii). This proves the theorem. 
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ut − d1(x)∇2uα1 = σ1(x)um1 (t > 0, x ∈ Ω),
u(t, x) = 0 (t > 0, x ∈ ∂Ω),
u(0, x) = u0(x) (x ∈ Ω). (6.9)
The above scalar boundary problem has been treated by many investigators (cf. [19,30]). It is known
that problem (6.9) has a global solution if m1  α1 and the solution blows up in ﬁnite time if m1 > α1.
We show that the global solution converges to a unique positive steady-state solution if m1 < α1.
Corollary 6.1. Let α1 >m1 > 0 and α1 > 1, and let d1(x) and σ1(x) be smooth positive functions in Ω¯ . Then
the steady-state problem of (6.9) has a unique positive solution u∗s (x). Moreover, for any u0(x) > 0 in Ω and
u0(x) = 0 on ∂Ω , a unique global solution u(t, x) to (6.9) exists and converges to u∗s (x) as t → ∞. The above
conclusions hold true for the case m1 = 0.
Proof. It is obvious that when n1 = 0 the condition in (6.6) is satisﬁed for i = 1 if m1 < α1. Since m2
and n2 can be arbitrarily chosen without affecting (6.9), we see from Theorem 6.1 that problem (6.9)
has positive minimal and positive maximal solutions us(x) and u¯s(x) such that 0< us(x) u¯s(x). Since
σ1um1/uα1 = σ1um1−α1 which is a decreasing function of u for u > 0, we conclude from Theorem 3.3
of [33] that us(x) = u¯s(x) (≡ u∗s (x)) and u∗s (x) is the unique positive steady-state solution. The conver-
gence of u(t, x) to u∗s (x) as t → ∞ follows from Theorem 5.1. It is obvious that the same conclusions
hold true when m1 = 0. This proves the corollary. 
6.3. A competition model
Our ﬁnal application is the following two-species Lotka–Volterra competition model
ut − d1(x)∇2uα1 = u(a1 − b1u − c1v),
vt − d2(x)∇2vα2 = v(a2 − b2u − c2v) (t > 0, x ∈ Ω), (6.10)
under the boundary and initial conditions in (6.5), where for each i = 1,2, αi , ai , bi and ci are positive
constants with αi > 0, di(x) > 0 on Ω¯ and (u0, v0) > (0,0) in Ω . It is known that in the density-
independent case α1 = α2 = 1, the solution (u, v) of (6.10) (with the boundary–initial conditions
in (6.5)) converges to (0,0) as t → ∞ if a1  λ1, a2  λ2; to (us,0) if a1 > λ1, a2  λ2; and to (0, vs)
if a1  λ1, a2 > λ2, where (us,0) and (0, vs) are the semi-trivial solutions of the steady-state problem
of (6.10) (cf. [32, p. 661]). In the case a1 > λ1, a2 > λ2 the solution (u, v) converges to a positive
steady-state solution for a certain class of initial functions if some additional condition is satisﬁed.
One suﬃcient condition is given by
c1
c2
<
a1 − λ1
a2
and
a1
a2 − λ2 <
b1
b2
(cf. [32, p. 662], see also [33]). However, if α1 > 1, α2 > 1 then the asymptotic behavior of the time-
dependent solution can be quite different as is shown in the following theorem.
Theorem 6.4. Suppose α1 > 1, α2 > 1, and
c1
c2
<
a1
a2
<
b1
b2
. (6.11)
Then the following statements hold:
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(us, v¯ s) and (u¯s, vs) such that
0 < us  u¯s 
a1
b1
, 0 < vs  v¯ s 
a2
c2
(x ∈ Ω).
(ii) For any (0,0) < (u0, v0) (a1/b1,a2/c2) in Ω with (u0, v0) = (0,0) on ∂Ω , a unique global solution
(u, v) to (6.10) exists and satisﬁes the relation
(
us(x), vs(x)
)

(
u(t, x), v(t, x)
)

(
u¯s(x), v¯ s(x)
)
as t → ∞. (6.12)
(iii) (u(t, x), v(t, x)) converges to (us, v¯ s) as t → ∞ if 0 < u0  us and v¯s  v0  a2/c2; and it converges
to (u¯s, vs) if u¯s  u0  a1/b1 and 0 < v0  vs.
(iv) (u(t, x), v(t, x)) converges to (u∗s , v∗s ) as t → ∞ if (us, v¯ s) = (u¯s, vs) (≡ (u∗s , v∗s )).
Proof. (i) Consider the scalar boundary value problem
−d1(x)∇2uα1 = u(a1 − b1u) in Ω, u = 0 on ∂Ω. (6.13)
It is easy to see from the proof of Theorem 6.1 (with b < 0) that u˜s = a1/b1 and uˆs = (δφ1)1/α1
are ordered upper and lower solutions of (6.13), where φi , i = 1,2, is the positive eigenfunction of
(6.3) with d0(x) replaced by di(x). By Theorem 4.1 (or Theorem 2.2), problem (6.13) has a positive
solution us in Ω . This shows that the steady-state problem of (6.10) has a semitrivial solution in
the form (us,0). A similar argument shows that it has also a semitrivial solution in the form (0, vs).
To show the existence of positive solutions we transform problem (6.10) by letting u1 = u and u2 =
M0 − v for some constant M0  a1/c1. Then problem (6.10) is transformed into the form (1.1) with
ai ≡ di(x), bi = 0 (i = 1,2), and
D1(u1) = α1uα1−11 , D2(u2) = α2uα2−12 ,
f1(u1,u2) = u1
(
a1 − b1u1 − c1(M0 − u2)
)
,
f2(u1,u2) = −(M0 − u2)
(
a2 − b2u1 − c2(M0 − u2)
)
,
g1 = 0, g2 = M0, u(0, x) = u0, v(0, x) = M0 − v0. (6.14)
Since
∂ f1/∂u1 = a1 − 2b1u1 − c1(M0 − u2), ∂ f1/∂u2 = c1u1,
∂ f2/∂u1 = b2(M0 − u2), ∂ f2/∂u2 = a2 − b2u1 − 2c2(M0 − u2)
we see that condition (3.1) in hypothesis (H2) is satisﬁed for u1  0, 0 u2  M0. Hence the existence
of positive minimal and maximal solutions in (i) follows from Theorem 4.1 if the steady-state problem
of the transformed system has a pair of ordered upper and lower solutions (u˜1, u˜2), (uˆ1, uˆ2) such that
(0,0) < (uˆ1, uˆ2) (u˜1, u˜2) (M1,M0), (6.15)
where M1 is a positive constant.
It is easy to verify that the pair
(u˜1, u˜2) = (u˜2,M0 − vˆ s), (uˆ1, uˆ2) = (uˆs,M0 − v˜ s) (6.16)
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−d1∇2uˆα1s  uˆs(a1 − b1uˆs − c1 v˜ s),
−d2∇2 vˆα2s  vˆ s(a2 − b2u˜s − c2 vˆ s),
−d1∇2u˜α1s  u˜s(a1 − b1u˜s − c1 vˆ s),
−d2∇2 v˜α2s  v˜ s(a2 − b2uˆs − c2 v˜ s) (x ∈ Ω),
uˆs  0 u˜s, vˆ s  0 v˜ s (x ∈ ∂Ω). (6.17)
We seek the above pair in the form
(uˆs, vˆ s) =
(
(δφ1)
1/α1 , (δφ2)
1/α2
)
, (u˜s, v˜ s) = (M1,M2), (6.18)
where δ > 0 is a suﬃciently small constant, and M1 and M2 are some positive constants to be chosen.
It is obvious that the above pair satisfy all the inequalities in (6.17) if
−d1∇2(δφ1) (δφ1)1/α1
(
a1 − b1(δφ1)1/α1 − c1M2
)
,
−d2∇2(δφ2) (δφ2)1/α2
(
a2 − b2M1 − c2(δφ2)1/α2
)
,
0 M1
(
a1 − b1M1 − c1(δφ2)1/α2
)
,
0 M2
(
a2 − b2(δφ1)1/α1 − c2M2
)
.
By choosing M1  a1/b1, M2  a2/c2 and using (6.3) it suﬃces to show that
λ1(δφ1)
1−1/α1  a1 − b1(δφ1)1/α1 − c1M2,
λ2(δφ2)
1−1/α2  a2 − b2M1 − c2(δφ2)1/α2 .
Since 1− 1/αi > 0, i = 1,2, the above inequalities are satisﬁed by a suﬃciently small δ > 0 whenever
M1 < a2/b2 and M2 < a1/c1. Hence by choosing any constants M1, M2 satisfying
a1/b1  M1 < a2/b2 and a2/c2  M2 < a1/c1, (6.19)
the pair in (6.18) fulﬁlls all the requirements in (6.17). The existence of M1, M2 satisfying (6.19) is
ensured by condition (6.11). Since M0  a1/c1 > M2, the pair in (6.16) satisﬁes (6.15). The conclusion
in (i) follows from Theorem 4.1.
(ii) Since the pair (u˜1, u˜2), (uˆ1, uˆ2) in (6.16) are ordered upper and lower solutions of the trans-
formed steady-state problem of (6.10), Theorem 5.1 implies that
(
u(x),M0 − v¯ s(x)
)

(
u1(t, x),u2(t, x)
)

(
u¯s(x),M0 − vs(x)
)
as t → ∞. In view of
(
u1(t, x),u2(t, x)
)= (u(t, x),M0 − v(t, x))
the above relation is equivalent to (6.12).
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(iii) By Theorem 5.1, (u1(t, x),u2(t, x)) converges to (us,M − v¯ s) if (u0,M0 − v0) (uˆs,M0 − v˜ s);
and it converges to (u¯s,M0 − vs) if (u0,M0 − v0) (u˜s,M0 − vˆ s). The conclusion in (iii) follows from
(u1,u2) = (u,M0 − v).
(iv) This is an immediate consequence of (6.12). 
Remark 6.1. In Theorem 6.1 the convergence of the time-dependent solution u to the unique posi-
tive steady-state solution u∗s holds true for every initial function ψ > 0 in Ω (and ψ = 0 on ∂Ω).
This implies that the trivial steady-state solution us = 0 is unstable. The same is true for the ex-
tended problem (6.1), (6.4). Similarly, in Theorem 6.3 (and Theorem 6.4) the convergence of the
time-dependent solution (u, v) to (us, vs) or (u¯s, v¯ s) holds true for every (u0, v0) > (0,0) in Ω (and
(u0, v0) = (0,0) on ∂Ω). This implies that the trivial solution (0,0) in both cases is unstable. More-
over, in the competition model (6.10) the two semitrivial solutions (us,0) and (0, vs) are also unstable
even if ai  λi (i = 1,2). This is in sharp contrast to the case of density-independent diffusion where
α1 = α2 = 1.
Appendix A. The solvability of problem (2.6)
In this appendix, we give a proof for the existence of a classical local solution of the initial–
boundary value problem (2.6). It is to be noted that the boundary of the domain, ∂Ω , is not assumed
to be smooth, but only assumed to be continuous and having the outside sphere property (H1)(v).
Therefore the existence of a classical solution does not follow from the well-known results, such
as [27, Theorem V.6.1].
To prove the existence of a classical solution, we observe from (H1)(v) that the boundary ∂Ω
satisﬁes Condition (A) of [27, p. 9] which is stated as follows: The boundary ∂Ω of the domain Ω is
said to satisfy the Condition (A) if there exist two positive numbers a0 and θ0 such that the inequality
mesΩ iρ  (1− θ0)mes Kρ
holds for any ball Kρ with center on ∂Ω and radius ρ  a0 and any of the connected components
Ω iρ of the intersection Ωρ of the ball Kρ with Ω .
To verify that ∂Ω satisﬁes Condition (A) we let x0 be any point on ∂Ω and Kρ a ball with center
x0 ∈ ∂Ω and radius ρ  δ0, where δ0 is the constant in (H1)(v). Also let K (y0) be a ball outside Ω
that has radius δ0, center y0 and touches ∂Ω at x0. Construct another ball K ′ ⊂ K (y0) such that its
radius is ρ/2 and has the center on the line segment x0 y0. (See Fig. 2.)
Then K ′ ⊂ Kρ and is outside Ω . This implies that any component Ω ′ρ of Ωρ , where Ωρ = Kρ ∩Ω ,
lies in Kρ\K ′ . Since mes K ′ = 12n mes Kρ , where n is the spatial dimension, we see that
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(
1− 1
2n
)
mes Kρ.
This proves that ∂Ω satisﬁes Condition (A) with a0 = ρ and θ0 = 1/2n .
We next show that the domain Q T has the outside strong sphere property which states that for
every (t0, x0) ∈ ST there is a ball K with center (t¯, x¯) /∈ Q T such that K ∩ Q¯ T = {(t0, x0)} and |x¯− x|
μ > 0 for all (x, t) ∈ Q¯ T with |t − t0| < ε, where μ may depend on (t0, x0) and ε is independent
of (t0, x0) (cf. [18, p. 69]). Let K ′ be the n-dimensional ball outside of Ω with center x¯ /∈ Ω and
radius δ0 such that K ′ ∩ Ω¯ = {x0} and let K be the (n + 1)-dimensional ball with center (t0, x¯) and
radius δ0. Then K ∩ Q¯ T = {(t0, x0)}, and there exists ε > 0 such that for any (x, t) ∈ Q¯ T with |t−t0| < ε
we have |x− x¯|μ > 0. This proves that Q T has the outside strong sphere property with μ = δ0.
The existence of a classical solution of problem (2.6) is proven as follows. We ﬁrst apply Theo-
rem V.6.4 of [27, p. 460] to obtain a solution uε in the space Cα/2,α(Q¯ T ) with (uε)x ∈ Cγ /2,γ (Q T ) for
some γ > 0. Next, we regard the differential equation in (2.6) as the linear equation
ut − Lu = F (t, x)
where
Lw = aDε
(
uε(x, t)
)
	w + (Dε(uε(x, t))b− a∇Dε(uε(x, t))) · ∇w,
F (t, x) = f (t, x,uε(t, x))−mε.
Since (uε)x ∈ Cγ /2,γ (Q T ), conditions (A) and (B) in [18, p. 64] are all satisﬁed. Hence by Theorems 8
and 9 of [18, p. 69] we conclude that the solution is in C1+α/2,2+α(Q T ) and therefore it is a classical
solution.
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