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a b s t r a c t
In this paper, we investigate the online scheduling problem on two uniform machines,
where the last job of each machine can be reassigned after all jobs have been assigned.
The objective is to minimize the makespan. We prove that the classical List Scheduling
algorithmwith the competitive ratio s+1s is optimal for s ≥ 1+
√
5
2 , where s is the speed ratio
between the two machines. Also, we prove the lower bound
√
s+ 1 for 1 ≤ s < 1+
√
5
2 and
design an algorithm that matches the bound.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In classical online scheduling problems, jobs arrive one by one and must be assigned to machines irrevocably as soon as
they come. That means reassignment is not allowed. However, it is not always the case in the real world. Tan and Yu [1]
proposed three problems of online scheduling with reassignment. In the first problemPL, one can reassign the last k jobs of
the job sequence, where k is a specified number. In the second problemPE , the last job on each machine can be reassigned.
In the third problem PA, one can reassign an arbitrary k jobs.
In this paper, we consider the second problem PE on two uniform machines, i.e., we can reassign the last job of
each machine after all jobs arrive. It is clear that there are at most four ways of reassignment. In the problem, a list
L = (J1, J2, . . . , Jn) of n jobs that are to be assigned to two uniform machines M1 and M2 is given. Each job Jj is associated
with a size pj. Since pj is the only characteristic of job Jj, we also use pj to represent job Jj. It is assumed thatMi has a speed si,
where 1 = s1 ≤ s2 = s. Then, the processing time of job Jj is pjsi if it is assigned toMi. The objective is to find a schedule that
minimizes the makespan, i.e., the maximum workload of M1 and M2. We measure the performance of an online algorithm
H by its competitive ratio. Let CHmax denote themakespan of the schedule produced byH , and C
∗
max be the optimalmakespan
of an offline schedule. Then, the competitive ratio of algorithmH is defined as
rH = inf
r
{r ≥ 1| CHmax ≤ rC∗max}.
We call c a lower bound of the problem if there is no online algorithm with a competitive ratio less than c. Accordingly,
algorithmH is called optimal or the best possible if its competitive ratio reaches some lower bound.
The List Scheduling (LS, for short) algorithm, which assigns the current job to themachine on which it will finish earliest,
is often used to solve the online parallel machine scheduling problemwithout reassignment. For the makespan problem on
two uniformmachines, Cho and Sahni [4] showed that the competitive ratio of the LS algorithm is 1+
√
5
2 , and Epstein et al. [3]
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obtained the parameterized competitive ratio
rLS =

2s+ 1
s+ 1 , s ≤
1+√5
2 ,
s+ 1
s
, s ≥ 1+
√
5
2 ,
and proved it is the best possible online algorithm for any s ≥ 1.
For the three problems PL, PE and PA with reassignment on two identical machines, where s = 1, Tan and Yu [1]
presented optimal algorithms with competitive ratios 32 ,
√
2 and 43 , respectively.
ForPL andPA on two uniformmachines, Liu et al. [2] gave the lower bounds s+2s+1 and
(s+1)2
s2+s+1 respectively, and proposed
an algorithmwith the competitive ratio s+1s . Also, they proposed another algorithmwith the competitive ratio
(s+1)2
s+2 forPA.
But we note here that the LS algorithm, with the competitive ratio rLS , is in fact optimal for any s ≥ 1 forPL on two uniform
machines. To prove this, we need only add k jobs with size , where  is a sufficiently small positive number, to the end of
each job sequence used to prove in Epstein et al. [3] that rLS is the lower bound of the problem without reassignment.
In this paper, for PE on two uniform machines, we first prove the lower bounds
√
s+ 1, 1 ≤ s ≤ 1+
√
5
2
s+ 1
s
, s ≥ 1+
√
5
2 .
Therefore, LS is optimal for s ≥ 1+
√
5
2 . Then, we design an optimal algorithm Q2RE with the competitive ratio
√
s+ 1 for
1 ≤ s < 1+
√
5
2 .
2. Lower bounds
In this section we discuss the lower bounds of PE on two uniform machines.
Theorem 1. If s ≥ 1+
√
5
2 , the competitive ratio of an arbitrary algorithm for PE on two uniform machines is not less than
s+1
s .
Proof. Suppose that  is a sufficiently small positive number, and p1 = 1.
Case 1. p1 is assigned toM1.
Then a job p2 = 1s arrives. If p2 is assigned to M1, then no other jobs arrive. We can only reassign p2, so Cmax ≥ p1 = 1.
But C∗max = p2 = p1s = 1s . Hence, CmaxC∗max ≥ s ≥ s+1s for s ≥ 1+
√
5
2 .
If p2 is assigned toM2, then a job p3 =  arrives. If p3 is assigned toM2, we can reassign p1 and p3. If p3 is assigned toM1,
we can reassign p2 and p3. For both cases, we have Cmax ≥ min{p1, p2+p1s } = min{1, 1+ss2 }. However, C∗max ≤ 1s + . Hence,
Cmax
C∗max
≥
min
{
1, s+1
s2
}
1
s + 
→ s+ 1
s
( → 0)
for s ≥ 1+
√
5
2 .
Case 2. p1 is assigned toM2.
Then a job p′2 = s arrives. If p′2 is assigned toM2, then no other jobs arrive. Since only p′2 can be reassigned toM1, we have
Cmax ≥ min
{
p′2,
p1 + p′2
s
}
= min
{
s,
1+ s
s
}
= 1+ s
s
for s ≥ 1+
√
5
2 . But C
∗
max = p1 = p
′
2
s = 1, so CmaxC∗max ≥ s+1s .
If p′2 is assigned toM1, then a job p
′
3 =  arrives. If p′3 is assigned toM2, we can reassign p′2 and p′3. If p′3 is assigned toM1,
we can reassign p1 and p′3. For both cases, we have Cmax ≥ min{p′2, p1+p
′
2
s } = min{s, 1+ss } and C∗max ≤ 1+ . Hence,
Cmax
C∗max
≥ min
{
s, s+1s
}
1+  → min
{
s,
s+ 1
s
}
= s+ 1
s
( → 0)
for s ≥ 1+
√
5
2 . 
According to Theorem 1, LS algorithm with the competitive ratio s+1s for s ≥ 1+
√
5
2 is optimal. In the following, we prove
the lower bound
√
s+ 1 for 1 ≤ s < 1+
√
5
2 . Suppose that  is a sufficiently small positive number, and β =
√
s+1−s
1+s−√s+1 > 0.
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Lemma 1. If the total size of jobs assigned to M1 is βt and the total size of jobs on M2 is t according to some algorithm for PE
on two uniform machines with 1 ≤ s < 1+
√
5
2 , then the emergence of two new jobs with sizes st(1 + β) and  implies that the
competitive ratio of the algorithm is at least
√
s+ 1.
Proof. No matter how we assign the two new jobs and then reassign the last job on each machine, we have
Cmax ≥ min
{
βt + st(1+ β), t + st(1+ β)
s
}
= βt + st(1+ β),
where the last equality holds for 1 ≤ s ≤ 1+
√
5
2 . Note that C
∗
max ≤ t(1+ β)+ . Then,
Cmax
C∗max
≥ βt + st(1+ β)
t(1+ β)+  →
β + s(1+ β)
1+ β =
√
s+ 1 ( → 0). 
Theorem 2. If 1 ≤ s < 1+
√
5
2 , the competitive ratio of an arbitrary algorithm for PE on two uniform machines is not less than√
s+ 1.
Proof. Suppose that p1 = 1.
Case 1. p1 is assigned toM1.
Now a job p2 = 1β arrives. If p2 is assigned toM2, then we continue with two jobs with sizes s(1+ 1β ) and , and obtain
the desired result by Lemma 1. If p2 is assigned to M1, then a job p3 = sβ(s+1) arrives. If p3 is also assigned to M1, then the
last job p4 =  arrives. No matter how we assign p4, we cannot reassign p1 and p2, so Cmax ≥ p1 + p2 = 1+ 1β . But
C∗max ≤ max
{
1+ p3, p2 + s
}
= 1+ p3 ( → 0),
where the last equality is due to β =
√
s+1−s
1+s−√s+1 >
1+s−s2
s(s+1) for 1 ≤ s < 1+
√
5
2 . Hence,
Cmax
C∗max
≥ p1 + p2
1+ p3 =
β(s+ 1)+ s+ 1
β(s+ 1)+ s =
√
s+ 1.
If p3 is assigned toM2, then the last two jobs p′4 = s
2β+sβ+s2−s−1
β(s+1) and p5 =  arrive. Note that p′4 > 0 for 1 ≤ s < 1+
√
5
2 . No
matter how we assign p′4 and p5, and then reassign the last job on each machine, we have
Cmax ≥ min
{
p1 + p2, p3 + p
′
4 + p2
s
}
= p1 + p2 = p3 + p
′
4 + p2
s
= 1+ 1
β
.
Since 1+ p3 = p2+p
′
4
s = 1+ sβ(s+1) , it holds that
C∗max ≤ max
{
1+ p3, p2 + p
′
4 + 
s
}
= p2 + p
′
4 + 
s
→ 1+ s
β(s+ 1) ( → 0).
Therefore,
Cmax
C∗max
≥ β(s+ 1)+ s+ 1
β(s+ 1)+ s =
√
s+ 1.
Case 2. p1 is assigned toM2.
A job p′2 = (s+1)(
√
s+1−1)
1+s−√s+1 = s+1−
√
s+1√
s+1−1 arrives.
Case 2.1. p′2 is assigned toM2.
Then a job p′3 = p
′
2+1−s2
s(s+1) = β arrives. If p′3 is assigned to M2, then the last job p′′4 =  arrives. No matter how we assign
p′′4 , p1 and p
′
2 cannot be reassigned, so we have Cmax ≥ p1+p
′
2
s . Also, we have
C∗max ≤ max
{
1+ p′3,
p′2 + 
s
}
= 1+ p′3 ( → 0),
where the equality holds because p′2 = (s+1)(
√
s+1−1)
1+s−√s+1 <
s+1
s for 1 ≤ s < 1+
√
5
2 . Hence,
Cmax
C∗max
≥ p1 + p
′
2
s(1+ p′3)
= (s+ 1)(1+ p
′
2)
s+ 1+ p′2
= √s+ 1.
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If p′3 is assigned toM1, then the last two jobs p
′′′
4 = s+1−sp
′
2
s+1 and p
′
5 =  arrive. Note that p′′′4 > 0 for 1 ≤ s < 1+
√
5
2 . Nomatter
how we assign p′′′4 and p
′
5, and then reassign the last job on each machine, we have
Cmax ≥ min
{
p1 + p′2
s
, p′3 + p′′′4 + p′2
}
= 1+ p
′
2
s
= p′3 + p′′′4 + p′2.
Since 1+ p′3 = p
′
2+p′′′4
s , it holds that
C∗max ≤ max
{
1+ p′3,
p′2 + p′′′4 + 
s
}
→ 1+ p′3 ( → 0).
Therefore,
Cmax
C∗max
≥ 1+ p
′
2
s(1+ p′3)
= (s+ 1)(1+ p
′
2)
s+ 1+ p′2
= √s+ 1.
Case 2.2. p′2 is assigned toM1.
Let A = p′2 − β = s
√
s+1−1
1+s−√s+1 . We consider the job sequence qi = Aβ (1+ 1β )i (i = 0, 1, 2, . . . , k), where k is a sufficiently
large positive integer. If there is a job qj (0 ≤ j ≤ k) assigned toM2, then qj+1, qj+2, . . . , qk do not appear. Note that qj is the
only job assigned toM2 among q0, q1, . . . , qj. Now the total size of jobs onM1 is
p′2 +
j−1∑
i=0
qi = p′2 + A
((
1+ 1
β
)j
− 1
)
= β + A
(
1+ 1
β
)j
,
and the total size of jobs on M2 is p1 + qj = 1 + Aβ (1 + 1β )j. By Lemma 1, the emergence of two new jobs with sizes
s(β + 1+ A(1+ 1
β
)j+1) and  leads to the desired result. If q0, q1, . . . , qk are all assigned toM1, then a job qk+1 = sA(1+
1
β
)k
(s+1)β
arrives. If qk+1 is assigned toM1, then the last job ql =  arrives. No matter how we assign ql, and then reassign the last job
on each machine, we have
Cmax ≥ p′2 +
k∑
i=0
qi = β + A
(
1+ 1
β
)k+1
.
Also, we have
C∗max ≤ max
p′2 + qk+1 +
k−1∑
i=0
qi,
p1 + Aβ
(
1+ 1
β
)k + 
s

= p′2 + qk+1 +
k−1∑
i=0
qi = qk+1 + β + A
(
1+ 1
β
)k
( → 0),
where the first equality holds because k is a sufficiently large number and β > 1+s−s
2
s(s+1) = 1s − ss+1 for 1 ≤ s < 1+
√
5
2 . Hence,
Cmax
C∗max
≥
β + A
(
1+ 1
β
)k+1
sA
(
1+ 1
β
)k
β(s+1) + β + A
(
1+ 1
β
)k
=
β(
1+ 1
β
)k + A
(
1+ 1
β
)
sA
β(s+1) + β(
1+ 1
β
)k + A
→ β(s+ 1)+ s+ 1
β(s+ 1)+ s =
√
s+ 1 (k→∞).
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If qk+1 is assigned toM2, then the last two jobs
qk+2 = sqk+1 + sβ − 1+
(
s− 1
β
)
A
(
1+ 1
β
)k
=
((s2 + s)β + s2 − s− 1)A
(
1+ 1
β
)k + (sβ − 1)(s+ 1)β
β(s+ 1)
and q′l =  arrive. Note that (s2+ s)β+ s2− s− 1 > 0 for 1 ≤ s < 1+
√
5
2 , and hence qk+2 > 0 if k is large enough. No matter
how we assign qk+2 and q′l , and then reassign the last job on each machine, we have
Cmax ≥ min
{
p′2 +
k∑
i=0
qi,
p1 + qk+1 + qk+2 + qk
s
}
= p′2 +
k∑
i=0
qi =
1+ qk+1 + qk+2 + Aβ
(
1+ 1
β
)k
s
= β + A
(
1+ 1
β
)k+1
.
Since p′2 + qk+1 +
∑k−1
i=0 qi = 1+qk+2+qks , it holds that
C∗max ≤ max
{
p′2 + qk+1 +
k−1∑
i=0
qi,
1+ qk+2 + qk + 
s
}
→ p′2 + qk+1 +
k−1∑
i=0
qi = β + A
(
1+ 1
β
)k
+ qk+1 ( → 0).
Therefore,
Cmax
C∗max
≥
β + A
(
1+ 1
β
)k+1
β + A
(
1+ 1
β
)k + sA(1+ 1β )k
(s+1)β
→ β(s+ 1)+ s+ 1
β(s+ 1)+ s =
√
s+ 1 (k→∞).
This completes the proof. 
3. Algorithm Q 2RE
According to Theorem 1, the LS algorithm is optimal for s ≥ 1+
√
5
2 . In this section, we present an algorithm Q2RE which
is optimal for 1 ≤ s < 1+
√
5
2 .
Let x = s√s+ 1, y = √s+ 1+ 1 and z = 1x+s−sx = 1sy(√s+1−s) . It holds that y > x and z ≥ 1 for 1 ≤ s < 1+
√
5
2 . For the
simplicity of expression, in the following we useM ji to denote the workload onMi just before the assignment of pj, andMi to
denote the final workload ofMi. LetM
j
max = max{zM j1, M j2} andM jmin = min{zM j1, M j2}, where the tie is broken arbitrarily
if zM j1 = M j2. We useM(j) and M¯(j) to represent the machines associated withM jmax andM jmin respectively, and use s(j) and
s¯(j) to denote their speeds.
Algorithm Q2RE
Step 1. (Assign) For j = 1, 2, . . . , n do
if M jmax ≤ y(M jmin + zpjs¯(j) ) and pjs¯(j) ≤ xM jmax
then pj → M(j)
else pj → M¯(j)
Step 2. (Reassign) Let pu and pv be the last jobs on M1 and M2 after Step 1. Let a = max{pu, pv} and b = min{pu, pv}.
Reassign a and b successively by the LS algorithm.
SinceM1max = M1min = 0, p1 is assigned to M¯(1), which may be set asM1 orM2 arbitrarily.
Lemma 2. For 1 ≤ s < 1+
√
5
2 , it holds that M
j
max ≥ xM jmin for j = 1, 2, . . . , n.
Q. Cao, Z. Liu / Theoretical Computer Science 411 (2010) 2890–2898 2895
Proof. Obviously, M1max = xM1min = 0 and M2max ≥ p1s > xM2min = 0 hold. We assume that M jmax > xM jmin for some j ≥ 2
and proveM j+1max > xM j+1min in the following. If job pj is assigned toM(j), then
M j+1max ≥ M jmax > xM jmin = xM j+1min .
If job pj is assigned to M¯(j), thenM
j
max > y(M
j
min + zpjs¯(j) ) or pjs¯(j) > xM jmax holds. In the former case, we have
M j+1max ≥ M jmax > y
(
M jmin +
zpj
s¯(j)
)
≥ yM j+1min ≥ xM j+1min .
In the latter case, we have
M j+1max ≥ M jmin +
pj
s¯(j)
> M jmin + xM jmax ≥ xM jmax ≥ xM j+1min . 
Lemma 3. If M1 ≥ M2 and M2M1 ≥
√
s+1−1
s , then C
Q2RE
max ≤
√
s+ 1C∗max.
Proof. Since CQ2REmax = max{M1,M2} = M1 and C∗max ≥ M1+sM21+s , we have
CQ2REmax
C∗max
≤ M1M1+sM2
1+s
= 1+ s
1+ sM2M1
≤ √s+ 1,
where the last inequality follows from M2M1 ≥
√
s+1−1
s . 
Lemma 4. If M1 ≤ M2 and M1M2 ≥
√
s+ 1− s, then CQ2REmax ≤
√
s+ 1C∗max.
Proof. It follows fromM1 ≤ M2 and M1M2 ≥
√
s+ 1− s that
CQ2REmax
C∗max
≤ M2M1+sM2
1+s
= 1+ sM1
M2
+ s ≤
√
s+ 1. 
Lemma 5. If both pu and pv are reassigned to the same machine, then CQ2REmax ≤
√
s+ 1C∗max for 1 ≤ s < 1+
√
5
2 .
Proof. We distinguish two cases.
Case 1. Both pu and pv are reassigned toM1.
Case 1.1.M2 ≤ M1.
Since pu and pv are reassigned to M1, we have M1 ≥ 2b. According to the rule of reassignment in Algorithm Q2RE, it
holds thatM1 ≤ M2 + bs ≤ M2 + M12s . Hence, M2M1 ≥ 1− 12s ≥
√
s+1−1
s . By Lemma 3, the conclusion holds.
Case 1.2.M2 > M1.
If zMv1 ≤ Mv2 , then Mvmax = Mv2 . Since pv is assigned to M2 = M(v) in Step 1, we have Mvmax ≤ y(Mvmin + zpvs¯(v) ), i.e.,
Mv2 ≤ y(zMv1 + zpv). Then,M2 = Mv2 ≤ yz(Mv1 + pv) ≤ yzM1. Further, we have M1M2 ≥ 1yz ≥
√
s+ 1 − s for 1 ≤ s < 1+
√
5
2 .
By Lemma 4, the conclusion holds.
IfMv2 < zM
v
1 , then
M1
M2
≥ Mv1Mv2 >
1
z ≥
√
s+ 1− s and the conclusion holds too.
Case 2. Both pu and pv are reassigned toM2.
Case 2.1.M1 ≤ M2.
Since M2 ≥ pu+pvs ≥ 2bs , we have b ≤ sM22 . According to the rule of reassignment in Algorithm Q2RE, it holds that
M2 ≤ M1 + b ≤ M1 + sM22 . Hence, M1M2 ≥ 1− s2 ≥
√
s+ 1− s. By Lemma 4, the conclusion holds.
Case 2.2.M1 > M2.
Since pu and pv are reassigned toM2, we haveM1 = Mu1 . Then, zMu1 > M2 ≥ Mu2 andMumax = zMu1 . Since pu is assigned to
M1 = M(u) in Step 1, we have
zM1 = zMu1 ≤ y
(
Mu2 +
zpu
s
)
≤ yz
(
Mu2 +
pu
s
)
≤ yzM2.
Then, M2M1 ≥ 1y =
√
s+1−1
s . By Lemma 3, the conclusion holds. 
Lemma 6. If pu is reassigned to M1 and pv is reassigned to M2, then CQ2REmax ≤
√
s+ 1C∗max for 1 ≤ s < 1+
√
5
2 .
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Proof. We deal with the cases ofM1 ≤ M2 andM1 > M2 respectively.
Case 1.M1 ≤ M2.
Case 1.1. zMv1 ≤ Mv2 , i.e.,Mvmax = Mv2 .
Since pv is assigned toM2 = M(v) in Step 1, we have
pv ≤ s¯(v)xMvmax = xMv2 = x
(
M2 − pvs
)
.
Then, pv ≤ sxs+xM2. Since pv is reassigned toM2 in Step 2, it holds that
M2 = Mv2 +
pv
s
≤ M1 + pv ≤ M1 + sxs+ xM2.
Hence, M1M2 ≥ 1− sxs+x =
√
s+ 1− s. By Lemma 4, the conclusion holds.
Case 1.2. zMv1 > M
v
2 , i.e.,M
v
max = zMv1 .
According to Lemma 2, we have zMv1 ≥ xMv2 . Since C∗max ≥ pvs , we may assumeM2 = CQ2REmax >
√
s+1
s pv . Hence,
M2 = Mv2 +
pv
s
≤ zM
v
1
x
+ M2√
s+ 1 ≤
zM1
x
+ M2√
s+ 1 ,
and M1M2 ≥ xz (1− 1√s+1 ) ≥
√
s+ 1− s, where the last inequality holds for 1 ≤ s ≤ 1+
√
5
2 . By Lemma 4, the conclusion holds.
Case 2.M1 > M2.
Case 2.1. zMu1 > M
u
2 , i.e.,M
u
max = zMu1 .
Since pu is assigned toM1 = M(u) in Step 1, we have
pu ≤ s¯(u)xMumax = sxzMu1 = szx(M1 − pu).
Then, pu ≤ szx1+szxM1. According to the rule of reassignment in Algorithm Q2RE, it holds that
M1 = Mu1 + pu ≤ M2 +
pu
s
≤ M2 + zxM11+ szx .
Hence, M2M1 ≥ 1− zx1+szx = 1− xs+x =
√
s+1−1
s . By Lemma 3, the conclusion holds.
Case 2.2. zMu1 ≤ Mu2 , i.e.,Mumax = Mu2 .
According to Lemma 2, we haveMu2 ≥ xzMu1 . Also, we may assumeM1 = CQ2REmax >
√
s+1
s pu. Hence,
M1 = Mu1 + pu ≤
Mu2
zx
+ sM1√
s+ 1 ≤
M2
zx
+ sM1√
s+ 1 ,
and M2M1 ≥ zx(1− s√s+1 ) =
√
s+1−1
s . Then, the conclusion holds. 
Lemma 7. If pu is reassigned to M2 and pv is reassigned to M1, then CQ2REmax ≤
√
s+ 1C∗max for 1 ≤ s < 1+
√
5
2 .
Proof. Wemake a case by case analysis.
Case 1.M1 ≤ M2.
Case 1.1. zMu1 > M
u
2 , i.e.,M
u
max = zMu1 .
By the rule of assignment in Algorithm Q2RE, we have pu ≤ sxzMu1 ≤ sxzM1. Further, since pu is reassigned to M2 in
Step 2, we obtain
M2 = Mv2 +
pu
s
≤ M1 + pu ≤ (1+ sxz)M1.
Therefore, M1M2 ≥ 11+sxz = 1− sxs+x =
√
s+ 1− s. By Lemma 4, the conclusion holds.
Case 1.2. zMu1 ≤ Mu2 and zMv1 > Mv2 , i.e.,Mumax = Mu2 andMvmax = zMv1 .
Case 1.2.1. pu comes before pv and pu > pv .
According to Lemma 2, we have xzMu1 ≤ Mu2 ≤ M2 − pus . Hence,
M2 = Mv2 +
pu
s
≤ Mu1 + pu ≤
M2 − pus
zx
+ pu
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by the rule of reassignment. That is to say,M2 ≤ szx−1s(zx−1)pu. Then,
CQ2REmax
C∗max
≤ M2pu
s
≤ szx− 1
zx− 1 ≤
√
s+ 1,
where the last inequality is due to 2s
√
s+ 1 ≤ s2 + s+ 1.
Case 1.2.2. pu comes after pv or pu ≤ pv .
It is clear thatMv1 ≤ M1 if pu comes after pv . Else, we haveMv1 = M1 − pv + pu ≤ M1 according to pu ≤ pv . Further, by
Lemma 2, we have xMv2 ≤ zMv1 ≤ zM1. Also, we may assume M2 = CQ2REmax >
√
s+1
s pu. Thus, M2 = Mv2 + pus ≤ zM1x + M2√s+1 .
As in the proof of Lemma 6 (Case 1.2), the conclusion holds.
Case 1.3. zMu1 ≤ Mu2 and zMv1 ≤ Mv2 , i.e.,Mumax = Mu2 andMvmax = Mv2 .
Since pv is assigned toM2 = M(v) in Step 1, we have pv ≤ xMv2 = x(M2 − pus ). If pu ≤ pv , then pu ≤ sxs+xM2, and
M2 = Mv2 +
pu
s
≤ M1 + pu ≤ M1 + sxs+ xM2.
We deduce the desired conclusion as in the proof of Lemma 6 (Case 1.1). In the following, we assume pu > pv , i.e., pu = a.
If Mv1 ≥ Mu1 , then by Lemma 2, we have Mu1 ≤ Mv1 ≤ M
v
2
zx ≤
M2− pus
zx , and the conclusion can be proved as in Case 1.2.1.
Next we assume Mv1 < M
u
1 , which implies that pu comes after pv , and at least one job comes between pv and pu. Consider
the job pw coming just before pu, which must be assigned to M1 in Step 1. Note that zMw1 ≤ zMu1 ≤ Mu2 = Mw2 . Thus, pw is
assigned to M¯(w), which impliesMu2 = Mw2 > yz(Mw1 + pw) = yzMu1 or pw > xMw2 = xMu2 . However, since pw ≤ Mu1 ≤ M
u
2
z ,
pw > xMu2 does not hold. Then, we haveM
u
2 > yzM
u
1 .
Since pu is assigned toM1 = M¯(u) in Step 1, at least one ofMu2 > yz(Mu1 + pu) and pu > xMu2 holds. If the former holds,
then
M2 ≤ Mu1 + pu <
Mu2
yz
= 1
yz
(
M2 − pus +
pv
s
)
< M2,
a contradiction. Thus, pu > xMu2 > xyzM
u
1 . Further, by the rule of reassignment, we have
M2 = Mv2 +
pu
s
≤ Mu1 + pu <
pu
xyz
+ pu = 1+ xyzxyz pu.
Therefore,
CQ2REmax
C∗max
≤ M2pu
s
≤ s(1+ xyz)
xyz
= s+ s
xyz
≤ √s+ 1,
where the last inequality is due to xyz =
√
s+1√
s+1−s and s
2 + s+ 1 ≥ 2s√s+ 1 for all s ≥ 1.
Case 2.M1 > M2.
Case 2.1. zMv1 ≤ Mv2 , i.e.,Mvmax = Mv2 .
Since pv is assigned to M2 = M(v) in Step 1, we have pv ≤ xMv2 ≤ xM2. Since pv is reassigned to M1, we have
M1 ≤ M2 + pvs ≤ (1+ xs )M2. Therefore, M2M1 ≥ sx+s =
√
s+1−1
s . By Lemma 3, the conclusion holds.
Case 2.2. zMv1 > M
v
2 and zM
u
1 ≤ Mu2 , i.e.,Mvmax = zMv1 andMumax = Mu2 .
Case 2.2.1. pu comes before pv or pu ≥ pv .
By Lemma2,wehave xzMu1 ≤ Mu2 ≤ M2. Also,wemay assumeM1 = CQ2REmax >
√
s+1
s pv . Hence,M1 = Mu1+pv ≤ M2zx + sM1√s+1 ,
i.e.,
M2
M1
≥ zx
(
1− s√
s+ 1
)
= 1
y
=
√
s+ 1− 1
s
,
where the first equality is due to xyz =
√
s+1√
s+1−s . By Lemma 3, the conclusion holds.
Case 2.2.2. pu comes after pv and pu < pv .
According to Lemma 2, we have xMv2 ≤ zMv1 ≤ z(M1−pv), i.e., pv ≤ M1− xzMv2 . If z < x, then by the rule of reassignment,
M1 = Mu1 + pv ≤ Mv2 +
pv
s
≤ zMv1x + pvs
< Mv1 + pvs ≤ M1 − pv + pvs ≤ M1,
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a contradiction. Thus, z ≥ x. Further, we have
M1 ≤ Mv2 +
pv
s
≤ Mv2 +
M1
s
− x
sz
Mv2 ≤
M1
s
+
(
1− x
sz
)
M2.
That is to say,
M2
M1
≥ zs− z
zs− x =
s− 1
s+ sx2 − x2 − sx ≥
1√
s+ 1+ 1 =
√
s+ 1− 1
s
,
where the latter inequality is due to (s2 + s− 1)√s+ 1 ≥ s4 − s2 + 1 for 1 ≤ s ≤ 1+
√
5
2 . Thus, the conclusion holds.
Case 2.3. zMv1 > M
v
2 and zM
u
1 > M
u
2 , i.e.,M
v
max = zMv1 andMumax = zMu1 .
Since pu is assigned toM1 = M(u) in Step 1, we have pu ≤ sxzMu1 = sxz(M1 − pv). If pu ≥ pv , then pv ≤ szx1+szxM1 and
M1 ≤ M2 + pvs ≤ M2 +
zx
1+ szxM1.
As in the proof of Lemma 6 (Case 2.1), the conclusion holds. Next we assume pu < pv , i.e., pv = a.
IfMu2 ≥ Mv2 , then by Lemma 2,Mv2 ≤ Mu2 ≤ zM
u
1
x = z(M1−pv)x , and the conclusion can be proved as in Case 2.2.2. Now we
assumeMu2 < M
v
2 , which implies that pv comes after pu, and at least one job comes between pu and pv . Consider the job pw
coming just before pv , which must be assigned to M2 in Step 1. Since zMw1 = zMv1 > Mv2 > Mw2 , pw is actually assigned to
M¯(w). Then, zMv1 = zMw1 > y(Mw2 + zpws ) ≥ yMv2 or pws > xzMw1 = xzMv1 . Since pws ≤ Mv2 < zMv1 , pws > xzMv1 does not hold,
i.e., zMv1 > yM
v
2 .
Since pv is assigned toM2 = M¯(v) in Step 1, at least one of zMv1 > y(Mv2 + zpvs ) and pvs > xzMv1 holds. If the former holds,
then
M1 ≤ Mv2 +
pv
s
<
zMv1
y
≤ z(M1 − pv + pu)
y
.
If z ≤ y, we get a contradiction. If z > y, then pv − pu ≤ (z−y)M1z . Hence,
M1 ≤ Mv2 +
pv
s
= M2 − pus +
pv
s
≤ M2 + (z − y)M1sz ,
and M2M1 ≥
sz−z+y
sz ≥
√
s+1−1
s , where the last inequality is due to (s − 1)2
√
s+ 1 ≤ 3s − s3 for 1 ≤ s ≤ 1+
√
5
2 . By Lemma 3,
the conclusion holds.
If pvs > xzM
v
1 , then pv > sxzM
v
1 > sxyM
v
2 . Hence,
M1 = Mu1 + pv ≤ Mv2 +
pv
s
≤ pv
sxy
+ pv
s
= 1+ xy
sxy
pv,
and
CQ2REmax
C∗max
≤ M1pv
s
≤ 1+ 1
xy
= 1+ 1
s
√
s+ 1(√s+ 1+ 1) ≤
√
s+ 1
for all s ≥ 1. 
Theorem 3. CQ2REmax ≤
√
s+ 1C∗max for 1 ≤ s < 1+
√
5
2 .
Proof. See Lemmas 5–7. 
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