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Abstract { This paper describes the development of a three
dimensional geometrically constrained target tracker. This
tracker combines the predictions of a circular prediction algo-
rithm and a constant velocity lter by utilizing the Covariance
Intersection. This combined prediction can be updated with
the consequent measurement using the linear estimator. The
proposed technique is illustrated on a benchmark trajectory
including circular and straight line maneuvers.
Keywords: Circular lter, tracking, three dimensions, hybrid
lter.
1 Introduction
The estimation and prediction of the kinematics of a dy-
namic object requires the use of a dynamic model and dis-
crete time data. A majority of target trackers are based on
a straight line maneuver, where model uncertainties and
man-made disturbances are accounted for as stochastic
acceleration. In contrast to the simple straight line l-
ters, complex non-linear models have been developed to
capture the real object dynamics which are applied to
special maneuvers such as the coordinated turns. The
focus of this paper is on the development of a non-model
based algorithm which constrains the predicted state to
a circular turn.
1.1 Coordinated Turn Models
Filters based on a constant velocity or constant accel-
eration trajectory are implemented as - [1, 2, 3], -
- [4, 5] and linear Kalman lters [6, 7, 8]. Singer
[9] developed an acceleration model for manned maneu-
vering targets with exponentially autocorrelated acceler-
ation. He viewed this acceleration as perturbations upon
the constant velocity trajectory. Relaxing the straight line
assumption, Berg [10] augmented Singer`s model by an
\adaptive estimation of the mean target jerk", which is
the result of a coordinated turn. The coordinated turn
is a special maneuver, which is consistent with the bank-
to-turn ight characteristics of a xed-wing aircraft [11].
This planar maneuver is dened by assuming (i) the aero-
dynamic lift (L) and the resulting thrust (T) are constant
and (ii) the roll rate (p) is zero. This algorithm is based
on aircraft related parameters like thrust, lift and tar-
get inertial angular velocity components (p;q;r), which
form a set of coupled non-linear dierential equations.
Bishop and Antoulas [12, 13] treated the aircraft as a
material point as a result of assuming the angle of at-
tack (x) and sideslip () to be zero. In combination
with the coordinated turn assumptions, this algorithm re-
duces to a kinematics problem. In contrast to Berg's
augmented adaptive jerk model, the prediction equation
becomes non-linear, but does not require the explicit cal-
culation of L;T;p;q;r. This algorithm can be simplied
by assuming constant speed during the coordinated turn,
which leads to a constant turn rate vector 
 [14, 15].
Nabaa and Bishop [16] have shown that the constant
speed coordinated turn is a particular subset of the gen-
eral coordinated turn of Bishop and Antoulas. In general
the coordinated turn models are a set of non-linear, cou-
pled equations, which are dicult to solve.
1.2 Geometrically Constraining Methods
A geometric approach of implementing a circular turn
has been developed by Roecker and McGillem [17], and
a similiar approach by Kawase et al. [18]. The circular
prediction is constrained to lie on a circle, whose cen-
ter is estimated based on previous measurements. The
center-point-approach (CPA) predicts in a polar coordi-
nate system (R and  ) whose origin is the center of the
circle. The CPA is not amenable for further stability, per-
formance and uncertainty analysis, because of the com-
plex center coordinate calculation and discontinuities in
the polar angle   between successive scans. This discon-
tinuity appears by switching from the previous circle to
the next circle as the radius and center change. Tenne
and Singh [19] proposed a circular prediction algorithm,
which integrates the measured data into the lter and
constrains the prediction to lie on the arc of a circle. The
circular prediction algorithm is dened in relative coordi-
nates without the requirement of calculating the center
and the radius.
2 Circular Motion Target Model in 2D
To develop the algorithm, consider four points lying on
a circle as shown in Fig. 1(a). The four points are con-
nected to create two triangles 4123 and 4134, where
the triangle sides are named by the points which theyconnect, for example, R12 is the distance between points
j 1 and j 2 . The fourth point can be described relative
to the points j 1 to j 3 by a variety of angle and dis-
tance combinations. A convenient pair is the angle '2
and the distance R34 as indicated in Fig. 1. The desired
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(a) Basic Properties
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(b) Relative Relationships
Fig. 1: Properties of points lying on a circle
prediction equations dene the relationships between the
fourth point, which is parameterized by R34 and '2 and
the previous three points. To derive the prediction equa-
tion, consider the points j 2 , j 3 and j 4 relative to point
j 1 , which is equivalent to introducing a Cartesian co-
ordinate system labeled u-v with its origin at point j 1 .
Observing Fig. 1(b), the distances are dened in terms of
ui and vi.
R2
13 = u2
3 + v2
3 (1a)
R2
14 = u2
4 + v2
4 (1b)
R2
24 = (u4   u2)2 + (v4   v2)2 (1c)
R2
34 = (u4   u3)2 + (v4   v3)2 (1d)
(1c) and (1d) can be rewritten as:
u2u4 + v2v4 = R12R14 cos('1 + '2) (2a)
u3u4 + v3v4 = R13R14 cos('2) ; (2b)
and solving for the relative position [u4 v4]T, yields the
desired relationship

u4
v4

=

u2 v2
u3 v3
 1 
R12 cos('1 + '2)
R13 cos('2)

R14 : (3)
The unknown distance R14 in (3) is determined from
4134 using the cosine rule
R14 = R13
2
4cos('2) +
s
R34
R13
2
  sin
2('2)
3
5 ; (4)
The solution of R14 contains the evaluation of a square
root, whose radicand can take negative values. It is there-
fore, desirable to derive an alternative form, which proves
advantageous in the prospective development. By replac-
ing R34 = sin'2=sin'1R23 the equation for R14 can be
rewritten as:
R14 = R13 cos('2)+
sin('2)
sin('1)
q
R2
23   R2
13 sin
2('2) (5)
The square root expression can be modied by observing
Figure 2, where the triangle 4123 has been extended in
the direction of the phasor R12, to build a right angle
triangle with the hypotenuse R13.
q
R2
23   R2
13 sin
2('2) = R13 cos('1)   R12
Further simplication with the use of the sum of angle
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q
R2
23   R2
13 sin
2('2)
R13 sin'1
R13 R23
Fig. 2: Right angle triangle extension to triangle 4123
theorem leads to
R14 = [R13 sin('1 + '2)   R12 sin('2)]
1
sin('1)
: (6)
Note that equation 6 is also valid for straight line ma-
neuvers. Assuming that the prediction angle '2 can be
expressed in terms of '1 as '2 = k'1 and noticing that
'1 equals zero for a straight line, equation 6 reduces to
lim
'1!0
R14 = R13 + k(R13   R12); (7)where the l'Hospital rule has been applied. The dierence
R13   R12 equals the distance R23 and the predicted
distance is the sum of R13 and a scaled R23. Assuming a
constant speed (cs) angular turn, equation 6 reduces to
Rcs
14 = 2R13 cos('2)   R12 ; (8)
and in the case of a straight line maneuver
lim
'1!0
Rcs
14 = 2R13   R12 : (9)
For prospective development of a 3 dimensional exten-
sion of the planar algorithm, the prediction equation in
relative Cartesian coordinates can be interpreted as a vec-
tor quantity. Dene the vector ~ r12 of length R12 pointing
from point j 1 towards point j 2 , and vector ~ r13 respec-
tively. By evaluating the matrix inverse

u2 v2
u3 v3
 1
=
1
u2v3   u3v2

v3  v2
 u3 u2

(10)
and noticing that the determinant can be expressed as:
u2v3   u3v2 = R12R13 sin'1 ; (11)
which is a direct result of the cross product performed in
a 2 dimensional plane
k~ r13 ~ r12k = k~ r13kk~ r12ksin('1) = R12R13 sin('1)
(12)
the prediction equation can be rewritten as:

u4
v4

= T(=2)~ n13R14
cos('1 + '2)
sin('1)
+T( =2)~ n12R14
cos('2)
sin('1)
:
(13)
The following substitutions have been introduced. The
matrix T() is the rotational transformation matrix de-
ned as
T() =

cos() sin()
 sin() cos()

: (14)
The normalized vector ~ n12 is the unit vector pointing in
the direction of ~ r12. The new prediction equation 13 con-
sists of a summation of the rotated and scaled unit vectors
~ n12 and ~ n13 in a 2 dimensional plane. In a three dimen-
sional environment the same rotation has to be performed
around the normal vector dened by the two dimensional
plane.
3 3D Circular Motion Estimation
Real world targets operate in three space and conse-
quently trackers cannot be constrained to predict in two
dimensions. The radar measurements, for example, are
obtained in a spherical coordinate system reporting the
range, azimuth and elevation, whereas the target's posi-
tion is described in a global Cartesian coordinate system.
The proposed curve-tting estimator constrains the pre-
diction to a circular trajectory in a two dimensional coor-
dinate system. This section addresses the fact that the
three points form a two dimensional plane, which is ori-
ented in three dimensions. The circular estimation can be
performed in this two dimensional plane and later back-
transformed to the global three dimensional coordinate
system.
3.1 Representing the Circular Prediction
Plane
The circular prediction algorithm described in section 2 is
performed based on three position measurements. These
three locations dene two vectors ~ r12 and ~ r13, which span
a two dimensional plane in a three dimensional space. For
illustrative purposes let us assume three points in space
be (i) at the origin, (ii) on the x-z plane at [1 0 1], and
(iii) on the y-z plane at [0 1 1]. The normal vector ~ ns
of the 2D plane can be obtained by evaluating the cross
product.
~ ns =
~ r12 ~ r13
k~ r12 ~ r13k
(15)
The orientation of the normal vector is positive when
the three vectors constitute a right-handed coordinate
system, which can also be determined by the right-hand
screw rule rotating ~ r12 into the direction of ~ r13. Figure 3
displays the three points marked by the symbol `' and
the normal vector denoted by the symbol '2'. It also
illustrates the x-y plane of the global Cartesian coordi-
nate system. The transition from the original Cartesian
Fig. 3: Circular Prediction Plane
coordinate system to the circular prediction plane can be
achieved by a multi-step rotation of the coordinate sys-
tem. The rst step consists of a rotation around the z-axis
such that the projection of the normal vector on to the x-
y plane aligns with the x-axis. This rotation is performed
by the three dimensional transformation matrix
G1 =
2
4
cos('s) sin('s) 0
 sin('s) cos('s) 0
0 0 1
3
5 ; (16)
where 's is the polar rotation angle of the normal vector
projected on to the x-y plane. Subsequent to the align-
ment of the x-axis, the second step rotates the coordinate
system around the transformed y-axis. This rotation is
performed by the rotation matrix
G2 =
2
4
cos(#s) 0  sin(#s)
0 1 0
sin(#s) 0 cos(#s)
3
5 ; (17)where #s is the direction cosine of the normal vector with
respect to the z-axis. The combined coordinate trans-
formation can be obtained by constructing the rotation
matrix consisting of G1 and G2:
G = G2G1 (18)
Note that the rotation matrices Gi are orthogonal and
thus G
 1
i = GT
i .
3.2 Extended Circular Prediction Algorithm
to Three Dimensions
Based on the development of the two dimensional cir-
cular prediction algorithm (Section 2) and the results of
the circular prediction plane, this section describes the
circular prediction algorithm in three dimensional space.
Conceptually, the circular prediction is performed on a
two dimensional plane, which is dened by the three cir-
cular points, i.e. the vectors ~ r12 and ~ r13 span the circular
prediction plane. The fact, that the circular prediction
can be described as a rotation of these two vectors can
be exploited to extend the algorithm to include the third
dimension. Equation 13 can be rewritten to include a
zero z-component of the predicted position and the nor-
malized vectors, where the rotation matrix T() can be
dened as:
T() =
2
4
cos() sin() 0
 sin() cos() 0
0 0 1
3
5 : (19)
Substituting the normalized vectors with vectors de-
scribed in the relative Cartesian coordinates, equation 13
can be written as:
2
4
u4
v4
0
3
5 = T(=2)G
2
4
u0
3
v0
3
w0
3
3
5 R14
R13
cos('1 + '2)
sin('1)
+ T( =2)G
2
4
u0
2
v0
2
w0
2
3
5 R14
R12
cos('2)
sin('1)
;(20)
where G is given by equation 18. The circular prediction
of equation 20 is described with respect to a Cartesian co-
ordinates system where the x-y plane coincides with the
circular prediction plane. Including the back transforma-
tion into equation 20
2
4
u0
4
v0
4
w0
4
3
5 = G 1
2
4
u4
v4
0
3
5 (21)
involves the evaluation of the matrix product
G = G 1T(=2)G (22)
Note, since T( =2) = T T(=2) and G is orthogonal it
can be shown that the combined transformation matrix
G 1T( =2)G = GT. Therefore, the circular prediction
performed on the 2D plane can be written with respect
to the global Cartesian coordinate system as:
2
4
u0
4
v0
4
w0
4
3
5 = G
2
4
u0
3
v0
3
w0
3
3
5 R14
R13
cos('1 + '2)
sin('1)
+GT
2
4
u0
2
v0
2
w0
2
3
5 R14
R12
cos('2)
sin('1)
(23)
By adding the coordinates of the rst point and substitut-
ing the relative coordinates with the global coordinates,
we obtain the circular prediction in global Cartesian co-
ordinates.
2
4
x4
y4
z4
3
5 = G
2
4
x3
y3
z3
3
5s1+GT
2
4
x2
y2
z2
3
5s2+(I Gs1 GTs2)
2
4
x1
y1
z1
3
5
(24)
where the abbreviations:
s1 =
R14
R13
cos('1 + '2)
sin('1)
(25)
s2 =
R14
R12
cos('2)
sin('1)
(26)
have been introduced.
Figure 4 illustrates the circular prediction in a three di-
mensional space. It shows the x-y plane of the global
Cartesian coordinate system and the projection of the
three points in a 3D space as well as their connecting cir-
cle. Performing the circular prediction with equation 24,
we obtain a position on the circular prediction plane which
is furthermore constrained to lie on a circle dened by the
three measurements.
Fig. 4: Circular Prediction in a 3D space.
3.3 Extended Curve-tting Approach and
Hybrid Filters
The prediction algorithms constraining the target motion
on a smooth curve provide a reasonable performance for
circle like trajectories. However, real target motions can
be approximated by piecewise curves which are circles
and straight lines. In addition with the presence of noise,the performance of a stand-alone circular lter would de-
grade. The proposed circular lter is therefore integrated
with traditional lters including straight line target mod-
els.
A common model used, assumes a target moving on a
straight line with a constant velocity, where the system
is driven by white noise acceleration. The linear state
space is comprised of the x,y,z position as well as the
three velocities vx, vy and vz. The radar measurements
are obtained in the spherical coordinate system reporting
the range (R), azimuth ( ) and elevation (#), which are
related to the Cartesian coordinate system centered at
the radar location. The conversion can be derived as:
R =
p
x2 + y2 + z2 (27)
  = arctan
y
x
(28)
# = arctan
p
x2 + y2
z
= arccos
z
R
(29)
Employing the extended Kalman lter the Jacobian of the
output equation is required, which can be derived as:
H =
2
4
x
R
y
R
z
R 0 0 0
 y
 R2
x
 R2 0 0 0 0
xz
R2  R
yz
R2  R  
 R
R2 0 0 0
3
5 ; (30)
where  R2 = x2+y2. Subsequently, the extended Kalman
lter equations have to be applied. This model is driven
by white noise acceleration, which can be best described
in the target's coordinate frame, where the Cartesian ab-
scissa is aligned with the heading direction. The acceler-
ations as shown in Figure 5 are divided into the parallel
acceleration ap, the normal acceleration an, and the bi-
normal acceleration ab, where the variances are 2
p, 2
n
and 2
b respectively. The process noise covariance can be
et
v
en
target trajectory
x z
y
eb
Fig. 5: Target Accelerations in the natural coordinate
system
calculated by a discretized white noise model and using
the inverse 3D rotation matrix of equation 18. With the
aforementioned derivation, it is relatively easy to program
the extended Kalman lter algorithm.
The unscented transformation is utilized to perform the
circular prediction, which is fused via Covariance Intersec-
tion with the linear prediction. The circular prediction on
the 3D prediction plane is described by equation 24, which
depends on the three position measurements. These are
generally obtained by a radar in spherical coordinates. To
obtain the statistics of the circular prediction, the three
measurements are stacked to form an augmented vector
x =

r1  r1 #r1 r2  r2 #r2 r3  r3 #r3
T
(31)
consisting of the radar reports as range r, azimuth  r and
elevation #r. Its covariance is a diagonal matrix with the
repeated elements of the individual covariances 2
r, 2
 
and 2
#. The unscented transformation can be applied to
the augmented space, where the  points are transformed
to a Cartesian coordinate system and further propagated
with the circular prediction equation. Figure 6 illustrates
the -set and the propagation on an example congura-
tion. The position uncertainties are symbolized by the
1- covariance ellipsoids.
The standard unscented transformation creates 19 cir-
cular trajectories i.e. 19 possible combinations of the
three uncertain measurements, to determine the statis-
tics of the circular prediction. The small squares '2' in-
dicate these predictions, which result in the mean and
covariance by evaluating the weighted sum. The mean
and covariance are illustrated by the large square '2' and
the prediction ellipsoid.
The hybrid lter consists of a convex combination of
the circular prediction and the predicted position of the
extended Kalman lter. These predictions are statisti-
cally correlated since they are conditioned on the same
measurements. Therefore, the fusion is performed using
the Covariance Intersection (CI) algorithm developed by
Uhlmann [20]. In contrast to the Kalman lter update,
the CI does not assume independent data to be fused,
thus yielding a conservative fusing algorithm. Assume
two random processes A and B, which are described by
their mean (a, b) and covariance (Pa;Pb). Uhlmann has
arrived at the CI algorithm by showing that the solution
of a conservative fusion yielding a positive denite error
covariance is a function of a scalar weight w only. He
used the matrix contraction theorem to arrive at the two
fusion equations:
P 1
c = wP  1
a + (1   w)P
 1
b ; (32)
P 1
c c = wP  1
a a + (1   w)P
 1
b b (33)
where w takes values in the range of [0;1]. The weight
w can be interpreted as a tuning parameter of the CI. Its
selection shapes the estimated covariance either closer to
the covariance of A (w ! 1) or to the covariance of B
(w ! 0). This combined prediction can be updated with
the consequent measurement using the linear estimator.
4 Benchmark Trajectory
This section presents the performance characteristics of
the proposed hybrid lter compared to the straight line
constant velocity lter. The benchmark trajectory in-
cludes a combination of coordinated turns and straight
line maneuvers. Figure 7 illustrates the target maneuver
consisting of three parts in the x-y plane:s points 
predicted s points 
three measurements 
prediction 
Fig. 6: Unscented -set illustrated on the circular prediction
 a circular trajectory with constant angular velocity
 a straight line maneuver with constant speed
 an accelerating target on a circular trajectory.
The targets elevation is simulated as an up-and-down ma-
neuver comparable to a sine function. The targets posi-
tion is reported by a radar located at the circled position
as range-bearing measurements. A sample of measure-
ments is indicated by the markers .
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Fig. 7: Benchmark Target Maneuver with Sample Mea-
surements
To test the hybrid lter's optimality, a consistency test
as described in [21] has been carried out. The hypoth-
esis H0 postulates that the normalized estimation error
squared (NEES) equals the dimension of the state. Per-
forming a Monte Carlo simulation the hypothesis H0 can
be accepted if the test statistic lies in the two-sided 95%
probability concentration region. Figure 8 shows this re-
gion along with the average NEES based on 100 Monte
Carlo runs. Only a small part lies outside the 95% region
and the H0 hypothesis can be accepted.
A statistical comparison of the lters can be achieved
by a simple hypothesis test. Dene the performance mea-
sure as the root-mean-square error of the lter's estima-
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Fig. 8: Consistency Test of the Hybrid 3D lter
tion error:
lter(k) = Efelter(kjk)g (34)
where elter(kjk) is the estimation error compared to the
true target position. Let us postulate the hypothesis that
the error of lter 1 is larger than the error of lter 2:
H1 : (k) = lter1(k)   lter2(k) > 0 (35)
Based on Monte Carlo simulations the test statistic
(k) =
 (k)
(k)
(36)
can be calculated, where the   corresponds to the mean
of (k) and (k) represents the deviation. If  exceeds
a threshold 0 than the hypothesis H1 is accepted. The
threshold is commonly dened by the signicance level of
the null hypothesis.
The statistical test is performed to compare the per-
formance of the straight line (sl) model to the combined
straight line and circular prediction (hybrid) model. The
hypothesis is postulated as
H1 : (k) = sl(k)   hybrid(k) > 0 : (37)
The second hypothesis (H2) compares the circular lter
with the hybrid lter. Both test statistics are shown inFigure 9. The hypothesis H1 compares the hybrid l-
ter with the EKF using a straight line model, and it can
be observed that the hybrid lter performs better during
the circular maneuver since the test statistic is above the
threshold, whereas during the straight line maneuver the
test statistic falls below the threshold. The comparison of
the circular lter and the hybrid lter yields better perfor-
mance for the circular lter during the turning maneuvers
and the hybrid lter exhibits improved performance dur-
ing the straight line maneuver.
0 200 400 600 800 1000 1200 1400
−40
−30
−20
−10
0
10
20
30
40
Time [s]
T
e
s
t
 
s
t
a
t
i
s
t
i
c
 
m
non−maneuvering circle maneuvering circle straight line
Hypothesis H
1
Hypothesis H
2
Fig. 9: Statistical Test Comparison of Hypotheses H1 and
H2
5 Conclusions
A simple technique to predict 3D motion of targets as-
suming that they lie on an arc of a circle had been de-
veloped. Using this lter in conjunction with a set of
straight line lters, has resulted in improved performance
compared to classic extended Kalman lters. The un-
scented transformation has been exploited to determine
the covariance of the estimates of the circular lter and
the circular lter estimate has been fused with the straight
line lter using the Covariance Intersection algorithm.
The proposed lter in 2D or 3D can compliment the
bank of lters in an Interactive Multiple Model (IMM)
lter or the Variable Dimension (VD) lter. Maneuver
detectors can also be exploited to switch between dif-
ferent target models describing various maneuvers of the
target.
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