







図 4  WebClass のアクセス記録の解析結果（報告書より一部抜粋） 
 
６．結論 






は、BYOD 機とこれを活用する ICT 環境の整備は、感染症対策の一環としても実施してきた。そ
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LISP プログラミングによるグラフ理論の諸問題の効率的なアルゴリズム 














が一致する路を閉路（cycle）という。数学の一分野としてのグラフ理論は、1736 年に Euler が「ケ
ーニヒスベルクの橋の問題」を、今日のオイラー閉路の考えを用いて解いたことに始まり[2]、その
後の位相幾何学へと発展した。 





 LISP は人工知能（AI）の命名者である McCarthy が 1958 年に考案したプログラミング言語で、リ
スト（list）というデータ構造を取り扱う LISt Processor に由来する[7]。関数型のプログラミングパ
ラダイムを主にサポートし、AI[8]、記号代数（computer algebra）[9]、論理プログラミング[10]の分
野で長い間使用されてきた。MIT（マサチューセッツ工科大学）が、LISP の方言である Scheme を
開発し、計算機科学の入門科目で採用して以来、その教科書[11]（略して SICP）を通じてよく知ら
れている。以降では、Scheme[12]を例として説明する。 
 LISP が扱うリストには 2 つの特徴がある。第 1 に、数値や文字などのデータだけでなく、+演算
子などの手続き（procedures）も、リストの要素にすることができる。例えば、(+ 5 7)というリスト
は、12 と評価される。第 2 に、リスト自体が別のリストの要素であるような入れ子（nested）構造
でも構わない。例えば、図 2 の木 B は、((a c g) b d)というリストで表すことができる。 
 リスト構造を操作する手続きとしては、car, cdr, cons がある。car は引数に指定したリストの最初
の要素を取り出し、cdr は残りのリストを取り出す。例えば（car '(1 2 (3 4))）は 1 と評価され、（cdr 









 2 つのグラフの各辺と各頂点が 1 対 1 に対応するとき，両グラフは同型（isomorphic）であるとい










       図 1. 同型なグラフ           図 2. 部分グラフ同型 
 
3-2. 部分グラフ同型性（subgraph isomorphism）問題 




3-3. 最大共通部分グラフ（maximum common subgraph）問題 







                        図 3. 最大共通部分グラフ 
 
４．問題の設定 
 文献[3]に従って、タンパク質分子を、N 末端を根、側鎖を分枝、主鎖を幹とする二分木（C 末端
と側鎖の先端が葉）で表し、入れ子のリストで実装する。さらに、単結合まわりの二面角（φ，ψ，
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Optimization of Local TErtiary Structure）を開発し、実際の構造解析に応用している[論文準備中]。 
 
５．実装 
 木の根（N 末端）がリストの car で、子（根を取り除いた C 末端側）が cdr で表されることに注
目して、再帰的（recursive）なアルゴリズム[5]により、上述したグラフ理論の問題を解く。全体の
ソースコードを図 4 に示す。 
 まず atom を、対（pair：リストも含まれる）でも空リストでもないものとして定義する。 
 isomorphic?は、引数の




















x が atom になったら 1 を、
空になったら 0 を返す。            図 4. ソースコード  
 
 手続き cs は、木 x と y の根を含む共通な同型部分グラフ(cs)を表すリストを出力する。x と y が対




ストを返す。そうでないときは、空リストを返す。例えば、x が(1 2 (3 4) 5)、y が(5 4 3)のとき、両
者の根を含む共通同型部分は(1 2)と(5 4)なので、(cs '(1 2 (3 4) 5) '(5 4 3))は(1 2)と評価される（x の
部分の方が返される）。 
 リスト s の subsets は、木 s の根を順に取り除いていったときの子を要素とするリストを返す。例
えば、(subsets '(1 2 3))は((1 2 3) (2 3) (3))と評価される。 
 手続き flatnest は、引数のリスト s の入れ子構造を平らにする。例えば、(flatnest '(((1 2) (1)) ((2) (3 
4))))は、((1 2) (1) (2) (3 4))と評価される。 
 手続き cs-list は、引数のリスト l と m の cs を要素とするリストを返す。このとき l と m の根の位
置を順にずらしながら、各根を含む共通同型部分のリストを要素とするリストを作成する。LISP ら
しく、他のプログラミング言語の 2 重反復ループの代わりに、リストを写像する手続きである map
の入れ子で実装する。また手続き cs の 2 つの引数を変数として扱うため、λ 計算を用いる。なお、
map の 2 重の入れ子は、2 重の入れ子のリストを生成するので、手続き flatnest で平らにする。 
 手続き foreach は、第 2 引数のリスト s の各要素に、第 1 引数の手続き proc を順に適用するが、
map と異なりリスト化はしない。Perl の foreach ループと全く同様の振る舞いをする。 
 
６．実行例 
 実行時は、あらかじめリスト l1 と l2 を定義し、l1 と l2 の各
cs に対して、nnodes（節点の個数）と cs（共通同型部分の l1 側）
を出力する。l1 が(1 2 (3 4) 5)、l2 が(5 4 3)のときの実行例を、
図 5 に示す。 








                                 図 5. 実行例 
 
７．ユーザビリティ向上を目指して 
 もし cs の場合の数が多いときは、nnodes の値でフィルタリングして閾値以上の場合のみ出力する
ようにするとよい。 
 また各 cs について、共通同型部分の l1 側でなく、そのときの l1 と l2 の根の位置（リストの先頭
から何番目の要素か）を出力しても、必要な情報は得られる。そのときは、cs-list の各要素をさら
に入れ子にして l1 と l2 の根の位置も保存し、出力時は caddr と cadar で呼び出すようにする。写像
の入れ子において、l1 と l2 の根の位置を表す変数は、特殊形式 set!を用いて値を代入すればよい。 
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