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Abstract
There has been a considerable amount of research in the area of network performance evaluation. However,
little of the research focused on the evaluation of real-time safety-critical WANs. Previous research evaluated
WANs in terms of their quantitative aspects using quantitative performance models such as queuing theory,
simulation and statistical distributions. However, this research proposes a more comprehensive approach,
incorporating technical approaches such as mathematical models, statistical models, and communication
models, as well as human-oriented approaches such as business models, psychological and sociological models
that address the technical, sociological and organizational needs of WANs in safety-critical large scale systems.
Research Objectives 
By definition, safety-critical real-time WANs need to be high-speed, accurate, dependable, and reliable. Thus, determining
appropriate performance measures and evaluation criteria for safety-critical WANs is important. Similarly, since the performance
of a network also influences how human users use and interact with the network, performance evaluation of operators with safety-
critical networks presents challenges in terms of defining and utilizing appropriate performance metrics. 
Examples of such safety-critical wide area networks include distributed battle management systems (Mosher, 1997), intelligent
transportation systems (Andrisano et al., 2000), distributed health care networks (Yamamoto et al., 2000), global oil and gas
exploration and research networks (MacIntyre, 1999), and aviation traffic monitoring systems (Cheng et al., 2000). 
Most large-scale networks depend on hardware, software, and human operators to function correctly. Failure of any of the network
elements can bring the entire network down and in safety-critical settings, the consequences can be disastrous. A well-known
example of such failure is the 1990 nationwide AT&T network failure (Kuhn, 1997). This example is not an isolated one:
according to the Federal Communication Commission (FCC), network failures in the United States with impact on more than
30,000 customers happen on the order of one every two days and the mean time to repair them is on the order of five to 10 hours
(Demeester, et al., 1999). 
Previous work evaluated WANs in terms of their quantitative aspects using quantitative performance models such as queuing
theory, simulation and statistical distributions. However, this research proposes a more comprehensive approach, incorporating
technical approaches such as mathematical models, statistical models, and communication models, as well as human-oriented
approaches such as business models, psychological and sociological models that address the technical, sociological and
organizational needs of WANs in safety-critical large scale systems.
Theoretical Foundations
Over the years, networks have been evaluated by different disciplines from different perspectives. Mathematical models based
on queuing theory, Markov analysis and using well-defined metrics such as throughput, response time, and utilization have been
used in many network performance evaluations (Haverkort, 1998; Bolch, et al., 1998; Higginbottom, 1998). Other metrics utilized
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include network traffic performance (Adie, et al., 1998; Banerjee, et al., 1997), circuit overhead of switches (Niehaus, et al., 1997;
Da Silva, et al., 1997), and equipment used and network conditions (Da Silva, et al., 1997). 
Statisticians frequently use statistical distributions to evaluate communication networks as distributions allow prediction of system
performance measures to a reasonable degree of accuracy (Akar, et al., 1998). Technical communication models often consider
network traffic over switches, routers, bridges and repeaters (Khalil, et al., 1995). Social and organizational communication
models consider networks of organizations, their patterns of behavior and communication strategies, and organizational structures
(Monge, et al., 1998; Orlikowski, et al., 1995). 
Large-scale system models evaluate networks in terms of two important concepts, reliability and survivability. Survivability is
defined as the percentage of total traffic surviving some network failure in the worst case (Myung, et al., 1999). Reliability is a
measure of the systems ability to provide deterministic and accurate delivery of information (McCabe, 1998). In other words,
reliability is the likelihood that a system will remain operational (potentially despite failures) for the duration of a mission (Somani
and Nittin, 1997). 
In engineering and business models, WANs have been evaluated from the customer point of view, using such criteria as cost,
connectivity, bandwidth/speed, data integrity, availability, reliability, and security (Hemrick, 1992). Business models consider
network performance as a means of enhancing the performance of an enterprise (Yang et al., 2001) because network managers
are interested in fully functional, high performance, and secure networks that provide resilient services (Rudd, 2000). High-
performance enterprise networks can help an enterprise operate more efficiently and improve its competitive capability. Thus,
economic aspects are always important (Yang et al., 2001).
From an organizations point of view, however, networks are seen as an investment. Jurison (1996) argues that success measures
of interest to managers are those that can be measured and expressed quantitatively, especially in monetary terms, because such
measures can be used for justifying information technology investments. Finally, psychological and sociological models of
network performance assess optimal communication structures, improvement of decision making, the impact of communication
networks on organizations and their performance, and distribution of decision making rights over the network using such metrics
as the time taken to correctly solve a problem, the number of messages used for each problem, and the number of errors (Jehiel,
1999; Mackenzie, 2000). 
It seems obvious that the performance of a network might influence how human users use and interact with the network. For
instance, decreased network reliability may be associated with decreased user satisfaction, decreased user confidence, decreased
communications over time and increased user workload. In an early network evaluation study, Zimmer (1981) argued that
telecommunication networks should be evaluated from the user's point of view as well as from technical point of view, and that
a user's satisfaction should be defined by means of quality parameters such as reliability, availability and the projected ability of
the communication network. Nokes (1978) followed a similar route and evaluated computer communications networks with
respect to user satisfaction and two important reliability metrics, the mean time between failures and the mean time to repair of
interruptions. Nokes found that service interruptions and excessive response times, not surprisingly, played an important role in
defining user satisfaction with a communication network. In recent work, Ingvaldsen et al., (2000) identified wide area network
end-to-end delay as a significant parameter affecting users satisfaction with applications. All of these studies suggest that
decreased network reliability may have a negative impact on user confidence, which may lead to other user problems such as
satisfaction, stress and fatigue.
Networks can increase collaboration among individuals in an organization, allowing employees to share their knowledge and
expertise. However, if the reliability of the network is questionable, communication in an organization can be dampened as users
become frustrated (Heesock et al., (1999). Network reliability is thus critical to effective communication in an organization. 
Although Kanungo (1998) suggests that, in general, the higher the system usage, the higher will be the level of satisfaction with
the computer system, increased use of a network may also be associated with negative effects for operators. For instance, the more
frequently users utilize a network, the more operator workload increases. In some safety-critical networks, operators monitor the
network, provide maintenance and 24x7 operational support. Higher system usage can also lead to problems in sustaining operator
vigilance, and lead to decreased vigilance due to fatigue. Vigilance is defined as a state of readiness to detect and respond to
certain small changes occurring at random time intervals in the environment (National Research Council (NCR), 1997).
Parasuraman (1987) indicates that when vigilance failures in complex monitoring occur, they may result either from a vigilance
decrement or from a low overall vigilance level. These findings suggest that in general, prolonged network monitoring under
monotonous conditions can decrease the vigilance of human operators and his/her performance of the monitoring task. The longer
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an operator spends time using a network, the more he/she may experience difficulty sustaining vigilance. Human performance
with a network, particularly in a monitoring task, is impacted by the tendency for vigilance to degrade within 30 minutes of task
inception, which is the well-known vigilance decrement (Teichner, 1974). Nevertheless, a network operator needs to maintain
his/her vigilance continuously in order to take control and corrective actions when and if the network fails. In contrast to vigilance,
workload, generally referred to as mental workload, is the load associated with the mental process of the human operator, rather
than (or in addition to) the operators physical workload (NRC, 1997). An operator may have to take over when a system fails,
thereby putting an operator under unexpected workload. To an operator, unexpected system failures can mean unexpected
workloads. At the same time, users expect uninterrupted and high quality services in networked systems. Degradations and
interruptions can be reasons that users are not satisfied with and lose confidence in networks. These findings suggest that no matter
how many precautions are taken to increase reliability, networks may still fail unexpectedly, and system operators may have to
be trained for such cases.
An increased number of tasks processed in a real-time network may be associated with decreased operator accuracy and decreased
operator reliability. In large-scale networked systems, continuous access to data and information is crucial to make decisions on
time and execute tasks that may be interest to many participants. The number of tasks executed successfully is usually a good
performance measure (Ujita et al., 1995). However, the more operators focus on the number of tasks processed, the more likely
it is that accuracy and reliability will be decreased. While an operator is concerned with the number of tasks performed within
specified times, the accuracy of tasks may be deemed questionable. Eventually, inaccurate results can introduce significant errors
in decisions made by an operator or user. These studies suggest that when an operator has to deal with an increased amount of
tasks, he/she may sacrifice accuracy and reliability without even noticing. This may be due to stress, limited time available to
process a task, and fatigue.
Operator performance may also be associated with WAN network reliability. To assess user performance, many studies have been
undertaken. Korilis et al., (1995) focused on methodologies to improve both network and user performance. In their view, adding
link capacity to a network without considering the fact that users make control decisions that optimize their individual
performance measure might lead to degradation of user performance. Ujita et al., (1995) suggest that operator performance can
be evaluated by an error rate. Heeseok et al., (1999) argue that while replacing standalone applications with corporate networks
such as LAN or WAN enhances system reliability and flexibility, the problems with network reliability such as transaction delay,
communication delays may frustrate users and may degrade user-related performance. In terms of evaluating operator
performance, a variety of methods are used including real-time monitoring on the job, specially designed simulation exercises,
checklists, and annual written performance appraisals (NRC, 1997). These findings suggest that in networked organizations,
operators may be idle when the network is not operational; hence, network reliability and operator performance can be related.
Operator performance may also be associated with ease of use of the WAN interface. Such interfaces would also differ by levels
of response required, in emergency situations, in situations requiring immediate user response, and for informational display.
Eurich-Fulcer and Schofield (1995) argue that one problem with existing WANs is a lack of user friendliness. These studies
suggest that the easier to master the user-to-network interface is, the higher is user performance. 
Thus, network evaluation has been considered in different ways by different disciplines over the past forty years. Many of these
evaluations focus on network technical performance, or an organizations performance when using a network, or individual users
performance when using a network. Few evaluations, however, consider both social and technical impacts of network
performance, both of which are key in safety-critical large-scale systems. Because humans and technology cooperatively perform
tasks in network-centered safety-critical large-scale systems, the model proposed in the next section for performance evaluation
of safety-critical WANs in real-time settings encompasses both social and technical dimensions. We now describe the model and
its theoretical underpinnings.
Theoretical Model
The different literatures surveyed illustrate that network evaluation has been considered from several perspectives --technical,
social, organizational, psychological and commercial. In safety-critical settings, where network failures can have catastrophic
effects and networks provide an important social and technical infrastructure, utilizing performance criteria that reflect the
differing requirements that such networks must meet is important [So and Durfee 1996]. For instance, real-time safety-critical
WANs must meet stringent response, availability, reliability, survivability, accuracy and redundancy requirements; thus, use of
technical performance criteria can provide some measure of the networks ability to meet those requirements. Similarly, real-time
WANs in safety-critical settings must also meet critical communication, decision-making, problem-solving and organizational
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effectiveness requirements; as a result, social, psychological and organizational network performance criteria can also be used
to measure the social and organizational effectiveness of the network infrastructure. Finally, in many cases, real-time WANs in
safety-critical settings must also satisfy demanding commercial and economic requirements, as befitting their industrial hosts.
Thus, commercial and economic performance criteria can provide measures of the networks ability to satisfy its economic and
resource requirements. These requirements suggest important performance criteria for use in evaluating real-time WANs in
safety-critical settings. In such evaluations, technical, social, organizational, psychological, commercial and economic evaluation
criteria provide a means of measuring the performance of the network, and of addressing the social, technical and economic
challenges faced by real-time WANs.
Figure 1 illustrates the proposed evaluation approach. Three types of performance are of interest in evaluating WANs in real-time
safety-critical settings: the performance of the network P (N); the human performance of those using the network --both operator
and user-- HP (N); and the performance of the system and organization P (S), as seen in Figure (1). Real-time networks interact
with humans, the environment, and other technologies, and interactions between these different elements may contribute to
network failures. Hence, in addition to traditional technical performance considerations, the Figure 1 WAN evaluation model
considers human factors and environmental considerations. This is because human error and acts of nature are among the major
sources of failures in networks (Kuhn, 1997). 
As discussed earlier, technical variables (T), such as network reliability, accuracy, response time and utilization, certainly impact
network performance P (N), as do social, psychological and organizational variables (S), commercial and economic variables (E),
or system and environmental variables (SE) such as hardware failures, software failures and acts of nature, and interactions (IN)
between the network and its working environment (Figure 1). Network performance, therefore, is a function of technical variables
such as reliability, accuracy, response time and utilization; social, psychological and organizational variables such as
communication type, frequency, and timeliness of decisions; commercial and economic variables such as cost and security; as
well as a function of system and environmental variables, such as acts of nature or power failures; and interactions between the
network and its physical and execution environment. Network performance can be assessed using a variety of mathematical,
statistical, engineering system, large-scale system, and business models, as explained in Section 2, and the relationships between
the network performance factors can be expressed in the following way:
P (N) = f (T, S, E, SE, IN)
where P(N) = performance of the network, 
T = technical network variables, 
S = social, psychological and organizational variables,
E = commercial and economic variables, 
SE = system and environmental variables, and
IN = interactions between the network and its working environment. 
Note that in Figure 1, technical variables (T) also influence commercial and economic variables such as cost and social,
psychological and organizational variables (S), such as accuracy, communication and system usage. These are indirect effects
on network performance P(N), and the impact vectors in Figure 1 for these variables are shown as dotted lines.
In turn, network performance P (N) influences human performance with the network HP (N) as well as the performance of the
system that the network serves P (S). Individual (IH) and group (G) variables such as user knowledge and skills, vigilance and
workload, also influence human performance with the network HP (N), as seen in Figure 1.
Human performance with a network is thus influenced by the networks performance as well as by individual and group variables
such as individual or groups knowledge or skills, workload, stress, experience with networking, and /or fatigue. These
relationships can be expressed as:  
HP (N) = f (P (N), IH , G) 
where HP(N) = human performance with a network,
P(N) = performance of the network,
IH = individual performance variables, and 
G = group performance variables. 
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Figure 1. Proposed Model
Similarly, in Figure 1, social, psychological and organizational variables (S) influence individual (IH) and group (G) variables such
as workload, stress, and fatigue. Finally, overall system performance for the systems that host real-time WANs is influenced by
the performance of a network P(N) as well as by human performance with the network HP(N), as in
P (S) =f (P(N), HP (N)),
where P(S) = performance of the system,
P(N) = performance of the network, and
HP(N) = human performance with a network.
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System performance can be assessed using large-scale, socio-technical and safety-critical system models, as well as by examining
the system and organizational structures, policies, performance, behavior and culture. In the following section, we describe use
of the Figure 1 model in evaluating an operational real-time WAN.
Research Methodology
The purpose of the operator performance evaluation was to determine how technical variables such as network reliability and
response time and individual and group variables such as workload and vigilance level influence operators performance with the
network under study.
Research Vehicles 
There are two sets of subjects for this research: an operational wide area network (WAN) for the network performance evaluation,
the operators who utilize the network for the human performance evaluation. 
The real-time WAN is known as the Continuous Operational Real-Time Monitoring System (CORMS), which was designed and
built by the U.S. National Oceanic and Atmospheric Administration (NOAA). CORMS was implemented in April 1998 and takes
input from two NOAA systems, the Physical Oceanographic Real Time System (PORTS) and the National Water Level
Observation Network (NWLON). PORTS collects data from San Francisco, New York, Tampa Bay, Houston/Galveston,
Chesapeake Bay, Narragansett Bay, and Soo Locks. NWLON, which collects water-level data, is comprised of 189 water level
gauges located around the coastal United States, including Alaska, Hawaii, and U.S. territories in the Pacific, and Great Lakes
[NOAA, 1999]. 
Subjects for the operator performance assessment were 6 CORMS watchstanders who stand rotating watches of 12 hours each
on a 24x7 basis. The subjects work in the CORMS watchstation located within the NOAA complex in Silver Spring, MD. There
must be a person physically present, on duty, at all times. Since the present design of the watch is to have one person on duty,
turnovers of the watch usually involve just two people. During the shift changeover, the person on duty briefs the oncoming shift
person on anything that could affect future actions of the new shift. The actual briefing takes about five minutes; however, in some
cases, it takes as long as necessary. The list of CORMS operators responsibilities includes but is not limited to monitoring the
CORMS system displays, monitoring the operational status of PORTS, data acquisition systems (DAS), and NWLON systems
as well as the sensor systems themselves, monitoring the MCI connections to the PORTS, monitoring the status of the data
processing and acquisition system (DPAS), monitoring the status of the system being used to run nowcast and forecast models,
and monitoring the CORMS system itself. 
Since a technical baseline was established by (Bayrak & Grabowski, 2002), this paper focuses on network monitoring
watchstanders monitoring a Visual Display Terminal and responding to the information displayed and behavioral patterns of 24x7
watchstanders.
Experimental Design 
Metrics associated with operator performance such as vigilance, workload, satisfaction, and operator error rate were evaluated
by utilizing survey techniques, real-time observations, interviews and questionnaires. Currently, the CORMS network is monitored
continuously in 24x7 mode by the operators. Each operator signed a consent form and voluntarily participated in this research.
Such well-known tools as the NASA Task Load Index (TLX), and the Stanford Sleepiness scale (SSS) were the two primary
metrics used to measure the operator workload and vigilance level in this study. Other dependent variables such as operator
satisfaction level with and operator confidence level in the network performance, and operator satisfaction with the network
interface were measured using structured questionnaires. In each questionnaire, a five point Likert-type scale was used. 
Method 
Currently, the CORMS network is monitored by 6 operators, all of whom were asked if they would participate in the study, and
each of whom agreed to participate in the first survey. However, in the second survey, only 4 out of 6 operators agreed to
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participate. Although the small number of subjects in this study is regrettable from an experimental design viewpoint, it is a
difficulty often encountered in empirical field research. 
Subjects were briefed about the purpose of the study by Mike Connolly, CORMS manager, and by the researcher. Each
questionnaire, along with its purpose, was explained in great detail. The NASA Task Load Index and Stanford Sleepiness Scale
tests were explained step by step and questions asked by the operators were answered. Subjects were informed that the conduct
of the study would require them to fill out questionnaires, and they were asked to fill out the questionnaires twice- one in April
2001 and one in November 2001. Subjects were told that questionnaire completion would require about 45 minutes. However,
the Stanford Sleepiness Scale test required them to mark their vigilance level on Stanford Sleepiness 
Scale every hour, thus requiring 12 hours attention. In April 2001, six subjects filled out questionnaires over 7 days. 3 of those
6 were on day watch (6am-6pm) and the other 3 operators were on night watch (6pm-6am). Each and every questionnaire was
administrated by the researcher. In November 2001, 4 operators participated in the study and filled out the same set of
questionnaires over 7 days. 2 of those 4 operators were on day watch and the other 2 operators were on night watch. In November
2001, subjects were briefed again by Mike Connolly, CORMS manager, about the purpose of the study and were told that the
same questionnaires would be re-administrated. Having been briefed by the CORMS manager, each operator filled out the same
set of questionnaires. 
Current Status
The literature review is concluded, and the proposed model, hypotheses, dependent variables, and their operationalizations to
evaluate subjects have been defined. Currently, data collection and survey administration are in progress, as is analysis of the
collected data. Results will be available for conference presentation. 
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