We introduce a new technique for probabilistic modeling of natural images that combines the advantages of classic multi-scale and modern deep learning models. By explicitly representing natural images at different scales we derive a model that can capture high level image structure in a computationally efficient way. We show experimentally that our model achieves new stateof-the-art image modeling performance on the CIFAR-10 dataset and at the same time is much faster than competitive models. We also evaluate the proposed technique on a human faces dataset and demonstrate the potential of our model to generate nearly photorealistic face samples.
Introduction
Modeling the distribution of intensities in natural images is a fundamental statistical problem. Natural images are the main input to visual systems and, thus, understanding their structure is an important building block for understanding natural vision systems as well as building strong and accurate computer vision models. Image modeling is also useful for a wide variety of low-level vision tasks, such as visual representation learning, image inpainting, deblurring, super-resolution, image compression, etc. The ability to learn strong visual representation in an unsupervised way will also have positive impact on classic high-level computer vision tasks, such as object recognition, detection and semantic segmentation, for example, by decreasing the required amount of labeled training data.
Image modeling is known to be a very difficult task. Because the distribution over natural images is highly complex, developing models that are both accurate and computationally tractable is very challenging. In fact, until recently, most of the existing models were restricted to modelling very small image patches, e.g., just 9x9 pixels in size. Recently, however, deep convolutional neu- Figure 1 . A schematic illustration of a generative procedure of PyramidPixelCNNs. It first generates a sample image on a small resolution, where it is much easier to capture high-level image structure. Then on the next step the PyramidPixelCNN produces image details from the next scale, increasing the sample's resolution. The latter step repeats until the desired resolution is achieved.
ral networks (CNN) have triggered noticeable advances in probabilistic image modeling. Out of these, PixelCNNtype models (van den Oord et al., 2016a; b; , have shown to deliver best performance, while at the same time staying computationally tractable. These models represent a distribution over natural images by factorizing it using the chain rule and modeling each factor using a CNN with shared parameters. However, PixelCNNs also have noticeable shortcomings. Their local convolutional connectivity structure makes it hard for them to capture long-range image structures. Furthermore, their image sampling procedure is inefficient, as it requires to invoke a very deep neural network for every single image pixel that is to be generated.
In this work we describe a substantially improved technique for probabilistic image modeling that largely overcomes the previous limitations. Our main idea is to construct a multi-scale image model that uses PixelCNNs as building blocks. In this way we tackle the hard image modeling task as a series of easier sub-task, each of which models the image structure at a particular scale with access to lower resolution information. We name the proposed model PyramidPixelCNN, as its structure resembles a classical image pyramid. It achieves new state-of-theart performance for image modeling and, at the same time, provides a sampling procedure that is faster than those of previous state-of-the-art techniques.
Natural image modeling
In this section we first establish the notation and technical background and motivate design choices behind PyramidPixelCNNs. We then formally introduce it, providing parameterization details and describing a training procedure.
We define any image X = {x 1 , x 2 , . . . , x n } as a collection of n random variables associated with some unknown probability measure p(X). Each random variable represents a 3-channel pixel value in the RGB format, where each channel takes a discrete value from the set {0, 1, 2, . . . , 255}. The pixels are ordered according to a raster scan order: from top to down and then form left to right. Given a dataset D of N images, our main goal is to estimate the unknown probability measure p(X) from D.
Related work
Probabilistic image modeling is a research area of long tradition that has attracted interest from many different disciplines (Ruderman & Bialek, 1994; Olshausen & Field, 1996; Hyvärinen et al., 2009 ). However, because of the difficulty of the problem, until recently all existing models were restricted to small image patches, typically 9x9 pixels or less, and the modeling of only low-order statistics, such edge frequency and orientation (Zhu et al., 1998; Roth & Black, 2005; Zoran & Weiss, 2011) . Utilized as prior probabilities in combination with other probabilistic models, such as Markov random fields (Geman & Geman, 1984) , these models proved useful for low-level imaging tasks, such as image denoising and inpainting. Their expressive power was limited, though, as one could see from the fact that samples from the described distribution do not resemble naturally looking images, but rather structured noise.
This situation changed with the development of probabilistic image models based on deep neural networks, such as variational auto-encoders (VAEs) and PixelCNNs (van den Oord et al., 2016a) . In the following, we concentrate on the latter, as they currently offer better modeling quality and form the basis of PyramidPixelCNNs.
The PixelCNN family of models (van den Oord et al., 2016a; b; ) decomposes a distribution p of a natural image using the elementary chain rule,
Each factor is then modeled by deep convolutional neural networks with shared parameters. Previously proposed variants of PixelCNN model mostly differ in the architecture of the underlying neural network and how they parametrize the distribution over pixel values.
Training is performed by maximum likelihood estimation. As all pixels of an image are observed during training, the networks for all pixel positions can be trained simultaneously, which makes the training relatively efficient. Similarly, the likelihood of any image can be computed by evaluating all networks and multiplying the predicted terms.
PixelCNN models are also readily equipped with a sampling procedure. A sample X from p(X) can be produced sequentially by first sampling x 1 from p(x 1 ), then x 2 from p(x 2 |x 1 ) and x 3 from p(x 3 |x 2 , x 1 ), etc., until the last pixel p(x n |x 1 , . . . , x n−1 ).
Motivation
The PyramidPixelCNN is largely motivated by the following two shortcoming of existing PixelCNN-based models: first, for each pixel they generate, they have to invoke a very deep convolutional neural network, typically in the order of one hundred convolutional layers. For generating the next pixel, all computations have to start again from scratch. As a consequence, already in order to generate a tiny, 32x32 image, the large neural network has to be invoked more than 1000 times, which requires a substantial amount of time (tens of seconds) even on modern GPU hardware. At the same time, the process cannot be parallelized, as a pixel can only be generated if all previous pixel are readily available as inputs. We conjecture that a lot of computations in PixelCNN models are, in fact, redundant, and thus there is a large room for improving the PixelCNN performance.
Second, PixelCNN models have a hard time modeling truly long-range image correlations, as they are based on a convolutional architecture with very local connectivity between layers. This problem can be partially tackled by using sufficiently deep networks (van den Oord et al., 2016a) and introducing intermediate down-and up-sampling layers . However, this leads to the increased computational requirements and still does not not fully address the problem of modeling long-range image correlations.
In this paper we propose to tackle the aforementioned drawbacks by introducing additional latent variables into the probabilistic modeling process. The latent variables correspond to the image at different resolutions and allow us to decouple the full image model into a sequence of much simpler sub-models, where each of which captures the information of the full image distribution on a particular scale.
By explicitly modeling low-resolution image views we make it easier for the model to represent long-range image correlations. At the same time we do not lose expressivity: if the distribution requires it, each sub-model is free to ignore the information provided by the lower scale and rely on the pixel-by-pixel chain rule, as earlier models did.
A second advantage is that, at the sampling phase, the latent variables allow the model to reuse the computations from previously generated scales, thereby avoiding redundant computations. Thus, as a result of the latent variable decomposition, we expect to achieve two goals: improved modeling performance and, at the same time, faster sampling.
PyramidPixelCNN
In order to model the distribution of an image X, we intro- downscaled by factors of 2 in horizontal and vertical direction, with the convention that X ↓0 = X. We denote the number of pixels in X ↓i as s i = n 2 2i . The PyramidPixelCNN is a probabilistic model of the joint distribution of X and all latent variables, assuming a firstorder Markov property between the scales:
This decomposition of the joint density has an intuitive interpretation: an image is first modeled on a low resolution and then it is gradually upsampled until it reaches the desired resolution.
Every factor in (2) is modeled using the (conditional) PixelCNN model (van den Oord et al., 2016b) , including the recent improvements suggested in :
for i = 1, . . . , K − 1, where {θ 0 , θ 1 , . . . , θ K } ≡ Θ are the parameters of the model. Overall, equations (2) and (3) give rise to a properly normalized probability distribution over (X ↓0 , . . . , X ↓K ).
Like other PixelCNN-based models, our model can be used for drawing samples via sequential sampling from the elementary conditional distributions. We first sample X ↓K in the same fashion as the PixelCNN does, then we sample X
conditioned on X
↓K
, and proceed accordingly until reaching an image, X
↓0
, of the desired resolution.
Since the size of latent variables decays exponentially when the image scale is decreasing, the overall sampling complexity will be, generally, dominated by the last conditional model, p X ↓0 |X
↓1
. However, the conditional distribution, p X ↓0 |X
, is intuitively much simpler to model than the whole image distribution p(X ↓0 ). Thus, we expect that we can use less deep PixelCNN architectures to accurately model p and thereby substantially improve the sampling speed.
We experimentally quantify gains in modeling performance and sampling speed resulted from the proposed multi-scale image model later in Section 3.
Model parameterization details
Our model is fully defined by K + 1 factors in (2), each of which is realized by a network with improved PixelCNN architecture. This is described in details in , so here we only give an overview of the components and discuss our modification.
On a high level the architecture consists of two parallel flows of residual blocks. Each residual block has two 3x3 convolutions with C channels and a skip-connection (He et al., 2016) . Convolutions are parameterized using the weight re-parameterization of . The output of every convolution is properly shifted in order to ensure that the output for a pixel indexed by j only depends on the previous pixels indexed by {1, 2, . . . , j − 1}. The concatenated exponential linear unit (Clevert et al., 2016; Shang et al., 2016 ) is used as non-linearity. The output of the improved PixelCNN is a mixture of threedimensional logistic distributions that is followed by a discretized likelihood function .
In the PyramidPixelCNN we make a crucial modifications to the improved PixelCNN architecture: for every i ∈ {0, 1, . . . , K − 1} we additionally condition the PixelCNN for modeling X ↓i on the lower resolution image X ↓i+1 . This conditioning is done in two steps:
1. we compute an embedding of X ↓i+1 using a convolutional network, f wi : R si+1×si+1×C → R si×si×C .
2. we bias the first convolution of every residual block by adding f wi (X ↓i+1 ) to it. We denote the set of parameters {w 0 , . . . , w K−1 } as W, they will be learned jointly with the parameters of the pixelgenerating networks.
The architecture for modeling each model {f wi } K−1 i=0 is chosen almost identical to the architecture of improved PixelCNN. The main difference is that we use only one flow of residual blocks and do not shift the convolutional layers outputs, because there is no need to impose sequential dependency structure on the pixel level. Note that, when sampling from the PyramidPixelCNN, each network {f wi } K−1 i=0 needs to be invoked only once in a feed-forward manner and therefore has negligible impact on the overall sampling performance.
We discuss more implementation details, such as number of layers and number of mixture components in Section 3.
Training
Training of the model parameters Θ ∪ W is performed jointly by maximizing the log-likelihood of the training data D and corresponding latent variables. More precisely, we optimize the following objective:
where lower resolution images p(X ↓1 , . . . , X ↓K ) are obtained by downscaling the observed X = X
↓0
.
Note, that we maximize the lower bound on the loglikelihood of the data:
By making the lower bound high we also guarantee that the log-likelihood of the data is high. In fact, we expect the bound to be rather tight, as one can expect the distribution of the latent low-resolution images to be determined almost completely by the high-resolution image, i.e. p(X ↓1 , . . . , X ↓K | X) is very peaked.
As an optimization technique we use Adam (Kingma & Ba, 2014) , a variant of stochastic gradient optimization. During training we use dropout with 0.5 rate, in a way that prescribed in . No explicit regularization is used.
Experiments
In this section we experimentally evaluate the PyramidPixelCNN for the task of natural image modeling. We report experiments on two standard benchmark datasets: CIFAR-10 ( Krizhevsky & Hinton, 2009 ) and CelebA (Liu et al., 2015) .
Model Bits per dim. Deep Diffusion (Sohl-Dickstein et al., 2015) ≤ 5.40 NICE (Dinh et al., 2014) 4.48 DRAW (Gregor et al., 2015) ≤ 4.13 Deep GMMs (van den Oord & Schrauwen, 2014) 4.00 Conv Draw (Gregor et al., 2016) ≤ 3.58 Real NVP (Dinh et al., 2016) 3.49 PixelCNN (van den Oord et al., 2016b) 3.14 VAE with IAF ≤ 3.11 Gated PixelCNN (van den Oord et al., 2016a) 3.03 PixelRNN (van den Oord et al., 2016b) 3.00 PixelCNN++ 2.92 PyramidPixelCNN (this paper) ≤ 2.81 Table 1 . The negative log-likelihood of the different models for the CIFAR-10 test set measured as bits per dimension.
Modeling natural images: CIFAR-10 dataset.
We first evaluate the modeling performance of the PyramidPixelCNN on the CIFAR-10 dataset. It consists of 60,000 natural images of size 32 × 32 belonging to 10 semantic categories. The dataset is split into two parts: a training set with 50,000 images and a test set with 10,000 images.
We set the number of latent variables, K, to 2, such that the PyramidPixelCNN models CIFAR-10 images on 3 scales, starting from 8x8 images. Each factor from the factorized distribution (2) is modeled by the PixelCNN++ network with 3 residual blocks. For comparison, the original paper uses 36 blocks, including some spatial downsampling and upsampling layers that we do not use. The number of mixture components in the output is set to 10. The image embeddings {f wi } K−1 i=0 (see Section 2.4) are modeled by a network with 15 residual blocks, where we perform downsampling by a factor of 2 using strided convolution after the block number 3 and upsampling by a factor of 2 using strided deconvolution after the blocks number 9 and 12. We also utilize long-range skip connections, as in .
Following the standard protocol, we train the PyramidPixelCNN on the training part of CIFAR-10. In the Adam optimizer we set the batch size to 48, the initial learning rate to 0.001, the first moment decay to 0.95 and the second moment decay to 0.9995. During optimization the learning rate decays exponentially after every batch with a rate of 0.99997. The optimization took about 5 days to converge using two Tesla K40 GPUs. Its progress is depicted on Figure 3 , where for comparison we also show the resulting accuracy on the test part of CIFAR (which is not used during training, of course). One can see that the training is well behaved. The log-likelihood decreases almost monotonically, and there is essentially no overfitting. 
Model
Seconds per image PixelCNN++ 15.6 PyramidPixelCNN 3.9 Table 2 . Sampling speed of our approach and the previous stateof-the-art measured as an average number seconds needed to generate one image (we sample 32 images in one batch on the Nvidia Titan X GPU).
PixelCNN and previously proposed methods on the CIFAR test set. We observe that the PyramidPixelCNN substantially outperforms previous models, including all variants of PixelCNNs. It achieves a new state-of-the-art value of 2.81 bits per dimension. Note that this value is computed using the upper bound on the negative log-likelihood (5), so the actual modeling performance might even be better. We believe that the improved modeling performance happens is mainly due an appropriate choice of latent variables, which help to break down the difficult image modeling task into a sequence of simpler sub-problems.
In Table 2 we compare the sampling time of the PyramidPixelCNN with the previous state-of-the-art technique. We observe that the sampling time is 4 times faster for the PyramidPixelCNN. The reason is on the one hand, that the use of intermediate latent variables allows us to rely on much shallower, and there faster, PixelCNN layers. Furthermore, by computing a fixed image embedding for each spatial resolution only once, but making it available to all pixels in the subsequent layer, we avoid a lot of redundancy in the computations that other models suffer from.
Finally, we qualitatively evaluate the samples produced the proposed method. mechanism of the PyramidPixelCNN. Visual inspections suggests that quality of the produced samples is competitive with previously reported results.
3.2. Modelling human faces: CelebA dataset.
We additionally evaluate the PyramidPixelCNN on the task of modeling face images. We rely on the aligned&cropped CelebA dataset (Liu et al., 2015) that has roughly 200,000 images of size 218x178. In order to focus human faces and not background, we preprocess all images in the dataset by applying a fixed 128x128 crop (left margin: 25 pixels, right margin: 25 pixel, top margin: 50, bottom margin: 40 pixels). We then resize the crop the 64x64 resolution. We set the number of latent variables K to 3, such that modeling starts from 8x8 images, and the number of residual blocks in embeddings {f wi } K−1 i=0 to 10. Otherwise, we use the same architecture as for our CIFAR-10 experiments.
We train the PyramidPixelCNN on the random 95% subset of all images and use the remaining images as a test set. For the Adam optimizer we also use the same parameters as for experiments on CIFAR-10 dataset, except for the batch size of 12 images and the learning rate decay of 0.99999. The optimization procedure took about 30 epochs to converge, resulting in training and test errors about 2.05 bits per dimension.
MAP sampling
Recall that the output of the PyramidPixelCNN is a mixture of logistic distributions. We observe an intriguing effect related to the mixture representation of the predicted pixel distributions for face images. The perceptual quality of sampled faces substantially increases, if we artificially reduce the predicted variance of the mixture components, We illustrate this effect in Figure 4 . Inspired by this observation we propose an alternative sampling procedure: for each pixel, we randomly sample one of the logistic components based on their weight in the predicted mixture. Then, we use the mode of this component as sampled pixel value, instead of performing a second random sampling step. This sampling procedure can be seen as a hybrid of probabilistic sampling and maximum a posteriori (MAP) prediction, thus we refer to it as MAP sampling.
We provide samples obtained by MAP sampling in Figure 5 and observe that the produced images have very high perceptual quality. Many generated faces appear to be almost photorealistic.
Furthermore, we demonstrate the complete multi-scale sampling mechanism of the PyramidPixelCNN in Figure 6 . As expected, starting from 8x8 images that only vaguely resemble faces, the PyramidPixelCNN first generates lowresolution faces, which it then gradually enhances in resolution, until it reaches the final 64x64 size. 
Conclusion
In this paper we presented the PyramidPixelCNN, a new approach to probabilistic image modeling that combined the advantages of classic multi-scale and modern deep learning models. It achieves new state-of-the-art modeling performance on the CIFAR-10 dataset. and generates nearly photorealistic images on the CelebA dataset. At the same time the PyramidPixelCNN is considerably faster in generating samples than previous state-of-the-art techniques.
We believe that the PyramidPixelCNN's good performance is mainly due to the fact that we incorporate an appropriate structure into the modeling task, namely a multi-scale image decomposition. By this, we were able to rely on a sequence of efficient models, instead of a single less efficient monolithic model. We hope that the proposed method will stimulate further development of probabilistic image modeling techniques.
