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A ti, que aunque te has ido,
siempre estarás presente.

If a machine is expected to be infallible,
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Resumen
Los grandes avances en las áreas de las TIC, el IoT y la IA han propiciado
una serie de sistemas cuyo uso se ha visto incrementado exponencialmente
en los últimos años, fomentando la generación de ingentes cantidades de da-
tos de naturaleza heterogénea. Las propuestas recogidas en la literatura para
la explotación de estos datos están enfocadas a la resolución de problemas
muy específicos, favoreciendo el desaprovechamiento de la información. Este
trabajo plantea una arquitectura modular y flexible para implementar un
sistema híbrido inteligente capaz de soportar diferentes procesos de análisis
de contenido multimedia gracias a la adaptación del concepto de ETL y la
aplicación de tuberías de datos. Con el objetivo de comprobar el potencial
de la arquitectura propuesta, se diseñan dos frameworks para la automati-
zación del proceso de composición musical descriptiva a partir de contenido
audiovisual y se desarrollan dos casos de estudio bien diferenciados donde
se aplican diversas técnicas de extracción de meta-información y algoritmos
enmarcados en el área del aprendizaje automático. La discusión de los re-
sultados obtenidos se realiza considerando el rendimiento de los algoritmos
y la aceptación social de la música por medio de diferentes test de usuario.
En conclusión, la propuesta favorece la validación de la hipótesis previamen-
te establecida, evidenciando que los datos multimedia analizados mediante




Great advances in the fields of Information and Communication Techno-
logies, IoT and AI have led to a series of systems whose use has increased
exponentially over the past few years. This has encouraged the generation
of huge amounts of data of a heterogeneous nature. The state of the art
gathers many proposals for the exploitation of these data, but they all focus
on the resolution of specific problems, favouring the waste of information.
This work proposes a modular and flexible architecture to implement an in-
telligent hybrid system for the analysis of multimedia content. Thanks to
the adaptation of the ETL concept and the application of data pipelines the
system can support the concurrence of several analysis processes running
in parallel. With the aim of verifying the potential of the proposed archi-
tecture, two frameworks are designed. Both are oriented to the automatic
composition of descriptive music based on audiovisual content and they are
put into operation in two well-differentiated case studies where diverse me-
tadata extraction techniques and algorithms are applied within the context
of machine learning. The performance of the algorithms and the social ac-
ceptance of the music are taken into account to validate the results obtained
in this work. In closing, the proposal favours the validation of the previously
established hypothesis, proving that the analysis of multimedia data through




Índice de figuras xix
Índice de tablas xxiii
Glosario xxv
Acrónimos xxix
I Memoria de la tesis doctoral 1
1. Introducción 3
1.1. Hipótesis y objetivos . . . . . . . . . . . . . . . . . . . . . . . 8
1.2. Metodología de investigación . . . . . . . . . . . . . . . . . . 10
1.3. Organización de la memoria . . . . . . . . . . . . . . . . . . . 11
2. Antecedentes 15
2.1. Nuevas tecnologías de la comunicación y contenido multimedia 17
2.2. Creatividad computacional . . . . . . . . . . . . . . . . . . . . 20
2.2.1. Composición musical automática . . . . . . . . . . . . 23
2.3. Algoritmos de aprendizaje automático . . . . . . . . . . . . . 26
2.3.1. Modelado en problemas de clasificación multiclase . . 28
2.3.2. Modelado en problemas de clasificación multi-etiqueta 33
2.4. Extracción de meta-información del contenido multimedia . . 38
2.4.1. Descriptores de imagen . . . . . . . . . . . . . . . . . . 39
2.4.2. Características del sonido . . . . . . . . . . . . . . . . 48
2.5. Conclusión de la revisión de antecedentes . . . . . . . . . . . 51
xvi Índice general
3. Propuesta 55
3.1. Arquitectura del sistema híbrido inteligente . . . . . . . . . . 56
3.1.1. Obtención de información . . . . . . . . . . . . . . . . 62
3.1.2. Extracción de meta-información . . . . . . . . . . . . . 63
3.1.3. Limpieza de datos . . . . . . . . . . . . . . . . . . . . 64
3.1.4. Análisis de datos . . . . . . . . . . . . . . . . . . . . . 65
3.1.5. Almacenamiento de la información generada . . . . . . 66
3.1.6. Visualización o reproducción de la información generada 66
3.2. Formalización de marcos de trabajo para el análisis de conte-
nido multimedia . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2.1. Framework para la creación de melodías descriptivas
basadas en vídeos . . . . . . . . . . . . . . . . . . . . . 69
3.2.2. Framework para la composición dinámica de armonías
durante el proceso de ilustración con medios digitales . 73
4. Casos de estudio 79
4.1. Composición de melodías que describen vídeos aplicando el
estilo de la película Fantasia de Disney . . . . . . . . . . . . . 81
4.1.1. Extracción y preparación de la meta-información grá-
fica y musical de partida . . . . . . . . . . . . . . . . . 87
4.1.2. Aplicación de algoritmos para la generación de melodías 94
4.1.3. Resultados y discusión del rendimiento de los algorit-
mos y análisis de la calidad musical . . . . . . . . . . . 96
4.1.4. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . 101
4.2. Composición musical armónica a partir de ilustraciones rea-
lizadas con tableta gráfica empleando el estilo de la película
Fantasia de Disney . . . . . . . . . . . . . . . . . . . . . . . . 103
4.2.1. Obtención y limpieza de los descriptores de imagen y
meta-información musical . . . . . . . . . . . . . . . . 110
4.2.2. Algoritmos de aprendizaje automático para la compo-
sición descriptiva . . . . . . . . . . . . . . . . . . . . . 114
4.2.3. Presentación y análisis de los resultados desde un pun-
to de vista técnico y artístico . . . . . . . . . . . . . . 118
4.2.4. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . 126
5. Conclusiones 129
5.1. Contribuciones de la investigación . . . . . . . . . . . . . . . . 133
5.2. Líneas de trabajo para la prosecución de la investigación . . . 135
Índice general xvii
II Apéndices 139
A. Conceptos de la teoría musical 141
A.1. Distancia entre notas musicales . . . . . . . . . . . . . . . . . 143
A.2. Sucesión de notas musicales . . . . . . . . . . . . . . . . . . . 146
A.3. Contexto armónico de la música . . . . . . . . . . . . . . . . . 148
A.4. Interpretación musical . . . . . . . . . . . . . . . . . . . . . . 150
A.5. Notación musical . . . . . . . . . . . . . . . . . . . . . . . . . 151
B. Encuestas realizadas durante la investigación 155
B.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
B.2. Encuesta para evaluar la relación entre imagen y sonido . . . 158
B.2.1. Diseño de la encuesta . . . . . . . . . . . . . . . . . . 159
B.2.2. Respuestas de los usuarios a la encuesta . . . . . . . . 163
B.3. Test de Turing para evaluar la habilidad compositiva del sistema167
B.3.1. Diseño del test . . . . . . . . . . . . . . . . . . . . . . 168
B.3.2. Respuestas de los usuarios al test . . . . . . . . . . . . 171
B.4. Encuesta para medir la calidad descriptiva de la música com-
puesta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
B.4.1. Diseño de la encuesta . . . . . . . . . . . . . . . . . . 178
B.4.2. Respuestas de los usuarios a la encuesta . . . . . . . . 181
C. Fragmentos musicales compuestos por el sistema 183
C.1. Ejemplos de fragmentos musicales melódicos . . . . . . . . . . 184





1.1. Porcentaje de personas entre 16 y 65 años que eran usuarios
de las redes sociales más utilizadas en España durante el año
2019 (Fuente: IAB Spain y Elogia [63]) . . . . . . . . . . . . . 6
2.1. Obtención del histograma de color en el modelo RGB de una
imagen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.2. Obtención del color dominante y de una paleta de colores
dominantes mediante la herramienta Color Thief . . . . . . . 43
2.3. Representación del layout color descriptor para una imagen
con una cuadrícula de 3 filas por 4 columnas . . . . . . . . . . 43
3.1. Esquema general de la ETL propuesta para el sistema . . . . 57
3.2. Esquema de la ETL con los módulos propuestos para el sistema 58
3.3. Grafo de tareas para la etapa de aprendizaje del primer fra-
mework propuesto para el análisis de contenido multimedia . 71
3.4. Grafo de tareas para la etapa de creación del primer framework
propuesto para el análisis de contenido multimedia . . . . . . 72
3.5. Grafo de tareas para la etapa de aprendizaje del segundo fra-
mework propuesto para el análisis de contenido multimedia . 75
3.6. Grafo de tareas para la etapa de creación del segundo frame-
work propuesto para el análisis de contenido multimedia . . . 76
4.1. Fotograma de la película Fantasia de Disney que ilustra la
pieza El aprendiz de brujo . . . . . . . . . . . . . . . . . . . . 82
4.2. Vista global de la etapa de aprendizaje del primer caso de
estudio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3. Grafo de tareas para la etapa de aprendizaje del primer caso
de estudio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.4. Vista global de etapa de creación del primer caso de estudio . 85
xx Índice de figuras
4.5. Grafo de tareas para la etapa de creación del primer caso de
estudio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.6. Descriptores de la imagen sobre un frame del fragmento El
Cascanueces de la película Fantasia en el primer caso de estu-
dio. La Figura a) contiene el fotograma original. La Figura b)
muestra los descriptores SIFT extraídos. La Figura c) presenta
el histograma de color . . . . . . . . . . . . . . . . . . . . . . 90
4.7. Boxplot con los resultados de la encuesta para la valoración
de la calidad descriptiva de las composiciones musicales en el
primer caso de estudio . . . . . . . . . . . . . . . . . . . . . . 100
4.8. Vista global de etapa de aprendizaje del segundo caso de estudio105
4.9. Grafo de tareas para la etapa de aprendizaje del segundo caso
de estudio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.10. Vista global de etapa de creación del segundo caso de estudio 108
4.11. Grafo de tareas para la etapa de creación del segundo caso de
estudio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.12. Descriptores de la imagen sobre un frame del fragmento El
Cascanueces de la película Fantasia en el segundo caso de
estudio. La Figura a) contiene el fotograma original. La Figu-
ra b) muestra los descriptores SIFT extraídos. La Figura c)
presenta el fotograma original con la cuantificación de color . 112
4.13. Vector de características de croma obtenido por el método
CENS en la Danza Rusa de la obra musical El Cascanueces . 113
4.14. Ilustración realizada por el usuario con una tableta digital y
grafía de la composición descriptiva del segundo caso de estudio118
4.15. Resultados de las tasas de acierto para las creaciones musicales
del compositor profesional (a) y de la máquina (b) . . . . . . 122
4.16. Resultados del Test de Turing para las creaciones musicales
de un compositor profesional en el segundo caso de estudio . . 123
4.17. Resultados del Test de Turing para las creaciones musicales
de la máquina en el segundo caso de estudio . . . . . . . . . . 123
4.18. Resultados de la encuesta para evaluar la relación entre ima-
gen y sonido en el segundo caso de estudio . . . . . . . . . . . 125
A.1. Notas musicales sobre las teclas de un piano . . . . . . . . . . 143
A.2. Pulsos de duración de las figuras musicales y silencios básicos 148
A.3. Ejemplo de partitura musical simple . . . . . . . . . . . . . . 153
B.1. Imagen de ejemplo de la encuesta para evaluar la relación
entre imagen y sonido . . . . . . . . . . . . . . . . . . . . . . 163
Índice de figuras xxi
B.2. Imagen de ejemplo del test de Turing para evaluar la habilidad
compositiva del sistema . . . . . . . . . . . . . . . . . . . . . 171
B.3. Imagen de ejemplo de la encuesta para medir la calidad des-
criptiva de la música . . . . . . . . . . . . . . . . . . . . . . . 180
C.1. Primer ejemplo de ilustración y composición musical obtenida
con el primer caso de estudio . . . . . . . . . . . . . . . . . . 184
C.2. Segundo ejemplo de ilustración y composición musical obte-
nida con el primer caso de estudio . . . . . . . . . . . . . . . 185
C.3. Tercer ejemplo de ilustración y composición musical obtenida
con el primer caso de estudio . . . . . . . . . . . . . . . . . . 185
C.4. Primer ejemplo de ilustración y composición musical obtenida
con el segundo caso de estudio . . . . . . . . . . . . . . . . . . 186
C.5. Segundo ejemplo de ilustración y composición musical obte-
nida con el segundo caso de estudio . . . . . . . . . . . . . . . 187
C.6. Tercer ejemplo de ilustración y composición musical obtenida




4.1. Notación numérica de las notas musicales . . . . . . . . . . . 91
4.2. Frecuencia de cada una de las notas en el conjunto de datos . 92
4.3. Rendimiento de los algoritmos NB, SVM y RF para ambos
métodos de extracción de descriptores (M1 y M2) en el primer
caso de estudio . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.4. Rendimiento de los algoritmos RAKEL y ML-KNN en el se-
gundo caso de estudio . . . . . . . . . . . . . . . . . . . . . . 120
4.5. Precisión de los algoritmos RAKEL y ML-KNN en la predic-
ción de cada nota musical . . . . . . . . . . . . . . . . . . . . 120
A.1. Relación entre el número de tonos y semitonos y el tipo de
intervalo para cada grado . . . . . . . . . . . . . . . . . . . . 145
A.2. Grados y funciones de la escala de Do Mayor . . . . . . . . . 147
A.3. Funciones tonales de los grados en la tonalidad de Do Mayor . 149
B.1. Respuestas del test de escucha aplicado al primer caso de estudio165
B.2. Resumen estadístico de las respuestas del test de escucha apli-
cado al primer caso de estudio . . . . . . . . . . . . . . . . . . 166
B.3. Respuestas del test de turing aplicado al segundo caso de es-
tudio para las composiciones del compositor . . . . . . . . . . 173
B.4. Respuestas del test de turing aplicado al segundo caso de es-
tudio para las composiciones de la máquina . . . . . . . . . . 175
B.5. Resumen estadístico de las respuestas del test de Turing apli-
cado al segundo caso de estudio para las composiciones del
compositor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
B.6. Resumen estadístico de las respuestas del test de Turing apli-
cado al segundo caso de estudio para las composiciones de la
máquina . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
xxiv Índice de tablas
B.7. Respuestas del test de escucha aplicado al segundo caso de
estudio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
B.8. Resumen estadístico de las respuestas del test de escucha apli-




Rama de la inteligencia artificial en la que los sistemas extraen conocimiento
a partir de los datos y se adaptan a los cambios y problemas que suceden a
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Resumen: Este primer capítulo se desarrolla a modo de introduc-
ción del trabajo doctoral. En él se plantea la problemática que da pie
al desarrollo de la investigación, se formula una hipótesis de partida,
se definen los objetivos en el marco de los sistemas inteligentes pa-
ra el análisis de contenido multimedia y se describe la metodología de
investigación aplicada a lo largo de todo el proceso.
El nacimiento de internet y la gran evolución en el área tecnológica a
lo largo del último siglo han sido dos factores clave en la consecución de
un mundo globalizado, donde los diferentes países, y como consecuencia sus
ciudadanos, disfrutan de los beneficios de un alto y creciente nivel de interde-
pendencia y facilidad de comunicación, independientemente de la distancia
que los separe [9]. La inversión en investigación científica para el desarrollo
de productos y servicios tecnológicos innovadores hace posible la obtención
de sistemas de comunicación avanzada enmarcados en la rama de las Tec-
nologías de la Información y la Comunicación (TIC). Los objetivos de estos
sistemas se enfocan, entre otras cosas, en garantizar la seguridad personal
4 Capítulo 1. Introducción
o empresarial, facilitar y optimizar la ejecución de actividades laborales o
proporcionar un recurso recreativo para la diversión y entretenimiento [108].
El acceso a estos sistemas, en un primer momento, se realizaba exclu-
sivamente mediante un ordenador. Sin embargo, actualmente existen innu-
merables dispositivos dotados de conexión a internet y con capacidad para
transmitir y recibir información, lo que hace aún más sencilla la comunicación
interpersonal. Los avances tecnológicos en materia de inteligencia artificial
(IA) y robótica han dado lugar a dispositivos como los actuales teléfonos
móviles, los relojes inteligentes, televisores inteligentes o altavoces inteligen-
tes —en inglés, smartphones, smartwatches, smart TVs y smart speakers,
respectivamente—. En todos ellos, el adjetivo “inteligente” hace referencia,
precisamente, a su capacidad para recoger, procesar y transmitir informa-
ción [144]. En esta misma línea, el concepto de Internet of Things (IoT)
es el fruto de la convergencia de diferentes áreas de conocimiento como las
telecomunicaciones, la informática, la electrónica y las ciencias sociales, que
tiene como fin la creación de una red de objetos cotidianos interconectados
y dotados de una inteligencia ubicua para la recopilación y el tratamiento de
datos [11, 138].
Un claro ejemplo de este tipo de sistemas cuya base es la combinación en-
tre las TIC, el IoT y la IA son los asistentes virtuales inteligentes, que ofrecen
un servicio interactivo capaz de procesar el lenguaje natural del usuario y
mantener una conversación con él a fin de satisfacer algunas de sus necesida-
des [30]. Estos sistemas están incorporados en muchos tipos de dispositivos
físicos entre los que destacan los ordenadores, los teléfonos móviles y los alta-
voces inteligentes. Esto permite realizar tareas muy diversas como controlar
los dispositivos de automatización del hogar, buscar y reproducir conteni-
do multimedia o realizar compras en internet mediante el control por voz
[62]. Algunos de los asistentes más populares actualmente son Siri de Apple,
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Alexa de Amazon, Cortana de Microsoft o el Asistente de Google.
Las plataformas de streaming como Netflix1, HBO2, Amazon Prime Vi-
deo3 o Twitch4 son otro medio de difusión de información que ha atraído a
muchos usuarios e investigadores debido a su proliferación en internet a lo
largo de los últimos años [119]. Atendiendo a los intereses de los usuarios,
estas plataformas permiten compartir y/o consumir contenido audiovisual
generalmente con fines de entretenimiento. De hecho, [118] publicaba que
el uso de plataformas de streaming se ha incrementado hasta en un 108%
en España y un 82% en Francia durante la pandemia ocasionada por el
COVID-19 (coronavirus disease 2019 ) a causa de la transformación de hábi-
tos desencadenada por las medidas de distanciamiento social y la cuarentena.
Por otra parte, los investigadores ponen el foco en el análisis de los patrones
de interacción entre los usuarios de estas plataformas para mejorar dichos
servicios. En esta línea, algunos tipos de sistemas de recomendación inte-
grados en estas plataformas (como los basados en contexto o los basados en
filtrado colaborativo [106]) analizan la información generada por un determi-
nado usuario mediante sus interacciones para hacer recomendaciones a otros
usuarios.
Por otra parte, [123] afirma que el medio de comunicación por excelencia
en la actualidad son las redes sociales por la facilidad que ofrecen para com-
partir opiniones, ideas, percepciones y experiencias en diferentes formatos
(texto, imágenes, audio y vídeo) garantizando además que esta información
pueda ser accesible desde cualquier lugar del mundo. Si bien el número de
usuarios de este tipo de sistemas ha sufrido un gran incremento en los últimos
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Así, el número de usuarios de entre 18 y 29 años es de un 12% de la po-
blación en 2005, y en 2015 asciende al 90%, mientras que los adultos entre
30 y 49 años pasan de un 8% a un 77% en el mismo período de tiempo,
y para las personas entre 50 y 64 años los porcentajes parten de un 5% en
2005 y ascienden a un 51% una década después [105]. En España, el número
de usuarios de redes sociales entre 16 y 65 años asciende de un 51% de la
población en el año 2009 a un 85% en 2019 [63]. La Figura 1.1 muestra el
porcentaje de personas con una edad comprendida entre los 16 y los 65 años
que se pudieron contabilizar como usuarios de las redes sociales más utili-
zadas en España a lo largo del año 2019. Es interesante ver cómo algunas
aplicaciones de mensajería instantánea como WhatsApp han evolucionado
tanto que recogen funcionalidades propias de las redes sociales.













Figura 1.1: Porcentaje de personas entre 16 y 65 años que eran usuarios de
las redes sociales más utilizadas en España durante el año 2019 (Fuente: IAB
Spain y Elogia [63])
El uso cotidiano de todos estos tipos de sistemas basados en las TIC hace
que generemos, inconscientemente, una inconmensurable cantidad de datos
que además tienen formatos totalmente dispares (imágenes, vídeos, audio,
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texto y atributos numéricos entre otros). Este gran volumen de datos supo-
ne, por una parte, una gran oportunidad para extraer información valiosa
mediante técnicas de la IA. Sin embargo, a su vez, la ingente cantidad de
datos y su condición heterogénea desencadena una serie de problemas y retos
en términos de eficiencia y capacidad de procesamiento, que conllevan el des-
aprovechamiento de gran parte de la información que se genera en internet
y que puede dar lugar a la obtención de conocimiento útil.
Para hacer frente al desafío que supone el análisis de los datos generados
en sistemas de comunicación avanzada existen numerosas propuestas con pro-
pósitos muy divergentes; por ejemplo, [142] analiza publicaciones realizadas
en Instagram para detectar posibles casos de bullying, [76] plantea un método
para la recomendación de canales personalizados en plataformas de stream
desarrollando un caso de estudio concreto en Twitch, y [90] diseña un sistema
para la detección e identificación de actividades físicas como abdominales o
sentadillas mediante los acelerómetros de un smartwatch. Sin embargo, la
mayoría de estos trabajos se centran en la solución de un problema concreto
con unos datos de entrada predefinidos, homogéneos e invariables. Por este
motivo, los sistemas diseñados en estas propuestas desarrollan soluciones en-
corsetadas a una problemática concreta, contribuyendo así a la dilapidación
de la información.
Este trabajo doctoral propone un sistema flexible para el análisis de da-
tos heterogéneos generados en sistemas de comunicación avanzada como los
anteriormente descritos. En este sentido se hace indispensable el uso de téc-
nicas de la IA que permitan analizar los datos generados y expedidos en las
interacciones de los usuarios con otros sistemas. El objetivo de estos análisis
va encaminado a la obtención de patrones y a la generación de información
nueva de valor para los usuarios, independientemente del formato de los da-
tos de partida. La adaptabilidad del sistema a distintas problemáticas y la
8 Capítulo 1. Introducción
concurrencia de varios procesos completos de análisis para cubrir diferentes
necesidades conlleva la utilización de técnicas muy dispares para el análisis
de datos, lo que dota al sistema de un carácter híbrido.
1.1. Hipótesis y objetivos
Atendiendo a la problemática que plantea la ingente cantidad de datos
de naturaleza heterogénea generados en sistemas de comunicación y tras el
estudio de diferentes técnicas de la IA y su aplicación en el área del análisis
de información multimedia, se formula la siguiente hipótesis:
La gran cantidad de información expedida en las numerosas in-
teracciones entre consumidores de sistemas multiusuario, a pesar
de la naturaleza heterogénea de los datos, puede ser utilizada para
la generación de otro tipo de información útil para el usuario me-
diante el diseño y desarrollo de sistemas basados en inteligencia
artificial.
Por ello se plantea que es posible diseñar un sistema que sea capaz de
analizar información multimedia proveniente de sistemas de usuario como
las redes sociales con el propósito de generar otro tipo de información útil y
de interés para el usuario.
Para poder validar esta hipótesis es necesario establecer un enfoque que
permita abordar y afrontar la problemática que supone. Por ello, el objetivo
principal de este trabajo es investigar en el diseño de un conjunto de servicios
novedosos relacionados con el tratamiento y análisis de contenido multimedia
y dirigidos a los usuarios de sistemas existentes, como las redes sociales. Este
objetivo principal se divide, a su vez, en los siguientes objetivos específicos:
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Tratar con fuentes de datos externas y heterogéneas, que contengan
información multimedia generada en un proceso de interacción entre
los diferentes usuarios de un sistema.
Estudiar las diversas técnicas de extracción de características en fun-
ción de la naturaleza de los datos y de su adecuación tanto a la proble-
mática general como a los casos de estudio particulares que se plantean
en el trabajo.
Extraer meta-información del contenido multimedia de tal forma que
se obtengan las características necesarias para poder realizar diferentes
análisis de minería de datos de manera transparente.
Investigar en el diseño y desarrollo de servicios novedosos enmarcados
en el área de la IA que permitan tratar datos complejos en beneficio
de los usuarios.
Realizar un proceso de selección, adaptación y optimización de los al-
goritmos de aprendizaje automático más idóneos con base en la pro-
blemática a resolver.
Diseñar metodologías para el análisis de datos y la generación de in-
formación de interés que se adapten a la naturaleza de los datos y de
los casos de estudio.
La consecución de los objetivos generales y específicos planteados permi-
tirá diseñar, llevar a cabo y evaluar los resultados obtenidos en una serie de
casos de estudio que a su vez servirán para contrastar la hipótesis de este
trabajo. El análisis multimedia en los diferentes enfoques planteados en esta
propuesta dará lugar a un proceso de transformación de la información. De
esta manera, a partir de los datos expedidos en los sistemas de comunica-
ción avanzada se podrá extraer conocimiento suficiente para generar nueva
información de valor para el usuario.
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1.2. Metodología de investigación
El procedimiento aplicado a lo largo de todo el proceso de investigación
para el desarrollo del presente trabajo se ha fundamentado en la metodología
Action Research [89]. Este proceso metodológico, basado en un enfoque prác-
tico que pretende integrar la experimentación científica con la acción social,
comienza con la detección de un problema, su identificación y contextuali-
zación en un área de estudio concreta y el planteamiento de una hipótesis a
modo de meta u objetivo para dar solución al mismo. Posteriormente tiene
lugar un proceso de recopilación y análisis de la información que desemboca
en el diseño de una propuesta enfocada en solucionar el problema inicialmen-
te detectado. La fase final consiste en la obtención y discusión de resultados
y en la extracción de conclusiones.
Aunque las fases de la metodología se realizan de manera secuencial, las
conclusiones obtenidas en la investigación desencadenan una acción que en
ocasiones conlleva la modificación de la hipótesis. Por lo tanto, estas fases
se realizan varias veces a lo largo de la investigación, dando lugar a un
proceso cíclico de exploración, actuación y valoración de los resultados. La
condición iterativa e incremental de la metodología Action Research facilita
la comprensión del problema, la exploración práctica del mismo y la puesta
en marcha de planes de mejora, además de que permite la optimización de los
resultados de la investigación. Como consecuencia, la metodología persigue
la obtención de un conocimiento y experiencia incremental en la materia
analizada y la solución, de manera óptima, del problema planteado.
En este caso, dado que la propuesta describe un sistema híbrido que en-
capsula diferentes técnicas y pretende solucionar diversos planteamientos del
problema detectado, la aplicación de la metodología elegida para este proce-
Lucía Martín Gómez 11
so de investigación favorece la retroalimentación del sistema para optimizar
los resultados.
A fin de fomentar el acceso abierto y la educación científica, en el período
de realización de este trabajo se ha asistido y participado en diversas con-
ferencias, cursos, seminarios y congresos internacionales y se han realizado
publicaciones de los avances realizados en la investigación. Adicionalmente,
la cooperación con otras universidades también ha favorecido la transferencia
del conocimiento y la investigación colaborativa, aportando otros enfoques
de investigadores del área y enriqueciendo el trabajo realizado.
1.3. Organización de la memoria
Atendiendo a la hipótesis anteriormente formulada y con el propósito
de satisfacer los objetivos establecidos como punto de partida del trabajo,
la memoria se divide en dos partes. En la Parte I del documento se puede
encontrar una descripción detallada del trabajo. Esta memoria está dividida
en cinco capítulos, siendo este el primero de ellos.
El Capítulo 2 recoge los principales conceptos y técnicas que circunscri-
ben este trabajo. En primer lugar, se realiza una presentación del concepto
de contenido multimedia y se introduce el concepto de creatividad compu-
tacional, destacando la rama de la composición musical automática. Poste-
riormente se realiza un estudio de los algoritmos de aprendizaje automático
existentes en la literatura con el objetivo de optimizar la selección en cada
proceso de análisis del sistema y finalmente se estudian las diferentes técni-
cas existentes para la extracción de meta-información a partir de imágenes
y sonido. Tras un proceso de revisión de las propuestas más influyentes en la
materia, se analizan las necesidades de la sociedad pendientes de satisfacer
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y se orienta la propuesta del trabajo en esa dirección.
Una vez analizadas las principales investigaciones en relación con la hi-
pótesis de partida, y tras haber detectado las carencias y necesidades de
los sistemas existentes, en el Capítulo 3 se desarrolla la propuesta de este
trabajo. Concretamente, se plantea la arquitectura de un sistema heterogé-
neo capaz de englobar diferentes metodologías y técnicas para el análisis de
contenido multimedia. Asimismo se describe detalladamente cada uno de los
enfoques que se han considerado, constituyéndose cada uno de ellos como un
marco de trabajo de esta propuesta.
En el Capítulo 4 se describen dos casos de estudio que se han llevado
a cabo en entornos reales con el objetivo de validar el sistema previamente
propuesto. El primer caso de estudio, recogido en la Sección 4.1, presenta
un estudio para la composición automática de melodías descriptivas a partir
de vídeos. La Sección 4.2 expone detalladamente el segundo caso de estu-
dio, donde se aplican algunas técnicas de la IA para generar composiciones
armónicas de manera dinámica mientras una persona realiza una ilustración
digital.
El Capítulo 5 completa la primera parte de esta tesis doctoral. En él se
resumen las principales contribuciones del trabajo, se presentan las conclu-
siones inferidas a lo largo del proceso de investigación y se discute el valor
de la propuesta en relación con el cumplimiento de los objetivos inicialmente
planteados. Adicionalmente, este capítulo esboza algunas líneas de trabajo
futuro que podrán ser llevadas a cabo partiendo de esta investigación.
La Parte II contiene información adicional y complementaria para facili-
tar una mejor comprensión de investigación. Concretamente, con el objetivo
de favorecer la aprehensión del trabajo a aquellas personas que no tengan
una base de conocimiento musical previa, se desarrolla el Apéndice A. En
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él se describen una serie de conceptos musicales básicos que se aplican en
el trabajo y cuyo entendimiento es necesario para la correcta interpretación
de esta tesis. Por otra parte, el Apéndice B reúne la información relativa a
las encuestas que se han realizado a los usuarios en los casos de estudio. Ce-
rrando este trabajo, el Apéndice C recoge varios ejemplos de composiciones
musicales melódicas y armónicas obtenidas por los dos enfoques desarrolla-
dos en la propuesta. En cada ejemplo se puede consultar la imagen de partida
y una transcripción de la música obtenida por el sistema.
En el próximo capítulo. . .
Una vez presentada la problemática con la que se va a lidiar en el presen-
te trabajo de investigación, y formulados tanto la hipótesis de partida como
los objetivos, en el próximo capítulo se recogen las contribuciones princi-
pales del estado del arte alineadas con las preocupaciones que nos ocupan.
Concretamente, se introducen diversos conceptos relacionados con el conte-
nido multimedia que son indispensables para la comprensión del trabajo y se
presentan diferentes técnicas de extracción de meta-información a partir de
imágenes y sonido. Adicionalmente se realiza una revisión de los diferentes
algoritmos de aprendizaje automático presentes en la literatura y se analizan
diversas técnicas para la composición automática de música enmarcadas en





Resumen: Antes de profundizar en la propuesta que desarrolla este
trabajo como respuesta a la problemática previamente planteada, el
presente capítulo relaciona y describe los distintos formatos del conte-
nido multimedia y las técnicas existentes para la extracción de meta-
información que contienen, especialmente en los casos de imágenes y
sonido. Adicionalmente se hace un estudio de los diferentes algoritmos
de aprendizaje automático presentes en la literatura y se introduce
el concepto de creatividad computacional, poniendo el énfasis en la
composición musical automática. Finalmente, se revisan algunos de los
trabajos más relevantes en la materia con el objetivo de orientar de
manera óptima la propuesta de este trabajo. Este análisis es un pa-
so necesario para diseñar el proceso de generación de información de
relevancia para el usuario, tal y como definía la hipótesis.
Los avances del sector tecnológico, concretamente en las áreas de las TIC,
el IOT y la IA, han dado lugar a numerosas herramientas que facilitan la
comunicación entre las personas, independientemente de la distancia que las
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separe [9]. Estos sistemas generan diariamente ingentes cantidades de datos
de naturaleza muy heterogénea, lo que supone, por una parte, una fuente
de datos muy útil para la extracción de conocimiento mediante técnicas de
análisis basadas en IA, y por otra, un reto tecnológico por la dificultad de
procesamiento y explotación que conllevan.
Los grandes volúmenes de datos generados en este tipo de sistemas junto
con las gran diversidad de formatos que presentan y la pluralidad de fuen-
tes de procedencia suscitan la necesidad de diseñar propuestas tecnológicas
innovadoras que permitan avanzar en la materia y explotar los datos de ma-
nera eficiente. En este sentido, existen muchas propuestas en la literatura
que abordan el problema del análisis de contenido multimedia desde diferen-
tes perspectivas, y el objetivo de este capítulo es ofrecer una síntesis de la
revisión de todas ellas.
Este capítulo comienza con una introducción al concepto de contenido
multimedia en la Sección 2.1. A continuación, la Sección 2.2 presenta algunas
técnicas utilizadas para el procesamiento y la transformación de la informa-
ción multimedia basadas en creatividad y la Sección 2.3 se centra en algunos
de los algoritmos de IA que facilitan el análisis de datos multimedia. La Sec-
ción 2.4 pormenoriza algunas de las técnicas existentes para la extracción de
meta-información. Finalmente, en la Sección 2.5 se realiza un análisis de las
propuestas más relevantes en la materia a fin de acotar, modelar y construir
una solución al problema planteado en este trabajo.
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2.1. Nuevas tecnologías de la comunicación y con-
tenido multimedia
Los grandes avances en el área de la informática han facilitado el naci-
miento y la evolución de las llamadas nuevas tecnologías de la información y
de los medios audiovisuales. Por su parte, las nuevas tecnologías de la infor-
mación se fundamentan en el avance tecnológico y están relacionadas con los
conocimientos, procedimientos o instrumentos utilizados para la generación,
tratamiento y difusión de la información verbal o icónica, independientemen-
te de la naturaleza de su soporte. Por otro lado, los medios audiovisuales
toman como referencia la utilización de herramientas como los proyectores
y los magnetófonos, y facilitan la representación audiovisual y verboicónica
de la información. Como resultado de la combinación entre la digitalización
de la información y los avances tecnológicos que facilitan el desarrollo de
los medios audiovisuales se obtienen una serie de progresos científicos que
dan lugar a las nuevas tecnologías de la comunicación [84]. Estos resultados
tecnológicos han tenido una acogida muy satisfactoria y han supuesto un
gran impulso para muchas actividades necesarias en la sociedad, entre las
que destacan el turismo, la educación o el desarrollo empresarial [23, 13, 10].
Al hablar de las nuevas tecnologías de la comunicación se hace imposi-
ble no pensar en el concepto multimedia. Etimológicamente, el término es
redundante puesto que media significa, por sí mismo, “varios medios”. La
definición, según el Diccionario de la lengua española, es la siguiente: que
utiliza conjunta y simultáneamente diversos medios, como imágenes, sonidos
y texto, en la transmisión de una información. El concepto, sin embargo, se
ha venido aplicando con significados y matices diversos, pudiendo encontrar
en la literatura las siguientes acepciones:
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La multimedia es el uso de texto, gráficos, animación, imágenes, vídeo
y sonido para presentar información. Dado que estos medios pueden
ahora integrarse utilizando una computadora, ha habido una explosión
virtual de aplicaciones instructivas multimedia basadas en la compu-
tadora [93].
Multimedia no es un producto, ni siquiera una tecnología. Se trata de
una plataforma que combina elementos hardware y software para crear
un entorno informativo multisensorial [84].
Multimedia engloba una clase de sistemas de comunicación interacti-
va controlada por ordenador que crea, almacena, transmite y recupera
redes de información textual, gráfica y auditiva [100].
Los sistemas multimedia, en el sentido que hoy se da al término, son bá-
sicamente sistemas interactivos con múltiples códigos. Un aspecto clave
en ellos es la integración de diferentes tipos de información soportada
por diferentes códigos [13].
A pesar de ser enfoques diferentes para definir un mismo concepto, to-
dos ellos comparten que las tecnologías multimedia suponen la combinación
de varios medios bien diferenciados. Estos medios pueden ser un conjunto
de dispositivos interconectados entre sí o un conjunto de módulos que for-
man un único dispositivo. Sin embargo, en cualquier caso cada componente
del todo está especializado en el procesamiento de un tipo de documento
(textos, imágenes, vídeos, gráficos, animaciones, sonido...) La integración de
todos estos tipos de datos da lugar a un documento audiovisual al que se
puede denominar contenido multimedia [8]. Algunos autores afirman que el
término más apropiado para referirse a este tipo de datos sería documento
multilenguaje, ya que involucra los lenguajes verbal, visual, sonoro y audio-
visual, o documentos multisensoriales porque su procesamiento requiere de la
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utilización de varios sentidos [84]. De hecho, a estos materiales generalmente
se les añade una característica de interactividad, que es la posibilidad de
relación y respuesta mutua entre el usuario y el medio [14, 57]. Actualmente,
la gran mayoría de dispositivos entre los que se encuentran los ordenado-
res, las tabletas inteligentes o incluso los teléfonos inteligentes aglutinan los
medios suficientes para procesar individualmente todo tipo de documentos
multimedia.
En 1995, Vaughan ya clasificaba los ámbitos de la aplicación multimedia
en las siguientes categorías [132]:
Negocios: necesaria para la creación y tratamiento de bases de datos,
comunicaciones en red, presentaciones, tareas de marketing y publici-
dad y la gestión de las empresas en general.
Educación: útil para el proceso de enseñanza adaptando los métodos
tradicionales a la evolución tecnológica.
Hogar: presente en dispositivos IoT relacionados con la domótica y
las actividades de ocio.
Lugares públicos: ventajoso para la adaptación tecnológica de hote-
les, hospitales, estaciones de tren, centros comerciales, museos y tien-
das.
Realidad Virtual: lentes, cascos e interfaces especiales utilizadas para
simular experiencias similares a la vida real.
En las últimas décadas, la utilización de sistemas multimedia se ha incre-
mentado significativamente. [91] afirma que los niños y los jóvenes se mueven
en un universo de dinamismo e inmediatez de continua estimulación y donde
todo es simultáneo. Como consecuencia, surgen nuevos modos de percep-
ción, relación de los jóvenes con la cultura popular, sociabilidad, y nuevas
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dinámicas familiares que definen a una sociedad con sobreabundancia de
información y datos: una sociedad multimedia [43].
De acuerdo con lo comentado previamente, el contenido multimedia in-
cluye información de diversos tipos (textos, gráficos, sonidos, animaciones,
videos, etc.) y los integra de manera coherente, incitándonos a utilizar varios
de nuestros sentidos para su correcta y completa comprensión. Un ejem-
plo claro de este tipo de tecnología serían las aplicaciones de mensajería
instantánea, que nacieron con el objetivo de transmitir mensajes textuales
y actualmente permiten compartir información textual, visual, auditiva y
audiovisual. En la misma línea podríamos destacar el avance de las redes
sociales, que permiten compartir información de naturaleza heterogénea sin
que apenas nos paremos a pensar sobre ello.
Como veremos a continuación, existen numerosas propuestas que permi-
ten analizar el contenido multimedia con diferentes enfoques, pero con un
objetivo común: explotar la información que compartimos por internet para
generar conocimiento útil. Sin embargo, a los diferentes tipos de información
que conforman el contenido multimedia y a las ingentes cantidades de esta
información que se comparten diariamente por internet debemos añadir la
gran variedad de formatos en los que se puede presentar un determinado
contenido y las numerosas fuentes de datos de donde se puede extraer la
información. Todos estos aspectos son problemas que dificultan la tarea de
análisis del contenido multimedia.
2.2. Creatividad computacional
La meta de esta tesis doctoral es probar que los datos generados en siste-
mas de comunicación avanzada pueden ser explotados para generar informa-
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ción nueva y de valor para el usuario a pesar de su naturaleza heterogénea.
El proceso de análisis que se lleva a cabo para la transformación de los datos
se va a realizar mediante la aplicación de IA; sin embargo, dentro de este
marco, el proceso puede tomar diferentes direcciones en función del carácter
de los resultados que se quieran obtener. Una de las posibles orientaciones del
proceso de análisis está relacionada con la generación de resultados dotados
de un componente artístico.
Muchas de las actividades llevadas a cabo por los seres humanos de mane-
ra cotidiana exigen cierta inteligencia: la comprensión del lenguaje, la extrac-
ción de patrones de comportamiento de la sociedad o incluso la conducción
de un automóvil, entre otras muchas. A lo largo de las últimas décadas se
ha avanzado en el diseño de sistemas informáticos que pueden desarrollar al-
gunas de estas tareas, dando lugar a los llamados sistemas inteligentes [96].
Cuando la IA se aplica para que, además de simular habilidades cognitivas,
las máquinas puedan desarrollar procesos creativos, los sistemas obtenidos
se enmarcan en el área de la creatividad computacional [131].
Las creaciones artísticas comienzan con un motivo que impulsa al autor
a llevar a cabo una idea; este factor puede ser una iniciativa personal, una
fuente de inspiración o una combinación de ambas [125]. La inspiración es
un estímulo externo capaz de evocar un estado de motivación que fomenta
la creatividad [126]. Pero, ¿puede una máquina reaccionar a un estímulo
externo para obtener motivación artística? Existe cierta controversia con la
teoría de que una máquina pueda concebir ideas, y con ello, ser creativa [136].
Algunos autores como David Cope afirman que la dificultad de asimi-
lar la inventiva de las máquinas reside en una definición tan estricta de lo
que es la creatividad que ni siquiera un ser humano cumpliría los requisitos
para poder considerarse creativo. Tras este análisis, el músico y científico
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define la creatividad como el resultado de la combinación entre diferentes
aspectos como la extracción de patrones, alusiones, inferencia y jerarquía
de elementos de una rama artística. Como resultado, obtiene un modelo de
asociación inductiva que asegura que soluciona el problema de la creatividad
computacional en la creación automática de contenido artístico [35]. Por es-
te motivo, los trabajos enmarcados en este área del conocimiento no tienen
como único objetivo el estudio de la capacidad de las máquinas para generar
contenido creativo, sino que también abarcan la evaluación de la obra de arte
generada.
La creatividad computacional se aplica en muchas áreas relacionadas con
creaciones artísticas, y como consecuencia existen diversas propuestas en la
literatura que afrontan problemáticas muy diferentes. Para dar solución a un
problema de creatividad visual, [2] diseña una propuesta híbrida que combina
dos algoritmos de inteligencia de enjambre para esbozar dibujos a partir de
una imagen de entrada. Por otra parte, en el contexto del entretenimiento
digital, [33] y [34] afrontan la automatización del diseño de un videojuego
en su totalidad, tanto en lo relativo a su historia como a los elementos que
aparecen en él. En el ámbito de la lingüística, [37] aborda el problema de
la composición de poemas en bengalí, un lenguaje rico en morfosintáctica
y parcialmente fonético, buscando obtener calidad poética, una gramática
correcta y un significado coherente en las creaciones.
Otra rama artística donde se aplica la creatividad computacional es la
música. Existen numerosos trabajos que combinan la IA y la música con
objeto de generar contenido artístico; [135] estudia el fenómeno de la expre-
sividad en la interpretación, [83] propone un método para la construcción de
modelos computacionales de interpretación expresiva para agrupaciones de
músicos, y en [124] se diseña un sistema basado en aprendizaje automático
para seleccionar entorno de interpretación óptimo para una composición mu-
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sical. La Sección 2.2.1 se centra en analizar las técnicas de la IA con mayor
relevancia en la composición musical mediante máquinas.
2.2.1. Composición musical automática
La convergencia entre la ciencia de la computación (concretamente en
lo tocante a la rama de la IA), la psicología y la música ha dado lugar a
numerosas propuestas que tratan de abordar el complejo problema de la au-
tomatización de la composición musical. A continuación se exponen algunas
de las técnicas más explotadas y con mejores resultados en este dominio [79].
La formalización de la totalidad de los enunciados admitidos en un idioma
mediante las gramáticas generativas de Noam Chomsky supuso un antes
y un después en la teoría lingüística y la ciencia cognitiva [29]. Algunos
autores, inspirados en esta teoría, comenzaron a trabajar en la generación
de una gramática musical basándose en las similitudes entre la lingüística
y la teoría musical [60, 74]. Ciertos trabajos más recientes enfocan estas
técnicas a la generación automática de progresiones con base armónica [109]
y al análisis armónico automático, que puede considerarse un paso previo
a la composición automática [38]. Las gramáticas generativas, a día de hoy,
no se aplican únicamente para la composición automática de música clásica,
sino que se extienden a otros géneros musicales; concretamente [28] y [27]
plantean respectivamente dos sistemas para la generación de secuencias de
acordes y la improvisación de jazz.
Otra técnica ampliamente utilizada en este contexto son los modelos de
Markov. Estos modelos, basados en cálculos estadísticos, modelan secuencias
melódicas o armónicas definiendo una serie de estados (por ejemplo, el con-
junto de las notas musicales) y calculando la probabilidad de transición entre
los diferentes estados a partir de un conjunto de datos de partida [113]. De
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esta manera se obtienen prediciones de tono y duración de los sonidos, dando
lugar a una melodía o a una composición polifónica. Una de las propuestas
más significativas en esta rama de la composición musical automática es The
Continuator, un sistema interactivo basado en modelos de Markov para ge-
nerar material musical con un estilo definido tratando diversos elementos
musicales como el ritmo y la armonía [101].
Los algoritmos bioinspirados conforman una rama de la IA que emula el
modo de procesar información y de resolver problemas de un ser vivo [17].
Dentro de esta rama se pueden distinguir diferentes técnicas como las redes
neuronales (de las que se hablará más adelante), los sistemas inmunológi-
cos artificiales o la inteligencia de enjambre. Por otra parte, en la década
de 1970, Holland planteó la posibilidad de automatizar algunos procesos de
adaptación y mecanismos naturales de supervivencia propios de los seres
vivos para la resolución de problemas de optimización. Los procedimientos
resultantes son conocidos como algoritmos genéticos y simulan la evolución
por selección natural con el objetivo de identificar a los individuos “mejor
adaptados” a la hora de realizar una determinada tarea [59]. Todos estos
tipos de algoritmos bioinspirados también son técnicas recurrentes a la hora
de diseñar e implementar sistemas compositores de música. Ejemplo de ello
es [68], que propone un sistema híbrido que combina la optimización de en-
jambre de partículas o particle swarm optimization (PSO) con un algoritmo
genético para la composición musical interactiva. Otros trabajos proponen
una aplicación del algoritmo de optimización de colonia de hormigas –ant
colony optimization en inglés– (ACO) para la composición musical; concre-
tamente [50] aplica la técnica descrita para la generación de melodías y su
posterior armonización con estilo barroco. Desde otra perspectiva pero en
el mismo marco de los algoritmos bioinspirados, [94] se basa en un sistema
inmunológico artificial para generar progresiones de acordes.
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Por su parte, el aprendizaje profundo o deep learning ha supuesto un gran
avance para el estudio de datos complejos. La arquitectura basada en capas
de estos modelos computacionales da lugar a un proceso iterativo de análisis
que facilita la representación de los datos en múltiples niveles de abstrac-
ción [73]. Dadas sus características, este tipo de métodos resuelve con éxito
problemas en el campo del reconocimiento de voz, la visión artificial y la
composición musical automática, entre otros. En materia de composición
musical, concretamente, se han realizado numerosas propuestas aplicando
diferentes arquitecturas de redes neuronales. [16] demuestra la viabilidad del
uso de redes de creencia profunda (deep belief networks) para la composición
automática de música; concretamente, la propuesta se basa en creación auto-
matizada de improvisaciones jazzísticas. Desde otro ángulo, algunos autores
aplican redes neuronales recurrentes recurrent neural networks (RNN) para
la generación musical; sin embargo, la música compuesta con este tipo de
sistemas a menudo carece de coherencia global. Una de las soluciones más
comunes para este problema conlleva la utilización de bloques o celdas de me-
moria Long-Short Term Memory (LSTM) [53]. [1] y [45] plantean diferentes
enfoques para la composición musical automática aplicando LSTM, dando
lugar a creaciones musicales con una estructura bien formada y un estilo
definido. Asimismo, las redes neuronales paralelas o parallel neural networks
han cobrado mucho interés en la literatura por la alta eficiencia que supone la
computación en paralelo [121]. En este sentido, [67] presenta una arquitectu-
ra específica de redes paralelas que permite desarrollar tareas de predicción y
composición de música polifónica basadas en modelos probabilísticos. Dadas
todas estas aplicaciones, otros autores optan por la combinación de varios
de estos métodos dando lugar a sistemas híbridos como [51], que combina
las redes de creencia profunda y las RNNs para la generación de música
polifónica.
Todas las técnicas utilizadas para la composición musical automática se
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incluyen bajo el paraguas de la IA; sin embargo, se enmarcan en ramas bien
diferenciadas. Analizando la diversidad de algoritmos que se han abierto paso
en este área de la creatividad computacional, es interesante comprobar que
algunos de los algoritmos más presentes en la literatura para resolver tareas
de minería de datos como la clasificación o la regresión no se consideran una
opción para la solución de este tipo de problemas.
2.3. Algoritmos de aprendizaje automático
El análisis provechoso de la gran cantidad de datos generada en los siste-
mas de comunicación avanzada supone, simultáneamente, un problema y una
necesidad. La minería de datos es un campo multidisciplinar que resulta de
la convergencia entre las matemáticas, la estadística y la ciencia de la compu-
tación. Su objetivo es solucionar la dificultad del análisis de la información,
y para ello proporciona herramientas útiles para el diseño de sistemas que
extraen conocimiento de los datos [56]. Cuando los sistemas pueden aprender
y adaptarse a los cambios que suceden en su entorno de manera autónoma
evitando así que su diseñador deba prever y proporcionar soluciones para to-
dos los problemas posibles, hablamos de aprendizaje automático o machine
learning [6]. Así, un algoritmo enmarcado en esta rama de la IA consiste en
la automatización de la identificación de patrones o tendencias en los datos.
Dentro del concepto de aprendizaje automático se pueden realizar nume-
rosas categorizaciones de los algoritmos con diferentes criterios. En cualquier
caso, la selección del tipo de algoritmo óptimo en cada caso debe ir supe-
ditada al objetivo que se persiga en cada problema y a la naturaleza y la
estructura de los datos. La literatura avala la adecuación de los algoritmos
para la resolución de diferentes problemas: clasificación, predicción, agrupa-
miento, regresión... Una vez identificado el tipo de algoritmo más adecuado
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en cada caso, muchos autores recomiendan probar y comparar el rendimiento
de varios algoritmos sobre el mismo y sobre diferentes conjunto de datos [40]
a fin de garantizar una selección óptima para la resolución del problema.
Una de las divisiones que se establece habitualmente para los algoritmos
de aprendizaje automático teniendo en cuenta la naturaleza de los datos de
entrenamiento permite diferenciar entre aprendizaje supervisado y no super-
visado [112]. En la primera categoría, los algoritmos trabajan con datos eti-
quetados o valores numéricos; esto quiere decir que, de antemano, conocemos
la etiqueta o clase o el valor de predicción que le corresponde a cada instancia
del conjunto de entrenamiento. El objetivo, en este caso, es aprender de los
datos utilizados en la fase de entrenamiento los patrones que presentan los
datos para las etiquetas que se consideran y buscar dichos patrones en cada
instancia de los datos de prueba para asignarle la etiqueta o el valor más
adecuado. Estos algoritmos se utilizan comúnmente en problemas de regre-
sión y clasificación. Por otra parte, el aprendizaje no supervisado consiste en
el análisis de datos no etiquetados con el objetivo de realizar agrupaciones
de las diferentes instancias basadas en sus similitudes. A partir de esta ca-
tegorización de los algoritmos existen otras muchas técnicas de aprendizaje
como el semi-supervisado y el aprendizaje por refuerzo.
El concepto de aprendizaje automático comprende una inmensa cantidad
de técnicas y algoritmos que no es factible abarcar en su totalidad en este
trabajo. Por ello, la revisión de la literatura, en este apartado, se enfoca de
manera general sobre las técnicas más apropiadas para la resolución de los
problemas que se van a abordar y de manera específica sobre los algoritmos
que se van a aplicar en este trabajo. El objetivo del estudio es seleccionar
los algoritmos más adecuados para modelar un criterio que permita estable-
cer una relación entre la información visual y la información auditiva. Para
ello, las secciones 2.3.1 y 2.3.2 abordan el problema de clasificación de una
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instancia de datos para una única etiqueta y para varias, respectivamente.
2.3.1. Modelado en problemas de clasificación multiclase
La clasificación, como ya se ha explicado, se engloba dentro del apren-
dizaje supervisado y consiste en la evaluación de los patrones existentes en
los datos con el objetivo de asignar una categoría a cada instancia [56]. Para
ello, los algoritmos se dividen en dos fases: la primera, orientada al análisis
de los datos de entrenamiento y donde se construye el modelo, y la segunda,
donde se realiza la clasificación aplicando el modelo matemático generado en
la fase anterior.
Cuando el problema trata de identificar si una instancia pertenece a una
determinada categoría o no, estamos hablando de clasificación binaria. En
este caso, para cada instancia de los datos, el algoritmo aplica el modelo
determinando si los atributos o características son propios de la categoría
evaluada (1) o no (0). Por extensión, la clasificación binaria permite distin-
guir dos categorías o clases diferentes; de esta forma, un problema de este
tipo podría consistir en la identificación de tareas matutinas o vespertinas
(si una tarea es clasificada como no-matutina, entonces será vespertina). De
la misma forma, se podría considerar un problema de clasificación binaria la
identificación de dos razas diferentes y excluyentes de perro. Sin embargo,
en este caso el problema podría residir en la evaluación de una instancia que
no se corresponde con ninguna de las dos razas consideradas en el estudio.
En este caso sería más apropiado considerar tantas categorías (también ex-
cluyentes) como razas de perro se quieran considerar, y el estudio sería, por
tanto, un problema de clasificación multiclase.
Las siguientes secciones detallan los aspectos más relevantes y la lógica de
tres algoritmos válidos para la clasificación multiclase. La selección de Ran-
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dom Forest, Support Vector Machines y Naive Bayes de entre los numerosos
algoritmos que podrían haber sido útiles en este trabajo se fundamenta, por
una parte, en su adecuación a la cantidad, naturaleza y dominio de los datos
y al objetivo perseguido en el presente trabajo, y por otra, en su excelente
reputación en problemas de clasificación con características similares en la
literatura más actual.
2.3.1.1. Random Forest
En 2001, Breiman presentó la idea de bosque aleatorio o Random Forest
(RF) [22], demostrando su buen rendimiento en comparación con otros cla-
sificadores como las máquinas de vectores de soporte y las redes neuronales.
RF es un grupo de árboles de decisión robustos al ruido y útiles para la
resolución de problemas de clasificación y de regresión que se construyen a
partir de la selección aleatoria de muestras de los datos de entrenamiento.
Los árboles de decisión conforman un enfoque para el aprendizaje supervisa-
do que genera una jerarquía de construcciones lógicas basada en la estructura
de un árbol [5]. Atendiendo a los valores de los atributos utilizados para el
entrenamiento, se construye, comenzando por la raíz, el árbol de decisión.
Cada nodo interno representa una determinada característica o premisa, y
cada nodo final —llamado hoja— representa una clase en un problema de
clasificación. Así, cada rama, que es un conjunto de premisas que desembo-
can en una etiqueta, constituye una regla. Los árboles de decisión conforman
una técnica muy potente que proporciona reglas de clasificación fácilmente
interpretables por los humanos, aunque en algunos casos el coste computacio-
nal es relativamente alto. La utilización de este tipo de algoritmos se puede
observar en diferentes áreas como la clasificación y extracción de textos, la
comparación estadística de datos o la selección de genes.
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De manera más específica, un RF es un ensemble compuesto por L cla-
sificadores con estructura de árbol h(X, θn), N = {1, 2, ..., L}, donde X re-
presenta el conjunto de datos de entrenamiento y θn son vectores aleatorios
independientes con una distribución uniforme. Así, cada árbol de decisión
se construye mediante una selección independiente, uniforme y aleatoria de
los datos disponibles. La predicción se realiza mediante la agregación de las
predicciones del conjunto: por voto mayoritario en los problemas de clasifi-
cación, y mediante el cálculo del promedio para los problemas de regresión.
Algunas de las ventajas del algoritmo incluyen su baja sensibilidad a la
existencia de outliers en los datos, su capacidad para evitar y solucionar el
problema de overfitting que además hacen que la poda no sea necesaria y la
obtención automática de indicadores de la relevancia de cada uno de los atri-
butos en la predicción [5]. Numerosos estudios demuestran, adicionalmente,
la efectividad del algoritmo en conjuntos de datos con numerosas instan-
cias, datos desbalanceados y con valores perdidos. El muestreo aleatorio y
las estrategias de ensemble favorecen la consecución de un buen rendimien-
to con datos continuos, categóricos y binarios y también en problemas de
clasificación multiclase.
2.3.1.2. Support Vector Machines
Las máquinas de vectores de soporte o Support Vector Machines (SVM)
en inglés, son un conjunto de algoritmos de aprendizaje automático origi-
nalmente desarrollados por Vladimir Vapnik y su equipo de trabajo que han
sufrido una gran evolución en la literatura [49]. Estos algoritmos tienen buen
rendimiento con datos escasos o imprecisos, y son muy robustos en problemas
binarios y con variables numéricas, por lo que se utilizan para la resolución
de problemas de clasificación o regresión en áreas muy diversas [19].
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En problemas de clasificación, SVM sitúa cada instancia de los datos con
etiquetas binarias como un punto en un espacio con tantas dimensiones como
atributos se consideren y busca un hiperplano que se encuentre a la máxima
distancia entre las instancias etiquetadas para ambas clases. De esta manera,
las instancias de cada clase quedan separadas por el hiperplano. Los puntos
más cercanos al hiperplano de separación conforman un vector denominado
vector de soporte.
La división más sencilla viene dada por una línea recta, un plano recto o
un hiperplano N -dimensional. Sin embargo, SVM debe lidiar en numerosas
ocasiones con varias dimensiones, curvas para la separación de las clases,
datos en los que no es posible la separación total de las instancias por clases
mediante hiperplanos y problemas multiclase. En estos casos donde no es
posible una separación lineal, las SVM trabajan con funciones de kernel, que
consisten en realizar automáticamente un mapeo no lineal en un espacio de
dimensión superior. En estos casos, el hiperplano encontrado por el SVM
en el espacio de características se corresponde con un límite de decisión no
lineal en el espacio de entrada.
2.3.1.3. Naive Bayes
Los modelos Naive Bayes (NB) son una técnica de aprendizaje automáti-
co basada en el teorema de Bayes muy utilizada en problemas de clasificación
[107]. El pilar de la lógica del algoritmo se fundamenta en la idea de la in-
dependencia de los atributos; es decir, que la presencia de un atributo en el
conjunto de datos no conlleva la presencia de otro atributo.
NB se aplica teniendo en cuenta que cada instancia x se describe me-
diante un conjunto de valores para los atributos y donde la función objetivo
f(x) puede tomar cualquier valor del conjunto finito V [69]. Tras la fase de
32 Capítulo 2. Antecedentes
entrenamiento para la consecución de la función objetivo se considera una
nueva instancia, descrita por la tupla de valores de atributos a1, a2, ..., an.
NB debe clasificar la instancia mediante la función objetivo. El enfoque ba-
yesiano para clasificar la nueva instancia consiste en asignar el valor objetivo
más probable vMAP dados los valores de los atributos que describen dicha
instancia, tal y como se puede observar en la Ecuación 2.1.
vMAP = arg max
vj∈V
P (vj |a1, a2, ..., an) (2.1)
Aplicando el teorema de Bayes se obtiene la Ecuación 2.2.
vMAP = arg max
vj∈V
P (a1, a2, ..., an)P (vj)
P (a1, a2, ..., an)
= arg max
vj∈V
P (a1, a2, ..., an)P (vj)
(2.2)
Considerando que NB simplifica el problema de clasificación presupo-
niendo que los valores de los atributos son independientes dado el valor de
la etiqueta, por lo que se llega a la Ecuación 2.3 donde vNB denota el valor
obtenido por el clasificador NB.









NB supone una técnica sencilla pero a la vez muy potente para la re-
solución de problemas de clasificación binarios y multiclase. A menudo las
estimaciones de probabilidad obtenidas son inexactas, sin embargo su ren-
dimiento en problemas de clasificación está a la altura e incluso supera a
otros algoritmos más sofisticados cuando es apropiada una presunción de
independencia y cuando los conjuntos de datos tienen un escaso número de
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instancias. El mejor rendimiento de NB se obtiene en dos casos extremos:
cuando los atributos son completamente independientes y cuando los atri-
butos son funcionalmente dependientes. En los casos intermedios, NB los
resultados obtenidos por NB son sustancialmente más pobres.
2.3.2. Modelado en problemas de clasificación multi-etiqueta
A diferencia de los problemas de clasificación binarios o multiclase en
los que cada instancia de los datos se corresponde con una única etiqueta
del conjunto predefinido para la clasificación, los algoritmos de clasificación
multi-etiqueta consisten en el análisis de patrones de los datos de manera que
pueda inferirse más de una etiqueta simultánea para una instancia concreta
[6]. Muestra de ello podría ser un problema de análisis de sentimiento de la
música basado en clasificación en función del sentimiento que la composición
despierta en el oyente. En este caso, las diferentes etiquetas serían los senti-
mientos que se consideraran en el estudio y el algoritmo podría determinar
que una pieza musical puede producir simultáneamente alegría y calma o
tristeza, molestia y excitación, por ejemplo.
De manera general, existen dos enfoques para el desarrollo de este tipo
de algoritmos [6]. El primero de ellos, consiste en dividir o transformar el
problema en varios problemas simples, aplicando k veces el algoritmo de
clasificación binaria elegido sobre los datos y considerando iterativamente
cada una de las k etiquetas predefinidas en el problema. De esta manera, una
clasificación con valor 0 significaría que la instancia no se clasifica para la
etiqueta evaluada, y una clasificación con valor 1 conllevaría que el algoritmo
sí clasifica la instancia para la etiqueta evaluada. En el segundo enfoque se
adaptan los algoritmos utilizados comúnmente en problemas de clasificación
binaria y multiclase para poder lidiar con la simultaneidad de etiquetas.
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De los numerosos algoritmos existentes en la literatura para la solución
de problemas multi-etiqueta, las siguientes secciones se centran en detallar
la lógica de los dos algoritmos más relevantes o apropiados para el objetivo
de la tesis; a saber, Random k-Labelsets y Multilabel k-Nearest Neighbors.
2.3.2.1. Random k-Labelsets
Uno de los métodos de transformación de problemas multi-etiqueta en
problemas de clasificación de etiqueta única más utilizados es Label Powerset
(LP) [128]. El procedimiento que aplica para la transformación consiste en
considerar cada conjunto de etiquetas único presente en el dataset multi-
etiqueta de entrenamiento como una clase nueva. Como resultado, la tarea
de clasificación etiqueta cada nueva instancia del dataset de prueba con la
clase más probable, que es un conjunto de etiquetas.
LP consigue mejores resultados que otras aproximaciones computacional-
mente más sencillas como Binary Relevance, que aprende un modelo binario
para cada etiqueta de manera independiente al resto [139]. Adicionalmente,
otra de las grandes ventajas de este algoritmo es que, al considerar cada
conjunto de etiquetas como una clase nueva para el clasificador simple, se
tiene en cuenta la correlación entre etiquetas. Sin embargo, presenta varias
desventajas: en primer lugar, tiene un alto coste computacional; en segundo
lugar, con frecuencia las clases compuestas por varias etiquetas y utilizadas
para el clasificador simple suelen tener poca representación en los datos, y
esto dificulta considerablemente la tarea de aprendizaje; por último y más
importante, LP predice sólo conjuntos de etiquetas presentes en el dataset
de entrenamiento.
Para afrontar estos problemas, Random k-Labelsets (RAKEL) construye
un ensemble de LP donde el conjunto de etiquetas se divide aleatoriamente
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en diferentes labelsets más pequeños (el tamaño viene determinado por el
parámetro k), que son los valores de clase para el clasificador de una sola
etiqueta de LP [129]. Una vez obtenidos los labelsets a partir del conjunto de
entrenamiento, para la clasificación multi-etiqueta, RAKEL aplica el método
LP y como consecuencia se reduce el coste computacional y el sesgo de la
distribución de valores. Además, RAKEL mantiene la ventaja de considerar
las correlaciones entre las clases.
Para la construcción de los labelsets con un tamaño reducido, los autores
propusieron dos estrategias; en la primera de ellas los labelsets serán disjuntos
(dos labelsets no compartirán la misma etiqueta) y en la segunda podrá exis-
tir solapamiento (dos o más labelsets pueden considerar una misma etiqueta).
Para los conjuntos disjuntos, el conjunto C de todas las etiquetas de clase
se divide, aleatoriamente, en m conjuntos disjuntos de etiquetas con tamaño
k. En el segundo enfoque, donde se consideran las etiquetas superpuestas,
los m conjuntos de etiquetas de tamaño k se muestrean aleatoriamente a
partir de los conjuntos de etiquetas de tamaño k contenidos en C. El va-
lor de k debe ser pequeño para evitar las debilidades de LP, por lo que los
autores recomiendan utilizar un mayor número de modelos de clasificación
para lograr un alto nivel de rendimiento predictivo [65]. Ambos enfoques de
RAKEL obtienen mejores resultados que LP, especialmente en conjuntos de
datos con muchas clases. Sin embargo, el enfoque con labelsets superpuestos
obtiene un mejor rendimiento predictivo y permite corregir problemas de co-
rrelación mediante la agregación de muchas predicciones para cada etiqueta
y la decisión de la etiqueta final por voto.
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2.3.2.2. Multilabel k-Nearest Neighbors
Existen numerosos métodos para la solución de problemas de clasifica-
ción multi-etiqueta basados en el algoritmo k-Nearest Neighbors (kNN) [129].
Este algoritmo pertenece al llamado lazy learning, que es un aprendizaje au-
tomático donde el peso y el mayor coste computacional recaen en la fase de
prueba (en este caso, clasificación) en lugar de hacerlo en la fase de entrena-
miento. El primer paso de todas estas aproximaciones consiste en recuperar
las k instancias más cercanas; sin embargo, la diferencia reside en el segundo
paso: la obtención de los conjuntos de etiquetas.
El algoritmo Multilabel k-Nearest Neighbors (ML-kNN) es la primera
aproximación para la clasificación multi-etiqueta basado en lazy learning,
y como su propio nombre indica, deriva del popular kNN [140]. Como conse-
cuencia, no se trata, como en el caso de LP, de un algoritmo que transforme
el problema multi-etiqueta en varios problemas de etiqueta simple, sino que
la adaptación del algoritmo aborda el problema multi-etiqueta en su tota-
lidad. Los resultados experimentales demuestran que ML-kNN tiene mejor
rendimiento que otros algoritmos relevantes en la clasificación multi-etiqueta
como el BoosTexter, el AdaBoost y el Rank-SVM [140].
El flujo de ML-kNN se divide en dos fases bien diferenciadas. En la
primera se identifican los k vecinos más cercanos de la instancia atendiendo
a una medida de distancia concreta; en la segunda se obtienen las etiquetas
de la instancia mediante un cálculo estadístico que atiende a las etiquetas de
los k vecinos hallados en la primera fase del algoritmo.
Más concretamente, cada instancia x tiene conjunto de etiquetas asocia-
das Y ⊆ Y . Así, el vector ~yx representa las etiquetas de x de manera que
cada componente l : ~yx(l)(l ∈ Y ) representa una de las etiquetas conside-
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radas en el problema y toma valor 1 si l ∈ Y y 0 en caso contrario. N(x)
representa el conjunto de los k vecinos más cercanos a x en el conjunto de
entrenamiento. De esta manera, teniendo en cuenta los conjuntos de etique-
tas de N(x) se obtiene un vector de recuento de miembros definido como se
expresa en la Ecuación 2.4, donde ~Cx(l) representa el número de vecinos de




~ya(l), l ∈ Y (2.4)
Para cada instancia de prueba t, el ML-kNN primero identifica sus veci-
nos más cercanos N(t) en el conjunto de entrenamiento. H l1 y H l0 representan
respectivamente los hechos de que t esté o no etiquetado con la etiqueta l,
y que Elj (j ∈ 0, 1, ..., k) representa el hecho de que, entre los k vecinos más
cercanos de t hay exactamente j instancias que tienen la etiqueta l. Tenien-
do en cuenta el vector de recuento de miembros ~Ct, el vector de etiquetas
~yt se determina usando el principio del MAP definido en la Ecuación 2.5.
Aplicando el teorema de Bayes, se obtiene la Ecuación 2.6.
~yt(l) = arg max
b∈0,1
P (H lb|El~Ct(l)), l ∈ Y (2.5)
~yt(l) = arg max
b∈0,1










Como consecuencia, el cálculo de las clases para la instancia t está basado
en un análisis probabilístico que tiene en cuenta las etiquetas de los k vecinos
más cercanos.
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2.4. Extracción de meta-información del contenido
multimedia
La minería de datos consiste en la automatización de la detección de
patrones y tendencias con el objetivo de explicar y formalizar el comporta-
miento de los datos [56]. El conocimiento generado por los algoritmos de IA
facilita y optimiza la toma de decisiones en las áreas en las que se aplica. Si
bien el avance de la tecnología ha fomentado un acceso directo y sencillo a la
información que circula por internet, la gran cantidad de fuentes de datos y la
heterogeneidad de los mismos dificultan la tarea de recopilación de informa-
ción representativa de un problema. Por ello, una de las fases más complejas
y a la vez más importantes en un proceso de análisis es, precisamente, la
obtención de un conjunto de datos apropiado para extraer el conocimiento
necesario y cumplir los objetivos del estudio.
La selección de un algoritmo de aprendizaje automático y el diseño del
proceso de análisis en general está condicionado por el objetivo que se persi-
gue en el estudio y por la naturaleza de los datos que se quieren analizar [6].
En el contexto del análisis de contenido multimedia se pueden diferenciar dos
enfoques diferentes para la creación de un conjunto de datos que represente
correctamente el problema. Por una parte, se puede distinguir un enfoque
macroscópico donde el input es el conjunto de datos formado por los archivos
multimedia, como sucede en el caso de las redes neuronales convolucionales
(CNN); desde otro punto de vista, existe otro tipo de análisis con un enfo-
que microscópico donde el análisis de datos se realiza sobre meta-información
extraída a partir de los archivos multimedia que son objeto de análisis. Sin
embargo, teniendo en cuenta que en el primer enfoque los algoritmos que pro-
cesan los ficheros realizan una extracción de las características que definen
al contenido multimedia a modo de caja negra como paso previo al análi-
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sis, se podría decir que en ambos casos, el análisis de contenido multimedia
se reduce a la extracción de meta-información y su posterior procesamiento
para la generación de conocimiento útil.
Las técnicas de extracción son específicas para cada formato de fichero
multimedia. Esta sección realiza una revisión de las técnicas de extracción
de meta-información a partir de contenido multimedia más relevantes en la
literatura. Debido a la gran cantidad de formatos existentes y teniendo en
cuenta el problema que se plantea en este trabajo, el contenido se centra en
la extracción de meta-datos a partir de imágenes y sonido. El objetivo del
estudio de estas técnicas va enfocado a la generación de diversos conjuntos de
datos que permitan resolver el problema concreto que nos planteamos para
dar respuesta a la hipótesis de esta tesis doctoral.
2.4.1. Descriptores de imagen
Esta sección realiza un estudio de las técnicas más destacadas para la
obtención de meta-información a partir de una imagen. En otro orden de
ideas y analizando el marco teórico que establece Vaughan en [132], se puede
considerar que un vídeo es una secuencia de imágenes denominadas fotogra-
mas que se suceden con una frecuencia (fotogramas por segundo o FPS) lo
suficientemente alta como para que el ojo humano pueda percibir el movi-
miento. Teniendo esto en cuenta, la extracción de meta-información de un
vídeo se puede reducir a la extracción de descriptores de los fotogramas o
imágenes que lo componen.
En lo relativo a la obtención de descriptores gráficos de las imágenes, la
literatura recoge una serie de técnicas que se pueden agrupar en función del
tipo de información que se extrae. Así, la Sección 2.4.1.1 detalla las técnicas
más relevantes para la extracción de información cromática, la Sección 2.4.1.2
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recoge algunas de las técnicas más utilizadas para la detección de formas y
disposición de elementos en la imagen y en la Sección 2.4.1.3 se describen
otras técnicas que obtienen descriptores de la imagen de alto nivel.
2.4.1.1. Información cromática
El color es una de las características visuales con mayor carga expresiva,
y como consecuencia se ha convertido en un foco de estudio en el área de
recuperación de imágenes basada en contenido, sistemas multimedia y biblio-
tecas digitales a lo largo de las últimas décadas [81]. Sin embargo, existen
una serie de factores psicológicos, circunstanciales, ambientales y fisiológicos
que atribuyen a la percepción del color un cariz subjetivo. Esto desencadena
una dificultad en la encapsulación y representación del color en el contenido
multimedia.
La digitalización del color conlleva un proceso de formalización para su
representación numérica mediante expresiones matemáticas para que, de es-
ta manera, se pueda visualizar en dispositivos tecnológicos de manera muy
precisa. La formalización cromática se puede realizar de numerosas formas
distintas teniendo en cuenta la información que se quiere representar. Así,
los modelos de color son los diferentes sistemas de intepretación cromática
[64]. El modelo RGB toma su nombre de las siglas de los tres colores prima-
rios en la luz: rojo, verde y azul. La representación del color, en este caso se
representa como una mezcla regulable de estos tres colores. El modelo CMY
es similar al RGB, pero considera los colores primarios en pigmento: cian,
magenta y amarillo. Por otra parte, la familia de modelos HSI definen el
color en función de su tono (hue), su saturación (saturation) y su intensidad
(intensity), y están basados en el sistema de visión humana. En cuanto a la
familia de modelos YUV, el color se representa en función de la luminancia
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y la cromaticidad. La selección del modelo de color para una determinada
aplicación es una tarea compleja que depende de las propiedades del modelo
y de la naturaleza del problema.
En muchos casos, otro de los problemas de la digitalización del color
es la limitación de la gama de colores que pueden mostrar los dispositivos
[99]. Como solución se aplican técnicas para la cuantificación del color que
permiten reducir el rango de valores cromático de una imagen dando lugar
a una compresión con pérdida [26]. Este concepto es uno de los pilares de
la extracción de información cromática, aplicándose, por ejemplo, para la
obtención de paletas de colores como se verá a continuación.
El grupo Moving Picture Experts Group (MPEG) formado por la Orga-
nización Internacional de la Estandarización (ISO) y la Comisión Electrotéc-
nica Internacional (IEC) tiene como objetivo el desarrollo de una representa-
ción estándar para la información audiovisual que englobe la descripción de
sus metadatos. El estándar Multimedia Content Description Interface más
conocido como MPEG-7, define numerosos procedimientos para la extracción
de meta-información entre los que se incluyen algunos para la extracción del
color [82]. A continuación se describen los descriptores de color más relevan-
tes según el MPEG-7.
Histograma de color. Los histogramas de color obtienen información sobre
la distribución del color en la imagen. Los descriptores de color originados
por el análisis de histogramas han jugado un papel central en el desarrollo de
los descriptores visuales en MPEG-7, por lo que son una de las técnicas más
frecuentes para la extracción de información cromática [81]. Los histogramas
son muy adecuados para la representación global del color en una imagen,
sin embargo, su alta dimensionalidad y su dependencia con el modelo del
color, con la cuantificación en el espacio de color y con la cuantificación en
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bins de los valores son cuestiones a tener en cuenta de cara a su aplicación
[55]. La Figura 2.1 representa el histograma extraído para el modelo de color
RGB teniendo en cuenta 255 bins para cada uno de los colores rojo, verde y
azul.
Figura 2.1: Obtención del histograma de color en el modelo RGB de una
imagen
Dominant color descriptor . El descriptor de color dominante obtiene la
distribución de los colores más destacados de la imagen [81]. La limitación
de este descriptor está relacionada con la selección del modelo de color y
la cuantificación del espacio de color. El resultado que se obtiene es una
reducción de la información cromática de la imagen a un pequeño número
de colores representativos [114]. Aunque existen técnicas basadas en histo-
gramas de color para la obtención de paletas cromáticas que describen una
imagen [39], la mayor parte de las propuestas se basan en el color dominante.
Uno de los ejemplos más ilustrativos podría ser [41], que facilita la obtención
dinámica de una paleta de colores y del color dominante de una imagen me-
diante una técnica de cuantificación. En la Figura 2.2 se muestra un ejemplo
de una imagen en la que se extrae el color dominante y una paleta de colores
dominantes a partir de una imagen mediante la herramienta Color Thief.
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Figura 2.2: Obtención del color dominante y de una paleta de colores domi-
nantes mediante la herramienta Color Thief
Layout color descriptor . Este descriptor captura la disposición espacial de
los colores dominantes en una cuadrícula superpuesta en la región de interés
o en la imagen completa [81]. Se trata de un descriptor muy compacto y
efectivo en aplicaciones para la comparación de imágenes fijas y segmentos
de vídeo cuya obtención es equivalente a la división de una imagen en una
cuadrícula y la posterior obtención de los colores dominantes de cada una de
las regiones obtenidas. La Figura 2.3 representa la información extraída con
este descriptor del color teniendo en cuenta una cuadrícula de 3x4.
Figura 2.3: Representación del layout color descriptor para una imagen con
una cuadrícula de 3 filas por 4 columnas
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2.4.1.2. Descriptores de forma y disposición de los elementos
La extracción de características gráficas a partir de las imágenes es una
tarea muy importante en los campos de visión artificial y robótica, y por
consecuencia los descriptores de características son la base de cualquier sis-
tema de reconocimiento de imágenes [70]. El diseño de nuevos descriptores
y la optimización de las propuestas existentes en la literatura conforman
una fuente de inagotable de estudios de investigación. Las imágenes se re-
presentan por medio de su descriptor, y en problemas de reconocimiento de
imágenes la comparación no se realiza con los píxeles de la imagen sino con
estos atributos que la describen.
La extracción de los descriptores de imagen se puede realizar mediante
diferentes tipos de algoritmos cuyo objetivo es doble: la precisión y la efi-
ciencia. La mayoría de los descriptores se basan en características locales de
diferentes subzonas de la imagen descritas por los términos keypoint (puntos
de interés de la imagen), feature descriptor (representación de los descripto-
res de una subzona concreta de la imagen) e image descriptor (representación
completa de la imagen) [70]. A continuación se presentan algunos de los algo-
ritmos más destacados para la extracción de este tipo de meta-información
de la imagen.
Scale-Invariant Feature Transform (SIFT). SIFT es un algoritmo para
la extracción de características de las imágenes [80]. En una primera etapa,
el algoritmo obtiene los keypoints de la imagen y les asigna una orientación.
Posteriormente, para cada punto de interés se obtiene un descriptor que in-
cluye información relacionada con el espacio que le rodea. SIFT se considera
como una de las opciones con mayor calidad debido a la distintividad e inva-
riabilildad que consigue en una gran variedad de transformaciones comunes
de imágenes tales como rotaciones y escalado [75]. Además de ser uno de los
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algoritmos más utilizados, se ha utilizado como base de muchas propuestas
posteriores.
Speeded-Up Robust Features (SURF). Se trata de un detector y des-
criptor invariante a escala y rotación especialmente destacable en cuanto a
robustez, repetibilidad y distintividad [15]. El motivo de la reducción del
coste computacional de SURF reside en el uso de imágenes integrales, la
utilización de una medida basada en la matriz de Hesse y la simplificación
de los métodos existentes.
KAZE yAccelerated KAZE (A-KAZE). Los algoritmos KAZE [3] y
A-KAZE [4] fueron propuestos por Alcantarilla en 2012 y 2013 respectiva-
mente. Ambos explotan el espacio a escala no lineal mediante el filtrado de
difusión no lineal, sin embargo, la principal diferencia reside en el método
para la construcción de dichos espacios. A-KAZE aplica un marco compu-
tacional llamado Fast Explicit Diffusion (FED) incrustado en un enfoque
piramidal que acelera significativamente los cálculos. La detección en ambos
casos se realiza mediante la matriz de Hesse, y los descriptores obtenidos son
invariables a escalas y rotación.
Binary Robust Independent Elementary Features (BRIEF). BRIEF
es un descriptor binario basado en tests de intensidad entre píxeles de dife-
rentes regiones de la imagen [25]. Si bien el algoritmo tiene como principal
objetivo la reducción del tiempo de computación, la precisión no queda re-
legada a un segundo plano.
Oriented FAST and Rotated BRIEF (ORB). En 2011, se introducía
el algoritmo ORB [110] como una combinación de Features from Accelerated
Segment Test y BRIEF [25]. La detección de keypoints se realiza, en este
caso, mediante el algoritmo FAST. Sin embargo, los resultados se optimizan
mediante la aplicación de la detección de esquinas de Harris, obteniendo
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los N keypoints de mayor calidad y descartando el resto. A continuación,
el algoritmo aplica una pirámide a escala de la imagen para la generación
de atributos FAST para cada nivel establecido. Para la obtención de los
descriptores de imagen, ORB aplica una modificación de BRIEF basada en
la dirección de los keypoints que soluciona la inestabilidad a la rotación.
Binary Robust Invariant Scalable Keypoints (BRISK). BRISK se
presenta como un método novedoso para la detección, descripción y compa-
ración de keypoints de imágenes [75]. El algoritmo obtiene unos descriptores
considerablemente invariantes a rotación y escala a un bajo coste compu-
tacional. BRISK obtiene los keypoints aplicando el algoritmo FAST sobre
un espacio de escalas generado a partir de la imagen. Posteriormente iden-
tifica la dirección característica de cada keypoint para la obtención de los
descriptores invariables a la rotación.
La selección del mejor algoritmo para la extracción de descriptores de la
imagen no es trivial; es más, es una decisión crítica en la mayoría de sistemas
de visión artificial. [122] realiza un análisis comparativo muy detallado de los
algoritmos SIFT, SURF, KAZE, AKAZE, ORB y BRISK desde dos puntos
de vista: por una parte, se estudia la eficiencia de cada uno de los algorit-
mos, y por otra, se valora qué algoritmo es más invariable a escala, rotación
y puntos de vista. Los resultados de este estudio ponen de manifiesto las
fortalezas y debilidades de cada uno de los algoritmos. Los algoritmos más
precisos son SIFT y BRISK y el más eficiente es ORB. Como consecuencia, la
selección del algoritmo óptimo para la extracción de descriptores de imagen
debe realizarse en función de los objetivos de cada problema.
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2.4.1.3. Descriptores de alto nivel
El deep learning es una rama de la IA enfocada en el aprendizaje auto-
mático. Los algoritmos enmarcados en este área constan de una arquitectura
basada en capas que a su vez están compuestas por unidades de procesa-
miento denominadas neuronas artificiales, especializadas en la detección de
características de los objetos percibidos [73]. La concatenación de diferentes
capas de procesamiento dota a estos algoritmos de un gran poder para ex-
traer múltiples niveles de abstracción de los datos, por lo que su utilización
en problemas de visión artificial está muy extendida.
En otro orden de ideas, el transfer learning (TL) es una técnica emergente
en el ámbito del aprendizaje automático que favorece la mejora del apren-
dizaje mediante la transferencia de conocimientos entre tareas relacionadas
[102]. Si bien el diseño de la mayor parte de los algoritmos de aprendizaje
automático está enfocado en la solución de una tarea particular, hay tareas
que comparten parcialmente objetivos o fases del análisis. En estos casos,
el aprendizaje por transferencia presenta numerosas ventajas, como la sim-
plificación en la resolución de ciertos problemas, la reducción del tiempo de
computación o el aumento del rendimiento de los algoritmos.
En el caso de las redes neuronales, la obtención de altas precisiones en
problemas de clasificación de imágenes conlleva el procesamiento de grandes
conjuntos de datos etiquetados y, en consecuencia, un largo tiempo de en-
trenamiento [52]. Sin embargo, la adquisición de estos conjuntos de datos en
muchos casos es un problema determinante. La utilización de modelos pre-
entrenados con conjuntos de datos de imágenes a gran escala como ImageNet
[111] tales como VGG-16, Inception o GoogLeNet facilita en gran medida la
tarea de clasificación de imágenes. El TL supone mejoras en el problema
de clasificación a pesar de las posibles diferencias entre los dominios y las
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etiquetas de los datos de entrenamiento y clasificación. En este caso, la for-
taleza del TL reside en la capacidad del modelo pre-entrenado para extraer
características diferenciadoras de las imágenes. Dado que las últimas capas
de la red neuronal son las encargadas del proceso de clasificación y las ca-
pas anteriores realizan la extracción de los descriptores de las imágenes, la
eliminación de las capas de clasificación conlleva la obtención de un vector
de características de alto nivel para cada imagen procesada.
De esta manera, la aplicación del TL a problemas de deep learning y la
obtención de los vectores de características por medio de las últimas capas
de la red neuronal se puede considerar una técnica útil para la extracción
de meta-información de un conjunto de datos formado por imágenes. Sin
embargo, es importante comprender que los descriptores que se obtienen
representan una abstracción de los datos, por lo que podemos considerar
que los atributos no son fácilmente comprensibles por un humano, sino que
representan información de alto nivel.
2.4.2. Características del sonido
El análisis automatizado de música se enfoca, en numerosas ocasiones,
como un análisis de contenido de audio, y este problema requiere de técni-
cas y herramientas fiables y versátiles para su correcta resolución [130]. La
extracción de meta-información del sonido es un área de investigación en
continuo crecimiento donde confluyen diferentes disciplinas como la musi-
cología, la ciencia de la computación, la teoría musical, la física y las tele-
comunicaciones [88]. Este área, conocida como Music Information Retrieval
(MIR), engloba técnicas para la extracción de contenido de audio de siete
facetas musicales diferentes: tono, tiempo, armonía, timbre, editorial, tex-
tual y bibliográfico [44]. Para el desarrollo de la presente tesis doctoral no
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se consideran aspectos relacionados con el ritmo o el tempo, ni tampoco con
el timbre, la letra o la información bibliográfica de una composición, por lo
que la revisión de descriptores se centrará en las facetas de tono y armonía.
Uno de los problemas iniciales para la extracción de características del
sonido relacionadas con tono y armonía es la representación digital de las
notas musicales. En algunos casos, la representación de estas notas se basa
en el cifrado americano, donde a cada nota se le asigna una letra. Sin em-
bargo, en este caso las diferentes escalas, y por tanto las diferentes alturas
para una misma nota, quedan reducidas a una misma letra. Para solucio-
nar este y otros problemas relacionados con la representación digital de la
música nacen algunos estándares como el MIDI (Musical Instrument Digi-
tal Interface) [47]. Se trata de un estándar basado en eventos que permite
representar características tonales, temporales, agógicas y dinámicas de las
notas musicales de manera numérica.
La representación del sonido en cualquier composición musical viene da-
da por una onda compleja, es decir, por la composición de varias ondas
simples. Fourier propuso un método para la descomposición de series tem-
porales complejas en un conjunto de ondas simples sinusoidales [20]. El paso
del dominio del tiempo al dominio de la frecuencia facilita la obtención de
las notas musicales contenidas en una onda ya que la onda simple con menor
frecuencia se denomina frecuencia fundamental, y se corresponde con un tono
o nota musical. La introducción del algoritmo de la transformada rápida de
Fourier (FFT) ha ampliado considerablemente el ámbito de aplicación de la
transformada de Fourier al análisis de datos y a la representación digital del
sonido en general. Por este motivo, el análisis de Fourier ha sido ampliamente
utilizado en tareas de MIR tal y como se verá a continuación.
Tomando el trabajo de Fourier como base, existen diferentes propuestas
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que obtienen la intensidad de cada una de las notas musicales de la escala
cromática para abordar problemas relacionados con la armonía. Uno de los
descriptores más relevantes en la literatura son los vectores de chroma, que
son vectores con 12 elementos donde cada uno de ellos representa el valor
normalizado para la intensidad de cada nota en un fragmento musical [46].
En esta misma dirección, los descriptores CENS (Chroma Energy Normali-
zed Statistics) se obtienen de la normalización de los vectores de croma y la
aplicación de una cuantificación dado un determinado valor umbral, expre-
sando así una distribución relativa de la energía que permite una extracción
más robusta y eficiente [92].
Desde otra perspectiva, otro de los descriptores más comunes del sonido
son los Mel-Frequency Cepstral Coefficients (MFCCs) [104]. Su obtención
comienza con el muestreo de la onda de sonido para dividir la señal en va-
rios frames. El muestreo se obtiene generalmente aplicando una función de
ventana a intervalos fijos —típicamente una ventana de Hamming—. Poste-
riormente, a cada frame se le aplica la FFT y se conservan los valores del
logaritmo del espectro de amplitud. Tras suavizar el espectro y enfatizar las
frecuencias perceptualmente significativas de acuerdo con la escala de Mel.
Dicha escala se basa en que el sistema auditivo humano no percibe el tono
de manera lineal, y propone un mapeo entre la frecuencia real del sonido
y el tono percibido para solucionar el problema. Finalmente se aplica una
transformación mediante la transformada discreta del coseno, y como con-
secuencia se obtiene un vector de características cepstrales para cada frame
de la señal muestreada. Estos descriptores del sonido son las características
dominantes en tareas de reconocimiento de voz; sin embargo, la información
que proporcionan los MFCCs no es óptima para el análisis y el modelado
musical [78].
Partiendo de la base de los MFCCs, [143] introduce los LFCCs (Linear
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Frequency Cepstral Coefficients). Estos descriptores también parten de un
muestreo de la señal en diferentes ventanas o frames. Para cada una de dichas
ventanas se aplica la FFT con el objetivo de traducir la señal del dominio
del tiempo al dominio de la frecuencia. En este caso, los filtros aplicados a
la señal posteriormente son lineales. Finalmente, se aplica la transformada
discreta del coseno igual que en el caso anterior. Estos descriptores se aplican
especialmente en tareas de reconocimiento de voz.
Considerando algunas de las técnicas y descriptores anteriormente cita-
dos, algunos autores han perseverado en el desarrollo de herramientas útiles
en el área de MIR. [18] presenta Essentia 2.0, una biblioteca de código abierto
desarrollada en C++ para el análisis de audio y la recuperación de informa-
ción musical basada en audio. Essentia permite obtener descriptores en el
dominio del tiempo y de la frecuencia así como descriptores tonales tonales
y rítmicos y otros atributos de alto nivel. En [130] se presenta MARSYSAS
(MusicAl Research SYstem for Analysis and Synthesis), un framework im-
plementado en C++ para la experimentación, evaluación e integración de
diversas técnicas interactivas para el análisis de audio. En la misma direc-
ción, LibROSA es una biblioteca desarrollada en Python para el análisis de
música y audio que proporciona la funcionalidad necesaria para los sistemas
de MIR [88].
2.5. Conclusión de la revisión de antecedentes
Los grandes progresos tecnológicos aplicados a los sistemas de comuni-
cación avanzada han favorecido la combinación de información heterogénea;
así, la mayor parte de los dispositivos tecnológicos pueden procesar indi-
vidualmente textos, imágenes, vídeos, gráficos, animaciones, sonido y otros
tipos de datos. El auge de estos sistemas conlleva la generación y expedición
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diaria de grandes cantidades de contenido multimedia. Existen numerosas
propuestas enfocadas al análisis de estos tipos de datos, pero el procesa-
miento de cada una de ellas se centra en un tipo de dato y un proceso de
análisis muy concretos, favoreciendo así al desaprovechamiento de gran parte
del contenido multimedia despachado en internet.
En consideración a la composición musical automática, son muchas las
técnicas recogidas en la literatura con este fin. Sin embargo, resulta intere-
sante analizar el motivo por el que algunos algoritmos de aprendizaje auto-
mático como los árboles de decisión o las máquinas de vectores de soporte no
se contemplan como opción en este área. Este tipo de algoritmos se utilizan
comúnmente para solucionar problemas de clasificación, por lo que relacionan
de alguna manera atributos descriptivos con el atributo a predecir o clasi-
ficar, conocido como clase. La dificultad de utilizar estos algoritmos para
la composición automática viene desencadenada por la identificación de los
atributos descriptivos y, como consecuencia, por la definición de un criterio
para realizar la clasificación. En este sentido, una posible solución podría ser
el apoyo en la música programática y la música descriptiva. Ambos estilos de
música se basan en la imitación de sonidos de la naturaleza y en la analogía,
mediante información audible, de la información visible [95]. La relación que
la música descriptiva establece entre lo visual y lo sonoro podría utilizarse
como criterio para la composición musical automática mediante algoritmos
como los previamente mencionados.
Por otra parte, el análisis de contenido multimedia conlleva, en muchos
casos, la extracción de meta-información. La selección de la información a
extraer a partir de los datos de partida y la técnica a utilizar para la extrac-
ción se realizará con base en algunos factores como la naturaleza de cada
problema, el objetivo del estudio, el tipo de datos y la técnica o algoritmo
que se vaya a utilizar para el análisis. No existe una técnica óptima de ex-
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tracción para cada tipo de dato, sino que la selección debe ir supeditada a
las características de cada problema.
En conclusión, las propuestas realizadas para el análisis de contenido
multimedia solucionan problemas individuales y muy específicos, desperdi-
ciando así una gran cantidad de datos que podrían resultar útiles para la
generación de nuevo conocimiento. En este sentido, se hace ineludible la ne-
cesidad de diseñar una arquitectura flexible que soporte la coexistencia de
varios procesos de análisis que generen datos útiles para los usuarios a par-
tir de la información que comparten en diversos sistemas de comunicación
avanzada como las redes sociales. Dicha aglutinación de propuestas conlleva
la aplicación de diversas técnicas, lo que da lugar a un único sistema híbrido
que favorezca la explotación de múltiples datos mediante diferentes procesos
de análisis de manera centralizada y eficiente.
En el próximo capítulo. . .
Tras analizar diversas propuestas de la literatura actual en relación con
la problemática que nos ocupa y detectar ciertas carencias y necesidades, en
el próximo capítulo se describe detalladamente la propuesta diseñada para
dar respuesta a la hipótesis establecida y llevar a buen término los objetivos





Resumen: Tras analizar los diversos enfoques existentes en la lite-
ratura actual que tratan de dar respuesta a la problemática planteada
y detectar diversos problemas y necesidades que plantean, este capítu-
lo detalla la propuesta del presente trabajo. El planteamiento ha sido
diseñado para contrastar la hipótesis, en la que se sugería que la in-
formación generada en la interacción entre consumidores de sistemas
multiusuario, a pesar de su naturaleza heterogénea, puede dar lugar a
otro tipo de información de valor mediante su análisis con técnicas de
la inteligencia artificial. De manera global, se describe un sistema hí-
brido inteligente para el análisis de contenido multimedia; de manera
particular, los dos enfoques que se han desarrollado y que dan respuesta
a diferentes carencias detectadas en el campo de estudio.
La utilización de sistemas de comunicación avanzada ha crecido exponen-
cialmente en los últimos años. El mayor ejemplo de ello son las redes sociales,
que han pasado de ser utilizadas por un 7% de la población en el año 2005
a contar con un número de usuarios correspondiente al 63% de la población
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en 2015 [105]. En este tipo de sistemas se genera una inmensa cantidad de
información a lo largo de un día. Este trabajo parte de la hipótesis de que
estos datos, a pesar de su naturaleza heterogénea, pueden ser analizados y
utilizados para la generación de otro tipo de información de valor mediante
técnicas de la IA. Tras un proceso de estudio de la problemática y un análi-
sis de la literatura existente, este capítulo describe un sistema cuyo objetivo
es obtener información de fuentes de datos heterogéneas, extraer metadatos
que los definan y aplicar técnicas de la IA que faciliten la generación de
información nueva y útil para el usuario.
La estructura de este capítulo incluye dos secciones: por una parte, la
Sección 3.1 define la arquitectura del sistema, haciendo distinción entre los
diferentes módulos que lo componen y especificando la funcionalidad de cada
uno de ellos; por otra parte, en la Sección 3.2 se presentan dos marcos de
trabajo que, haciendo uso de la arquitectura propuesta, ponen de manifiesto
distintas aplicaciones del sistema.
3.1. Arquitectura del sistema híbrido inteligente
Tras analizar la problemática y las necesidades que debe cubrir el siste-
ma, se llega a la conclusión de que se puede definir un proceso genérico de
análisis y transformación de datos que se adapte a los diversos escenarios
y dé solución a los diferentes problemas a los que se enfrenta el sistema.
Este proceso consta de tres fases bien diferenciadas: la extracción de meta-
información a partir del contenido publicado por los usuarios, el análisis de
la misma mediante técnicas de la IA y la preparación y presentación de los
resultados obtenidos al usuario.
Salvando las diferencias, este marco de transformación de la información
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se asemeja mucho al conocido proceso de Extracción-Transformación-Carga
o Extract-Transform-Load (ETL), que permite la obtención de información
de diversas fuentes de naturaleza heterogénea, su posterior procesamiento y
análisis y el almacenamiento y explotación de la nueva información obtenida
[7]. Este concepto ha tomado mucha fuerza en las herramientas relacionadas
con el Business Intelligence, donde la transformación de información en co-
nocimiento es un factor clave para optimizar la toma de decisiones en una
empresa.
Aunque la definición no encaja exactamente con el proceso diseñado en
este trabajo, el concepto de ETL va a ser la base de la arquitectura del
sistema. Así, se podrán distinguir tres módulos o capas relacionadas con
la extracción de la información, su posterior análisis para la generación de
nuevo conocimiento y su presentación al usuario.
La Figura 3.1 muestra la aplicación del concepto de ETL como base de la
arquitectura de este trabajo. La información generada por los usuarios en sis-
temas interactivos como las redes sociales es el input del sistema propuesto. A
partir de estos datos se inicia un proceso de extracción de meta-información,
análisis mediante diversas técnicas de la IA y preparación de la información
para que sea fácilmente accesible y consumible por el usuario.
xtractE   oadL  ransformT
Figura 3.1: Esquema general de la ETL propuesta para el sistema
El usuario inicia un proceso de creación, compartiendo algún tipo de
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contenido en sistemas externos, como las redes sociales. La primera tarea
del sistema es la obtención de los datos multimedia y la posterior extracción
de meta-información de los mismos, que serán necesarios para realizar el
análisis. Tras la fase de extracción, tiene lugar la fase de transformación,
donde los datos se adaptan y se preparan para un análisis basado en técnicas
y algoritmos de aprendizaje automático. Finalmente, en la fase de carga de la
ETL se almacena y se proporciona al usuario la nueva información generada
por el sistema a partir de los contenidos multimedia iniciales. De esta manera,
el usuario comienza el proceso de generación de contenidos que el sistema
analiza y transforma para acabar proporcionándole nuevos contenidos, dando
lugar a un ciclo de aprovechamiento, reciclaje y creación de información.
En la Figura 3.2 se puede ver el flujo de transformación de información
que genera el sistema propuesto. En ella se pueden distinguir las tres fases
generales de la ETL donde se produce el análisis de la información, y los









Figura 3.2: Esquema de la ETL con los módulos propuestos para el sistema
Las ETLs se utilizan, generalmente, para cargas de trabajo por lotes,
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especialmente a gran escala; esto quiere decir que el proceso se aplica para
un conjunto de datos concreto en un momento determinado. Sin embargo,
la generación masiva de datos en internet supone una fuente de información
muy interesante para la toma de decisiones de cualquier sistema de Business
Intelligence o de aprendizaje automático. La necesidad de consumir estos
datos en tiempo de ejecución o de manera eficiente ha provocado un aumento
en el número de problemas y su impacto, obligando a adaptar el diseño de
estos procesos. Como consecuencia, las ETLs se encuentran en un proceso
de evolución notable y constante desde su modelo clásico a las diferentes
variantes que satisfacen las necesidades actuales [137].
La eficiencia en el flujo de datos de estos sistemas es un factor crítico,
puesto que las operaciones tienen cierto carácter secuencial: hasta que los
datos no se hayan extraído y preparado, el análisis no puede comenzar. Esto
puede desencadenar una serie de dificultades y problemas que penalicen la
eficiencia del sistema. ¿Qué pasa si un proceso de extracción lleva demasiado
tiempo y causa latencia? ¿Y si existieran dos tareas que se pudieran realizar
en paralelo para optimizar el proceso? Estos problemas podrían ser comunes
en nuestra propuesta. Por ejemplo, si se quiere realizar el procesamiento de
una imagen habría que realizar varios procesos de extracción para obtener
datos relativos al color, a las formas, a los elementos... Posteriormente habría
que preparar y adaptar estos datos y finalmente realizar el análisis. Las tareas
de extracción son independientes, por lo que podrían realizarse en paralelo
reduciendo así el tiempo de espera para poder llevar a cabo el aprendizaje
por parte del sistema. Por ello, es necesario adaptar y reforzar el concepto de
ETL para que el sistema satisfaga los objetivos del trabajo de una manera
óptima.
Para el procesamiento de flujos de datos, en este trabajo se van a utili-
zar las tuberías de datos o data pipelines. Se trata de una herramienta que
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engloba la idea de ETL y la hace más flexible, permitiendo además que los
datos se procesen como flujo en tiempo de ejecución, y no en lotes [71]. Esto
es especialmente interesante en el contexto del presente trabajo, puesto que
permite realizar análisis del contenido multimedia que se genera en los sis-
temas de usuario en flujo continuo, como si se tratara de un sensor que va
captando información de su entorno. Las tuberías de datos permiten aplicar
transformaciones de datos de forma paralela y distribuida, resolviendo así el
problema que planteábamos con anterioridad para el procesamiento de una
imagen.
El diseño modular favorece, además, la condición heterogenea del sistema
propuesto. Por una parte, permite paralelizar y distribuir diferentes procesos
de análisis de contenido multimedia para que se puedan desarrollar de manera
simultánea. Así, el sistema puede abarcar todos procesos de análisis que
se diseñen siguiendo la arquitectura propuesta, independientemente de la
naturaleza de los datos de entrada (imágenes, audio, texto...) Por otra parte,
el desarrollo modular de las tareas del sistema favorece la reutilización de las
mismas para más de un proceso de análisis. Es decir, si dos o más estudios
del sistema tienen una tarea básica en común, esta tarea, que será única, se
aplica indistintamente en cada uno de ellos.
El término tubería ilustra perfectamente el concepto que pretende repre-
sentar, ya que cada data pipeline recibe unos datos de entrada, los transforma
(o no) y proporciona unos datos de salida, siendo el proceso que se produce
en su interior perfectamente hermético. El proceso completo está formado
por un conjunto o red de tuberías de manera que la distribución de tareas
facilita y agiliza el flujo de transformación de la información, reduciendo la
carga o presión que se ejerce sobre las máquinas que lo ejecutan.
La relación que se establece entre las diferentes tuberías de la red viene
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determinada por las dependencias entre las tareas que realizan. Es decir, si
una tubería A necesita que su input sea lo que otra tubería B obtiene como
output se establece una relación de dependencia A −→ B. Esta dependencia
conlleva que la tarea definida para la tubería B debe ejecutarse antes que la
tarea definida para la tubería A.
El resultado de establecer dependencias entre todas las tareas o tuberías
que componen el sistema da lugar a un grafo dirigido donde las tareas no
pueden utilizar como input su propio output. Es decir, el grafo que obtenemos
de la representación de dependencias es un grafo dirigido acíclico o Directed
Acyclic Graph (DAG) [71]. Cada nodo de este grafo representa una tarea o
tubería, y los arcos indican las relaciones de dependencia entre ellas, y con
ello, el flujo de transformación de los datos.
A modo de resumen, la arquitectura del sistema está basada en el concep-
to de proceso ETL donde se diferencian tres fases: extracción, transformación
y carga. En cada una de estas fases se diferencian dos módulos que englo-
barán una serie de tareas básicas. Sin embargo, debido a las necesidades del
problema, el procesamiento de los datos se va a realizar mediante la apli-
cación de tuberías de datos. Como resultado se obtiene una arquitectura
completamente flexible, modular y escalable. Así, en la sencillez del diseño
arquitectónico del sistema reside su fortaleza.
El sistema está planteado para implementar soluciones a diversos pro-
blemas de manera simultánea. Para ello, cada proceso de análisis debe ser
previamente diseñado como un DAG de tareas básicas que se enmarcan en
cada una de las fases de la ETL. A continuación se describe la funcionalidad
contenida en cada fase y en cada módulo del sistema. Los módulos relacio-
nados con extracción se presentan en las Secciones 3.1.1 y 3.1.2. En ellos se
detalla, respectivamente, el proceso de obtención de datos y de extracción de
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meta-información. En las Secciones 3.1.3 y 3.1.4 se desglosan los módulos de
limpieza de datos y la aplicación de algoritmos de IA asociadas a la fase de
transformación de la ETL. La fase de carga de datos está compuesta por el
módulo de almacenamiento, definido en la Sección 3.1.5 y el de visualización
o reproducción de los resultados obtenidos, descrito en la Sección 3.1.6.
3.1.1. Obtención de información
El primer paso para el análisis de contenido multimedia es la obtención
de información. Este módulo se enmarca dentro de la fase de extracción
y consiste en obtener el contenido multimedia creado y compartido por un
usuario en un sistema externo (como puede ser una red social) para utilizarlo
como punto de partida y como objeto de análisis en la presente propuesta.
La evolución de la tecnología a lo largo de los últimos años ha fomentado
el desarrollo de sistemas que permiten compartir información en muchos for-
matos distintos: texto, imagen, audio, vídeo... Dado que el objeto del presente
trabajo es desarrollar un sistema para el análisis de contenido multimedia,
es importante que las tareas que engloba este módulo estén enfocadas en
la obtención de la información necesaria para cada caso, atendiendo a sus
características y a las restricciones de las fuentes de datos.
Para cada proceso de análisis será necesario establecer, al menos, una
tarea de obtención de información en función de las necesidades del problema
y del enfoque de la solución. Algunos métodos que podrían aplicarse en las
tareas de este módulo serían la obtención de los datos mediante la API
del sistema original, la publicación de un formulario para la carga de datos
manual por parte del usuario, la utilización de crawlers o el desarrollo de
una extensión de navegador.
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3.1.2. Extracción de meta-información
Existen muchas propuestas para el análisis de contenido multimedia. En
el caso del análisis de imágenes, por ejemplo, algunos autores trabajan en
el diseño de arquitecturas especiales de redes neuronales para poder llevar a
cabo una tarea de clasificación [31, 120]. En estas propuestas la propia red
neuronal, por su arquitectura, realiza una extracción de características y una
tarea de clasificación. Sin embargo, por la condición heterogénea del sistema,
uno de los objetivos del trabajo es extraer características descriptivas de los
diferentes tipos de datos. Adicionalmente, se debe considerar que los datos
extraídos se adapten a las necesidades de cada problema.
En función de la naturaleza de los datos de entrada al sistema se deben
diseñar las tareas necesarias para la extracción de meta-información. Esta
tarea dará lugar a un conjunto de datos sobre el que se realizará el análisis.
Siguiendo con el ejemplo anterior del análisis de una imagen, si se quiere
realizar un estudio que establezca una relación entre la información cromática
con el estado de ánimo de su autor, la tarea de extracción estará enfocada
únicamente en los datos del color. Sin embargo, si el objetivo es establecer
una relación entre los componentes gráficos de la imagen y el estado de ánimo
de su autor será necesario realizar varias tareas de extracción que permitan
obtener información sobre el color, las formas, la disposición de los elementos
en la imagen, el contraste de la misma...
Como consecuencia, las tareas incluídas en este módulo supondrán la
obtención de los datos específicos, descriptivos e intrínsecos del contenido
multimedia sobre los que se realizará el análisis. Por ello, las tareas de ex-
tracción estarán diseñadas en función del tipo de contenido que se quiera
analizar (imagen, vídeo, audio...) y de las características descriptivas que se
necesiten en el estudio.
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3.1.3. Limpieza de datos
Una vez extraídos los datos del contenido multimedia que el sistema va a
analizar es necesario limpiarlos, adaptarlos y prepararlos para optimizar los
resultados del estudio. Independientemente de las características del algorit-
mo de aprendizaje automático y de su adecuación al problema, su eficiencia
está determinada e incluso condicionada por la calidad de los datos. Por este
motivo, las tareas de este módulo tienen una relevancia especial en el proceso
de análisis [141].
Es muy frecuente que existan ciertos errores o que no haya armonía entre
los datos obtenidos de diversas fuentes. Esto es lo que se denomina sucie-
dad en los datos [97]. Por ejemplo, en un proceso de análisis de textos es
necesario que la codificación y el formato sean homogéneos y que no existan
errores ortográficos. Hay otros casos en los que los registros no están com-
pletos porque hay alguna característica de la que no se ha podido obtener
información, y otros en los que la información está duplicada. En todos estos
casos es necesario aplicar un criterio y tomar decisiones para obtener, calcu-
lar o estimar los datos que faltan y eliminar aquellos que no aportan nada
al estudio. Esta fase es especialmente importante en sistemas como el que se
plantea en este trabajo, que obtienen los datos de diferentes fuentes dando
lugar a una información completamente heterogénea.
En otros casos, el exceso de datos sólo aporta ruido y distorsión al estudio.
Para evitar esto, se aplican análisis estadísticos para estudiar la aleatoriedad
de los datos, la dependencia entre los mismos y el peso y relevancia que
pueden tener para el algoritmo. Tras estas consideraciones, frecuentemente
se aplican transformaciones en los datos que permiten generar nuevos campos
en función de los que ya se tienen.
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Este proceso de limpieza y preparación de la información será específico
para cada uno de los conjuntos de datos que el sistema analice y para los
algoritmos de aprendizaje automático que se apliquen en cada estudio.
3.1.4. Análisis de datos
El objetivo de las tareas de este módulo es implementar los algoritmos
de aprendizaje automático en el sistema. Tomando como entrada el conjunto
de datos preparado por las tareas del módulo anterior, estos algoritmos bus-
can patrones y generalizan comportamientos a fin de extraer conocimiento e
inferir una expresión formal, denominada modelo, que los defina.
La selección de algoritmos de IA se realizará en función del problema que
se quiera resolver y de la naturaleza de los datos de partida. Si el problema
consiste en la obtención de una etiqueta en función de una serie de caracte-
rísticas será necesario estudiar algoritmos de clasificación. Sin embargo, si el
objetivo es dividir el conjunto en una serie de subconjuntos o clusters con
características similares, será interesante valorar la aplicación de los diferen-
tes tipos de algoritmos de clustering. Si los datos responden a un patrón a
lo largo de un período temporal y se quiere predecir un dato en un momen-
to del futuro será interesante estudiar la aplicación de algoritmos de series
temporales. En ocasiones, un proceso de análisis concreto puede conllevar
la integración de varios de estos algoritmos con el objetivo de analizar dife-
rentes conjuntos de datos o para complementarse y optimizar los resultados.
Esta combinación de técnicas de IA da lugar a sistemas híbridos inteligentes.
En cualquier caso, las tareas de este módulo deben suministrar tanto la
funcionalidad para la extracción de conocimiento o creación del modelo a
partir de los datos como la aplicación del modelo sobre un conjunto nuevo
de datos.
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3.1.5. Almacenamiento de la información generada
En este módulo del ETL se enmarcan las tareas de almacenamiento del
sistema. Como resultado de las tareas definidas para los módulos previos se
genera información: el contenido multimedia de partida, uno o varios conjun-
tos de datos procedentes de las diversas tareas de extracción, el conjunto de
datos global, el resultado de las múltiples tareas de limpieza de datos [141],
los modelos obtenidos por los algoritmos de aprendizaje automático [97], las
métricas que evalúan la eficiencia de dichos algoritmos [66]... Y finalmente,
como producto de cada proceso de análisis, se obtendrá un resultado con in-
formación valiosa para el usuario. Toda esta información puede ser útil para
una posible retroalimentación del sistema y para el posterior tratamiento de
la información con objeto de futuros estudios y mejoras del sistema.
Debido a esta necesidad y considerando la condición heterogénea del
sistema y de los datos, se ha considerado la utilización de una base de datos
no relacional para este trabajo.
3.1.6. Visualización o reproducción de la información gene-
rada
Tal y como se establece en la hipótesis y los objetivos del trabajo, cada
proceso de análisis finaliza con la generación de algún tipo de información
basada en el contenido multimedia que crea y comparte un determinado
usuario. Las tareas de este módulo están enfocadas a cerrar el ciclo presen-
tado en la Figura 3.2 facilitando esta nueva información al usuario.
Considerando que esta nueva información puede tener diferentes formatos
para cada proceso de análisis, es necesario que las tareas de visualización de
cada estudio estén diseñadas para proporcionarle el resultado al usuario de la
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manera más adecuada. Así, en el caso de que el sistema genere información
numérica, se podrá considerar la representación de la misma en gráficos; si
el sistema genera una imagen o un vídeo, se deberán desarrollar las tareas
necesarias para que el usuario pueda visualizarlo y reproducirlo de la mejor
manera posible.
3.2. Formalización de marcos de trabajo para el
análisis de contenido multimedia
En esta sección se proponen dos marcos de trabajo para la aplicación de la
arquitectura diseñada en la sección anterior. El primero de ellos, detallado en
la Sección 3.2.1, presenta un flujo de trabajo para la composición automática
de melodías descriptivas de un vídeo. El segundo se presenta en la Sección
3.2.2, y su objetivo es la creación automática de armonías descriptivas a modo
de banda sonora durante un proceso de ilustración con medios digitales.
Ambos marcos de trabajo tienen características comunes que, desde un
punto de vista superficial, hacen que parezcan aplicaciones similares del sis-
tema: la información de partida es, en ambos casos, contenido gráfico (en
un caso un vídeo, y en otro una ilustración), los dos frameworks abordan
el problema de la composición musical descriptiva mediante la utilización
de técnicas de la IA y en los dos casos se aprende y se aplica el criterio de
una película musical preexistente para relacionar la información gráfica con
la información auditiva. Sin embargo, se trata de dos enfoques completa-
mente diferentes: se tratan problemas distintos, los datos de partida no son
los mismos, el planteamiento y las técnicas utilizadas dan lugar a procesos
inconexos entre sí y los resultados musicales que se obtienen en ambos casos
son totalmente dispares.
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Los dos frameworks que se plantean en este trabajo como ejemplo de
aplicación de la arquitectura propuesta son totalmente independientes. Da-
da la condición modular y el carácter genérico y flexible de la arquitectura,
se podrían implementar otros frameworks que dieran respuesta a la hipótesis
de una manera sencilla. El proceso sería definir un nuevo caso enmarcado
en la problemática que se trata en este trabajo, definir las técnicas y el flujo
de trabajo para solucionarlo y añadir la funcionalidad necesaria a los módu-
los correspondientes del sistema. Así, por ejemplo, se podría llevar a cabo
la creación de contenido gráfico a partir de información auditiva (proceso
inverso al que planteamos en este trabajo), la generación de algún tipo de
información de valor a partir del análisis de los comentarios de una publica-
ción en una red social aplicando técnicas de la minería de textos o el análisis
de influencia de un determinado usuario basado en las interacciones de una
red social mediante técnicas de análisis de grafos.
La coexistencia en un mismo sistema de diferentes marcos de trabajo
como los dos que se describen a continuación permite la integración de di-
versas técnicas de IA con el objetivo común de analizar contenido multimedia
proveniente de diferentes fuentes. La combinación de estos algoritmos dota
al sistema de un carácter híbrido que permite ampliar el rango de análisis
de este tipo de datos y, con ello, incrementar la riqueza y la calidad de los
resultados obtenidos.
La descripción de los frameworks se realiza con base en la arquitectura
del sistema, detallando una serie de tareas que, a alto nivel, describen el flujo
de trabajo de ambas propuestas.
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3.2.1. Framework para la creación de melodías descriptivas
basadas en vídeos
El primer proceso de análisis que se propone en este trabajo está rela-
cionado con la composición automática de música [77]. La descripción del
marco de trabajo se realiza con base en la arquitectura del sistema, por lo
que es importante que el flujo de trabajo se pueda describir como una serie
de tareas sencillas que tienen dependencias entre sí.
En este framework se propone la utilización de un vídeo inicial para es-
tablecer un criterio para relacionar elementos gráficos y auditivos. Para ello,
será necesario analizar por separado la imagen y el sonido. Esta información
se analizará mediante algoritmos enmarcados en el área de la IA con el obje-
tivo de extraer y formalizar un patrón de relación entre las características de
la imagen y los sonidos más importantes. Una vez extraído este conocimiento
de los datos de partida se podrá llevar a cabo un proceso de composición mu-
sical descriptiva. Dado un contenido audiovisual que un usuario haya creado
y compartido en otro sistema, el análisis comienza por la supresión de la
información auditiva original, puesto que el objetivo de este estudio es com-
poner música que describa la imagen. A partir de las características gráficas
de este segundo vídeo y aplicando el patrón extraído por el algoritmo en
la etapa anterior se obtiene una composición musical descriptiva de manera
automática. Finalmente, la unión entre la imagen original del vídeo propor-
cionado por el usuario y la composición musical creada por el sistema da
lugar a un nuevo vídeo.
Para poder comprender la aplicación de la arquitectura diseñada en este
framework es necesario tener en cuenta que el flujo de trabajo está forma-
do por dos etapas bien diferenciadas. En la primera de ellas se describe el
proceso de aprendizaje, estrechamente ligado a la etapa de entrenamiento
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del algoritmo enmarcado en el área de la IA. En la segunda etapa tiene lu-
gar el proceso de creación, donde las tareas se encargan de la aplicación del
modelo anteriormente obtenido para la obtención de la composición musical
descriptiva.
La arquitectura de ambas etapas se presenta mediante el conjunto de
todas las tareas que conforman el proceso, divididas según su funcionalidad
en las etapas de extracción, transformación y carga. El color de cada tarea
hace referencia al módulo que la engloba; así, las tareas de obtención se
representan en amarillo, las de extracción de meta-información en morado,
las de limpieza y preparación de datos en rosa, las de análisis en verde, las
de almacenamiento en naranja y las de visualización o reproducción en azul.
La representación de las tuberías de datos se realiza, en ambos casos,
mediante un DAG que indica las dependencias entre las diferentes tareas.
Cada dependencia A −→ B indica que la tarea A hará uso de la información
obtenida por la tarea B. Por ello, es importante observar que el flujo de
ejecución de las tareas se realizará en sentido contrario a la dependencia
entre las mismas, llevándose a cabo B antes que A.
En la Figura 3.3 se pueden observar las tuberías que constituyen la etapa
de aprendizaje del sistema. La primera tarea consiste en la obtención de un
vídeo del que se inferirá el criterio para relacionar las características de la
imagen con el sonido. Para ello, en primer lugar, es necesario extraer tanto
información gráfica (datos del color, forma y disposición de los elementos)
como auditiva (la nota principal de cada fragmento). Tras pasar por un
proceso de limpieza y preparación, estos datos serán utilizados como entrada
a un algoritmo de aprendizaje automático que formalice el patrón de relación
de las características de la imagen con el sonido principal. En esta etapa, se
almacenará el conjunto de datos extraídos y el modelo, que será necesario
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Figura 3.3: Grafo de tareas para la etapa de aprendizaje del primer framework
propuesto para el análisis de contenido multimedia
Para la extracción del color se puede utilizar cualquiera de las técnicas
descritas en la Sección 2.4.1.1, y en la Sección 2.4.1.2 se puede encontrar una
recopilación de las técnicas más utilizadas para la extracción de descriptores
de forma y disposición de los elementos en una imagen. Las técnicas em-
pleadas para la obtención de información musical se describen en la Sección
2.4.2, y algunos de los algoritmos de clasificación enmarcados en el área de la
IA que se podrían aplicar en este problema se detallan en la Sección 2.3. En
la implementación de este framework desarrollada en la Sección 4.1 se llevan
a cabo dos métodos para la extracción de información gráfica. En el primero
de ellos se ha utilizado un histograma del color en el espacio RGB [127] y el
algoritmo SIFT [80] para la extracción de color y forma y disposición respec-
tivamente; en el segundo método se aplica la técnica de TL sobre una CNN
previamente entrenada [103]. La extracción de la información musical se ha
realizado a manos de un experto en este caso, y los algoritmos aplicados para
obtener el patrón de relación entre atributos visuales y auditivos han sido
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NB [107], SVM [19] y RF [22].
La Figura 3.4 esquematiza la etapa de creación del framework. El punto
de partida es la obtención de un nuevo vídeo, creado y compartido por un
usuario en otro sistema. La fase de extracción en este caso considera úni-
camente los atributos gráficos: color y forma de los elementos. Estos datos
son procesados para darles el mismo formato que en la etapa anterior y uti-
lizados como entrada al modelo previamente obtenido. Como resultado para
cada fotograma, con base en sus características y al criterio establecido por
el vídeo anterior para relacionar atributos visuales e información auditiva, se
predice una nota. La concatenación de estas predicciones para el conjunto de
todos los frames del vídeo da lugar a una composición musical descriptiva,
que se utiliza como audio para el vídeo del usuario. En esta etapa se alma-
cena el conjunto de datos utilizado para la predicción y el vídeo del usuario





































Figura 3.4: Grafo de tareas para la etapa de creación del primer framework
propuesto para el análisis de contenido multimedia
Este marco de trabajo se aplica en un caso de estudio detallado en la
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Sección 4.1. En él, la aplicación de tuberías de datos se lleva a cabo con
Luigi1, un módulo de Python utilizado por Spotify, Skyscanner y Red Hat
entre otros.
3.2.2. Framework para la composición dinámica de armonías
durante el proceso de ilustración con medios digitales
En este caso se propone un framework para la composición automática
a partir de un proceso de ilustración. El objetivo de este estudio es diseñar
un sistema compositor cuya música describa una creación artística [95] y
que a su vez sea capaz de inspirar al artista en su proceso de creación [98].
Para ello, el análisis de la ilustración y el proceso de composición debe ser
dinámico.
Para poder realizar una traducción de elementos gráficos a elementos au-
ditivos es necesario establecer un criterio. Para ello, de nuevo se van a utilizar
los descriptores de imagen y la información armónica de un material audio-
visual de partida. Un algoritmo basado en IA analizará esta información a
fin de obtener un modelo de relación entre las características de ambos tipos
extraídas. Por otra parte, un segundo algoritmo de aprendizaje automático
se va a utilizar para el proceso de composición musical. Una vez extraído
este conocimiento, para aplicarlo es necesario realizar un análisis constante
de la ilustración del usuario: periódicamente, se extraerán los descriptores
de imagen y se aplicará el patrón imagen-sonido previamente obtenido para
predecir el sonido más adecuado con base en el criterio de traducción apli-
cado. Esta información auditiva será la entrada del proceso de composición,
haciendo que la música resultante esté determinada por la armonía obtenida
y, por tanto, por las características del dibujo.
1https://github.com/spotify/luigi
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Igual que en el caso anterior, la arquitectura de este marco de trabajo se
define mediante la aplicación de una serie de tareas divididas en dos etapas:
aprendizaje y creación. Cada tarea estará enmarcada en una de las tres fases
de la ETL. Adicionalmente, con base en su funcionalidad, cada tarea estará
incluida en uno de los módulos definidos en la arquitectura del sistema.
Esta distinción se podrá realizar mediante el código de colores aplicado en
la Figura 3.2. Las diferentes tuberías que dan lugar al flujo de trabajo se
representan como un DAG para indicar la dependencia entre tareas.
En la Figura 3.5 se puede observar el proceso de aprendizaje de este marco
de trabajo. Igual que en el caso anterior, el criterio para relacionar atribu-
tos gráficos de la imagen con información auditiva se establece mediante el
análisis de un vídeo inicial. Para ello, a través de una serie de descriptores
del color, forma y disposición de los elementos y la información armónica
más relevante de cada fragmento del audio se aplica un primer algoritmo
de aprendizaje automático que permita formalizar los patrones de relación
entre dichas características. De esta manera, el algoritmo extrae patrones en
la relación entre los atributos de la imagen y el contenido musical del vídeo
de partida. Por otra parte, un segundo proceso de aprendizaje se lleva a cabo
para el desarrollo de la composición automática de música. Con este obje-
tivo, un conjunto de piezas musicales codificadas en un formato digital se
utilizan como entrada para un segundo algoritmo de IA. Como resultado se
obtiene un segundo modelo que permite completar el proceso creativo. Este
modelo analiza una serie de composiciones musicales codificadas en formato
digital para extraer los patrones de la relación entre las diferentes notas de
la escala musical y, posteriormente, aplica dichos patrones en el proceso de
creación para componer música. En esta etapa, tanto el conjunto de datos
extraídos del vídeo como los dos modelos se almacenan en el sistema.

















































Figura 3.5: Grafo de tareas para la etapa de aprendizaje del segundo frame-
work propuesto para el análisis de contenido multimedia
Para la extracción del color, forma y disposición de los elementos —es
decir, la información gráfica del vídeo— las técnicas utilizadas se pueden en-
contrar en las Secciones 2.4.1.1 y 2.4.1.2. Las técnicas para la extracción de
información auditiva se pueden consultar en la Sección 2.4.2. En el desarrollo
de este framework detallado en la Sección 4.2 del trabajo, las técnicas uti-
lizadas para la extracción de información de la imagen son la cuantificación
del color mediante un algoritmo de clustering [26] y el algoritmo SIFT para
la obtención de forma y disposición de los elementos [80]. La extracción de
información musical se realiza, en este caso, mediante el algoritmo CENS
[92]. Para la formalización de un patrón que relacione las características de
la imagen con la información auditiva es necesaria la obtención de un primer
modelo. En este caso se han empleado los algoritmos de clasificación multi-
etiqueta RAKEL [129] y ML-kNN [140]. Como segundo algoritmo de IA se
aplica una RNN basada en LSTM [116] con el objetivo de llevar a cabo el
proceso de composición musical.
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La Figura 3.6 ilustra la etapa creativa de la propuesta, en la que la ilus-
tración del usuario se utiliza como punto de partida. La información gráfica
se extrae y se procesa para poder ser utilizada como entrada al modelo de
traducción imagen-sonido. El resultado será una nube de sonidos que repre-
senta el dibujo inicial y que servirá de entrada al modelo de composición
musical. Este segundo modelo aplica, a partir de la nube de sonidos predi-
cha, los patrones de relación entre notas inferidos del conjunto de datos de
entrenamiento. Como consecuencia, el acorde obtenido por el primer modelo
con el objetivo de describir la ilustración determina la información armónica
de la música compuesta finalmente por el sistema. En esta etapa, la creación
musical del sistema será almacenada y reproducida para que el usuario pueda
















































Figura 3.6: Grafo de tareas para la etapa de creación del segundo framework
propuesto para el análisis de contenido multimedia
La Sección 4.2 presenta todos los detalles de un caso de estudio que
aplica este framework para la composición musical descriptiva mediante IA.
Al igual que en el caso anterior, el desarrollo de las tuberías de datos se lleva
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a cabo mediante el módulo de Python Luigi2.
En el próximo capítulo. . .
Una vez formalizada, descrita y desarrollada la propuesta, para poder
probar su validez se va a poner en explotación en un entorno real. El siguiente
capítulo presenta los detalles de dos casos de estudio que permiten analizar
el funcionamiento de la propuesta en circunstancias reales y particulares.
Dada la condición heterogénea del sistema propuesto, cada aproximación
irá orientada a la obtención de resultados y observaciones y a su posterior
análisis. La finalidad de todo este proceso es contrastar la validación de la
hipótesis inicialmente formulada y comprobar si los resultados del proceso de
investigación están alineados con la consecución de los objetivos planteados






Resumen: La fase de diseño, formulación y desarrollo de la propues-
ta es sucedida por una etapa de explotación del mismo en un entorno
real. Dada la heterogeneidad del sistema y la independencia de cada
uno de los enfoques desarrollados, este capítulo describe dos casos de
estudio bien diferenciados que contribuyen a la validación de la hipó-
tesis. El primer caso de estudio describe un proceso de composición de
melodías descriptivas a partir de un vídeo; el segundo, detalla un mé-
todo para la generación automática y dinámica de armonías mientras
un artista realiza una ilustración con medios digitales. En ambos se
utiliza la relación entre elementos visuales y musicales que se establece
en la película Fantasia de Disney.
Actualmente, la utilización de sistemas basados en TIC con objetivos de
comunicación avanzada como las redes sociales genera un gran tráfico de in-
formación de naturaleza muy diversa: imágenes, vídeos, mensajes de texto,
mensajes de voz... El presente trabajo establece su hipótesis entorno a este
hecho, proponiendo que estos datos sean analizados mediante técnicas de la
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IA para crear otro tipo de información útil para el usuario. Para solventar
este problema, se propone una arquitectura modular que permita combinar
diferentes técnicas para el análisis y creación de nuevo contenido multimedia.
Adicionalmente, de manera teórica, se proponen dos aplicaciones de dicha
arquitectura que están relacionados con la composición musical automáti-
ca. Para poder comprobar la eficacia del problema, y con ello si el trabajo
realizado valida la hipótesis previamente establecida, es necesario poner el
sistema propuesto en explotación en un contexto real.
Este capítulo pormenoriza dos casos de estudio en los que se aplican los
dos marcos de trabajo propuestos en la Sección 3.2 del capítulo anterior.
Aunque ambos tienen como resultado una composición musical descriptiva
y los dos aplican el mismo criterio para la traducción de elementos gráficos
a sonido, tanto el punto de partida, como el proceso de composición y los
resultados musicales obtenidos son totalmente diferentes. En el primero de
ellos, partiendo de un vídeo, se desecha su información auditiva y se hace
únicamente uso del contenido visual. A partir de esta información, analizando
diversos descriptores como el color, la forma y la disposición de los elementos
se componen melodías capaces de describir los cambios visuales que suceden a
lo largo de todos los fotogramas. En el segundo, se desarrolla una herramienta
para la creación y edición de imágenes por medio de una tableta gráfica. Las
características visuales de la ilustración generada se utilizan como fuente de
inspiración para el sistema, que compone, de manera dinámica y automática,
composiciones descriptivas a modo de banda sonora del proceso ilustrativo.
El contenido de este capítulo está estructurado en dos secciones. En pri-
mer lugar, la Sección 4.1 detalla el primer caso de estudio llevado a cabo
en este trabajo. En él, el sistema compone melodías descriptivas a partir de
un vídeo. Por otra parte, en la Sección 4.2 se describen todos los aspectos
relativos a la ejecución del segundo caso de estudio, en el que el sistema to-
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ma como fuente de inspiración una ilustración realizada por medios digitales
para desarrollar un proceso de composición musical armónica.
4.1. Composición de melodías que describen vídeos
aplicando el estilo de la película Fantasia de
Disney
El objetivo de este estudio es probar la validez del framework descrito en
la Sección 3.2.1. Para ello se define un escenario real y concreto, se seleccionan
los vídeos que se van a utilizar como entrada del sistema y se aplican las
técnicas y algoritmos necesarios para la obtención de melodías descriptivas.
Para poder establecer una relación entre los elementos gráficos y los ele-
mentos auditivos en este estudio se utiliza la película Fantasia de Disney
[134]. Esta obra clásica de animación no destaca por los diálogos de sus per-
sonajes, que además son casi inexistentes, sino que se distingue por ilustrar
diversos temas de la música clásica que se caracterizan por ser piezas descrip-
tivas. Para ello, un equipo de animadores profesionales crearon un modelo
que relacionaba los diferentes colores con las emociones que provoca la mú-
sica y analizaron cómo diseñar a los personajes y sus movimientos para que
existiera una coherencia entre la animación y los detalles musicales [32].
La Figura 4.1 presenta un fotograma de la película en el que se puede
ver al personaje de Mickey Mouse con un gorro mágico que le otorga ciertos
poderes. Esta imagen pertenece al fragmento de la película que ilustra la
pieza musical de El aprendiz de brujo, compuesta por Paul Dukas en 1897 y
perteneciente al estilo de la música programática.
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Figura 4.1: Fotograma de la película Fantasia de Disney que ilustra la pieza
El aprendiz de brujo
El flujo de trabajo de este caso de estudio se divide en dos etapas: la
de aprendizaje y la de creación. Concretamente, en la etapa de aprendizaje,
se ha seleccionado el fragmento de la película donde se ilustra la pieza de
El cascanueces de Piotr Ilich Tchaikovsky porque está compuesta por varias
danzas que evocan las cuatro estaciones y por lo tanto tiene una gran diver-
sidad de formas y colores que resulta muy interesante para el entrenamiento
del sistema.
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La Figura 4.2 ilustra el flujo de trabajo establecido para esta primera
etapa del sistema. Como se puede observar, el punto de partida es el frag-
mento de vídeo seleccionado, que se divide en fotogramas con el objetivo de
analizar los descriptores de la imagen. No todos los fotogramas que confor-
man el vídeo inicial se consideran para el proceso de análisis; se realiza un
proceso de limpieza previo al estudio para desestimar aquellos fotogramas
que son especialmente similares, reduciendo así la complejidad en la extrac-
ción de información musical y la probabilidad de un desajuste del algoritmo
por sobre-entrenamiento (overfitting) [42].
Para cada uno de los fotogramas relevantes finalmente considerados para
el presente estudio se lleva a cabo la extracción de dos tipos de datos: por
un lado, se extrae información gráfica de los fotogramas considerados, y
en segundo lugar se obtiene el sonido principal que se escucha durante la
reproducción de cada uno de los fotogramas. Toda esta información servirá
como entrada a los algoritmos de aprendizaje del sistema, y como resultado
final se obtendrá un modelo matemático que establece una relación entre los
descriptores de la imagen (atributos) y el sonido principal (clase).
{
Figura 4.2: Vista global de la etapa de aprendizaje del primer caso de estudio
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La Figura 4.3 representa la dependencia entre tareas que se van a llevar
a cabo para el desarrollo de esta etapa del caso de estudio. En este DAG se
concretan las técnicas seleccionadas para llevar a cabo el marco de trabajo
planteado en la Figura 4.2 de la Sección 3.2.1. Para este estudio se plantean
dos métodos de extracción de descriptores de la imagen. Por una parte, el
primer método (M1) hace uso de un histograma del color en el espacio RGB
[127] junto con el algoritmo SIFT [80] y su optimización mediante la técnica
Bag of Visual Words (BoVW) [115]; el segundo método (M2) hace uso de
una CNN [120] previamente entrenada, aprovechando los beneficios que esto
supone mediante la aplicación de TL [103]. Para la generación de un modelo
que relacione descriptores gráficos con atributos musicales en el vídeo de
































































Figura 4.3: Grafo de tareas para la etapa de aprendizaje del primer caso de
estudio
En la etapa de creación de este caso de estudio se utiliza, como vídeo de
partida, un fragmento perteneciente a la película Fantasia 2000 de Disney
[133]. Esta producción fue creada para celebrar el 60 aniversario de la película
Fantasia, y sigue la línea y el estilo narrativo de su predecesora. Por su
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variedad en colores y formas, el fragmento correspondiente a la pieza musical
Pájaro de fuego, compuesta por Igor Stravinksi en 1919, se utiliza para la
composición musical en esta etapa. La ilustración de este fragmento incluye
diversas formas y colores que cuentan la historia de un hada que despierta a
un espíritu de lava gigante y violento con forma de fénix.
La Figura 4.4 ilustra el proceso de creación musical del sistema. En esta
etapa, el sonido original del fragmento seleccionado se desecha. El vídeo se
divide en un conjunto de fotogramas con el mismo criterio aplicado en la
etapa anterior, y de cada uno de ellos se extraen una serie de descriptores
de imagen que sirven como entrada al modelo generado en la fase de apren-
dizaje. Este modelo, aplicando el criterio del primer fragmento de vídeo y
teniendo en cuenta las características de la imagen, predice el sonido más
adecuado para la información gráfica que recibe. De esta manera se obtiene
una consecución de sonidos que representan a cada uno de los frames del
vídeo, dando lugar a una melodía.
{
Figura 4.4: Vista global de etapa de creación del primer caso de estudio
La arquitectura de esta etapa del caso de estudio se detalla en la Figura
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4.5. En este caso, se parte de un vídeo diferente del de la etapa anterior,
pero las técnicas aplicadas para la extracción de descriptores gráficos son las
mismas. En este caso no se extrae información musical del vídeo puesto que
































































Figura 4.5: Grafo de tareas para la etapa de creación del primer caso de
estudio
Los detalles técnicos del caso de estudio se estructuran de la siguiente
manera: en la Sección 4.1.1 se presenta el proceso diseñado para la extracción
de meta-información gráfica y auditiva, en la Sección 4.1.2 se describe la fase
de aplicación de la IA en el estudio, la Sección 4.1.3 presenta los resultados
desde el punto de vista analítico y desde el punto de vista musical y la
Sección 4.1.4 desarrolla las conclusiones obtenidas tras la realización del caso
de estudio.
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4.1.1. Extracción y preparación de la meta-información grá-
fica y musical de partida
La película seleccionada para el análisis está rodada a 24 fotogramas
por segundo y en este estudio se considera el primer fotograma de cada 8,
lo que da lugar a la descomposición del fragmento del vídeo en imágenes,
obteniendo 3 representaciones gráficas por cada segundo de película. De esta
cantidad de fotogramas se descartan aquellos que son demasiado similares
y no presentan cambios en el color, forma o disposición de los elementos,
dando lugar a un conjunto de 483 imágenes.
Para la obtención de fotogramas a partir del vídeo se utiliza la librería
OpenCV [21]. El Algoritmo 1 detalla el pseudocódigo del proceso llevado
a cabo para la obtención de los fotogramas relevantes que finalmente serán
analizados en fases posteriores del estudio. El proceso para obtener la re-
presentación de las imágenes en vectores con el formato deseado se puede
observar en el Algoritmo 2. En este punto, se aplica una medida de distancia
—en este caso, el coseno— entre los vectores de características del último
fotograma relevante almacenado y el fotograma que se está evaluando, per-
mitiendo identificar como imágenes similares aquellas cuya distancia supere
un umbral previamente establecido. En este proceso, si dos o más fotogramas
consecutivos son muy similares, se conserva solo el primero de ellos.
Tal y como indica el Algoritmo 1, la detección de imágenes similares se
basa en el cálculo de un vector de características que resume la imagen. Este
proceso se refleja en el Algoritmo 2, y la aplicación de estas técnicas se des-
cribe detalladamente en la Sección 4.1.1.1. Las características que definen la
imagen son los descriptores de forma y distribución de los elementos obte-
nidas mediante el algoritmo SIFT [80] y los valores del histograma del color
en el espacio RGB [127].
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Algoritmo 1 Obtención de fotogramas relevantes de un vídeo
Input fragmento: vídeo de partida para la obtención de fotogramas
Output fotogramas[ ]: vector con el conjunto de fotogramas relevantes
fotogramas_raw[ ]←− ObtenerFotogramas(fragmento)
j ←− 1
for i : 1 to lenght(fotogramas_raw[ ]) do
if i% 8 = 0 then
descriptores1[ ]←− ObtenerDescriptores(fotogramas_raw[i])
descriptores2[ ]←− ObtenerDescriptores(fotogramas[j − 1])
if | coseno(descriptores1, descriptores2) | > umbral then
fotogramas[j]←− fotogramas_raw[i]





Algoritmo 2 Obtención de un vector de descriptores de una imagen
Input imagen: imagen para obtener los descriptores
Output descriptores[ ]: vector con el conjunto de descriptores de la imagen
descriptores[ ]←− ObtenerSIFT (imagen)
descriptores[ ] append ObtenerHistogramaR(imagen)
descriptores[ ] append ObtenerHistogramaG(imagen)
descriptores[ ] append ObtenerHistogramaB(imagen)
return descriptores[ ]
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En este estudio, el proceso de extracción de meta-información se aplica
para cada uno de los fotogramas o frames relevantes del vídeo. La obtención
de los descriptores de imagen se ha llevado a cabo mediante la aplicación
de dos técnicas diferentes. Como resultado, se obtienen dos métodos para la
composición automática de melodías descriptivas cuya única diferencia reside
en la extracción de meta-información de los fotogramas. A continuación se
detalla el proceso de extracción de descriptores gráficos y musicales para
cada uno de los métodos propuestos.
4.1.1.1. Primer método de extracción de descriptores gráficos
En este trabajo, para poder establecer una relación entre imagen y sonido
es necesario un proceso previo de extracción de patrones de las características
básicas. Los descriptores de forma y disposición de los elementos en la imagen
se extraen mediante la combinación del algoritmo SIFT [80] y la técnica
BoVW [115]. En primer lugar, para cada fotograma se extraen una serie de
descriptores o características que pueden entenderse como puntos clave de
la imagen y la información de los píxeles que los rodean. Para ello se utiliza
el algoritmo SIFT puesto que se prioriza la precisión sobre la rapidez y la
eficiencia [70]. Estos vectores de características se agrupan mediante técnicas
de clustering para obtener lo que se denominan palabras visuales. La técnica
de BoVW nos permite representar cada fotograma a partir de un vector que
contiene un recuento ponderado de cada palabra visual. Como consecuencia,
los primeros 400 atributos que se extraen de cada fotograma se corresponden
con un vector de visual words (palabras visuales) obtenido de la aplicación
de BoVW a los descriptores SIFT.
Para la extracción de color se han utilizado histogramas de color [127].
El espacio de color seleccionado para la extracción de información mediante
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histogramas es el RGB por presentar ciertas similitudes con la percepción
del ojo humano y por ser uno de los más utilizados en conjunción con los
histogramas de color [24]. De esta manera, para cada uno de los canales
(R, G y B) se ha obtenido un vector con 256 bins donde cada uno de ellos
representa un valor de intensidad en el rango [0-255]. El valor numérico para
cada uno de estos bins hace referencia al número de píxeles de la imagen que
se corresponden con cada intensidad del canal. Así, para cada canal (rojo,
verde y azul) se obtienen 256 valores, dando lugar a un total de 798 atributos
relativos al color por cada fotograma.
La Figura 4.6 muestra un fotograma de la película Fantasia (a), los
descriptores SIFT que se obtienen mediante la extracción propuesta en este
método (b) y el histograma de color en el espacio RGB (c).
a) b) c)
Figura 4.6: Descriptores de la imagen sobre un frame del fragmento El Cas-
canueces de la película Fantasia en el primer caso de estudio. La Figura a)
contiene el fotograma original. La Figura b) muestra los descriptores SIFT
extraídos. La Figura c) presenta el histograma de color
Cada descriptor SIFT representa un borde o una forma concreta que
posiciona el elemento en el espacio, y el conjunto de todos ellos componen
la información de la imagen completa. El histograma de colores muestra que
los tres canales R (rojo), G (verde) y B (azul) tienen un alto número de
píxeles en los diez primeros bins, lo que se corresponde con los colores más
oscuros presentes en el fondo (negro) y el suelo (azulado). Sin embargo, en el
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resto de bins se representa que hay menos píxeles que obtienen valores altos
para los tres canales. Destacan las ligeras variaciones o repuntes del canal
verde (bins 130-150) y del canal azul (bins 175-200) que se corresponden,
respectivamente, con los colores más brillantes de los tallos y los cuerpos de
las flores.
La extracción de meta-información auditiva del vídeo se lleva a cabo con
el objetivo de obtener el sonido de mayor relevancia armónica que se escucha
durante la reproducción de cada fotograma. En ocasiones, este sonido coinci-
de con la nota fundamental del acorde que se escucha, pero en otros casos se
considera la nota que destaca por encima de las demás. Dada la complejidad
del problema y para evitar que la obtención automática de sonidos penalice la
calidad predictiva del sistema, este proceso lo realiza un músico profesional.
Para este proceso de recolección de información se consideran las 12 notas de
la escala cromática, restringiendo el registro a la octava correspondiente al do
central del piano para simplificar la tarea. De esta forma, no se trabaja con
diferentes escalas que permitan tener un gran registro de graves y agudos,
sino que se focaliza en la distinción de las 12 notas musicales establecidas.
Para el desarrollo de este trabajo se utiliza la codificación MIDI, que define
cada sonido con una serie de características musicales (nota musical, tempo,
volumen, duración...) a las que les atribuye valores numéricos para que sean
comprensibles por una máquina [47]. La Tabla 4.1 muestra la codificación de
las 12 notas musicales utilizadas en este trabajo en cifrado latino, americano
y MIDI.
C. Latino Do Do# Re Re# Mi Fa Fa# Sol Sol# La La# Si
C. Americano C C# D D# E F F# G G# A A# B
MIDI 60 61 62 63 64 65 66 67 68 69 70 71
Tabla 4.1: Notación numérica de las notas musicales
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Tras obtener la meta-información auditiva del vídeo, se ha realizado un
breve análisis para conocer la frecuencia de cada una de las notas musicales
consideradas en el estudio. La Tabla 4.2 muestra el número total y el por-
centaje de fotogramas contabilizados para cada una de las notas musicales.
C C# D D# E F F# G G# A A# B
Frecuencia 6 24 93 12 39 21 30 66 0 78 42 72
Frecuencia (%) 1.24 5 19.25 2.48 8.07 4.35 6.21 13.66 0 16.15 8.7 14.9
Tabla 4.2: Frecuencia de cada una de las notas en el conjunto de datos
De los valores de la Tabla 4.2 se pueden extraer dos conclusiones. La
primera de ellas es que no existe representación de la nota G#. Esto significa
que para ninguno de los fotogramas del fragmento de vídeo utilizado en el
entrenamiento del sistema la nota principal es el Sol#. Esto conlleva que
en la fase de creación el sistema no asignará esta nota a ningún fotograma.
En segundo lugar, el número de ocurrencias de cada nota en el conjunto de
datos no es el mismo. En minería de datos esto se conoce como desbalanceo
de los datos y da pie a que pueda existir una predisposición del sistema
a predecir unas notas concretas (aquellas que tienen más presencia en el
conjunto de datos de entrenamiento). La justificación de ambos fenómenos
se puede realizar desde un punto de vista musical: en una obra musical se
establece una armonía principal, y aunque existan modulaciones hay notas
que son más lejanas al marco sonoro establecido. El posible problema podría
solucionarse mediante la ampliación del conjunto de datos del entrenamiento
de manera que todas las notas tuvieran una representación similar.
La fase de extracción con este primer método obtiene, para cada fotogra-
ma, 1198 atributos que describen características gráficas y un atributo que
representa la información auditiva. El conjunto de datos generado por este
método se puede encontrar en [85].
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4.1.1.2. Segundo método de extracción de descriptores gráficos
En este caso, la información gráfica que describe cada uno de los fotogra-
mas del vídeo se extrae mediante una CNN ya entrenada. Concretamente se
ha utilizado el modelo Inception-v3, diseñado para tareas de visión artificial
[120]. Este modelo alcanzó una exactitud superior al 78.1% en la tarea de
reconocimiento de imágenes sobre el conjunto de datos de ImageNet [111].
De esta manera, en lugar de etiquetar cada uno de los fotogramas con su
sonido correspondiente y utilizar la CNN para realizar una tarea de clasifi-
cación, aprovechamos las ventajas que ofrece un modelo de clasificación ya
entrenado y lo utilizamos para la extracción de características de cada uno
de los fotogramas del vídeo. Este proceso, conocido como TL [103] permite
obtener el vector de características de alto nivel obtenido por la última capa
de pooling de la CNN. Como consecuencia se obtienen 2048 descriptores de
alto nivel de cada uno de los fotogramas del vídeo.
En la etapa de aprendizaje, la extracción del sonido principal en este
método se realiza de la misma forma que en el método anterior. Por cada
uno de los fotogramas un músico profesional obtiene la nota más relevante de
la armonía que se escucha en el instante de su reproducción. En la etapa de
creación, como en el caso anterior, no se lleva a cabo un proceso de extracción
de meta-información auditiva puesto que el resultado musical creado por el
sistema sustituirá al audio original.
Como resultado final del segundo método de extracción de características
de este caso de estudio se obtienen 2048 atributos que describen la imagen y
un sonido para cada uno de los fotogramas del vídeo. El conjunto de datos
generado se puede consultar en [86].
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4.1.2. Aplicación de algoritmos para la generación de melo-
días
La gran mayoría de procesos artísticos requieren de una fuente de ins-
piración, y concretamente para los compositores ese estímulo es un factor
clave [126]. En los trabajos relacionados con la creatividad computacional,
la generación de contenido creativo se lleva a cabo haciendo que las máquinas
imiten el comportamiento inventivo de un humano [131]. En este trabajo, se
diseña un sistema para la composición descriptiva de música a partir de las
características gráficas de un vídeo. Concretamente, el objetivo del trabajo
es aplicar el criterio de los animadores de la película Fantasia de Disney y
realizar el proceso inverso: formalizar el criterio que empleaban para diseñar
los personajes y escoger los colores en función de las emociones generadas
por la música que pretendían ilustrar y aplicarlo dado un nuevo conjunto de
imágenes para generar una secuencia de sonidos. De esta manera, la fuente de
inspiración del sistema es el modelo creado por los animadores profesionales
para relacionar información gráfica e información auditiva, y la formalización
de dicho criterio se realiza mediante algoritmos enmarcados en el área de la
IA.
La tarea de aprendizaje supone la aplicación de una serie de algoritmos
de clasificación y consta de dos fases bien diferenciadas. La primera de ellas,
la fase de entrenamiento, se enmarca en la etapa de aprendizaje de la pro-
puesta (Figura 4.2). Los datos de entrada a los algoritmos cuentan con la
información de todos los fotogramas del vídeo correspondientes a la obra El
cascanueces de la película seleccionada en este caso de estudio. Esta informa-
ción está compuesta por los atributos extraídos de la imagen (descriptores de
forma, disposición y color) y con la nota musical que representa cada uno de
los fotogramas, que será la llamada etiqueta o clase del problema de clasifi-
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cación, puesto que será el atributo a predecir en la segunda fase del sistema.
Con esta información, los algoritmos crean un modelo en el que formalizan el
criterio de los animadores profesionales: relacionan los diferentes descriptores
de imagen con un sonido concreto. La segunda fase es la de prueba o test,
y se enmarca en la etapa de creación del sistema (Figura 4.4). En ella, se
considera únicamente la información gráfica de un nuevo vídeo: el fragmento
de El pájaro de fuego de la película Fantasia 2000. Se realiza la extracción
de los descriptores de imagen de la misma manera que se realizaba en el
vídeo inicial. Esta información es utilizada como entrada para el modelo que
se ha creado en la fase anterior, y en este momento es donde se aplica el
criterio de los animadores de Disney en el proceso inverso. A partir de una
serie de características representativas de las imágenes el modelo será capaz
de predecir el sonido más adecuado.
Tras un análisis teórico de las técnicas más utilizadas en problemas de
aprendizaje supervisado y considerando la naturaleza de los datos de este ca-
so de estudio se seleccionaron tres algoritmos con el objetivo de optimizar los
resultados [72]. En primer lugar se ha aplicado el clasificador probabilístico
NB [107]; en segundo lugar, SVM con el objetivo de realizar una separación
lineal de los datos mediante hiperplanos [19]; finalmente, también se utiliza
una combinación de árboles de decisión, concretamente con el algoritmo RF
[22].
En este caso de estudio se proponen dos métodos bien diferenciados pa-
ra la extracción de descriptores de imagen, y por lo tanto se generan dos
conjuntos de datos diferentes. Por este motivo, cada uno de los algoritmos
seleccionados se aplica sobre los dos conjuntos de datos obtenidos. Como
consecuencia se realizan seis procesos de aprendizaje, cada uno de ellos con
su fase de entrenamiento y su fase de prueba.
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4.1.3. Resultados y discusión del rendimiento de los algorit-
mos y análisis de la calidad musical
Dado que el estudio consiste en la automatización de un proceso creati-
vo, para poder evaluar la calidad de la propuesta es necesario analizar dos
tipos de resultados. Por una parte, desde un punto de vista técnico es nece-
sario estudiar la eficacia de la máquina. Para ello se considerarán diferentes
métricas que permitan valorar el rendimiento de los algoritmos de aprendi-
zaje y la efectividad de la IA en esta solución. Por otra parte, al tratarse
de un proceso creativo, la aceptación y satisfacción de los usuarios con los
resultados tienen una gran relevancia. Con este objetivo se ha diseñado una
encuesta en la que aparecen diferentes fragmentos de un vídeo con melodías
compuestas por el propio sistema, y los usuarios deben valorar la adecuación
de la música con los elementos visuales. Toda la información relativa a este
estudio se puede encontrar detallada en el Apéndice B.
El primer enfoque que se va a realizar para analizar la calidad de los resul-
tados tiene como objetivo medir el rendimiento de los algoritmos utilizados
en la etapa de aprendizaje. Para poder cuantificar lo apropiados que son los
algoritmos empleados se van a utilizar una serie de métricas de calidad que
ofrecen información complementaria sobre la calidad del proceso de clasifi-
cación [54]. Es importante recordar que con el primer método de extracción
de descriptores gráficos (M1) se obtienen 1198 atributos, y con el segundo
método (M2), el número de atributos asciende a 2048. En ambos casos se
considera, adicionalmente, un atributo relacionado con el sonido que será el
objeto de predicción mediante el algoritmo de IA. Este atributo —o clase—
tomará el valor de una de las doce notas musicales de la escala cromática
(Do, Do], Re, Re], Mi, Fa, Fa], Sol, Sol], La, La] o Si). El rendimiento de los
algoritmos se fundamenta en la calidad de la predicción de la nota que mejor
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describe a cada fotograma en función de la información gráfica que contiene
y del modelo creado por los algoritmos de aprendizaje automático.
La selección de las métricas adecuadas es un factor crítico para discrimi-
nar y obtener el algoritmo óptimo para el proceso de clasificación. Tras un
análisis de las diferentes métricas de evaluación existentes y la valoración de
su aplicación en este estudio, se han seleccionado algunas que ofrecen infor-
mación complementaria del éxito y error del entrenamiento de los algoritmos
aplicados en este estudio. Toda la información relativa a las técnicas selec-
cionadas se puede consultar en [61]. La precisión y la sensibilidad (recall)
son medidas de la exactitud en la tarea de clasificación: examinan cuán-
tas de las instancias devueltas son correctas y cuántos positivos devolvió el
modelo respectivamente. La métrica F-score combina la precisión y la sensi-
bilidad determinando así un único valor ponderado. El índice Kappa es una
evaluación de consistencia que permite ajustar el efecto del azar. La raíz del
error cuadrático medio o root-mean-square error (RMSE) es una métrica que
da información sobre la concentración de datos en torno a su mejor ajuste,
y la característica operativa del receptor o receiver operating characteristic
(ROC) representa los intercambios entre los verdaderos positivos y los falsos
positivos. De esta manera, todas estas métricas son analizadas en el proceso
de discusión del caso de estudio.
La Tabla 4.3 recoge los valores de las métricas correspondientes a la apli-
cación de cada uno de los algoritmos (NB, SVM y RF) a los conjuntos de
datos extraídos mediante por cada uno de los métodos propuestos en las
Secciones 4.1.1.1 (M1) y 4.1.1.2 (M2). El análisis de estos resultados desen-
cadena una discusión sobre la adecuación de ambos métodos de extracción
de características en el trabajo y facilita la selección del algoritmo con mejor
rendimiento sobre los datos obtenidos en este caso de estudio.
98 Capítulo 4. Casos de estudio
Precision Recall F-score Kappa RMSE ROC
M1 0.474 0.429 0.421 0.389 0.324 0.720
NB
M2 0.552 0.536 0.533 0.464 0.289 0.868
M1 0.795 0.793 0.791 0.767 0.254 0.950
SVM
M2 0.810 0.807 0.807 0.779 0.266 0.948
M1 0.843 0.832 0.832 0.807 0.185 0.983
RF
M2 0.683 0.615 0.598 0.546 0.246 0.930
Tabla 4.3: Rendimiento de los algoritmos NB, SVM y RF para ambos méto-
dos de extracción de descriptores (M1 y M2) en el primer caso de estudio
De acuerdo con los resultados, el rendimiento de los algoritmos es consi-
derablemente divergente para los datos de los dos métodos de extracción de
características visuales. Con respecto a la precisión, el recall y la métrica F-
score, NB es el peor clasificador en ambos casos. El índice Kappa muestra que
el mejor valor del segundo método de extracción lo logra SVM (0.779); sin
embargo, el clasificador RF obtuvo un valor aún menor con los datos extraí-
dos con el algoritmo SIFT (0.807). El mejor valor para RMSE fue obtenido
por RF con los datos del primer método de extracción (0.185), demostran-
do que los sonidos mal clasificados están más cerca del correcto que en los
otros casos. RF casi alcanzó el valor máximo para la métrica ROC con los
datos del primer método (0.983). Por lo tanto, en términos generales SVM
es el mejor clasificador para la meta-información extraída con las CNNs. Sin
embargo, el rendimiento del clasificador RF con los datos extraídos por el
algoritmo SIFT fue aún mejor.
El segundo factor importante para analizar la validez de la propuesta es
la valoración de la calidad descriptiva de la música por parte de los usuarios.
Lucía Martín Gómez 99
Para poder medir la aceptación social de la relación entre imagen y sonido se
ha realizado una encuesta. El vídeo utilizado en la etapa de creación de este
caso de estudio se ha dividido en cinco fragmentos. A continuación, toman-
do esos cinco fragmentos de vídeo, se ha realizado el proceso de composición
musical para cada uno de los dos métodos de extracción de descriptores de
imagen. Para cada uno de los métodos propuestos se ha utilizado el algo-
ritmo que mejores resultados obtenía; el primer método de extracción se ha
combinado con el RF, y el segundo método con SVM. Como consecuencia se
han obtenido 10 vídeos con melodías descriptivas compuestas por el sistema,
donde los usuarios debían evaluar la calidad descriptiva musical. Para ello,
atendiendo a la adecuación entre el color y las formas y el sonido a lo largo
de toda la creación debían valorar cada fragmento del 1 al 10. Todos los
detalles sobre el diseño y los resultados de la encuesta se pueden consultar
en la Sección B.2 del Apéndice B.
Tras la realización de esta encuesta por parte de 47 usuarios, se ha rea-
lizado una recopilación y análisis de los resultados. La Figura 4.7 presenta,
de forma gráfica, un resumen estadístico de las valoraciones de los usuarios.
Concretamente, el gráfico utilizado para la visualización de las valoraciones
son los boxplots por la gran cantidad de información sobre la distribución
de los valores de la variable que ofrece. En este estudio, tal y como se ha
comentado anteriormente, para cada uno de los métodos de extracción de
decriptores gráficos (M1 y M2) se selecciona el modelo que mejores resulta-
dos ofrece. Así, en color naranja se pueden observar los resultados obtenidos
para cada uno de los fragmentos compuestos con el primer método de ex-
tracción de características (SIFT y BoVW) y el algoritmo RF, y en morado
se muestran las valoraciones para los fragmentos compuestos con el segundo
método de extracción de características (CNN aplicando TL) y el algoritmo
SVM.
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Figura 4.7: Boxplot con los resultados de la encuesta para la valoración de
la calidad descriptiva de las composiciones musicales en el primer caso de
estudio
Tras el análisis de los resultados se obtienen varias conclusiones. En pri-
mer lugar, el rango de valoración para cada uno de los fragmentos es muy
amplio, llegando a variar entre el valor mínimo (1) y el valor máximo (10)
para una misma composición. Esto pone de manifiesto que, como en toda
creación musical, existe un componente de percepción que desemboca en un
problema de subjetividad. En segundo lugar y a pesar de lo anterior, las
valoraciones de todos los fragmentos son similares y demuestran que existe
una aceptación social general para el criterio de traducción imagen-sonido
establecido en el trabajo. Por último, analizando las valoraciones de ambos
métodos se puede determinar que la calidad descriptiva se considera bas-
tante buena en general. Sin embargo, el segundo método de extracción de
características (CNN) tiene una mejor aceptación entre los usuarios para los
fragmentos presentados en la encuesta.
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4.1.4. Conclusiones
La propuesta desarrolla un sistema que compone, de manera automática,
melodías descriptivas a partir de un vídeo. Para ello se plantean dos métodos
diferenciados por la técnica de extracción de meta-información de la imagen.
Por una parte, la aplicación de histogramas de color y del algoritmo SIFT
junto con la técnica BoVW permiten la extracción de descriptores de color,
forma y disposición de elementos. Por otra parte, la complejidad asociada a
tareas de visión artificial se ven reducidas mediante el uso de CNN y TL,
obteniendo como resultado una gran cantidad de descriptores de imagen de
alto nivel.
Para poder establecer la relación entre imagen y sonido es necesario ex-
traer información auditiva del vídeo. En este trabajo, un músico profesional
analizó el vídeo y relacionó cada fotograma con el sonido más destacado en
su instante de reproducción. Aunque existen técnicas que permiten realizar
una extracción automatizada de una nota o un acorde a partir de una nube
de sonidos, se ha considerado que para este trabajo la obtención manual de
la nota principal era un método más adecuado, a pesar de su complejidad.
A la vista de los resultados, se puede considerar un esfuerzo bien invertido.
Tras la composición del conjunto de datos para la fase de entrenamiento
se realizó un breve análisis de los datos donde se detectó que una de las doce
notas musicales no tenía representación en los datos de entrenamiento y que
existía un problema de desbalanceo de los datos. Sin embargo, los resulta-
dos obtenidos para las métricas seleccionadas con los diferentes algoritmos
aplicados demuestra que los clasificadores se comportan adecuadamente. No
obstante, una ampliación del conjunto de datos de entrenamiento podría
solucionar los problemas y, probablemente, dar lugar a un mejor comporta-
miento de los algoritmos de clasificación.
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Atendiendo al rendimiento de los algoritmos de clasificación para ambos
métodos propuestos, el NB es el que obtiene peores resultados para ambos
métodos, mientras que el mejor resultado se obtiene con el algoritmo RF
para los datos del primer método de extracción. Considerando los resultados
de la encuesta de usuario para medir la calidad descriptiva de la música, las
melodías compuestas con los datos extraídos por la CNN (segundo método
de extracción de características de la imagen) están ligeramente mejor valo-
radas. Esto tiene dos lecturas: por una parte, significa que los dos métodos
de extracción de descriptores gráficos solucionan el problema planteado en
el caso de estudio; por otra parte, demuestra que los resultados obtenidos de
trabajos de creatividad computacional no pueden analizarse sólo de manera
estadística para medir el rendimiento de la máquina, sino que la percepción,
aceptación y gusto del usuario por el material artístico que se crea es un
elemento muy importante a tener en cuenta.
Los dos vídeos utilizados en este caso de estudio (el fragmento de El
cascanueces de la película Fantasia en la etapa de aprendizaje y el fragmento
de El pájaro de fuego de la película Fantasia 2000 ) pertenecen al género de
animación y son obra de Disney. En ambos casos existe una gran diversidad
de color, forma y estilo musical, lo que demuestra la robustez del modelo de
clasificación.
Aunque el movimiento de los personajes no es analizado de manera es-
pecífica en este trabajo, al considerar el vídeo como una concatenación de
fotogramas y analizar las diferentes formas y disposición de elementos en
cada uno de ellos se realiza un análisis del cambio de posición, y por lo tanto
del movimiento. De la misma forma, aunque no se realice una composición
melódica compacta a partir del vídeo completo, la traducción de cada fra-
me en un sonido da lugar a una concatenación de sonidos que describen la
secuencia de fotogramas. Además, cuando dos o más frames consecutivos
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dan lugar a la misma nota musical, el resultado musical es un único sonido
con una duración proporcional al número de fotogramas que dan lugar a la
predicción. Así la melodía está dotada de un ritmo básico que también tiene
un componente descriptivo.
4.2. Composición musical armónica a partir de ilus-
traciones realizadas con tableta gráfica emplean-
do el estilo de la película Fantasia de Disney
Este caso de estudio implementa el marco de trabajo propuesto en la Sec-
ción 3.2.2, cuyo objetivo es la composición musical descriptiva y automática
basada en un proceso ilustrativo. La finalidad del trabajo es que cada usuario
pueda hacer uso de un sistema que muestree y analice las ilustraciones que él
mismo realiza en una tableta gráfica y componga música de manera dinámica
a modo de banda sonora, dando lugar a un proceso de creación cooperativa.
Para poder llevar a cabo este caso de estudio se diseña y delimita un esce-
nario de aplicación donde se seleccionan los datos a utilizar y las técnicas y
algoritmos más apropiados para optimizar los resultados musicales deseados.
En este caso de estudio se llevan a cabo dos tareas de aprendizaje au-
tomático en paralelo. La primera tarea enmarcada en el área de la IA tiene
como objetivo establecer un vínculo y extraer un patrón de relación entre
elementos gráficos y elementos auditivos de un vídeo. De nuevo, en este caso
de estudio se va a extraer información gráfica y auditiva de la película Fanta-
sia de Disney [134] con el objetivo de formalizar el criterio de los animadores
profesionales [32] y aplicarlo en la fase de creación de manera inversa. El
fragmento seleccionado para la extracción de la meta-información necesa-
ria en esta tarea es también el correspondiente a la obra El cascanueces de
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Tchaikovski, por la variedad de colores, formas y tonalidades de la obra.
La segunda tarea de aprendizaje automatizado está relacionada con la
composición musical. En este estudio la música creada no es una simple
concatenación de notas o acordes, sino que además contiene información
relacionada con la interpretación musical como la dinámica o la agógica y
cumple las directrices de un estilo musical concreto. Como resultado, el sis-
tema imitará el estilo de música y el estilo de interpretación de los datos
que se utilicen en la fase de entrenamiento. Por ello, el conjunto de datos
utilizado en el aprendizaje del sistema debe estar codificado en un forma-
to que comprenda información sobre las frecuencias de las notas musicales
e información de interpretación, como el MIDI [47]. El conjunto de datos
seleccionado para el entrenamiento de esta parte del sistema consiste en un
total de 59 archivos en formato MIDI recopilados de la interpretación de
una serie de piezas de un pianista sobre un piano digital. Su intérprete es
un pianista estadounidense llamado Kenzie Smith que se dedica a publicar
vídeos, partituras y grabaciones en formato digital en canales como Spotify,
iTunes, Youtube o Facebook con el objetivo de motivar a sus seguidores a
que aprendan a tocar el piano. De todas las grabaciones en formato MIDI
que tiene publicadas en su blog, se han seleccionado las bandas sonoras de
series de animación anime [117]. De esta manera, las composiciones musicales
del sistema estarán enmarcadas en este estilo de música y su reproducción
contendrá elementos musicales que recordarán al estilo de interpretación del
pianista.
En el flujo de trabajo de este caso de estudio se distinguen, de nuevo,
dos etapas. La primera de ellas abarca la extracción de meta-información
relevante y la fase de entrenamiento de los algoritmos de aprendizaje. La
segunda etapa describe el funcionamiento del sistema una vez entrenados los
algoritmos. En ella se utiliza una herramienta desarrollada para la creación y
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la edición de ilustraciones mediante tabletas gráficas, y se realiza la extrac-
ción de los descriptores de imagen de la ilustración del usuario, aplicando
posteriormente los modelos construidos en la etapa anterior para obtener la
composición musical. Este proceso de creación se realiza de manera periódi-
ca, por lo que se crea un flujo bidireccional de inspiración: la composición
musical se va adaptando a los nuevos elementos que el usuario dibuja y la
música influye en las decisiones de trazo y color del artista.
La Figura 4.8 muestra las diferentes tareas que se realizan en la primera





Figura 4.8: Vista global de etapa de aprendizaje del segundo caso de estudio
En primer lugar, la parte a) de la figura refleja el proceso diseñado para
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establecer un criterio de relación o traducción entre la información gráfica y
la información auditiva del vídeo inicial; en segundo lugar, en la parte b) se
describe un proceso de aprendizaje para la composición musical polifónica
en la que el algoritmo de IA toma como datos de entrada un conjunto de
piezas musicales en formato digital para extraer patrones como la duración
de las notas, las secuencias de notas más repetidas o la relación entre notas
musicales.
Para la primera tarea de aprendizaje automático, como se ha comentado
anteriormente, el fragmento de El cascanueces de la película seleccionada es
el punto de partida de este trabajo. El vídeo se divide en fotogramas, selec-
cionando el primero de cada ocho y descartando el resto. Como resultado,
por cada segundo se consideran 3 fotogramas, lo que da lugar a un total de
2575 frames para la etapa de entrenamiento. De cada una de estas imágenes
se extraen tres tipos de características: descriptores del color, de la forma
y distribución de los elementos, y el acorde de tres notas que tienen mayor
relevancia armónica en el momento que el fotograma se está reproduciendo.
Esta información es la entrada para el primer algoritmo de IA que desa-
rrolla una tarea de clasificación, dando lugar a un modelo cuyo objetivo es
relacionar los descriptores de la imagen (atributos) con el acorde de los tres
sonidos (clase). En esta primera etapa tiene lugar otra tarea de aprendizaje
adicional que se desarrolla de manera paralela a la anterior. En este caso,
una serie de ficheros codificados en formato MIDI sirven de entrada a un
segundo algoritmo de IA que busca patrones de repetición y relación entre
las notas musicales. Como consecuencia se obtiene un segundo modelo que
se utilizará para la composición automática de música.
El DAG de tareas de esta primera etapa del estudio se refleja en la Fi-
gura 4.9. Para establecer una relación entre atributos gráficos y musicales a
partir del vídeo inicial, es necesaria la extracción de esta información. Pa-
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ra la extracción de color en este caso de estudio se aplica una técnica de
cuantificación mediante k-Means [26], y los descriptores de forma y disposi-
ción de elementos se obtienen mediante el algoritmo SIFT [80]. En este caso,
la extracción de información musical conlleva la obtención de un acorde en
lugar de una nota aislada, y se realiza de manera automática mediante la
combinación de las técnicas Harmonic Percussive Source Separation (HPSS)
[48] y CENS [92]. Puesto que este proceso de análisis conlleva la predicción
de tres notas musicales (un acorde tríada) se trata de un problema de clasi-
ficación multi-etiqueta, que se va a resolver con los algoritmos RAKEL [129]
y ML-kNN [140]. La segunda tarea de aprendizaje de esta etapa aborda el
problema de la composición musical automática, y se lleva a cabo mediante
una RNN basada en LSTM [116]. El conjunto de datos utilizado para su
aprendizaje es una serie de bandas sonoras de películas de estilo anime in-
terpretadas en un teclado con salida digital [117], dando lugar a un conjunto

































































Figura 4.9: Grafo de tareas para la etapa de aprendizaje del segundo caso de
estudio
La Figura 4.10 muestra el flujo de trabajo de la etapa de creación del
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sistema. Para abordar el problema, este trabajo involucra tanto al usuario
como a la máquina en el proceso creativo. Por ello, se ha desarrollado una
herramienta para la creación y edición de imágenes mediante una tableta grá-
fica. La ilustración del usuario es el punto de partida de esta segunda etapa.
Tras la extracción de descriptores de la imagen (color, forma, disposición de
los elementos...) se aplica el primer modelo creado en la etapa anterior para
la predicción del acorde de tres notas más adecuado. Este acorde sirve como
entrada para el segundo modelo de la fase anterior. Así, aunque la música
tiene un estilo y unos matices de interpretación predefinidos por el conjun-
to de datos utilizado en el entrenamiento, se establece un marco armónico
para la composición musical en función de las características de la ilustra-
ción. Este proceso se repite cada 10 segundos, recogiendo información de la
ilustración periódicamente para la composición musical dinámica a modo de
banda sonora.
Figura 4.10: Vista global de etapa de creación del segundo caso de estudio
Este flujo de trabajo se representa en la Figura 4.11 a modo de DAG. En
esta etapa del caso de estudio, cabe resaltar que el punto de partida no es
un vídeo sino una ilustración que el usuario realiza en una tableta gráfica,
por lo que se hace necesario implementar una herramienta que permita que
el usuario gestione el proceso ilustrativo y que recupere periódicamente la
ilustración en formato digital. En este punto se extraen los descriptores grá-
ficos de la ilustración con las mismas técnicas que en la etapa anterior y se
aplican los modelos obtenidos con los algoritmos RAKEL y ML-kNN para
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predecir el acorde que mejor describe la imagen. Esta información musical se
toma como entrada para el segundo modelo del sistema, permitiendo que la
composición musical esté condicionada por la armonía previamente inferida.
Finalmente, tras la obtención de la creación artística, esta se reproduce con

































































Figura 4.11: Grafo de tareas para la etapa de creación del segundo caso de
estudio
La Sección 4.2.1 detalla el proceso de extracción de meta-información
visual y auditiva que se lleva a cabo en el caso de estudio. En la Sección
4.2.2 se describe la selección y aplicación de algoritmos de aprendizaje auto-
mático que darán pie a la composición musical. La Sección 4.2.3 presenta y
analiza los resultados obtenidos en el caso de estudio desde una perspectiva
más técnica y desde un enfoque musical, y la Sección 4.2.4 desarrolla las
conclusiones extraídas del estudio.
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4.2.1. Obtención y limpieza de los descriptores de imagen y
meta-información musical
En este caso de estudio es necesaria la obtención de características de
dos tipos: descriptores de imagen y meta-información musical. Esta división
va a ser la que marque la estructura de esta subsección con el objetivo de
facilitar la comprensión del proceso de extracción necesario en cada una de
las etapas del sistema.
La extracción de descriptores de imagen se lleva a cabo tanto en la etapa
de aprendizaje como en la etapa de creación. En la primera de ellas, el frag-
mento de la película correspondiente a la obra El cascanueces [134], se divide
en fotogramas haciendo uso de la librería de visión artificial OpenCV [21],
considerando en este caso el primero de cada ocho. Como resultado, en este
trabajo se utilizan 2574 frames, para cada uno de los cuales se debe extraer
información relativa al color, forma y disposición de los elementos con el ob-
jetivo de establecer una relación con la información musical. El Algoritmo 3
muestra el proceso para la selección de fotogramas en este segundo caso de
estudio.
Algoritmo 3 Obtención de fotogramas representativos de un vídeo
Input fragmento: vídeo de partida para la obtención de fotogramas
Output fotogramas[ ]: conjunto de fotogramas representativos
fotogramas_raw[ ]←− ObtenerFotogramas(fragmento)
for i : 1 to lenght(fotogramas_raw[ ]) do
if i% 8 = 0 then
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En la segunda etapa del sistema, la ilustración del usuario es la fuente de
extracción de características gráficas. Para ello, se desarrolla una herramienta
básica de diseño para realizar y editar ilustraciones con la tableta gráfica y
recuperarlas en formato digital. El proceso de extracción de meta-datos a
partir de la ilustración se realiza periódicamente, cada 10 segundos, a fin
de realizar todo el proceso de creación y que la música esté continuamente
adaptándose a los trazos y los colores que el usuario emplea en su obra.
La información gráfica relativa a la forma y la distribución de los elemen-
tos en la imagen se ha obtenido mediante la combinación del algoritmo SIFT
[80] y la técnica BoVW [115]. Para cada imagen se extrae información sobre
sus puntos clave y el área de píxeles que los rodean mediante el algoritmo
SIFT. La aplicación de este algoritmo en el trabajo presente se debe, por
una parte, a su robustez y la invariabilidad de las características extraídas
a las traslaciones, rotaciones y transformaciones, y por otra parte a que, a
pesar de ser más lento que otros algoritmos, los resultados obtenidos son más
precisos [70]. Posteriormente, las características se agrupan para la obtención
de 50 palabras visuales o visual words, y mediante la técnica de BoVW, cada
imagen se representa como un vector que contiene un recuento ponderado
de cada palabra visual.
La extracción de color en este caso se lleva a cabo mediante un algo-
ritmo de cuantificación basado en clustering. Concretamente, el algoritmo
K-Means se aplica a los píxeles de cada imagen para reducir la información
del color y extraer los colores más relevantes [26]. Para este trabajo, la re-
ducción del número de colores de una imagen no supone una gran pérdida
de información, sino que la simplificación de la gran cantidad de información
relativa al color que contienen los píxeles de una imagen facilita la tarea de
relacionar atributos gráficos y auditivos. En este caso, se ha decidido que la
información cromática de cada imagen quede sintetizada con sus tres colores
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más destacados.
La Figura 4.12 ilustra un ejemplo de extracción de descriptores gráficos
sobre un fotograma del fragmento de la película Fantasia seleccionado para
la etapa de aprendizaje. En primer lugar se muestra el fotograma original
(a), en segundo lugar se presenta la información relativa a forma y disposi-
ción de elementos obtenida mediante el algoritmo SIFT (b) y por último, el
fotograma se representa con los tres colores proporcionados por la cuantifi-
cación (c). Estos colores se corresponden con las siguientes codificaciones en
RGB: (2,29,71), (126,140,129) y (36,89,91).
a) b) c)
Figura 4.12: Descriptores de la imagen sobre un frame del fragmento El
Cascanueces de la película Fantasia en el segundo caso de estudio. La Figura
a) contiene el fotograma original. La Figura b) muestra los descriptores SIFT
extraídos. La Figura c) presenta el fotograma original con la cuantificación
de color
El propósito de la extracción de características auditivas en este trabajo
es obtener las tres notas que tienen una mayor influencia armónica en la
nube de sonidos que se escucha durante la reproducción de cada fotograma.
El método seleccionado para la extracción automática de esta información
hace uso de un cromagrama, que es una representación del espectrograma del
sonido que identifica doce perfiles correspondientes a las doce notas musicales
de la escala cromática. Concretamente, se utiliza el método CENS por su
facilidad para obtener características del audio relacionadas con la progresión
armónica de la señal auditiva [92]. Estas características presentan un alto
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nivel de robustez a las variaciones como la dinámica, el timbre, la articulación
y las desviaciones del tempo local. En el estudio se utiliza la implementación
de la bilbioteca LibROSA [88].
Para mejorar la calidad de las características del croma, el audio se des-
compone en primer lugar mediante la separación de fuentes armónica y rít-
mica conocida como Harmonic Percussive Source Separation (HPSS) [48],
dando lugar a dos componentes musicales bien diferenciados. Por una parte,
se obtienen los componentes rítmicos, de poco interés en este trabajo; por
otra parte, los armónicos, que son los únicos considerados para la obtención
del cromagrama.
En la Figura 4.13 se puede visualizar el vector de croma extraído para el
fragmento correspondiente a un fotograma de la Danza Rusa (perteneciente
a la obra musical El Cascanueces) de la película analizada. En él se puede
visualizar la energía de cada una de las notas musicales a lo largo de 1s del
fragmento musical de acuerdo a una escala de color.
Figura 4.13: Vector de características de croma obtenido por el método CENS
en la Danza Rusa de la obra musical El Cascanueces
De esta tarea de extracción de meta-información auditiva se obtiene, para
cada fotograma del vídeo, un vector que contiene la intensidad en un rango
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entre [0,1] para cada una de las notas musicales de la escala cromática. La
señal auditiva del vídeo se muestrea a 22050Hz, y el número de muestras (o
columnas del espectrograma) se ha fijado en 26 ∗ 115, por lo que existe una
separación entre cada fragmento auditivo analizado de 334ms, que coincide
con el muestreo de 3 fotogramas por segundo del vídeo. Para obtener un
acorde con las tres notas más relevantes del fragmento auditivo se seleccionan
los tres perfiles del vector que presentan una mayor intensidad en cada vector
de croma.
Como resultado final de este proceso, cada imagen (un fotograma del
vídeo en la etapa de aprendizaje y una captura de la ilustración del usua-
rio en la etapa de creación) se expresa como un vector de características
relacionadas con la forma, la distribución de los elementos y el color. Con-
cretamente, el vector está compuesto por 50 visual words y 3 colores RGB.
En las imágenes utilizadas en la etapa de aprendizaje a esta información se
le añaden las tres notas musicales que representan cada uno de los fotogra-
mas. El conjunto de datos generado para el entrenamiento del modelo que
relaciona características visuales e información musical se puede encontrar
en [87].
4.2.2. Algoritmos de aprendizaje automático para la compo-
sición descriptiva
Para poder llevar a cabo la composición musical descriptiva, este caso
de estudio involucra dos procesos paralelos de aprendizaje automático. El
primero de ellos tiene como objetivo la creación de un vínculo entre la in-
formación gráfica de la ilustración y la información auditiva que se va a
componer. En el segundo, se establece como meta el proceso de composición
musical como tal, atendiendo no sólo a aspectos armónicos y melódicos, sino
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también a ciertos detalles de interpretación de la obra.
La asociación entre elementos gráficos y elementos musicales se establece
atendiendo al criterio establecido por una serie de animadores profesionales
de Disney. Igual que en el caso de estudio anterior, un fragmento de vídeo de
la película de Disney será el punto de partida de este trabajo. Aprovechando
el concepto que aplica Disney para la creación de esta película donde los
elementos gráficos se diseñan y se crean para describir los detalles musicales
de una serie de obras de música clásica, este análisis permitirá realizar la
traducción en sentido inverso. Para ello, los descriptores de imagen que se
extraen de cada uno de los fotogramas del fragmento seleccionado junto con
la información musical extraída de la señal auditiva se utilizan como entrada
para el algoritmo de aprendizaje automático en su fase de entrenamiento.
Puesto que el objetivo del sistema es predecir el acorde que mejor describe
una determinada imagen, los descriptores gráficos son los atributos en este
problema, y las tres notas musicales actúan como la clase. Como resultado
se obtiene un modelo donde el criterio diseñado por los animadores para
relacionar imagen y sonido queda formalizado.
En este caso la predicción no es un dato simple, sino que las características
de cada imagen se utilizarán para predecir el acorde o conjunto de las tres
notas más apropiadas. Esto es un problema de clasificación multi-etiqueta,
donde cada instancia (cada imagen) se clasifica con tres valores diferentes y
no excluyentes [128]. Tras un análisis de los datos y de los algoritmos más
indicados para este tipo de problemas, se decide aplicar el RAKEL [129] y
el ML-kNN [140].
RAKEL es un método para la clasificación multi-etiqueta que se basa en
la combinación de múltiples algoritmos de aprendizaje simples para optimi-
zar el rendimiento predictivo [129]. Cada uno de estos clasificadores de una
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etiqueta se entrenan con pequeños subconjuntos aleatorios de etiquetas. De-
bido a su adecuación a los datos de este trabajo y al problema, se emplea RF
como clasificador de una sola etiqueta [72]. En este experimento, el tamaño
de los subconjuntos (k) es 6, y se realizan 10 iteraciones (m). Además, el
número de árboles generados para RF es de 100 en este experimento.
Por su parte, ML-kNN es un método de clasificación multi-etiqueta ba-
sado en el algoritmo k-Nearest Neighbors (kNN) [140]. Este método busca
los k vecinos más cercanos de una instancia y en función de sus conjuntos
de etiquetas se aplica el principio Maximum A Posteriori (MAP) para de-
terminar el conjunto de etiquetas de la nueva instancia. Concretamente, en
el trabajo se aplica el algoritmo para un valor de k = 3 y considerando la
distancia de coseno entre las diferentes instancias.
Finalmente, en la etapa de creación del sistema hace uso del modelo ob-
tenido para predecir el conjunto de tres notas musicales que mejor describe
la ilustración del usuario. Esta vez, el modelo necesita como entrada única-
mente los descriptores de imagen, por lo que cada vez que se quiere componer
música es necesario que se realice el proceso de extracción de descriptores
gráficos de la ilustración. Los dos algoritmos seleccionados para la creación
del modelo se aplican sobre estos datos, y como consecuencia, se completan
dos procesos de aprendizaje, cada uno con su fase de entrenamiento y su fase
de prueba.
Ádemás de formalizar el patrón de relación entre imagen y sonido, este
trabajo incluye un segundo proceso de aprendizaje automático que consiste
en la creación de música polifónica. El objetivo de este sistema no es única-
mente crear armonías o secuencias de notas, sino que cuenten con detalles de
interpretación que hagan que su reproducción las aleje de parecer una crea-
ción sintética. Para ello se utiliza un conjunto de archivos en formato MIDI
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que se corresponden con la interpretación de varias bandas sonoras de series
de estilo anime. Cada uno de estos archivos es un flujo de eventos musicales
que capturan el inicio y el final de una nota, su velocidad y otros detalles
relativos a la interpretación del músico, como las dinámicas y las agógicas.
Para contar con una mayor cantidad de información en la fase de entrena-
miento se ha aplicado un proceso de aumento de datos, creando ejemplos
adicionales mediante técnicas como la transposición musical y el cambio de
ritmo en las obras originales.
Para realizar este proceso de composición musical se utiliza una RNN
basada en LSTM. Específicamente, en este trabajo se utiliza el modelo Ma-
genta de Performance-RNN de Google [116]. Aunque la arquitectura de este
modelo puede ser modificada, está formada por 3 capas con 512 bloques
LSTM por defecto. La RNN modela motivos musicales y características in-
terpretativas como el fraseo y la dinámica. Así, los tiempos y velocidades
de las notas se basan en la actuación humana, lo que hace que la máquina
parezca una persona que compone e interpreta la música. Para evitar proble-
mas de sobreajuste, se emplea una arquitectura de codificador-decodificador
[12]. Además, una vez que la red ya está entrenada, se puede modificar un
parámetro llamado temperatura para regular la aleatoriedad de la música
generada.
El modelo generado por la red neuronal no necesita ninguna fuente de
inspiración para empezar a componer música. Sin embargo, en este trabajo,
la composición musical está determinada por el acorde obtenido a partir de
la ilustración del usuario. Así, cuando el usuario comienza a dibujar, cada
10 segundos se extraen las características visuales y se obtiene un acorde.
Este acorde se utiliza como entrada para el modelo de composición musical
determinando el marco tonal de la composición de la red. Como resultado se
obtiene una composición inspirada en el color, la forma y la distribución de
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los elementos del dibujo del usuario.
4.2.3. Presentación y análisis de los resultados desde un pun-
to de vista técnico y artístico
El objetivo de este caso de estudio es diseñar un sistema creativo para la
composición automática de música descriptiva a partir de las ilustraciones de
un usuario mediante una tableta gráfica. La Figura 4.14 muestra un ejem-
plo del proceso creativo del sistema; en primer lugar se puede observar la
ilustración realizada por uno de los usuarios que probaron el sistema, y a su
derecha se puede visualizar la partitura de la composición musical realizada
por el sistema.
Figura 4.14: Ilustración realizada por el usuario con una tableta digital y
grafía de la composición descriptiva del segundo caso de estudio
Para poder evaluar la calidad de los resultados obtenidos y el grado de
consecución de los objetivos de este trabajo es necesario realizar dos tipos de
análisis. Por una parte, se analizará la eficacia de la máquina en el proceso
de aprendizaje automático mediante la obtención de una serie de métricas
que reflejen datos estadísticos del rendimiento de los diferentes algoritmos.
Por otra parte, dado que el resultado del sistema es una creación artística,
se considera necesario realizar un análisis de la aceptación del usuario. Para
ello se emplean dos tipos de encuestas que permiten discutir la capacidad
Lucía Martín Gómez 119
creativa de la máquina y la validez del vínculo establecido para relacionar
las ilustraciones con la música compuesta.
En primer lugar se evalúa el rendimiento de los algoritmos utilizados para
formalizar el vínculo entre los descriptores de la imagen y el sonido. Para
realizar esta tarea se utilizan dos clasificadores multi-etiqueta: RAKEL [129]
y ML-kNN [140]. En ambos casos se utiliza una técnica de validación cruzada
de 10 iteraciones, con una división de los datos correspondiente al 80% para
el conjunto de entrenamiento y el 20% restante para el conjunto de prueba.
Para poder determinar la eficacia de los procesos de aprendizaje utiliza-
dos en esta propuesta se calculan algunas métricas que permiten describir
la calidad de los algoritmos en el proceso de clasificación. Las métricas uti-
lizadas en este estudio son diferentes a las utilizadas en el caso de estudio
anterior puesto que los problemas de clasificación multi-etiqueta requieren
de un análisis diferente al que se aplica en la clasificación con una única
etiqueta. La selección de las métricas más adecuadas, en este caso, se ha
realizado atendiendo a las recomendaciones de [128].
La métrica F-score representa la media armónica de la precisión y la
sensibilidad, y exact match muestra el porcentaje de instancias en las que
todas las etiquetas han sido clasificadas correctamente. Por otra parte, se
emplean tres métricas relacionadas con los errores de clasificación, y cuyo
valor debe acercarse a 0. Hamming loss es una métrica que captura la fracción
de etiquetas mal clasificadas, one-error evalúa la frecuencia de la etiqueta
mejor clasificada que no estaba en el conjunto de etiquetas correctas de la
instancia y ranking loss mide la fracción media de pares de etiquetas que
están ordenadas incorrectamente para la instancia.
La Tabla 4.4 muestra los valores de las métricas anteriormente seleccio-
nadas para cada uno de los dos algoritmos (RAKEL y ML-kNN) empleados
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en la tarea de aprendizaje automático para relacionar descriptores gráficos e
información musical.
F-score Exact match Hamming loss One-error Ranking loss
RAKEL 0.796 0.571 0.092 0.146 0.093
ML-kNN 0.610 0.285 0.150 0.204 0.131
Tabla 4.4: Rendimiento de los algoritmos RAKEL y ML-KNN en el segundo
caso de estudio
Los resultados obtenidos por ambos algoritmos son considerablemente
diferentes. Las métricas F-score y exact match muestran que la exactitud
del algoritmo RAKEL, con valores de 79,6% y 57,1% respectivamente, es
considerablemente mejor que la del algoritmo ML-kNN, con valores 61%
y 28,5%. Adicionalmente, las métricas de error revelan menos fallos en el
algoritmo RAKEL. Concretamente, la métrica hamming loss muestra que
únicamente el 0,92% de etiquetas se clasifican erróneamente con RAKEL,
mientras que el valor de esta métrica para ML-kNN alcanza el 15%. Además,
la diferencia en los valores de one-error y ranking loss en ambos casos es del
8%.
Adicionalmente se ha analizado la exactitud de cada uno de los algoritmos
utilizados para la clasificación multi-etiqueta con cada una de las posibles
clases consideradas en este problema. La Tabla 4.5 muestra el porcentaje de
instancias que se predijeron correctamente en la etapa de prueba para cada
una de las notas musicales.
C C# D D# E F F# G G# A A# B
RAKEL 0.94 0.91 0.87 0.88 0.92 0.96 0.90 0.91 0.92 0.89 0.88 0.91
ML-kNN 0.90 0.85 0.78 0.81 0.87 0.94 0.85 0.83 0.88 0.83 0.82 0.86
Tabla 4.5: Precisión de los algoritmos RAKEL y ML-KNN en la predicción
de cada nota musical
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En el caso del algoritmo RAKEL, la exactitud es superior al 86% en
todas las etiquetas, llegando a alcanzar el 96,3% para la nota musical F, y
el 93,9% para la nota C. ML-kNN alcanza valores ligeramente menores en
todos los casos, comprendidos entre el 78,3% y el 93,5%. Como conclusión,
el algoritmo RAKEL muestra un mejor rendimiento y por ello es el elegido
para obtener el modelo que relaciona características visuales y sonoras de la
película Fantasia de Disney.
Para evaluar la calidad de la música compuesta por el sistema y su ca-
pacidad creativa se realizó un test de Turing [36]. Todos los detalles de esta
prueba están recogidos en la Sección B.3 del trabajo. El objetivo de esta
prueba es determinar si la máquina es lo suficientemente creativa como para
hacer que un ser humano no pueda distinguir sus piezas musicales de las de
un compositor profesional. De manera adicional, se solicita a los usuarios
que evalúen las composiciones musicales para obtener información relaciona-
da con la aceptación social de las composiciones.
En esta prueba se presentan 20 fragmentos musicales de 10 a 20 segun-
dos de duración, de los cuales la mitad están creados por un compositor
profesional y la otra mitad, por una máquina. La encuesta ha sido realizada
por 46 usuarios que, tras escuchar cada composición musical, han indicado
cuáles estaban compuestas por una persona y cuáles por la máquina y han
calificado entre 1 (desagradable) y 10 (muy agradable) la calidad musical
según su percepción y su gusto personal.
La Figura 4.15 muestra la tasa de éxito para cada uno de los fragmentos
de la encuesta; es decir, el porcentaje de personas que acertaron (en verde)
y que erraron (en rojo) en la diferenciación de la naturaleza del compositor
de cada fragmento. La figura de la izquierda (a) muestra los porcentajes de
acierto y fallo para cada uno de los diez fragmentos musicales creados por un
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compositor profesional, mientras que la figura de la derecha (b) muestra los
porcentajes de acierto y fallo para los fragmentos compuestos por el sistema.
En ambas figuras el color verde representa acierto y el rojo, fallo.
a) b)
Figura 4.15: Resultados de las tasas de acierto para las creaciones musicales
del compositor profesional (a) y de la máquina (b)
De los resultados obtenidos en el test de Turing se pueden extraer dos
conclusiones. A la vista de los resultados de las composiciones musicales crea-
das por el compositor profesional, en muchos casos las personas no pudieron
distinguir el tipo de compositor, ya que el porcentaje de éxito de cinco frag-
mentos musicales es inferior al 50%. Además, la tasa de éxito de cuatro de
los fragmentos compuestos por la máquina es inferior al 50%, y otros cin-
co tienen una tasa de aciertos comprendida entre el 50% y el 60%. Esto
significa que un porcentaje cercano al 50% de las personas que hicieron la
prueba pensaron que estos fragmentos musicales estaban compuestos por un
ser humano y no por una máquina, y por lo tanto la diferenciación entre
máquina y compositor podría tener cierto componente de aleatoriedad.
Las Figuras 4.16 y 4.17 muestran las valoraciones de los usuarios para
cada uno de los diez fragmentos creados por el compositor y por la máquina
respectivamente.
Lucía Martín Gómez 123











Figura 4.16: Resultados del Test de Turing para las creaciones musicales de
un compositor profesional en el segundo caso de estudio











Figura 4.17: Resultados del Test de Turing para las creaciones musicales de
la máquina en el segundo caso de estudio
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La mediana de las valoraciones es muy similar para todos los fragmentos
en ambos casos, tomando en todos los casos valores 6 y 7. Sin embargo, la
dispersión estadística (H-Spread) muestra que, en términos generales, la di-
ferencia entre la valoración máxima y mínima de las composiciones musicales
de la máquina es mayor que la de las composiciones humanas. Esto significa
que, aunque el valor mediano es menor en algunos casos, algunas personas
dieron a la máquina una mejor valoración que al compositor. Por otra parte,
esto pone de manifiesto que existe un componente subjetivo que toma mucha
fuerza en este tipo de trabajos artísticos, ya sea creados por personas o por
máquinas.
Con el objetivo de comprobar si existe una dependencia entre el com-
positor de cada obra (músico profesional o máquina) y las valoraciones que
los usuarios dan a cada uno de los fragmentos, se ha aplicado un test U de
Mann Whitney [58]. La hipótesis nula establece que las valoraciones de la
música son iguales, independientemente de la naturaleza de su compositor.
Partiendo de los datos disponibles en la Sección B.3.2 del Apéndice B se
aplica un contraste de comparación de la tendencia central con un nivel de
significación α =0.01, considerando que si las valoraciones son iguales para
los dos tipos de compositores, las variables no serán dependientes. Tras la
realización del test, se obtiene un p-valor de 0.023 que nos permite acep-
tar la hipótesis nula, concluyendo que no se detectan diferencias entre las
valoraciones de las piezas del compositor y la máquina. Este análisis respal-
da el hecho de que la máquina desarrolla ciertas habilidades inteligentes y
creativas para la composición de música.
Finalmente se diseñó una encuesta para evaluar el vínculo establecido
entre la imagen y el sonido (todos los detalles del diseño y los resultados
de este experimento se pueden encontrar en la Sección B.4). De entre los
usuarios que probaron la herramienta desarrollada para crear y editar ilus-
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traciones mediante el uso de una tableta gráfica y pudieron experimentar
con la composición descriptiva del sistema, se seleccionó a 10 personas para
calificar del 1 (totalmente en desacuerdo) al 10 (totalmente de acuerdo) una
serie de preguntas con el fin de medir la calidad de la interconexión entre
las características visuales (color, forma y disposición) de los elementos que
dibujaban y la música que componía el sistema. Las preguntas empleadas en
este experimento fueron las siguientes:
Q1: ¿Cree que existe una adecuación entre su dibujo y los sonidos
generados?
Q2: ¿Cree que el color influye en los sonidos de la composición?
Q3: ¿Cree que la forma influye en los sonidos de la composición?
Q4: ¿Le ha influido la música a la hora de dibujar?











Figura 4.18: Resultados de la encuesta para evaluar la relación entre imagen
y sonido en el segundo caso de estudio
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En términos generales, los usuarios que han realizado la encuesta con-
sideran que sí existe una buena relación entre los elementos gráficos de sus
ilustraciones y la música compuesta por el sistema. Los resultados de las
preguntas Q2 y Q3 muestran que, según la percepción de los usuarios, el
factor más influyente del vínculo establecido es el color, por encima de la
forma y la disposición de los elementos. Finalmente, los resultados para la
pregunta Q4 ponen de manifiesto que la propuesta crea un flujo bidireccional
entre el usuario y la máquina durante el proceso creativo. Esto significa que
la composición musical está determinada por la características visuales de
los dibujos del ususario, al mismo tiempo que el usuario se ve influido por la
música a la hora de crear la ilustración. Algunos usuarios, además, trataron
de encontrar una nube de sonido específica con sus ilustraciones.
4.2.4. Conclusiones
Esta propuesta desarrolla un sistema para la composición automática de
música descriptiva. En este caso, la fuente de inspiración o el elemento a des-
cribir es una ilustración que el usuario realiza por medio de un dispositivo
digital como una tableta gráfica. Para ello se llevan a cabo dos procesos bien
diferenciados de aprendizaje automático. El primero de ellos formaliza el
criterio utilizado por Disney en la película Fantasia para relacionar caracte-
rísticas gráficas con información musical, y el segundo permite la composición
musical polifónica con detalles de interpretación para que la reproducción de
la música compuesta por el sistema se aleje de ser un producto sintético.
Estos dos procesos utilizan técnicas y algoritmos bien diferenciados en sus
diferentes fases, y la combinación de todos ellos obtiene como resultado una
composición musical a modo de banda sonora para el proceso ilustrativo de
un usuario.
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Para la formalización del criterio de traducción imagen-sonido se ha he-
cho uso de la película Fantasia de Disney, por ser una de las películas que
mejor explotan el concepto de música descriptiva. El algoritmo SIFT se ha
utilizado para la extracción de información clave de las imágenes junto con la
técnica BoVW, que permite simplificar la complejidad de los datos y obtener
meta-información muy valiosa para el proceso de aprendizaje automático de
la propuesta. Por otra parte, la cuantificación del color mediante k-Means
permite simplificar la información cromática de una imagen sin perder datos
relevantes. Por último, la extracción de información musical se ha realizado
mediante un proceso automatizado en esta propuesta, simplificando enorme-
mente el trabajo y obteniendo datos clave para la resolución del problema.
La necesidad de predecir un acorde (conjunto de tres notas), hace ne-
cesaria la aplicación de algoritmos de clasificación multi-etiqueta. Concre-
tamente, los algoritmos RAKEL y ML-kNN se aplican en este problema,
obteniendo como resultado una mayor adecuación del primero de ellos. Por
otra parte, la utilización de RNN con bloques LSTM da lugar a una serie
de composiciones musicales polifónicas dotadas de información de agógica y
dinámica muy útiles para su reproducción.
Las dos encuestas de usuario que se han realizado para validar este ex-
perimento han arrojado resultados satisfactorios. En primer lugar, el test
de Turing respalda el hecho de que la máquina desarrolla una actividad de
manera similar a como lo haría una persona, simulando cierta habilidad inte-
ligente y creativa. A la vista de los resultados, se puede concluir que muchas
personas son incapaces de distinguir si la música está compuesta por una
máquina o por un ser humano. Además, las valoraciones de las composicio-
nes musicales son muy similares y no existe una gran diferencia entre las
composiciones del profesional y las del sistema. Esto significa que, a pesar
del componente subjetivo presente en la valoración de cualquier creación ar-
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tística, los resultados del sistema tienen una buena calidad musical. Por otra
parte, la encuesta realizada tras hacer uso del sistema pone de manifiesto
que los usuarios perciben que los colores de sus ilustraciones tienen mayor
influencia que las formas y la distribución de elementos en el proceso de com-
posición musical. El sistema crea un flujo bidireccional y una realimentación
por la cual la ilustración del usuario da pie a la composición musical, y la
música inspira al usuario para seguir dibujando.
El sistema desarrollado compone música de estilo anime, puesto que el
conjunto de datos con el que se entrena la RNN determina el estilo mu-
sical que se obtiene como resultado en las composiciones. Para mejorar la
experiencia del usuario, se pueden entrenar varios modelos con diferentes
conjuntos de datos, cada uno de ellos enmarcado en un estilo musical con-
creto. De esta manera todos los modelos estarán disponibles en el sistema
y el usuario podrá decidir y seleccionar el estilo musical que quiere que el
sistema componga mientras él dibuja.
En el próximo capítulo. . .
Tras haber analizado y discutido los resultados obtenidos en los casos
de estudio anteriormente descritos, el capítulo siguiente cierra el trabajo
doctoral presentando las conclusiones que se han podido inducir a lo largo de
todo el proceso de investigación y resumiendo las principales contribuciones
del mismo. Además, esta información desemboca en la discusión de la validez
de la hipótesis y el análisis de consecución de los objetivos definidos al inicio
del trabajo. Finalmente, dado que se trata del último capítulo, también se





Resumen: Este capítulo expone las conclusiones derivadas del tra-
bajo de investigación y analiza la validez de la hipótesis inicialmente
formulada. Tras la aplicación del sistema en ambos casos de estudio
y el análisis de los resultados obtenidos, se discute la validez de la
propuesta y se resumen las principales contribuciones de la misma. Fi-
nalmente, se plantean algunas líneas de trabajo futuras que se pueden
estudiar para contribuir al enriquecimiento de esta investigación.
De acuerdo con la hipótesis establecida en el Capítulo 1, el presente
trabajo propone un sistema heterogéneo que combina y engloba diferentes
técnicas, entre las que destacan los algoritmos de aprendizaje automático,
para el análisis del contenido multimedia expedido en otros sistemas. El fruto
de este análisis es, en todo caso, la creación de otro tipo de información útil
y de valor para el usuario.
El objetivo principal de este trabajo fijaba el foco de estudio en la in-
vestigación de técnicas y herramientas relacionadas con el tratamiento y el
análisis de contenido multimedia, a fin de diseñar un sistema capaz de dar
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respuesta a la hipótesis de partida y de afrontar la problemática planteada.
El desarrollo de la presente tesis doctoral comienza con el planteamiento de
una arquitectura flexible, escalable y modular enfocada al diseño de procesos
de aprendizaje automático a partir de información multimedia y orientada a
facilitar la combinación de diversas técnicas para el análisis. Posteriormente,
se han diseñado dos marcos de trabajo concretos e independientes, cuyo ob-
jetivo es el análisis de contenido multimedia. Para ello se ha establecido el
propósito de cada uno de ellos y se llevado a cabo la identificación de tareas
básicas y su consecutiva adaptación a la arquitectura propuesta. Por último,
se han implementado ambos frameworks y se han puesto en explotación en
un entorno real con el propósito de confirmar que el sistema da respuesta a
la hipótesis establecida al inicio del trabajo.
La arquitectura planteada en el Capítulo 3 surge de la abstracción de un
proceso de análisis y la identificación de tareas básicas y el flujo de trabajo
que las conecta. Como resultado se diseña una metodología genérica para el
análisis de datos, y se propone una arquitectura flexible, modular y escalable
que permite la convivencia de varios procesos de análisis de contenido mul-
timedia independientes en un único sistema. Por estos motivos el sistema se
puede calificar como híbrido y heterogéneo. La arquitectura engloba la adap-
tación de un proceso de análisis como las ETLs, utilizadas principalmente en
el ámbito del Business Intelligence, y su aplicación mediante datapipelines
en el ámbito de la IA. La fortaleza del sistema propuesto reside, por una
parte, en la sencillez de su diseño, y por otra, en los beneficios que presenta
en estos tipos de análisis de datos.
Algunos de los objetivos específicos de la presente investigación se cen-
traban en la obtención y el tratamiento de datos de distinta naturaleza. Los
dos marcos de trabajo diseñados en la Sección 3.2 tienen su punto de partida
en la obtención del contenido multimedia. En el primer caso, el contenido
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multimedia es un vídeo; en el segundo, una ilustración realizada por medios
digitales. Adicionalmente, ambos frameworks trabajan con contenido musi-
cal tanto en la etapa de aprendizaje como en la de creación. La extracción de
meta-información se realiza, en el Capítulo 4, atendiendo a la naturaleza de
los datos iniciales y a las características que son realmente útiles y necesarias
para cada estudio. En el caso del vídeo, como primer paso se obtiene la se-
cuencia de fotogramas que lo componen. A partir de este momento, se lleva
a cabo un proceso de extracción de meta-información similar en cada uno
de los fotogramas y en la ilustración. Concretamente, se extrae información
relativa al color, a la forma y a la disposición de los elementos de cada una de
las imágenes. Las técnicas específicas utilizadas para la extracción del color
son los histogramas de color en el espacio RGB y la cuantificación del mismo
mediante una agrupación con el algoritmo k-Means. Para la extracción de
las formas y la disposición de los elementos se utiliza el algoritmo SIFT por
su excelente efectividad. La extracción de meta-información musical se lleva
a cabo mediante el método CENS.
Para poder llevar a cabo el análisis de los datos, las tareas asociadas a
la aplicación de los algoritmos de aprendizaje automático cobran un especial
interés en este trabajo. Para el diseño de los dos casos de estudio desarro-
llados en este trabajo se ha realizado un examen detallado de los algoritmos
más adecuados en función de diversos factores como los datos de partida, la
problemática a resolver y los objetivos establecidos. Como resultado, en el
primer caso de estudio se seleccionan los algoritmos NB, RF y SVM; en el
segundo caso de estudio, al tratarse de un problema de clasificación multi-
etiqueta se seleccionan los algoritmos RAKEL y ML-kNN. En ambos casos,
los algoritmos son adaptados con el objetivo de optimizar los resultados y
aplicados a los datos previamente extraídos para la obtención de resultados.
La selección final del mejor algoritmo en cada caso se realiza mediante el
estudio y discusión de diversas métricas que reflejan la eficiencia, y la valo-
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ración de la aceptación de los resultados obtenidos por parte de los usuarios.
Los dos procesos de análisis diseñados como marcos de trabajo en la
Sección 3.2 y aplicados en como casos de estudio en el Capítulo 4 obtie-
nen como resultado una composición musical. En ambos estudios se lleva a
cabo la simulación o imitación de un proceso artístico mediante la aplica-
ción de algoritmos de IA en una máquina —concretamente, en este caso, la
composición musical automática—, por lo que se enmarcan en el área de la
creatividad computacional. Las obras creativas producidas por una máquina,
al igual que las elaboradas por artistas profesionales, tienen como objeto la
emoción y suscitación de sentimientos en las personas. En relación con este
aspecto, el trabajo pone de manifiesto la necesidad de analizar y discutir los
resultados del sistema desde dos perspectivas bien diferenciadas; el análisis
de la eficiencia de los algoritmos de aprendizaje automático aplicados en ca-
da caso no es suficiente para validar la capacidad creativa de la máquina.
La aceptación social de las creaciones artísticas se convierte en un elemen-
to esencial a considerar a la hora de aprobar la calidad de los resultados
obtenidos. Sin embargo, es importante no perder de vista que la valoración
de cualquier obra artística tiene una naturaleza subjetiva ligada a factores
culturales, sentimentales, educativos e incluso perceptivos.
En lo relativo al proceso de composición musical automática efectuada en
este trabajo, cabe destacar el componente descriptivo que acerca las compo-
siciones al concepto de música programática. Para poder llevar a efecto dicho
proceso creativo se propone establecer una relación entre los componentes
gráficos y los auditivos de un vídeo. La calidad descriptiva de la música com-
puesta por el sistema depende, en parte, de los patrones de conexión entre los
descriptores de la imagen y el sonido. Concretamente, en este trabajo, parte
del éxito de la propuesta se debe al vínculo establecido mediante el análisis
de la película Fantasia de Disney. El hecho de que un grupo de animado-
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res profesionales dedicaran tiempo y esfuerzo a diseñar a los personajes y a
aplicar los colores en función de los sentimientos que evocaba la música que
pretendían ilustrar, ha favorecido la extracción de patrones y la traducción
inversa en este trabajo.
Para concluir, en virtud de las grandes cantidades de datos expedidos
diariamente en sistemas como las redes sociales y dada su naturaleza hete-
rogénea, el trabajo plantea una arquitectura capaz de englobar, de manera
eficiente, diferentes procesos de análisis de contenido multimedia basados
en IA. Adicionalmente, los dos marcos de trabajo diseñados y llevados a la
práctica en esta investigación, ponen de manifiesto que los análisis realizados
mediante el sistema propuesto pueden generar información de valor para los
usuarios. Si bien el diseño de nuevos frameworks para el análisis de contenido
multimedia requiere del conocimiento técnico para el desarrollo y aplicación
de algoritmos de aprendizaje automático, la creación de ciertos resultados
por parte del sistema podrían hacer necesario el estudio de otras áreas o de
la colaboración interdisciplinar de varias personas. La informática debe ser
entendida como una herramienta para lograr la satisfacción de necesidades
y la solución de problemas.
5.1. Contribuciones de la investigación
El proceso de investigación llevado a cabo en este trabajo para dar res-
puesta a la hipótesis establecida y satisfacer los objetivos planteados en la
introducción obtiene como resultado una serie de aportaciones al estado del
arte de la materia tratada. Concretamente, estas aportaciones se enmarcan
en el ámbito del análisis de datos mediante técnicas de IA y en la composición
automática de música.
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La revisión del estado del arte ha sido una pieza clave en el desarrollo de
este trabajo. En lo tocante al diseño de la arquitectura del sistema, ha sido
necesario el estudio detallado de las diferentes fases de un proceso de análisis
de datos, así como la aplicabilidad y adecuación de los diferentes algoritmos
de aprendizaje automático. Para el diseño de los marcos de trabajo propues-
tos y la implementación de los casos de estudio ha sido necesario un análisis
exhaustivo de las técnicas de extracción de datos descriptores de imagen y
sonido así como un acercamiento a la rama de creatividad computacional y
su aplicación para la composición musical automática. El fruto de este tra-
bajo integra todos estos conceptos y teorías, dando lugar a una propuesta
multidisciplinar para el análisis de contenido multimedia.
Considerando la arquitectura propuesta para el diseño de un sistema de
análisis de contenido multimedia, es imprescindible incidir en los beneficios
técnicos que ofrece y que son esenciales para validar la hipótesis de este
trabajo. El diseño modular facilita las tareas de desarrollo y mantenimiento
y el diseño e integración de nuevos procesos de análisis en el sistema, así
como la reutilización de tareas. La flexibilidad de la arquitectura permite
que el sistema incluya estudios para el análisis de contenido multimedia
completamente heterogéneos. Por otra parte, la escalabilidad del sistema
posibilita la concentración de diversos procesos de análisis salvaguardando
su independencia y fomentando su existencia simultánea. En este sentido, la
condición híbrida del sistema es sustancial.
Los dos marcos de trabajo diseñados comparten el objetivo de componer
música mediante algoritmos de IA. La mayor aportación de este trabajo, en
materia de creatividad computacional, es el diseño de una metodología para
la composición de música descriptiva. En este trabajo se utiliza un fragmento
de la película Fantasia de Disney para extraer patrones de relación entre
descriptores de imagen y sonido que serán posteriormente aplicados en un
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proceso de traducción gráfico-musical.
Finalmente, la participación activa en cursos de formación, debates cien-
tíficos, y la asistencia a conferencias relacionadas con la materia que ocupa
este trabajo ha fomentado la realimentación y el intercambio de conocimien-
to para establecer una base sólida sobre la que construir la propuesta. Del
mismo modo, la asistencia a congresos internacionales y las diferentes vías
de difusión del trabajo aplicadas a lo largo de la investigación han favorecido
la consideración de diferentes teorías y puntos de vista y han supuesto un
refuerzo para el trabajo realizado, contribuyendo a la optimización de los
resultados obtenidos al término de este estudio.
5.2. Líneas de trabajo para la prosecución de la in-
vestigación
Para cerrar esta tesis, en esta sección se proponen diversas líneas de
ampliación de la investigación a fin de coadyuvar al perfeccionamiento y
enriquecimiento del trabajo realizado.
La primera propuesta de ampliación y continuación de este trabajo está
relacionada con la arquitectura del sistema. Si bien el diseño planteado en
este trabajo satisface las necesidades y soluciona los problemas identifica-
dos al inicio de esta investigación, sería interesante estudiar si la aplicación
del concepto de agentes inteligentes contribuye a la optimización de la ar-
quitectura planteada. Dada la condición modular del sistema, la aplicación
de un sistema multi-agente o incluso de una organización virtual de agentes
podrían suponer una mejora en la propuesta.
Las fortalezas técnicas que supone la arquitectura propuesta favorecen
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la coexistencia de procesos de análisis heterogéneos en el sistema. Por este
motivo, otra de las líneas futuras de investigación que proponemos es el
diseño de nuevos marcos de trabajo para el análisis de contenido multimedia.
Esto engloba, por una parte, la opción de seleccionar como punto de partida
conjuntos de datos en otros formatos, como puede ser la información textual
contenida en los comentarios de una publicación de una red social con su
correspondiente procesamiento de lenguaje natural y análisis de sentimiento.
Por otra parte, el diseño de nuevos procesos de análisis involucra la necesidad
de definir un objetivo relacionado con la transformación de los datos y de
la creación de información de valor para el usuario. En este sentido, de la
misma forma que los dos frameworks diseñados en este trabajo conjugan
diversas competencias de la informática con el conocimiento de la teoría
musical, hay que considerar que los estudios propuestos podrían implicar
el estudio de nuevas disciplinas o áreas del conocimiento o la colaboración
multidisciplinar de expertos en dos o más áreas del conocimiento.
La traducción de descriptores de imagen a información musical para dar
lugar a una composición musical descriptiva se realiza, en este caso, me-
diante el análisis de un fragmento de la película Fantasia de Disney. Como
consecuencia, el vínculo entre contenido gráfico y contenido auditivo está
supeditado al criterio establecido por los animadores de Disney. ¿Qué su-
cedería si en lugar de utilizar un fragmento de esta película para construir
dicha conexión se analizara otro tipo de vídeo? Por este motivo, se plantea,
a fin de contribuir al enriquecimiento de esta propuesta, la opción de utilizar
otro tipo de vídeos para extraer patrones de relación imagen-sonido, como









Conceptos de la teoría musical
Without music, life would be a mistake.
Friedrich Wilhelm Nietzsche
Resumen: Este apéndice recoge la descripción de una serie de con-
ceptos musicales cuya comprensión es necesaria para el correcto y com-
pleto entendimiento de la presente tesis doctoral.
El elemento básico de la música es el sonido. Se trata de un fenómeno
vibratorio que se transmite en forma de ondas a través de un medio elástico.
Estas vibraciones se transmiten haciendo oscilar la presión del aire hasta
llegar a nuestro cerebro. Hay dos características de estas ondas que son es-
pecialmente relevantes desde el punto de vista musical: la frecuencia y la
amplitud.
En primer lugar, la frecuencia de una onda simple expresa el número de
repeticiones de un evento periódico que se producen por unidad de tiempo.
En el caso del sonido, la frecuencia representa el número de vibraciones del
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medio que transmite el sonido en un segundo. Esta característica da lugar
al tono del sonido de manera que las frecuencias altas dan lugar a sonidos
agudos y las frecuencias bajas, a sonidos graves. La inmensa mayoría de los
sonidos que se producen en la naturaleza dan lugar a ondas complejas. Sin
embargo, estas se pueden descomponer fácilmente en ondas simples con ayu-
da de la Transformada de Fourier [20]. La frecuencia más baja de las ondas
simples obtenidas de esta transformación se denomina frecuencia fundamen-
tal, y se corresponde con el tono o nota musical que nuestro oído percibe al
escuchar un sonido.
Por otra parte, la amplitud de la onda es una medida de la variación
máxima de una propiedad que varía periódicamente en el tiempo. En el caso
de las ondas sonoras, la amplitud representa la intensidad o volumen del
sonido. Así, las ondas con mayor amplitud darán lugar a sonidos más intensos
y las ondas con menor amplitud representan sonidos con un volumen bajo.
Tras un acercamiento a la explicación física del elemento básico de la
música, se van a introducir algunos conceptos básicos de la teoría musical.
Todos los conceptos que se presentan en este trabajo se enmarcan en el
contexto de la música occidental. La Sección A.1 presenta información sobre
las notas musicales. La Sección A.2 detalla algunos aspectos relevantes en la
concatenación de notas musicales y la Sección A.3 describe el marco armónico
en el que se desarrollan las obras musicales. En las Secciones A.4 y A.5 se
recoge información sobre la interpretación musical y la notación o grafía de
la misma respectivamente.
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A.1. Distancia entre notas musicales
Las notas musicales se corresponden con las diferentes frecuencias del
sonido, y son Do, Re, Mi, Fa, Sol, La y Si según el sistema de notación latino
o C, R, E, F, G, A y B según el sistema de notación anglosajón.
La distancia, en frecuencia, entre dos notas musicales se denomina in-
tervalo. En la música occidental, el intervalo más pequeño entre dos notas
se denomina semitono, y dos semitonos equivalen a un tono. Para poder
obtener estos intervalos es necesario alterar las notas musicales mediante la
utilización de los signos ] y [. El signo ] permite alterar una nota musical
para obtener el sonido correspondiente a un semitono más agudo, y el signo [
rebaja en un semitono la nota. Adicionalmente, existe otro signo denominado
becuadro (\) que permite deshacer los efectos de los dos anteriores.
Como consecuencia, se obtienen 12 sonidos diferentes que se corresponden
con las 12 notas musicales. La Figura A.1 muestra la posición de cada una de
las notas sobre las teclas del piano. Las teclas blancas representan las notas
naturales, y las teclas negras representan las notas alteradas (con ] o [).











Figura A.1: Notas musicales sobre las teclas de un piano
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La Figura A.1 muestra que distancia entre dos teclas consecutivas de un
piano es de un semitono. La distancia entre dos teclas blancas siempre es de
un tono (dos semitonos) salvo en los intervalos Mi-Fa y Si-Do, ya que, al no
haber teclas negras entre ellas, la distancia es de un semitono. Esto define
los intervalos que existen entre dos notas musicales consecutivas.
Hay otro aspecto que llama la atención en la imagen, y es que las teclas
negras, correspondientes a las notas alteradas, reciben dos nombres diferen-
tes. Este fenómeno se denomina enarmonía, y conlleva que un mismo sonido
pueda tener más de un nombre. Ejemplo de ello es la nota La] o Si[, cu-
yo sonido se corresponde con el de la última tecla negra que aparece en la
imagen.
Para medir la distancia entre dos notas, consecutivas o no, los intervalos
pueden medirse en tonos y semitonos o haciendo alusión al grado, que es
el número de notas que separan dos sonidos concretos. En este recuento, la
nota de inicio y la nota de fin también deben tenerse en cuenta. Así, con el
primer sistema para medir intervalos, la distancia entre las notas Do y Mi[
es de un tono y un semitono. Con la segunda notación, el intervalo sería una
tercera.
Sin embargo, para poder diferenciar el intervalo Do-Mi[ de Do-Mi (que
también es una tercera) es necesario especificar además de qué tipo de inter-
valo se trata: mayor, menor, justo, aumentado o disminuido. Este adjetivo se
añade en función de los semitonos que separen a ambas notas. Así, la Tabla
A.1 muestra los diferentes tipos de intervalo para cada grado en función de
los semitonos que separan a las dos notas. Como se puede observar en la ta-
bla, el intervalo Do-Mi[ es una tercera menor (3m), mientras que el intervalo
Do-Mi es una tercera mayor (3M).




















Tabla A.1: Relación entre el número de tonos y semitonos y el tipo de inter-
valo para cada grado
El intervalo entre dos notas con el mismo nombre es una octava. La
diferencia entre ambas notas es la frecuencia, siendo la frecuencia de la más
grave la mitad de la más aguda. Así, el intervalo Do-Do’ correspondiente a la
primera y la última tecla blanca del piano de la Figura A.1 sería una octava
donde la nota situada más a la izquierda es más grave y le corresponde una
frecuencia equivalente a la mitad de la frecuencia de la nota Do’.
146 Apéndice A. Conceptos de la teoría musical
Así, los intervalos pueden ser simples o compuestos dependiendo de si
la distancia que separa a las dos notas es menor o mayor a una octava.
Para la obtención del tipo de estos intervalos se analiza su intervalo simple
correspondiente; es decir, el intervalo entre una nota Do y una nota Mi[ de
la octava siguiente sería una décima menor porque el número de notas que
existen entre ellas son 10 y la tercera correspondiente al intervalo simple
(Do-Mi[) es un intervalo menor.
A.2. Sucesión de notas musicales
La ordenación de las notas con una distancia concreta y predefinida da
lugar a una escala. Las escalas reciben el nombre de su nota inicial, y el orden
de las notas, atendiendo a la frecuencia, puede ser ascendente o descendente.
Existe un tipo de escala, denominada cromática, que está formada por un
conjunto de 12 notas a distancia de semitono. Es decir, esta escala estaría
formada por las notas Do, Do], Re, Re], Mi, Fa, Fa], Sol, Sol], La, La] y Si.
Existe también un tipo de escala denominada diatónica, formado por un
conjunto de 7 notas a distancia de intervalos de segunda. Estas escalas se
pueden clasificar como mayores o menores en función del orden en el que estén
dispuestos los intervalos (segundas mayores o menores). Por lo general, las
escalas mayores tienen una sonoridad que se relaciona con un sentimiento de
alegría, mientras que las escalas menores despiertan sentimientos de tristeza.
Las escalas diatónicas mayores y menores son la base del sistema tonal,
que se considera el eje de la música culta occidental de los siglos XVII-XX.
En este sistema musical, cada posición en una escala diatónica se denomina
grado, y se representa con números romanos. Cada grado de una escala tiene
asignada una función musical que hace referencia a la tensión que provoca al
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escucharla. Se pueden diferenciar cuatro tipos principales de funciones en la
escala: la tónica (T), que es el sonido principal y más estable en la escala; la
mediante o modal (M), que como su propio nombre indica es la que establece
el modo de la escala (mayor o menor); la dominante, que presenta un alto
grado de inestabilidad musical; la sensible, que es el sonido que presenta más
inestabilidad y atracción hacia la tónica. Los grados II, IV y VI toman su
nombre de estas cuatro funciones añadiendo además el prefijo sub (Sb-) o
súper (S-) según se encuentren por debajo o por encima de dicha función. La
Tabla A.2 muestra las funciones de los grados para la escala de Do Mayor.
Do Mayor
Nota Do Re Mi Fa Sol La Si
Grado I II III IV V VI VII
Función T S-T M Sb-D D S-D S
Tabla A.2: Grados y funciones de la escala de Do Mayor
Otra de las características del sonido es su duración. En una composición
musical, las notas tienen una duración concreta y finita cuya medida básica
es un pulso. La sucesión de las duraciones de las notas que conforman una
composición musical da lugar al ritmo. Adicionalmente, el silencio es una
parte indispensable de la música, y aunque no tiene una frecuencia ni una
amplitud específica asociada, sí tiene una duración concreta. La Figura A.2
muestra los pulsos de duración de las figuras musicales básicas para sonidos
(arriba) y silencios (abajo).
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4 pulsos 2 pulsos 1 pulso 1/2 pulso 1/4 pulso
Figura A.2: Pulsos de duración de las figuras musicales y silencios básicos
La concatenación de notas sin un orden concreto y con un ritmo definido
se percibe como una entidad musical y se denomina melodía. Las melodías
tienen un sentido propio y se enmarcan en el contexto musical de una o
varias escalas particulares. Su característica más relevante es que es una
secuencia lineal de sonidos, es decir, que no suena más de una nota de manera
simultánea.
A.3. Contexto armónico de la música
Cuando dos sonidos se reproducen de forma consecutiva se obtiene un
intervalo melódico. En cambio, si las dos notas suenan simultáneamente,
entonces el intervalo es armónico. Por otra parte, un acorde es un conjunto
de tres o más sonidos que suenan en paralelo. El acorde básico recibe el
nombre de tríada, y está compuesto por tres notas separadas entre sí por
intervalos de tercera.
En relación con estos conceptos es necesario hablar de un componente
musical esencial denominado armonía. La armonía es la técnica que estudia la
creación de un acorde y la concatenación de los mismos con base en una serie
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de principios musicales. A diferencia de la melodía, que es una concatenación
lineal o secuencial de sonidos, la armonía entiende la música de manera
vertical, haciendo que dos o más notas puedan sonar simultáneamente.
El contexto musical de una composición viene determinado por su tona-
lidad, que es la comprensión de la escala desde un punto de vista armónico.
Atendiendo a este aspecto, sobre cada grado de la escala se puede crear un
acorde tríada que tendrá una sonoridad característica. Por este motivo, a
cada grado de la escala se le asigna una función tonal relacionada con la
atracción o fuerza de su sonoridad, que puede ser tónica (T), dominante
(D) o subdominante (S). La tónica está relacionada con la estabilidad de la
tonalidad, la dominante crea una sensación de inestabilidad y tensión, y la
subdominante crea sensación de movimiento, a pesar de tener una sonoridad
estable. La Tabla A.3 muestra las funciones tonales de la tonalidad de Do
Mayor.
Do Mayor
Nota Do Re Mi Fa Sol La Si
Grado I II III IV V VI VII
Función T S T S D T D
Tabla A.3: Funciones tonales de los grados en la tonalidad de Do Mayor
A pesar de que, generalmente, el contexto musical de las composiciones
está enmarcado en una tonalidad concreta, existe la posibilidad de que se pro-
duzca un cambio de tonalidad. Este cambio se denomina modulación y suele
tener un carácter temporal. Los cambios de contexto musical (tonalidad)
de una pieza habitualmente son breves y provisionales; las composiciones
acostumbran a terminar en la misma tonalidad en la que empiezan.
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Al reproducirse dos o más notas de manera paralela, la persona que
escucha puede experimentar sensaciones agradables o sensaciones de tensión.
Así, surgen los conceptos de consonancia y disonancia, que hacen referencia
a la estabilidad o la tensión respectivamente que experimenta una persona al
percibir dos o más sonidos de manera simultánea. Muchas personas califican
la consonancia como una nube de sonidos que resulta agradable y placentera,
y la disonancia como una amalgama de sonidos que generan una sensación
desagradable de tensión.
A.4. Interpretación musical
Uno de los componentes más importantes en la música es la interpre-
tación, que consiste en la ejecución de una obra musical aplicando los co-
nocimientos para la lectura de partituras, el dominio del instrumento y la
expresión. En este último aspecto es donde recae toda la carga emotiva y
sentimental de la música. La interpretación es el factor de la música que la
aleja de la ciencia, puesto que la música no es simplemente la aplicación de
una serie de técnicas y teorías, sino que tiene un componente emocional. Esto
hace que dos personas tocando una única partitura realicen interpretaciones
completamente distintas. Aunque gran parte de esta expresión depende del
intérprete, hay ciertos aspectos como la dinámica y la agógica que facilitan
la consecución de una buena interpretación.
La dinámica musical hace referencia a la graduación de intensidad de
los sonidos. Para poder expresar diferentes niveles de intensidad se utilizan
los denominados matices. Aunque esta cualidad del sonido varía en función
del instrumento, del estilo e incluso del contexto musical, se establecen una
serie de niveles para facilitar que el intérprete pueda reproducir la obra tal
y como el compositor la pensó. De mayor a menor nivel de intensidad, los
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símbolos y términos en italiano utilizados en las partituras son f (forte), mf
(mezzo-forte), mp (mezzo-piano) y p (piano). Estos símbolos indican que
el pasaje debe tocarse fuerte, moderadamente fuerte, moderadamente suave
o suave.
Para indicar que la intensidad del sonido debe crecer a lo largo de un
pasaje se puede utilizar el ángulo < o la palabra crescendo (cresc.). De igual
manera, la reducción de intensidad puede indicarse mediante el signo > o las
palabras decrescendo (decresc.) y diminuendo (dim.).
El tempo de una obra es la velocidad con la que debe ejecutarse una pieza
musical. Aunque el tempo permite establecer una velocidad para la sucesión
de pulsos de una obra, existen recursos complementarios que conceden ciertas
licencias y permiten su variación o modificación en momentos puntuales.
Estos recursos, que en conjunto se engloban dentro de la agógica musical,
facilitan la transmisión de sentimientos por parte del intérprete. Así, los
términos ritardando (rit.) y accelerando (accel.) permiten reducir o aumentar
la velocidad gradualmente en un pasaje concreto. El uso de estas licencias por
parte del propio compositor le dan al intérprete un margen de interpretación,
pero a la vez le guían para que la obra sea más expresiva y se interprete tal
y como él la pensó al escribirla.
A.5. Notación musical
Para poder escribir composiciones musicales se hace uso de los pentagra-
mas, que son un conjunto de cinco líneas paralelas y equidistantes en las que
se pueden colocar las figuras musicales. Para establecer el registro musical se
utilizan las claves. Con estos signos se indica la referencia de una nota concre-
ta, a partir de la cual se pueden representar el resto de sonidos en diferentes
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alturas ocupando líneas y espacios. La clave de sol, por ejemplo, establece
que la nota situada en la segunda línea del pentagrama comenzando desde
la parte inferior se corresponde con la nota Sol. Las notas se disponen en el
pentagrama de manera que las que están en las líneas y espacios inferiores
representan sonidos más graves que las que están en las líneas y espacios
superiores. Cuando el pentagrama no permite representar un sonido agudo
o grave se pueden utilizar las denominadas líneas adicionales, que permiten
ampliar el registro de sonidos que se representan con una clave.
Para poder representar correctamente el componente rítmico de la com-
posición es necesario utilizar una serie de elementos adicionales en la par-
titura. En primer lugar, se establece el compás, que es la entidad métrica
que determina la disposición de los pulsos fuertes y débiles de la música.
Los compases se representan y diferencian mediante una línea vertical en la
partitura. También se establece el tempo, que permite identificar la rapidez
de los pulsos, y con ello la rapidez de interpretación de la obra musical. Para
representar la duración de cada sonido se utilizan las figuras musicales de la
Figura A.2.
La tonalidad de la composición se representa al inicio de la partitura, tras
la clave. En ella se especifican las alteraciones (] o [) necesarias para la to-
nalidad principal. El conjunto de alteraciones de una tonalidad se denomina
armadura. De manera adicional, si en algún momento es necesrio alterar una
nota concreta, se pueden utilizar estas alteraciones junto con el becuadro (\)
de manera individual delante de la nota que se quiera alterar.
En la Figura A.3 se puede observar una breve partitura donde se repre-
senta la escala de La Mayor. En ella se pueden distinguir elementos como el
pentagrama, la armadura (conjunto de los tres signos ]), el compás y la línea
divisoria, la línea adicional necesaria para representar la nota La más aguda
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y el tempo, Adagio.
Tesis
Test
       Adagio
Figura A.3: Ejemplo de partitura musical simple
Para poder representar la simultaneidad de varios sonidos, las figuras
se disponen verticalmente en el pentagrama. Adicionalmente, en ocasiones
se realizan composiciones orquestales o escritas para ser interpretadas por
instrumentos que pueden reproducir más de un sonido a la vez como el piano,
el acordeón, el arpa o el violín. En estos casos se puede hacer necesaria la
utilización de dos o más pentagramas, donde cada uno tendrá una clave en




Encuestas realizadas durante la
investigación
Music is an experience, not a science.
Ennio Morricone
Resumen: En este apéndice se expone toda la información de las
encuestas realizadas a usuarios durante la ejecución de los casos de
estudio del trabajo. Estos test de usuario se han utilizado como he-
rramientas para la obtención de resultados en los diferentes estudios
realizados para validar el sistema. Concretamente, en esta investiga-
ción se han realizado tres pruebas con usuarios, dos encuestas para
medir la satisfacción del usuario con los resultados de la propuesta y
un test de Turing.
156 Apéndice B. Encuestas realizadas durante la investigación
B.1. Introducción
La hipótesis de este trabajo plantea que los datos que se intercambian en
las interacciones entre usuarios de sistemas como las redes sociales pueden ser
analizados y utilizados para generar otro tipo de información de valor. Tras
un profundo análisis de la literatura existente, se propone una arquitectura
que da respuesta al problema planteado y se realizan dos casos de estudio
que permiten utilizar contenido multimedia como vídeos o ilustraciones pa-
ra componer música descriptiva de manera automática. La composición de
música es un proceso creativo que obtiene como resultado una invención ar-
tística. Este proceso, localizado en la intersección de la IA y la música, se
enmarca dentro de un área denominada creatividad computacional.
Para poder realizar una evaluación completa de la calidad del contenido
artístico creado mediante el sistema propuesto es necesario analizar varios
factores. En primer lugar, desde un punto de vista técnico y basado en la
estadística, se deben considerar los resultados obtenidos por los algoritmos
para comprobar la adecuación y la efectividad del método propuesto. Por
otra parte, la aceptación y satisfacción de los usuarios con el sistema y espe-
cialmente con los resultados obtenidos son elementos a tener en cuenta, ya
que tienen una relevancia especial en este tipo de trabajos. Finalmente, es
interesante estudiar si el sistema manifiesta un comportamiento inteligente
y desempeña su tarea de una forma similar a como lo haría un ser humano.
Como consecuencia, a lo largo del proceso de investigación se han lle-
vado a cabo tres encuestas con usuarios: la primera tiene como objetivo la
medición de la calidad de la relación establecida para la traducción entre ele-
mentos visuales (color y forma) y elementos musicales (sonido); la segunda
incluye un test de Turing [36] para determinar si el sistema ha alcanzado el
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objetivo de simular inteligencia durante el proceso de composición musical;
la tercera evalúa la calidad descriptiva de la música compuesta en relación
con las ilustraciones que el sistema utiliza como punto de partida. Todos los
formularios se han diseñado en la plataforma Jotform1 y se han difundido
por medio del correo electrónico a listas de usuarios que encajaban con target
de este trabajo.
Todos los formularios realizados en esta investigación tienen un carácter
anónimo y una estructura común; existe una diferenciación de tres partes
principales, accesibles en diferentes páginas:
Presentación: Se pone en contexto al usuario, explicando brevemente
el proceso de composición automática con el que se han generado las
composiciones que se van a evaluar y el objetivo que se persigue con
la realización del cuestionario. Adicionalmente, se presenta una expli-
cación sencilla de la información que se va a encontrar en las páginas
posteriores y se dan unas instrucciones básicas para que el usuario no
tenga dudas a la hora de realizar la encuesta. Finalmente, se incluye
un texto a modo de declaración de consentimiento para garantizar que
el sujeto participa de forma voluntaria y que permite que los datos se
utilicen de manera anónima en la investigación.
Evaluación: Se presenta la información propia de cada formulario y
el método de puntuación o valoración más adecuado en cada caso.
Agradecimiento: Se realizan algunas preguntas adicionales para te-
ner información del tipo de usuario que contesta a las preguntas y se
da la opción de añadir, de manera voluntaria, un comentario para en-
riquecer los resultados de la encuesta o proponer mejoras de cara a
futuros trabajos. Finalmente se agradece al usuario el tiempo que ha
1https://eu.jotform.com/
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dedicado a realizar la encuesta y se deja un correo de contacto para
cualquier duda o problema que haya podido surgir durante el proceso
de evaluación.
En la Sección B.2 se describe el test de escucha realizado con el objetivo
de evaluar la calidad de la relación entre imagen y sonido en el primer caso de
estudio aplicado en este trabajo. La Sección B.3 recoge toda la información
relativa al test de Turing realizado para evaluar la habilidad compositiva del
framework para la composición armónica a partir de ilustraciones digitales.
Por último, la Sección B.4 describe todos los detalles del test de usuario
realizado para medir la calidad descriptiva de las armonías compuestas en el
segundo caso de estudio.
B.2. Encuesta para evaluar la relación entre imagen
y sonido
En esta sección se describe la encuesta llevada a cabo en el caso de estudio
detallado en la Sección 4.1 de este trabajo. El objetivo de este experimento es
realizar una composición musical descriptiva a partir de un vídeo. La película
Fantasia de Disney [134] se utiliza como criterio para relacionar y traducir
los elementos visuales y el sonido. La extracción de descriptores de imagen se
realiza de dos maneras en este estudio: en primer lugar, mediante el algoritmo
SIFT [80]; en segundo, mediante la aplicación del TL a las CNNs [103].
Una vez obtenidas las características visuales y auditivas del vídeo inicial se
obtienen dos modelos (uno para cada método de extracción de los metadatos
de la imagen). Finalizada la etapa de entrenamiento del experimento, la
etapa de test consiste en la extracción de características visuales de un nuevo
vídeo y la aplicación de los modelos previamente generados para obtener una
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secuencia de sonidos.
El vídeo sobre el que se realiza la evaluación de los modelos en este estudio
es la pieza de The Firebird de la película Fantasia 2000 de Disney [133]. El
vídeo se divide en cinco fragmentos, y para cada uno de ellos se elimina el
audio original y se obtienen melodías con los dos modelos generados en la
etapa de entrenamiento. En la encuesta que se describe en esta sección se
muestran los cinco fragmentos de vídeo con las melodías compuestas por
cada uno de los modelos (en total se componen 10 melodías, 2 para cada
fragmento). El usuario debe evaluar de 1 (muy mala) a 10 (muy buena)
la calidad descriptiva de la composición musical. De esta manera, el test
tiene un doble objetivo: por una parte, evaluar la aceptación de la relación
entre imagen y sonido; por otra, la calidad descriptiva de las composiciones
musicales para cada uno de los dos métodos de extracción de características
aplicados.
En la Sección B.2.1 se detalla el diseño de la encuesta, y la Sección B.2.2
desglosa las respuestas de los usuarios y ofrece un resumen estadístico de las
mismas.
B.2.1. Diseño de la encuesta
El formulario está dividido en cuatro páginas. En la primera de ellas
se realiza la presentación de la encuesta, en las dos siguientes se realiza la
evaluación, y en la página final se agradece al usuario el tiempo dedicado a
esta tarea. Para la evaluación, en este caso, se cuenta con 10 fragmentos de
vídeo acompañados de sus respectivas melodías descriptivas compuestas por
el sistema. Estos fragmentos aparecen divididos en dos páginas para reducir
la carga cognitiva del usuario (5 en una página y otros 5 en la siguiente).
Cada composición debe ser evaluada en una escala del 1 al 10 para indicar
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la correspondencia entre los elementos visuales del vídeo (color, forma, dis-
posición de los elementos, etc.) y el sonido. A continuación se presenta la
información disponible en la encuesta:
Evaluación de la calidad descriptiva de la música
El propósito de este formulario es evaluar la calidad descripti-
va de la música. No hay respuestas correctas o incorrectas ni
se pretende evaluar la calidad de la música como tal, sino có-
mo los sonidos describen a la imagen que acompañan. Para el
proceso de composición se ha considerado un fragmento de la
película Fantasía de Disney. Se han utilizado dos técnicas de
la IA para la extracción de un patrón de relación entre las ca-
racterísticas de la imagen y el sonido en este vídeo preliminar.
Posteriormente, los patrones obtenidos por cada una de estas
dos técnicas se han aplicado sobre las imágenes de un nuevo
fragmento de vídeo de Fantasía 2000 de Disney donde el audio
original no se ha tenido en cuenta. De esta manera, se han
obtenido dos composiciones musicales que describen el vídeo.
El objetivo del formulario es valorar la calidad descriptiva de
cada una de estas dos composiciones.
En este experimento se presentan algunos fragmentos de los
resultados obtenidos por dos sistemas inteligentes que compo-
nen música descriptiva a partir de un vídeo de forma automá-
tica. Por favor, reproduzca los fragmentos de vídeo y evalúe de
1 a 10 la calidad descriptiva de la música; es decir, cómo los
sonidos describen a la imagen que acompañan y cómo cambian
con los cambios de color, forma, disposición de elementos, etc.
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Este experimento no llevará más de 10 minutos. Por favor, lea
con atención las siguientes instrucciones antes de comenzar:
1. Reproduzca los vídeos, escuche las composiciones y evalúe
la calidad descriptiva de las mismas.
2. Por favor, realice el test en un ambiente tranquilo y use
cascos para escuchar mejor los sonidos.
3. Puede reproducir los vídeos tantas veces como sea necesa-
rio.
¡Gracias por su tiempo!
Puede decidir no participar en este estudio y, si comienza la
participación, puede decidir detenerse y retirarse en cualquier
momento. Puede salir de la encuesta cerrando la ventana del
navegador donde está visualizando la encuesta. Su decisión
será respetada y no dará lugar a la pérdida de los beneficios
a los que de otra manera tiene derecho. No se recopilará in-
formación de identificación en esta encuesta. Al hacer clic en
SIGUIENTE, usted otorga permiso para su participación. Al
completar este cuestionario, usted acepta que los datos se uti-
lizarán de forma anónima para los fines de este experimento.
Por favor, reproduzca los fragmentos del vídeo y evalúe la cali-
dad descriptiva de la música en cada caso. La calidad descrip-
tiva hace referencia a cómo los sonidos describen las caracte-
rísticas de la imagen a la que acompañan y cómo cambian con
el color, la forma, la disposición de los elementos, etc.
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Preguntas finales




¿Cuál es su formación musical?
• Músico profesional o musicólogo
• Amateur (sé tocar un instrumento, soy miembro de
un coro...)
• No tengo formación musical
Inserte un comentario (OPCIONAL)
¡Muchas gracias por su tiempo!
Si quiere saber más acerca de este proyecto: luciamg@usal.es
La encuesta se ha realizado con la aplicación Jotforms y está disponible
en la web2. La Figura B.1 muestra un ejemplo de evaluación de uno de los
fragmentos; en ella se puede apreciar una captura del vídeo para el que la
máquina ha realizado una composición y un ítem con una escala del 1 al 10
de opción única.
2https://form.jotformeu.com/80381752910354
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Figura B.1: Imagen de ejemplo de la encuesta para evaluar la relación entre
imagen y sonido
B.2.2. Respuestas de los usuarios a la encuesta
La relación entre imagen y sonido para los fragmentos compuestos por
las dos variantes de la propuesta se ha evaluado por un total de 47 usuarios.
En la Tabla B.1 se muestran, por filas, las evaluaciones de cada usuario, y
por columnas, la información de los fragmentos de cada variante (extracción
de metadatos de la imagen mediante los métodos M1 o M2 definidos en el
Capítulo 4). Las dos últimas columnas de esta tabla indican el modo de
reproducción de los vídeos (1-cascos, 2-auriculares, 3-altavoces) y la forma-
ción musical de cada uno de los usuarios que realizan la encuesta (1-Músico
profesional, 2-Amateur, 3-Sin formación). La Tabla B.2 resume toda esta
información con una serie de métricas estadísticas como son los valores má-
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ximo, mínimo, medio, central (mediana) y el rango intercuartílico de cada
uno de los fragmentos. Además, en esta tabla se muestran los valores medio,
central y el rango intercuartílico para las evaluaciones de cada uno de los
modelos utilizados para la composición.
M1 M2 AUDIO FORMACIÓN
1 2 3 4 5 1 2 3 4 5
U1 7 9 8 5 7 6 8 6 6 7 3 1
U2 6 7 5 4 4 5 6 5 6 7 3 3
U3 8 6 7 4 8 7 9 9 6 9 1 3
U4 6 6 6 8 8 7 7 7 8 8 1 3
U5 10 8 8 8 10 10 9 8 9 9 1 3
U6 2 4 6 9 5 5 7 6 9 7 2 2
U7 3 2 4 1 4 6 4 3 2 3 2 2
U8 7 6 4 3 5 8 6 4 5 6 3 3
U9 4 3 3 1 4 5 4 3 3 3 2 3
U10 6 2 2 2 2 2 2 2 2 2 3 2
U11 7 7 8 5 6 7 6 5 5 8 1 3
U12 3 2 1 1 4 5 5 3 3 6 2 2
U13 5 4 5 5 10 4 6 7 5 10 1 3
U14 5 2 5 1 4 4 3 2 4 4 1 2
U15 5 7 3 2 7 5 7 3 2 6 2 2
U16 7 6 8 3 5 8 8 9 6 8 3 3
U17 7 8 5 5 6 5 5 7 5 7 2 3
U18 8 4 6 2 4 8 7 7 4 4 3 2
U19 3 4 6 3 6 5 5 5 5 5 3 2
U20 3 4 4 3 5 3 4 4 4 5 2 1
U21 5 2 2 4 6 5 3 3 5 6 3 1
U22 8 3 5 4 7 8 8 7 9 7 1 3
U23 9 7 7 5 3 9 8 5 3 4 3 3
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M1 M2 AUDIO FORMACIÓN
1 2 3 4 5 1 2 3 4 5
U24 2 3 2 2 5 4 5 5 4 6 1 3
U25 7 3 5 3 4 4 5 8 7 6 2 2
U26 7 6 7 4 5 7 7 6 7 7 2 3
U27 7 5 5 7 5 5 5 7 6 8 2 3
U28 8 7 7 8 7 8 7 7 8 7 3 2
U29 6 2 1 1 1 2 1 3 1 1 1 3
U30 8 7 7 5 8 8 7 7 7 8 2 3
U31 7 9 8 6 8 7 7 7 8 8 1 2
U32 8 7 4 5 4 7 8 4 5 4 2 1
U33 7 6 5 5 8 9 6 7 4 6 1 3
U34 7 6 4 2 5 8 6 4 4 4 2 2
U35 10 6 8 7 8 9 9 7 6 7 2 3
U36 9 8 8 9 9 9 9 7 8 7 1 3
U37 8 5 7 5 6 7 7 8 5 6 2 3
U38 9 6 8 8 10 10 7 8 8 8 2 3
U39 8 8 8 9 7 7 8 9 6 4 3 3
U40 4 4 6 4 6 7 5 8 4 4 2 2
U41 6 5 6 5 7 7 6 6 7 6 1 3
U42 4 7 8 4 8 7 8 9 7 8 3 3
U43 6 4 5 5 7 7 4 6 6 5 3 3
U44 4 4 5 5 7 4 3 3 3 7 1 3
U45 8 4 6 2 8 8 9 6 6 7 1 2
U46 9 7 8 7 9 8 8 7 9 9 1 3
U47 5 6 7 5 6 5 4 8 8 7 2 2
Tabla B.1: Respuestas del test de escucha aplicado al primer caso de estudio
166 Apéndice B. Encuestas realizadas durante la investigación
M1 M2
1 2 3 4 5 1 2 3 4 5
Máximo 10 9 8 9 10 10 9 9 9 10
Mínimo 2 2 1 1 1 2 1 2 1 1
Media 6.3 5.3 5.6 4.5 6.1 6.4 6.1 5.9 5.3 6.2
Mediana 7 6 6 5 6 7 6 6 6 7
RI 3 3 2.5 2 3 3 3 3 3 2.5
Media global 5.6 6
Mediana global 6 6
RI global 3 3
Tabla B.2: Resumen estadístico de las respuestas del test de escucha aplicado
al primer caso de estudio
De manera adicional, algunos de los usuarios que realizaron la encuesta
decidieron, de manera voluntaria, dejar un comentario al respecto. Estos
comentarios se reproducen a continuación de manera textual, indicando la
formación musical de la persona que los hizo y el modo de reproducción de
audio que utilizó:
Se repite un montón la nota Re. Todas las canciones empiezan por
esa nota, indiferentemente de los colores o dinámica del vídeo. Las dos
primeras muy bien conseguidas, pero las que reflejan mas dinamismo,
la música apenas acompaña a ese dinamismo. Pero muy chulo aún así
(Músico profesional o musicólogo / Auriculares)
Me ha costado elegir una puntuación, en el caso de tenerlo que repetir
no tengo claro si escogería la misma opción (Sin formación musical
/ Auriculares)
Durante la realización de la prueba puede interpretar la melodía acorde
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a la representación de la imagen, sin embargo en ocasiones algunas
notas comparten demasiado tiempo distintos momentos de la imagen
lo que me lleva a pensar si existe la posibilidad de aumentar más el
número de notas musicales (Sin formación musical / Cascos)
Muy interesante el estudio. El último vídeo de la primera página me
parece que es espectacular cómo se adapta la música a los cambios de
color. Gran trabajo y encantada de colaborar! (Sin formación musi-
cal / Auriculares)
Me ha parecido muy interesante. Enhorabuena por el trabajo y mucha
suerte (Sin formación musical / Auriculares)
Hay fragamentos del audio, especialmente en las 5 primeras muestras,
donde mantiene demasiado la nota y en la escena sí hay cambios (Sin
formación musical / Cascos)
B.3. Test de Turing para evaluar la habilidad com-
positiva del sistema
En segundo caso de estudio que se lleva a cabo en este trabajo y que
se detalla en la Sección 4.2, se lleva a cabo una creación musical descriptiva
basada en la información visual de un dibujo. Para poder medir la capacidad
inteligente de un sistema, Alan Turing propuso un tipo de test en el que los
usuarios debían diferenciar si una tarea es realizada por una persona o por
una máquina. Por ello, el test que se describe en esta sección tiene como
objetivo evaluar la habilidad de la máquina para exhibir un comportamien-
to inteligente similar al de un humano. Concretamente, el comportamiento
que se evalúa es la composición automática, teniendo en cuenta que en esta
composición se incluyen aspectos musicales como la armonía, la duración de
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las notas, la dinámica y la agógica. Para ello, se presentan 20 fragmentos
musicales de entre 10 y 20 segundos de duración. La mitad de ellos esta-
rán creados por un compositor humano (son fragmentos utilizados para el
entrenamiento de la red neuronal) y la otra mitad los habrá compuesto la
máquina. El orden será aleatorio para dificultar un poco más la tarea de
distinción del usuario. El usuario debe valorar si cada uno de ellos está crea-
do por un compositor profesional o por el sistema, y evaluar del 1 al 10 la
calidad musical (armonía e interpretación) de las piezas.
En la Sección B.3.2 se muestra la información del formulario diseñado y
la Sección B.3.2 recoge la información de las respuestas de los usuarios.
B.3.1. Diseño del test
El formulario se divide en cuatro páginas. La primera de ellas incluye una
presentación del trabajo y le ofrece al usuario unas pautas para realizar la
encuesta correctamente. Las dos siguientes páginas contienen 20 fragmentos
musicales, 10 de los cuales están compuestos por la máquina, y el resto por
compositores profesionales. Estos fragmentos están divididos en dos páginas
(10 en cada una) para reducir la carga cognitiva del usuario, y están ordena-
dos de manera aleatoria para dificultar la tarea de distinción del compositor
real. El usuario debe discernir el tipo de compositor de cada pieza musical
y evaluar, del 1 al 10 la calidad de las mismas. Finalmente, en la última
página, se agradece el usuario el tiempo dedicado en realizar la encuesta.
Test para evaluar la calidad musical
En este test se presentan una serie de fragmentos de varias
composiciones musicales. Algunas de ellas han sido creadas
por un compositor profesional y otras se han obtenido a partir
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de un sistema inteligente. El objetivo de esta prueba es repro-
ducir un test de Turing. Este tipo de test fue propuesto por
Alan Turing para evaluar la habilidad de una máquina para ex-
hibir un comportamiento inteligente similar al de un humano.
Por favor, escuche con atención cada uno de los fragmentos
musicales e intente descubrir por quién ha sido creada (com-
positor profesional o máquina). Además, valore en una escala
del 1 al 10 la calidad musical de las piezas.
Este experimento no llevará más de 15 minutos. Por favor, lea
con atención las siguientes instrucciones antes de comenzar:
1. Reproduzca los vídeos, escuche las composiciones y contes-
te a las preguntas.
2. Por favor, realice el test en un ambiente tranquilo y use
cascos para escuchar mejor los sonidos.
3. Puede reproducir los audios tantas veces como sea necesa-
rio.
¡Gracias por su tiempo!
Puede decidir no participar en este estudio y, si comienza la
participación, puede decidir detenerse y retirarse en cualquier
momento. Puede salir de la encuesta cerrando la ventana del
navegador donde está visualizando la encuesta. Su decisión
será respetada y no dará lugar a la pérdida de los beneficios
a los que de otra manera tiene derecho. No se recopilará in-
formación de identificación en esta encuesta. Al hacer clic en
SIGUIENTE, usted otorga permiso para su participación. Al
completar este cuestionario, usted acepta que los datos se uti-
lizarán de forma anónima para los fines de este experimento.
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Evaluación
20 fragmentos musicales acompañados con un ítem de res-
puesta única para evaluar si el compositor es la máquina o un
ser humano, y un segundo ítem de evaluación con una escala
del 1 al 10 para valorar la calidad musical.
Inserte un comentario (OPCIONAL)
¡Muchas gracias por su tiempo!
Si quiere saber más acerca de este proyecto: luciamg@usal.es
El formulario, realizado con la aplicación Jotforms, está accesible en la
web3. La Figura B.2 ilustra la evaluación correspondiente al séptimo frag-
mento de la encuesta. En ella se puede reproducir una pieza musical com-
puesta por la máquina disponible en la plataforma Soundcloud4. El usuario
debe adivinar si el compositor original de dicha pieza es la máquina o un
ser humano, y evaluar en una escala del 1 (mala) al 10 (buena) la calidad
musical de la misma.
3https://form.jotform.com/200825869922363
4https://soundcloud.com/
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Figura B.2: Imagen de ejemplo del test de Turing para evaluar la habilidad
compositiva del sistema
B.3.2. Respuestas de los usuarios al test
Para realizar este test, es necesario considerar creaciones musicales de un
compositor profesional y otras de la máquina. Por este motivo, el test no se
ha podido realizar durante la utilización del sistema, ni tras la utilización
de la misma (las composiciones en ambos casos son exclusivamente de la
máquina). En este caso, 46 personas han participado en este estudio.
Aunque los fragmentos en la encuesta no aparecían en orden en función
de quién fuera su compositor, a continuación se presentan los resultados de la
encuesta haciendo diferenciación con este criterio. Así, la Tabla B.3 presenta
las respuestas de los usuarios para los fragmentos creados por el compositor
profesional, y la Tabla B.4, las respuestas para los fragmentos compuestos
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por la máquina. En ambas tablas se representan, por filas, las respuestas de
cada uno de los usuarios. Las columnas hacen referencia a cada uno de los
diez fragmentos del compositor en cuestión, diferenciando en cada caso entre
(é) el criterio del usuario para determinar si la música ha sido creada por
un compositor (C) o por una máquina (M) y () la puntuación del usuario
para evaluar la calidad musical.
1 2 3 4 5 6 7 8 9 10
é  é  é  é  é  é  é  é  é  é 
U1 M 7 C 9 C 4 M 7 C 6 M 7 M 6 C 7 C 5 C 6
U2 M 6 C 6 M 5 M 6 M 5 C 5 C 6 M 6 C 5 C 6
U3 M 2 M 3 C 5 C 7 M 4 M 5 C 6 C 6 M 4 M 5
U4 C 9 C 6 C 6 M 7 M 6 C 8 C 7 M 6 C 9 C 8
U5 C 7 M 7 M 7 C 7 C 7 C 7 C 7 C 7 C 7 C 7
U6 C 8 M 7 M 4 C 8 M 7 M 6 C 7 C 7 M 8 C 9
U7 M 5 M 6 M 5 C 5 M 5 M 5 C 6 C 5 M 5 C 6
U8 C 8 M 5 C 6 C 7 M 4 C 5 C 6 C 8 C 6 C 7
U9 C 8 M 6 M 5 C 6 C 7 M 5 C 7 M 5 C 7 M 7
U10 C 9 M 7 M 4 C 9 M 7 M 6 C 8 M 7 C 9 C 8
U11 M 8 C 6 C 9 M 8 M 5 M 5 M 6 C 7 M 6 M 5
U12 C 5 M 3 M 6 C 5 M 4 M 5 C 5 M 5 C 6 C 4
U13 C 8 M 8 M 8 M 7 M 7 M 6 C 7 M 6 C 7 M 6
U14 C 6 M 4 M 5 M 7 C 7 M 6 M 7 M 4 C 6 M 6
U15 C 8 C 7 M 5 M 8 C 6 C 6 C 6 M 5 C 7 C 8
U16 C 8 C 6 M 4 M 5 C 5 M 5 M 3 C 3 M 9 C 9
U17 C 8 M 6 C 7 M 8 M 7 M 7 C 8 C 8 M 9 C 9
U18 C 7 C 7 M 3 C 8 M 4 C 4 C 4 C 6 C 3 C 8
U19 C 7 M 6 M 6 C 7 M 7 M 5 C 8 M 6 C 8 C 6
U20 C 8 M 6 M 7 C 9 M 6 C 7 M 7 M 7 C 6 M 7
U21 M 8 C 7 M 7 C 7 M 7 M 7 C 6 C 6 C 7 C 8
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1 2 3 4 5 6 7 8 9 10
é  é  é  é  é  é  é  é  é  é 
U22 M 6 C 9 C 8 C 8 M 7 C 6 M 5 M 6 M 5 C 6
U23 M 5 M 6 C 7 C 6 C 8 M 6 C 7 C 6 M 6 M 6
U24 M 7 M 5 M 5 M 7 C 7 C 7 C 7 C 8 C 7 M 8
U25 C 8 M 8 M 7 C 10 M 9 M 6 M 8 M 7 M 8 M 8
U26 C 7 C 6 M 5 M 7 C 6 M 6 C 7 C 7 C 7 C 6
U27 C 8 M 7 M 7 C 9 C 8 C 9 C 8 M 7 C 8 C 9
U28 M 8 M 4 C 7 C 8 M 7 M 7 C 7 M 5 C 7 M 6
U29 C 6 M 5 M 6 M 6 M 5 M 4 M 5 C 6 M 4 M 4
U30 M 6 M 6 C 8 M 6 M 6 M 6 C 6 M 7 M 6 M 6
U31 M 7 M 8 C 9 M 7 M 8 M 6 C 7 M 7 M 7 M 7
U32 M 7 M 7 C 6 C 8 M 7 C 7 C 6 M 4 C 6 M 7
U33 C 9 C 8 M 6 M 7 M 7 C 8 C 8 C 8 C 7 C 8
U34 C 7 C 8 M 5 C 6 M 5 C 7 C 8 C 6 C 8 C 6
U35 C 7 M 2 M 2 M 4 C 5 C 3 M 4 M 5 C 6 C 7
U36 M 6 M 5 M 5 M 6 C 6 M 7 M 8 C 7 C 8 M 8
U37 M 8 M 8 M 5 C 8 M 6 M 6 C 8 M 7 C 8 M 6
U38 C 7 M 6 M 3 C 6 M 5 M 6 C 6 M 5 C 7 M 5
U39 C 8 M 6 M 7 M 7 M 6 M 5 M 6 M 6 M 6 M 7
U40 M 4 M 1 M 4 C 6 M 4 M 1 C 7 M 5 C 1 M 3
U41 C 9 M 7 M 7 C 9 M 6 M 6 C 7 M 7 C 8 M 7
U42 C 7 C 7 C 8 C 7 M 8 C 7 C 7 M 6 C 6 C 6
U43 M 3 M 5 M 8 M 4 C 8 C 7 M 8 C 8 C 5 M 7
U44 M 7 M 5 C 5 C 6 C 9 M 4 M 5 M 5 C 6 M 7
U45 C 8 C 9 M 7 C 9 M 8 M 8 M 7 C 8 C 9 C 9
U46 C 9 M 6 M 7 M 7 C 8 M 5 M 6 M 5 M 5 M 7
Tabla B.3: Respuestas del test de turing aplicado al segundo caso de estudio
para las composiciones del compositor
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1 2 3 4 5 6 7 8 9 10
é  é  é  é  é  é  é  é  é  é 
U1 C 8 C 6 M 7 C 7 C 6 M 7 C 8 C 7 C 5 M 6
U2 M 5 M 5 C 7 C 7 M 7 M 3 M 3 M 1 M 4 M 3
U3 M 4 C 5 C 7 C 6 C 5 M 5 C 6 C 6 M 5 M 5
U4 M 9 M 6 C 6 C 8 M 7 M 7 C 8 C 8 M 7 C 7
U5 C 7 C 7 M 7 M 7 M 7 M 7 M 7 M 7 M 7 M 7
U6 M 8 C 6 C 8 M 6 M 6 M 5 M 7 M 4 C 6 M 5
U7 M 5 M 6 C 5 C 5 C 6 C 5 C 7 M 6 C 5 C 6
U8 M 4 M 7 M 4 M 3 C 6 M 2 M 4 M 1 C 5 M 2
U9 M 6 M 6 C 7 M 6 M 7 M 3 C 5 M 5 C 7 M 5
U10 M 7 C 8 M 7 C 8 M 7 M 5 C 7 M 5 M 7 M 6
U11 C 8 M 7 M 6 M 5 C 8 C 7 C 7 C 7 C 7 C 8
U12 M 4 C 7 M 8 C 4 C 7 M 2 M 5 C 6 M 6 M 5
U13 M 6 C 8 C 9 C 7 M 7 M 6 M 6 M 7 C 6 M 7
U14 C 6 M 6 C 8 M 6 C 7 C 6 C 5 C 4 M 5 C 5
U15 C 8 C 6 M 7 M 6 C 8 M 3 M 4 M 4 M 5 M 5
U16 M 3 M 7 C 8 M 4 M 3 M 6 C 4 C 5 M 4 M 4
U17 M 9 M 9 C 8 M 8 C 9 C 10 C 9 C 9 M 8 M 8
U18 M 3 C 6 C 8 C 5 M 2 M 2 C 5 C 6 M 3 C 8
U19 M 6 C 8 C 8 M 6 C 7 C 6 M 6 C 6 M 5 M 5
U20 M 7 M 7 M 6 C 9 C 9 C 7 M 7 C 7 M 6 C 6
U21 M 7 C 9 C 8 C 7 M 6 M 4 M 7 M 6 M 8 M 4
U22 M 3 C 10 C 8 M 5 C 5 M 1 M 5 M 4 C 9 M 4
U23 C 7 M 6 C 7 C 6 C 9 C 7 C 7 C 7 M 6 C 6
U24 C 7 C 8 C 8 M 6 M 5 M 3 M 3 M 5 C 7 M 3
U25 C 8 C 9 C 10 M 9 M 7 M 7 M 6 M 7 C 8 C 7
U26 C 8 C 7 C 7 M 6 M 6 M 6 C 6 M 5 M 5 M 5
U27 M 8 C 9 M 8 M 8 M 7 M 7 M 8 M 6 C 8 M 7
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1 2 3 4 5 6 7 8 9 10
é  é  é  é  é  é  é  é  é  é 
U28 C 7 C 6 M 6 C 8 C 7 C 5 C 6 C 5 M 6 C 7
U29 C 6 C 7 M 6 M 5 C 6 M 5 M 4 C 6 M 5 M 5
U30 C 7 C 8 M 5 M 5 C 8 C 7 M 5 C 7 M 5 C 7
U31 C 8 C 7 M 8 C 7 C 8 C 8 C 8 C 8 C 7 C 8
U32 C 6 M 5 M 5 C 8 C 8 M 4 C 5 M 7 M 4 M 4
U33 M 7 C 8 C 8 C 8 C 8 M 6 M 5 M 6 C 8 M 6
U34 M 5 C 8 M 7 C 7 C 7 M 4 M 4 M 4 M 6 M 6
U35 M 5 M 3 C 5 M 5 M 4 M 3 M 3 M 3 M 3 M 2
U36 M 6 C 8 C 6 C 6 C 7 M 7 C 9 M 7 C 8 C 9
U37 C 6 M 9 M 8 C 7 M 6 M 7 C 8 M 8 C 7 M 8
U38 M 3 M 4 M 5 C 7 M 3 M 1 M 3 M 5 C 5 M 4
U39 C 8 M 7 M 7 C 8 C 7 M 5 C 7 M 6 C 7 C 7
U40 C 4 M 4 M 5 C 6 M 6 C 7 M 3 C 8 M 3 C 4
U41 M 6 C 9 C 9 M 6 C 8 M 6 C 7 C 7 C 8 C 7
U42 M 5 C 8 C 7 C 8 M 6 M 6 M 4 M 5 C 5 M 4
U43 M 6 C 7 C 7 C 8 M 6 M 3 M 3 M 3 C 7 M 4
U44 C 8 C 7 M 5 M 9 C 5 C 6 M 5 C 5 M 6 C 5
U45 M 6 M 8 M 8 C 9 M 9 M 5 M 3 C 7 M 8 M 8
U46 M 7 C 8 M 6 C 8 C 7 M 6 C 6 M 5 M 7 C 8
Tabla B.4: Respuestas del test de turing aplicado al segundo caso de estudio
para las composiciones de la máquina
A continuación, las Tablas B.5 y B.6 resumen los resultados de las tablas
anteriores haciendo uso de estadísticas. Por una parte, se hace una diferencia
entre la selección del compositor de cada fragmento por parte de los usuarios
(é) mostrando en cada caso el porcentaje de votos para cada uno de los dos
posibles compositores. Por otra parte, se recogen los valores máximo, mínimo,
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medio, central (mediana) y el rango intercuartílico de las votaciones de los
usuarios para evaluar la calidad musical ().
1 2 3 4 5 6 7 8 9 10
C (%) 60.87 30.43 30.43 56.52 32.61 34.78 67.39 43.48 69.57 50
é
M (%) 39.13 69.57 69.57 43.48 67.39 65.22 32.61 56.52 30.43 50
Máximo 9 9 9 10 9 9 8 8 9 9
Mínimo 2 1 2 4 4 1 3 3 1 3
Media 7 6.13 5.91 7 6.5 6.91 6.54 6.20 6.52 6.76
Mediana 7 6 6 7 6.5 6 7 6 7 7

RI 2 1.75 2 2 2 2 1 2 2 2
Tabla B.5: Resumen estadístico de las respuestas del test de Turing aplicado
al segundo caso de estudio para las composiciones del compositor
1 2 3 4 5 6 7 8 9 10
C (%) 39.13 60.87 52.17 56.52 54.35 26.09 45.65 43.48 43.48 36.96
é
M (%) 60.87 39.13 47.83 43.48 45.65 73.91 54.35 56.52 56.52 63.04
Máximo 9 10 10 9 9 10 9 9 9 9
Mínimo 3 3 4 3 2 1 3 1 3 2
Media 6.24 7 6.96 6.63 5.57 65.23 5.65 5.72 6.07 5.70
Mediana 6 7 7 7 7 6 6 6 6 6

RI 2.75 2 2 2 1 3 3 2 2 2.75
Tabla B.6: Resumen estadístico de las respuestas del test de Turing aplicado
al segundo caso de estudio para las composiciones de la máquina
Adicionalmente, el diseño del formulario permitía a los usuarios añadir
comentarios si lo consideraban oportuno. La información recogida en este
apartado se presenta, sin alteraciones de los textos originales, a continuación:
Me ha resultado difícil, me intriga mucho conocer las respuestas co-
rrectas
Lucía Martín Gómez 177
Todas se parecen demasiado y las pistas son tan breves que no da tiempo
a observar un desarrollo mayor y con ello dar una mejor respuesta.
Reconozco que en algunas he respondido sin mucho criterio. Ánimo y
gracias
Me encantaría saber si he acertado alguna...
No soy entendido en música, he asignado los valores según me sonaban
bien o mal, si me sonaba algo raro en el cambio de ritmo he dicho
máquina y si me sonaba todo “bien” compositor, probablemente por esta
razón haya fallado
Hay melodías preciosas y el sonido me ha sorprendido. Resulta muy
complicado saber si las ha creado un compositor o una máquina
Me gusta mucho la temática ;)
Los dos primeros fragmentos se parecían bastante. Me dio la sensación
de que uno era el original compuesto por un humano y el segundo una
versión ligeramente alterada (para mal) por el ordenador
Buen trabajo
B.4. Encuesta para medir la calidad descriptiva de
la música compuesta
En el caso de estudio presentado en la Sección 4.2, el sistema compone
música de manera dinámica y automática durante un proceso de ilustra-
ción con medios digitales. Con el objetivo de complementar los resultados
obtenidos por el test de Turing que se describen en la sección anterior, en
este experimento se realiza una encuesta para medir la aceptación social de
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la conexión entre los dibujos realizados por el usuario y las composiciones
musicales creadas por el sistema.
La encuesta consta de cuatro preguntas que deben ser contestadas del 1 al
10, y se realiza únicamente a usuarios que ya han hecho uso del sistema. Esta
encuesta permite evaluar qué características del dibujo considera el usuario
que influyen más en el resultado musical y en qué grado lo hacen. Además,
al tratarse de una composición que se realiza de manera dinámica mientras
el usuario pinta, se estudia la opción de que la música también tenga una
influencia en los trazos y colores que el usuario decide utilizar.
En la Sección B.4.1 se reproduce la información incluida en el formulario
y la Sección B.4.2 expone las respuestas de los usuarios que han realizado la
encuesta.
B.4.1. Diseño de la encuesta
El formulario está dividido en tres páginas. En la primera de ellas se
realiza la presentación y contextualización del experimento, en la siguiente
se realiza la evaluación y en la página final se agradece el tiempo dedicado a
contestar las preguntas formuladas. La evaluación de esta encuesta consiste
en contestar cuatro preguntas en una escala del 1 (nada) al 10 (mucho) para
indicar en qué grado se cumple la cuestión que se plantea. La información
del formulario se presenta a continuación:
Test para evaluar la relación entre la ilustración y la
música
Este test se realiza tras utilizar el sistema de composición au-
tomática que genera música descriptiva a partir de una ilus-
tración creada por medios digitales. El objetivo es evaluar la
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calidad de la relación entre los elementos de la ilustración (co-
lor, forma...) y la música generada.
Por favor, lea cada una de las cuatro preguntas que se le plan-
tean y valore, en una escala del 1 al 10, la adecuación que
considera que se produce en cada caso.
Este experimento no llevará más de 5 minutos. Por favor, lea
con atención las preguntas y tómese su tiempo para contestar.
¡Gracias por su tiempo!
Puede decidir no participar en este estudio y, si comienza la
participación, puede decidir detenerse y retirarse en cualquier
momento. Puede salir de la encuesta cerrando la ventana del
navegador donde está visualizando la encuesta. Su decisión
será respetada y no dará lugar a la pérdida de los beneficios
a los que de otra manera tiene derecho. No se recopilará in-
formación de identificación en esta encuesta. Al hacer clic en
SIGUIENTE, usted otorga permiso para su participación. Al
completar este cuestionario, usted acepta que los datos se uti-
lizarán de forma anónima para los fines de este experimento.
PREGUNTA 1 - ¿Cree que existe una adecuación entre su
dibujo y los sonidos generados?
PREGUNTA 2 - ¿Cree que el color influye en los sonidos
de la composición?
PREGUNTA 3 - ¿Cree que la forma influye en los sonidos
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de la composición?
PREGUNTA 4 - ¿Le ha influido la música a la hora de di-
bujar?
Inserte un comentario (OPCIONAL)
¡Muchas gracias por su tiempo!
Si quiere saber más acerca de este proyecto: luciamg@usal.es
La encuesta se ha realizado con la aplicación Jotforms y está accesible
en la web5. La Figura B.3 muestra el diseño del formulario (concretamente
la tercera pregunta) y un ítem para su respuesta con una puntuación del 1
al 10.
Figura B.3: Imagen de ejemplo de la encuesta para medir la calidad descrip-
tiva de la música
5https://form.jotform.com/200824962130347
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B.4.2. Respuestas de los usuarios a la encuesta
El sistema descrito en el segundo caso de estudio de este trabajo y para el
cual se diseña esta encuesta estuvo desplegado temporalmente en un servidor
para que los usuarios pudieran acceder a él y probarlo en un ambiente tran-
quilo. Tras haber hecho uso de la herramienta, se seleccionó a diez usuarios
para contestar a las cuatro preguntas que se plantean en este estudio.
Las respuestas de cada uno de ellos se pueden observar en la Tabla B.7,
donde cada fila representa las respuestas de un usuario, y cada columna hace
referencia a una pregunta. Por otra parte, la Tabla B.8 refleja un resumen
estadístico de estas preguntas, considerando los valores máximo, mínimo,
medio, central (mediana) y el rango intercuartílico de cada una de las pre-
guntas.
Q1 Q2 Q3 Q4
U1 7 9 5 7
U2 4 9 3 7
U3 6 3 8 2
U4 3 4 2 1
U5 6 7 7 3
U6 4 8 6 8
U7 6 7 7 5
U8 8 7 3 2
U9 7 8 6 8
U10 8 6 7 7
Tabla B.7: Respuestas del test de escucha aplicado al segundo caso de estudio
Q1 Q2 Q3 Q4
Máximo 8 9 8 8
182 Apéndice B. Encuestas realizadas durante la investigación
Q1 Q2 Q3 Q4
Mínimo 3 3 2 1
Media 5.9 6.8 5.4 5
Mediana 6 7 6 6
RI 2.5 1.75 3.5 4.75
Tabla B.8: Resumen estadístico de las respuestas del test de escucha aplicado




compuestos por el sistema
In scientific thinking are always present
elements of poetry. Sciences and music
requires a thought homogeneous.
Albert Einstein
Resumen: En este apéndice se reproducen algunos resultados obte-
nidos con la metodología propuesta. Esta información comprende tanto
el punto de partida (el vídeo o imagen que el sistema utiliza para reali-
zar la composición musical) como el resultado musical descriptivo que
se obtiene. Concretamente, la Sección C.1 ilustra algunos ejemplos de
composición melódica obtenidos mediante el primer enfoque de la pro-
puesta. La Sección C.2 recoge algunos fragmentos musicales armónicos
generados durante el proceso de creación de ilustraciones digitales.
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C.1. Ejemplos de fragmentos musicales melódicos
A continuación se presentan algunos ejemplos de composiciones descrip-
tivas realizadas con el caso de estudio desarrollado en la Sección 4.1. En este
trabajo la música describe los elementos gráficos de un vídeo, y para ello
cada fotograma se traduce en una nota. La concatenación de todas las notas
obtenidas por el sistema dan lugar a la melodía final.
Los vídeos seleccionados para la obtención de melodías descriptivas perte-
necen a la película Fantasia 2000 [133]. Concretamente, los tres documentos
audiovisuales utilizados como punto de partida para la composición se co-
rresponden con algunos fragmentos de las animaciones creadas por Disney
para la obra musical Pájaro de fuego. Para poder representar cada uno de
ellos gráficamente, se muestra una recopilación de algunos de sus fotogramas
más icónicos.
En la Figura C.1 se muestra el fragmento de vídeo representado por una
selección de frames y la melodía obtenida en el primer ejemplo de composi-
ción realizada con el primer caso de estudio del trabajo.
Figura C.1: Primer ejemplo de ilustración y composición musical obtenida
con el primer caso de estudio
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La Figura C.2 representa una selección de fotogramas del vídeo utilizado
para el segundo ejemplo de composición con el primer caso de estudio junto
con la partitura de la melodía compuesta por el sistema.
Figura C.2: Segundo ejemplo de ilustración y composición musical obtenida
con el primer caso de estudio
En la Figura C.3 se puede observar la selección de frames para el vídeo
utilizado en el tercer ejemplo de composición de melodías con el sistema
propuesto y la partitura de la melodía descriptiva creada.
Figura C.3: Tercer ejemplo de ilustración y composición musical obtenida
con el primer caso de estudio
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C.2. Ejemplos de fragmentos musicales armónicos
En esta sección se muestran tres ejemplos de composición automática
obtenidos en el segundo caso de estudio del trabajo (Sección 4.2). En este
caso, la fuente de inspiración para el sistema es una ilustración realizada por
el usuario mediante una tableta gráfica, y las composiciones musicales son
armónicas.
La Figura C.4 constituye el primer ejemplo de composición musical ar-
mónica realizado por el sistema propuesto. En ella se puede observar la ilus-
tración realizada por un usuario en la parte superior, y la partitura de la
música que el sistema compuso para describirla en la parte inferior.
Figura C.4: Primer ejemplo de ilustración y composición musical obtenida
con el segundo caso de estudio
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El segundo ejemplo de composición armónica del sistema puede encon-
trarse en la Figura C.5, distinguiéndose la ilustración realizada con la tableta
gráfica en la parte superior y la partitura de la composición en la parte in-
ferior.
Figura C.5: Segundo ejemplo de ilustración y composición musical obtenida
con el segundo caso de estudio
Con la misma estructura que en las dos figuras anteriores, la ilustración
realizada por el usuario y la partitura de la composición del sistema que
constituyen el tercer ejemplo de creación armónica se pueden visualizar en
la Figura C.6.
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Figura C.6: Tercer ejemplo de ilustración y composición musical obtenida
con el segundo caso de estudio
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I never am really satisfied that I understand anything;
because, understand it well as I may, my comprehension
can only be an infinitesimal fraction of all I want to understand
about the many connections and relations which occur to me,
how the matter in question was first thought of or arrived at. . .
Ada Lovelace

