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Abstract 
In the French tradition of Bourbaki, the theory of vector spaces is usually presented 
in a very formal setting, which causes severe difficulties to many students. The aim of 
this paper is to analyze the underlying reasons of these difficulties and to suggest some 
ways to make the first teaching of the theory of vector spaces less ineffective for many 
students. We do not reject the necessity for formalism. On the contrary, on the basis of a 
historical analysis we can explain the specific meaning it has in the theory. From this 
mathematical analysis with a historical perspective, we analyze the teaching and the ap- 
prehension of vector space theory in a new approach. For instance, we will show that 
mistakes made by many students can be interpreted as a result of a lack of connection 
between the new formal concepts and their conceptions previously acquired in more re- 
stricted, but more intuitively based areas. Our conclusions will not plead for avoiding 
formalism but for a better positioning of the formal concepts with regard to previous 
knowledge of the students as well as special care to be given in making the role and 
the meaning of formalism in linear algebra explicit to the students. 0 1998 Elsevier 
Science Inc. All rights reserved. 
Kqwords: Vector spaces; Teaching; History of mathematics; Formalism 
1. Introduction 
In order to make the background of this presentation more understandable 
to a reader not familiar with the French educational system or with research in 
mathematical education, it seems necessary to present a short history of the 
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teaching of linear algebra in France, as well as the context of our research, of 
which only a few results will be presented here. 
The teaching of linear algebra in France has been subject to great modifica- 
tions in the last 30 yr. In the late l96Os, partly due to the influence of Bourbaki, 
the so-called “rCforme des mathCmatiques modernes” resulted in the introduc- 
tion of the theory of finite-dimensional vector spaces in the first years of the 
/J&J (for I5-yr old students). This led to a complete transformation of the 
teaching of geometry. Euclid’s axioms were replaced by those of affine spaces 
with a strong emphasis on the study of linear and affine transformations. For 
varied reasons, that we will not try to summarize here. the reform did not last 
very long, indeed within I5 yr at the maximum, vector spaces completely dis- 
appeared from the teaching in secondary schools. Moreover, the teaching of 
geometry became very different. Although the fundamentals of Cartesian 
and vectorial geometry are still taught, the teaching of geometry is essentially 
centered on a synthetic approach. For instance, transformations are introduced 
through the study of their action on figures more than through their properties 
as transformations on a set of points with structural features. On the other 
hand. the teaching in secondary school has become less formal in general, there 
is no study of algebraic structures as such, no arithmetic. and the formal def- 
inition of a limit in analysis is replaced by theorems of comparison with ele- 
mentary functions. Students have therefore no practice of elementary logic 
or set theory in their mathematical curriculum in French secondary schools. Fi- 
nally, the study of systems of linear equations has also changed; determinants 
and Cramer’s rule have disappeared, and Gaussian elimination is now taught 
as the method for solving such systems. 
We do not express any kind of personal feeling in the above statement, we 
would just like to acknowledge an evolution that we have to take into account 
in our research. Today. linear algebra represents more or less a third of the 
mathematical contents taught in the first year of all French science universities. 
Traditionally, this teaching starts with the axiomatic definition of a vector space 
and finishes with the diagonalization of linear operators. ’ In a survey, Robert 
and Robinet (1989) showed that the main criticisms made by the students to- 
ward linear algebra concern the use of formalism, the overwhelming amount 
of new definitions and the lack of connection with what they already know in 
mathematics. It is quite clear that many students have the feeling of landing 
’ Unlike secondary school. Ibr which a national curriculum ib imposed by the government. 
universities in France are free to build their own curriculum. In fact. the differences are never very 
substantial. 
on a new planet and are not able to find their way in this new world. On the 
other hand, teachers usually complain of their students’ erratic use of basic tools 
of logic or set theory. They also complain that students have no skills in elemen- 
tary Cartesian geometry and consequently cannot use intuition to build geomet- 
rical representation of the basic concepts of the theory of vector spaces. In 
several universities, the teachers decided to set up prior teaching in Cartesian 
geometry or/and logic and set theory, but these attempts at remediation did 
not improve the situation substantially. The general attitude of teachers consists 
more often of a compromise: there is less and less emphasis on the most formal 
part of the teaching (especially at the beginning) and most of the evaluation 
deals with the algorithmic tasks connected with the reduction of matrices of lin- 
ear operators. However, this leads to a contradiction which cannot satisfy us. 
Indeed, the students may be able to find the Jordan reduced form of an opera- 
tor, but. on the other hand, suffer from severe misunderstanding on elementary 
notions such as linear dependence, generators, or complementary sub-spaces. 
I .2. C#rlte.xt of’ our W.YPLiI.(.Il 
In collaboration with A. Robert, J. Robinet, and M. Rogalski, we have de- 
veloped a research program on the learning and teaching of linear algebra in 
the first year of French science universities. This work, ’ which started some 
10 yr ago, includes the elaboration and evaluation of experimental teaching 
based on a substantial historical study and a theoretical approach within the 
French context of “didactique des mathematiques” (the French name for a 
field of research which would more or less correspond to mathematical educa- 
tion research in the USA). In this paper, we will try to summarize the main 
issues of our research, focusing on a restricted set of concepts: linear depen- 
dence and independence, generators, basis, rank and dimension. In what fol- 
lows we shall often refer back to these concepts as the “six basic notions”. 
These are the elementary concepts which constitute the foundations of the 
theory of vector spaces. For any mathematician, they seem each very simple 
and as a whole clearly interrelated notions. Indeed, in the formal language 
of modern algebra they correspond to easily expressible definitions. Moreover, 
the logic of a rigorous presentation induces a “natural” order between them 
(more or less the order given above) which reflects their intrinsic network of 
relations. 
In a work in preparation, ’ A. Behaj has interviewed several students in the 
second to fourth year at French and Moroccan universities. He asked them, in 
’ The results of this work are gathered in a book (Dorier. 1997) which also includes the 
presentation of other works (in France, Canada. USA and Morocco). 
’ A. Behaj is a lecturer in the university of F&s (Morocco). 
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pairs, to build the skeleton of a course, to be addressed to first year students, on 
these basic six notions of linear algebra. It is quite surprising to see that nearly 
all of them have the same initial reaction: they present the notions in their sup- 
posedly natural logical order. They do it consciously and they give justifica- 
tions based on logic and simplicity. Yet, most of them, when they are asked 
to give applications and exercises related to such a course, gradually abandon 
(more or less explicitly) this “natural” order and are led to reorganize the net- 
work of relations according to a less conscious construction built within time, 
after using these notions in several contexts. Similar phenomena have been re- 
vealed when interviewing teachers. Not that they change their presentation, but 
they clearly - although it may not be really conscious ~ show two contradictory 
concerns when structuring their course: a concern for the logical constraint of a 
rigorous presentation and a concern for the applicability of their course to 
solving problems and exercises. These two concerns induce different organiza- 
tions of the notions. Therefore, most of the time, the teacher’s course is appar- 
ently organized according to standards of logic deduction, proper to the rigor 
of a mathematical text, but the choices of examples, remarks, etc. create a sec- 
ondary level of organization. 
Such observations may certainly be made about several different mathemat- 
ical disciplines. Yet, this basic group of notions from linear algebra is particu- 
larly interesting, because each of them is somehow elementary, not in the sense 
that it is simple, but in the sense that it is an element which will be part of a 
more complex set of notions. In this sense, it is true that the notions of linear 
independence and generators are more elementary than the notion of basis, be- 
cause a basis is usually defined as a set of linearly independent generators. Yet, 
a basis can be defined as a minimal set of generators or as a set of elements, of 
which each element of the vector space is a unique linear combination. In these 
two latter approaches, there is no reason to say that linear independence is 
more elementary than the notion of basis which can be defined independently 
of the notion of linear independence. On the other hand, a finite-dimensional 
vector space may be defined as having a finite maximal set of independent vec- 
tors. Then a basis can be defined as any maximal set of independent vectors, 
without using the notion of generators, which has thus no reason for being 
more elementary than the notion of basis. Although this last alternative is 
somehow “unnatural”, the first two are sometimes chosen in textbooks or ac- 
tual teaching. However, all three are logically consistent. 
I will draw two conclusions from these remarks: 
?? Any logical construction is partly arbitrary and cannot be qualified as nat- 
ural without further investigations. 
?? The nature and meaning of concepts is to be found beyond their logical in- 
terrelations. 
Although this may seem obvious, it is very important as far as such a theory 
as that of vector spaces is concerned. Indeed, in its modern axiomatic version, 
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this theory has been highly formalized, therefore it is tempting to reduce its 
content to the logical network of relations between formal concepts. On the 
other hand, as a reaction to this extreme position, one may want to give only 
“practical” knowledge with reference to “practical” contexts like geometry, 
linear equations, differential equations, etc. But this last option reduces the 
meaning and general nature of linear algebra. Indeed, the formal aspect of 
the theory of vector spaces is the result of its general nature and a condition 
for its simplicity. Therefore one cannot spare the students the difficulty of for- 
malism if the theory is to be understood with all the meaning it has now ac- 
quired. Moreover, we put forward the hypothesis that the necessity for 
formalism has to be understood very early in the learning of the theory. Our 
historical analysis (Dorier, 1995a, 1997 (first part)) has been, to a great extent, 
conducted in order to clarify and support the preceding statement. Our reflec- 
tion on the nature of the theory of vector spaces has now led us to understand 
more clearly the different stages of unification and generalization in the histor- 
ical evolution of linear algebra but also the role played by the different contexts 
of origin (in geometry, linear systems and determinants, algebra, and func- 
tional analysis). This was a great help for our didactical analysis. 
Let us study an example involving the notions of linear independence and 
dependence. 
2. The case of linear dependence and independence 
2.1. Introduction 
If a system of linear equations has as many equations as unknowns (n), de- 
pendence between the equations of the system may be understood in different 
ways. If one is not familiar with the notion of linear dependence, but more con- 
cerned with solving the system, the dependence reflects an undetermination in 
the solutions of the system. Practically, it means that, in the process of resolu- 
tion, one (or more) unknown(s) will be left undetermined. Therefore n depen- 
dent equations in 12 unknowns will be characterized by the fact that they 
determine less than n unknowns and therefore act as if they were less than II. 
With regard to the solving of equations, dependence is therefore revealed by 
an accident in the solving that results in the vanishing of at least one equation 
and the undetermination of at least one of the unknowns. It is an accident be- 
cause n equations usually determine n unknowns exactly. If the method for 
solving the system uses linear combinations, this accident may be connected 
to the fact that a linear combination of the equations is zero. If the dependence 
is “obvious”, one may even see directly that one equation is a linear combina- 
tion of the others, although this will not be the central characteristic of the 
dependence. 
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2.2. HistoCul background 
Although it might be difficult to admit for a modern mathematician so fa- 
miliar with the vocabulary and basic notions of linear algebra, the above 
way of considering dependence between equations may be found (with the 
same words) in a text by Euler dating from 1750. It still prevailed in most of 
the texts about linear equations up to the end of the 19th century (see Dorier, 
1993, 1995a, 1996b). Euler’s text is the first in which the question of depen- 
dence was discussed. The general idea that n equations determine n unknowns 
was so strong that nobody had taken the pain to discuss the exceptional case, 
until Euler was confronted with Cramer’s paradox and pointed out this partic- 
ularity. 
He starts by an example with two equations: 
Let us just look at these two equations 3s - 2~’ = 5 and 44’= 6x - 10, one 
will see immediately that it is not possible to determine the two unknowns 
s and _J’. as if one eliminates s then the other unknown _r disappears by 
itself and one gets an identical equation, from which it is not possible 
to determine anything. The reason for this accident is quite obvious as 
the second equation can be changed into 6.x - 44’ = 10, which being sim- 
ply the first one doubled, is thus not different. ’ 
It is clear - especially by reading the end of this quotation ~ that Euler does 
not intend to fool his reader, even though he artificially hides the similarity of 
the two equations. Yet, it is also clear that it is not the fact that the two equa- 
tions are similar that determines the dependence of the equations, but the fact 
that something unusual ~ an accident - happens in the final step of the solving 
process. This accident reveals the dependence of the equations, because, al- 
though there are two of them, these equations do not determine two un- 
knowns. Mathematically speaking, the two statements are logically 
connected, a linear dependence between n equations in n unknowns is equiva- 
lent to the fact that the system will not have a unique solution; However, the 
two properties correspond to two different conceptions of dependence. To be 
able to distinguish these two conceptions, I will call Euler’s conception, indu- 
sive dqwndwzcr. I wish to insist on the fact that this conception is natural in the 
context in which Euler and all the mathematicians of his time were working, 
’ On n’a qu‘a regdrder ces dew equations: 3.x - 2~. = 5 et 4~. = 6s - 10 et on verra d’abord qu’il 
n’est pas possible d’en determiner les dew inconnues .Y et .I’_ puisqu’en Climinant I’une x, I’autre s’en 
va d’elle-meme et on obtient une equation identique, dont on est en &at de ne determiner rien. La 
raison de cet accident saute d’abord aux yew puisque la seconde equation se change en 
6.x - 4~= IO, qui n’ttant que la premiere doublee, n’en differe point (Euler. 1750, p. 226). 
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that is to say with regard to the solving of linear equations, and not the study of 
equations as objects on their own. 
Let us now see what Euler says for three equations: 
[. . .] The first one, being not different from the third one, does not con- 
tribute at all in the determination of the three unknowns. 
But there is also the case when one of the three equations is contained in 
the two others. [. . .] So when it is said that to determine three unknowns. 
it is sufficient to have three equations, it is necessary to add the restriction 
that these three equations are so different that none of them is already 
comprised in the others. ’ 
It is important to notice that, for three equations, Euler separates the case 
when two equations are equal from the case when the three equations are glob- 
ally dependent. This points out the intrinsic difficulty of the concept of depen- 
dence which has to take all the equations in a whole system into account. and 
not only the relations in pairs. We will see that students have real difficulties 
with this point. On the other hand, Euler’s use of terms such as con~prisrcl or 
contuinrd, refers to the conception of inclusive dependence as we explained 
above. It does not mean that Euler was not aware of the logical equivalence 
with linear dependence, but, within his practice with linear equations, the con- 
ception of inclusive dependence is more consistent and efficient. Yet, there is a 
difficulty for further development; indeed, the conception of inclusive depen- 
dence is limited to the context of equations and cannot be applied to other ob- 
jects like n-tuples for instance. Therefore inclusive dependence is context- 
dependent although linear dependence is a general concept that applies to 
any object of a linear structure. Yet, in his text Euler was able to bring out is- 
sues that can be considered in many aspects as the first consistent ideas on the 
concept of rank. Indeed, he discusses, although in a very intuitive and vague 
manner, the relation between the size of the set of solutions and the number 
of relations of dependence between equations. We will see now that it took 
more than a century for the concept of rank to come to maturity. 
Cramer (1750) published the treatise that introduced the use of determinants 
which was to dominate the study of linear equations until the first quarter of 
the 20th century. In this context, dependence was characterized by the vanish- 
ing of the determinant. The notion of linear dependence, now basic in modern 
’ [. .] La premik-e ne ditkant pas de la troisikme. ne contribue en rien :I la dhermination des 
trois inconnues. Mais il y a aussi leas, oil we des trois equations est contenue dans les deux autres 
conjointement [. .] Ainsi quand on dit que pour dtterminer trois inconnues. il sufit d’avoir trois 
kquations, il y faut rajouter cette restriction, que ces trois Cquations different tellement entr’elles. 
qu’aucune ne soit d6jB contenue dasn les deux au&es. [ibid, p. 2X] 
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linear algebra, did not appear in its modern form until 1875. Frobenius intro- 
duced it, pointing out the similarity with the same notion for n-tuples. He was 
therefore able to consider linear equations and n-tuples as identical objects with 
regard to linearity. This simple fact may not seem very relevant but it happened 
to be one of the main steps toward a complete understanding of the concept of 
rank. Indeed in the same text, Frobenius was able not only to define what we 
would call a basis of solutions but he also associated a system of equations to 
such a basis (each n-tuple is transformed into an equation). Then he showed 
that any basis of solutions of this associated system has an associated system 
with the same set of solutions as the initial system. This first result on duality 
in finite-dimensional vector spaces showed the double level of invariance con- 
nected to rank both for the system and for the set of solutions. Moreover, Fro- 
benius’ approach allowed a system to be seen as an element of a class of 
equivalent systems having the same set of solutions: a fundamental step toward 
the representation of sub-spaces by equations. 
This brief summary of over a century of history 6 shows how adopting a for- 
mal definition (here of linear dependence and independence) may be a funda- 
mental step in the construction of a theory, and is therefore an essential 
intrinsic constituent of this theory. 
2.3. Diductical issues 
Anyone who has taught a basic course in linear algebra knows how difficult 
it may be for a student to understand the formal definition of linear indepen- 
dence, and to apply it to various contexts. Moreover, once students have prov- 
en their ability to check whether a set of n-tuples, equations, polynomials or 
functions are independent, they still may not be able to use the concept of lin- 
ear independence in more formal contexts. 
Robert and Robinet (1989) have tested beginners on the following ques- 
tions: ’ 
1. Let U, I/ and W be three vectors in iw3. If any pair of them is non-collinear, 
are they independent? 
2. Let U, Vand W be three vectors in [w”, andf’a linear operator in Iw3. If U, I’ 
and W are independent, are f( v), f( V) and f( W) independent? 
3. Let U, Vand W be three vectors in [w’, andf’a linear operator in R’. Iff(U), 
j( V) and j( I+) are independent, are U, V and W independent? 
Beginners generally failed in answering these questions. In the three cases, 
they used the formal definition of linear independence and tried different com- 
b For more details see (Dorier, 1993, 1995a, 1997). 
’ They are. not original exercises, but they reveal important recurrent mistakes of the students. 
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binations with the hypotheses and the conclusions leading to apparently erratic 
proofs, that teachers usually reject without further comment. 
For instance, to the first question a majority of students answered “yes” giv- 
ing proofs that are examples of the difficulty they have in treating linear (in)de- 
pendence globally. Indeed, many students are inclined to treat the question of 
linear (in)dependence by successive steps, starting with two vectors, and then 
introducing the others one by one much like Euler did. We will say that they 
have a local approach to a global question. Indeed, in many cases, at least if 
it is well controlled, this approach may be correct and actually quite efficient, 
yet, it is a source of mistakes in several situations. The students have built 
themselves what Vergnaud (1990) calls thtortmes-en-acte (i.e. rules of action 
or theorems which are valid in some restricted situations but create mistakes 
when abusively generalized to more general cases). Here is a non-exhaustive list 
of thko&mes-en-ate connected with the local approach of linear (in)depen- 
dence, that we have noticed in students’ activities: 
if U and V are independent of W, then U, V and Ware globally independent, 
if U1 is not a linear combination of U,, U,, . . , Uk, then U1, U?, . . iJk are in- 
dependent, 
if U,, VI and V2 are independent and if UZ, VI and V, are independent, UI, 
U2, VI and V2 are independent. ’ 
The historical analysis confirms the fact that there is a difficulty in treating 
the concept of linear (in)dependence as a global property (remember the dis- 
tinction made by Euler for three equations). It follows that special care must 
be taken in the teaching regarding this point. For instance the exercise above 
can be discussed with the students. Moreover, the teacher, knowing the type 
of thko&mes-en-ate, that students may have built, must help them in under- 
standing their mistakes and thereby correct them more efficiently. 
To questions 2 and 3 above, many students answered respectively “yes” and 
“no”, despite coming close to writing the correct proof for the correct answers. 
Here is a reconstructed proof that reflects the difficulties of the students: 
IfcrU+~V+yW=Othenf(olU+~V+yW)=O 
so f being a linear operator: c$ U) + @( V) + yfi IV) = 0, 
now as U, V and W are independent, then a = /I = 7 = 0, 
so f(U), f( V) and fi w) are independent. 
In their initial analysis, A. Robert and J. Robinet concluded that this type of 
answer was revealing a bad use of mathematical implication as characterized 
by the confusion between hypothesis and conclusion. This is indeed a serious 
difficulty in the use of the formal definition of linear independence. In the 
s For instance when asked what is the intersection of the two sub-spaces generated by U,, U2. and 
VI, VI. students prove that neither UI nor Uz. are a linear combination of VI and Vz, and conclude 
that the intersection is reduced to 0. 
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following year, we tested the validity of this hypothesis with different students. 
Before the course, we set up a test to evaluate the students’ ability in elemen- 
tary logic and particularly in the use of the mathematical implication (Dorier, 
1990a, b), and after the course, we gave the same exercise as above to the stu- 
dents. The results showed that the correlation was insignificant. in some cases it 
was even negative. Yet, on the whole (both tests included many questions), 
there was quite a good correlation between the two tests. This shows that if 
a certain level of ability in logic is necessary to understand the formalism of 
the theory of vector spaces, general knowledge, rather than specific competence 
is needed. Furthermore, if some difficulties in linear algebra are due to formal- 
ism, they are specific to linear algebra and have to be overcome essentially in 
this context. 
On the other hand, some teachers may argue that, in general, students have 
many difficulties with proof and rigor. Several experiments that we have made 
with students showed that if they have connected the formal concepts with 
more intuitive concepts, then they are in fact able to build very rigorous proofs. 
In the case of the preceding exercise for instance, after the test, if you ask the 
students to illustrate the result with an example in geometry, they usually real- 
ize very quickly that there is something wrong. It does not mean that they are 
able to correct their wrong statement, but they know it is not correct. Therefore 
one main issue in the teaching of linear algebra is to give our students better 
ways of connecting the formal objects of the theory with their previous concep- 
tions, in order to have a better intuitively based learning. This implies not only 
giving examples but also show how all these examples are connected and what 
the role of the formal concepts is with regard to the mathematical activity in- 
volved. 
For instance, Ousman (1996) gave a test to students in their final year of the 
/_)&t’ (just before entering university). Through this test, he wanted to analyze 
the conception of students on dependence in the context of linear equations 
and in geometry before the teaching of the theory of vector spaces. He gave 
several examples of systems of linear equations and asked the students whether 
the equations were independent or not. Of course he noticed mistakes due to a 
local approach but the answers showed also that the students justify their an- 
swer through the solving of the system. Therefore they very rarely give a justi- 
fication in terms of linear combinations but most of the time in terms of 
equations vanishing or unknowns remaining undetermined. Their concept of 
(in)dependence is, like Euler’s, that of inclusive dependence and not linear de- 
pendence. Yet, this is not surprising, as these students, like Euler and the math- 
ematicians of his time. are only concerned with solving a linear system, 
therefore inclusive dependence is more natural and more relevant for them. 
However, the formal concept is the only means to comprehend all the differ- 
ent types of “vectors” in the same uniform manner. as subject to linear combi- 
nations. In other words, students must be aware of the unifying and 
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generalizing nature of the formal concept. In our research, we used what we 
called the meta-lever. Therefore we built teaching situations leading students 
to reflect on the nature of the concepts with explicit reference to their previous 
knowledge (Dorier, 1991, 1992, 1995b, 1997; Dorier et al., 1994a, b). In this 
approach, the historical analysis is a source of inspiration as well as a means 
of control. Nevertheless, these activities must not only involve a lecture by 
the teacher, nor a reconstruction of the historical development, but take into 
account the specific constraints of the teaching context, to reconstruct an evo- 
lution of the concepts with consistent meaning. 
For instance, with regard to linear (in)dependence, French students entering 
university normally have a good practice of Gaussian elimination for solving 
systems of linear equations. It is therefore possible to begin teaching linear al- 
gebra by making them reflect on this technique not only as a tool but also as a 
means to investigate the properties of the systems of linear equations. This does 
not conform to the historical development, as the study of linear equations was 
historically mostly held within the theory of determinants. Yet, Gaussian elim- 
ination is a much less technical tool and a better way for showing the connec- 
tion between inclusive dependence and linear dependence as identical equations 
(in the case when the equations are dependent) are obtained by successive lin- 
ear combinations of the initial equations. Moreover, this is a context in which 
such question as “what is the relation between the size of the set of solutions of 
a homogeneous system and the number of relations of dependence between the 
equations?” can be investigated with the students as a first intuitive approach 
for the concept of rank. Rogalski has experimented with teaching sequences il- 
lustrating these ideas (Rogalski, 1991; Dorier et al.. 1994a, b; Dorier, 
1992. 1997). 
Finally we give the scheme of a teaching experiment that we have set up for 
the final step in the teaching when introducing the formal theory after having 
made as many connections as possible with previous knowledge and concep- 
tions in order to build better intuitive foundations. 
After the definitions of vector space, sub-space and linear combination, the 
notion of generator is defined. A set of generators gathers all the information 
we have on the sub-space, it is therefore interesting to reduce it to the mini- 
mum. The question thus is to know when it is possible to take away one gen- 
erator, with the remaining vectors still being generators for the whole sub- 
space. The students easily find that the necessary and sufficient condition is that 
the vector that can be taken away must be a linear combination of the others. 
This provides the definition of linear dependence: “a vector is linearly depen- 
dent on others if and only if it is a linear combination of them”. This definition 
is very intuitive, yet it is not completely formal, and it needs to be specified for 
sets of one vector. Without difficulty it induces the definition of a set of inde- 
pendent vectors as a set in which no vector is a linear combination of the oth- 
ers. To feel the need for a more formal definition, one just has to reach the 
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application of this definition. Indeed, students must answer the question: “are 
these vectors independent or not”? With the definition above, they need to 
check that each vector, one after the other, is a linear combination of the oth- 
ers. After a few examples, with at least three vectors, it is easy to explain to the 
students that it would be better to have a definition in which all the vectors play 
the same role. One is now ready to transform the definition of linear depen- 
dence into: “vectors are linearly independent if and only if there exists a zero 
linear combination of them, whose coefficients are not all zero”. The definition 
of linear independence being the negation of this, it is therefore a pure problem 
of logic to reach the formal definition of linear independence. A pure problem 
of logic, but in a precise context, where the concepts make sense to the students 
from their intuitive background. 
The evaluation of our research proved that students having followed an ex- 
perimental teaching based on this approach are more efficient in the use of the 
definitions of linear dependence and independence, even in formal contexts. 
Their scores for exercises such as the three questions quoted above are much 
higher than those of students having followed a more classical teaching (Dor- 
ier, 1997). 
Moreover, it is quite a discovery for the student to realize that a formal def- 
inition may be more practical than an “intuitive” one. In Behaj’s work, quoted 
above, it was clearly shown that this fact is not clear to many students and even 
to some of their teachers. Most of them keep seeing the fact that a vector is a 
linear combination of the others as a consequence of the definition of linear de- 
pendence. Therefore they believe that this consequence is the practical way of 
proving that vectors are or are not independent, even if that goes contrary to 
their use of these definitions!!! 
This example is relevant with regard to the question about the role of for- 
malism in linear algebra. Formalism is what students themselves confess to fear 
most in the theory of vector spaces. One solution is to avoid formalism as far as 
possible, or at least to make it appear as a final stage gradually. Because, from 
our historical analysis, we have pointed out evidence that formalism is essential 
in this theory, we give a different answer: formalism must be put forward in re- 
lation to intuitive approaches as the means of understanding the fundamental 
role of unification and generalization of the theory. This has to be an explicit 
goal of teaching. This is not incompatible with a gradual approach toward for- 
malism, but it induces a different way of thinking out the previous stages. For- 
malism is not only the final stage in a gradual process in which objects become 
more and more general, it must appear as the only means of comprehending 
different aspects within the same language. The difficulty here is to give a func- 
tional aspect to formalism while approaching it more intuitively. 
Linear dependence is a formal notion that unifies different types of depen- 
dences which interact with various previous intuitive conceptions. It has been 
shown above how in the historical development of linear algebra the under- 
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standing of this fact was essential for the construction of the concept of rank 
and partly of duality. In teaching, this questioning has to be made explicit, if 
we do not want misunderstandings to persist. Therefore even at the lowest lev- 
els of the theory the question of formalism has to be raised in interaction with 
various contexts where previous intuitive conceptions have been built by the 
students. The construction of a formal approach right from the beginning is 
a necessary condition for understanding the profound nature of the theory 
of vector spaces. In this sense, formalism has to be introduced as the answer 
to a problem that students are able to understand and to make their own, in 
relation to their previous knowledge in fields where linear algebra is relevant. 
These include at least geometry and linear equations but may also include poly- 
nomials or functions, although in those fields one may encounter more difficul- 
ties. 
3. Basis, rank and dimension 
Let us come now to the concepts of basis, rank and dimension, the last three 
of our “basic notions”. 
3. I. Historicul buckground 
Historically, the concept of rank has played a very important role in the 
study of systems of linear equations. We have already partially discussed this 
point above. After Frobenius’ work, the concept of rank 9 was universally used 
and recognized as a clarifying tool to explain many phenomena related to lin- 
ear systems. In Frobenius’ approach, rank was defined within the theory of de- 
terminants, as the order of the largest non-zero minor of the system. The fact 
that it was the maximal number of independent equations in the system or the 
minimum number of equations to obtain an equivalent system was only a con- 
sequence, as were the same type of results about the set of solutions of the cor- 
responding homogeneous system. The intrinsic definition of the rank, 
independent of the theory of determinants, only prevailed when the theory 
had been extended to infinite dimensions (around 1880) and even after the ax- 
iomatic approach had finally been imposed (only after 1930) (Dorier, 
1995a, 1997). Yet, the dependence on the theory of determinants seems to be 
a historical contingency, which should not be transferred to teaching - as 
was already suggested above. Indeed, our historical analysis shows that the 
technicalities induced by the use of determinants has certainly slowed down 
the emergence of the concept of rank. On the other hand, Gaussian elimination 
‘) The term of rank (Rang) was not used by Frobenius or anyone else until (Frobenius, 1879, p. 1). 
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is a better pedagogical tool for the study of linear equations. Therefore it is in- 
teresting to transpose the development of ideas leading to the concept of rank 
into the context of this method rather than to refer to the historical context of 
determinants. Moreover, Gaussian elimination is more easily accessible with el- 
ementary knowledge and is also more relevant for new developments related to 
the use of computers to solve linear equations. 
The concepts of basis and dimension were somehow developed independent- 
ly of the concept of rank. The notion of basis is attached to the idea of a unique 
representation as a linear combination of the elements of a set, it is also con- 
nected with the concepts of linear independence and of generators. The concept 
of dimension appeared within the first axiomatic definition of a vector space by 
Peano in 1888 based on Grassmann’s 1844 Tlreo~~~ of’E.vtension. Our study of 
Grassmann’s and his followers’ work (Dorier, 1996a) showed how the concept 
of dimension was naturally drawn out by Grassmann with the use of the CJ.Y- 
change throrml; “I it also pointed out that his immediate followers (Peano, Bu- 
rali-Forti and Marcolongo, and Weyl) differ on this point. They all defined the 
dimension as the maximal number of independent vectors in the space. This 
conception was directly abstracted from the geometrical model, but unlike 
Grassmann they never realized that they had to prove that any set of less than 
n (the dimension) vectors could not form a set of generators. Indeed, this fact is 
not relevant in geometry, dimension being more a limitation of freedom than 
the measure of an extension, as in Grassmann’s theory. ” It is quite clear in 
the historical development of linear algebra that the concept of dimension 
needs to be connected explicitly and intrinsically to a question of generators 
to be completely defined. Dimension has been better formalized in early works 
on field theory (when studying the extensions of a field), than in the axiomatic 
theory of vector-spaces arising from a geometrical abstraction (except for 
Grassmann). The concept of rank is in this sense less ambiguous than dimen- 
sion as it refers more directly to the two aspects: generation and independence. 
2. Didactical issues 
The didactical conclusions of this brief historical panorama are: 
Basis, dimension and rank must be connected to the concepts of linear inde- 
pendence and generators. Moreover, they must point out the complement- 
arity of these two notions through the fundamental results that a maxima1 
“’ One vector of a basis can be exchanged for any vector linearly independent of the other vectors 
of the basis. 
” Grassmann’s generalization of geometrical space has its roots at a much deeper level. The 
notion of space he introduces is intrinsically connected with a set of initial generators which 
constitutes a basis. The concept of generation is therefore primitive in Grassmann’s approach. This 
fact has not been taken into account in his followers’ presentation of his work, except for Pincherle. 
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set of independent vectors is a minimal set of generators and that they all 
have the same number of elements. 
?? The concept of basis must be connected to the intuitive notion of a system 
of elements, of which each element of the space is a unique linear combina- 
tion. 
?? The geometrical context is not quite sufficient to allow a full comprehension 
of these three concepts (the connection with generators is not “natural”). 
The context of linear equations is essential for the concept of rank. It induces 
an initial intuitive approach of duality. In this context, Gaussian elimination 
is a better pedagogical tool than determinants. 
Let us see now how we can complete our presentation of the formal concepts 
summarized above with those of basis, rank and dimension. When the set of 
generators is finite, it is easy to see that a minimal set of generators is made 
of independent vectors. It is then also easy to see that any vector is a unique 
linear combination of the vectors of any minimal set of generators. This gives 
a first aspect of the concept of basis. We can then state that any maximal set of 
independent vectors is a set of generators and therefore a minimal set of gen- 
erators, as they are independent. This establishes the concept of a basis. The 
next question is that of the uniqueness of the number of elements in any basis. 
This question is difficult, especially because it is very likely to appear as point- 
less to students. Indeed, the fact that all the bases have the same number of el- 
ements seems so “natural”. There is a real problem in trying to convince 
students that such a question is relevant, especially because the answer is yes 
anyway. In geometry, this is really too obvious. It might be more relevant to 
approach this question through Gaussian elimination. Indeed, the uniqueness 
in this context is less obvious as there are many choices at each step of the 
Gaussian process. Moreover, any proof of this result is quite formal. With re- 
gard to formalism, a proof using the exchange theorem is the most satisfactory, 
because it makes no use of coordinates, but it is also the least intuitive, and 
therefore very unlikely to convince the students; a proof using coordinates 
may be more accessible to them. For instance, using the fact that any homoge- 
neous system of fewer unknowns than equations has a non-zero solution, one 
can easily deduce that if there is a basis of n vectors, any set of more than n 
vectors is dependent. From this it is clear that any other basis will have less 
than n vectors. Finally, by reversing the role of the two bases, one can conclude 
that two bases of the same space must have the same number of elements. 
4. How to prepare students for formalism 
It is necessary that students have a concrete idea of our basic six notions be- 
fore these are introduced in their formal aspect. We have already suggested 
that a connection should be made with students’ previous intuitive concepts 
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in different contexts like linear equations and geometry. We will now give two 
examples of what can be done. ” 
4.1. Relevunce of vectorial hnguage in geometq 
In geometry, it is essential to give the students some problems where the use 
of vectorial language is relevant and simplifies the solving problem. Let us ex- 
amine the following exercise: 
Let A = (1, m + 1, 2m) and B = (m + 1, 1, -m) be two points in 3-space and 
let P be the plane whose equation is: I - 2p + I = 5. For which value of m, 
does the straight line AB intersect the plane P at one and only one point? 
Students naturally solve this problem as any problem of intersection, They 
find a parametric equation for the straight line AB, and replace X, y and z in the 
equation of P: 
{ 
x= 1 fmt, 
AB: y=m+l -mt; MEABnPif andonlyif: 3m+2=5. 
z = 2m - 3mt, 
To answer the question, one must understand that if m f 1, the plane and 
the straight line have no points in common and that if m = 1, the straight line 
is included in the plane. Thus there is no value of m for which the straight line 
intersects the plane at one and only one point. The fact that t vanishes when 
one replaces X, y and 2 in the equation of the plane makes the interpretation 
of the result difficult. We have tested this exercise with many students and most 
of them do the calculations correctly, but they cannot interpret the result, or 
they conclude that the straight line intersects the plane at one point when 
m = 1. Once the mistake has been detected and corrected, it is interesting to 
show the students how the exercise can be solved with the vectorial point of 
view. Indeed, in terms of vectors, a straight line intersects a plane at one and 
only one point if and only if its direction does not belong to the direction of 
the plane. In this example it is easy to see that the coordinates of the vector 
AB satisfy the equation: 
X-2y+z=o. 
This type of exercise points out the relevance of using vectorial method in 
geometry. It may help the students in distinguishing these two aspects by point- 
ing out their complementarity. It is also a way of practicing the concepts of lin- 
ear dependence and generators in the framework of geometry. 
‘* For more examples see Dorier (1997) 
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4.2. Rank and linear equations 
In Rogalski’s teaching experiment of linear algebra, the first phase of work 
concerns solving systems of linear equations using Gaussian elimination. As 
mentioned above, the goal is to introduce the concept of rank and to prepare 
the students for formalism (Rogalski, 1991, 1994; Dorier, 1997). When solving 
systems of linear equations by Gaussian elimination, this raises questions such 
as: what is the connection between the number of equations, the number of dif- 
ferent (independent) linear combinations of the equations being zero and the 
number of parameters necessary to describe the set of solutions? In geometry, 
this question is essential when changing from Cartesian to parametric equa- 
tions or vice versa, for planes and straight lines. But this can also be applied 
to dimensions higher than three. In this experiment, one main concern is to in- 
duce explicit changes of frameworks (geometrical, analytical, and algebraic) 
and points of view (parametric, Cartesian). In the second phase, the questions 
approached intuitively in the first phase are interpreted and solved with use of 
formal language. The goal is to show that it is easier to use letters to represent 
an equation or an n-tuple than their representation with coefficients or coordi- 
nates. The main results concern the invariance of the number of equations at 
the end of the Gaussian elimination (i.e. the rank of the system) and its connec- 
tion with the number of parameters necessary to represent the set of solutions, 
which is the dimension of the sub-space of solutions of the homogeneous sys- 
tem. The fact that the rank of the rows is equal to the rank of the columns of 
the system is also proven. 
After this first stage in the framework of linear equations and the interpr- 
etation in geometry, the course deals with the formal theory of vector spaces. 
Here are two typical exercises given to the students: 
(1) A magic square of order 4 and of sum zero is a square matrix of order 4 
with real coefficients such that the sum along each column, each row and both 
diagonals is zero. Without any calculation, give an evaluation as precise as pos- 
sible of the dimension of the sub-space of magic squares of order 4 and of sum 
zero. 
The dimension is less than 16 (the dimension of all square matrices of order 
4) and more than 16 - 10 = 6, because the coefficients are solutions of a system 
of 10 equations. To be more precise one must know the number of depen- 
dences, i.e. the rank, of the equations. Without calculation, it is easy to see that 
at least three equations are independent (for instance the three equations ex- 
pressing that the sum along each row is zero), so that the rank is at least 3 
and the dimension is therefore less than 16 - 3 = 13. It would not be very dif- 
ficult to be even more precise. 
This exercise is interesting because it operates with large dimensions, yet the 
equations are quite simple. Moreover its concrete framework makes the ques- 
tion more accessible to the students. It is important though to prevent tedious 
158 J.-L. Douitv I Linrur Algehuu und its Applicutims 2755276 (IYWi 141p160 
calculations and to emphasize intuitive reasoning even if the outcome is less ac- 
curate. 
(2) Let u=(O, -1, 1, 0); 6=(2, 1, 1, 0); c=(O, 0. 3, 1) and cl=(2, 0, -1 -1). 
Give a Cartesian and a parametric representation of the sub-space generated 
by these four vectors. 
This question induces an explicit change of point of view (Cartesiampara- 
metric). Moreover the rank of the four vectors is an essential point for checking 
the answer. Finally, even if the framework of the question is algebraic, solving 
will be partly done within an analytical framework but it also can be interpre- 
ted in a generalized geometrical framework. 
This exercise has been analyzed by Dias and Artigue (1995) in terms of cog- 
nitive flexibility. They showed that students do not spontaneously change 
frameworks or points of view and that, if they are forced to do so, they have 
great difficulties. They may obtain different results in different frameworks 
but are usually not able to see that their results are contradictory. This point 
is nevertheless essential for learning linear algebra. Because of their unifying 
and generalizing nature, concepts of linear algebra must be understood under 
various aspects. Students must therefore be able to interpret a result in different 
frameworks, through different points of view and also in different registers of 
representation (formal, n-tuples, geometrical, etc.). This necessary flexibility 
has to be as explicit as possible in teaching. 
5. Conclusion 
The theory of vector spaces is a unifying and generalizing theory, in the 
sense that, historically, not only did it allow solving new problems ‘s in math- 
ematics, but it essentially unified tools, methods and results from various back- 
grounds in a very general approach. Thus its formalism is a constituent of its 
nature. Yet all the problems our students may solve with this theory could be 
solved with less sophisticated tools which they have already learnt (or at least 
are supposed to have learnt). Therefore the gains of this unification and gener- 
alization have to be understood by them, if we want them to accept this formal- 
ism and to use the theory correctly. General talk on the subject will not 
improve the situation, instead we have to build teaching sequences in which 
this idea can be understood in relation to a mathematical activity so that it be- 
comes a personal reflection of the students. The students must be able to see the 
relationship between their knowledge and intuition in concrete contexts and 
the formal language of the theory of vector spaces. In our research work, we 
state that one must use this “meta-lever” to bring students to a personal under- 
” These problems are far beyond the skills of first year university students (see Dorier, 1996b). 
J.-L. Dorier I Linear Algebra and its Applicutions 275-276 1199X) 14Ib160 159 
standing of the unifying and generalizing nature of the theory of vector spaces 
(see Dorier et al., 1994a, b; Dorier, 1991, 1992, 1995b, 1997). 
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