Abstract. A central question in arrangement theory is to determine whether the characteristic polynomial ∆ q of the algebraic monodromy acting on the homology group H q pFpAq, Cq of the Milnor fiber of a complex hyperplane arrangement A is determined by the intersection lattice LpAq. Under simple combinatorial conditions, we show that the multiplicities of the factors of ∆ 1 corresponding to certain eigenvalues of order a power of a prime p are equal to the Aomoto-Betti numbers β p pAq, which in turn are extracted from LpAq. When A defines an arrangement of projective lines with only double and triple points, this leads to a combinatorial formula for the algebraic monodromy. Along the way, we characterize nets supported by arrangements in terms of resonance in characteristic 2 and 3, and we obtain a lower bound for the number of essential components in the first complex resonance variety of A in terms of β 3 pAq. Our approach is based on a rather unexpected connection with the geometry of SL 2 pCq-representation varieties, which are governed by the Maurer-Cartan equation.
1. Introduction and statement of results
The Milnor fibration.
In his seminal book on complex hypersurface singularities, Milnor [31] introduced a fibration that soon became the central object of study in the field, and now bears his name. In its simplest manifestation, Milnor's construction associates to each homogeneous polynomial Q P Crz 1 , . . . , z ℓ s a smooth fibration over C˚, by restricting the polynomial map Q : C ℓ Ñ C to the complement of the zero-set of Q. The Milnor fiber of the polynomial, F " Q´1p1q, is a Stein manifold, and thus has the homotopy type of a finite CW-complex of dimension ℓ´1. The monodromy of the fibration is the map h : F Ñ F, z Þ Ñ e 2πi{n z, where n " deg Q. The induced homomorphisms in homology, h q : H q pF, Cq Ñ H q pF, Cq, are all diagonalizable, with n-th roots of unity as eigenvalues.
A key question, then, is to compute the characteristic polynomials of these operators and the Betti numbers of the Milnor fiber in terms of available data. We will only address here the case q " 1, which is already far from solved if the polynomial Q has a nonisolated singularity at 0.
Hyperplane arrangements.
Arguably the simplest situation is when the polynomial Q completely factors into distinct linear forms. This situation is neatly described by a hyperplane arrangement, that is, a finite collection A of codimension-1 linear subspaces in C ℓ . Choosing a linear form f H with kernel H for each hyperplane H P A, we obtain a homogeneous polynomial, Q " ś HPA f H , which in turn defines the Milnor fibration of the arrangement.
To analyze this fibration, we turn to the rich combinatorial structure encoded in the intersection lattice of the arrangement, LpAq, that is, the poset of all intersections of hyperplanes in A (also known as flats), ordered by reverse inclusion, and ranked by codimension. We then have the following, much studied problem, which was raised in [22, Problem 9A] and [24, Problem 4.145] , and still remains open. Problem 1.1. Given a hyperplane arrangement A, is the characteristic polynomial of the algebraic monodromy of the Milnor fibration, ∆ A ptq " detptI´h 1 q, determined by the intersection lattice LpAq? If so, give an explicit combinatorial formula to compute it.
Without essential loss of generality, we may assume that the ambient dimension is ℓ " 3, in which case the projectivizationĀ is an arrangement of lines in CP 2 . In Theorem 1.2, we give a complete (positive) answer to Problem 1.1 in the case (already analyzed in [12, 14, 26] ) when those lines intersect only in double or triple points.
As the multiplicities of those intersection points increase, we still get some answers, albeit not complete ones. For instance, in Theorem 1.3 we identify in combinatorial terms the number of times the cyclotomic factor Φ 3 ptq appears in ∆ A ptq, under the assumption thatĀ has no intersection points of multiplicity 3r, with r ą 1, while in Theorem 1.5 we treat the analogous problem for the cyclotomic factors Φ 2 ptq and Φ 4 ptq.
Combinatorics and the algebraic monodromy.
In order to describe our results in more detail, we need to introduce some notation. Let MpAq be the complement of the arrangement, and let Q : MpAq Ñ C˚be the Milnor fibration. It is readily seen that the Milnor fiber, FpAq, is a regular, n-fold cyclic cover of the projectivized complement, UpAq. A standard transfer argument then shows that the 1-eigenvalue of h 1 has multiplicity equal to b 1 pUpAqq " n´1. Therefore, (1) ∆ A ptq " pt´1q
(If d does not divide n, we set e d pAq " 0.) The polynomial ∆ A encodes the structure of the vector space H 1 pFpAq, Cq, viewed as a module over the group algebra CrZ n s via the action of the monodromy operator h 1 . More precisely,
The exponents e d pAq determine the decomposition of H 1 pFpAq, Cq into eigenspaces for h 1 , and thus compute the first Betti number of the Milnor fiber, as
Therefore, Problem 1.1 amounts to deciding whether the integers e d pAq are combinatorially determined, and, if so, computing them explicitly. Let L s pAq be the set of codimension s flats in LpAq. For each such flat X, let A X be the subarrangement consisting of all hyperplanes that contain X. Finally, let multpAq be the set of integers q ě 3 for which there is a flat X P L 2 pAq such that X has multiplicity q, i.e., |A X | " q. Not all divisors of n appear in the above formulas. Indeed, as shown in [25, 28] , if d does not divide one of the integers comprising multpAq, the exponent e d pAq vanishes. In particular, if multpAq Ď t3u, then only e 3 pAq may be non-zero. Our first main result computes this integer under this assumption. Theorem 1.2. Suppose L 2 pAq has only flats of multiplicity 2 and 3. Then (4) ∆ A ptq " pt´1q |A|´1¨p t 2`t`1 q β 3 pAq , where β 3 pAq is an integer between 0 and 2 that depends only on L ď2 pAq.
As we shall explain below, the combinatorial invariant β 3 pAq is constructed from the mod 3 cohomology ring of MpAq. Formula (4) was previously established in [28] in the case when A is a subarrangement of rank at least 3 in a non-exceptional Coxeter arrangement. In this wider generality, our theorem recovers, in stronger form, the following result of Libgober [26] : under the above assumption on multiplicities, the question whether ∆ A ptq " pt´1q |A|´1 can be decided combinatorially. According to Theorem 1.2, this happens precisely when β 3 pAq " 0.
1.4.
Resonance varieties and multinets. Now fix a coefficients field k. A celebrated theorem of Orlik and Solomon [32] asserts that the cohomology ring A˚" H˚pMpAq, kq is determined by the (ranked) intersection poset LpAq. Key to our approach are the resonance varieties of A, which keep track in a subtle way of the vanishing cup products in this ring.
For our purposes here, we will only be interested in resonance in degree 1. Given a cohomology class v P A 1 , let
be its "Aomoto-Betti" number, where Z k pvq is the linear space consisting of all elements w P A 1 such that v Y w " 0 in A 2 , and B k pvq is the subspace of vectors proportional to v. It is readily seen that βpvq depends only on the characteristic of k, and not on k itself. The (first) resonance variety of A with coefficients in the field k is the set (6) R 1 pA, kq " tv P H 1 pMpAq, kq | βpvq ą 0u.
Plainly, this set is a homogeneous subvariety of the affine space A 1 " k n . When k " C, all the irreducible components of R 1 pA, Cq are linear subspaces of C n , intersecting transversely at 0, see [9, 27] . In positive characteristic, though, the components of R 1 pA, kq may be non-linear, and they may intersect non-transversely, see [20] .
Very useful to us will be a result of Falk and Yuzvinsky [21] , which describes all components of R 1 pA, Cq in terms of multinets on A and its subarrangements.
A k-multinet on A is a partition of the arrangement into k ě 3 subsets A α , together with an assignment of multiplicities m H to each H P A, and a choice of rank 2 flats, called the base locus. All these data must satisfy certain compatibility conditions. For instance, any two hyperplanes from different parts of the partition intersect in the base locus, while the sum of the multiplicities over each part is constant. Furthermore, if X is a flat in the base locus, then the sum n X " ř HPA α XA X m H is independent of α. A multinet as above is reduced if all the multiplicities m H are equal to 1. If, moreover, all the numbers n X are equal to 1, the multinet is, in fact, a net-a classical notion from combinatorial geometry.
Modular bounds. The group H
1 pMpAq, Zq is free abelian, and comes equipped with a canonical basis, te H u HPA , consisting of classes dual to the meridians about the hyperplanes in A. Now fix a prime p, and let k be a field of characteristic p. The "diagonal" class, σ " ř HPA e H , determines an element σ k P H 1 pMpAq, kq. We define then the mod-p Aomoto-Betti number of the arrangement as (7) β p pAq " βpσ k q.
By construction, this integer (which is non-zero precisely when σ k is resonant) depends only on the intersection lattice of A and the prime p. Its interest to us comes from its relationship to the monodromy operator of the Milnor fibration. More to the point, work of Cohen and Orlik [7, Theorem 1.3] , as sharpened by Papadima and Suciu [34, Theorem 11.3] , gives the following inequalities: (8) e p s pAq ď β p pAq, for all s ě 1.
In other words, the exponents corresponding to eigenvalues of prime-power order p s are bounded above by the (combinatorially defined) β p -invariants of the arrangement. As shown in [34] , these bounds are of a topological nature: they are valid for spaces much more general than arrangement complements, but are far from being sharp in complete generality. The modular bounds were first used in [28] to study the algebraic monodromy of the Milnor fibration, especially in the context of (signed) graphic arrangements.
1.6. From β 3 pAq to e 3 pAq. We are now ready to state our next main result, which in particular shows that, under certain combinatorial conditions, the above modular bounds are sharp, at least for the prime p " 3 and for s " 1.
Suppose L 2 pAq has no flats of multiplicity 3r, for any r ą 1. Then, the following conditions are equivalent:
Moreover, the following hold:
(v) β 3 pAq ď 2.
(vi) e 3 pAq " β 3 pAq.
Plainly, conditions (i)-(iii) are combinatorial, whereas condition (iv) is not a priori combinatorial. Implication (ii) ñ (i) is obvious, while implication (iv) ñ (iii) follows from formula (8) . Implications (iii) ñ (ii) and (i) ñ (iv) are proved in Corollary 6.8 and Theorem 8.3, respectively. Finally, implication (v) ñ (vi) is proved in Theorem 8.6, while inequality (v) is established in Theorem 10.7.
In the particular case when multpAq Ď t3u, (v) and (vi) together imply Theorem 1.2. Our assumption on multiplicities is definitely needed, at least in the first part of Theorem 1.3. This is illustrated in Example 8.10, where we produce a family of arrangements tA 3d`1 u dě1 having rank-2 flats of multiplicity 3pd`1q: these arrangements support no reduced 3-multinets, yet satisfy e 3 pA 3d`1 q " β 3 pA 3d`1 q " 1. Nevertheless, both (v) and (vi) hold for this family of arrangements, as well as for the related family of monomial arrangements from Example 8.9, which also violate our hypothesis.
1.7. From β 3 pAq to complex resonance. The proof of Theorem 1.3 goes through several correspondences involving 3-nets, the cycle space Z F 3 pAq, and the resonance variety R 1 pA, Cq. For instance, we define in §7.1 an (injective) map (9) λ : t3-nets on Au / / Z F 3 pAqzB F 3 pAq , by sending a 3-net N to the vector taking the value α mod 3 on each part A α of the net; this immediately shows that (ii) ñ (iii). The reverse implication is much more subtle: under our multiplicity assumption, we show that the map (9) is surjective. The crucial step comes in Theorem 6.2, where we associate to each element τ P Z F 3 pAqzB F 3 pAq a multinet N pτq. Using an intricate study of the geometry of the Maurer-Cartan equation for sl 2 pCq-valued forms on the complement of A, based on [17, 29] , we show that τ determines uniquely an irreducible component Ppτq of the resonance variety R 1 pA, Cq. This component is, in fact, essential (i.e., it is supported on all of A), and thus determines a multinet N pτq on A. Finally, several more lemmas show that N pτq is actually a 3-net.
We revisit this proof in §7.1, where we show that the function sending the class of τ in Z F 3 pσ F 3 q{B F 3 pσ F 3 q to Ppτq is 2-to-1. As a consequence, we obtain the following result. Theorem 1.4. Suppose L 2 pAq has no flats of multiplicity properly divisible by 3. Then the resonance variety R 1 pA, Cq has at least p3 β 3 pAq´1 q{2 essential components, all corresponding to 3-nets.
The above inequality is sharp for graphic arrangements, but it is strict for the reflection arrangement of type B 3 and for the Hessian arrangement.
From resonance to characteristic varieties.
To complete the picture, we must be able to use the information gained on the resonance variety R 1 pA, Cq to prove the claim on the monodromy action on H 1 pFpAq, Cq. The bridge between the two is provided by the characteristic varieties V r pUpAqq of the projectivized complement of A.
As is well-known, these jump loci for homology in rank 1 local systems control the Betti numbers of all regular, finite abelian covers of UpAq, in particular, those of the Milnor fiber FpAq. Two more ingredients come into play: the detailed knowledge of the jump loci provided by Arapura's work [1] and subsequent refinements [18, 21] , as well as the tangent cone theorem from [9, 27] relating characteristic and resonance varieties in this setting.
With this machinery at hand, it is relatively straightforward to show that the existence of a reduced k-multinet on A forces e k pAq ě k´2, thereby closing the circle linking statements (i)-(iv) from Theorem 1.3. Using these techniques, together with a recent result from [2] and Theorem 1.4, we also prove that (v) implies (vi).
1.9. From mod 2 resonance to 4-nets. By a result of Yuzvinsky [42] , non-trivial knets exist only for k " 3 or 4. Many examples of 3-nets appear naturally, while the only known 4-net comes from the famous Hessian configuration [41] .
Our approach also allows us to characterize 4-nets, in terms of mod 2 resonance. To state our next result (proved in §9), we need the following definition. We say that two elements, η, η 1 P Z F 2 pσ F 2 qzB F 2 pσ F 2 q, are strongly independent if for any X P L 2 pAq, either η and η 1 are constant on the subarrangement A X , or η, η 1 , and η`η 1 are nonconstant on A X . It is easy to check that this property implies that the classes rηs, rη 1 s P Z F 2 pσ F 2 q{B F 2 pσ F 2 q are independent; in particular, β 2 pAq ě 2. Theorem 1.5. Suppose L 2 pAq has no flats of multiplicity 2r, with r ą 2. Then the following combinatorial conditions are equivalent.
(i) A has 2 strongly independent elements.
(ii) L ď2 pAq supports a reduced 4-multinet.
(iii) L ď2 pAq supports a 4-net. Moreover, if any one of these conditions holds and β 2 pAq " 2, then e 2 pAq " e 4 pAq " 2.
Thus, the modular bounds (8) are again sharp in this case, for p " 2 and s ď 2.
1.10. Matroid realizability. Much of our approach works not only for hyperplane arrangements, but, more generally, for simple matroids. Given such a matroid M , one may still define its Orlik-Solomon algebra, and extract from this algebra the resonance varieties R 1 pM , kq and the Aomoto-Betti numbers β p pM q. Of course, we also can talk about (multi)nets on M , and define the map λ as in (9) . But the assignment τ Ppτq described above requires (at least in our approach) that M be realizable by a complex hyperplane arrangement.
The difference between realizable and non-realizable matroids comes to the fore in §10. Using a delicate analysis of 3-nets supported by a family of matroids M pmq with ground set F m 3 , and a result of Yuzvinsky [41] in projective geometry, we establish in Corollary 10.18 the following non-realizability criterion. Assuming now that M is realizable by an arrangement with no rank-2 flats of multiplicity strictly divisible by 3, it is a simple matter to conclude that β 3 pM q ď 2. This verifies assertion (v) from Theorem 1.3, and thus completes the proof of that theorem.
1.11. Discussion. We return now to Problem 1.1, and discuss the literature surrounding it, as well as our approach to solving this problem in some notable special cases.
Nearly half the papers in our bibliography are directly related to the problem of computing the Betti numbers of the Milnor fiber of an arrangement. This (non-exhaustive) list of papers may give the reader an idea about the intense activity devoted to this topic, and the variety of tools used to tackle it.
In [4, 5, 6, 12, 13, 14, 15, 25, 26] , mostly geometric methods (such as superabundance of linear systems of polynomials, logarithmic forms, and Mixed Hodge theory) have been used. It seems worth mentioning that our approach also provides answers to rather subtle geometric questions. For instance, a superabundance problem raised by Dimca in [12] is settled in Remark 8.8.
The topological approach to Problem 1.1 traces its origins to the work of Cohen and Suciu [8, 9] on Milnor fibrations and characteristic varieties of arrangements. A crucial ingredient in our approach is the idea to connect the Orlik-Solomon algebra in positive characteristic to the monodromy of the Milnor fibration. This idea, which appeared in [7, 10] , was developed and generalized in [34] . The modular bounds from (8) , first exploited in a systematic way by Mȃcinic and Papadima in [28] , have since been put to use in [3, 14] .
On the combinatorial side, multinets and their relationship with complex resonance varieties, found by Falk and Yuzvinsky in [21] and further developed in [35, 42] play an important role in [11, 14, 16, 37] , and are key to our approach.
The main novelty in this paper is to relate modular resonance with algebro-geometric methods in the analysis of representation varieties and jump loci of smooth quasi-projective varieties. In the case of jump loci for rank 1 local systems, this analysis is based on the results of Arapura [1] , as refined in [18] . Here, we exploit the geometry of the SL 2 pCq-representation varieties, building on recent work from [17, 29] . In this way, we are able to lift information on resonance varieties, from the primes 2 and 3 to C.
1.12.
Conclusion. The many examples we discuss in this paper show a strikingly similar pattern, whereby the only interesting primes, as far as the algebraic monodromy of the Milnor fibration goes, are p " 2 and p " 3. Furthermore, all rank 3 simplicial arrangements examined by Yoshinaga in [40] satisfy e 3 pAq " 0 or 1, and e d pAq " 0, otherwise. Finally, we do not know of any arrangement A of rank at least 3 for which β p pAq ‰ 0 if p ą 3. By [28] , no such example may be found among subarrangements of Coxeter arrangements. Theorems 1.3 and 1.5, together with these and other considerations lead us to formulate the following conjecture. Conjecture 1.7. Let A be an arrangement of rank at least 3. Then e p s pAq " 0 for all primes p and integers s ě 1, with two possible exceptions: (10) e 2 pAq " e 4 pAq " β 2 pAq and e 3 pAq " β 3 pAq.
When e d pAq " 0 for all divisors d of |A| which are not prime powers, this conjecture would give the following complete answer to Problem 1.1:
Matroids and multinets
The combinatorics of a hyperplane arrangement is encoded in its intersection lattice, which in turn can be viewed as a lattice of flats of a realizable matroid. In this section, we discuss multinet structures on matroids, with special emphasis on 3-nets.
2.1. Matroids. We start by reviewing the notion of matroid. There are many ways to axiomatize this notion, which unifies several concepts in linear algebra, graph theory, discrete geometry, and the theory of hyperplane arrangements, see for instance Wilson's survey [39] . We mention here only the ones that will be needed in the sequel.
A matroid is a finite set M , together with a collection of subsets, called the independent sets, which satisfy the following axioms: (1) the empty set is independent; (2) any proper subset of an independent set is independent; and (3) if I and J are independent sets and |I| ą |J|, then there exists u P IzJ such that J Y tuu is independent. A maximal independent set is called a basis, while a minimal dependent set is called a circuit.
The rank of a subset S Ă M is the size of the largest independent subset of S . A subset is closed if it is maximal for its rank; the closure S of a subset S Ă M is the intersection of all closed sets containing S . Closed sets are also called flats.
We will consider only simple matroids, defined by the condition that all subsets of size at most two are independent.
The set of flats of M , ordered by inclusion, forms a geometric lattice, LpM q, whose atoms are the elements of M . We will denote by L s pM q the set of rank-s flats, and by L ďs pM q the sub-poset of flats of rank at most s. We say that a flat X has multiplicity q if |X| " q. The join of two flats X and Y is given by X _ Y " X Y Y, while the meet is given by X^Y " X X Y.
Hyperplane arrangements.
An arrangement of hyperplanes is a finite set A of codimension-1 linear subspaces in a finite-dimensional, complex vector space C ℓ . We will assume throughout that the arrangement is central, that is, all the hyperplanes pass through the origin. Projectivizing, we obtain an arrangementĀ " tH | H P Au of projective, codimension-1 subspaces in CP ℓ´1 , from which A can be reconstructed via a coning construction.
The combinatorics of the arrangement is encoded in its intersection lattice, LpAq. This is the poset of all intersections of hyperplanes in A (also known as flats), ordered by reverse inclusion, and ranked by codimension. The join of two flats X, Y P LpAq is given by X _ Y " X X Y, while the meet is given by X^Y " Ş tZ P LpAq | X`Y Ď Zu. Given a flat X, we will denote by A X the subarrangement tH P A | H Ą Xu.
We may view A as a simple matroid, whose points correspond to the hyperplanes in A, with dependent subsets given by linear algebra, in terms of the defining equations of the hyperplanes. In this way, the lattice of flats of the underlying matroid is identified with LpAq. Under this dictionary, the two notions of rank coincide.
A matroid M is said to be realizable (over C) if there is an arrangement A such that LpM q " LpAq. The simplest situation is when M has rank 2, in which case M can always be realized by a pencil of lines through the origin of C 2 . For most of our purposes here, it will be enough to assume that the arrangement A lives in C 3 , in which caseĀ is an arrangement of (projective) lines in CP 2 . This is clear when the rank of A is at most 2, and may be achieved otherwise by taking a generic For a rank-3 arrangement, the set L 1 pAq is in 1-to-1 correspondence with the lines ofĀ, while L 2 pAq is in 1-to-1 correspondence with the intersection points ofĀ. The poset structure of L ď2 pAq corresponds then to the incidence structure of the point-line configurationĀ. This correspondence is illustrated in Figure 1 . We will say that a flat X P L 2 pAq has multiplicity q if |A X | " q, or, equivalently, if the pointX has exactly q lines fromĀ passing through it.
Multinets on matroids.
Guided by the work of Falk and Yuzvinsky [21] , we define the following structure on a matroid M -in fact, on the poset L ď2 pM q.
A multinet on M is a partition into k ě 3 subsets M 1 , . . . , M k , together with an assignment of multiplicities, m : M Ñ N, and a subset X Ď L 2 pM q with |X| ą 2 for each X P X , called the base locus, such that:
2) For any two points u, v P M in different classes, the flat spanned by tu, vu belongs to X . (3) For each X P X , the integer n X :"
We say that a multinet N as above has k classes and weight d, and refer to it as a pk, dq-multinet, or simply as a k-multinet. Without essential loss of generality, we may assume that gcdtm u u uPM " 1. Note that the symmetric group Σ k acts freely on the set of pk, dq-multinets on M , by permuting the k classes.
If all the multiplicities are equal to 1, the multinet is said to be reduced. If n X " 1, for all X P X , the multinet is called a pk, dq-net; in this case, the multinet is reduced, and Figure 1 shows a p3, 2q-net on a planar slice of the reflection arrangement of type A 3 . Figure 2 shows a non-reduced p3, 4q-multinet on a planar slice of the reflection arrangement of type B 3 . Finally, Figure  3 shows a simplicial arrangement of 12 lines in CP 2 supporting a reduced p3, 4q-multinet which is not a 3-net. For more examples, we refer to [21, 40, 41] .
Work of Yuzvinsky [41, 42] and Pereira-Yuzvinsky [35] shows that, if N is a kmultinet on a matroid realizable in CP 2 , with base locus of size greater than 1, then k " 3 or 4; furthermore, if N is not reduced, then k must equal 3.
2.4. Reduced multinets. Let N be a multinet on a matroid M , with associated classes tM 1 , . . . , M k u. For each flat X P L 2 pM q, let us write (12) supp N pXq " tα P rks | M α X X ‰ Hu.
Evidently, |supp N pXq| ď |X|. Notice also that |supp N pXq| is either 1 (in which case we say X is mono-colored), or k (in which case we say X is multi-colored). Here is an elementary lemma. Proof. Let X be a flat in the base locus of a k-multinet N ; then |supp N pXq| " k. If the multinet is reduced, we have that |X| " kn X . Since, by assumption, L 2 pM q has no flats of multiplicity kr, with r ą 1, we must have n X " 1. Thus, the multinet is a net.
Applying Lemma 2.1 to realizable matroids proves implications (i) ñ (ii) from Theorem 1.3 and (ii) ñ (iii) from Theorem 1.5.
2.5.
Nets. Let us look in more detail at the structure of nets on an arrangement A of planes in C 3 , or, equivalently, on its projectivization,Ā. A k-net onĀ (equivalently, on L ď2 pAq) consists of a partition into k ě 3 parts, and a finite set of pointsX , such that lines in different parts intersect at a point inX , and through every point inX there passes exactly one line from each part. Lemma 2.2. Assume a matroid M supports a k-net with parts M α . Then:
(1) Each submatroid M α has the same cardinality, equal to d :" |M | {k.
Proof. Part (1) follows from the definitions. To prove (2), let X be a flat in L 2 pM α q, and suppose there is a point u P pM zM α q X X, where X denotes the closure in M . Since X P L 2 pM α q, there exist distinct points v, w P M α X X. Since also u P X, the flat X must belong to the base locus. On the other hand, X contains a single point from M α . This is a contradiction, and we are done.
In view of the above lemma, we make the following definition. Given a matroid M and a subset S Ď M , we say that
Clearly, this property is stable under intersection.
Latin squares.
A Latin square of size d is a matrix corresponding to the multiplication table of a quasi-group of order d; that is to say, a dˆd matrix Λ, with each row and column a permutation of the set rds " t1, . . . , du.
In the sequel, we will make extensive use of 3-nets, which have the following equivalent definition. A p3, dq-net on a matroid M is a partition into three subsets M 1 , M 2 , M 3 of size d with the property that, for each pair of points u, v P M in different classes, we have u _ v " tu, v, wu, for some point w in the third class.
Three-nets are intimately related to Latin squares. If M admits a p3, dq-net with parts 
A similar procedure shows that the base locus of a pk, dq-net is encoded by a pk´2q-tuple of orthogonal Latin squares. Remark 2.3. It will be useful to note that the definition of a 3-net may be relaxed, by demanding only that all three classes M 1 , M 2 , M 3 of the partition be non-empty, plus the condition on flats generated by elements in different classes. To see why, pick a point u α P M α . For β ‰ α, denote by γ the third element of t1, 2, 3u. The net property implies that there is a function, Λ α : M β Ñ M γ , with the property that tu α , u β , u γ u P L 2 pM q, for any u β P M β , where u γ " Λ α pu β q, as in the definition of a Latin square. Clearly, the function Λ α is injective. It follows that the 3 classes must have the same size.
The realizability of 3-nets by line arrangements in CP 2 has been studied by several authors, including Yuzvinsky [41] , Urzúa [38] , and Dimca, Ibadula, and Mȃcinic [14] . Example 2.4. Particularly simple is the following construction, due to Kawahara [23] : given any Latin square, there is a matroid with a 3-net realizing it, such that each submatroid obtained by restricting to the parts of the 3-net is a uniform matroid.
In turn, some of these matroids may be realized by line arrangements in CP 2 . For instance, suppose Λ is the multiplication table of one of the groups Z 2 , Z 3 , Z 4 , or Z 2ˆZ2 . Then the corresponding realization is the braid arrangement, the Pappus p9 3 q 1 configuration, the Kirkman configuration, and the Steiner configuration, respectively.
In general, though, there are many other realizations of Latin squares. For example, the group Z 3 admits two more realizations, see [14, Theorem 2.2] and Examples 3.7 and 3.8.
Modular Aomoto-Betti numbers and resonance varieties
We now study two inter-related matroidal invariants: the Aomoto-Betti numbers β p and the resonance varieties in characteristic p ą 0. When p " 3, we relate the invariant β 3 to 3-nets on the given matroid.
3.1. The Orlik-Solomon algebra. As before, let A be an arrangement of hyperplanes in C ℓ . The main topological invariant associated to such an arrangement is its complement, MpAq " C ℓ z Ť HPA H. This is a smooth, quasi-projective variety, with the homotopy type of a connected, finite CW-complex of dimension ℓ.
Building on work of Brieskorn, Orlik and Solomon described in [32] the cohomology ring ApAq " H˚pMpAq, Zq as the quotient of the exterior algebra on degree-one classes dual to the meridians around the hyperplanes of A, modulo a certain ideal determined by the intersection lattice.
Based on this combinatorial description, one may associate an Orlik-Solomon algebra ApM q to any (simple) matroid M , as follows. Let E " Ź pM q be the exterior algebra on degree 1 elements e u corresponding to the points of the matroid, and define a graded derivation B : E Ñ E of degree´1 by setting Bp1q " 0 and Bpe u q " 1, for all u P M . Then
where e S " ś uPS e u . As is well-known, this graded ring is torsion-free, and the ranks of its graded pieces are determined by the Möbius function of the matroid. In particular, A 1 pM q " Z M (this is one instance where the simplicity assumption on M is needed). This construction enjoys the following naturality property: if M 1 Ď M is a submatroid, then the canonical embedding Ź pM 1 q ãÑ Ź pM q induces a monomorphism of graded rings, ApM 1 q ãÑ ApM q.
Resonance varieties.
Let A be a graded, graded-commutative algebra over a field k. We will assume that each graded piece A q is finite-dimensional, and A 0 " k. Furthermore, we will assume that a 2 " 0, for all a P A 1 , a condition which is automatically satisfied if charpkq ‰ 2, by the graded-commutativity of multiplication in A.
For each element a P A 1 , we turn the algebra A into a cochain complex,
using as differentials the maps δ a pbq " ab. The (degree q, depth r) resonance varieties of A are then defined as the jump loci for the cohomology of this complex,
It is readily seen that these sets are Zariski-closed, homogeneous subsets of the affine space A 1 . For our purposes here, we will only consider the degree 1 resonance varieties, R r pAq " R 3.3. The Aomoto-Betti numbers. Consider now the algebra A " ApM q b k, i.e., the Orlik-Solomon algebra of the matroid M with coefficients in k. Since A is a quotient of an exterior algebra, we have that a 2 " 0 for all a P A 1 , even if charpkq " 2. Thus, we may define the resonance varieties of the matroid M as (16) R r pM , kq :" R r pApM q b kq.
When M is realizable, these varieties were first defined and studied by Falk [19] for k " C, and by Matei and Suciu [30] for arbitrary fields. The resonance varieties of M essentially depend only on the characteristic of the field.
endowed with a preferred basis, which we will also write as te u u uPM . Consider the "diagonal" cohomology class (17) σ "
and define the cocycle space of the matroid to be
Clearly, this set is a vector subspace of A 1 ; its dimension depends only on the characteristic of k, and not on k itself. The following lemma gives a convenient system of linear equations for the cocycle space Z k pM q, provided that k has positive characteristic. 
Proof. If the matroid M is realizable, the lemma is proved in [28] , using some results from [27] . The same proof works for arbitrary matroids.
Note that σ P Z k pM q. Let B k pM q be the subspace spanned by σ; clearly, a vector τ as above belongs to B k pM q if and only if all its components τ u are equal. Let us define the mod-p Aomoto-Betti number of the matroid M as
where recall charpkq " p. Note that Z k pM q{B k pM q " H 1 pApM q b k, δ σ q. Thus, the above matroid invariant may be reinterpreted as
The following vanishing criterion is an immediate consequence of Lemma 3.1.
For instance, if M is a rank 3 uniform matroid, then β p pM q " 0, for all p. At the other extreme, if all the points of M are collinear, and p divides |M |, then β p pM q " |M |´2.
3-nets and the β 3 numbers.
We now analyze the relationship between nets and the Aomoto-Betti numbers. We start with a simple lemma.
Lemma 3.3. Suppose a matroid M supports a net. For each part
Proof. In view of Lemmas 2.2(2) and 3.1, the equations defining Z k pM α q form a subset of the set of equations defining Z k pM q. Thus, the projection k
Clearly, this homomorphism takes σ to σ α , and the second assertion follows.
In the case when the net has 3 parts and the ground field has 3 elements, we can be more precise. Proposition 3.4. Let N be a 3-net on a matroid M , and set k " F 3 . For each part M α , we then have an exact sequence of k-vector spaces, Proof. Let τ α P k M be the vector whose components are equal to 0 on M α , and are equal to 1, respectively´1 on the other two parts of the net. It follows from Lemmas 2.2(2) and 3.1 that τ α P Z k pM q. Clearly, τ α P kerph α q. In fact, as we shall see next, τ α generates the kernel of h α .
Suppose h α pηq " 0, for some η P Z k pM q. We first claim that η must be constant on the other two parts, M β and M γ . To verify this claim, fix a point u P M γ and pick v, w P M β . By the net property and (19), η u`ηv`ηv 1 " 0 and η u`ηw`ηw 1 " 0, for some v 1 , w 1 P M α . But η v 1 " η w 1 " 0, by assumption. Hence, η v " η w , and our claim follows.
Writing now condition (19) for η on a multi-colored flat of N , we conclude that η P k¨τ α . It follows that sequence (22) is exact in the middle. Since exactness at k is obvious, we are done.
Corollary 3.5. If a matroid M supports a 3-net with parts
This corollary establishes in a direct way implication (ii) ñ (iii) from Theorem 1.3 in the introduction.
If β 3 pM α q " 0, for some α, then β 3 pM q " 1, while if β 3 pM α q " 1, for some α, then β 3 pM q " 1 or 2. Furthermore, as the next batch of examples shows, all three possibilities do occur, even among realizable matroids. Example 3.6. First, let A be the braid arrangement from Figure 1 . Then A admits a p3, 2q-net with all parts A α in general position. Hence, β 3 pA α q " 0 for each α, and thus β 3 pAq " 1. Example 3.7. Next, let A be the realization of the configuration described by the Pappus hexagon theorem. As noted in [14, Example 2.3], A admits a p3, 3q-net with two parts in general position and one not. Hence, β 3 pA 1 q " β 3 pA 2 q " 0 while β 3 pA 3 q " 1. Therefore, β 3 pAq " 1. Figure 4 , this arrangement admits a p3, 3q-net with no parts in general position. Hence, β 3 pA α q " 1 for each α. Moreover, β 3 pAq " 2, by direct computation, or by Proposition 10.3 below. The classification results from [14] and the above considerations imply that the only rank 3 arrangement A of at most 9 planes that supports a 3-net and has β 3 pAq ě 2 is the Ceva arrangement.
Flat connections and holonomy Lie algebras
In this section, we study the space of g-valued flat connections on the Orlik-Solomon algebra of a simple matroid M , and the closely related holonomy Lie algebra hpM q. The key result here is Theorem 4.4, which, under a multiplicity assumption on the flats of M , associates to each cocycle modulo 3 and each triple of elements from g summing up to zero a Lie algebra morphism from hpM q to g.
Flat, g-valued connections.
We start by reviewing some standard material on flat connections, following the approach from [17, 18, 29] .
Let pA, dq be a commutative, differential graded algebra over C, for short, a cdga. We will assume that A is connected (i.e., A 0 " C) and of finite q-type, for some q ě 1 (i.e., A i is finite-dimensional, for all i ď q). The cohomology groups H i pAq are C-vector spaces, of finite dimension if i ď q. Since A is connected, we may view H 1 pAq as a linear subspace of A 1 . Now let g be a finite-dimensional Lie algebra over C. On the graded vector space Abg, we may define a bracket by ra b x, b b ys " ab b rx, ys, for a, b P A and x, y P g. This functorial construction produces a differential graded Lie algebra A b g, with grading inherited from A, and differential dpa b xq " da b x.
An element ω P A 1 b g is called an infinitesimal, g-valued flat connection on pA, dq if ω satisfies the Maurer-Cartan equation, (23) dω`1 2 rω, ωs " 0.
We will denote by F pA, gq the subset of A 1 b g consisting of all flat connections. This set has a natural affine structure, and depends functorially on both A and g. Notice that F pA, gq depends only on the degree 2 truncation A ď2 " A{ À ią2 A i of our cdga. Consider the algebraic map π :
Notice that π restricts to a map π : H 1 pAqˆg Ñ F pA, gq. The set F p1q pA, gq :" πpH 1 pAqˆgq is an irreducible, Zariski-closed subset of F pA, gq, which is equal to either t0u, or to the cone on PpH 1 pAqqˆPpgq. We call its complement the regular part of F pA, gq.
Holonomy Lie algebra.
An alternate view of the parameter space of flat connections involves only Lie algebras. Let us briefly review this approach, following the detailed study done in [29] . Let A i " Hom C pA i , Cq be the dual vector space. Let ∇ : A 2 Ñ A 1^A1 be the dual of the multiplication map A 1^A1 Ñ A 2 , and let d 1 : A 2 Ñ A 1 be the dual of the differential
By definition, the holonomy Lie algebra of pA, dq is the quotient of the free Lie algebra on the C-vector space A 1 by the ideal generated by the image of d 1`∇ : (24) hpAq " LiepA 1 q{pimpd 1`∇ qq.
This construction is functorial. Indeed, if ϕ : A Ñ A 1 is a cdga map, then the linear map ϕ 1 " pϕ 1 q˚: A 1 1 Ñ A 1 extends to Lie algebra map Liepϕ 1 q : LiepA 1 1 q Ñ LiepA 1 q, which in turn induces a Lie algebra map hpϕq : hpA 1 q Ñ hpAq. When d " 0, the holonomy Lie algebra hpAq inherits a natural grading from the free Lie algebra, compatible with the Lie bracket. Thus, hpAq is a finitely presented, graded Lie algebra, with generators in degree 1, and relations in degree 2. In the particular case when A is the cohomology algebra of a path-connected space X with finite first Betti number, hpAq coincides with the classical holonomy Lie algebra hpXq of K.T. Chen. Example 4.1. Let S " CP 1 ztk pointsu. Letting tc 1 , . . . , c k u be the homology classes in H 1 pS , Cq represented by standardly oriented loops around the punctures, we find that (25) hpS q " Liepc 1 , . . . , c k q{´ÿ
which is isomorphic to the free Lie algebra of rank k´1.
As before, let g be a finite-dimensional Lie algebra. As noted in [29] , the canonical isomorphism ι :
Under this isomorphism, the subset F p1q pA, gq corresponds to the set Hom 1 Lie phpAq, gq of Lie algebra morphisms whose image is at most 1-dimensional.
If ϕ : A Ñ A 1 is a cdga map, we will let ϕ ! : Hom Lie phpAq, gq Ñ Hom Lie phpA 1 q, gq denote the morphism of algebraic varieties induced by hpϕq.
4.3.
The holonomy Lie algebra of a matroid. Let M be a simple matroid, and let A " ApM q b C be the Orlik-Solomon algebra of M with coefficients in C. As noted before, the C-vector space A 1 has basis te u u uPM . Let A 1 be the dual vector space, with dual basis ta u u uPM .
By definition, the holonomy Lie algebra of the matroid, hpM q :" hpAq, is the quotient of the free Lie algebra on A 1 by the ideal generated by the image of the dual of the multiplication map, A 1^A1 Ñ A 2 . Using the presentation (13) for the algebra ApM q, it is proved in [33, §11] that hpM q has the following quadratic presentation:
Now let g be a finite-dimensional Lie algebra over C. Once we identify A 1 b g -g A , a g-valued 1-form ω may be viewed as a vector with components ω u P g indexed by the points u P M . By (26) , ω P F pA, gq if and only if
Let spanpωq be the linear subspace of g spanned by the set tω u u uPM . Clearly, if dim spanpωq ď 1, then ω is a solution to the system of equations (28); the set of such solutions is precisely F p1q pA, gq. We call a solution ω regular if dim spanpωq ě 2. Noteworthy is the case when g " sl 2 , a case studied in a more general context in [29] . In this setting, an sl 2 -valued 1-form ω " pω u q uPM is a solution to the system of equations (28) if and only if, for each X P L 2 pM q, (29) either
An evaluation map.
Let V be a finite-dimensional C-vector space, and let I be a finite set. Inside the vector space V I , consider the linear subspace
Given a family of elements of a vector space, we may speak about its rank, that is, the dimension of the vector subspace generated by that family. Inside H I pVq, we define the regular part to be the set (31) H I reg pVq " tx P H I pVq | rankpxq " |I|´1u.
We will need the following lemma, which easily follows from definition (31). Let us view an element x P V I as a map, x : I Ñ V. Given a matroid M , let us denote the induced map, I
M Ñ V M , by ev.pxq. For a fixed element τ P I M , we obtain in this way an "evaluation" map (32) ev τ : reg pgq. Proof. Let x P H F 3 pgq. By definition, the vector ω " ev τ pxq P g M has components ω u equal to x i if τ u " i mod 3. We must verify that the elements ω u satisfy the flatness conditions (28) . Let X be a flat in L 2 pM q. There are two cases to consider.
First suppose |X| is divisible by 3. Our multiplicity hypothesis then implies |X| " 3. By Lemma 3.1, we have that ř uPX τ u " 0. This equation has two types of solutions: (1) τ is constant on X. In this case, ω is also constant on X.
(2) τ assumes each of the values 0, 1, 2 on X; that is, X " tu 0 , u 1 , u 2 u and τ u i " i mod 3. In this case, ω u i " x i , and so ř uPX ω u " x 0`x1`x2 " 0. In both cases, equations (28) are satisfied.
Next, suppose |X| is not divisible by 3. By Lemma 3.1, we have that τ u " τ v for all u, v P X. Hence, ω is constant on X, and so " ř uPX ω u , ω v ‰ " 0, for all v P X. Therefore, equations (28) are again satisfied.
Finally, assume τ is non-constant. There are then points u, v P M such that τ u ‰ τ v . Let i, j be two distinct integers from 0, 1, 2 such that τ u " i and τ v " j mod 3. Suppose x is regular, but ω " ev τ pxq is not regular. Then ω u " x i and ω v " x j are linearly dependent, contradicting Lemma 4.2(3). This finishes the proof. 4.6. Discussion. Of course, we may start by taking I to be any finite field k. The idea in the sequel is to use results from [29] on flat connections with values in V " g " sl 2 , to construct multinets on M from non-constant elements in Z k pM q. To achieve this goal, we will need the following properties that appear in the conclusion of Theorem 4.4:
(i) If τ P Z k pM q and x P H k pgq, the evaluation ev τ pxq belongs to Hom Lie phpM q, gq. (ii) If τ is non-constant, then there is an x P H k pgq such that ev τ pxq is regular.
At this point, restrictions on multiplicities naturally arise, even in the simplest, most basic case, when M has rank two. Set p " charpkq. There are two cases to consider.
First suppose p does not divide |M |. We then infer from Lemma 3.1 that Z k pM q " B k pM q, and therefore ev τ pxq P Hom 1 Lie phpM q, gq, for all τ P Z k pM q and x P H k pgq. Thus, property (i) holds, but the crucial property (ii) fails. Now suppose p properly divides |M |. As illustrated by the next example, properties (i) and (ii) cannot both hold in this case. This explains our assumption on multiplicities from Theorem 4.4.
Example 4.5. Let M be the (realizable) rank two matroid of size pr, with r ą 1. Define τ P k M to take p times the value 0 and pr´1qp times the value 1. Clearly, τ P Z k pM qzB k pM q. To satisfy properties (i) and (ii), we must first find an x P H k pgq such that ev τ pxq P Hom Lie phpM q, gq. In view of alternative (29) 
Remark 4.6. The same properties also impose severe restrictions on the characteristic of the ground field. Indeed, let k " F p . Using a similar (slightly more complicated) argument as in Example 4.5, it can be shown that properties (i) and (ii) cannot both hold for the rank two matroid of size p ą 3. This is the reason why we work mostly with the prime p " 3, and why we need to modify in §9 the construction of the evaluation map for p " 2.
Complex resonance varieties and pencils
We now narrow our focus to realizable matroids, and recall the description of the (degree 1, depth 1) complex resonance variety of an arrangement A in terms of multinets on subarrangements of A.
Resonance varieties of arrangements.
Let A be a hyperplane arrangement in C ℓ , and let A " H˚pMpAq, Cq be its Orlik-Solomon algebra over C. The (first) resonance variety of the arrangement, R 1 pAq :" R 1 pAq, is a closed algebraic subset of the affine space H 1 pMpAq, Cq " C A . Since the slicing operation described in §2.2 does not change R 1 pAq, we may assume without loss of generality that ℓ " 3.
As shown in [9, 27] , all irreducible components of the resonance variety R 1 pAq are linear subspaces, intersecting pairwise only at 0; moreover, the positive-dimensional components have dimension at least two, and the cup-product map A 1^A1 Ñ A 2 vanishes identically on each such component. (We refer to [18] for a more general context where such a statement holds.)
We will also need a basic result from Arapura theory [1] (see also [18] ), a result which adds geometric meaning to the aforementioned properties of R 1 pAq. Let S denote CP 1 with at least 3 points removed. A map f : MpAq Ñ S is said to be admissible if f is a regular, non-constant map with connected generic fiber. The correspondence f f˚pH 1 pS , Cqq gives a bijection between the set of admissible maps (up to reparametrization at the target) and the set of positive-dimensional components of R 1 pAq. Proof. The first claim is an immediate consequence of the description of the action of Σ k on k-multinets, given in §2.3, coupled with the construction of ΨpN q. Suppose now that N is a k-multinet, and ΨpN q " ΨpN 1 q, for some multinet N 1 . As noted before, dim ΨpN q " k´1; hence, N 1 is also a k-multinet. Let f N and f N 1 be the corresponding admissible maps from MpAq to S " CP 1 ztk pointsu. Since fN pH 1 pS , Cqq " fN 1 pH 1 pS , Cqq, Arapura theory implies that f N and f N 1 differ by an automorphism of the curve S .
In turn, this automorphism extends to an automorphism of CP 1 , inducing a permutation g P Σ k of the k points. Hence, the automorphism induced on H 1 pS , Zq sends c α to c gα , for each α P rks. Using Lemma 5.1, we conclude that N and N 1 are conjugate under the action of g.
More generally, every positive-dimensional component P of R 1 pAq may be described in terms of multinets. To see how this works, denote by pr H : C A Ñ C the coordinate projections, and consider the subarrangement B Ď A consisting of those hyperplanes H for which pr H : P Ñ C is non-zero. It is easy to check that P Ď C B belongs to EsspBq.
Hence, there is a multinet N on B such that P " ΨpN q, and this multinet is unique up to the natural permutation action described in Lemma 5.3. Conversely, suppose there is a subarrangement B Ď A supporting a multinet N . The inclusion MpAq ãÑ MpBq induces a monomorphism H 1 pMpBq, Cq ãÑ H 1 pMpAq, Cq, which restricts to an embedding R 1 pBq ãÑ R 1 pAq. The linear space ΨpN q, then, lies inside R 1 pBq, and thus, inside R 1 pAq.
Flat connections, resonance, and nets
In this section, we use the space of flat connections on the Orlik-Solomon algebra of an arrangement to bridge the gap between modular and complex resonance. As a result, we prove the key implication from Theorem 1.3 in the Introduction.
Flat connections and resonance varieties.
A crucial ingredient in our approach is a general result, based on the detailed study done in [29] .
To start with, let A be a graded, graded-commutative algebra over C. Recall we assume A is connected and A 1 is finite-dimensional. Given a linear subspace P Ă A 1 , define a connected sub-algebra A P Ă A ď2 by setting A 1 P " P and A 2 P " A 2 , and then restricting the multiplication map accordingly. Now let g be a Lie algebra. The following equality is then easily verified:
Thus, if g is finite-dimensional, then F pA P , gq is a Zariski-closed subset of F pA, gq. (1) F pA P , gq X F pA P 1 , gq " t0u, for all distinct subspaces P, P 1 P P.
then the above inclusion holds as an equality.
Proof. Claim (1) follows from our transversality hypothesis, while claim (2) is obvious. Finally, claim (3) is proved in [29, Proposition 5.3] . Here, the assumption that g " sl 2 is crucial.
6.2. Finding a 3-multinet. We now return to the case when A " H˚pMpAq, Cq is the Orlik-Solomon algebra of an arrangement A. In view of the discussion from §5, all the hypotheses of Theorem 6.1 are satisfied. Our aim is to apply this theorem, in order to relate the resonance variety R 1 pAq to the cocycle space Z F 3 pAq, via the parameter space F pA, sl 2 q for flat sl 2 -connections on A.
Recall from §4.4 the following: for each τ P F Proof. Let R 1 pAq be the first resonance variety of the algebra A " H˚pMpAq, Cq, and let P be the set of irreducible components of this variety. As noted previously, all these components are linear subspaces of A 1 , intersecting pairwise only at 0. By Theorem 6.1, then, the parameter space for flat sl 2 -connections on A can be written as
Abbreviate H " H F 3 psl 2 q, and consider the subset Y " ev τ pHq Ă F pA, sl 2 q. Clearly, Y is a linear subspace, and thus, an irreducible subvariety of F pA, sl 2 q. Hence, Y must lie in one of the Zariski-closed subsets from the right-hand side of (41) .
On the other hand, we know from Theorem 4.4 that the subset Y˝" ev τ pH reg q is nonempty and consists entirely of regular elements, i.e., Y˝X F p1q pA, sl 2 q " H. Thus, there is a unique component P of R 1 pAq such that (42) Y Ď F pA P , sl 2 q.
Let us show that P is essential. If it weren't, there would be a hyperplane H P A such that ppr H b id sl 2 q˝ev τ pxq " 0, for all x P H reg . This would imply that x i " 0, where i is the integer between 0 and 2 for which τ H " i mod 3, thereby contradicting Lemma 4.2(3).
By Lemma 5.3, the essential component P is of the form ΨpN q " fN pH 1 pS , Cqq, for some k-multinet N on A, unique up to the natural Σ k -action, where k " dim P`1. It remains to show that condition (42) is equivalent to Y Ď impp fN q ! q, under the natural identification of F pA, sl 2 q with Hom Lie phpAq, sl 2 q.
Let A S " H˚pS , Cq, and note that F pA S , sl 2 q " H 1 pS , Cq b sl 2 , since H 2 pS , Cq " 0. Thus, the linear subspace impp fN q ! q " p fN b id sl 2 qpF pA S , sl 2coincides with P b sl 2 . On the other hand, we know that the cup-product map A 1^A1 Ñ A 2 vanishes on the component P; hence, F pA P , sl 2 q " P b sl 2 . This verifies our claim, and completes the proof. (41) is, in fact, the irreducible decomposition of the variety F pA, sl 2 q. Furthermore, the above proof shows that all irreducible components different from F p1q pA, sl 2 q are linear subspaces of A 1 b sl 2 , of the form P b sl 2 , for some 0 ‰ P P P.
6.3. Analyzing the multinet. For the rest of this section, we will assume that the arrangement A has no flats of multiplicity strictly divisible by 3. Let τ P Z F 3 pAqzB F 3 pAq, and let N " N pτq be the k-multinet constructed as in Theorem 6.2, with associated admissible map f N : MpAq Ñ S , where S " CP 1 ztk pointsu. In view of Lemma 5.1, the morphism p fN q ! from (40) may be described as follows. By Example 4.1, the elements of Hom Lie phpS q, sl 2 q may be identified with the set of k-tuples y " py 1 , . . . , y k q P psl 2 q k satisfying y 1`¨¨¨`yk " 0. We abbreviate f N by f and p fN q ! by f ! . Then
It will be also useful to notice that, for any y P psl 2 q k , the elements y and f ! pyq are simultaneously regular, the reason being that f˚: H 1 pMpAq, Cq Ñ H 1 pS , Cq, and therefore hp f˚q : hpAq Ñ hpS q, are both surjective.
Proof. Suppose τ is non-constant on some A α . There exist then hyperplanes H, K P A α such that τ H ‰ τ K . Let i, j be two distinct integers from 0, 1, 2 such that τ H " i and τ K " j modulo 3.
Let x P H F 3 reg psl 2 q. By the property of the morphism f ! from Theorem 6.2 and by formula (43), there exists a k-tuple y P psl 2 q k with y 1`¨¨¨`yk " 0, such that x i " m H y α and x j " m K y α . This implies m K x i " m H x j , contradicting the assumption that x is a regular element. Lemma 6.5. For each τ P Z F 3 pAqzB F 3 pAq, let N pτq be the k-multinet on A constructed as above. Then k " 3.
Proof. Since τ is not constant on A, there must be a flat X P L 2 pAq such that τ is nonconstant on A X . (Otherwise, τ H " τ K , for any pair of distinct hyperplanes H, K P A: just take X P L 2 pAq so thatH XK "X.) By the definition of multinets, the flat X is either mono-colored or k-colored. By Lemma 6.4, the flat X is, in fact, k-colored.
We claim that |A X | is a multiple of 3. Indeed, the equations defining τ on A X are of the form ř
HPA X
τ H " 0 if 3 divides |A X | and τ H " τ K for all H, K P A X , otherwise. Since τ is not constant on A X , the first possibility must hold.
Using now the hypothesis on the multiplicities of the flats in L 2 pAq, we conclude that |A X | " 3. On the other hand, we have that |A X | ě |supp N pXq|. Hence, k " 3, and we are done. Remark 6.6. In Theorem 6.2, we associated to each non-constant element τ P Z F 3 pAq a k-multinet N " N pτq such that the admissible map f N : MpAq Ñ S " CP 1 ztk pointsu has the property that ev τ pHq Ď impp fN q ! q, where H " H F 3 psl 2 q. Moreover, we just proved in Lemma 6.5 that k " 3. We claim that, in fact, ev τ pHq " impp fN q ! q. Indeed, the restriction of ev τ to H is injective, by Lemma 4.3; hence, dim ev τ pHq " dim H " 6. On the other hand, we have that b 1 pS q " 2, and thus Hom Lie phpS q, sl 2 q " psl 2 q 2 . Since the morphism p fN q ! is injective, the dimension of its image is also 6, and the claim is proved.
6.4. From 3-multinets to 3-nets. As before, suppose A has no flats of multiplicity 3r, for any r ą 1, and let τ be a non-constant element in Z F 3 pAq. We now show that the 3-multinet N " N pτq constructed above is a reduced multinet. Let A 1 , A 2 , A 3 be the parts of the multinet, and let m : A Ñ N be the multiplicity function. Clearly, for each pair of distinct hyperplanes H, K P A, there is a flat X P L 2 pAq such that H, K P A X . Since gcdtm H u HPA " 1, it is enough to prove the following lemma.
Lemma 6.7. For every flat X P L 2 pAq, the restriction m : A X Ñ N is constant.
Proof. Suppose first that X is not in the base locus of the 3-multinet. Then |supp N pXq| " 1, and so A X Ă A α , for some α P t1, 2, 3u. On the other hand, we know from Lemma 6.4 that τ is constant on A α . Thus, there is an integer i P t0, 1, 2u such that τ H " i mod 3, for all H P A X .
As before, let x P H F 3 reg psl 2 q, and write ev τ pxq " f ! pyq. Given H, K P A X , we have that
Since x is regular, we must have y α ‰ 0, and so m H " m K .
Next, suppose that X belongs to the base locus of the 3-multinet, that is, |supp N pXq| " 3. Then τ is non-constant on A X . Otherwise, there is an integer i P t0, 1, 2u such that τ H " i mod 3 for all H P A X . Pick H P A X X A α and K P A X X A β , with α ‰ β. We then have x i " m H y α " m K y β . But, since k " 3, this implies y is not regular, in contradiction with the regularity of x.
By the multiplicity hypothesis on A, we must have |A X | " 3, since otherwise τ must be constant on A X . Write A X " tH 0 , H 1 , H 2 u. Since we know that τ is non-constant on A X , we may assume that τ H i " i mod 3. It follows that x i " m i y i , where m i " m H i . Since y 0`y1`y2 " 0, we conclude that m 1 m 2 x 0`m0 m 2 x 1`m0 m 1 x 2 " 0. If the multiplicities m i were not all equal, this would give another linear dependence among the x i 's besides x 0`x1`x2 " 0, thereby contradicting the assumption that x is regular. Thus, m is constant on A X , and we are done. This corollary establishes implication (iii) ñ (ii) from Theorem 1.3 in the Introduction.
Essential components in the complex resonance variety
In this section we give an application of our techniques to the problem of estimating the number of essential components in the first resonance variety of an arrangement. We also show that, under certain combinatorial assumptions, the parameter space for flat sl 2 -connections on the Orlik-Solomon algebra may be reconstructed from F 3 -resonance information.
7.1. Essential resonance components from F 3 -cocycles. First let M be a simple matroid. Given a 3-net N on M , let λpN q P F M 3 be the vector which takes the value i mod 3 on each part M i . By Lemmas 2.2(2) and 3.1, this (non-constant) vector belongs to Z F 3 pM q. Thus, we have an injective function (44) λ : t3-nets on M u / / Z F 3 pM qzB F 3 pM q . It is easily verified that 3-nets are invariant with respect to the natural Σ 3 -action on 3-multinets. Denote by η i the element of B F 3 pM q with constant value i mod 3 on M . Let g P Σ 3 be the 3-cycle p1, 2, 0q and let h P Σ 3 be the transposition p1, 2q. It is readily checked that, for any 3-net N , (45) λpg¨N q " η 1`λ pN q and λph¨N q "´λpN q.
When M can be realized by a complex hyperplane arrangement A, more can be said.
Lemma 7.1. Suppose L 2 pAq has no flats of multiplicity properly divisible by 3. Then the map λ is a bijection.
Proof. Follows from Lemma 6.4 and the results from §6. 4 . The fact that the 3 constant values of τ P Z F 3 pAqzB F 3 pAq on the parts of the 3-net N pτq are distinct follows from (19) , applied to a multi-colored flat X P L 2 pAq.
Recall from §5.4 that EsspAq denotes the set of essential components of R 1 pAq. Let us denote by Ess 3 pAq the subset of components of the form ΨpN q, for some 3-net N on A. By (45) Proof. The first assertion follows from Lemma 5.3 and (45). Now note that the set Z F 3 pAq{B F 3 pAqzt0u has 3 β 3 pAq´1 elements, since β 3 pAq " dim F 3 Z F 3 pAq{B F 3 pAq. The second assertion then follows from the fact that the map Φ is 2-to-1.
7.2.
Flat connections from F 3 -cocycles. Our usual hypothesis that A has no rank-2 flats of multiplicity properly divisible by 3 has the drawback that it is not inherited by subarrangements. For instance, if A " tH 0 , . . . , H 3r u has rank 2, then A clearly satisfies the hypothesis, yet B " tH 1 , . . . , H 3r u violates it, as soon as r ą 1. In order to improve on Theorem 4.4, and completely describe the space of flat sl 2 -connections on the OrlikSolomon algebra of A, we need to impose a more restrictive condition on L 2 pAq.
This condition will be that all flats in L 2 pAq have multiplicity at most 5. (For instance, all sub-arrangements of rank at least 3 in a Coxeter arrangement are of this type.) Clearly, if B Ď A is a sub-arrangement, then B also satisfies this multiplicity condition.
For our purposes here, we may assume without loss of generality that rankpAq ď 3. Given a subarrangement B Ď A, we let ϕ : B ãÑ A be the induced monomorphism on Orlik-Solomon algebras. Proof. Let R 1 pAq " Ť PPP P be the decomposition of the complex resonance variety of A into (linear) irreducible components. By Remark 6.3, all the irreducible components of F pA, sl 2 q different from F p1q pA, sl 2 q are also linear subspaces of A 1 b sl 2 , and have the form P b sl 2 , for some non-zero subspace P P P.
For simplicity, write H " H F 3 psl 2 q. In view of Theorem 6.1, we only have to show that, for every non-zero component P of R 1 pAq, the set pP b sl 2 q reg is contained in the right-hand side of (48). As explained in §5.4, the subspace P belongs to EsspBq, for some subarrangement B Ď A. Thus, we may replace A by B, and reduce our proof to showing that, for any P P Ess 3 pBq, the set pP b sl 2 q reg is contained in ev τ pH reg q, for some τ P Z F 3 pBqzB F 3 pBq. Using Corollary 7.2, we infer that P " ΨpN q, for some 3-net N on A. Set τ " λpN q P Z F 3 pBqzB F 3 pBq. It is readily checked that ev τ pHq " P b sl 2 . By construction, rankpev τ pxqq " rankpxq, for all x P H. Hence, ev τ pH reg q " pP b sl 2 q reg .
7.3. Examples and discussion. We conclude this section with a couple of extended examples illustrating our approach to finding essential components in the resonance variety R 1 pAq from information provided by the modular invariant β 3 pAq. [28] , we have that β 3 pAq " 0. By (44), A admits no 3-net, i.e., Ess 3 pAq " H. On the other hand, this arrangement admits the multinet from Figure 2 ; thus, EsspAq ‰ H. In particular, the bound from Theorem 1.4 is not sharp in this case.
We claim that Theorem 7.4 also does not hold for this arrangement. To verify this claim, pick x " px 0 , x 1 , x 2 q P H F 3 reg psl 2 q and define ω "
It is easy to check that ω P F reg pA, sl 2 q and that ω is supported on the whole arrangement A. On the other hand, since β 3 pAq " 0, all elements from the right-hand side of (48) are supported on proper subarrangements of A. Thus, equality does not hold in (48) in this case. Of course, this failure is due to the fact that EsspAq ‰ Ess 3 pAq.
Example 7.6. Let Γ be a finite simplicial graph, with vertex set rℓs and edge set E. The corresponding (unsigned) graphic arrangement, A Γ , is the arrangement in C ℓ defined by the polynomial Q " ś pi, jqPE pz i´z j q. For instance, if Γ " K ℓ is the complete graph on ℓ vertices, then A Γ is the reflection arrangement of type A ℓ´1 . The Milnor fibrations of graphic arrangements were studied in [28] . Clearly, multpA Γ q Ď t3u, and so β p pA Γ q " 0, unless p " 3. It turns out that β 3 pA Γ q " 0 for all graphs Γ except Γ " K 3 and K 4 , in which case β 3 pA Γ q " 1. Theorem 1.2 was proved in [28] for the class of graphic arrangements. For such arrangements, the inequality from Theorem 1.4 is sharp. Indeed, R 1 pA Γ q has an essential component if and only if Γ " K 3 or K 4 , in which case |EsspA Γ q| " 1; see [36, 9] . Moreover, it follows from Theorem 1.4 that Theorem 7.4 holds for all graphic arrangements.
Finally, by [28, Theorem A], Conjecture 1.7 holds in the strong form (11) , for all (not necessarily unsigned) graphic arrangements.
Characteristic varieties and the Milnor fibration
In this section, topology comes to the fore. Using the jump loci for homology in rank 1 local systems, we relate the exponent e 3 pAq associated to the algebraic monodromy of the Milnor fibration of an arrangement A to the existence of 3-nets on L ď2 pAq.
Characteristic varieties and finite abelian covers.
Let X be a connected, finitetype CW-complex. Without loss of generality, we may assume X has a single 0-cell. Let π " π 1 pX, x 0 q be the fundamental group of X, based at this 0-cell.
Let Hompπ, C˚q be the affine algebraic group of C-valued, multiplicative characters on π, which we will identify with H 1 pπ, C˚q " H 1 pX, C˚q. The (degree q, depth r) characteristic varieties of X are the jump loci for homology with coefficients in rank-1 local systems on X:
(49) V q r pXq " tξ P Hompπ, C˚q | dim C H q pX, C ξ q ě ru. By construction, these loci are Zariski-closed subsets of the character group. Here is a simple example, that we will need later on.
As is well-known, the geometry of the characteristic varieties controls the Betti numbers of regular, finite abelian covers of X. For instance, suppose that the deck-transformation group is cyclic of order n, and fix an inclusion ι : Z n ãÑ C˚, by sending 1 Þ Ñ e 2πi{n . With this choice, the epimorphism ν : π ։ Z n defining the cyclic cover X ν yields a (torsion) character, ρ " ι˝ν : π Ñ C˚. We then have an isomorphism of CrZ n s-modules,
where depthpξq :" dim C H q pX, C ξ q " maxtr | ξ P V q r pXqu. For a quick proof of this classical formula (originally due to A. Libgober, M. Sakuma, and E. Hironaka), we refer to [11, Theorem 2.5] or [37, Theorem B.1].
As shown in [34] , the exponents in formula (50) coming from prime-power divisors can be estimated in terms of the corresponding Aomoto-Betti numbers. More precisely, suppose n is divisible by d " p s , for some prime p. Composing the canonical projection Z n ։ Z p with ν defines a cohomology classν P H 1 pX, F p q.
Theorem 8.2 ([34]). With notation as above, assume H˚pX, Zq is torsion-free. Then
. pX, F p q, δνq.
Characteristic varieties of arrangements.
Let A be a hyperplane arrangement in C ℓ . Since the slicing operation described in §2.2 does not affect the character torus, H 1 pMpAq, C˚q " pC˚q A , or the degree 1 characteristic varieties of the arrangement, V r pAq :" V 1 r pMpAqq, we will assume from now on that ℓ " 3. The varieties V r pAq are closed algebraic subsets of the character torus. Since MpAq is a smooth, quasi-projective variety, a general result of Arapura [1] insures that V r pAq is, in fact, a finite union of translated subtori. Moreover, as shown in [9, 27] , and, in a broader context in [18] , the tangent cone at the origin to V 1 pAq coincides with the resonance variety R 1 pAq.
More explicitly, consider the exponential map C Ñ C˚, and the coefficient homomorphism exp : H 1 pMpAq, Cq Ñ H 1 pMpAq, C˚q. Then, if P Ă H 1 pMpAq, Cq is one of the linear subspaces comprising R 1 pAq, its image under the exponential map, exppPq Ă H 1 pMpAq, C˚q, is one of the subtori comprising V 1 pAq. Moreover, this correspondence gives a bijection between the components of R 1 pAq and the components of V 1 pAq passing through the origin. Now recall from Arapura theory ( [1, 18] ) that each positive-dimensional component of R 1 pAq is obtained by pullback along an admissible map f : MpAq Ñ S , where S " CP 1 ztk pointsu and k ě 3. Thus, each positive-dimensional component of V 1 pAq containing the origin is of the form exppPq " f˚pH 1 pS , C˚qq, with f admissible. In view of Example 8.1, the subtorus f˚pH 1 pS , C˚qq is a positive-dimensional component of V 1 pAq through the origin that lies inside V k´2 pAq, for any admissible map f as above.
Next, letĀ be the projectivized line arrangement in CP 2 , and let UpAq be its complement. The Hopf fibration, π : C 3 zt0u Ñ CP 2 restricts to a trivializable bundle map, π : MpAq Ñ UpAq, with fiber C˚. Therefore, MpAq -UpAqˆC˚, and the character torus H 1 pMpAq, C˚q splits as H 1 pUpAq, C˚qˆC˚. Under this splitting, the characteristic varieties V 1 r pMpAqq get identified with the varieties V 1 r pUpAqq lying in the first factor.
The homology of the Milnor fiber.
Let Q " QpAq be a defining polynomial for our arrangement. The restriction of Q to the complement defines the Milnor fibration, Q : MpAq Ñ C˚, whose typical fiber, FpAq " Q´1p1q, is the Milnor fiber of the arrangement.
The map π : MpAq Ñ UpAq restricts to a regular, Z n -cover π : FpAq Ñ UpAq, where n " |A|. As shown in [8] (see [37, Theorem 4.10] for full details), this cover is classified by the "diagonal" epimorphism
Using formula (50), we conclude that Proof. First let N be an arbitrary k-multinet on A, with parts A α and multiplicity function m, and let f " f N : MpAq Ñ S . It follows from Lemma 5.1 that the induced morphism between character groups, f˚: H 1 pS , C˚q Ñ H 1 pMpAq, C˚q, takes the character ρ given by ρpc α q " ζ α , where ζ 1¨¨¨ζk " 1, to the character given by
α , for H P A α . Now assume N is reduced. Taking ζ α " e 2πi{k in the above, we see that ρ k " f˚pρq belongs to the subtorus T " f˚pH 1 pS , C˚qq. Since T lies inside V k´2 pAq, formula (52) shows that e k pAq " depthpρ k q ě k´2.
Finally, suppose k " p s . Then ρ p r " f˚pρq p s´r , which again belongs to the subtorus T , for 1 ď r ď s. The inequality e p r pAq ě k´2 now follows as above. . The proof we give here, though, is more direct, and, besides, it will be needed in the proof of Theorem 8.6 below. Furthermore, the additional part (2) will be used in proving Theorem 1.5 in §9.4. Proof. From the modular bound (53), we know that e 3 pAq ď β 3 pAq. Since we are assuming that β 3 pAq ď 2, there are only three cases to consider. First, if β 3 pAq " 0, then clearly e 3 pAq " 0. Second, if β 3 pAq " 1, then e 3 pAq " 1, by implication (iii) ñ (iv) from Theorem 1.3.
Finally, suppose β 3 pAq " 2. We then know from Theorem 1.4 that the resonance variety R 1 pAq has at least 4 essential components, all corresponding to 3-nets on A. Pick two of them, given by 3-nets N and N 1 , constructed as in Corollary 5.2. By Theorem 8.3, the characteristic variety V 1 pAq has two positive-dimensional components, fN pH 1 pS , C˚qq and fN 1 pH 1 pS , C˚qq, both passing through the torsion character ρ 3 . These components must be distinct, since the corresponding components of the resonance variety, fN pH 1 pS , Cqq and fN 1 pH 1 pS , Cqq, are distinct. By Theorem 8.5, then, ρ 3 belongs to V 2 pAq. Formula (52) now gives e 3 pAq ě 2. By the modular bound, e 3 pAq " 2, and the proof is complete. Proof. Since ρ 3 P V 1 pAq, formula (52) implies that e 3 pAq ‰ 0. By Theorem 1.3, then, A supports a reduced 3-multinet N . By Theorem 8.3, the character ρ 3 belongs to the 2-dimensional subtorus fN pH 1 pS , C˚qq Ă V 1 pAq.
Remark 8.8. In [12] , A. Dimca used superabundance methods to analyze the algebraic monodromy action on H 1 pFpAq, Cq, for an arrangement A which has at most triple points, and which admits a reduced 3-multinet. In the case when |A| " 18, he discovered an interesting type of combinatorics, for which he proved the following dichotomy result: there are two possibilities for A, defined in superabundance terms, and leading to different values for e 3 pAq. An example due to M. Yoshinaga and recorded in [12] shows that one of these two cases actually occurs. Our Theorem 1.2 then shows that the other case is impossible, thereby answering the subtle question raised in [12, Remark 1.2] . This indicates that our topological approach may also be used to solve difficult superabundance problems. With this information at hand, Lemma 3.1 easily implies that β 3 pA m q " 1 if 3 ∤ m, and β 3 pA m q " 2, otherwise. In the first case, we infer from (53) and Theorem 1.3 that e 3 pA m q " 1. If m " 3, then A 3 is the Ceva arrangement from Example 3.8; in this case, Theorem 1.3 shows that e 3 pA 3 q " 2. Finally, if m " 3d, with d ą 1, the multiplicity assumption from Theorem 1.3 no longer holds; nevertheless, the methods used here can be adapted to show that e 3 pA 3d q " 2, for all d. In fact, it can be shown that e p pA m q " β p pA m q, for all m ě 1 and all primes p.
Finally, the next example shows that implication (iii) ñ (i) from Theorem 1.3 fails without our multiplicity restrictions. is reduced and N m is not reduced. Hence, the components T and T 1 are distinct, and so Theorem 8.5 implies that ρ 3 P V 2 pA m q. By formula (52), we must then have e 3 pA m q ě 2, thereby contradicting inequality (53).
We conclude that e 3 pA m q " 1, and thus (53) holds as an equality if 3 | m`2. Clearly, equality also holds (e 3 pA m q " β 3 pA m q " 0) if 3 ∤ m`2. In fact, it can be checked that Conjecture 1.7 holds in the strong form (11) , for all full monomial arrangements.
A trip in characteristic two
We now turn to resonance in characteristic 2, and show how to use information on this modular invariant of A to gain information on the cyclotomic factors Φ 2 ptq and Φ 4 ptq in the characteristic polynomial of the algebraic monodromy of FpAq.
9.
1. An evaluation map. Let F 4 be the Galois field with 4 elements. We shall often identify F 4 as an F 2 -vector space with F 2ˆF2 . Given a simple matroid M , we shall view a vector τ P F We say that two elements η, η 1 P Z F 2 pM qzB F 2 pM q are strongly independent if for any X P L 2 pM q, either both η and η 1 are constant on X, or η, η 1 and η`η 1 are all nonconstant on X. It is easy to check that this property implies that the classes rηs, rη 1 s P Z F 2 pM q{B F 2 pM q are linearly independent; in particular β 2 pM q ě 2.
In the setup from §4.4, we take the finite set I to be F 4 . Let g be a finite-dimensional Lie algebra. We shall view a vector x P g F 4 as a family px i j q i, jPF 2 . We begin with an analogue of Theorem 4.4. reg pgq. Proof. Fix an element x P H F 4 pgq, and set ω " ev τ pxq. We have to check that the system of equations (28) is satisfied, for all flats X P L 2 pM q. There are two cases to consider.
(1) η " i and η 1 " i 1 mod 2 on X. By (32) , ω " x ii 1 on X, and so (28) holds.
(2) η, η 1 and η`η 1 are non-constant on X. By Lemma 3.1, necessarily |X| " 2r, with r ě 2, since p " 2. Our assumption on multiplicities then forces X " tu 1 , u 2 , u 3 , u 4 u. Again by Lemma 3.1, η, η 1 and η`η 1 must take two times the value 0 and two times the value 1 on X. Up to a permutation in Σ 4 , we may thus assume that η u 1 " η u 2 " η 10 , and ω u 4 " x 11 , and so ř uPX ω u " 0, since x P H F 4 pgq. Therefore, (28) holds once again.
Note that case (2) must appear, since η, η 1 R B F 2 pM q. Hence, rankpev τ pxqq " rankpxq for all x P H F 4 pgq, and this proves our second claim.
Finding a multinet.
Given an arrangement A, we now establish the analog of Theorem 6.2 in characteristic 2. To that end, we take g " sl 2 and fix x P H F 4 reg psl 2 q, after noting that such an element exists, due to Lemma 4.2(2). 
Denote by P the set of irreducible components of R 1 pAq. It follows from Theorem 9.1 that ω " ev τ pxq P F pA, sl 2 q is regular. By Theorem 6.1, there is a unique 0 ‰ P P P such that ω P F pA P , sl 2 q.
Since all components of x are non-zero, by Lemma 4.2(3), the argument from the proof of Theorem 6.2 shows that P must be an essential component. Using Lemma 5.3, we obtain a k-multinet N , with associated admissible map (surjective in first homology) f : MpAq Ñ S " CP 1 ztk pointsu, such that P " f˚pH 1 pS , Cqq. As in the proof of Theorem 6.2, we infer that ω belongs to the image of the morphism p f˚q ! : Hom Lie phpS q, sl 2 q Ñ Hom Lie phpAq, sl 2 q. Formula (25) then gives (56) Hom Lie phpS q, sl 2 q " Hom C pH 1 pS , Cq, sl 2 q " y P sl
Therefore, ev τ pxq " p f˚q ! pyq, for some y as above. Property (55) then follows from (32) and Lemma 5.1. Since f˚is surjective, ev τ pxq and y must have the same rank; by Theorem 9.1, this common rank is equal to 3 . Since b 1 pS q " k´1, we conclude that k ě 4.
9.3. The multinet is reduced. Keeping the setup from Theorem 9.2, we now show that the multinet N constructed there has all multiplicities equal to 1. The first step is the analog of Lemma 6.4. Proof. Note that the claim is symmetric in η, η 1 . Assuming the contrary, we may find
We infer from (55) that x ii 1 " m H y α and x j j 1 " m K y α . Hence, x ii 1 and x j j 1 must be dependent, contradicting Proof. For H, K P A α , we know from Lemma 9.3 that η H " η K " i and η
The next step provides the analog of Lemma 6.5. Proof. The proof of Theorem 9.1 guarantees the existence of a flat X with |A X | " 4, normalized up to permutation with respect to η, η 1 . By Lemma 9.3, X is multicolored. We infer from (12) 
This lemma has the following corollary, which can also be deduced from [42 Proof. Define η to take the value 0 on N 1 and N 2 , and 1 otherwise. Likewise, let η 1 be 0 on N 1 and N 3 , and 1 otherwise. Using Lemma 3.1, it is easily verified that τ " pη, η 1 q belongs to Z F 4 pM qzB F 4 pM q.
We now verify strong independence on a flat X P L 2 pM q. If X is mono-color, then both η and η 1 are constant on X, by construction. If X " tu 1 , . . . , u 4 u is a multi-colored flat, with u α P N α , then η, η 1 and η`η 1 are non-constant on X, again by construction.
Proof of Theorem 1.5. Once again, let A be an arrangement with no rank 2 flats of multiplicity 2r, for any r ą 2. Implication (i) ñ (ii) follows from Corollary 9.6, implication (ii) ñ (iii) follows from Lemma 2.1, while (iii) ñ (i) follows from Lemma 9.7. Now suppose A admits a reduced 4-multinet. By Theorem 8.3(2), then, both e 2 pAq and e 4 pAq are at least 2. On the other hand, the modular bound (53) gives that both e 2 pAq and e 4 pAq are at most β 2 pAq. The further assumption that β 2 pAq " 2 implies that this bound is sharp, and we are done.
Example 9.8 (cf. [16, 21, 41] ). In Theorem 1.5, we were guided by the properties of the Hessian arrangement. This is the arrangement A of 12 lines in CP 2 which consists of the 4 completely reducible fibers of the cubic pencil generated by z 3 1`z 3 2`z 3 3 and z 1 z 2 z 3 . Each of these fibers is a union of 3 lines in general position. The resulting partition defines a p4, 3q-net on L ď2 pAq, depicted in Figure 5 . Clearly, multpAq " t4u.
From the above information, we find that β 2 pAq " 2. Using Theorem 1.5, we recover the known result that ∆ A ptq " pt´1q 11 rpt`1qpt 2`1 qs 2 . The Hessian arrangement shows that the hypothesis on multiplicities is needed in Theorem 1.2. Indeed, β p pAq " 0 for all primes p ‰ 2, by Corollary 3.2; consequently, ∆ A ptq ‰ pt´1q 11 pt 2`t`1 q β 3 pAq . The fact that β 3 pAq " 0, yet A admits a 4-net shows that the bound from Theorem 1.4 is not sharp in this case. Finally, we infer from the above discussion that Conjecture 1.7 holds for the Hessian arrangement, in the strong form (11).
A family of matroids
We conclude by constructing an infinite family of matroids M pmq which are realizable over C if and only if m ď 2, and with the property that β 3 pM pmqq " m.
10.1. Matroids coming from groups. Given a finite group G and an integer m ě 1, there is a simple matroid M G pmq of rank at most 3 on the product group G m . The dependent subsets of size 3 of this matroid are all 3-tuples tv, v 1 , v 2 u for which v¨v 1¨v2 " 1.
In this section, we take G " F 3 and omit G from the notation. A useful preliminary remark is that v`v 1`v2 Proof. By Lemma 10.2, the matroid M pm´1q embeds in M pmq; thus, we may assume m " 3. Clearly, it is enough to show that L ď2 pM p3qq cannot be realized by any arrangement in C 3 . Assuming the contrary, we will use Lemma 10.5 to derive a contradiction. Take a " 1 in Lemma 10.2, and denote by N the associated p3, 9q-net on M p3q. Write each class in the form
where M i j p3q " tiuˆt juˆF 3 . For j, j 1 P F 3 , define j 2 P F 3 by j`j 1`j2 " 0. To check the first assumption from Lemma 10.5, we have to show that the partition " j`j 1`j2 " 0. This implies that v 2 belongs to the third class of the partition, as required for the 3-net property. Clearly, the 3-net defined by this partition is a 3-subnet of N .
As noted before, each class of the partition has rank 2, being isomorphic to the matroid M p1q. Hence, Lemma 10.5 applies, and implies that all classes of N have rank 2. On the other hand, Lemma 10.2 insures that these classes are isomorphic to M p2q. This is a contradiction, and so the proof is complete.
10.4.
Collections of 3-nets. For the rest of this section, A will denote an arrangement in C 3 . Our goal is to prove the following theorem, which verifies assertion (v) from Theorem 1.3 in the Introduction. Theorem 10.7. Suppose L 2 pAq has no flats of multiplicity properly divisible by 3. Then β 3 pAq ď 2.
Our strategy is based on the map λ : t3-nets on Au Ñ Z F 3 pAqzB F 3 pAq from (44). Recall that the map λ is always injective. Moreover, as shown in Lemma 7.1, this map is also surjective when the above assumption on multiplicities is satisfied. 
where v " pi, j, kq P M p3q. Since H i P A v i for i " 1, 2, we infer that v 1 " v 2 " v, a contradiction. Our realizability claim is thus verified.
In view of Theorem 10.6, Theorem 10.7 will be proved once we are able to show that the independence property for tN , N 1 , N 2 u forces both the strong intersection property and the net property. Proof. We start with the net property. Let X " tv, v 1 , v 2 u be a flat in L 2 pM pmqq. We know that the first two classes of the partition pA v , A v 1 , A v 2 q are non-empty. Write v " pv a q P F Pick H P A v and H 1 P A v 1 . Then H P N For m " 1, it is clear that independence implies the intersection property. We need to establish this implication for m " 3. We have to start with the case m " 2. In order to minimize the amount of subcase analysis, it is useful to make a couple of elementary remarks on matroid symmetry in the family tM pmqu mě1 .
Clearly, AutpM p1qq " Σ 3 . It is equally clear that a partition rms " rns š rn 1 s induces a natural morphism, AutpM pnqqˆAutpM pn 1Ñ AutpM pmqq. We will need more details for m " 2.
Let X " tv, v 1 , v 2 u be a size 3 subset of F 3 . It is easy to see that X is dependent if and only if X " tpi, 0q, pi, 1q, pi, 2qu, or X " tp0, jq, p1, jq, p2, jqu, or X " tpi, giq | i P F 3 u, for some g P Σ 3 . Now assume that X " tpi, jq, pi 1 , j 1 q, pi 2 , j 2 qu is independent. Modulo Σ 2 Ď GL 2 , we may assume that |ti, i 1 , i 2 u| " 2. By pΣ 3ˆi dq-symmetry, we may normalize this to i " i 1 " 0 and i 2 " 1, hence j ‰ j 1 . If |t j, j 1 , j 2 u| " 3, the flat X is normalized to tp0, 0q, p0, 1q, p1, 2qu, by pidˆΣ 3 q-symmetry. Otherwise, X " tp0, 0q, p0, 1q, v 2 u, with v 2 " p1, 0q or v 2 " p1, 1q, and these two cases are GL 2 -conjugate, as well as tp0, 0q, p0, 1q, p1, 0qu and tp0, 0q, p0, 1q, p1, 2qu. To sum up, any independent subset of size 3 can be put in the normal form tp0, 0q, p0, 1q, p1, 0qu, modulo AutpM p2qq.
Lemma 10.13. Let M Ď M p2q be a submatroid with at least 3 elements.
(1) If |M | " 3 and M is independent, then CM " M p2q.
(2) If |M | ě 4, then CM " M p2q.
Proof. Part (1). First, put M in normal form, as explained above. Then compute qpp0, 0q, p0, 1qq " p0, 2q, qpp0, 0q, p1, 0qq " p2, 0q, qpp0, 2q, p2, 0qq " p1, 1q, qpp1, 0q, p1, 1qq " p1, 2q, qpp0, 1q, p1, 1qq " p2, 1q, qpp0, 0q, p1, 1qq " p2, 2q, and note that all the resulting values of q belong to CM . Part (2) . Pick a size 4 subset tv 1 , v 2 , v 3 , v 4 u Ď M . Then tv 1 , v 2 , v 3 u and tv 1 , v 2 , v 4 u cannot be both dependent. Our claim follows from part (1) and Lemma 10.11 (2) .
We may now settle the case m " 2. Proof. Plainly, for any i P F 3 there is a j P F 3 such that A pi, jq " N i X N 1 j ‰ H and similarly, for any j P F 3 there is an i P F 3 such that A pi, jq ‰ H. In particular, |M | ě 3. If either |M | ě 4, or |M | " 3 and M is independent, we are done, in view of Lemma 10.13 and Corollary 10.12.
Assume then that |M | " 3 and M is dependent. According to a previous remark, M " tpi, giq | i P F 3 u, for some g P Σ 3 . For any i P F 3 , we infer that N i " š j N i X N We are finally in a position to prove Theorem 10.7, and thus complete the proof of Theorem 1.3 in the Introduction.
Proof of Theorem 10.7 . By assumption, L 2 pAq has no flats of multiplicity properly divisible by 3. Hence, by Lemma 7.1, the map λ is surjective. Therefore, by Corollary 10.18, we must have β 3 pAq ď 2.
