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1 はじめに
　
近年, 計算機システムと計測技術の高度な進展によって, 生命科学におけるゲノムデータ, システム工学
における音声や画像データなどにみられるように, 大規模かつ高次元のデータが獲得・蓄積されつつある.
これに伴い, 特に, 複雑な非線形構造を内包するデータの中から有益な情報やパターンを抽出するための非
線形解析手法の研究促進が求められている. 解析の対象となるデータは, 高次元ベクトル形式で表現され
ており, このようなデータ集合の中に潜む複雑な現象の構造を捉えることを目的とした手法の 1つとして,
カーネル法と呼ばれる機械学習の解析手法が挙げられる.
カーネル法とは, 1990 年代の半ばから主として計算科学の分野で急速に発展した手法で, 非線形性や, 高
次元モーメントを扱うための方法論である. カーネル関数と呼ばれる関数を導入することで, 高次元空間で
の困難な内積計算を効率的に行うことができる. Aizeman et al. (1964) は, 正定値カーネルが特徴空間の
内積を与えるという事実をパターン認識の分野に応用している.
現在進んでいるカーネル法研究の大部分の発端となったのは, Support Vector Machine (SVM)と呼ば
れる線形識別器の非線形化に正定値カーネルを用いた Boser et al. (1992) の研究である. SVMとは, 教師
あり学習により 2クラス判別問題を解く方法であり, モデルパラメータがある凸最適化問題の解として求ま
るため, 局所解があればそれが大域解にもなることが知られている. 線形問題において展開した判別法構成
の理論を, そのまま非線形問題にも適用できるようにするために, 観測されたデータを非線形関数によって
一度特徴空間と呼ばれる高次元空間へ写像して, 線形分離可能になるような超平面を求める. しかし, 一般
に入力空間上で観測されるデータの次元が大きくなると, SVMを適用する特徴空間の次元も極めて大きく
なることが予想される. 場合によっては無限次元ともなり, このような場合, 内積の計算は現実的に不可能
となる. SVMは, この問題をカーネル法を用いることで克服し, 非線形判別問題における判別性を飛躍的に
向上させ, 現在知られている中で汎化能力の高い柔軟な手法の一つとして, 考えられている (Bishop, 2006).
しかし, SVMは大変有効な手法に思えるが, 基本的に 2クラス判別のアルゴリズムであるから, そのまま
多クラス判別問題に適用できないという問題がある. また, カーネル法を用いたことで性能が上がったが,
その性能は, 選択したカーネル関数に大きく依存する. どのようなカーネル関数を選択するのか, また, 正則
化項に含まれる正則化パラメータの値をどのように設定するかによって, 汎化性能が大きく異なる. つまり,
汎化能力の高い判別法を構成するためには, どのような値を設定したらいいのかという問題もある.
本論文では, SVMを中心として, カーネル法に基づく判別問題や回帰問題に対するいくつかのアプロー
チを検討した. また, 各手法に伴う具体的な計算量や利点，汎化能力, 問題点などについて比較・考察し,
カーネル SVMの有効性について検証した．
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2 Kernel Support Vecter Machine
n 組の学習データを, (x1; y1); ; :::; (xn; yn) とし, x = (x1; x2; :::; xp)T を個体の特徴ベクトル, yn 2
f 1; 1gをクラスラベルとする. 一般に, データが線形分離不可能な場合であっても, 高次元空間に写像す
ることで, 線形分離可能になることが知られている. より一般化するために. ここで, 入力空間での p次元
データ x = (x1; :::; xp)T を, 高次元の r 次元特徴空間へと変換する非線形関数を, 次のように定義する.
(x)  (1(x); :::; r(x))T : (1)
n 個の観測データを r 次元特徴空間へ写像したものを ((x1); y1); :::; ((xn); yn) とする. このとき, 2
群を判別する以下の超平面 f(x)を求めることを考える.
f(x) = wT(x) + b: (2)
一般に, 線形分離可能な場合, クラスを分離する超平面は無限に存在する. SVMでは, f(x)として超平面
と訓練データとの最短距離 (マージン)を最大化するものを選び, このマージン最大化問題は次のように定
式化される.
argmin
w;b
1
2
kwk2; (3)
制約条件 yifwT(xi) + bg  1; i = 1; ::; n: (4)
この最適化問題は, ラグランジュの未定乗数法を用いることで, 次のような双対問題に帰着される.
max

~L() =
nX
i=1
i   1
2
nX
i=1
nX
j=1
ijyiyj(xi)
T(xj); (5)
制約条件 i  0;
nX
i=1
iyi = 0: i = 1; :::; n; (6)
ここで, 高次元空間に写像したことによって伴う, 内積の計算量の増加を, 次式のカーネル関数を用いるこ
とで解決する.
K(xi;xj) = (xi)
T(xj)
カーネル関数を利用することで, カーネル SVMにおける双対問題は, 次式によって計算することができる.
max

~L() =
nX
i=1
i   1
2
nX
i=1
nX
j=1
ijyiyjK(xi;xj); (7)
制約条件 i  0;
nX
i=1
iyi = 0: i = 1; :::; n; (8)
この双対問題の解を ^1; :::; ^n とすると, 次の最適解を得る. また切片 b については, 判別超平面を挟む 2
つの超平面 H+; H  上のデータに対して H+ : w^T(x+) + b = 1; H  : w^T(x ) + b =  1が成り立つ
ことを用いると, 次式で与えられる.
w^ =
nX
i=1
^iyi(xi);
b^ =  1
2
fw^T(x+) + w^T(x )g: (9)
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以上より, マージンが最大となる分離超平面は次式で与えられる.
f(x) = w^T(x) + b^
=
nX
i=1
^iyiK(xi;x) + b^ = 0: (10)
3 様々な判別法
3.1 カーネル正準判別分析
カーネル正準判別分析とは, 射影後のデータの分離度をもっとも大きくするようなデータの射影方向 w
を見つけるという手法である.
まず, x を説明変数, y 2 f+1; 1g をクラスを表すラベル変数とし, SVM と同様に, x を非線形変換
(x)によって写像し, 特徴空間上において, 2クラスを判別する線形判別関数を次のように定義する.
f(x) = w
T(x) + b:
ここで wは, (x)の線形結合で次のように表すことができる.
w =
nX
i=1
i(xi): (11)
したがって, 特徴空間上における判別関数は, 次のように表される.
f(x) =
nX
i=1
iK(xi;x): (12)
f(x)によって, 訓練データ x1; :::;xn を射影したとき, 2クラスが最も分離されるように, 重み wを決定す
る. これは, B(k); W (k) を, それぞれ, K(xi;x)に関する平均クラス間分散共分散行列, 平均クラス内分散
共分散行列とすると, 次式を最大化する wを求める問題に帰着される.
J() =
TB(k)
TW (k)
: (13)
ここでは計算を省略するが, この最適化問題は, SVMと同様に, ラグランジュ乗数を用いて最適解を求める
ことができる.
3.2 k 近傍法
k近傍法では, 判別したいデータ点から, 近い順に k個のデータを選択する. 選択したデータのうち, 最も
多いクラスに判別したいデータ点を割り当てる. このとき, 一般にユークリッド距離が使われる. 判別の度
にデータ全体を走査するため，必要な計算量は大きい. k = 1 のときを特に 最近傍法 (nearest neighbor
method) という． 単純な方法だが，その予測精度は良いとされている．
4 実データを用いた数値的検討
実験には, kernlab パッケージの spam メールデータを使用した. データは 57 変数, spam1813 通と
nonspam2788通の合計 4601通のメールで構成されている. データのうち, 3680通をランダムに抽出して
学習データとし, 残り 921通の E-mailについて, スパムか否かを判別し, SVMを始めとするカーネル判別
法の性能の比較を行った.
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4.1 Cross-Validation
Cross-Validation(CV)では，与えられたデータを k 分割し，そのうちの k   1のデータ集合でモデルを
学習し，残りのデータで性能をテストする. これを k回行い，それぞれ得られた結果を平均することで 1つ
の推定を得る方法である．SVMやカーネル手法におけるカーネル関数のパラメーターのチューニングにお
いて, 一部のデータから最適なモデルを検出することができる．本稿では，分割数を一般的に行われている
k = 10に設定し，パラメーターのチューニングを行い，SVMとカーネル関数の最適なモデルを設定する．
4.2 実験結果とまとめ
ここでは, カーネル関数としてガウスカーネルを用いて, SVM, 判別分析, k 近傍法のそれぞれにおける
誤判別率の精度を, 10-fold cross validationで検証した. その結果を表 1にまとめる.
表 1：判別結果
SVM 判別分析 k 近傍法
誤判別率 0.070 0.126 0.111
この表を見ると, SVM 以外の手法はほぼ同程度にあるのに対して, SVM はかなりよい精度であると言
える.
次に, 特に性能の良かった SVMを用いて, 同一の条件下でカーネル関数をそれぞれ変えた場合における,
判別精度の検証を行った.
このデータにおいては, ガウスカーネルを用いた場合の SVMが最も優れた判別性能を示した.
表 2：選択したカーネル関数による性能比較
多項式 ガウス シグモイド
誤判別率 0.079 0.070 0.243
さらに, シグモイドカーネルを使った場合は, 飛びぬけて判別性能が下がってしまったことから, データに
合わせたカーネル関数の選び方が重要な問題になっていることが分かる. この結果を踏まえ，今後の課題と
しては，様々なデータに適したカーネル関数の選択・作成が挙げられる. また, 選んだカーネル関数におい
て, それぞれに合うパラメータを設定することで，よりよい精度になると考えられる.
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