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We prove that the semi-conjugacy, obtained by P. Arnoux (1988, Bull. Soc. Math.
France 116, 489–500), between an interval exchange map and a translation on
the torus is Ho¨lder continuous and we compute the Ho¨lder exponent. This semi-
conjugacy is a particular case of a space ﬁlling curve. © 2001 Academic Press
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1. INTRODUCTION
In [1] was constructed a continuous and surjective semi-conjugacy
between an interval exchange map and a translation on the torus. This
map is associated to the symbolic dynamical system that arises from the
following Pisot substitution:
  1 2     n∗ → 1 2     n∗
1
→ 12 2 → 13     n− 1 → 1n n → 1 (1.1)
The substitution  has a unique ﬁxed point u. Let σ be the one-sided
shift map and  the closure of the orbit of u under σ ; the dynamical
system associated to the substitution is σ. See [13] for the theory of
substitution dynamical systems. For n ≥ 2 this system is realizable in the
n − 1 dimensional torus as an irrational translation (cf. [14]); for n ≥ 3
it can be realized as an interval exchange map (cf. [1]), i.e., the following
1 This work has been partially supported by CONICIT(Venezuela).
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diagram commutes:
1
❄
ξ
❅
❅❘
θ
✲f


✠
η
✲σ
n−1 ✲
T
1
❄

✠
θ

❅
❅❘
η
ξ
n−1
(1.2)
where f is the interval exchange map, T the irrational translation, and ξ is a
semi-conjugacy, which will be deﬁned below. The map η is continuous and
surjective and θ is continuous to the right. Since the map ξ is continuous
and surjective it is a space ﬁlling curve.
We identify 1 to I = 0 1. The interval exchange f is deﬁned as f =
LI ◦LI1 ◦ · · · ◦LIn where I1 = 0 α and, for j ≥ 2, Ij = 
∑j−1
i=1 α
i
∑j
i=1 α
i,
and α is the inverse of the Pisot number associated to the substitution ( 1.1);
i.e., α is the only real solution, smaller than 1 of αn+αn−1+ · · · +α− 1 = 0,
so that the intervals I1     In form a partition of I. The map LJ denotes
the rotation of order 2 on the interval J = a b, i.e.,
LJx =


x+ b−a2 if a ≤ x < a+b2
x− b−a2 if a+b2 ≤ x < b
x otherwise.
The dynamical system I f  is self-similar, i.e., the diagram
I I
I1 I1
f
h h
f
is commutative, where f˜ is the induced map of f on I1 and the map h is
hx =
{
αx+ α+αn+12 if 0 ≤ x < 1−α
n
2
αx− α−αn+12 if 1−α
n
2 ≤ x < 1
The map T is the irrational translation on n−1 given by the vector
α     αn−1. The map θ gives the coding of the forward orbit of a point
under f , using the partition I1     In. The map η is deﬁned on the orbit
of u as
ησku = k


α

αn−1

−


r1u0    uk−1

rn−1u0    uk−1

 
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where riV  is the number of symbols equal to i in the word V . The map
η is extended by continuity to  (cf.[14]). Then ξ = η ◦ θ.
In this paper we show that the map ξ is Ho¨lder continuous and further-
more we compute its Ho¨lder exponent (Theorem 4.1).
When we know the Ho¨lder exponent, we can deduce an inequality
between the Hausdorff dimension of sub-sets on the torus and the dimen-
sion of the preimages, under ξ, of these sets. Some particular sets of
interest are the Cantor sets that arise from the geodesic lamination con-
structed in [24] and the subsets of the Rauzy fractal [8, 14, 20–22] such as
subsets deﬁned dynamically and its boundary.
The space ﬁlling curves were ﬁrst introduced by Peano [11, 12]; later
other curves were introduced in [7, 10, 18, 19]. More recently the space
ﬁlling curve has been studied among other references in [15, 16]. See [17]
for a historical development on the subject of space ﬁlling curves.
The techniques expounded in Section 3 were developed in [24]. They are
required in the proof of the main Theorem 4.1.
In this paper we work with the substitution 1 → 12 2 → 13 3→ 1. The
results are valid to the whole family of substitutions of type (1-1).
2. PRELIMINARIES
Let u = u0u1 · · · be the ﬁxed point of the substitution . Observe that
u0 = 1 which implies that u must start with 1 and also 21, and so
on. Therefore, for all l, the ﬁrst symbols of u agree with l1. Let Un be
the ﬁrst n symbols of u. So Un will be expressed as a juxtaposition of words
of ij 1.
Proposition 2.1 [14]. Given a positive integer N then
(1) There exists a unique q and i0     iq such that 0≤ i0< i1< · · · <
iq with ij+2 > ij + 2 for 0 ≤ j ≤ q− 2.
(2) UN = iq1iq−11 · · ·i01.
This result can be expressed in terms of the recurrence relation associated
to the substitution. Let gj = j1 where V  is the length of the word V .
Since the substitution satisﬁes n+31 = n+21n+11n1 for all
n ≥ 0 we have the tribonacci recurrence relation, i.e., gn+3 = gn+2 + gn+1 +
gn with initial conditions g0 = 1, g1 = 2, g2 = 4.
Proposition 2.1 permits us to represent each natural number in a unique
way as a sum of certain of the gi’s with no three consecutive gi’s. This
is a generalization of the Zeckendorf representation of the non-negative
integers (cf. [25]) using the tribonacci recurrence relation instead of the
Fibonacci relation.
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Let
 =x∈01∗ xj+xj+1+xj+2<3 ∀j and ∃K>0 s.t. ∀n≥K xn=0
"  ∗ → 
N → "N
where "N is such that
N = gi0 + · · · + gik =
∑
j≥0
"jNgj
which makes " a bijective map. The ﬁnite words of  are called adic words.
Consider the dynamical system    →  where this map is the exten-
sion to  of adding 1 on the set{
a ∈ ⋃
k>0
0 1k
n−1∑
j=0
ai+j < n ∀i
}

The dynamical system    is called the adic system associated to the
substitution.
Proposition 2.2 [14]. There exists a homeomorphism φ   →  such
that the shift σ and the adic map  commutes, i.e., φ ◦  = σ ◦φ.
According to this proposition the diagram (1.2) can be expressed as
1
❄
ξ
❅
❅❘
χ
✲f


✠
δ
✲
n−1 ✲
T
1
❄

✠
χ

❅
❅❘
δ
ξ
n−1
where the map χ is given by χ = φ−1θ, which is right continuous, and δ
is deﬁned as δa =
∑
aiB
iz/∼. The relation ∼ is the equivalence relation
deﬁned by the lattice n−1 in n−1. In the case n− 1 = 2, B is the matrix( −α −α
1− α2 −α2
)
(2.3)
and z is the vector, whose transpose is given by α − 1 α2 = ησu.
In general the matrix B is the restriction of the matrix that represents
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the substitution to its contracting eigenspace, which is of codimension 1,
since the Perron–Frobenius eigenvalue of this matrix is a Pisot number.
The matrix associated to the substitution (1.1) is
A =


A1j = 1 1 ≤ j ≤ n
Aii−1 = 1 i ≥ 2
Aij = 0 otherwise
The Rauzy fractal is the fundamental domain for the canonical action of
2 on 2, obtained as the image of  by δ, without taking the relation ∼
(cf. [14]).
3. THE SELF-SIMILAR STRUCTURE OF σ
The set  is the ﬁxed point of the iterated function system, or IFS,
σ2 σσ2 (see [4, p. 80] for the deﬁnition of an IFS), which gives
its self-similar structure. The elements of the collection of subsets of 
generated by the action of these three maps are called cylinders of .
On the adic system we deﬁne the following IFS τ τ2 τ τ2, where
τ   →  and τa0a1 · · · = 0a0a1 · · ·. This IFS is compatible with the self-
similar structure on  given by the previous IFS. Therefore to a cylinder
in  corresponds a cylinder a0 · · · am in its adic representation. By the
structure of this IFS on  , the words a0 · · · ak that represent the cylinders
of this σ-algebra are formed by juxtaposition of the words 0, 10, and 110.
The self-similar structure of σ, and   , is translated to their
geometrical realizations. On the plane, cylinders corresponding to the cylin-
ders on  and on the adic system are obtained by the action of the IFS:
G1G2G3 where
G1x = Bx G2x = TB2x G3x = TBTB2x (3.4)
where B is deﬁned in (2.3) and T is the translation given by the vector
α α2. Since the ﬁxed point of this IFS, known as the Rauzy fractal, is a
connected and a simply connected set (cf. [14]), and the maps of the IFS
are continuous on the plane, we get that the cylinders obtained in 2 are
also connected and simply connected.
On the circle, we deﬁne the following IFS, which is compatible with
the self-similar structure of : h1 h2 h3, where h1x = hx, h2x =
fh2x and h3x = fhfh2x. Since these maps are not continuous on
0 1, we get that the topological structure of the corresponding cylinders
is more complicated. In order to understand them we give the following
model for such cylinders: Let
0 ≤ x1 < x2 ≤ x3 < y1 < x4 ≤ x5 < y2 < y3 < x6 ≤ 1 (3.5)
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with the relations
x2 − x1 + y1 − x3 + y3 − x6
x2 − x1 + x4 − x3 + x6 − x5
= α (3.6)
y1 − x4 + y2 − x5
x2 − x1 + x4 − x3 + x6 − x5
= α2 (3.7)
y3 − y2
x2 − x1 + x4 − x3 + x6 − x5
= α3 (3.8)
Consider x1 x2 ∪ x3 x4 ∪ x5 x6; we will see that all the cylinders
are of this form. There are the following possibilities:
• If x2 = x3 and x4 = x5, the cylinder consists of one interval. We say
that cylinder is of type 1.
• If x2 = x3 and x4 = x5, the cylinder consists of two intervals. In this
case we say that it is of type 2.
• If x2 = x3 and x4 = x5, the cylinder consists of three intervals. In
this case it is of type 3. Here we allow the cyclic permutation of the three
different intervals; see Fig. 1. We say that
— It is of type 3-1 if the intervals are ordered in 0 1 as in (3.5).
— It is of type 3-2 if the order is 0 ≤ x5 < y2 < y3 < x6 ≤ x1 < x2 ≤
x3 < y1 < x4 ≤ 1.
— It is of type 3-3 if the order is 0 ≤ x3 < y1 < x4 ≤ x5 < y2 < y3 <
x6 ≤ x1 < x2 ≤ 1.
Suppose that the cylinder x1 x2 ∪ x3 x4 ∪ x5 x6 corresponds to the
adic word a. We say that
• The cylinder x1 x2 ∪ x3 y1 ∪ y3 x6 corresponds to the adic
word a0. If the original cylinder is of type 1 then this cylinder is of type 2
if this is of type 2; then the new cylinder is of the type 3-2. If it is of type
3-i then this one is of type 3-i+ 1mod 3.
FIGURE 1
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• The cylinder y1 x4 ∪ x5 y2 corresponds to the adic word a10. It
is of type 1 if the original cylinder is of type 1 or 2 and it is of type 2 if the
original is of type 3.
• The cylinder y2 y3 corresponds to a110 and it is of type 1.
Starting with the intervals I1, I2, I3 we can prove by induction without difﬁ-
culty that these are all the possibilities. Summarizing, we have the following
lemma:
Lemma 3.1 [24]. Let a be a cylinder of the canonical σ-algebra on the
adic system. Then the corresponding cylinder in the circle is of the form
x1 x2 ∪ x3 x4 ∪ x5 x6
Moreover there exist x3 < y1 < x4 and x5 < y2 < y3 < x6 such that the
relations (3.6), (3.7), (3.8) hold and the cylinder corresponding to
• a0 is x1 x2 ∪ x3 y1 ∪ y3 x6,
• a10 is y1 x4 ∪ x5 y2,
• a110 is y2 y3.
Example: Let I1 = 0 α and its corresponding adic word be 0. We
have x1 = 0, x2 = x3, x4 = x5, x6 = α and y1 = hα, y2 = hα +
α2, y3 = h0. Then the cylinder 0 hα ∪ h0 α corresponds to 00,
hα hα + α2 corresponds to 010, and hα + α2 h0 corresponds
to 0110.
Remark 3.1. Let a0 · · · am be a cylinder of the adic systems whose cor-
responding cylinder on I is hi0 · · ·hikI, which will be denoted by Ii0i1ik .
We consider the adic word a0 · · · am1; note that it is allowed in  since am =
0 by construction. Therefore the corresponding cylinder on the plane is
ξhi0 ◦ · · · ◦ hikI = Gi0 ◦ · · · ◦Gikω =
m∑
i=1
aiB
iz + Bm+1ω
where ω is the Rauzy fractal.
Observe that the map hi0 ◦ · · · ◦ hik is a contraction of factor αm+1.
4. HO¨LDER EXPONENT
Let ξ  1 → n−1 be the semi-conjugacy between the interval exchange
map f  1 → 1 and T  n−1 → n−1, the translation on n−1, given by
the vector α α2     αn−1.
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Theorem 4.1. The map ξ  1 → n−1 is Ho¨lder continuous with expo-
nent ρ = − log β1/ logλ, where β1 is the greatest, in modulus, among those
eigenvalues of the matrix associated with the substitution, with norm smaller
than one, and λ is the Perron–Frobenius eigenvalue of this matrix.
Proof. First we are going to prove this in the case n = 3. In this situation
β1 = λ−1/2 = α1/2 so ρ = 12 . (At the end of this section we shall show how
to prove the theorem in the case when n > 3.)
It is enough to prove that
∃C0 > 0 ∀t t ′ ∈ 0 1 such that ξt − ξt ′ ≤ C0t − t ′
1
2 (4.9)
Because from the dimensions of the domain and the image, one and two,
respectively, of ξ we get that the Ho¨lder exponent ρ ≤ 1/2.
In this proof we assume that the cylinders are closed intervals, instead of
semi-open as we showed in the previous section. This assumption is made
in order to facilitate the ﬁnding of a extreme point of the cylinder; on the
other hand it does not alter the proof. In fact, let tˆ be one point that is
in closure of a cylinder but not in the cylinder, so tˆ = limr→r−0 hi0 ◦ · · · ◦
hikr where r0 is either the discontinuity point of the map h or an extreme
point of I1 I2 I3. Therefore hi0 ◦ · · · ◦ hikr0, which will be denoted as t,
is an extreme point of the cylinder. Moreover χt = limr→tˆ− χr hence
ξt = ξtˆ.
Also we can reduce the proof of the inequality (4.9) to the case when
t t ′ are in the same cylinder and moreover t ′ in the interior of a cylinder
and t is an extreme point of this cylinder. In fact, suppose that t t ′ are
in the interior of a cylinder, i.e., t t ′ ∈ hi0 ◦ · · · ◦ hikI = Ii0ik , for some
i0     ik, such that they are in different sub-cylinders at the next level:
t ′ ∈ Ii0iki and t ∈ Ii0ikj with i = j 1 ≤ i j ≤ 3. Consider t the extreme
point of Ii0iki closest to t :
ξt ′ − ξt ≤ ξt ′ − ξt + ξt − ξt
≤ C0t − t ′
1
2 + C0t − t
1
2
≤ 2C0 maxt − t ′
1
2  t − t 12 
≤ 2C0t ′ − t
1
2 
If t is not an extreme point of Ii0ikj , we denote by t
′′ the extreme point
of Ii0iki closest to t
′. We have a similar computation, since the image of
t and t ′′ under ξ is the same because t = hi0 ◦ · · · ◦ hik ◦ hjs and t ′′ =
hi0 ◦ · · · ◦ hik ◦ hjs′ where s and s′ are the extreme points of I1 I2 I3 or
the image of the discontinuity point of h.
We prove the inequality (4.9) in the case of t an extreme point of a
cylinder and t ′ an interior point of such a cylinder. Always the cylinder
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can be subdivided into sub-cylinders such that t still remains an extreme
point for one sub-cylinder and t ′ is in another sub-cylinder. According to
the remark of the previous paragraph if a different extreme point is chosen
the computations are very similar. Therefore we can reduce the proof, to
show that the inequality(4.9) holds for t and the extreme point of Ii0ikl
and t ′ is in Ii0ikj for l = j, for all the possible cases of Ii0ik—according to
Lemma 3.1. In each case the idea of the proof is to ﬁnd an upper bound
for ξt − ξt ′ using the contraction in Gi0 ◦ · · · ◦Gik in 2 and a lower
bound for t − t ′ based upon the length of the cylinder Ii0ik and its sub-
cylinders. There are three possible cases according to Lemma 3.1. Since
the computations are similar, we will only show the ﬁrst case; the other
two follow the same lines. Suppose that the cylinder Ii0ik is of type 1 (see
Fig. 2). Let a0 · · · am be the corresponding adic cylinder. Assume that t ′
belongs to Ii0ik2 so ξt ′ =
∑m
i=0 aiB
iz + Bm+1z + Bm+3z′ where z′ is a
point in w the Rauzy fractal. (If t ′ is in Ii0ik3 the proof follows the same
lines.) Since t is an extreme point of Ii0ik it is the image under hi0 ◦ · · · ◦hik ,
of the discontinuity point of h, denoted by p and p = α+ α2/2. A direct
computation shows that p is a ﬁxed point of the map h2fh; therefore its
symbolic description is 001 = 001001001 · · ·. Hence ξt = ∑mi=0 aiBiz +∑∞
l=1 B
m+3lz = ∑mi=0 aiBiz + Bm+3z′′, where z′′ = ∑l≥0 B3lz. Now we can
ﬁnd the upper bound for
∣∣ξt ′ − ξt∣∣ = ∣∣∣∣
( m∑
i=0
aiB
iz + Bm+1z + Bm+3z′
)
−
( m∑
i=0
aiB
iz +
∞∑
l=1
Bm+3lz
)∣∣∣∣
= ∣∣Bm+1z + Bm+3z′ − Bm+3z′′∣∣
≤ ∣∣Bm+1∣∣ ∣∣z + B2z′ − z′′∣∣
≤ αm+12 C where C = diameter of ω
= Cαm+72 λ3
=
( √
2Cλ3√
α+ α2
) (
α+ α2
2
)1/2
αm+7/2
FIG. 2. The cylinder hi0 ◦ · · · ◦ hik I is of type 1.
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On the other hand,
t − t ′ ≥ t − hi0 ◦ · · · ◦ hikα
= hi0 ◦ · · · ◦ hikp − hi0 ◦ · · · ◦ hikα
= αm+1 p− α
= αm+1
(
α− α2
2
)
= αm+1
(
α3 + α4
2
)
= αm+3
(
α+ α2
2
)

Therefore
ξt ′ − ξt ≤ C1
(
α+ α2
2
)1/2
αm+7/2
≤ C1
(
α+ α2
2
)1/2
αm+3/2
≤ C1t − t ′
1
2 
where
C1 = Cλ3
(
α+ α2
2
)−1/2

As was shown the proof of this theorem in case n = 3 depends on the
structure of the cylinders in the interval—studied in Lemma 3.1—which
allowed us to compare the distance between a point in the interior of the
cylinder and its extreme points. As we have seen in Remark 3.1 this distance
is of the order of αm+1 where m + 1 is the length of the adic word that
deﬁnes the cylinder. On the other hand the distance between the images of
these points , under the map ξ is of the order Bm+1 = αm+1/2.
In the case of n greater than or equal to 4, the structure of the cylinders is
similar, but could however consist of j connected components for 1 ≤ j ≤ n.
The distance between a point in the interior and the extremes is still of the
order αm+1 for α the real root of xn + xn−1 + · · · + x − 1. On the other
hand the distance between the images of these points is of the order
Bm+1 = β1m+1 = α
m+1 log β1 
logα = λ
m+1 log β1 
logλ 
where β1 is the greatest eigenvalue of B, in modulus. Clearly − log β1/
log λ ∈ 0 1, since the product of all eigenvalues of the matrix associated
with the substitution is equal to 1.
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