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Abstract
By extending the definition of boxicity, we extend a Helly-type result given
by Danzer and Gru¨nbaum on 2-piercings of families of boxes in d-dimensional
Euclidean space by lowering the dimension of the boxes in the ambient space.
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1 Introduction
A p-box in Rd is a rectangular p dimensional parallelotope whose edges are parallel to
the coordinate axes in Rd, where d ≥ p. A family of boxes is called n-pierceable if there
exists a set of n points such that each box contains at least one of these points.
For positive integers d and n, what is the smallest number h = h(d, n) such that
the following property holds:
“Every finite family F of d–boxes in Rd is n-pierceable if and only if, every subfamily
of cardinality h is n-pierceable.”
This problem was originally studied by Danzer and Gru¨nbaum in [1], showing in
particular that the following theorem holds for piercing number 2:
Theorem 1. [1]For d odd, h(d, 2) = 3d and for d even h(d, 2) = 3d− 1.
Results of the type “if every subset of cardinality µ of F is n–pierceable, then the
entire family F is n–pierceable” are called Helly–Gallai type theorems. Clearly Helly–
Gallai type theorems are a natural generalization of Helly’s classical theorem for n = 1
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when F is a family of convex sets in Rd and µ = d+ 1. Results of this type have been
widely studied in different settings (see, for instance, surveys such as [1], [5]). However,
in the same paper [1] of Danzer and Gru¨nbaum they show that such theorems do not
exist in general, even for the case of families of d-boxes in Rd.
In [10] the authors give an alternative proof of Theorem 1 using intersection graphs
of families of boxes, the fact that for the case n = 1, h(d, 1) = 2 in any dimension,
analyzing the structure of the complement of odd cycles and the chromatic number
χ(G) of a graph G; see Proposition 13 in this paper.
In 1969 F.S. Roberts [7] extended the definition of interval graph to higher dimen-
sions by considering the intersection graph of a family of d–boxes in d–dimensional
Euclidean space Rd by defining the boxicity of a graph G, denoted Box(G), as the
smallest positive integer d for which a graph G is the intersection graph of a family of
d–boxes in Rd. For further reference in this topic and part of it’s state of art, see [12],
[13], [14], and [15].
In his work, Roberts gave a characterization of the boxicity of a noncomplete graph
G in terms of interval graphs by showing the following theorem:
Theorem 2. [7] The boxicity of a noncomplete graph G is the minimum positive integer
k such that there exists interval graphs F1, F2, . . . , Fk such that G = F1 ∩F2 ∩ · · · ∩Fk.
In this paper, we introduce the definition of p-boxicity, Boxp(G), as the minimum
dimension d such that a graph G is realizable as the intersection graph of p-boxes in Rd
(boxes of dimension p in Rd), and give a generalization of Roberts’ result (Theorem 2) in
terms of p-boxes. We believe this definition is interesting in its own right and may yield
to further research activity. Furthermore, we extend Danzer’s and Gru¨nbaum’s theorem
for piercing number 2 to the family of flat (that is, not necessarily full dimensional)
boxes using this new definition. In particular, we prove the following theorem:
Theorem 3. Given any family F of m-boxes in Rd, m ≤ d, F is 2-pierceable if and
only if every subfamily of cardinality h = h(d,m, 2) is 2-pierceable provided
h(d,m, 2) =

5 for m = 1
7 for m = 2
3m for m 6= 1 odd
3m− 1 for m 6= 2 even
2 Boxicity and p-boxicity
Given a finite family F = {X1, X2, . . . , Xk} of p-boxes (boxes of dimension p) in Rd, a
graph G = (V (G), E(G)) is the intersection graph of F if V (G) := {x1, x2, . . . , xk} and
(xi, xj) ∈ E(G) if and only if Xi ∩Xj 6= ∅.
Recall that given a graph G, its p-boxicity Boxp(G) is the minimum dimension d
such that G is the intersection graph of family of p-boxes in Rd. Observe that p ≤ d and
if p = d then Boxp(G) = Box(G). Note that for any graph G and p ∈ N, if p ≥ Box(G)
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Figure 1: Graph G and it realization as 2-boxes in R2.
then Boxp(G) = p. In general Box(G) ≤ Boxp(G). We will say that a family F of
p-boxes is a realization of G if G is the intersection graph of F .
To illustrate some of these statements, observe that for a cycle Cs, s ≥ 4, we have
Box1(Cs) = 2 and Box2(Cs) = Box(Cs) (see figure 6). If, however, G is the graph
shown on the left of Figure 1, then Box1(G) = ∞ but Box(G) = 2. Figure 2 shows
a graph G where Box(G) = 2 and Box1(G) = 3; in this case the realization of G as
1-boxes in R3 can be thought of as the edges of a cube.
For us, all graphs G = (V (G), E(G)) are finite and simple, i.e. with no loops
or multiple edges. Recall that a subgraph H ⊂ G is an induced subgraph of G if
V (H) ⊂ V (G) and if xi, xj ∈ V (H) and (xi, xj) ∈ E(G) then (xi, xj) ∈ E(H). The
neighborhood of a vertex v ∈ V (G) is the set of vertices adjacent to v, N(v) := {w ∈
V (G)|(v, w) ∈ E(G)}. We will define the closure of the neighborhood of v as the set
of all possible edges in NG(v), [NG(v)] := {(u,w)|u,w ∈ N(v)}. When it is clear from
context, the graph induced by the neighborhood of a vertex will be also referred as the
neighborhood of a vertex. As usual Kt will denote the complete graph with t vertices.
One consequence of the following definition and lemma is that we can determine
when a graph G that satisfies Box(G) = d also satisfies Boxp(G) = d.
Definition 4. We will say that a graph G satisfies the p-slim box property in Rd if the
following two conditions hold:
i) G is an intersection graph of d-boxes, i.e. G = ∩i∈IFi where every Fi is an
interval graph and I := {1, 2, . . . d}.
ii) For all v ∈ V (G), there is a subset Jv ⊂ I := {1, 2, . . . d} of d − p indices such
that the neighborhood of v is a complete subgraph, [NFi(v)] ⊂ E(Fi), i ∈ Jv.
Lemma 5. A graph G is realizable as p-boxes in Rd (p ≤ d) if and only if G has the
p-slim property in Rd.
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Figure 2: Top: a graph G where Box(G) = 2 and Box1(G) = 3. Bottom left: the
realization of G as 1-boxes in R3; each 1–box is an edge of the cube. Bottom right: the
realization of G as 2-boxes in R2.
Proof.
Suppose that G is realizable as p-boxes in Rd. Let Fi be the intersection graph
of the projection of the realization of G on the ith coordinate axis, and observe that
G = F1∩F2∩· · ·∩Fd. Let V be a p-box in the realization of G and let v ∈ V (G) be its
representation in the graph. Since V is a p-box there are d− p coordinate axes where
the projection of V is a point; hence, in any of these d − p axes the corresponding Fj
satisfies [NFj (v)] ⊂ E(Fj). Therefore G has the p-slim property in Rd.
Suppose now that G has the p-slim property in Rd. Then there exist interval
graphs F1, ..., Fk such that G = ∩di=1Fi, and for any v ∈ V (G) there exists a subset
Jv ⊂ I of d − p indices such that [NFi(v)] ⊂ E(Fi), i ∈ Jv. Let Ij be the realization
of Fj as intervals. Observe that for any i ∈ Jv we can reduce v in Ii to a point since
[NFi(v)] ⊂ E(Fi). We observe that the intersection of the projection of all Ij as the
j-th axis is a family of p–boxes in Rd with intersection graph G.
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3 Flat boxes and Piercing numbers
For the remainder of this paper Cs will denote the cycle of length s, with V (Cs) =
{v1, v2, ..., vs} and E(Cs) = {(v1, v2), (v2, v3), ..., (vs−1, vs), (vs, v1)}. We will denote by
P{v1,v2,...,vl} the path of length l − 1 with vertices V (P{v1,v2,...,vl}) = {v1, v2, . . . , vl}
and edges E(P{v1,v2,...,vl}) = {(v1, v2), . . . , (vl−1, vl)}. We denote the complement
of Cs by C
c
s . One graph of particular interest to us is the path Pvk(Cs) :=
P{v(k+2 mod s),v(k+3 mod s),...,v(k+s−2 mod s)} as a subgraph of Cs with respect to some vertex
vk of Cs (see Figure 3).
We will say that a graph G is m–forbidden in Rd if Gc is not realizable as m-boxes
in Rd.
Figure 3: The path Pvk(Cs) colored in green.
The following observation is well known.
Observation 6. Since interval graphs do not contain C4 as an induced subgraph, then
2K2 (two disjoint edges) and a path of length greater or equal to 4, are 1–forbidden in
R1.
We will prove some lemmas that will help us to prove Theorem 3. The following
observation will be really helpful to prove such lemmas.
Observation 7. Suppose that G = Ccs satisfies the p-slim box property in Rd for some
p ≤ d and some s. By Definition 4 we know that G = ∩i∈IFi where Fi is an interval
graph, I = {1, ..., d}, and for every vk ∈ V (G) there exists Jvk ⊂ I, with |Jvk | = d− p,
such that [Nvk ] ⊂ Fj for all j ∈ Jvk . Then Pvk(Cs) ⊂ ∩j∈JvkFj.
The following lemmas will allow us to prove the main theorem.
Lemma 8. The cycle Cs with s ≥ 7 is 1-forbidden in Rd for any d > 1.
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Proof. We need to show that G := Ccs , s ≥ 7, is not realizable as 1-boxes in Rd.
Suppose that G is realizable as 1-boxes in Rd. Then by Lemma 5, G satisfies the 1-slim
box property. Thus G = ∩i∈IFi, I = {1, ..., d}, where Fi are interval graphs and for any
vertex v ∈ V (G) there is a subset Jv ⊂ I with |Jv| = d− 1, such that [NFi(v)] ⊂ E(Fi),
i ∈ Jv.
Without loss of generality assume that Jv1 := {1, 2 . . . d − 1}. By Observation 7,
Pv1(Cs) ⊂ ∩d−1j=1Fj and thus (v3, v4), (v4, v5), .., (vs−2, vs−1) /∈ E(Fd) otherwise G 6=
∩i∈IFi (see Figure 4).
If s > 7, then there would be at least four edges missing in Fd. This contradicts
Observation 6. If s = 7, by Observation 7 on v6 the path Pv6(Cs) should belong to
d − 1 of the Fi interval graphs, but since (v3, v4) /∈ E(Fd), Jv1 = Jv6 = {1, ..., d − 1}.
Then Pv6(Cs) ∈ ∩d−1i=1Fi. This implies (v2, v3) /∈ E(Fd), otherwise (v2, v3) belongs to
every Fi contradicting G = C
c
7. Then the edges (v2, v3), (v3, v4), (v4, v5), (v5, v6) are not
in E(Fd), contradicting Observation 6.
Figure 4: The d interval graphs whose intersection is G. Until this point of the proof
we do not know anything about the path Ps−1,s,1,2,3 in each of the graphs, so a dashed
edge means that such an edge may or may not be in the projection. Observe that the
first d − 1 graphs contain [N(v1)] and therefore Pv1(Cs), but the last graph does not
contain Pv1(Cs), otherwise the intersection would not be G.
Lemma 9. The cycle Cs, s ≥ 9, is 2-forbidden in Rd for any d > 2.
Proof. Again we need to show that G := Ccs is not realizable as 2-boxes in Rd.
Suppose that G is realizable as 2-boxes in Rd. Then by Lemma 5, G satisfies the
2-slim box property in Rd. Thus G = ∩i∈IFi, I = {1, ..., d}, where Fi are interval
graphs and for any vertex v ∈ V (G) there is a subset Jv ⊂ I, |Jv| = d − 2, such that
[NFi(v)] ⊂ E(Fi), i ∈ Jv. Again without loss of generality suppose Jv1 := {1, 2, . . . , d−
2}. By Observation 7, Pv1(Cs) ⊂ ∩d−2j=1Fj , and thus (v3, v4), (v4, v5), ..., (vs−2, vs−1) /∈
E(Fd) ∩ E(Fd−1).
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Without loss of generality suppose (vs−2, vs−1) /∈ E(Fd−1). Since s ≥ 9, by Obser-
vation 6 (v3, v4), (v4, v5) /∈ E(Fd) and therefore (vs−2, vs−3) /∈ E(Fd−1).
Note that if (vs−3, vs−4) /∈ E(Fd−1), Jvs−1 = {1, 2, . . . , d − 2}. This is because
(v3, v4) /∈ E(Fd) and (vs−3, vs−4), (v3, v4) ∈ [Nvs−1 ]; by the p–slim property there exists
Jvs−1 ⊂ I where [Nvs−1 ] ⊂ Fj for all j ∈ Jvs−1 .
Therefore by Observation 7 any edge of the path Pvs−1(Cs) is not in E(Fd)∩E(Fd−1)
(in particular this includes the edge (v1, v2)). This is a contradiction, since by Obser-
vation 6 the edge (v1, v2) must be in E(Fd) ∩ E(Fd−1) otherwise we obtain either an
empty path of size at least 4 or a disjoint path in any of E(Fd), E(Fd−1). We proceed
with an analogous argument if (vs−3, vs−4) /∈ E(Fd).
Let p, d ∈ N with 2 < p < d. Suppose that G := Ccs is realizable as p-boxes in Rd for
some s ≥ 3p + 1. Then by Lemma 5, G satisfies the p-slim box property in Rd. Thus
there exists d interval graphs F1, F2, ..., Fd such that G = ∩i∈IFi, I = {1, ..., d} and for
any vertex v ∈ V (G), there is a subset Jv ⊂ I, |Jv| = d−p, such that [NFi(v)] ⊂ E(Fi),
i ∈ Jv. Without loss of generality suppose that Jv1 := {1, 2 . . . d− p}. Denote the rest
of the vertices by J = {d − p + 1, ..., d} and observe that |J | = p. Since d > p, Jv1 is
not empty.
By Observation 7 the path of length s − 4 is contained in Fi with i ∈ Jv1 , i.e.
Pv1(Cs) ⊂ ∩d−pj=1Fj . Since G = ∩i∈IFi, then for every edge e of the path Pv1(Cs) there
exists at least one i ∈ J such that e /∈ E(Fi), in this case we say that e is a missing
edge of Fi. Similarly a missing path, is a path of missing edges in Fi.
We also say that Fj , with j ∈ J , satisfies the missing property if there is a missing
edge of Fj , e ∈ E(Pv1(Cs)) = E(Pv3,...,vs−1), such that e ∈ E(Fi) for all i ∈ J \ {j}.
For example, in Figure 5 F3 has the missing property since e := (v9, v10) /∈ E(F3) but
e ∈ E(F4) and e ∈ E(F5).
If there are r, t ∈ J such that either the path Pv3,v4,v5,v6 is a missing path of Fr and
the path Pvs−3,vs−2,vs−1 is a missing path of Ft or the path Pv3,v4,v5 is a missing path
of Fr and the path Pvs−4,vs−3,vs−2,vs−1 is a missing path of Ft, we say that J satisfies
the extreme condition. If there exists u such that 6 ≤ u ≤ s − 4 and r, t ∈ J such
that Pvu−3,vu−2,...,vu+2,vu+3 is missing in Ft ∪ Fr, we say that J satisfies the contiguous
condition. The following two technical lemmas imply that if J satisfies the missing
property for all j ∈ J , then neither the contiguous nor the extreme condition holds.
Lemma 10. Suppose that for all j ∈ J , Fj satisfies the missing property (where J and
Fj are defined as above). Then J does not satisfy the contiguous condition.
Proof. Suppose the opposite. Since the edges (vu, vu−2), (vu, vu−3) and (vu−2, vu−3)
are missing in, say, Fr, then r /∈ Jvu . Analogously (vu, vu+2),(vu, vu+3) ∈ E(G) and
(vu+2, vu+3) is missing in E(Ft), so t /∈ Jvu . For any other j ∈ J \ {r, t}, the missing
property implies there exists a missing edge (x, y) of Fj such that e ∈ Fr and e ∈ Ft.
This implies x, y /∈ {vu−2, vu−1, vu, vu+2, vu+2}. Hence (vu, x), (vu, y) ∈ E(G) and thus
j /∈ Jvu . Therefore Jvu = Jv1 = {1, ..., d− p}. From 6 ≤ u ≤ s− 4 and Observation 7,
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we note that Pvu is in Fk for all k ∈ Jv1 . That is, Fk is a complete graph for all k ∈ Jv1 .
Thus for any edge e of the the cycle Cs, e /∈ ∩j∈JFj .
Given s ≥ 3p + 1 and |J | = p, there is some Fj with j ∈ J missing more than 3
edges, which contradicts Observation 6.
Lemma 11. Suppose that for all j ∈ J , Fj satisfies the missing property. Then J does
not satisfies the extreme condition.
Proof. Suppose that there are r, t ∈ J such that Pv3,v4,v5,v6 is a missing path of Fr
and Pvs−3,vs−2,vs−1 is a missing path of Ft.
Since (v3, v5), (v3, v6) ∈ E(G) but (v6, v5) is a missing edge of Fr, we have r /∈ Jv3 .
For any other j ∈ J , by the missing property there exists a missing edge (x, y) of Fj
such that e ∈ Fr. In particular we observe that (v3, x), (v3, y) ∈ E(G), and thus j /∈ Jv3 .
Therefore Jv3 = Jv1 = {1, 2, ..., d− p} and (vs−1, vs) is a missing edge of ∩j∈JFj .
By Observation 6 and the missing property, the edge (vs−1, vs) is only a missing edge
of Ft. Therefore Pvs−3,vs−2,vs−1,vs is a missing path of Ft. Since (vs, vs−3), (vs, vs−4) ∈
E(G), but (vs−3, vs−4) is a missing edge of Ft, it follows t /∈ Jvs . For any other j ∈ J ,
by the missing property there exists a missing edge (x, y) of Fj such that e ∈ Ft. In
particular (vs, x), (vs, y) ∈ E(G), so j /∈ Jvs . Therefore Jvs = Jv1 = {1, ..., d − p}. By
Observation 7 Pvs(Cs) is in Fk for all k ∈ Jv1 , which implies that the edge (v2, v3) is a
missing edge of ∩j∈JFj . By Observation 6 and the fact that for any j ∈ J , Fj satisfies
the missing property, there cannot be some Fj , j ∈ J , with such a missing edge. This
is a contradiction.
Note that an analogous argument can be used if the path Pv3,v4,v5 is a missing path of
Fr and the path Pvs−4,vs−3,vs−2,vs−1 is a missing path of Ft, for some r, t ∈ J .
We apply Lemmas 10 and 11 to show the following useful lemma.
Lemma 12. The cycle Cs is p-forbidden in Rd for any d > p > 2 when the following
two conditions hold
i) s ≥ 3p+ 1 for p even,
ii) s ≥ 3p+ 2 for p odd.
Proof.
We will show that G := Ccs for the corresponding values of s is not realizable
as p-boxes in Rd. Suppose that G is realizable as p-boxes in Rd. By Lemma 5, G
has the p–slim property. Then there exists d interval graphs F1, F2, ..., Fd such that
G = ∩i∈IFi, I = {1, ..., d} and, as before, we assume that for v1, Jv1 := {1, 2 . . . d− p}
and J = {d− p+ 1, .., d} are the rest of indices (observe that |J | = p). Since d > p, Jv1
is not empty. So Pv1(Cs) has length s − 4, and satisfies Pv1(Cs) ⊂ ∩i∈Jv1Fi and each
edge of Pv1(Cs) is missing in ∩j∈JFj .
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Observe first that if s−4 ≥ 3p+ 1, at least one of the Fj , j ∈ J , will contain a path
with 4 or more missing edges yielding a contradiction of Observation 6. Thus we may
assume
3p+ 1 ≤ s < 3p+ 5 for any d > p > 2.
Furthermore, by Observation 6 each Fi, i ∈ J , can only have a missing subpath of
Pv1 of length 3, 2 or 1.
Since s < 3p + 5 and for any edge e ∈ E(Pv1) there exists j ∈ J such that e is
missing in Fj , it is possible to construct a partition (not necessarily unique) of Pv1(Cs)
into disjoint connected subpaths of length 1, 2 and 3, with the following two properties:
1. If Q is an element of such a partition then Q is a missing path of Fj for some
j ∈ J . In this case we may say that Fj represents Q.
2. If Q and P are different elements of the partition then i 6= j for its corresponding
representative Fi and Fj .
For example, in Figure 5 we see a particular case when s = 11, p = 2 and d = 5.
Here Jv1 = {1, 2} and J = {3, 4, 5}. The dashed edges may or may not be on the
graph. Observe that Pv1(C11) = Pv3,...,v10 is in F1, F2. Consider the following partition
K of Pv1(C11): Q3 := Pv7,v8,v9,v10 represented by F3, Q4 := Pv6,v7 represented by
F4 and Q5 := Pv3,v4,v5,v6 represented by F5. Clearly we may have also chosen the
partition K ′ as Q3 := Pv8,v9,v10 represented by F3, Q4 := Pv6,v7,v8 represented by F4
and Q5 := Pv3,v4,v5,v6 represented by F5.
For a given partition, let Ji ⊂ J for i = 1, 2, 3, be the set of indices j ∈ Ji such that
Fj represents an element of the partition of size i. We observe that for any partition,
∩3i=1Ji = ∅ and ∪3i=1Ji ⊆ J . Furthermore,
s− 4 = |J1|+ 2|J2|+ 3|J3|
p ≥ |J1|+ |J2|+ |J3| (1)
In the example in Figure 5, for the partition K, we obtain J1 = {4}, J2 = ∅ and
J3 = {3, 5}. For the partition K ′ we obtain J1 = ∅, J2 = {3, 4} and J3 = {5}.
In general, observe that if for all possible partitions we have
|J1|+ |J2|+ |J3| = p, (2)
then the missing property holds for all j ∈ J . To establish this, assume that there is
j ∈ J such that for any edge e missing in Fj , there exists ie ∈ J such that e is missing
in Fie . We can construct a partition with j /∈ J1 ∪ J2 ∪ J3, and thus this partition of
Pv1(Cs) satisfies |J1| + |J2| + |J3| = p − 1 and s − 4 = |J1| + 2|J2| + 3|J3|. This is a
contradiction.
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Figure 5: In this figure we see a particular example of the partition K when s = 11, p =
2, d = 5 and, J = {3, 4, 5}. The red paths represent the partition K formed by Q3,Q4
and Q5.
Next we will show that in most of the cases for p and s, Equation (2) holds and
therefore the missing property holds for all j ∈ J . Moreover, with appropriate values
of s, this yields a contradiction of Lemmas 10 and 11.
Observe that if s = 3p+ 4, the only solution for System (1) is |J3| = p, |J2| = 0 and
|J1| = 0. This implies the missing property holds for all j ∈ J . Note also that since
all elements in the partition have length 3, and since each element of the partition is
uniquely represented by some Fj with j ∈ J , J satisfies the contiguous condition and
thus contradicts Lemma 10. Therefore we may assume that s < 3p+ 4.
For s = 3p+ 3, there are at least s− 4 = 3p− 1 missing edges in ∩j∈JFj (one per
edge in Pv1). By solving System (1) we find that |J3| = p − 1,|J2| = 1 and |J1| = 0,
which implies that the missing property holds.
If p > 3, then p−1 > 2. By the pigeon hole principle and the fact that each element
of the partition is uniquely represented by some Fj with j ∈ J , J satisfies the contigu-
ous condition and contradicts Lemma 10. If p = 3, |J | = 3, |J3| = 2 and |J2| = 1.
Thus J satisfies either the contiguous condition or the extreme condition, contradicting
either Lemma 10 or Lemma 11 (again, this is also using the fact that each element of
the partition is uniquely represented by an Fj with j ∈ J). Therefore we may assume
s ≤ 3p+ 2.
For s = 3p + 2, there are at least s− 4 = 3p− 2 missing edges in ∩j∈JFj . Solving
System (1) we find that either |J3| = p − 1, |J2| = 0 and |J1| = 1 or |J3| = p − 2,
|J2| = 2 and |J1| = 0, which implies that the missing property holds for all j ∈ J . If
p > 5, then p−2 > 3. As before, by the pigeon hole principle J satisfies the contiguous
condition and contradicts Lemma 10. Note that if p = 5, either |J3| = 4 and |J1| = 1,
or |J3| = 3 and |J2| = 2. In either case, the pigeon hole principle implies J satisfies
either the contiguous condition or the extreme condition and thereby contradicts either
Lemma 10 or Lemma 11.
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If p = 4, solving System (1) gives |J3| = 3, |J2| = 0, and |J1| = 1 or |J3| = 2,
|J2| = 2, and |J1| = 0. In the first case, by the pigeon hole principle J satisfies the con-
tiguous condition and contradicts Lemma 10. In the second case, again by the pigeon
hole principle J satisfies the extreme condition and contradicts Lemma 11.
If p = 3, solving System (1) gives either |J3| = 2, |J2| = 0, and |J1| = 1 or |J3| = 1,
|J2| = 2, and |J1| = 0. In the first case, by the pigeon hole principle J satisfies the
contiguous condition and contradicts Lemma 10. For the second case we observe that
the only way J does not satisfy the extreme condition (which would contradict Lemma
11) is if there is an Fj missing no more than Pv3,v4,v5 from Pv1(C11), Fi missing no more
than Pv5,v6,v7,v8 from Pv1(C12), and Fk missing no more than Pv8,v9,v10 from Pv1(C12)
for i, j, k ∈ J . Without loss of generality suppose that i = d− 2, j = d− 1 and k = d.
Since we know that the path Pv11(C11) must exist in at least d−3 projections, we have
Jv11 = {1, 2, ..., d−3}. Therefore (v2, v3) ∈ E(Fi) for all i ∈ {1, 2, ..., d−3}. This implies
(v2, v3) is a missing edge of Fd−2 ∩ Fd−1 ∩ Fd. By Observation 6 (v2, v3) can be only
missing in Fd−2. Analogously we observe that Jv2 = {1, 2, ..., d− 3} and thus (v10, v11)
is a missing edge of Fd. This implies Jv5 = {1, 2, ..., d − 3}, since the path Pv5(C11) is
in d− 3 of the Fi’s. Therefore F1, ..., Fd−3 are complete graphs K11. But then (v1, v2)
is a missing edge of Fd−2 ∩ Fd−1 ∩ Fd, which is a contradiction of Observation 6 since
there cannot be more than three edges missing in any of Fd−2, Fd−1 and Fd.
We have shown that s ≥ 3p+ 2 is p-forbidden for odd p. Thus we may assume that
s ≤ 3p+ 1.
Let s = 3p + 1. Then there are 3p − 3 edges of Pv1 missing in ∩j∈JFj . Solving
System (1) gives
|J3| = p− 1, |J2| = 0 and, |J1| = 0,
|J3| = p− 2, |J2| = 1 and, |J1| = 1, or
|J3| = p− 3, |J2| = 3 and, |J1| = 0.
Observe that the case where |J3| = p − 1, |J2| = 0, and |J1| = 0 is the only case
where the missing property does not hold for all j ∈ J . Without loss of generality
suppose J3 = {d − p + 1, ..., d − 1}. Since G = ∩di=1Fi, there exists k ∈ {1, ..., d} such
that (vs−1, vs) is a missing edge of Fk. By Observation 6, k /∈ {d − p + 1, ..., d − 1}.
Similarly there exists r ∈ {1, ..., d} such that the edge (v2, v3) is missing in Fr. By
Observation 6, r /∈ {k, d − p + 1, ..., d − 1}. Since |J3| = p − 1, |J2| = 0, and |J1| = 0,
we have (v3, v4), (v4, v5) and (v5, v6) are missing in some Ft with t ∈ J3. Similarly
(v6, v7), (v7, v8) and (v8, v9) are missing in some Fq for some q ∈ J3. Thus there is
no Jv6 ⊂ {1, ..., d} such that |Jv6 | = d − p and such that the neighborhood of v6 is a
complete subgraph, given that we know |{r, k, d− p+ 1, ..., d− 1}| = p+ 1 and in any
of Fi, i ∈ {r, k, d− p+ 1, ..., d− 1}, the neighborhood of v6 is not a complete subgraph.
This yields a contradiction.
Now suppose that |J3| = p−2, |J2| = 1 and |J1| = 1. Note that the missing property
holds for every j ∈ J . Let p > 3. Then Lemma 10 or Lemma 11 are contradicted since
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J would satisfy either the contiguous or the extreme condition unless there are r, t ∈ J
where Fr is missing in at most the edge (vs−1, vs−2) from Pv1(Cs) and Ft is missing in
at most Pv3,v4,v5,v6 from Pv1(Cs) (or similarly, Fr is at most missing Pvs−1,vs−2,vs−3,vs−4
from Pv1(Cs) and Ft with missing only (v3, v4) from Pv1(Cs)). Without loss of generality
suppose that Fr is missing at most (vs−1, vs−2) from Pv1(Cs) and Ft is missing at most
Pv3,v4,v5,v6 from Pv1(Cs). Since p > 3, p−2 > 1. This implies that there is a g ∈ J where
Fg is missing Pv6,v7,v8,v9 or Pvs−2,vs−3,vs−4,ss−5 . If Fg is missing Pv6,v7,v8,v9 , then Jv6 =
{1, 2, ..., d − p} and therefore (v1, v2) is missing in ∩j∈{d−p+1,...,d}Fj which contradicts
Observation 6. If Fg is missing Pvs−2,vs−3,vs−4,ss−5 , then Jvs−2 = {1, 2, ..., d − p} and
therefore (v1, v2) is missing in ∩j∈{d−p+1,...,d}Fj which is a contradiction of Observation
6.
Now suppose that |J3| = p− 3, |J2| = 3, and |J1| = 0. Again the missing property
holds. For p ≥ 6, by the pigeon hole principle either Lemma 10 or Lemma 11 is
contradicted (given that J would satisfy either the contiguous or the extreme condition).
For p = 4 (s = 3p + 1 = 13) we observe that |J3| = 1, |J2| = 3, and |J1| = 0. If there
exists j ∈ J where Fj is missing Pv12,v11,v10,v9 or Pv3,v4,v5,v6 , Lemma 11 is contradicted
(given that J would satisfy the extreme condition).
Therefore there are r, t ∈ J with Fr at most missing Pv3,v4,v5 from Pv1(C13) and Ft
with at most missing Pv12,v11,v10 from Pv1(C13). Therefore Jv12 = {1, 2, ..., d− 4} = Jv1 .
This implies that (v13, v12) and (v2, v3) are in E(Fk) for all k ∈ {1, 2, ..., d − 4} and
thus they are missing in ∩j∈{d−3,d−2,d−1,d}Fj . By Observation 6, (v13, v12) is missing
in Ft and (v2, v3) is missing in Fr. Observe then that either there is an Fl missing the
3-path Pv10,v9,v8,v7 or Pv5,v6,v7,v8 . Without loss of generality suppose that Fl is missing
Pv10,v9,v8,v7 . We observe that Jv10 = {1, 2, ..., d − 4}. Therefore (v1, v2) is missing
in ∩j∈{d−3,d−2,d−1,d}Fj which contradicts Observation 6. Therefore the cycle Cs with
s ≥ 3p+ 1 is p-forbidden for even p.
4 Piercing two for families of flat boxes
In this section we prove Theorem 3. To do so, we apply the following proposition that
seems to be widely known but for which we did not find a precise reference. In any
case it is easy to show and the proof is omitted.
Proposition 13. The piercing number of a family of boxes F is n if and only if
χ(GcF ) = n, where χ(G
c
F ) denotes the chromatic number of the complement of the
intersection graph of F .
Observation 14. Let G be a graph such that χ(G) > 2. If for any v ∈ V (G) we
have χ(G \ {v}) = 2, then χ(G) = 3 and G is an odd cycle. This is easy to see: if
χ(G \ {v}) = 2, then G \ {v} is bipartite and thus by coloring v with a third color,
we obtain χ(G) = 3. It is well known that odd cycles are the only 3-critical chromatic
graphs, i.e. they are the only family of graphs with chromatic number 3 such that when
any vertex is removed the chromatic number decreases.
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Figure 6: Realization of Cc5 as 1-boxes in R2
Observation 15. By Observation 14 and Proposition 13, if there is a family of p–boxes
F in Rd such that any subset of F has piercing number 2, but F has a greater piercing
number, then the piercing number of F is 3, and GcF is an odd cycle and vice versa.
Now we are ready to prove Theorem 3.
Proof. (Theorem 3) We assume V (Km) := {v1, v2, . . . , vm}.
For m = 5 define F1 and F2 to be two graphs with the same vertices as K5 and with
E(F1) := E(K5) \ {(v3, v4), (v4, v5), (v5, v1)} and E(F2) := E(K5) \ {(v1, v2), (v2, v3)}.
Observe that F1 ∩ F2 = Cc5, and since F1, F2 are chordal they are interval graphs. We
observe that Cc5 has the 1-slim property in R2 and therefore is realizable as 1–boxes in
R2 (see the realization of this family as 1–boxes in Figure 6). So there exists a family
of 1–boxes in Rd, d > 2, such that any 4 elements in the family have piercing 2 but the
whole family has piercing 3. Hence h(d, 1, 2) ≥ 5.
By Lemma 8, the cycle Cs with s ≥ 7 is 1-forbidden in Rd for any d > m. Thus
there cannot be a family of intervals in Rd such that its intersection graph Ccs has the
1–slim property. It follows from this and Observation 15 that h(d, 1, 2) ≤ 5.
For n = 7, let F1, F2 and F3 be three graphs with vertices V (Fi) = V (K7)
for i := {1, 2, 3} and edges E(F1) = E(K7) \ {(v1, v2), (v2, v3)}, E(F2) = E(K7) \
{(v3, v4), (v4, v5), (v5, v6)}, and E(F3) = E(K7)\{(v6, v7), (v7, v1)}. Observe that
F1 ∩ F2 ∩ F3 = Cc7 and since F1, F2 and F3 are chordal, they are interval graphs and
thus Cc7 satisfies the 2-slim box property in R3. Therefore Ccc = is realizable as 1–boxes
in R3. So there exists a family of 2–boxes in Rd, d > 3, such that any 6 elements in the
family have piercing 2 but the whole family has piercing 3 (see the realization of this
family as 2–boxes in Figure 7). Hence h(d, 2, 2) ≥ 7.
By Lemma 9, the cycle Cs with s ≥ 9 is 2-forbidden in Rd for any d > m. Thus
there cannot be a family of 2-boxes in Rd such that its intersection graph is Ccs , and
along with Observation 15 this yields h(d, 2, 2) ≤ 7.
By Theorem 1 it is clear that h(m,m, 2) ≥ 3m for m odd and h(m,m, 2) ≥ 3m− 1
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Figure 7: Realization of Cc7 as 1-boxes in R3, where all the facets of the cube are
elements of the family except for the gray area that is missing in each of the facets.
Each facet is labeled with the corresponding capital letter of the graph at the right.
The facet on the xz-axes corresponds to V1, the facet parallel to it to the right V2, the
top V4, front V6, and back V7. There are two elements on the bottom (xy-axes), V3
drawn in the cube and V5 slightly below for clarification.
for even m. By Lemma 12, the cycle Cs with s ≥ 3m+ 2 is m-forbidden in Rd for any
m odd, d > m > 2, and the cycle Cs with s ≥ 3m + 1 is m-forbidden in Rd for any
m even, d > m > 2. Thus there cannot be a family of p–boxes in Rd such that its
intersection graph is Ccs . Applying Observation 15, the proof is complete.
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