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Abstract
Although assurance companies are pooling many risks, the law of
large numbers does not fully apply. This leaves the companies with a
possibility of insolvency and a corresponding need for contingency
reserves which are matters of serious concern. In this thesis we derive
some fundamental results that are useful when the time comes to set
contingency reserves or to assess solvency. We use a model where both
the mortality and the interest rates are random variables. We choose to
model the force of interest by the Ornstein-Uhlenbeck process. For
temporary assurances and endowment assurances we derive an efficient
recursive method to find the first three moments of the present value of
a portfolio of identical policies. We then use these moments to
approximate accurately the distribution of the present value of such a
portfolio, firstly when the number of policies in the portfolio tends to
infinity, and secondly, for a portfolio of finite size.
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CHAPTER 1
INTRODUCTION
1.1 Contingency Reserve and Solvency. 
Very briefly, assurance may be defined as a transfer of financial
risk wh i ch involves a sharing of losses, see, for example, Black and
Skipper (1987, p.13). The policyholder pays a premium to the insurer in
return for which the insurer agrees to pay a defined amount in case of
loss. So, for a premium, an assurance company is assuming the
policyholder's risk. And although the company is pooling many risks, the
law of large numbers does not fully apply. There is always a possibility
of insolvency or ruin of the company and even if this possibility is
thought to be negligible, there remains a need for a contingency reserve
to cover possible adverse fluctuations.
The necessary contingency reserve and the related risk of
insolvency are matters of concern to assurance companies as well as to
regulating authorities. The need exists for more study in these areas.
One approach to study the ruin probabilities of assurance companies
is the subject of ruin theory or risk theory. Ruin theory is mainly
concerned with a portfolio of policies where each policy faces the
possibility that more than one loss occur in the given (usually short)
period of coverage. This approach is certainly appropriate for casualty
assurance and short term sickness and disability assurance. Many authors
have used this approach, see for example, Beekman (1985), Panjer (1986),
1
DePril (1986), De Vylder and Goovaerts (1988), Shiu (1988), Dufresne and
Gerber (1988, 1989).
Since those policies are usually of short term nature, they seldom
involve interest rates. Some exceptions to this are Schnieper (1983),
Waters (1983) and Dufresne F. (1989) who. have studied ruin theory with
different approaches regarding interest rates or inflation. Waters
(1990) calculated the moments of the present value of the profit on a
sickness insurance policy.
For life assurance, the situation is usually the reverse in the
sense that the loss will only occur once (for example at time of death)
and the term of the contract may be very long, up to a lifetime, making
the interest rates an essential factor. These characteristics make the
ruin theory approach inappropriate.
The mortality risk is fairly easy to model. A generally accepted
model exists where future lifetime is simply regarded as a random
variable with some analytical distribution (for example, Gompertz,
Makeham) or a non-parametric distribution given by a life table. The
mortality risk is also a risk that is possible to spread. The larger the
number of policies sold, the smaller the mortality risk.
One of the problems facing actuaries working with life assurance
products is the random nature of future interest rates. This is
something they have to deal with every time they have to price or value
a product. That random nature of interest is a vital consideration by
valuation actuaries and government actuaries when the time comes to
determine a contingency reserve or to assess the solvency of a company.
The biggest problem with the interest risk lies in the fact that,
as opposed to the mortality risk, it is not possible to spread it by
selling a large number of policies. This is so because, even for very
2
large companies, every policy is generally subjected to the same
interest rates, or at least to highly correlated interest rates. This
makes the interest risk a much more important one than the mortality
risk.
Only a few years back, Bowers et al. (1986, p.xviii), in their book
entitled Actuarial Mathematics, wrote:
,, ... there are some technical problems in building models
to combine random interest and random time at claim that
are only in the process of being solved at the time of this
publication."
One of the technical problems may be that there is no generally
accepted model for interest rates. Another technical problem may be
that, even for simple interest rates models, studying actuarial
functions is often a very complicated task.
With regard to this problem, one broad objective of this thesis is
to propose a way of combining random interest and random time at claim
for life assurance.
The following section briefly outlines some of the papers published
so far about interest rate modelling and stochastic life assurance. It
is not intended to be an exhaustive literature review but merely a
presentation of some of the approaches that have been suggested to model
interest rates and their applications in life assurance.
1.2 Some Proposed Stochastic Models. 
Many early papers (see, for example, Pollard and Pollard (1969),
Fibiger and Kellison (1971), Tenenbein (1978)) and some textbooks like
3
Actuarial Mathematics by Bowers et al. (1986) and Life Insurance
Mathematics by Gerber (1990) use a stochastic approach for the mortality
risk. There is a generally accepted approach to modelling this risk
which is already being taught in university courses and examined by
professional actuarial associations.
More recently, numerous papers have been treating interest rates as
random variables. Some present sophisticated models for interest rates
with few actuarial applications while others use simpler models for
interest rates and put more emphasis on actuarial applications. The
following are some of the papers which study actuarial functions when
the interest rates are treated as random variables:
Boyle (1976) uses an autoregressive model of order one for interest
rates and he finds the moments of the present value of the benefit
payable under certain types of assurance policies.
Panjer and Bellhouse (1980, 1981) do something similar but with a
more general approach. They use first and second order autoregressive
models for interest rates and look at moments of assurance and annuity
functions. In the first paper they use stationary processes while in the
second they use conditional processes.
Waters (1978) presents a way of finding moments of assurance and
annuity functions when interest rates are gaussian, independent and
identically distributed. He also presents moments of portfolios of
policies and percentage points for limiting distributions computed by
fitting Pearson curves to the known moments of the distributions.
Parker (1985) finds the first two moments of some elementary
actuarial functions when the force of interest is assumed to be a Wiener
process. He also presents results for the variance of the present value
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of the benefits for a portfolio of identical temporary assurance
contracts.
Devolder (1986) presents a new principle of premium calculation for
capitalization operations when the capitalization process is being
modelled by a Wiener process.
Stationary as well as non-stationary ARIMA(p,0,q) and ARIMA(p,l,q)
processes have been used by Giacotto (1986) to model interest rates when
analyzing actuarial functions. Dhaene (1989) suggests a more efficient
method to compute the moments of the present value function when the
force of interest evolves according to an ARIMA(p,d,q) process. He uses
an approach similar to the one used by Panjer and Bellhouse (1980,
1981).
Dufresne D. (1988) studies the variability of contribution rates
and fund levels when rates of return (i(t), t->:1) are independent and
identically distributed.
Using the time reversibility property, Dufresne D. (1990) derives a
method to obtain the distribution of a perpetuity when the rates of
return are independent and identically distributed.
Wilkie (1976) reconsiders some basic results of compound interest
when the force of interest is assumed to follow a gaussian random walk.
He considers the distributions of the accumulated value of 1 after n
periods and the accumulated value of 1 per period after n periods. And,
by means of simulations, he presents some results for equity-linked
endowment assurances.
Some more sophisticated stochastic models for interest rates (and
other financial series) and different applications to actuarial
functions are presented in Wilkie (1986a, 1986b and 1987).
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Beekman and Fuelling (1990) model the integral of the force of
interest by an Ornstein-Uhlenbeck process. They find the first two
moments of life annuity contracts and also derive certain boundary
crossing probabilities for the Ornstein-Uhlenbeck process.
By consideration of the results of the above and other papers, some
more specific objectives of this thesis were determined. These
objectives are described in the next section which also provides an
outline of the content of the entire thesis.
1.3 Objectives. 
As stated earlier, a broad objective is to combine random interest
rates and mortality into a general stochastic model applicable to life
assurance. Such a model could then be used to determine a contingency
reserve and the probability of insolvency of a given life assurance
company.
The more specific objectives are, firstly, to suggest a rather
general way of finding the moments and the distribution of some simple
actuarial functions such as the present value function and the net
single premium when considering both interest rates and mortality as
random variables.
Secondly, to generalize those results to portfolios of identical
assurance policies.
And thirdly, to illustrate the results numerically and graphically
as well as trying to understand them by general reasoning whenever
possible.
In chapter 2 we consider different stochastic models for interest
rates and choose one for our illustration purposes. It would be utopian
to think that the chosen model would be the "best". It is not our
6
intention to look for the best model or even to recommend any model more
than others. The author however believes that, under some criteria
presented in this chapter 2, the Ornstein-Uhlenbeck process is an
acceptable one and will use it in the following chapters to illustrate
the results obtained. The same could be said about the parameters used
in the illustrations. Most of the illustrations will involve different
parameter values and it is believed that the fitted parameters of most
financial series that an actuary might be willing to use will fall in
the range of values presented.
We then look, in chapter 3, at tY'a present value function and
derive some basic results that will be used extensively in all the
subsequent chapters. We also study the distribution of a general linear
combination of discounting factor and its exponential. This last result
is useful in later chapters.
Studying the first three moments and the cumulative distribution of
the net single premium for one assurance contract (temporary, endowment
or whole life) is done in chapter 4.
Chapter 5 generalizes the results of chapter 4 to portfolios. We
first define a portfolio of identical assurance policies and then
derive a recursive method to find the first three moments of the present
value of the benefits payable under such portfolios. We also look at the
effect of the size of the portfolio on these moments and at the limiting
moments when the size of the portfolio tends to infinity.
Chapter 6 presents, for temporary assurance contracts, a way of
approximating the distribution of the present value of benefits payable
under a limiting portfolio (i.e. when the number of policies in the
portfolio tends to infinity).
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Chapter 7 is similar to chapter 6 in all points except that
the portfolio now consists of endowment assurance contracts.
We then generalize the results of chapters 6 and 7 to portfolios of
finite size. In the first part of chapter 8, we illustrate a method to
obtain the distribution of the present value of finite portfolios of
temporary assurance contracts. In its second part, this method is
adapted to finite portfolios of endowment assurance contracts.
Finally, the concluding chapter, chapter 9, summarizes the main
results of this thesis. It also presents some possible extensions for
these results and suggests some applications. Some id cls for further
areas of research in connection with this thesis are also presented.
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CHAPTER 2
FORCE OF INTEREST
2.1 Considerations. 
Although most of the results that will be presented in the
remainder of this thesis do not depend on the use of any particular
stochast'.c process for the force of interest, it will be necessary to
choose a specific model in order to present some illustrations of the
results.
Bearing in mind the purpose of the particular stochastic process
chosen here for the force of interest, it seems appropriate to restrict
the possibilities considerably. Firstly, as to whether the process
should be discrete or continuous is not really relevant, since most
continuous processes will have equivalent processes in the discrete case
and vice versa. Somewhat arbitrarily we have decided to look at
continuous processes, but this does not affect in any way the
conclusions that will be reached.
Secondly, the process should not be unnecessarily complex. Since we
are interested in only one variable, the force of interest that will
apply on future investments of an insurance company, it is not necessary
to look at multivariate models. A multivariate model would be desirable
(and perhaps essential) if we were to need consistency between different
economic and/or financial variables, but this is not the case here. We
will, therefore, restrict the possible processes even more by
considering only univariate models.
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For simplicity and for easier understanding of the process we will
try to keep the number of parameters at a reasonable level.
Thirdly, a very subjective consideration is the realism of the
process. This is considered to be subjective, because there is no
uniformly accepted realistic model for the force of interest. In light
of the considerations discussed so far, the realism aspect of the model
will be taken into account only in its most elementary form. More
specifically, we will be interested here in determining, for example,
how the process is expected to behave in the light of its recent past.
Fourthly, we will require that the chosen process leads to both
theoretical and numerical results. By this it is meant that at least for
the simplest actuarial functions (such as the present value and the net
single premium) we will be able to find theoretical formulae involving
only well-known functions and that we will be able to evaluate the
resulting expression with the help of a computer.
Under all these considerations, it was decided to look more closely
at three stochastic processes: i) the Wiener process, ii) the
Ornstein-Uhlenbeck process and iii) a second order stochastic
differential equation. These all appear to be acceptable processes that
could be used for our illustrative purposes, although they are certainly
not the only possible choices.
Note that each of the three processes considered is gaussian, which
implies that the force of interest is normally distributed.
In the remainder of this chapter these three processes will be
described in more detail using very well-known results. Finally we will
choose one particular process to be used to illustrate the results of
the later chapters.
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2.2 Definitions. 
2.2.1 Wiener process.
Let S
t
 be the force of interest per unit time at time t. Then, as a
Wiener process with parameter cr. , S t is defined as:
d8
t
 = cr.dW
t
	2 1
where W
t
 is the standard Wiener process with parameter cr=1. The
stochastic process W t
 therefore satisfies the following properties:
(Hoel, Port and Stone (1971, p.123))
i) W
o
 =0
ii) W - W - N(0,t-s)t	 s
iii) W -W , W -W ,...,W -W
	 are independent fort	 t	 t	 t	 t	 t2	 1	 3	 2	 n	 n-1
tt 5- ...	 t .1	 2	 n
The Wiener process has been used to model the so-called Brownian
motion with no friction, such as the motion of very small particles in a
homogeneous medium (Hoel, Port and Stone (1971, p.123), Arnold (1974,
p.39)). The parameter T is called the diffusion coefficient.
The solution of this process is
8 . • + ft cr.dW
t	 0	 J	 so
or = S
o
 + cr-W
t
	2.2
The expected value of S t is constant and equal to the initial value
of the process, thus, for all values of t>0,
E[8] =
t
	 5
o
2.3
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The autocovariance function is:
cov(6 . ,6t ) = T2. min(s,t).	 2.4
The variance of the force of interest is linear in t and
consequently unbounded as t tends to infinity. It is given by:
v[a ] =	 2.5
2.2.2 Ornstein-Uhlenbeck process.
If we define 6
t
 such that
d6t = -a.(6-6).dt + T.dWt	 t
where a, a. and 6 are constants with ca-0 and cm-0,
then the force of interest is a Ornstein-Uhlenbeck process. (Arnold
(1974, section 8.3))
This has been used to model the Brownian motion of a particle under
the influence of friction. (Arnold (1974, p.134))
The parameters of 2.6 may be given some meanings with respect to
the Brownian motion with friction. Thus a is a friction force bringing
the process back towards 6, which is the long term mean of the process.
The diffusion coefficient is cr.
The solution for6
t
 is:
6t. =	 + e
-at
. (30-6) +	 e-a(t-s) crdW- 
The expected force of interest is its long term mean plus an
exponentially decreasing term that is proportional to the difference
between the current value at time 0, 6 0 , and its long term mean.
2.6
2.7
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Algebraically, we have:
E[6
t
] = 8 + e-at-(60-6)
	
2.8
so this expectation starts at
o
 and tends monotonically to 6 as t-300.
The autocovariance function is:
2
, 20s
cov(6 ,6 ) = e-a(t+s) E- - ke	 1)	 s:5t.	 2.9
s t	 2a
So its variance is:
2
V[6] = cov(3
C at ) = — • (1 - e
-20ft )t 2M
2
which is approximately m2 -t if t is small and tends to -- as t tends to2M
infinity, so it is bounded.
2.2.3 Second order stochastic differential equation.
If we let the force of interest be defined by the equation:
d(	 6
t ) = a -d(6 -6) + a -(6 -6)-dt + m•dWdt	 1	 t	 o	 t	 t
then 6
t
 satisfies a second order stochastic differential equation (that
we will sometimes abbreviate to SDE). (Arnold (1974, section 8.2))
Equation 2.11 may be written in a matrix form as:
d	 d rs s)
d (dt	 al ao dt +	 -dWt
1	 0	 (6
t
-6)	 06
t
- 8
With this process, the second derivative of the force of interest
depends on its first derivative, on how far it is from its long term
mean, 6, and on a diffusion term.
2.10
2.11
2.12
13
2.13
2.14
2.15
2.16
The solution of this is given by: (Arnold (1974, p.129))
. c.' 1	 t1	 t
= e
m . t [ ao 1
+ j eM(t-s) m.dW
	
Jo	
s(8
t
-8	 (8
o
-8)
where M = [ (4 1 c o 1
•	 d	 ,	 d8 = -- 8	 and= -- 8 It	 dt t	 8o	 dt tit=o
The expectation is given by: (Arnold (1974, p.131))
	
E
[ 6't I	 mt [ 8'0 I
= e •
	
S
t
-8	 (S
o
-8)
Alternatively, we can obtain this expectation by solving the
following set of ordinary differential equations:
1	 0
=ME
	 a: ]
dE [ 8: I .dt
(5-8)8 t -8	 t
The autocovariance function is: (Arnold (1974, p.131))
,
coy	
'	
)	 cov(8',S	 6 t	 (88 ) ]cov S t8	 8
[ [(6 -al ' 1(a t-a)] = [cov(8 
s 
,8'
t
	
= e
lls . [fs l	
- 1
eMu) . (cr 
2 
1 .
ti
 e1411) 
IT
 T . thil . 
(eMt) T
	o 	 0 0
	
)	 cov(8 ,6 )
s	 s t	 s t
2.17
2.18
s.-5t	 2.19
The variance of 8
t is given by the element (2,2) of the
autocovariance function (2.19) when s=t.
14
a - VI IM2+ 4a1	 1	 o
A-1	 2
a + J;2+4ao1	 1A-2	 2 2.20(b)
t=0	 6 -.5)
= [ 80
(
	 1 2.22
A. -A
To get explicit results when M is defined as in 2.14 we start by
solving 2.17 with initial values 80 and 8'0.
The eigenvalues of M are
2.20(a)
iand the eigenvectors are:	 Ai and A21	 1
so that
I
8 t 1 = I A l A2 1 . [ c 1 . exp{A10 1I 1	 1 j	 c . exp{A 01.6 t -8 2	 2
where c and c are determined such that1	 2
E 2.21
which gives
-8 +A . (8 -8)C =	 0	 2 0
1	
A -A2 1
and
8 ' -A . (8 -8)
c =
	 0	 1	 0	 2.242
21
2.23
15
A expf A t}-A exp{ A 0 A A (expi A 0-exp{ A Or2	 2	 1	 1	 12	 1	 2
A -A2	 1
exp .( A20-exp{ At)
A -A2	 1
A expi A 0 - A expi A2 t)2	 1	 1
e
Mt. 
=
A -A2	 1 A -A2	 1
A -A2	 1
expf-A20-exp{-A10
A -A2	 1
A expf-A 0 - A expf-A 02	 1	 1	 2
A -A2	 1 A - A2	 1
( Mt ) -1e 	 = 2.26
2.27
2.28
2.29
Now by 2.16 and 2.21 it follows that
2.25
and that its inverse is:
A expi-A 0-A expi-A 0 A A (expf-A 0-expf-A 0)2	 2	 1	 1 12	 1	 2
We then have that the integral in 2.19, which we will denote by
I(s), becomes
1 (S)	 I W I
I(S) = [ 1,1
	
2,
I2,1 (S)	 I 2,2 (S)
2	 {-A	 2A A
a. 
with I 1,1 (s) =	 2)(A2-A 1
2
.(exp{-2A s}-1) +	 1 2 -(expi-(A. +A )0-1)2	 A +A	 12 G
1 2
-A 1
+ -2- (exp(-2A10-1)}
2
1	 (S) = I
	 (S) -	 Cr 	 .1-1 (exp{-2A20-1) + (expi-(A1+A210-1)1,2	 2,1	 (A -A ) 2	 2 .
21
-2 (expi-2A 011
16
2.31
2.32
and I	 (s)2,2 =
20'
'1X.
+	 (expf-(Al+A2)0-1)2
(X -X )2	 1 1	
(exp{-2A20-1)	 A .2i_A
2	 12
+ 2A-1 (exp{-2A i s}-1)11
and from 2.19, we finally get the autocovariance function as follows:
'
coy 	 s{ a
	
L (8 -8)	 (8
t
-8)
	
s	
1	 [ at Il 
= ems(emt)T
which is simply the product of three two-by-two matrices.
2.3 Relationships. 
2.3.1 Ornstein-Uhlenbeck process and second order SDE.
If we let a
o
=0 in the second order SDE (2.11), we get:
dd(--8 ) = a -d(8 -8) + cr.dW
tdt t	 1	 t
d
which means that —8 becomes a Ornstein-Uhlenbeck process with itsdt t
parameter a being equal to -al.
2.3.2 Wiener process and second order SDE.
If the parametersa() and a l of the second order SDE are such that
the eigenvalues of M given by 2.20 tend to 0 and -co, then the limiting
second order SDE is a Wiener process. (Pandit and Wu (1983, section
7.6.4))
2.30
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2.3.3 Wiener process and Ornstein-Uhlenbeck process.
If we set a=0 in 2.6 we get 2.1 which is a Wiener process. We can
also check that the results given in section 2.2.2, when a tends to 0,
are those of a Wiener process.
For example, the expected force of interest becomes:
E[ S] = 8 + (8-S) = S
t	 o	 o
.
the autocovariance function 2.9 may be written as:
2
COV ( a
s
, (S t ) = —cr• ( e-Ct • (t-s) -e-0(. • (t+s) )	 St.	 2.332a,
which gives:
lim cov(8
s
,8 t ) = cr
2
S
	st	 2.34
a->o
2.4 Illustrations. 
In this section we will look at the expectation and a 95%
confidence interval of the force of interest when it is modelled by each
of the three stochastic processes that we are considering. The
parameters of the processes are chosen somewhat arbitrarily (i.e. they
are not meant to represent any particular market) but are thought to be
reasonable in terms of what an insurance company might find by
estimating the parameters from its past investment experience. For
example, the chosen values are comparable to the equivalent discrete
estimations obtained by Panjer and Bellhouse (1980, table 1). It is
possible that some companies and/or circumstances might call for fairly
18
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different values of the parameters then the ones to be used in this
section. However since one can easily obtain the results for different
values of the parameters from section 2.2 and since the conclusions
would most certainly not be affected, it does not appear necessary to
present results for a whole range of values of the parameters.
2.4.1 Wiener process.
Figure 2.1 presents the expected future force of interest and a 95%
confidence interval assuming that the current force of interest is 10%
and that the diffusion coefficient is 1% (i.e.
o
=.1, a... .01 in equation
2.6).
Figure 2.1 Expectation and 95% confidence interval of
Wiener process with
o
=.1 and (7.=.01
time
19
The expectation is given by 2.3, it is simply 10% at all times. The
95% confidence interval is given by:
E[St ] T 1.645(V[ ii 	 2.35
since 8t , the force of interest, is normally distributed. The variance
of the force of interest is given by 2.5.
In this case the width of the confidence interval is proportional
to the square root of t and hence tends to infinity as t becomes very
large. This means that we can always find a finite time t where the
width of the confidence interval becomes greater than a given value,
however unrealistic this value may be. For example, there exist a time
where the confidence interval will be say 10% T 1000%. This is highly
unrealistic for the force of interest but as long as say up to 100 years
it is not too wide, the model may still be used.
2.4.2 Ornstein-Uhlenbeck process.
The expectation of the force of interest at future times, given by
2.8, and the corresponding 95% confidence interval, given by 2.35, are
illustrated in figure 2.2. The variance is given by 2.10. The
illustrative values used for the parameters are a long term mean for the
force of interest of .06, a current value of .1, a friction parameter of
.1 and a diffusion coefficient of .01.
In this example the force of interest is expected to decrease
exponentially from 10% to an asymptotic value of 6%. The greater the
friction force, the more rapidly it will approach this 6% value. The
width of the confidence interval increases asymptotically with time to a
limiting value of .0735663.
20
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Ornstein-Uhlenbeck process with 8=.06 80=.1 a=.1 and cr=.01
...........
. ..........I .
..............
.....................................................................
'`....
`......
- ..............
N.-- .............. - .................. - ...... ----- ....
.	 .
I	 I
10	 20	 30	 40	 50
time
2.4.3 Second order stochastic differential equation.
In figure 2.3 the expected value of the future force of interest,
which is the element in the second row of 2.21 and the 95% confidence
interval, given by 2.35 are illustrated. Note that the variance is given
by the element in the second row second column of 2.31 using the
explicit results of 2.25 and 2.27 to 2.30. The illustrative parameters
of 2.11 were chosen to be: 5% per unit time for the derivative of the
force of interest at time 0, a current value of 10%, a long term mean of
6%, a and a being -.5 and -.04 respectively, and a diffusion
1	 2
coefficient of 1%.
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Figure 2.3 Expectation and 95% confidence interval of 8t
Second order Stochastic Differential Equation
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time
Note that in this example, the force of interest is expected to
increase for a while before tending asymptotically to its long term mean
which is smaller than its current value. This is due to the fact that
initially, the influence of the parameter a l (-.5) with a relatively
high first derivative at origin (.05) added to the influence of the
parameter a (-.04) with the process being initially 4% (10%-6%) away2
from its long term mean, are not enough to bring the first derivative of
the process negative although the second derivative is negative.
22
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2.5 Present Value. 
2.5.1 Definitions.
The present value (i.e. the value at time 0) of 1 payable at time t
is
present value = e -y(t)
where
y(t) = ft 8 .ds
o s
(see, for example, McCutcheon and Scott (1986, p.18)).
Looking first at the function y(t), we can find its expected value
in terms of the expected future forces of interest. It is given by:
E[y(t)] = E[ft
o s
8 -ds] = ftt E[5 ] . ds	 2.38
s
The autocovariance function of y(t) can be expressed in terms of
the autocovariance of the force of interest as:
cov(y(s),y(t)) = cov[is 8 . du, ft 8 -dv)
o u	 o v
=
 i
s ft covia , 8 i . dvdu	 2.39JO JO	 u	 v
Its variance is then obtained from:
V[y(t)]=cov(y(t),y(t))
	
2.40
Now, if the force of interest is normally distributed (as is the
case with the three stochastic processes considered here), then y(t) is
also normally distributed. Also if y(t) is gaussian, then e- t) is
log-normally distributed with mean: (Aitchison and Brown (1963, p.8))
E[ -Y(t)e	 ] = expi-E[y(t)] + .5V[y(t)1l
	
,	 2.41
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and variance:
V[e-Y(t) ] = exp{-2E[y(t)] + V[y(t)]1-(exp{V[y(t)]}-l) 	 2.42
2.5.2 Wiener process.
Under the assumption that the force of interest follows a Wiener
process, the expectation of y(t) is obtained by using 2.38 and 2.3 and
is:
E[y(t)] = ft E[.5]-(is = ft 6 -ds = 43 -t
J o	 s	 00	 o
Its autocovariance function will be, by using 2.39 and 2.4:
cov(y(s),y(t)) = is ft cov(a ,	 8 i-dvdu
o	 o	 u	 v
Is fu 0.2.
v-dvdu + Is It c2-u-dvdu if	 s.-5-t 2.44JO JO	 JOJU
=
3
2
•	
—
T	 (
2
st 2.45'5t	 S)2	 ;—
Its variance will then be:
V[y(t)] = cov(y(t), y(t)) = 13 0'20
	
2.46
2.5.3 Ornstein-Uhlenbeck process.
If we assume that the force of interest is modelled by a
Ornstein-Uhlenbeck process, the function y(t) has an expectation of:
2.43
24
2.48
}
2.49
	
E[y(t)] = ft E[8 ].ds = ft	 as(6 + (6
o
-6)-e - ) dsJo	 s	 o
-M
1 - e t )
= 8 . t. + (5 --(3) '0	 (	 a
from 2.38 and 2.8.
Its autocovariance is obtained by combining the results of 2.39 and
2.9 and is:
m2	 2
at -a i t-s I 
-e
-act+s)]
cov(y(s),Y(t))=--min(s,t)+E-- -2+2e -as	 -+2e -e
2a3
To derive this last result we start with 2.39:
cov(y(s),Y(t)) = fso fto cov(8 , a )-dvdu
u v
and from 2.33 assuming st, we get:
2.47
cov(y(s),y(t)) = 2 r r
cr2alj so juo (e
-a . ( u-v)
-e
-a- (u+v ) )-dvdu
Is ft(e-a•(v-u)-e-a•(u+v) )•dvdu
o u
This is straightforward to integrate and after some simplification
gives the desired result for st. The same argument can be made for tss
and hence we get 2.48. An alternative proof of this last result can be
found in appendix A.
The function y(t) has a variance of:
2	 26	 6
V[y(t)]= cov(y(t))Y(t)) = -- . t + ___.[-3+4e-at-e-21
a
2
2a
3
+
2.50
25
Ix°
0 dot
=
[11
1	 0 0 . 8 -6t -dt +I 0II .dWt
0	 1 0 y(t) 0
2.51
2.52
2.53
2.54
2.5.4 Second order stochastic differential equation.
Here, to study the function y(t), we consider the system of SDE's:
where
;(t) = ft (6 -6)-ds
o	 s
= y(t) - 6-t
Note that
-
dy(t) = dy(t) - 3.dt
or by using A.2 for dy(t),
(CY(t) = (6t-6)-dt
-
We first study the system of SDE's involving y(t) and then adapt
the results to get corresponding results for y(t), since the
expectations are related by the following equation:
E[y(t)] = E[Y(t)] + 6-t	 2.55
and the autocovariance is not affected by the substitution, i.e.
d 6 1 [d 3	
6 1 [d 6
c	
/I
s: , da _3tt(.	
= coy
 6 6s-	 6 6s , (1t - tcov 
al -
S	 t	 s	 t
y(s)	 y(t)	 y(s)	 y(t)
2.56
26
2.57
2.58
and
X
o
=
o
,
2
-1 [cr• 	 0
I ( ) =
Is
• 0 0 01	 -1•s
o
(eml
0 0 0
((emu))T•du 2.62
Now, using the results in Arnold (1974, section 8.2) we can find
the expectation, the autocovariance function and the variance of this
system defined in 2.51.
If we let
then we have that its expectation is given by:
E[X] = emt-X
t	 o
where
	
a	 a	 0
	
1	 o
	0 	 1	 0
and its autocovariance function is given by:
(mt)T
COVOC ,X ) = ems -I(s) . e	 for sst	 2.61
s t
where
M=[ 10	 0	 2.60
2.59
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Proceeding as in section 2.2.3, we can find I(s) indirectly by
first solving the ordinary differential system:
dE[Xt ) = 14-E[X
t
].dt	 2.63
subject to the initial conditions for X0.
Then we use this result to determine eMt knowing that E[Xt ) is also
given by 2.59.
e
Mt
-
This gives:
'A 
2 
expi A 2 t)-A exp{ A 1 t}1 A A (expf A tl-exp{ A 2 t))1	 2	 1 0
0
1
2.64
A	 -A2	 1
expf A2 0-exp{ Alt}
A	 -A2	 1
A exp{ A t} -A exp{ A t}2	 1	 1	 2
A	 -A2	 1
1-exp{A tl	 1-exp{A t}1	 2
A	 -A2	 1
A (1-exp{A t})	 A (1-expiA tl)1	 2	 2	 1
A (A -A )	 A (A -A )I	 2	 1	 2	 2	 1 A (A -A )	 A (A -A )2	 2	 1	 1	 2	 1
and that its inverse is:
( Mt ) -1e	 .
A exp{-A t}-A exp{-A t} A A (expf-A 0-expf-A 0)2	 2	 1	 1 12	 1	 2 0
0
1
2.65
A	 -A2	 1
expf-A 2 0-expf-At}
A
	
-A2	 1
A 2 expf-X 1 tl - A 1 expi-A 2 tl
A	 -A2	 1
1-expf-A 1 t1	 1-expi-A2 t1
_
A
	 -A2	 1
A1 (1-expf-A 20) 	A2(1-expi-Alt1)
A (A -A )
	
A (A -A )1	 2	 1	 22	 1 A (A -A )	 A (A -A )2	 2	 1	 1	 2	 1
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Finally, after lengthy algebra, we find that I (s) is given by1,1
2.28, I
	
(s) and I	 (s) are given by 2.29, I	 (s) is given by 2.30
2,1
	
1,2
	 2,2
and the other elements of I(s) are:
cr2. expi-(A +A )0 -(A2 -A1 )1 2
I (S) = I (s) -
	
.exp{A 0 -
2
1,3	 3,1	 A A	 1(A2-A 1 )	 1 2
exp{(Al -A2 )s}-expf(A+A)0
	
(A -Al	 2	 2	 1)
	  + 	
 expfA20 -
2A	
A A
12
2
expf(A2-A1)0-expf(Al+A,)0
	
A
2
 +A
2
1	 2 ,	 4. 
	
 (1-expi(Al+A2)0)
2A 1 	A A 2 (A +A 2)1	 1 
2.66
I 2,3 (s) = I 3,2 (s) -
cr2. expf-(A +A )0 -(A -A ) exp{A0-expi(A +A )01 2	 21 1	 12 
(A A)2	 AA	 A1 2	 2
2 1
expl(Al -A2 )0-expi(A 1 +A2 )0 	(A2-A1) exp{A20-expf(A1+A2)0
+ 	
AA	 A
2A. 2 12	 1
2
expi(A2-A 1 ) 07expf(A l +A2 )0 	1-exp{(A1+A2)s}
2A.2
	  + 	 	 2.67
1
A 1 A2
_
29
2. exici-(A +A )01	 2
2.68
1 3 , 3 ( ) - (A2-A 1 )2
{ (2sA2-3).expf(A 1 +A )s)+4exp{A 0-expi(A -A2 )0.2	 1	 1 
2A
3
(2sA -3)-expf(A +A )0+4exp{A s}-exp{(A -A )s}1 2	 2	 2 1 
2A 1
expfAls1-expf(A1+A2)0
-2 
s . exp{(A +A )s} + 	A A
	 1 2
12 1	 A2
exp{A2s}-exp{(A1 +A2 )s}	 1-exp{(Al+A.2)s}/
-
Having now found explicit expression for ems
 and I(s), we can find
the autocovariance function of y(t), that is element (3,3) of 2.61 which
is a product of three three-by-three matrices. This result is the
autocoyariance of X
t 
as defined in 2.57; it gives the covariance between
all combinations of two random variables chosen from the six that are,
dfor time s and time t, the derivative of the force of interest ( (7q3. and
4_, ,	 _	 _its position (6 and 8
t
), and its integral (y(s) and y(t) ord IA	 s" 
equivalently, y(s) and y(t)).
2.6 Analysis. 
2.6.1 Wiener process.
Assuming the Wiener process for the force of interest gives us a
very simple model from which we can easily obtain theoretical and
numerical results.
2
3
	A 	 X +A
	
1	 1	 2
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The expectation of the force of interest being constant for all
future times has among its disadvantages the fact that its current value
is also its long term expectation. For example, if we let the parameter
6
o
 be the current force of interest, it might be an unrealistic value
for the expected future rates. Also, if we choose anything else than the
current value of the force of interest for the parameter 6
o' 
we may have
more realistic expected rates for the future but the model will fail to
reflect appropriately the process in its early stage. The consequences
of this could be important.
The variance of the force of interest is unbounded, it is linearly
proportional to time. This causes the process to take negative values
(when t is large enough) with a relatively high probability.
It also causes the variance of the function y(t) to be unbounded.
This in turn will imply that the expected present value for very large t
will be increasing while it is usually considered to be a monotonic
decreasing function of time. Note that depending on the choice of the
parameter cr, this might not happen until over 100 years which means that
it would not cause any serious problems when studying any typical
assurance contract.
However, there are situations where the unbounded variance of the
Wiener process may give inconsistent results for the expected present
value.
2.6.2 Ornstein-Uhlenbeck process.
For the Ornstein-Uhlenbeck process, the expected force of interest
starts at its current value, 8
o
, and tends asymptotically and
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exponentially towards its long term mean a. This is a more realistic
model than the Wiener process as it allows the use of a realistic
expected future force of interest while reflecting the actual state of
the process.
The friction parameter of this model will imply that the variance
of the force of interest will be bounded, it will tend to cr2/2a.
However, if a is close to 0 and/or cr is very large, we can still get an
expected present value that increases with time for some large values of
t. This is a consequence of the fact that if a is 0 we obtain the Wiener
process.
The model resulting from the use of the Ornstein-Uhlenbeck process
for the force of interest is still reasonably simple and we can obtain
both theoretical and numerical results from it.
2.6.3 Second order stochastic differential equation.
Now here we will assume the the force of interest is modelled by a
second order stochastic differential equation with the two parameters al
and ao being negative. This is so that a large increase in the force of
interest is unlikely to be followed by an even larger increase and so
that a force of interest different from its long term mean has a
tendency to move towards it rather than to move away from it.
The expected force of interest starts at its current value, ao and
is eventually going towards its long term mean, a. But in the short term
it has a tendency to continue its recent trend to some extent before
moving smoothly towards its long term mean. So if the process is above
the long term mean at time 0 and if it was recently increasing, it might
be expected to continue its increasing trend in the immediate future
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before starting to decrease. This model, by offering more flexibility
than the other two, might be considered more realistic.
The variance of the force of interest is bounded, it tends
asymptotically to cr2/2m0mi when the time tends to infinity.
The probability of having high negative values for the force of
interest is reduced even further with this model. The expected present
value is now a decreasing function of time for almost all situations for
at least 100 years.
This model is more complex than the other two. The computing time
required to obtain numerical results is much longer than the other two.
We may even face practical problems of overflow, though these may be
overcome, when trying to evaluate numerically the variance of the
present value as early as duration 25 (depending on the choice of
parameters and the computer used).
Also, although it is possible to write down explicit expression for
the results that we are interested in, the variances were left in this
chapter as a product of three matrices, each of them having fairly long
algebraic expressions for its elements.
2.7 Conclusion. 
Taking account of all the considerations presented in section 2.1,
it seems that the Ornstein-Uhlenbeck process is a reasonable model. It
provides a good trade-off between realism and simplicity. It leads to
both theoretical and numerical results.
The improvement, in terms of the expected behavior of the present
value, that we obtain by moving from a model with unbounded variance to
one with bounded variance is considerable. The Ornstein-Uhlenbeck
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appears to be only slightly more complicated than the Wiener process but
a lot more realistic.
The difference between the expected present value when the force of
interest is modelled by the Ornstein-Uhlenbeck process and when it is
modelled by the second order stochastic differential equation is not
significant. The latter is far more complicated and one could face the
difficulties in evaluating some results numerically.
Accordingly, we conclude that, among the models considered, the
Ornstein-Uhlenbeck process is the most suitable to use for the force of
interest, at least for illustrative purposes in the coming chapters.
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CHAPTER 3
PRESENT VALUE
3.1 Moments about the origin of the present value. 
The present value, i.e. the value at time 0, of 1 payable at t was
defined in chapter 2 by the function e_(t) (see 2.36). We know also
from chapter 2 that, if the force of interest is gaussian, this
function, e-(t) , is log-normally distributed with parameters -E[y(t)]
and V[y(t)]. Consequently, its Mth moment about the origin is given by:
(see, for example, Aitchison and Brown (1963), P-8))
E((e-Y"))m] = E[e-" (t) ) = expi-m-E(y(t)] + .5.m2.V[y(t)]1.	 3.1
This last result may be used to get different statistics of the
random present value function. For example, its standard deviation is:
sdle-Y(t) ] = [ E(e-2.Y(t)] - (Ere-Y(t)n2
its skewness is:
sk[e-Y(t) ] = E[ (e-Y(t) - Efe-Y(t) n3 • (sd(e-Y(t)))-3
E[e-3.Y(t)] - 3.E(e-26Y(t)].E[e-Y(t) ] + 2-E(e-Y(t)]3
_ 	 	 3.3
(s.d.(e-y(t)))3
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Note that we will use the notations sd[X] and sk[X] for the
standard deviation and skewness respectively of the random variable X.
3.2 Illustrations. 
As was mentioned in chapter 2, we will use the Ornstein-Uhlenbeck
process to illustrate some of the results obtained in this and later
chapters. Figure 3.1 shows the expected value of e-y(t) for different
sets of parameters. In part (a), c is equal to one percent and the
parameter a is varied from .005 to .5. In trying to determine the sign
of the derivative of the expected value of e -Y(t) with respect to a one
has to be careful. From equation 2.50, increasing (reducing) the
parameter a, without changing the other parameters, reduces (increases)
the variance of y(t). And from equation 2.47, if 8 0 is greater than 8,
increasing (reducing) the parameter a reduces (increases) the
expectation of y(t). This means that the combined effect on the expected
present value, given by (3.1) with m=1, is not that easy to predict. For
the situation presented in figure 3.1 (a), it happens to be that a
greater a produces a greater expected present value.
If 8
o
 were equal to 8, then an increase in a would reduce the
variance of y(t) without affecting its expectation. In this case, the
expected present value would decrease as a increases. If 8 0
 were smaller
than 8, an increase in a would still reduce the variance of y(t) and
would increase its expectation. So, in this latter case also, the
expected present value would decrease as a increases.
In part (b), a is equal to .1 and the parameter T is varied from 0
to 3 percent. Here, increasing (reducing) c without changing the other
parameters, increases (reduces) the variance of y(t) (see 2.50) but it
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Figure 3.1 Expected Present Value : E[e-Y(t)] 
(a) varying a	 8=.06.5
o
=.1 c=.01
(b) varying T 6=.06 3 =.1 a=.1
o
t
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has no effect on its expectation (see 2.47). Consequently, for any 80
and a, increasing T will produce a greater expected present value.
The standard deviation of the present value for the corresponding
sets of parameters is illustrated in figure 3.2. In part (a), c is equal
to one percent while a varies from .005 to .5. Here increasing a reduces
the standard deviation of the present value. Note that for the same
reasons that were explained for the expected present value, when 6 0 is
greater than a, it is not a straightforward exercise to try to predict
the direction of change in the standard deviation of the present value
as a varies.
In part (b), a is equal to .1 and c is varied from 0 to 3 percent.
Increasing the parameter c increases the variability in the present
value. This is exactly what one would expect. Since increasing c . means
that there is a greater uncertainty in the future force of interest
without affecting its expected value, the uncertainty in the present
value should be greater.
For most values of a and T, the graph of the standard deviation of
the present value function is increasing from t=0 to a certain value of
t that maximize its value and is then decreasing.
This is understandable if at is positive for all t since, for t=0,
the present value is 1 with a standard deviation of 0, and for very
large values of t, y(t) tends to infinity and the present value function
tends to 0 (i.e. lim e t) = 0) regardless of the path of positivet403
forces of interest. This means that sd[e -y(t) ] tends to 0. Now, since
sd[e-Y " ) ] is positive and continuous, starting at 0 for t=0 and going
back to 0 for large values of t, there has to be a value of t that
maximizes this standard deviation.
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Figure 3.2 Standard Deviation of the Present Value : sd[e-Y(t)] 
(a) varying a	 6=.068
o
= .1 T=.01
(b) varying cr	 8=.0660=.1 a=.1
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If the force of interest is not strictly positive, the limiting
standard deviation of the present value function is not equal to O.
Whenever the force of interest is negative, the present value function
is an increasing function. So the present value function is not
necessarily going to 0 as t tends to infinity and this implies that its
standard deviation is strictly positive. However, the same reasoning
still holds as long as the probability of experiencing negative forces
of interest for large values of t is not too high.
r2
More precisely, 8 > --. is a sufficient condition for the standard
a
deviation of et) to have a maximum value since it implies that this
standard deviation tends to O. Otherwise the standard deviation does not
tend to 0 as t tends to infinity and we cannot conclude from this
analysis whether it has a maximum value or not.
This may be seen by studying the limiting variance of et).
Combining the results of 2.42, 2.47 and 2.50 we can express this
variance as:
r
2 )1
V[e-Y(t) ] = expf 2-(-8t + --2-t •
a
exp{-2(80-8)-(1	- e
-Mt	 2)
r
J-3+4e
-mt
-e
-2all
a	 J + a3
- exp{ 1-2 . 8t + r
2
-•til.
a
expf-2(80-8)J1 
-e
a
2
r
J-3+4e
-mt
-e
-2all
+
2m3
3.4
40
urnV[e-y(t)
t--)03
= exp{-2(8o -6) c- 3
2
a
3
a
co
1
a
8 < —
a
2
a.
2
3.5
And taking the limit as t tends to infinity we obtain:
o-20	 8 - ---
a
2
The coefficient of variation (standard deviation divided by
expected value) of the present value function, however, is a strictly
increasing function of t for any set of parameters. The coefficient of
variation of et), denoted by cv[e-y(t) ], will have a positive
derivative if:
cv[e-Y(t) ] > 0	 3.6
and
c4-t-i(cv[e-Y(t) 1) 2) > 0	 3.7
since
(cv [ e-Y W ) ) 2) =2 . cv (e-YR) J . d ( ( -YR) ])af, cv e
Now from 2.41 and 2.42, we know that
e(t)](cv(e-Y(t)n2 _- e- 1	 3.9
dt ( 3.8
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3.10
3.11
3.12
which has a derivative with respect to t equal to:
ai( (cv [e-Y(t)])2)	 ev[y(t)]	 d f• atiV[y(t)])
and this is the product of two positive terms.
Note that the derivative of V[y(t)] is positive since:
dt	 .jojoa
fv [y(t)] ] = d irtrt cov (8, 8, . du dv
= 2 ft
o 
covi
u
8 ,8 t )- du
where cov( 8 ,8 is positive for all values of u.
u t
Finally, in figure 3.3, one can see graphically the skewness of the
present value. As before, in part (a) it is the parameter a that is
varied (from .005 to .5) while in part (b) we vary the parameter c (from
0 to 3 percent). An increase in the variability of y(t), when the mean
of y(t) remains the same, produces a greater skewness of the present
value. It is interesting to note how quickly the skewness of the present
value varies when one changes one of the parameters in a situation of
high variability. If figure 3.3 (a) had been plotted for different
ranges of values for t and a (say, 0-st .s40,	 the surface would
still look the same i.e. flat except for a peak for the highest value of
t and lowest value of a. A similar point could be made about figure
3.3 (b).
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Figure 3.3 Skewness of the Present Value : sk[e-Y(t)]
8=.06 8
o
=.1 cr=.01(a) varying a
t
(b) varying T	 8=.06.3
o
=.1 a=.1
t
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E Ri.y(ti)
1=1
= _
11	
•E[y(ti)]
=
3.15
3.3 A linear combination of v(t) for different values of t.
One particular function that will be needed in order to obtain the
higher moments of actuarial functions is the exponential of certain
linear combinations of the function y(t), defined in 2.37, for different
values of t. It is presented here for completeness.
Accordingly suppose that 0 	 t :4- t	 t and consider the1	 2
following random variable:
exp{- Egi.y(td}
1=1
where g 1' 2g ,...,g are given.
Since any linear combination of y(t)'s normally distributed is also
normally distributed, the exponential of any linear combination of
y(t)'s is log-normally distributed. Thus the random variable defined in
3.13 is log-normally distributed.
Therefore, its expectation is:
E[expf- 1: g i . y(t 1 )11=expfq- 1:13 1 -y(t 1 )1+.5-V[Eg -y(t1	 11=1	 1=1	 1=1
where
3.13
3.14
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and
m	 m m
Ni y: g i . y(t i )]= E EPO . covly(t ),y(t ))1 J	 1	 i1=1	 1=1 j=1
Now, if the force of interest follows a Ornstein-Uhlenbeck process,
the expectation of y(t) is given by 2.47 and its autocovariance function
is given by 2.48.
From now on, whenever we use an expression involving the
expectation of a particular case of the random variable defined in 3.13,
we shall assume that the expected value is known and given by the
results of this section (without further reference to them).
3.16
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CHAPTER 4
NET SINGLE PREMIUM ASSURANCE CONTRACTS
4.1 Life Assurance. 
4.1.1 Definitions.
Let Z be the present value of the benefit payable under a given
life assurance contract, i.e. the net single premium for this contract.
Note that this definition of Z is a rather general one. The precise
definition of Z will depend on the specific assurance contract under
consideration. This approach is very similar to the one taken by Bowers
et al. (1986).
We denote by K the integer-valued discrete random variable
representing the number of completed years to be lived by a life assured
now	 aged	 exactly	 x	 (an
	 integer).	 It	 is	 called	 the
curtate-future-lifetime of the life assured aged x (Bowers et al. (1986,
p.48)) and may take the values 0,1,2,...,w-x-1 where w is the least
integer y with 1 = O.
Y
The benefit payable may be a function of K and it will be denoted
b.
K
We assume that the time of payment of the benefit may also depend
on K, in which case it will be denoted by t(K). The class of function
that is valid for t(K) is somewhat restricted. For example, it would be
impossible to have a time of payment of 5 for a death in the 11 th policy
year (i.e. t(10)=5) and to have a time of payment of 10 for a death in
the 21 th
 policy year (i.e. t(20)=10). No attempt will be made here to
46
(4-x-1
A = E(Z) = E[E[ZIKH = E bkk=0 E[e-Y(t (k) ) I 4. 1
define this class of function in complete generality; instead we will look
at some specific contracts and define t(K) accordingly.
The net single premium of a life assurance that we will refer to as
A, is given by:
4.1.2 The moments about the origin of Z.
As Z is a random variable, one might be interested not only in its
expected value but also in its higher moments. If this is so, the
following theorem will prove to be very useful, as it gives a
straightforward way of evaluating these higher moments of Z.
THEOREM 4.1 : Let Z be the present value of a given life
assurance contract for which:
i- the death benefit (which may depend on the time of
death) is either 0 or 1,
ii- the time of payment of the benefit is a function of the
curtate-future-lifetime of the life assured,
iii- a
t
, the force of interest per unit time at time t,
follows any stochastic process.
For each positive integer m let mA denote the net single
premium for the given assurance when the force of interest per unit
time at time t is m.5
t
.
Then,
E[Zm ] = mA.	 4.2
47
4.5
4. 6
4. 7
4. 8
Proof: By definition we have A = E[Z] so,
w-x-1
A = E[E[ZIK]) = E bk  E[e-YR(kni • k I CC'
k=0
Now, mA represents the net single premium at a force of interest
per unit time of m . 6t at time t. Hence
(0-x-1
mA =	 E b • E[e-Y°("] • kiiqxk
k=0
where
t (k)
Y(t(k)) = f	 m . 6 •ds = nry(t(k)),
	 4.4sJo
then,
W-x-1
•y ( ( k)	 .
mA = E b • E[e-m t
kl qxk
k=0
and since, by hypothesis, b k= 0 or 1,
co-x-1
mA =	 E (b k ) m - E[e-m.Y(t(k1 • iq
k=0	 k 
1 x
This last equation can be rewritten as:
W- x-1
mA =	 E E[(b k	 j
•e-y(t(k)) mi. iq
 
kl x
k=0
w-x-1
mA =	 E E[zm i K=k] • kiqk
k=0
or
mA = E[e]. 0	 4.2
4. 1
4. 3
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Although in theory theorem 4.1 is valid for any stochastic process
for the force of interest, in practice it may be extremely difficult, if
not impossible, to evaluate E[e-m a )J in 4.5. Even with a gaussian
process for the force of interest 8
t
, which lead to a lognormal
distribution of e-wy(t(k))
	
it may be difficult	 to evaluate
numerically, due for example to overflow problems. This may also be the
case for the second order stochastic differential equation looked at in
chapter 2.
4.1.3 The pdf and cdf of Z.
By conditioning on K, we can find the probability density function
(pdf) and the cumulative distribution function (cdf) of Z.
The pdf of Z is:
	
W-x-1	 W-x-1
fz(l)	 E P(K=k) . fz (/:kIK=k) =	 E k q
xz
(4IK=k).	 4.9
	
k=0	 k=0
The cdf of Z is:
	
W-x-1	 W-x-1
Fz(l)	 E pm=k). Fz (q.IK=k) =	 E k q
x
. F
z
(/IK=k).	 4.10
	
k=0	 k=0
In the next three sections, we consider specific contracts, namely
the n-year temporary assurance contract, the n-year endowment assurance
contract and the whole-life assurance contract, with sum assured 1 in
each case.
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4.12
4.13
4.2 Temporary Assurance. 
4.2.1 Moments of Z.
Under the n-year temporary assurance, the benefit of 1 is payable
at the end of the year of death of a life assured, if death occurs
within n years from the issue date. Thus t(k)=k+1 for k=0,1,...,n-1.
Thus we have
-y(K+1)
	
z = {
e	 K=0,1,...,n-1
	
0	 K=n,n+1,...
Using theorem 4.1, the Mth moment about the origin of Z is given
by:
E[zm] = mAl
x,,,T1
n-1
EEZ
in
 1 = E Ep-m•y(k+11
k=o	 .klqx
where, by definition, mAl	 denotes the net single premium for a
x:rT1
n-year temporary assurance, valued at a force of interest of m . a t. (Note
that 1 Ai l = Ai-1)x:n	 x:r
Note that with a gaussian process for the force of interest,
n-1
E[2m ) = E exp.( -m-E[y(k+1)) + .5.m2•V[y(k+1)) } . kl qxk=0
4.11
4.14
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4.15
4.16
4.2.2 Some statistics of Z.
The expected value of Z, denoted by Al : 1 , for a force of interestxn
that is a gaussian process is:
n-1
E[Z] = Al -1 = E expf -E[y(k+1)] + .5-V[y(k+1)] }. k I ci .x:nl	 xk=0
The standard deviation is:
Sd[Z] = fE[e] - E[Z] 21 .5 = f2A	 52}.1	 --1 - Al	 .
x:n I	 x: ni
The skewness is:
EHZ - E[Z])3]
sk[Z] - 	 	 4.17
(sd[Z])3
E[Z3 ]- 3E[Z 2 ]E[Z] + 2-E[Z]3
_ 
	
	 	 4.18
(sd[Z])3
3
Al 1 — 3- 2Alill -A/
n
	+ 2-(Axl :
	
)
3
x:n 	 i.1
_ 	 	 4.19
[2 Ai-Alx:n	 x:n1
2] 3/2
In order to present some illustrations of the expected value, the
standard deviation and the skewness of Z we use the CA80-82 male
mortality table produced by the Canadian Institute of Actuaries (Coward
(1988, pp.227-231)). The mortality rates can be found in appendix B. The
stochastic process used for the force of interest is the
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100
Ornstein-Uhlenbeck process with a current value of ten percent, a long
term mean of six percent, a friction coefficient of .1 and a diffusion
coefficient of one percent.
Figure 4.1 illustrates the expectation of Z (i.e. the net single
premium) for different ages at issue and different terms of a temporary
assurance contract.
Figure 4.1 Expected value of Z
n-year temporary assurance
Ornstein-Uhlenbeck 8=.06 8 =.1 m=.1 c-=.01
---- o
70
age at issue
The net single premium, as expected, is an increasing function of
the term n of the contract for every age at issue. From 4.13, with m
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equal 1, the increase in the net single premium when the term increases
from n to n+1 is given by:
Ai	 - Ai	 E= [e-Y(""] •
n1xx:n4-731. 	x: n
This last expression is positive since E[e-Y (" 1) ] is positive
and, obviously, ,q is positive.
x
The expected present value, E[e -y(n+1) ], is usually a decreasing
function of n for a reasonnable choice of parameters. So, assuming that
x does not change much with n, one should observe smaller increases
in the net single premium as n gets larger. Referring to figure 4.1,
this appears to be the case. However, since q is generally increasing
ni
with n for small values of n, one cannot conclude that smaller increases
in the net single premium will always result when one increases the
term, n.
Now one may compare the increases in the net single premium with n
for different ages at issue. For younger ages, the probability of dying
in the near future is smaller than for older ages. For example,
<n . 20 n 70 
for small values of n. So, for an age at issue of 20, the
net single premium increases more slowly with n, when n is small, than
for an age at issue of 70. For the larger values of n, the expected
present value, E[e-Y1) ], is relatively small hence the influence of
,q in 4.20 is less important. Consequently, the increases in the net
ni x
single premium with n, when n is large, are relatively small.
As a function of the age at issue, because of the mortality table
used, the net single premium is somewhat unusual. For contracts of
longer term the net single premium increases with age at issue. For the
4.20
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0.2
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single premium decreases with age at issue from about age 20 to age 30
due to the decreasing mortality rates over that range.
plateau that appears for the older ages at issue is simply the
consequence of the limiting age, w=103, of the mortality table used. In
fact, for every n w-x, the temporary assurance contract becomes a
whole-life one.
Figure 4.2 illustrates the standard deviation of Z for different
ages at issue and different terms of a temporary assurance contract.
Note that for this and some other graphs, the axes are reversed.
Figure 4.2 Standard deviation of Z
n-year, temporary assurance
Ornstein-Uhlenbeck 8=.06 3 =.1 a=.1 m=.01
- 0
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4.22
4.23
As Z is a function of 2 random variables, namely, the force of
interest (a) and the curtate-future-lifetime (K) of the life assured,
its standard deviation will depend on the distribution of these 2 random
variables.
In order to gain insight about the variance of Z, one may condition
on K and use the following well-known result:
V[Z] = VV[ZIK]] + V[E[ZIK]i
	
4.21
In this last expression, 4.21, the v..xiance of Z may be interpreted
as the sum of two components. First, E[V[Z1K)) may be considered as a
measure of the uncertainty due to the unknown force of interest. It is a
weighted average of the variance of the present value function, the
weights being the probability of death in each of year 1 to n. Second,
V[EEZIK)) may be considered as a measure of the uncertainty due to the
unknown year of death of the life assured. It is the variance of the
present value of the benefit discounted at a deterministic force of
interest.
The first term, ED.,(ZIK]], may be obtained as:
n-1
EMZIK1] = E kl qx -V[e-Y(k+1)1k=0
therefore, the change in this term when n is increased is given by:
E[V[Zn+1 1K]]
 - E[V[Z. 110]
 . niqx.V[e-Y(n+1)]
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where Z
n
 is the present value of the benefit of a n-year temporary
assurance contract and Z
n+1 is the present value of the benefit of a
(n+1)-year temporary assurance contract.
From 4.23, the increase in the uncertainty due to the force of
Vie	 J-y(n+1),interest is positive since each of 	 and \i 	 is positive.
Note that since V[e-yin+1) has a maximum value around n equal 15 for
the chosen parameters (see figure 3.2, for S=.06, S
o
=.1, a=.1 and
cr=.01), the largest increase in the uncertainty due to the force of
interest will tend to occur near n equal 15.
The second term, V[E[ZIK1], is increasing from n=1 to a given value
which is near the value of n such that p is about .5, and is
n x
decreasing from that given value to w-x.
This is so, because for a temporary assurance contract, the largest
uncertainty due to mortality should logically occur near the term of the
contract, n, which is such that there is a probability of .5 of paying a
benefit and a probability of .5 of paying nothing. Away from this
particular value of n, the uncertainty is smaller since the outcome is
more predictable in the sense that the odds are necessarily for one of
the outcomes ( paying a benefit or not) against the other. The maximum
is not exactly at n such that 
n
p
x
=.5 because Z is not exactly a
Bernoulli random variable.
Finally, for the particular mortality table and Ornstein-Uhlenbeck
process used, the uncertainty due to mortality (i.e. the last term of
4.21) is much larger than the uncertainty due to the force of interest,
i.e. the first term of 4.21. For this reason the shape of V[Z] when n is
varied will tend to be given by the uncertainty due to mortality, the
maximum being made more or less apparent by the uncertainty due to the
force of interest. For example, for an age at issue of 70,
	
p	 is15 70
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about .5 so the uncertainty due to mortality is at its highest and the
uncertainty due to the force of interest, although strictly increasing
with n, will tend to increase more rapidly around n equal 15. Hence, for
this age at issue, the combined effect should give a clear maximum
around n equal 15, and this is actually the case in figure 4.2.
Another approach to study the behavior of V[Z], would be to start
with a situation where there is no discounting factor, i.e. a force of
interest of 0 for all t (8=3
o
=T=0). In this case, Z would simply be a
Bernoulli random variable (see 4.11 with y(k+1) =0, Vk). It then follows
that the n which maximizes the variance if Z would be such that p is
nx
closest to .5. This happens at n equal 56 for an age at issue of 20 and
at n equal 11 for an age at issue of 70. The variance of Z is zero for n
equal 0 and for n equal w-x and its maximum value is about .25.
If one now assumes a deterministic non-negative force of interest
(8
o
>0, w=0), then the present value of the benefit in case of death
would be smaller than 1 while the zeros in case of survival would remain
unchanged. The variance of Z would therefore be smaller than in the
previous case except for very large values of n. It would still start
at 0 for n equal 0 and, as the effect of the positive force of interest
is less important for small values of n, one would expect the shape of
the graph of V[Z] to remain about the same for small n. Obviously, the
maximum would no longer be at n such that p is closest to .5. It would
n x
tend to occur at a smaller value of n. Note that the maximum value of
V[Z] is more affected when it occurs at larger values of n.
If one finally assumes a random force of interest, the present
value of the benefit in case of death would become unknown with a
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maximum variance (for the parameters used) occurring near 15 years (see
figure 3.2).
Since here this added uncertainty is relatively smaller than the
one due to mortality, the maximum VIZ] will occur at about the same
value of n as the last case. The maximum will also be more apparent if
it occurs near 15 years since both uncertainties due to mortality and to
the force of interest would be at their maximum.
The same arguments about the uncertainty due to mortality and the
one due to the force of interest could be used to explain the shape of
V[Z] for varying ages at issue, x, when the term of the contract, n, is
kept constant.
As for the coefficient of variation of Z (i.e. the standard
deviation of Z divided by the expected value of Z), in our illustrations
it decreases rapidly with n when n is small and more slowly when n is
large. It also decreases, for a fixed n, as the probability of paying a
death benefit increases.
For the parameters used to produce figures 4.1 and 4.2, the
coefficient of variation of Z varies from 25.55 for a 1-year temporary
contract to 1.77 for a 80-year temporary contract issued at age 20. At
issue age 70, the coefficient of variation of Z is 4.96 and .50 for a
1-year and 30-year temporary contract respectively.
Figure 4.3 illustrates the skewness of Z for different ages at
issue and different terms of a temporary assurance contract.
The random variable Z for a short-term temporary assurance contract
is highly skewed, due to the important mass probability at Z equal 0
corresponding to survival to the end of the term of the contract. In
case of death, which usually happens with a small probability for a
short-term temporary assurance contract, Z takes a value near 1 with a
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Figure 4.3 Skewness of Z
n-year temporary assurance
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probability density function that is a mixture of lognormal
distributions.
The higher the probability of survival from age x to age x+n, i.e.
Z taking the value 0, the higher the skewness. For example, sk[Z1 is
greater for an age at issue of 20 than for an age at issue of 70. The
increase in the skewness between ages at issue 20 and 30 is due to the
decreasing mortality rates that we find in that range.
For small values of n, when one increases the term of the temporary
contract from n to n+1, the skewness (which is positive) decreases
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because the large mass probability at Z equal 0 is reduced and the
reduction is replaced by a weighted lognormal distribution with mean
(n+) ,
E[e -Y( "44	 variance Vie)) (which is greater than E[Z]) and 	 -Y 
1 1, the
weight being	 q. Recalling that Z has a lower bound at 0 and a
n i x
practical upper bound at 1, it makes sense that reducing the mass
probability at the lower bound 0 and replacing it by a lognormal
distribution situated somewhere to the right of 0 but to the left of the
remaining part of the probability density function, would increase the
symmetry of the distribution.
For large values of n, however, the positive skewness will increase
with n because part of the small mass probability at Z equal 0 is
replaced by a weighted lognormal distribution to the right of 0.
Essentially, one could view the probability density function of Z
as a left part, the mass probability at 0, and a right part, a mixture
of weighted lognormal distribution. When the left part is more
important, transferring part of it to the right would logically make the
distribution more symmetrical. But when the left part is less important,
transferring part of it to the right would reduce the symmetry of the
distribution. When both parts are about even, the resulting effect is
not so clear because increasing n replaces part of the constant left
side (at 0) by a spread part to the right.
As a rule of thumb, the skewness of Z for a temporary contract
decreases with the term of the contract from 1 to n such that p is
n x
about .5 and increases thereafter.
Consideration of the probability density function of Z (see figure
4.4) might help our understanding of all this.
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4.2.3 The pdf and cdf of Z.
Using 4.9 with Z defined as in 4.11, we get for the pdf of Z:
n-1
f.Z (4) = E 	 l q . f -y(k+1)(1')k x 
k=0	 e
with a mass probability of npx at 4=0.
Using 4.10 with Z defined as in 4.11, we have that the cdf of Z is:
n-1
Fz(%) = P( --5 '') = p + E	 q - P(e -Y(k+1)n	 s /).
x	 k=o kl x
The pdf of Z for 5-year and for 25-year temporary assurances
issued at age 30 are presented in figure 4.4.
The pdf of Z is a weighted sum of lognormal distributions with a
mass probability at 0. The lognormal distributions are those of e-Y(k+1)
for k=0,1,... ,n-1 and the weights are ,q .
ki x
For the 5-year temporary contract, the first peak near Z equal 1 is
the lognormal distribution of e -Y " ) times q3 . The second peak around Z
equal .82 is mainly the pdf of e-Y(2) times 11 q3 . And for the first two
or three years, e-y(k+1) for k=0,1,2 have distributions that do not
overlap much. As a consequence, we can observe specific weighted
lognormal distributions around different values of Z near 1.
and e-y(n+1)But as n increases, e-y(n) have closer expected values
and larger variances. The overlapping of the distributions then becomes
more important and this tend to smooth the pdf of Z. For example, most
values that the random variables e -Y(4) and e-y(5) may take are in the
same range. In other words, Z may take a given value because either K=3
and a
t 
for tE[0,4] is relatively high or because K=4 and a
t 
for tE[0,5]
is relatively low.
4.24
4.25
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Figure 4.4 Pdf of Z
5 and 25 years temporary assurance issued at age 30
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Note that for a 5-year temporary contract, Z will either be 0 or be
between .5 and 1 with a probability of almost 1. As the term increases
from 5 to 25, Z may take the value 0 or any value between a value close
to 0 and 1.
4.3 Endowment Assurance. 
4.3.1 Moments of Z.
Under the endowment assurance contract, the benefit is payable at
the end of the year of death if death occurs within n years of the issue
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ex{ -E[y(k+1).1 + .5-V[y(k+1)] j- aid 'xEIZ] = Ax:n1
date or, if the insured life survives n years, the benefit is payable at
time n. Thus t(k) = k+1 for k=0,1,...,n-1 and t(k)=n for k=n,n+1,...
Accordingly, the variable Z for the present value of an endowment
assurance is defined as:
{ 
e
-y(K+1)
Z =
e
-y(n)
K0,1,. ..,n-1
K=n,n+1,...
4.26
Note that P(K ?-- n) = 
n
p
x
.
From the result of theorem 4.1, the ,i ".1 moment of Z is given by:
E [zm i = mit
-1
-n1
Ete-m•y(k+1)]
=	 • q + Ele -m•y(n)] •E	
n
p.
xk 1 x
k=0
where mA
	
is the net single premium for an n-year endowment
x: n 1
assurance valued at a force of interest of m-8
t
.
4.3.2 Some statistics of Z.
The expected value of Z when the force of interest is gaussian is:
4.27
+ ex{ -E[y(n)] + .5-V{y(n)I }-np..
The standard deviation is:
sd[Z] = fE1z21 _ Ef zi 2 .5 = 2A 1n:x	
_ A 
1
2 .5.
x:n
4.28
4.29
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sk[Z] - 4.30
Using 4.17 with the appropriate definition of Z (4.26), the
skewness is:
.33A 	 .	 )
x	
- 3.2A
x:r-11
.A	 +
x:n]	 2(A x:n1
[2 A	 - A
2]3l2
x:nl	 x:r-11
Some illustrations of the expected value, the standard deviation
and the skewness of Z are presented in figures 4.5, 4.6 and 4.7
respectively.
Among the salient features of figure 4.5, we note that for n equal
1, the expected value of Z is the expected value of e-y(1) for every age
at issue. This is so, because a 1-year endowment contract is always
payable at time 1. We also note that, for a given age at issue, the
expected value of Z decreases with n. Increasing n by 1 means that the
payment of the pure endowment benefit (if applicable) is postponed one
more year and this later benefit has a smaller expected present value.
Here again, as was the case in figure 4.1 for the n-year temporary
assurance contracts, we have a plateau for very large terms. Moreover,
the plateau is exactly the same as the one in figure 4.1. This is so
because for every n w-x, the n-year endowment assurance contract
becomes a whole-life one.
Comparing figures 4.1 and 4.5, the expected value of Z for a n-year
endowment is always greater than that of a n-year temporary (except for
n w-x, where they are equal). This is so, because the difference
between the two contracts is their provisions in case of survival to the
end of the contract. The endowment assurance contract allows for the
payment of the sum assured in case of survival to age x+n, whereas the
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Figure 4.5 Expected value of Z
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temporary assurance allows no benefit in such a case. Finally, since the
expected present value of the survival benefit decreases with n, the
difference between the expected present values for an endowment
assurance and a temporary assurance will be decreasing with n.
Since the probability of paying a death benefit usually increases
with the age at issue and since the expected present value of an
eventual death benefit is greater than that of the pure endowment
• benefit at the end of the term of the contract, the expected value of Z
for an endowment contract increases with age at issue. Note, however,
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that for reasons mentioned earlier, E[Z] is smaller for an age at issue
of 30 than for an age at issue of 20.
From figure 4.6, one can see that the standard deviation of Z for a
n-year endowment assurance contract increases with n.
Figure 4.6 Standard deviation of Z
n-year endowment assurance 
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= 
n
px -1V[e-Y(1+11 [ 
-y(n)ll
- V e 4.32
As opposed to the behavior of the standard deviation of Z for a
temporary contract, this behavior for an endowment is fairly easy to
predict. In fact, when n increases, the change in the pdf of Z for an
endowment contract is only to move part of it slightly to the left
without affecting much its right part. As a result, the dispersion of
the possible values for Z is greater. This may be more evident when one
looks at the pdf of Z (see figure 4.8).
If one wants to break down the variance of Z into two components,
one broadly corresponding to the unknown force of interest, the other to
the unknown year of death of the life assured, formula 4.21 can be used
with Z now defined as in 4.26.
The first term, E[V[ZIK1], is given by:
n-1
E[V[ZIK]] = E	 ,q -V[e-Y(k+1)] + p -V[e-Y(n)]kl x	 n xk=0
and the change in this term when n is increased by one, is given by:
E[V[Z
	 1K]] - E[V[Z n IK]] = ni qx • V[e-Y("1 1 +
n+1Px
•V [e-Y(n+1) ]
n+1
_
n
p
x
•V[e-Y(n)]
4.31
where Z is the present value of the benefit of a n-year endowment
n
assurance contract and Z
	 is the present value of the benefit of a
n+1
(n+1)-year endowment assurance contract.
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Now since p is positive (it is a probability) and since V[e -y(n)
n x
increases until about duration 15 and decreases thereafter, E[V(Z1K1l
will be increasing with the term until about 15 years and will then be
decreasing.
The second term, V[E[ZIK]1, representing the uncertainty due to
mortality is increasing with n. This term is simply the variance of the
present value of the benefit when discounting is done at some
deterministic force of interest. Since increasing n only shifts some of
the left part of the distribution of Z further to the left, this will
increase its standard deviation. Note that whether the force of interest
is deterministic or stochastic does not affect the conclusion here.
Combining the effects, when increasing n, of the two terms would
require more investigation, but, as we already know that the total
variance of Z should be increasing with n, this further investigation is
not necessary.
Part of the insight that one gains from breaking down the variance
of Z in the two terms of 4.21 is that since the uncertainty due to the
force of interest is increasing for terms of up to about 15 years and
then decreasing, one could expect the total increase in the variance of
Z to be more important when n is small. This is actually the case in
figure 4.6.
Comparing figures 4.2 and 4.6, one observes that the standard
deviation of a n-year temporary assurance is always greater than that of
a n-year endowment assurance. Although, in case of survival to the end
of the contract, the endowment will pay a survival benefit with a random
present value (therefore having a positive standard deviation) as
opposed to no such benefit for the temporary contract (with a standard
deviation of 0), this is more than counterbalanced by the reduction in
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the uncertainty caused by replacing the mass probability at 0 by a
weighted lognormal distribution near the remaining part of the pdf of Z
(even though the weighted lognormal distribution is placed to the left
of the pdf).
Here, as a function of the age at issue, the standard deviation of
Z is increasing except, of course, for some ages between 20 and 30.
In our illustrations, the coefficient of variation of Z for a
n-year endowment assurance contract increases with n. The increases are
larger when n is small than when n is large.
For the parameters used to produce figures 4.5 and 4.6, the
coefficient of variation of Z for a 1-year endowment contract is .0056
(recall that it was 25.55 for a 1-year temporary contract issued at age
20) for every age at issue. When the age at issue is 20, it is .058,
.640 and 1.77 for 5-year, 30-year and 80-year endowment contracts
respectively. For an age at issue of 70, it is .112 and .494 for 5-year
and 30-year endowment.
As it was the case for the expected value and standard deviation of
Z, for a 1-year endowment contract, the skewness is independent of the
age at issue (see figure 4.7). In this case the skewness of Z is that of
e 
-y (1) 
and is .0167.
For n equal 2, the pdf of Z is composed of two weighted lognormal
distributions, those of e-Y(1) and e-y(2). If q is very small, Z is
x
almost equivalent to e -Y(2) in the sense that the pdf of Z would almost
be that of e -Y(2) (the difference being that a small part of the latter
is transferred to the right of it). Since e -Y(2) is positively skewed,
so is Z. Now if qx is increased, this would increase the importance of
the right part of the pdf of Z and this in turn should logically
increase its skewness. However, there is a point where increasing qx,
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Figure 4.7 Skewness of Z
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age at issue
and therefore increasing the importance of the right part of the pdf of
7, would make the pdf more symmetric, thus reducing the skewness. Note
that if qx were about .5, then it makes sense that the skewness of 7
should be near 0, both the right and left part of its pdf having about
the same weight. Also note that if the mortality rate, q x, were to be
greater than .5, the skewness would be negative. This is usually not the
case, except at extremely old ages at issue for which no policy would be
sold anyway.
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As n is increased, the probability of paying a death benefit, q
n x
increases and following the reasoning of the last paragraph, the age at
issue at which the right part of the pdf of Z becomes important enough
to make it more symmetric should be reduced. In other words, as n is
increased, the maximum skewness of Z should be attained at younger ages
at issue.
For example, in figure 4.7, the maximum skewness for n equal 2, 3
and 20 are 2.1988, 2.3187 and 2.8825 and are attained at ages at issue
70, 64 and 21 respectively.
When n is large, the skewness of 7 is mainly determined by the
distribution of K, the more symmetric the distribution of K is, the
smaller should be the skewness of Z. This explains why, for large values
of n, the skewness of Z at age at issue 70 is smaller than that of age
at issue 20.
Finally, it is difficult to compare the skewness of 7 for a n-year
endowment assurance contract with that for a n-year temporary assurance
contract. Replacing the mass probability at 0 for the temporary contract
by a weighted lognormal distribution located at the right of 0 to get
the endowment contract, clearly increases the expected value and reduces
the standard deviation of 7 but this may affect the skewness of its pdf
in both directions.
4.3.3 The pdf and cdf of Z.
Using 4.9 with 7 defined as in 4.26, we get for the pdf of Z:
n-1
(1)•
	
f7 (4) = E
	 qk i . f 
e
-y(k+1)()
 +	 pfnx•
e
-y(11)
	
k=0	 x
4.33
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Using 4.10 with Z defined as in 4.26, we have that the cdf of Z is:
F
z
(4) = P(Z
n-1
E k I qx. 
p le -y(k+1) < 1.) + p .p le-y (n)
n xk=0
id.	 4.34
The pdf of Z for 5-year and for 25-year endowment assurances are
presented in figure 4.8.
The pdf of Z for a n-year endowment assurance contract is a
weighted sum of lognormal distributions. The lognormal distributions are
those of e-y(k+1) for k=0,1,...,n-1 and e-y(n) with weights	
Ici forxk 
k=0,1,... ,n-1 and p respectively.
n x
The only difference between figure 4.4, the pdf of Z for 5-year and
25-year temporary contracts, and figure 4.8 is the replacement of the
mass probability at 0 in the former by a weighted lognormal distribution
with mean E[e-Y(n) ] in the latter. Accordingly, the pdf of Z will have
the same peaks and overlapping phenomena as those described in section
4.2.3 (except for the mass probability at 0 obviously). The peaks for Z
near 1 are not as apparent in figure 4.8 as they were in figure 4.4
simply because of the different scale used.
For small values of n, the possible values that Z may take are all
relatively near 1. As n increases the range of possible values extend to
include smaller values. For example, Z for a 5-year endowment assurance
contract issued at 30 will take a value between .5 and 1 with
probability almost 1. As the term increases from 5 to 25, Z may take the
value 0 or any value between a value close to 0 and 1.
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Finally, one should be aware that for an age at issue of 30, the
most probable events are a survival to the end of the term of the
contract or a death late in the contract. This explains the important
mode of the distribution at its far left. For very advanced ages at
issue, where death in early years of the contract is most likely, the
pdf of Z would have a mode in its right part.
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4.4 Whole-Life Assurance. 
4.4.1 Moments of Z.
For this type of contract, the benefit is payable at the end of the
year of death (whenever the death occurs). Thus, for all values of k,
t(k)=k+1. We then have Z, the random variable representing the present
value of such a benefit, defined as:
Z = e-y(K+1) K=0,1,...,w-x-1.	 4.35
where w, for the CA80-82 male, is taken as 103.
Using the result of theorem 4.1, the Mth moment of Z is given by:
E[Zm ] = mA 
x
W—x-1
=	 E[e—rn.Y(k+1)]
. k I qxk=0
W—x-1
=
	 E
k0 
exp .( -m-E[y(k+1)] + .5-m2.V[y(k+1)] 1- k q x.
=	
I 
m
A being by definition the net single premium on the basis of a
x
force of interest m.8
t
.
4.4.2 Some statistics of Z.
Since the force of interest is assumed to be gaussian, the expected
value of Z is:
w-x-1
E[Z] = A = E
k0 
ex{ 
-E[y(k+1)] + .5.V[y(k+1)] 1- k q x .x	 I
=
4.38
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The standard deviation is:
sci[Z] = {E[z2] - E[Z]2}.5 	 f2A	  1.5.	 4.39
Using 4.18 with the appropriate definition of Z (i.e. 4.35), the
skewness is:
3
A
x 
- 3 .2A -A + 2-(A
x
)3
x x
sk[Z] - 	 	 4.40
[2A	 A 2]3'2
Some numerical values of the expected value, the standard deviation
and the skewness of Z are presented in table 4.1.
Table 4.1 Mean standard deviation, skewness and coefficient of variation
of the net single premium of a whole-life assurance 
	
Ornstein -Uhlenbeck 8=.06	 t3= 1	 a=.1	 c=.01
	
----	 0
age
at issue mean
standard
deviation skewness
coefficient
of variation
20 .051187 .090805 5.41185 1.77398
30 .076342 .097460 3.91518 1.27662
40 .123992 .127706 2.63290 1.02995
50 .199394 .167886 1.78311 .84198
60 .303412 .200298 1.10098 .66015
70 .432234 .213380 0.52339 .49367
80 .573185 .200033 -0.00956 .34899
90 .698856 .161555 -0.38825 .23117
100 .883526 .041425 -1.50227 .00469
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Since, for n2 .-- w-x, n-year temporary and n-year endowment assurance
contracts are in fact equivalent to a whole-life contract, the values
in table 4.1 are those of the different plateaus of figures 4.1 to 4.3
or figures 4.5 to 4.7.
For a whole-life assurance, increasing the age at issue usually
increases the probability of early death during the contract (with some
exceptions between ages 20 and 30) but also shortens the maximum
duration of the contract (since it is w-x). These two effects work
together to increase the expected value of Z with age at issue.
They somehow work in opposite directions for the standard deviation
of Z. First, the standard deviation of Z increases with age at issue for
younger ages, then it is approximately constant for ages between 60 and
80, and finally it decreases to 0 for age at issue w-1.
The coefficient of variation decreases from 1.774 for age at issue
20 to .4937 for age at issue 70, to .0469 for age at issue 100.
The skewness which is highly positive at younger ages at issue
(5.41 at age 20) decreases when the contract is sold to an older life
assured and ends up being negative at very old ages at issue (-1.50 at
age 100).
4.4.3 The pdf and cdf of Z.
Using 4.9 with Z defined as in 4.35, we get for the pdf of Z:
W-x-1
.f (io	 E k l c'x . f 
-y(k+1)Z k=0
	
e
4.41
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oUsing 4.10 with Z defined as in 4.35, we have that the cdf of Z is:
Fz (4) = P(Z 5 4 ) = E	 q . FleY(k4.1) ...5 11.
w-x-1
k=0 ICI x
	 4.42
The pdf of Z for a whole-life assurance issued to a life assured
aged 30 is presented in figure 4.9.
Figure 4.9 Pdf of Z
whole-life assurance issued at age 30
Ornstein-Uhlenbeck 3=.068
o
=.1 a=.1 c=.01 
_
_
r	 -1-	 1	 f	 1
0.0
	
0.2
	
0.4
	 0.6
	 0.8
Z
1.0	 12
77
The pdf of Z for a whole life assurance contract issued at age x is
a weighted sum of lognormal distributions. As shown by equation 4.41,
the lognormal distributions are those of e-y(k+1) and the weights are
,q for k=0,1,... ,w-x-1.
k 1 x
Note that although not apparent in figure 4.9 because of the scale
used, the peaks that we can see in figure 4.4 near Z equal .9 (and
lower) corresponding to an early death, i.e. k=0,1 or 2, are still
present.
The mode is located at the far left of the graph since a life
assured aged 30 is more likely to live up to 70 or 80 than to die
before those ages. As a consequence, Z is more likely to take a value
near E[e-Y(70) ] or even smaller, and this value is already fairly close
to 0.
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CHAPTER 5
A PORTFOLIO OF POLICIES
5.1 General Results. 
5.1.1 Definitions.
By a portfolio of assurance policies, we mean a group of identical
life assurance contracts issued at the same time to independent lives
assured of the same age.
In general terms, a life assurance contract is modelled by the
benefit function, b, and the time of payment function, t(k). These two
k
functions were defined in section 4.1.1. Note that appropriate
definitions of b and t(k) will represent the specific contracts that wek
will study, namely, the n-year temporary assurance contract, the n-year
endowment assurance contract and the whole-life assurance contract.
Consider a portfolio of c identical policies, one policy being
issued to each of c independent lives of the same age. Let K be thei
curtate-future-lifetime of the ith life assured, let Z be the randomi
variable denoting the present value of the benefit that is payable with
respect to the i th life assured of the portfolio, and let Z be the
c
random variable representing the total present value of all the benefits
to be paid within the portfolio.
Then
C
z . E z.
C	 i
1=1
5. 1
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5.2
When studying the random variable Z, we will make the following
C
three assumptions
lc
(i)- fK	 are i.i.d
i
i=1
c
(ii)- -(Z i
l	
are identically distributed
1.1
C(iii)- {Zi Ify(t)}}	 are i.i.d.
i=1
Assumption 5.2(i) is a realistic and usual assump + ion (see, for
example, Bowers et al. (1986, pp.52, 87)) unless we are dealing with
joint-life assurance or annuity. Even for lives covered by a joint-life
contract (who presumably have some association, implying that their
curtate-future-lifetimes are not independent) it is usual to assume
independence (see, for example, Bowers et al. (1986, p.232)), because
the dependence is difficult to quantify.
Assumptions 5.2(ii) and (iii) simply mean that the force of
interest used to discount the benefit payable is the same for each
policy in the portfolio and that we look at a portfolio as a whole. This
does not mean that the funds of the portfolio cannot be split and
invested in different investment vehicles. It means that we will
consider and model only the global rate of return of the entire
portfolio.
We refer to this set of three assumptions as "assumptions 5.2".
It is important to note that under assumptions 5.2, the random
variables Z i are not independent. Although independent with respect to
mortality of the lives assured, they are all discounted using the same
future forces of interest.
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Like Waters (1978, section 4), we shall be interested in the
average cost (or present value) per policy for the portfolio, (i.e. the
random variable cZ /
c
).
5.1.2 Expected value of Z.
C
The expected value of cZ is simply c times the expected value of Z.
This result follows since:
E[ Z] = E[
	 z] =	 E[
 Z} =c-E[Z ] = c-A.	 5.3
c	 i	 i	 ii=i	 i=1
where A = E[Z] is the net single premium for one contract.
So the expected average cost per policy is independent of the
number of policies in the portfolio, that is:
E[cZ/c] = A	 5.4
Note that assumptions 5.2 were not required to obtain equations 5.3
and 5.4.
5.1.3 Second moment of Z.
C
THEOREM 5.1: The second moment of Z under assumptions 5.2 is given
C
by: (a similar result may be found in Waters (1978, p.69))
	
E[ Z2 ] = c•(c-1)-E[Z -Z]+	 c-2A	 5.5
c	 1 2
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where, as before, A is the net single premium for one contract, and
w...„ (..)„,
Ep • Z j=	 E	 z bbk • E e -Y( "k " -
y(t(k2))1-
	 q •	 q11	 2	 klxklxk =0 k =0
	 1 2	 1	 21	 2
Proof: To prove 5.5, we start by expanding c Z2 into a double
summation, we then have:
	
c	 c	 c	 c
	E[cz2) = ER E 	 z i ) 21 = E[	
c
E E z 1 -z ii 
= E x:Ep -Z ]•
	
1=1
	 1=1 j=1	 1=1 j=1
Since E[ Z • Z depends on whether i and j represent the same life1	 j
assured or not, we have to consider the two possibilities in the
double summation. This implies that we have to write it as:
EE z] = E E EN -z ] + E
c	 1	 , ,	
E p 2].
,
,= ,=, 
1  j
Now from assumptions 5.2, we have that:
5.6
5.7
C	 C	 c
5. 8
EP •Z I = EP • Z I1	 j	 1	 2 V(i,j) ij	 5.9
Using the result of theorem 4.1 for the second term of 5.8,
we immediately obtain equation 5.5.
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Note that
	
E p • Z]=	 E[b •b •e-YR(K ))-y(t(K ))1	 2
	
1 2	 K	 K
	
1	 2
= E[E[b •b •e-Y( t (K ))-y(t(K ))1	 2	 I K ,K ]]
	
K	 K	 1 2
	
1	 2
As K and K are independent, their joint probability function is1	 2
the product of their probability functions. Equation 5.6 therefore
follows immediately from equation 5.10.0
[ -y(t(k ))-y(t(k))In relation to equation 5.6, note that Ee 	 1	 2	 for a
gaussian process has been studied in chapter 3 (section 3.3).
In relation to this second moment of Z, it is of interest toC
consider the variance of the average cost per policy, when the number of
policies, c, becomes very large. It is a known fact that for a
deterministic force of interest and for c mutually independent lives
assured, this variance tends to 0 when c tends to infinity. The answer
to this question for when the force of interest is stochastic is found
in the next theorem.
THEOREM 5.2: Under assumptions 5.2, the limiting variance of the
average cost per policy as c tends to infinity is:
lim VVid = EP • Z i - A2
c-X0
	
1 2
where Ep1 • Z2I is given by 5.6.
5.10
5.11
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Proof:
V[c7/c] = fE[ ce] - E[Z]2} / c2 .	 5.12
From theorem 5.1 for El Z2 ],
c . (c-1) . EP . Z
1	 2 + C'
2
A - c
2 
•A
2
-V [cZic] 5.132
V[Z,4] = ( 1-1/c).EP 'Z 2A	 A2.	 5.141	 2 / C
and taking the limit, we get equation 5.11:
lim Vc
c400
z/c] = -Z
1	 2 - A2.o
Note	 that,	 if	 the	 force	 of	 interest	 is	 deterministic,	 the
expression 5.11	 is 0,	 as	 in this case the expectation of Zl	times Z2
would simplify to A2.
Another interesting problem is to consider the rate of decrease of
the variance of the average cost per policy, as additional lives assured
are included in the portfolio. The next theorem gives an expression for
the derivative of this variance.
THEOREM 5.3: Assuming E[V[Ziiy(t)111 > 0 and under assumptions 5.2,
when c is increased the variance of the average cost per policy
decreases at a rate of:
(1/C 2) . ( 2A - LIZ . Z 1),1	 2
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5.15
5.16
Proof: The result is immediate in treating 5.14 as a continuous
function of c and by taking the derivative of 5.14 with respect to
C.
The derivative of 5.14 is:
d vrz 1
dc 'IT /, 0.1} = 12"(E[Z1*Z2] - E[Z 1 ]-E[Z2 ) - 2A + E[Z 1 1 . E[Z2 1 )C
and since EIZ 1)=E[Z2 I,
d	 vi i 1
dc 1 Z1.7 /c.1/ 1= 
-c
2' (E[Zi .Z2] - 2A ).
where
Epi . Z2i - 2A = E[E[Zi .21y(t)11 - E[E[Z211Y(t)]i
by assumption 5.2 (iii), we have:
= E[E[Z1ly(t)].+21y(t)]] - E[E[elly(t)]]
= E[E2 [Z1 ly(t)]] - E[E[elly(t)]]
= - E[V[Zi ly(t)]] < 0 by assumption.o
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W-x-1 (O-x-1W-x-1
qz .z .z -) = E1 2 3 E	 E b • b • b •
	
k	 k	 kk =0 k =0 k =0
	 1	 2	 31	 2	 3
=E
CI
5.19
5.20
5.1.4 Third moment of Z.
C
THEOREM 5.4: The third moment of Z under assumptions 5.2 is given
c
by: (a similar result may be found in Waters (1978, p.69))
E[ Z3 ] = c(c-1)(c-2)-E[Z -Z -Z ] + 3c(c-1)-E[Z2 -Z]	+ c-3A
c	 1 2 3
	 1 2
where
5.17
E e-yft(y)-y(t(k2))-Y(t(k 3 ))I-[ k rix . k rix - k Iqx1	 2	 3
and
W-x-1 W-x-1
EP 2• Z I = E	
E 2
2 b -b1 	 •
	
k	 kk =0 k =0
	 1	 21	 2
[	 n	 n-2Y(t(k	 -Y(t(ke	 1	 2 ]	 q,E	 •	 i q •
kixki x1	 2
Proof: 
5.18
E[ Z3 ] = ER Zi)31
1=1c
zi-zi.zi]
j=1 1=1
=	 i iqz,.zi. zi]
1=1 j=1 1=1
Since E Z • Z • Z	 depends on whether i,j and 1 represent1 j	 1	 three
different lives assured, two different lives assured or just one
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life assured, we have to consider the three possibilities in the
triple summation of 5.20. This implies that
c	 c	 c
E[ Z 3 ] = EEEE[Z -Z .Zi	 j	 1
j  1
c
+ 3.E E E[z 
1
2.z ]	 E E[z
 j	 1
1=1 j=1	 1=1
1  j
Now from assumptions 5.2, we have that:
EIZ . Z	 . Z I = -Z •Z ] if i,j and 1 are all different 5.22j	 1 1	 2	 3
and
E[Z2.z]j =E[Z2.z]2 if i j 5.23
Using theorem 4.1 for the last term of 5.21, equation 5.17 follows:
	
E[ Z3 ] = c(c-1)(c-2).E[Z .Z -Z	 + 3c(c-1).+2-Z] + c- 3A .
	
1 2 3	 1 2
where
EIZ
and
. Z . Z1	 2	 3
assuming
= E[E[Z
independence
. Z . Z	 1K ,K ,K 1]1	 2	 3	 1	 2	 3
of K,	 K1 and K,2	 3 5.18
5.24
is obtained from
equation 5.24:
1=1 j=1 1=1
i  j 1  1
5.21
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EP . Z . Z ] is by 5.18 and Z . Z] isg ven E[ i 21 2 3 g ven by	 5.6.
.Z .Z1 2 3
„.„
b.b •b •
	
k	 k	 kk =0	 k =0 k =0	 1	 2	 31	 2	 3
E [ e -Y(t(k ))-y(t(k ))-y(t(k ))11	 2	 3 kixkq•	 I CI •	 lqxk	 x1	 2	 3
and where
EN 2. Z ] = E[E[Z 2 -Z rK ,K1	 2	 1	 2 1	 2
and again assuming independence of K 1 and K2 , 5.19 Is obtained from
equation 5.25:
w__E l b 2 .b .E [ -2y(t(k	 -y(t(ke 1 )) 2 )) 1 •E	
w	 ,	 x
[Z Z = E
	
klxk	 x1	 2	 k	 k	 q •	 I CI .0k =0 k=0	 1	 2	 1	 21	 2
The skewness of the limiting average cost per policy is given by
the following theorem:
THEOREM 5.5: Under assumptions 5.2, the limiting skewness of the
average cost per policy as c tends to infinity is:
lim sk [cZ/c1	
.Z	 .Z	 - 3 . E[Z1 - Z2]-A + 2•A21	 2	 3
c-Xla	
(.
A2 )1 5
	
1	 2
5.25
5.26
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Proof:
sk[cZ/c] = sk(cZ)
	
5.27
E[ Z3 1- 3-E[ Z2 ]-E[ Z] + 2 • E[ Z13
C	 c	 c	 c
_ 
	
	 	 5.28
(E[ Z2 ] -E[ Z]2)1.5
C	 c
{ 
c(c-1)(c-2)-E[Z 
1 
-Z 2 -Z 3 ] + 3c(c-1)-E[Z 2 -Z 2] + C•
3 A
1 
—3(C(C-1)'E[Z 
1 
.Z 2] + C' 2A)*C'A + 2C3•A3
_ 	
 5.29
{ c(c-1)-E Z 1 -Z 2 
1. c. 2A _ c2 .A 211-5
dividing both numerator and denominator by c3 , we get:
1
 (1-1)(1-2-)-E[Z-Z-Z] + (1---1)-E[Z2-Z I + 12-3A
C	 c	
1 2 3	
1 2	 c
/
-3((1-1 )-Ep l -Z 21 + Ic- - 2 A)-A + 2 A3
c
_
	 5.30
{
(1).E [z .z	 .1.]	 1.2A _ A2
C	 1	 2	 c
Finally, if E[Z i - Z2] - A2 is different than 0, by taking the limit
as c tends to infinity, we obtain equation 5.26.o
Note that if the force of interest is deterministic, the limiting
variance is 0 and 5.26 becomes 0 (the skewness of a constant is 0).
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The above results relate to general contracts. In the next section
we study the second and third moments of Z (and of the corresponding
c
average cost per policy) for a portfolio of n-year temporary assurance
contracts, each with sum assured 1.
5.2 Temporary Assurance. 
5.2.1 Second moment of Z.
C
For the particular portfolio of n-year temporary assurance
contracts, all with sum assured 1, issued to c independent lives assured
aged x, the total present value of all the benefits to be paid, cZ, is
defined as in 5.1 with Z i given by 4.11.
From theorem 5.1, we can find the second moment of Z by using 5.5
c
with the appropriate version of 5.6. Note that for n-year temporary
assurance contracts equation
n-1	 n-1
EP I:Z2] =	 E	 E	 E[ e —Y
k =0 k =0
5.6 becomes:
(k	 +1)—y(k	 +1)1	
2 ./c	 l qx.k	 lqx1	 2
5.31
1	 2
As	 evaluating	 the	 double	 summation	 in	 5.31 is relatively
time-consuming, it is more economical to use a recursive approach (based
[
on the term of assurance) to evaluate E Z -Z . It is possible to use1 2
the expected value of Z i -Z2
 for (n-1)-year temporary assurance contracts
to obtain that of Z -Z for n-year temporary assurance contracts,1 2
thereby avoiding the double summation.
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E[ Z2 ] = c-(c-1)-E p -Z ] + c-2A1
c	 n 1 2 5.34x:rT1
[
A new notation must be introduced to avoid confusion. Let E Z -Z
n 1 2
be the expected value of Z 1 - Z2 where Z l and Z2 are the random variables
of the present value of the benefits payable under n-year temporary
assurance contracts issued to two lives assured aged x. So E [ Z -Z 1 is
n 1 2
given by 5.31.
It is fairly straightforward to verify that the following recursive
equation holds:
n-2
E [Z -Z ] = E	 [Z
	-Z ] + 2	 E E[e-Y	 (n)-y(k+1)].k I 
q]. 
n-1 1 xq
	
n 1 2	 n-1	 1 2
k=0
+ E[e-2y(n)] . ( )2
n-1 1 qx 5.32
Note that the starting value for 5.32 is:
El [Z1 - Z2
1 = E [e-2y (111 
• qx
2 	 5.33
The specific result in 5.5 gives:
Finally, the variance of the average cost per policy is given by
5.12 with E[ cZ2 1 given by 5.34 and E[Z] being 4tk•
Figure 5.1 illustrates the standard deviation of the average cost
per policy for portfolios of n-year temporary assurance contracts issued
to c lives assured aged 30.
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Figure 5.1 Standard deviation of the average cost per policy
n-year temporary assurance contracts issued at age 30
Ornstein-Uhlenbeck 3=.06 3 =.1 a=.1 c=.01
o
c= 1
	  C = 10
c = 100
c =
c
1000
For the portfolio of size one, i.e. c=1, the curve in figure 5.1 is
exactly the curve for age at issue 30 in figure 4.2. The shape of this
curve has therefore been explained in section 4.2.2.
For the limiting portfolio (i.e. as c tends to infinity) the
variance of the average cost per policy, c /
c
	is given, from theorem
5.2, by equation 5.11 and using 5.31 for E[Z 1 -Z2]. Thus
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n-1	 n-1
=E Ekl qx . kk 1 =0 k 2=0 1	 2 lqx.[EP
-y(k +1)-y(k 2+1)]1
e-y(k +1)2 5.36
e
-Y(k 1 4-1) ,	 e-Y(k2+1) 5.37
n-1 n-1
Urn [cz/ = E	 qe-Y(k1
c4	
+1	 2)-5"k +1) ' lc lqx.k2 ICCco	 C	 1k =0 k =01	 2
-	 E E[e-Y(k1+1)
k =0	 11
n	
].k qx 12
-1
5.35
1
- E[e-y(k1+1) .E
n-1 n-1
liM V[Z/] = E	 E k 1 0:1; k iqx•cov
c403	 CJ k =0 k =0 1	 21
1	 2
From 5.37, the limiting variance of the average cost per policy is
increasing with n since cov[ e-Y(k 1 +1) , e-Y(k 2+1)
/
 
is positive. That this
last covariance is positive may be seen from the following steps:
First, note that
covie-y(k 1 +1) , e-y(k +1)2	 = h-[ e -y(k 1+1)-y(k 2+1)]
- qe-Y(k1+11.E[e -y(k2+1)1
	
5.38
93
from 3.14, this may be written as:
= exp -E[y(k1+1)+y(k2+1)]
	 +	 .5 V[y(k1+1)+y(k2+1)]
- exp -E[y(k1+1)]+.5 V[y(k 1 +1)] . exp -E[y(k2+1)]+.5 V[y(k2+1)] 5.39
= exp -E[y(k1+1)+y(k2+1)]
	 +	 5CV[y(k1+1))+V[y(k2+1)1}.
[ 
exp cov(y(k1 +1),y(k2+1))	 - 1 I 5.40
Second,	 note	 that	 5.40	 is	 positive	 if	 cov(y(k1 +1),y(k2+1)) is
positive.	 And	 referring
	 to	 2.39	 and	 2.9,	 it	 is	 clear	 that this
covariance is positive,
	 so 5.37 is increasing with n.
In other words,	 for the limiting portfolio, 	 when n is small, the
average	 cost	 per	 policy	 is	 made	 up	 of	 a	 large	 proportion	 of the
portfolio for which no benefit is payable (with a variance of 0) and a
small proportion of the portfolio for which a death benefit having a
random present value is payable. Globally, the average cost per policy
will then have a small variance. When n increases, there is a reduction
in the proportion of the portfolio receiving no benefit but an increase
in the proportion receiving a death benefit (with a random present
value). There is, therefore, an increase in the variance of the average
cost per policy.
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The reason why the limiting curve (corresponding to c tending to
infinity) increases slowly with n for n small (1 to 20), then more
rapidly (20 to 60) and slowly again ( 60 to 73) is the existence of a
high	 mode	 in	 the	 probability	 function	 of	 K(30),	 the
curtate-future-lifetime of a life assured aged 30, around 50.
It is of interest to note from figure 5.1 that the average cost per
policy for a portfolio of only 100 policies has about the same variance
as that of a very large portfolio (c tending to infinity). This variance
is almost identical for any portfolio of 1000 policies or more.
It is also interesting to note that although the standard deviation
of the average cost per policy is not sensitive to the size of the
portfolio when the portfolio is large, it is very sensitive to the
number of policies for small portfolios.
5.2.2 Third moment of Z.
C
From theorem 5.4, we can find the third moment of Z by using 5.17
C	 .
with the appropriate versions of 5.18 and 5.19. For n-year temporary
assurance contracts, the appropriate version of 5.18 is given by:
EP •Z 'Z ] =1 2 3
n-i	 n_ i 11-1
E	 E	 E E[e -Y(k 1 +1)-Y(k 2 +1)-y(k +1)3	 I 'I 4a . I -m .	 q- 5.41k	 x k	 Ik k I x
k =0 k 
=0 k =c)	 1	 2	 3 ,
1	 2	 3
and the appropriate version of 5.19 is given by:
n-1
E [Z2 -Z ]=	 11 2
k =0
n-1
X E
k =0
e-25"k1+1)-Y( k 2+1) • k 1
ici 
x -
	 1
ki qx1	 2
5. 42
1	 2
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E [Z -Z . Z1 = E	 [Z . Z . Z ]
n 1 2 3 n-1	 1 2 3
n-2
+3 E
k =0
1
n-2
+3 E E[e
k=0
n-2
EE
k =02
-y(k+1)-2y(n)].
(k	 +1)-y(k
-Y	 1[e
klqx(n-11
2 +1)-y(n)
q)
x
.
k 1
2 +E
I qx • k	 I Clx2
(n)[e-33] .
. n-1 I qx
(	
1 I q)3n-x 5.43
Looking at 5.41 we notice that there is a triple summation which
must be very time consuming to evaluate. This suggests that a recursive
approach to evaluate E[ Z i -Z2 -Z3 could be more effective. In fact, it is
possible to use the expected value of Z 1 -Z2 -Z3 for (n-1)-year temporary
assurance contracts to obtain that of Z -Z - Z3 for n-year temporary1 2 
assurance contracts, therefore avoiding the triple summation. The same
applies to 5.42 with its double summation.
As we did in section 5.2.1, we must introduce a new notation to
[
avoid confusion. Let E Z -Z -Z	 be the expected val-e of Z . Z .Z
n 1 2 3	 1 2 3
where Z , Z and Z are the random variables of the present value of the1	 2	 3
benefits payable under n-year temporary assurance contracts issued to
three lives assured aged x. So E [Z .Z 2 -Z 3] is given by 5.41.n 1 
Also let E[ Z2• Z be the expected value of Z2• Z for two n-year
n 1 2	 1 2
temporary assurance contracts issued to two independent lives assured
aged x. Then E [Z2• Z 1i s given by 5.42.
n 1 2
It is fairly straightforward to verify that the following recursive
equations hold:
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5.44
5.45
5.46
and
(k+1)-Y(n)
E [Z2 -Z = E	 [Z2•Z +n2E e-2Y
n 1 2
	
n-1	 1 2 k=0
n-2
lq2E Eie-Y(k+1) - 2y (n) • k I qx • n-1 I qx + E [e-3' (r1) ] • n-1 x)k=0 L
Note that the starting value for 5.43 is:
E {Z • Z •Z	 = E[e-3Y(1) ] • ( c; )3
2 3
and the starting value for 5.44 is:
E rZ2 -Z 1 = qe-3Y" ) ] • (q )2
l 2]
Those specific results in 5.17 gives:
	
El Z3 ] = c(c-1)(c-2)-E [Z -Z •Z	 + 3c(c-1)-E [Z2 -Z	 + c •3A1	 5.47
n	 1	 2 3	 n	 1	 2	 x:r-11
Finally, the skewness of the average cost per policy is given by
5.28 with El Z3 ] given by 5.47, El Z2 ] given by 5.34 and El Z] by Alx:rq.
Figure 5.2 illustrates the skewness of the average cost per policy
for portfolios of n-year temporary assurance contracts issued to c lives
assured aged 30.
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Figure 5.2 Skewness of the average cost per policy
n-year temporary assurance contracts issued at age 30
Ornstein-Uhlenbeck 8=.06
	 =.1 a=.1 c=.01
o
c= 1
C = 10
C = 100
C = 1000
-) co
The curve for c=1 in figure 5.2 corresponding to only one n-year
temporary assurance contract is the same as the one for age at issue 30
in figure 4.3. The skewness of the present value of the benefit for one
temporary contract has been discussed in section 4.2.2.
For the limiting portfolio, i.e. c tending to infinity, the
skewness of the average cost per policy, c / 
' 
is given, from theorem
5.5, by equation 5.26 and using 5.31 for E[Z 1 -Z2] and 5.41 for
Epz .l.2Z31.
98
Z
For short term temporary assurance contracts, the skewness of c /
c
for c equal 1 is quite different and larger than that for c tending to
infinity. For longer term temporary contracts, the variations in this
skewness when the number of policies in the portfolio increases are not
as important as for short term contracts. Note that the skewness of
Z
c 
/rc 
has a minimum.
From figure 5.2, we see that, at least for terms in excess of 20
years, a portfolio with as few as ten temporary contracts issued at age
30 has about the same asymmetry as a very large portfolio (c tending to
infinity). And for any portfolio of 100 policies or more, the
asymmetries are about identical.
As a final remark concerning a portfolio of n-year temporary
assurance contracts issued at age 30, figures 5.1 and 5.2 suggest that
all portfolios of at least 1000 policies will have about the same
distribution for their average cost per policy. This suggestion comes
from the fact that the average cost per policy for such portfolios would
have exactly the same expected value and approximately the same value
for its standard deviation and skewness.
Our next section considers the results corresponding to those above
for a portfolio of endowment assurances, each with sum assured 1.
5.3 Endowment Assurance. 
5.3.1 Second moment of Z.
C
For the particular portfolio of n-year endowment assurance
contracts, all with sum assured 1, issued to c independent lives assured
aged x, the total present value of all the benefits to be paid, cZ, is
defined as in 5.1 with Z given by 4.26.
i
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From theorem 5.1, we can find the second moment of eZ by using 5.5
with a modified version of 5.6, which for n-year endowment assurance
contracts becomes:
n-1	 n-1
EP1 *Z2] = E	 E E[e -Y(k +1)1	 -Y(k 2 +1)
	
. k	 lqx
	
k =0 k =0	 1	 2
1	 2
n-1
+ 2 E E[e
k=0
-y(n)-y(k+1)].
q	 P
k	 xnx +El	 • e
-2y(n)].(
n x)2
5.48
Noting that the double summation in 5.48, i.e.:
n-1 n-1E E e-Y (k +1)-y(k +1)1	 2	
k• k 
i q xiq
xk=0 k=0 1	 2
1	 2
is exactly the expected value of Zi -Z2 for two n-year temporary
assurance contracts (see 5.31), we have that the expected value of Zi-Z2
for two endowment contracts is that of Z - Z
2 
for two temporary contracts
plus extra terms due to the survival benefit.
Since E[ Z - Z
2 
for two temporary assurance contracts has already
1 
been studied in section 5.2.1, we can use the results of this last
section, namely the recursive equation 5.32 with the starting value
given by 5.33, to evaluate the double summation in 5.48. And adding the
other terms of 5.48, i.e.:
n-1
k x n x2 E qe-y(n)-Y(k+1)1k=0	 •	 .1. l c' • P	 EP
-2y(n)]
•(nipx)2
[
we obtain E Z -Z for two n-year endowment assurance contracts.
1 2
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The second moment about the origin c of Z for a portfolio of n-year
endowment contracts is then, from 5.5:
E[ 72 ] = c . (c-1) . Ep • Z I + c .2A	 5•49
c	 1	 2	 x:;11
Finally, the variance of the average cost per policy is given by
5.12 with E[Z2 ] given by 5.49 and E[Z] being Ax:;].
Figure 5.3 illustrates the standard deviation of the average cost
per policy for portfolios of n-year endowment assurance contracts issued
to c lives assured aged 30.
For the portfolio of size one, i.e. c=1, the curve in figure 5.3 is
exactly the curve for age at issue 30 in figure 4.6. Some discussion
relating to this curve has been given in section 4.3.2.
For the limiting portfolio, i.e. c tending to infinity, the
Z
variance of the average cost per policy, c /
c
 , is given, from theorem
5.2, by equation 5.11 and using 5.48 for E[ Z i -Z2 as follows:
(k +1)-y(k +1)
liM VV/ ] = ni:1 nf E e -Y 1
c oo	 C	 2	 ./c 1 ICI"21	 Iqxk=0 k2=0
n-1
+ 2 E qe-Y(n)-Y(k+1)]
k x nPx + E 
e
-2y(n)] 4 p ) 2
k=0	 • I CI .	 n 
x
12
_ E qe-"1"11
. q +E[e-y(n)] '
n
P
xrk=0	 kl x
5.50
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n-1 n-1
E	 1 —E E[e- Y ( k +1) . E y(k +1)2k =0 .1c 1rix.k2 I%k =01	 2
Figure 5.3 Standard deviation of the average cost per policy
n-year endowment assurance contracts issued at age 30
Ornstein-Uhlenbeck 8=.06 8
o
=.1 a=.1 a=. 01 
1c=
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c = 100
The last term of 5.50 may be written, on expansion, as:
n-1
+ 2 E qe—Y(nTELY(k+1)]
k=0	 .krix.nPx	
E e-Y(n". p 2
n x
5.51
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V[e-y(n) ] will
Then, appropriate regrouping of the terms in 5.50 and using 5.51,
we easily obtain the following:
n-1 n-1
cov e
-y(k +1)	 -y(k +1)
1 iM NicZ/ = 
k 
E	
0	
1	 , e	 2
c--)00	 C	 E k I qx • k2 I 14-=0 k =	 l'1	 2
n-1
	
+2 E	 q • p - cov e-Y(n	
2 
V
	) 	 -y(k+1) ( p - Fy(n)]
kl x n x	 ,e
	
k=0	
n x
For n small,	 l q 	for k=0,1,.. .,n will be relatively smallk x
in comparison with p. Accordingly, in this case,
n x
be the dominant term in 5.52. Note that V[ e-y(n)] has a maximum value
for n about 15 (see figure 3.3).
As n increases, the other two components of 5.52 become more
important and (nPx)
2 
• V [e-Y (n)]
 
will become relatively small, since 
npx
decreases with n and V[ e '] also decreases after duration 15.
Summarizing, we may say that the limiting curve in figure 5.3 has
such a shape because, for n small, the pure endowment benefit is most
important. This implies that the standard deviation of the average cost
5.52
103
per policy will be approximately the standard deviation of the present
value of this pure endowment benefit multiplied by the square of the
probability of survival to the end of the term of the contract. For n
large, the death benefits are more important and the standard deviation
of the average cost per policy is a weighted sum of the standard
deviations of their present values.
Other interesting observations that we can make from figure 5.3 are
that, firstly, for n equal one, the standard deviation of the average
cost per policy is the same for portfolios of any size. It is the
standard deviation of e-y(1)
Secondly, the average cost per policy for a portfolio of only 100
policies has about the same variance as that of a very large portfolio
(c tending to infinity). Moreover, a portfolio of even as few as 10
policies has about the same variance of the average cost per policy as
that of a limiting portfolio as long as the term of the endowment
contracts is not more than 20 years.
Thirdly, although the standard deviation of the average cost per
policy is not sensitive to the size of the portfolio when the portfolio
counts at least 10 policies, it is very sensitive to the number of
policies for smaller portfolios.
5.3.2 Third moment of Z.
C
From theorem 5.4, we can find the third moment of Z by using 5.17
c
with the appropriate versions of 5.18 and 5.19. Equation 5.18 for n-year
endowment assurance contracts becomes:
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5.53
5.54
E{Z • Z • Z ] --;1	 2	 3
n-1 n-1 n-1 (k +1)-y(k +1)-y(k +1) .
lE	 E	 E	 1	 2	 3k =0 k =0 k 1:0	 e-Y k qx . k l qx . k 101.1	 2	 3,
I 2
n-1
3
n-1
+ 3	 E -y(k +1)-y(n)]E	 EP-5"k 1 +1) 2
.1c	 l qx . k	 Iclx.riPx
k =0 k =0 1	 2
1	 2
n-1
+ 3 E EP -5"1".1)-2Y(n T ki qx • iripxY + E [e -3y(n)] (
n
 )3
k=0
and equation 5.19 becomes:
n-1 n-1
E[Z2• Z 1 = E	 E E e-2y(k1 +1)-	 2y(k+1) i-	 q -	 q1	 2	 k lxkl x
k =0 k =0	 1	 2
1	 2
1n-
k+1)-y(n)]+ E E[e-21"
.krix.nPx
k=0
n-1
•Itiqx.npx + E[e-3Y(n)]+E qe -Y(k+1)-2y(n)]
k=0	
.(
n
Px)2
Looking at 5.53, we notice that the triple summation, i.e.:
n-1 n-1 n-1
E	 E	 E E e -Y(k +1)- Y(k +1)-y(k +2)1	 2	 3	 .k1 1qx.k2 1qx.k3 1qxk =0 k =0 k 3 =01	 2
• P
x
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is exactly the expected value of Z i -Z2 -Z 3 for three n-year temporary
assurance contracts (see 5.41). We then have that the expected value of
Z -Z •Z for three endowment contracts is that of Z -Z -Z for three1 2 3	 1 2 3
temporary contracts plus three extra terms due to the survival benefit.
Since E[ Z -Z 2 -Z 3 for three temporary assurance contracts has1 
already been studied in section 5.2.2, we can use the results of this
last section, namely the recursive equation 5.43 with the starting value
given by 5.45, to evaluate the triple summation in 5.53. By adding the
other terms of 5.53, i.e.:
n-1	 n-1	
[ Y- (k +1)-y(k 2 +1)-y(n)3 E	 E Ee	 1
.ic 1 ICI" rix.nipxk =0 k =0	 21	 2
n-1
+ 3 E E[e
k=0 1
-y(k+1)-2y(n)
.klqx.inpx)2 + E[e
-3y(n)] (
	 13
' p
n x
[
we obtain E Z -Z -Z for three n-year endowment assurance contracts.1 2 3
Now looking at 5.54, we notice that the double summation, i.e.:
n-1 n-1
E	 E E e -2y(k +1)-y(k +1)1	 2	 .1( l qx.k lqxk =0 k =0	 1	 21	 2	 .
is exactly the expected value of Z 2• Z for two n-year temporary1 2
assurance contracts (see 5.42).Then the expected value of Z2• Z for two1 2
endowment contracts is that of Z 2 -Z for two temporary contracts plus1 2
extra terms due to the survival benefit.
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Since E[ Z2. Z
2 
for two temporary assurance contracts has already
1 
been studied in section 5.2.2, we can use the results of this last
section, namely the recursive equation 5.44 with the starting value
given by 5.46, to evaluate the double summation in 5.54. And adding the
other terms of 5.54, i.e.:
n-1E E[e -2y(k+1)-y(n)]
'klqx.nPxk=0
+ E[e
n-1
-2y(n)]+	 E qe-Yik+1)
.klqx.npxk=0
-3y(n)] (	 ) 2
• 
n
P
x
[
we obtain E Z2. Z for two n-year endowment assurance contracts.
1 2
The third moment about the origin of Z for a portfolio of n-year
C
endowment contracts is then, from 5.17:
V Z3 ] = C(C-1)(C-2)'E[Z 
1 
"Z 2 •Z 3 ] + 3c(c-1) . E[Z2 -Z] + c'
3
A
c	 1	 2	 x:ITI
Finally, the skewness of the average cost per policy is given by
5.28 with E( Z3 ] given by 5.55, E[ Z2 ] given by 5.49 and E( Z] by A	 .
C	 c	 c	 x:;11
Figure 5.4 illustrates the skewness of the average cost per policy
for portfolios of n-year endowment assurance contracts issued to c lives
assured aged 30.
The skewness of only one n-year endowment assurance contract,
illustrated by the curve with c=1 in figure 5.4, has been discussed in
more general terms in section 4.3.2, as it is a particular case (age at
issue of 30) of figure 4.7.
5.55
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Figure 5.4 Skewness of the average cost per policy
n-Vear, endowment assurance contracts issued at age 30
Ornstein-Uhlenbeck 6=.06
	 =.1 a=.1 T=.01
o
For the limiting portfolio, i.e. c tending to infinity, the
skewness of the average cost per policy, c /c
	is given, from theorem
5.5, by equation 5.26 and using 5.48 for E[ Z -Z
2
 and 5.53 for1 
EIZ • Z •Z1 2 3
Note that for n small, p will be relatively large and the
n x
]
dominant term of 5.53 will therefore be E[e -3Y(n) .( p 3 where
n x
[
E e-3Y(n) is the third moment about the origin of the present value of
the pure endowment benefit.
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For short term endowment contracts, where the pure endowment
benefit is most important, the size of the portfolio does not influence
the asymmetry of the average cost per policy as much as it does for long
term endowment contract. Note that for n-year temporary assurance
contract we had the opposite.
We can see from figure 5.4 that for n equal one, the skewness of
the average cost per policy is the same for portfolios of any size. It
is the skewness of
For the parameters used to obtain figure 5.4, the number of
policies which minimizes the skewness of the average cost per policy is
between 8 and 14 depending on the value of n.
Finally from figure 5.4, we note that a portfolio with as few as
100 endowment contracts issued at age 30 has approximately the same
asymmetry as a very large portfolio (c tending to infinity). Note that
for endowment assurance contracts with terms of 40 years or less, the
first three moments of Z	 for portfolios of at least 100 policies are
c /c
almost identical. This suggests that for terms of 40 years or less the
distribution of the average cost per policy may not vary greatly with
the number of policies, provided that this is at least 100.
Our final section considers a portfolio of whole-life assurances.
5.4 Whole-Life Assurance. 
5.4.1 Second moment of Z.
C
For the particular portfolio of whole-life assurance contracts,
each with sum assured 1, issued to c independent lives assured aged x,
the total present value of all the benefits to be paid, cZ, is defined
as in 5.1 with Z i given by 4.35.
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E[ Z2 ] = c.(c-1).E[Z .Z I + c- 2A	 5.56C 1 2	 x
where
E [
Z • Z 1
W-x-1
=	 E W-x-1E	 E[e -Y (k	 +1)-y(k	 +1)1	 2 5.571	 2 k 1 =0 k 2 =0
.k
1
lqx.k
2
ri x
Note	 that	 5.57 may	 also	 be	 evaluated	 by	 using the recursive
We can find the second moment of Z for a portfolio of whole-life
C
assurance contracts from theorem 5.1. We then use equation 5.5 where
[
E Z . Z is now given by 5.31 with n = w-x. Algebraically, we have:1 2
equation 5.32 with the starting value given by 5.33.
Finally, the variance of the average cost per policy is given by
5.12 with E[ Z2 ] given by 5.56 and E[ Z] being A.
c	 c	 x
Table 5.1 presents the standard deviation of the average cost per
policy for different sizes of portfolio of whole-life assurance
contracts issued to independent lives assured aged 30.
For n = w-x, a temporary assurance or an endowment assurance with
term n years is in fact a whole-life contract. Accordingly, with an
issue age of 30, for n = 73, the values for each curve in figures 5.1
and 5.3 are given in table 5.1.
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Table 5.1 Standard Deviation of Z
c /c
Whole-Life issued at age 30.
Ornstein-Uhlenbeck80=.06 8=.1 a=.1 m=.01
c SD[cZie]
1 .0974602
10 .0419695
100 .0314283
1000 .0301723
10000 .03r)438
al .0300295
As one would expect, from the earlier comments relating to figures
5.1 and 5.3, the standard deviation of the average cost per policy is
fairly constant for portfolios of 100 policies or more. When c is small,
however, the standard deviation decreases rapidly as the size of the
portfolio is increased.
5.4.2 Third moment of Z.
C
From theorem 5.4, we can find the third moment of Z for a
C
portfolio of whole-life assurance contracts by using equation 5.17 with
the appropriate versions of 5.18 and 5.19. These last two equations
being given by 5.41 and 5.42 respectively with n replaced by w-x in each
case. We then have:
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EP -Z -Z 1 =1 2 3
W-x-1 C)-x-1 W-x-1 (k1+1)-y(k +1)-y(k +1)
E	 Zk 1 =0	 =0 k 1:0 
E e-Y	 2	
3	 .1( l q"2 I CI" lqx	
5.58
1  k 2	 3	 1	
3
and
w-x-1	 C)-x-1
E[Z2 -Z
1	 2] =	 z	
E	 E[e-2y
k =0	 k =0
1(k	 +1)-y(k 2 +1)].
q	 •	 lqklxkx1	 2
5.59
1	 2
Note	 that	 5.58	 may	 also	 be	 evaluated	 by	 using	 the recursive
equation 5.43 with the starting value givea by 5.45. The same applies to
5.59 with equations 5.44 and 5.46.
From 5.17, the third moment about the origin of CZ is then:
E[ Z3 ] = c(c-1)(c-2)-EP -Z -Z I + 3c(c-1)-E[Z2 -Z2] + c- 3A	 5.60c	 1 2 3	 1 	 x
Finally, the skewness of the average cost per policy is given by
5.28 with E[ Z3 ] given by 5.60, E[ Z2 ] given by 5.56 and E[ Z] by A.
c	 c	 c	 x
Table 5.2 presents the skewness of the average cost per policy for
different sizes of portfolio of whole-life assurance contracts issued to
independent lives assured aged 30.
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Table 5.2 Skewness of Z
c /c
Whole-Life issued at age 30.
Ornstein-Uhlenbeck8 0=.06 c3=.1 a=.1 c=.01
c sk[cZic]
1 3.9152
10 1.2046
*
14 1.1718
100 1.4695
1000 1.6155
10000 1.6328
co 1.6348
• c=14 gives the minimum skewness.
Again, for obvious reasons, the values for n = 73 on the curves in
figures 5.2 and 5.4 appear in table 5.2.
As one would expect, from the comments made about figures 5.2 and
5.4, the skewness of the average cost per policy is fairly constant for
portfolios of 1000 policies or more. But when c is small, the skewness
decreases rapidly with the size of the portfolio.
Since the first three moments of portfolios of at least 1000
whole-life policies are almost identical, they should all have fairly
similar distributions for their average cost per policy.
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CHAPTER 6
LIMITING DISTRIBUTION FOR A n-YEAR TEMPORARY ASSURANCE
6.1 Limiting Distribution. 
In this chapter, we will study the limiting distribution of the
average present value of the benefits for a portfolio of temporary
assurances, each with sum assured 1, as the number of policies tends to
infinity. The preceding chapter used a definition of Z involving a
C
summation over the c contracts of the portfolio. This definition was
convenient for calculating the moments of Z because it was possible to
c
simplify the expressions for these moments due to the mutual
independence of the time at death of the c policyholders. However,
another definition which is equivalent appears to be more appropriate
for studying the limiting distribution of the random variable, cZ.
Instead of summing over the c policies, one could consider summing
the present value of the benefits in a given year over the n
policy-years of the contract. Algebraically, an expression equivalent to
5.1 is the following:
n-1
c2 = E c •e-Y(1+1)1
1= 0
where c, 1=0,1,...,n-1 is the random variable denoting the number
i
of policies where the death benefit is actually paid at time 1+1. We let
c be the number of lives assured surviving to the end of the term, n.
n
6.1
114
6.3
6.4
Note that the sum of the c's from i equal 0 to n is c, the total number
of policies in the portfolio. Thus,
6.2
i=0
Using 6.1, one could intuitively derive that the average cost per
policy as the number of such policies tends to infinity would simply be
a weighted average of the present value functions from year 1 to year n.
The weights being the expected proportion of contracts payable in each
year,
	 i.e.
11 qx . 
The probabilistic version of this intuition is
presented in theorem 6.1.
THEOREM 6.1: As c tends to infinity, the average cost per policy
for a portfolio of n-year temporary assurance contracts tends in
distribution to: (see also Frees (1991, proposition 6))
n-1
C
n 
= E	 .e-y(i+1)
x1=0
Proof: This result is true if
n-1(
oz i
	-y( +1)
C —	 = E N/c - ilqx)-e
,=0
tends in probability to O.
We use the well-known result that if X tends in probability to
0 and Y has finite mean and variance, then X . Y tends in
probability to O. (see, for example, Chung (1974, p.92))
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Here,	 c is binomial(c,	 l q ) so,	 c	
-	
tends in
i	 i I x	 i/c	 ilqx)
-Y(i+1)
e	 iprobability to 0 for each i. And as	 s log-normally
distributed with finite mean and variance, it follows that:
n-1 (c
-y(1+1)
E I vc - i l qx ) .e1 .0
tends in probability to 0. o
Therefore, one could think of C as the random variable denoting
n
the limiting average cost per policy for a portfolio of n-year temporary
assurance contracts.
Now, one could theoretically obtain the density function of 	 by
n
integrating the joint density function of the y(i)'s over the
appropriate domain. The expression would look like the following:
f (z) = .•.• J.	 f fs,(y
l' 
y2' ... ' y ) dy dy ---dy
n
i
	 n	 1 2
-
n
Y
n Y2 Y1
where Y = (y(1), y(2), ...,y(n)) and is multivariate normal.
But this approach is not possible from a practical point of view as
it is excessively laborious to evaluate 6.5 even for n as small as 5. In
the next section, however, we derive a recursive equation from which one
can approximate the distribution of C .
n
6.5
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Let z be a possible realization of
i
and y be a possible
.1S
6.7
6.8
6.2 Recursive Equation. 
Since C is a summation over the policy-years, it is easy to break
n
it down into the sum of C	 and a term for the nth policy year. The
n-1
recursive equation for C is then given by:
n
	
n-1	 n-2
	
<
n
 = E	 q .e-y(1+1)
	
- E	 q .e	 +-y(i+i)il
-y (n)
i=o  
lc'= C	 +
n-1
	 n-11 x
6.6
realization of y(j).
Let the function g (z ,y ), a somewhat unusual function based on
n n n
the distribution function of C and the density function of y(n), be
n
defined as:
gn ( Zn' Yn ) = P (St Zn) • fy(n) (Yn I Sk.. Zn)
or equivalently,
g (z ,y ) = f
y(n) ( Yn ) • P (Cn. Zn I Y(n)=Y)n n n
From this last result, it follows immediately that the distribution
function of Cn is given by:
co
FC (2 n ) = f	 n n ng ( Z ,y) • dy. .n
n	 -co
6.9
117
	if z	 q •e
	
1	 x 6.11
otherwise
where the function g n ( zn , yn ) may be calculated with a high degree of
accuracy from the recursive relationship contained in the following
theorem.
THEOREM 6.2: The function g n ( z n , yn ) may be obtained recursively
from:
- Y ng
n
( z
n
, y
n	
y(nfd nyly(n-1)=y	 .g	 (z -	 q .e	 ,y	 ) dy	 6.10
n1)	 n-1 n n-1 I x	 n-1	 n-1
n-1
with the starting value:
g1 (z1 , y1 ) =
[y1- E(y(1)11
0 	
sd[y(1)]
0
We use the notation 0( . ) to denote the pdf of a zero mean and unit
variance normal random variable. Note also that given that y(n-1) equal
y	 , y(n) is normally distributed with mean:
n-1
E[y(n)ly(n-1)Y 1] =
cov(y(h),Y(1-1))
E[y(h)] + 
	 	
y	 - E[y(n-1)]1
n-1V[y(h)]
6.12
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6.14
-1'
6.15
f)
°3
_co y(n	 n 
Y(I1-1)=y
f	 I	 n-1' (n-i z-n n-i iqx.e
yn)
and with variance:
cov2(y(n),Y(n-1))
V[y(n) y(n-1)=yn_ii = V[y(n)]
	
	
6.13
V[y(n-1)]
(see, for example, Morrison (1990, p.92))
Proof: To prove 6.10, we start by noting that from 6.6,
-Y
-s z ly(n)=yn) =P((
n-1n
-
n-11
q-e nly(n)=y
n
)
n	 n
Now using 6.7, 6.8 and 6.14, we have:
5 -g
n
(z
n
,y
n
)=P
n-1 	 n n-1(	
z q
-Y
Y R .. z -I x .e n)-fy(n)( n n-1	 fin-i1 q-e
but the conditional pdf of y(n) in 6.15 may be written as: (Melsa
and Sage (1973, p.98))
-Y
Y(n)(Y11(<	 z i lxq ' e	 =n-i	 n n- 
-y
fy(n-i)(Y.-1 (n-1	 n	 n) dyn_i	 6.16z -
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FIC 5 z- qe
n-1	 n n-11 x
6.19
dYn -1
Now equation 6.7 implies that:
-Y
nq .ef
y(n-1)(Yfl-1 1(n-i s. zn-n-11	 ) =
gn-1( Z n - n-1 I x
q -e	 ,Y	 )n-1
6.17
1$	
Zn-1	
-	 q
n n-1	
.e
I x
if we now make the approximation (see section 6.3 below)
-Y
n
q . e	 ) = f
y(n) (yn ly(n-1)=y 1 ) 6.18yn-1 Cn-1	 n n-1 I xfy(n)(Yn lY(n-1)=	 '	 n-
then equation 6.16 becomes:
f	 V IC	
'Y
	Yln)i- n' 'n	 *e 
n )	 fc°
-1	 n n-li x	 fY (	 n1)(Y. IY(n-1)=y
	
).
n n	 -
g	 1z-
n-1	 n-1x -e 	 ,Y	 )n n-1
-Y
-y
-Y
Finally substituting this last expression 6.19 into 6.15, we
obtain 6.10.
To obtain the starting value, we simply have to note that:
( 1= qx •e-Y(1)
	
6.20
and that
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-yi
{ 10
6.24
if z 2-  q -e
1	 x
otherwise
P 1( 1 . 1 1y(1)=y 1) =
g (z 1 ,y1	 1 )
= p(yzily(1)=y1)
= pk 
-szily(1)=Y1) 0
fy(1)(Y1)
y- E[y(1)11
6.21
6.22
i sd[y(1)]
	 j
Then, since
if y(1)=Yi, 6.23
we have that
Finally, by combining 6.24 and 6.22, we obtain 6.11,
o fy l -
if	 .e
-YlE[y(1)])
z	 q1	 xIg1 ( Z 1 , y1 ) =
{
sd[y(1)]
0	 otherwise
This completes the proof of theorem 6.2. o
Before looking at the problem of numerical evaluation of the
results of theorem 6.2, it is important to study in greater detail and
to justify the approximation involved here. This is done in the next
section.
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6.3 Justifications of the Approximation. 
Looking at the proof of theorem 6.2, we note that the result is not
exact due only to approximation 6.18 made in order to obtain a recursive
equation involving only known quantities. This approximation may be
justified theoretically by looking at two particular correlation
coefficients, one of which validates the approximation for large values
of n and the other for small values of n.
6.3.1 Correlation between y(n) and y(n-1).
From the subject of multivariate analysis, we know that the
approximation 6.18 will be acceptable if y(n) and y(n-1) are highly
correlated (see, for example, Mardia, Kent and Bibby (1979, section
6.5)). This is true since if they are highly correlated, knowing y(n-1)
would explain much of y(n). Now if this is the case, introducing any
other variable, correlated or not with y(n), in the regression model to
further explain y(n) cannot improve the situation much.
Looking back at the definition of y(n) (see 2.37) it is clear that
y(n-1) and y(n) must be highly correlated. Their correlation coefficient
will be given by: (Ross (1988, p.280))
p(y(n),y(n-1)) - cov(y(n),Y(n-1)) 	 6.25
sd[y(n)].sd[y(n-1)]
where cov(y(n),y(n-1)) is known from 2.39 and the standard deviation of
y(n) is the square root of 2.40. Note that if the Ornstein-Uhlenbeck
process is used to model the force of interest, the particular equations
become 2.48 and 2.50 respectively.
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The correlation coefficients between y(n) and y(n-1) for different
values of n, when the force of interest is modelled by an
Ornstein-Uhlenbeck process with parameter a=.1, .2 or .5 are presented
in table 6.1.
Table 6.1 Correlation coefficient between y(n) and y(n-1) 
Ornstein-Uhlenbeck	 a= .1 .2 and .5
n
p(y(n),y(n-1))
a=.1
p(y(n),y(n-1))
a=.2
P(Y(n),y(n-1))
a=.5
2 .8773 .8707 .8516
3 .9474 .9423 .9270
4 .9701 .9659 .9535
5 .9804 .9769 .9664
6 .9860 .9829 .9739
7 .9894 .9867 .9788
8 .9916 .9891 .9821
9 .9931 .9909 .9846
10 .9942 .9922 .9865
20 .9980 .9969 .9940
40 .9992 .9987 .9972
60 .9995 .9991 .9981
It is interesting to note that the correlation coefficient between
y(n) and y(n-1) is not influenced by the other parameters of the
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Ornstein-Uhlenbeck process, namely, 6 0 , 6 and c. As for 6 0 and 6, this
is due to the fact that none of these two parameters appear in equation
2.48 or equation 2.50. As for the parameter cr ., which appear in both 2.48
and 2.50, it is easily seen to cancel out in 6.25.
Table 6.1 clearly shows that y(n) and y(n-1) are very highly
correlated, especially for large values of n.
	
Therefore,	 the
approximation made to obtain the recursive equation of theorem 6.2
should be acceptable.
Another correlation coefficient could also justify, independently
of the one discussed here, the approximation 6.18. This is the subject
of the next section.
6.3.2 Correlation between e-y(n) and C
n
.
Again from the subject of multivariate analysis, we know that the
approximation 6.18 would also be acceptable if y(n-1) and .-1 contained
about the same useful information to explain y(n) (see, for example,
Mardia, Kent and Bibby (1979, section 6.5)). But since y(n-1) and
contain exactly the same information, studying the relationship
between y(n-1) and C
-n-1 
has to be equivalent to studying the
relationship between e -Y(n-1) and C . The latter being much easier to
n-1
work with.
In other words, if e'
	 C. are highly correlated, the
approximation would be reasonable. The correlation coefficient between
these two random variables is: (Ross (1988, p.280))
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covie-y(n)	 1, cn i
Sd[ e -Y (1 • Sd[ <n]
6.26p (e-Y(n)	
)
, <n
-
covie-y(n) ,
n-1
E
,q -eil x1=0
-y(1+1) )
- 6.27
6.28
6.29
r n-1
q . e-y(i+1) 3
0sd{ e -Y(n) ] • sdl. E .i=0
E	 ilqx. 
cov e
-y(n)
e -5,(14-1), 	 )
1=0
-
_y(n)]. f y n17.1
cov e
-y(1+1) 
,e
-y0+1)
sd[ e
1 i=0 j=0L ilqx.irix.
-y(1)	 -y(J) )
	
where cov(e
	
,	 i
	
es 	 given by:
(e -Y(i) ,e -Y(j) )cov	 = E[e -Y(i) -e-Y1 - E[e-YUTE[e-Y(i)]
The correlation coefficients between e -Y(n) and < , for different
n
values of n, when the force of interest is modelled by an
Ornstein-Uhlenbeck process with particular parameters are presented in
table 6.2.
n-1
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Table 6.2 Correlation coefficient between e-y(n) and C
n
Ornstein-Uhlenbeck6=.06 6 0=.1, a=.1
n
p(e -Y(n) ,C
n
)
T=.01 x=30
-Y(n)
P(e	 , C n )
T=.02 x=30
p(	 -y(n)
T=.01 x=50
1 1.0000 1.0000 1.0000
2 .9899 .9899 .9912
3 .9824 .9824 .9849
4 ,9770 .9770 .9802
5 .9728 .9727 .9765
6 .9693 .9692 .9735
7 .9665 .9663 .9708
8 .9642 .9638 .9684
9 .9622 .9617 .9662
10 .9605 .9599 .9641
20 .9535 .9518 .9455
40 .9368 .9321 .8693
60 .8730 .8494 --
Note that p(e-Y(1) , 1C ) is 1. This implies that approximation 6.18
is exact for n=2. The correlation coefficient of table 6.2 suggest that
the approximation should be good especially for small values of n.
Combining the two conclusions drawn from the results presented in
table 6.1 and table 6.2, we note that the approximation should be
acceptable for all values of n. In effect, from table 6.1 we know that
it is good for large values of n and from table 6.2 , we have just seen
that it is good for small values of n.
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Now that the results of theorem 6.2 appear to be justified, we need
to solve the integral equations 6.9 and 6.10 in order to find the
distribution of	 • We may solve them analytically if possible, or else
n
numerically.
6.4 Numerical Evaluation of the Distribution of
	 .
n
For non-parametric mortality tables such as the one used for our
illustrations, it is certainly impossible to express the function g
TI
analytically. We are then confined to solve those equations numerically.
Note that even for parametric mortality models, it would be very
surprising that analytical solutions exist to those equations.
In this section, two methods are proposed for finding numerically
the distribution of SI .	 They are numerical	 integration and
discretization.
6.4.1 Numerical integration.
A first method that one might use to solve equations 6.9 and 6.10
is to integrate numerically. In this respect, one could use a composite
integration method such as those presented in section 4.4 of Burden and
Faires (1989).
For example, using the composite trapezoidal rule (Burden and
Faires (1989, p.177)) with nby equally spaced values for Y
n-1 f the
function gn is approximately given by:
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[yn_i [nbyl - yn_1[1]
2-(nby - 1)gn(z,,Y.[,]) =
•
{fY(h)(Yn[i) I Y(11-1)=yn_i [1]) • gn-1 zn-n-liqx.e-yn"] pY 	[1] +)n-1 
f y(n)(Yn[i]ly(n-1)=y [nbn_i d'g (Z -	 1	 nn-1	 - n-l i qx *e-Y [I] , Yn-1 [nby]) +
nb-1	 -Y Ili
2.	 fv(n)(Yn[i]lY(n-1)=Yn_i[j]). gn_i Zn-n_liqx-e n 	 ,y 1 [i]	 6.30
J =2 -	 n- "
where yn [1],
 Yn [nby] are chosen to be:
Yn [ 1 ] = Efy(n)] - 4'SCIEY(n))
	
6.31
y [nbyl :-. - Ely[n]1 + 4•sd[y(n)]
	
6.32
n
and where the particular values of the function g 	 needed in 6.30
n-1
are obtained by linear interpolation. That is:
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[g ( z , y [1]) + g
n
( 2
n
, y
n
[bby]) +
n n n
rn [nby) - y	 ]
F	
n[1 1
c (zn ) g
n	 2.(nby - 1)
-y (11
g	 (z 
n -
	 q -e n	 ,y	 [j]) --1 g	 1z 1	 ,y	 [j]) +
n-1	 n-11 x	 n-1	 n-1	 n-1	 n-1
fg 1 (z
z
n-1
,y
1 
[j]) - g	 iz i
1
,y
1 
Ejlil •
n-	 n-	 n-1 n-	 n-
-y
n
 [ 1] )
— z
1 )
(k	 qen-n-lIx.	 n-1
2	 1Z	 -2
n-1	 n-1
with z2 being the smallest chosen value for z 	 that is larger or
n-1	 n-1
- y
n
Ii]
equal to z -
	
q -e	 for which g	 is known. And z 1	 being the
n n-1 
I x	
n-1	 n-1
largest chosen value for
	
z	 that is smaller or equal to
n-1
-y Li]
nZ -	 q -e	 for which g	 is known.
n n-1 I x
	
n-1
Finally, the distribution of Cn , using the composite trapezoidal
rule with nby equally spaced values of yn is approximately given by:
6.33
nb-1
2 .
	g (z ,y [1])	 6.34
n n n1=2
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6.35
6.36
This method has been tried without much success. The number of
points required to obtain a reasonable accuracy was too large, making
the method far too time consuming.
Another method of numerical integration (the composite Simpson's
rule) has also been tried, but the improvement over the trapezoidal rule
was not very significant. The number of points needed to obtain good
results was still too large.
In the light of these results, a discretization has been studied.
This is the subject of the next section.
6.4.2 Discretization.
As an alternative to numerical integration, one could consider
using a discrete distribution for y(n) which reasonably approximates its
continuous normal distribution. The effect of such a discretization on
the results of theorem 6.2 would only be to replace the integrations by
appropriate summations in 6.9 and 6.10. The specific results, using nby
points, would be:
nby
F
	 ) PA E	 g (z ,y [i])C n	 n n n
n	 1=1
where gn (zn ,yn [i]) is obtained recursively from:
nby
g (z ,y (1]) ,1' E P(y(n)=y
n
[i]ly(n-1)=Y
n-1 [j])*n n n J=1
-y El]
g
	
1z-	 iq • e
n-1 n -1	
n
 x	 n-1I Y[ii)
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a-
b-
6.38
6.39
The conditional probability in 6.36 may be chosen to be:
P ly(n) =yn [i]ly(n-1) =yn_i [j]) = t(b) - t(a)	 6.37
where a and b are given by:
.5(yn [i-1] + yn [i]) - E[y(n)ly(n-1)=Yn_i[j]]
sd[y(n)ly n-1)= Yn-i[ji]
. 5 (Yn [ i+1 ] + yn [i]) - E[y(n)ly(n-1)=Yn-1 [i]]
sd[y(n)ly(n-1)=Yn_ltil]
Note that yn [0] should preferably be a very small and negative
value, such as -100, and y n [nby+1] be a very large value, such as 100.
This would ensure that the probabilities given by 6.37, for
1=1,2,...nby, sum to one, i.e.:
nbyE fly(n) =yn [i]ly(n-1) =y[j]) = 1
1=1
Finally, the particular values of the function g n_i needed in 6.36
may be obtained by linear interpolation as described in the preceding
section (see 6.33).
This completes the description of the discretization method
considered to find the distribution of 	 In the next section, we will
n.
6.40
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briefly address some practical questions, such as the number of points
to use in the discrete distribution, how to evaluate the normal
distribution, 0, in 6.37, etc...
6.5 Practical Considerations. 
6.5.1 Evaluation of the normal distribution.
The normal distribution, 0, needed in 6.37 has been approximated by
the rational function: (Abramowitz and Stegun (1972, p.932))
Cy) -= 1 - 0(y) . ( . 31938153t - .356563782t 2 + 1.7814779370 -
1.821255978t4 + 1.330274429t 5 )	 6.41
where
1 
t=	 6.42
1 + .2316419y
Note that the absolute error in using this function to approximate
the normal distribution is less than 7.5 x
6.5.2 Values of yn.
Equations 6.35 and 6.36 were evaluated with nby values of y. Theh 
number of values of y was chosen to be an odd number in order to
include the expected value of y(n) and to have an equal number of values
each side of the expected value. Since y(n) is normally distributed, a
symmetric distribution, it makes sense to choose the values between its
expected value plus or minus a given multiple of its standard deviation.
This multiple was chosen to be 4 and the nby values where chosen to be
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equally spaced between the expected value minus 4 standard deviations
and the expected value plus 4 standard deviations. That is, between:
E[Y(n)] - 4 . sd[y(n)]	 6.43
and
E[y(n)] + 4 . sd[Y(n)]	 6.44
Other multiples of the standard deviation were tried but the
results turned out to be less precise. For 3 standard deviations, we
lose too much precision at the extremes of the distribution; with 5
standard deviations the discretization is fine at the extremes but we
loose too much precision around the expected value.
Different choices for the values of y(n) were also tried, such as
more values around the expected value of y(n) and less at the extremes,
but equally spaced values seem to give better results in most
situations as measured by the agreement between exact and approximated
moments.
6.5.3 Values of z .
n
For each n, the discretization method described in section 6.4.2
has to be carried out for different values of z , in order to have
n
different points of the cumulative distribution of	 . Equations 6.35
n
and 6.36 were evaluated for nbz values of z .
n
The number of values of z was chosen to be an odd number in order
n
to include the expected value of 	 and to have an equal number of
n
values each side of the expected value. Even if 	 has an unknown,
n
non-symmetric distribution, it makes sense to choose the values between
its expected value plus or minus some multiple of its standard
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deviation. This multiple was chosen to be 5 and the nbz values were
chosen to be between the greater of the expected value minus 5 standard
deviations and zero, and the expected value plus 5 standard deviations.
That is, between:
max(0 , E[Cn ] - 5 . sd[C Il ])	 6.45
and
E[ Cn ] + 5 . sd[ Cn ]	 6.46
Note that C
n 
is a non-negative random variable, so it is
appropriate to limit the smallest value to zero. Other multiples of the
standard deviation were tried but the results turned out to be less
precise. For 3 or 4 standard deviations, we lose too much precision at
the extremes of the distribution, especially at the right end. At 6 or
more standard deviations, the approximation is good at the extremes but
we loose too much precision around the expected value. Recall that since
the approximation of the distribution of SI depends on the entire
distribution of C , it is important to balance the precision over the
n-1
whole range of possible values for each Co and not consider the
precision only over a limited range.
Different choices of values were also tried. However equally spaced
values to the left of the expected value and equally spaced values to
the right of the expected value seem to give better results in most
situations again as measured be the agreement between exact and
approximated moments. Note that the distance between two consecutive
values to the left of the expected value is not necessarily the same as
the distance between two consecutive values to the right of the expected
value. They are different if the smallest value of z is limited to
zero.
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6.5.4 Interpolation for g.
The particular values of g 	 required in 6.36 are generally not
n-1
known. Equation 6.33 uses linear interpolation between two consecutive
values of Cn_i for which g
	
is known. Although the function g is not
n-1
linear, the linear interpolation has the advantage of preserving its
strictly increasing characteristic.
Quadratic interpolation was also tried but this method does not
guarantee a strictly increasing function. At the left end of the
function, the interpolated value of g frequently happens to be negative,
when we know that g is a non-negative function. Moreover, at the extreme
right of the function, quadratic interpolation frequently gives larger
values then the asymptotic maximum of the function g.
Other interpolation methods have been tried but all of them showed
different inconsistencies.
Since it appears that preserving the strictly increasing nature of
g is essential to obtain acceptable results, the linear interpolation is
a very good method even though it will always overstate the function
when its second derivative is positive and understate it when its second
derivative is negative.
6.6 Illustration. 
6.6.1 Distribution of C.
The discretization method described early, with the practical
considerations of section 6.5, has been applied to specific situations.
The number of values used for both y and z was 25, i.e. nby and nbz
n	 n
were set at 25.
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Figure 6.1 illustrates the cumulative distribution function of <5
and C , the limiting average cost per policy for 5 and 25 years
25
temporary assurance contracts issued at age 30 and with the force of
interest modelled by a Ornstein-Uhlenbeck process with parameters 8=.06,
8
o
=.1, a=.1 and o.01.
Figure 6.1 Cdf of C
n
5 and 25 years temporary assurance issued at age 30
Ornstein-Uhlenbeck 8=.06 8 =.1 a=.1 a=.01
---- o
The range of possible values for C is much shorter than the one
for 25 . This is due to the fact that with a limiting portfolio, there
is no fluctuation due to mortality, and therefore, all the possible
variations in the random variable C are caused by the force of
n
interest. When there are only five years of fluctuating force of
interest involved, it is clear that the results will be less spread than
when there are 25 years of fluctuating force of interest. Finally, it
should be obvious why Ss takes larger values than Cs.
6.6.2 Right tail of the distribution of Cn.
There is no doubt that the distribution of C contains very useful
n
information in solvency problems. For example, one may be interested in
using such information for pricing or valuation of a portfolio of
assurance policies. In this regard, the relevant information is
contained in the right tail of the distribution of Cn.
Since the graphs presented in figure 6.1 cannot provide
sufficiently accurate information for this purpose, it is relevant to
present some numerical values of the distribution.
Table 6.3 contains some values of the right tail of the
distribution of C , when the force of interest is modelled by an
n
Ornstein-Uhlenbeck process with parameters 8=.06, 6 0=.1, a=.1 and c-=.01,
for 5 and 25 years temporary assurance contracts issued to a life
assured aged 30. The values of z5 and z25 have been chosen from the set
of values of z so that F has approximately the values .95, .975, .99,
.995, .999.
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Table 6.3 Right tail of the approximate distribution of C
5 and 25 years temporary assurance issued at age 30
Ornstein-Uhlenbeck 8=.06 8 =.1 a=.1 c=.01
---- 0
5 years temporary 25 years temporary
z
s
F
C
( z )
s
Z
25
F
C 	 (z	 )25
s 25
.005381 .940609 .036136 .966095
.005436 .972183 .038092 .982494
.005547 .992830 .040048 .989498
.005602 .995229 .042004 .994551
.005823 .997927 .049827 .999505
From table 6.3, we know, for example, that a company charging a
single premium of .005602 to each life assured of a very large portfolio
of 5-year temporary contracts will meet its future liabilities with a
probability of about .995.
6.7 Validations of the Approximation. 
6.7.1 Comparison of moments.
A validation of the method of calculation described above has been
done by comparing the exact first three moments of C with its estimated
n
first three moments from the distribution obtained in this chapter.
A discretization of the variable C has been used to estimate the
n
moments of the approximate distribution obtained by the method described
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6.48
6.49
6.50
6.51
in the preceding sections of this chapter. Algebraically, the Mth moment
of C about the origin has been approximated by the following equation:
n
,.
E[<:]
where
nbz	
n
[i]+Z
n
[il
a	 •
1=o 
r	
2
I F
<
 (z
n
[i+1])
	 — P-.
n	 n
(z	 [ii)] 6.47E
z
n
[0] = z
n
fll -
r
n
[2] - 2
n
1
2
[ 
z [nbz] - z [nbz-1]
z [nbz+1] = z [nbz] +
	 n	
n
FC (zn [0]) = 0
n
F (z [nbz+1]) = 1
Cn h
The exact moments of < about the origin may be found in the
n
following manner:
Using the definition of	 given by 6.3, its Mth moment about the
n
origin is given by:
n	 n 2
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E (<2 ] = E rr 11.-'1n	 L ' I q -e
-Y(1+1)
ll 1=0	 .
n-1jE=0 ilqx.e-Y(J+111
) 1
6.54
n1-
E(:1 = ER E	 q .e-y(14-11111 x1=0
Now, with m equal 1, the first moment is:
n-1
RE] =	 E E[q	 •e-Y(1+1)n II x1=0
which is exactly equation 4.15.
With m equal 2, the second moment is:
6.52
6.53
[ n-1 n-1
=E	 EE	 q . i q 
x 
,e-y(i+1)
1	
-y(i+1)1 6.551
=0 j=0 1 x j
-
-n1 n1
= E	 E iiq • dci •E[e-y(5,41)-y(i.)]
1 =0 J=0 , 
x J, x 6.56 .
which is exactly 5.31.
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With m equal 3, the third moment is:
E[C3 ] .EEE
n	
,c1 • ,ci • , q •E[e-y(1+1)-y(j+1)-y(k+1) 	 6.57
i l x i l x	 Ik x1=0 J=0 k=0
which is the same as 5.41.
The moments of C are exactly the limiting moments of the averagel
cost per policy studied in chapter 5, as can be shown.
Table 6.4 presents, for temporary assurance contracts issued at age
30 with terms of 1 to 25 years , the exact moments of (n
, 
E[ m ], and the
difference between the exact and the estimated moments (given by 6.47),
i.e. E[Cmn ]-E[Cmi, for m equal 1, 2 and 3. The force of interest is
modelled by an Ornstein-Uhlenbeck process with parameters 8=.06, 80=.1,
a=.1 and cr=.01.
Note that, in order to present more significant digits, the first
moment has been multiplied by 10, the second moment multiplied by 100
and the third moment multiplied by 1000.
From this table, we note that the exact and approximate first three
moments of C agree to at least four, five and six decimal places
n
respectively (for n :s 25). This is excellent, especially if one
considers that many approximations were involved before obtaining the
approximate moments of C
n
.
Firstly, the results of theorem 6.2 have themselves been obtained
by assuming that approximation 6.18 was acceptable. Secondly, the random
variables y(n) and C
n 
were discretized, introducing another source of
error. Thirdly, the values of the function g ri_l in 6.36 were obtained by
linear	 interpolation	 and	 we	 know	 that	 this	 procedure
n-1 n-1 n-1
141
Table 6.4 Comparison of exact and approximate moments of <
n
n-year temporary assurance issued at age 30
Ornstein-Uhlenbeck 8=.06 8 =.1 m=.1 o-=.01
---- o
n
Efej
n
EI<m)-E[Cm
n	 n
m=1 m=2 m=3 m=1 m=2 m=3
(x10) (x100) (x1000) (x10) (x100) (x1000)
1 .01197 .00014 .00000 .00000 .00000 .00000
2 .02284 .00052 .00001 .00000 .00000 .00000
3 .03291 .00108 .00004 .00000 .00000 .00000
4 .04246 .00180 .00008 -.00001 .00000 .00000
5 .05160 .00266 .00014 -.00003 .00000 .00000
6 .06048 .00366 .00022 -.00005 -.00001 .00000
7 .06919 .00479 .00033 -.00008 -.00001 .00000
8 .07783 .00607 .00047 -.00011 -.00002 .00000
9 .08648 .00750 .00065 -.00014 -.00003 .00000
10 .09517 .00909 .00087 -.00017 -.00004 -.00001
11 .10395 .01085 .00114 -.00020 -.00005 -.00001
12 .11292 .01282 .00146 -.00023 -.00006 -.n0001
13 .12216 .01501 .00186 -.00026 -.00008 -.00002
14 .13173 .01748 .00234 -.00028 -.00009 -.00002
15 .14163 .02023 .00292 -.00031 -.00011 -.00003
16 .15193 .02332 .00362 -.00033 -.00013 -.00004
17 .16263 .02677 .00446 -.00035 -.00015 -.00005
18 .17377 .03062 .00547 -.00037 -.00018 -.00006
19 .18533 .03490 .00668 -.00039 -.00021 -.00008
20 .19731 .03964 .00811 -.00041 -.00024 -.00009
21 .20971 .04489 .00981 -.00043 -.00028 -.00012
22 .22253 .05067 .01181 -.00045 -.00033 -.00015
23 .23580 .05704 .01416 -.00048 -.00038 -.00019
24 .24949 .06403 .01692 -.00051 -.00045 -.00024
25 .26356 .07167 .02013 -.00054 -.00053 -.00030
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introduced some bias in the results. Finally, the moments of < were
n
approximated from a discretization of the distribution obtained.
Let the relative error for the mth moment of C. be:
I ERrn ]
 
-
E[] I
n	 n 
E[e]
n
Then, for any term, n, the relative error on the expected value of
< is about .2% or less. For its second moment, it is about .7% or less.
n
And for its third moment, it is about 1.5% or less.
The results for other parameters of the Ornstein-Uhlenbeck process
and for other ages at issue, not illustrated here, were all excellent.
The maximum relative error observed, generally for the third moment,
being about 3%. Note that the error is sometimes positive, sometimes
negative, and may even alternate over different ranges of values of the
term, n. In all cases, however, the error is relatively small.
6.7.2 Simulation.
A second validation of the method has been done by studying the
results of some simulations of C , as defined in 6.3, for n equals 5 and
n
25.
To simulate C , we simply need to evaluate 6.3 with a generated
n
	
multivariate normal vector y = ( yi , y2, . . , y), where y	 is a
n	 1
realization of y(i).
A multivariate normal with expected value p and covariance matrix
E, where element (i,j) of E is:
E	 = cov(y(i),y(j))	 6.59ii
6.58
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may be obtained by a linear transformation of independent normal
variates of mean 0 and variance 1 (see, for example, Roussas (1973,
p.405) or Morrison (1990, p.90)). The linear transformation is:
y = p + Lx	 6.60
where L is such that:
L-L
t
 =
	 6.61
Knowing E, one can find L by the Choleski factorization method.
(see, for example, Burden and Faires (1989, p.370))
Finally, the independent normal variates x may be generated by the
Box-MUller method. (see, for example, Ross (1988, p.394))
Table 6.5 presents the first three moments about the origin of 2000
simulations of C and C .25
Table 6.5 Moments about the origin of 2000 simulated values of SI
5 and 25 years temporary assurance issued at age 30
Ornstein-Uhlenbeck 6=.06 3 =.1 a=.1 15-=.01
---- 0
n
Mth moment of C
n
m=1	 -
(x10)
m=2
(x100)
m=3
(x1000)
5
25
.05158
.26239
.00266
.07089
.00014
.01974
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The results of table 6.5 are to be compared with those of table 6.4
for n equals 5 and 25. They are all very close to each other, and the
relative errors between the exact moments and the moments of the
2000 simulated values are usually not better than the relative errors
between exact and approximate moments given by 6.47.
The empirical distribution functions constructed from the 2000
simulated values of
s
 and 25 have not been presented because they
would almost be exactly juxtaposed on those appearing in figure 6.1.
Table 6.6 presents some percentiles of the 2000 simulated values of
s 
and < . They correspond to the proportion of values smaller or equal25
to the values of z and z that we find in table 6.3. They were chosen5	 25
accordingly in order to ease the comparison between the mentioned
tables, i.e. the approximate (table 6.3) and simulated (table 6.6)
results.
Table 6.6 Estimated percentiles of 2000 simulated values of <
n
5 and 25 years temporary assurance issued at age 30
Ornstein-Uhlenbeck 8=.06 3 =.1 a=.1 o.=.01
---- o
5 years temporary 25 years temporary
z
s
Percentile z25 Percentile
.005381 .9500 .036136 .9700
.005436 .9795 .038092 .9855
.005547 .9970 .040048 .9925
.005602 .9985 .042004 .9950
.005823 1.0000 .049827 .9995
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Although 2000 simulations might be insufficient to estimate
accurately the extreme values of a distribution, it appears that the
simulated results agree very much with the results presented in table
6.3. In a sense, this may be interpreted as a control or a validation of
the method proposed in earlier sections of this chapter.
In general, the remarks made here about the moments and extreme
values apply to all the simulations using different parameters and ages
at issue that were done.
In conclusion, from the justifications made in section 6.3 and from
the validations presented here, it appears that the approximation 6.18
suggested to obtain the results of theorem 6.2 has to be highly
acceptable.
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CHAPTER 7
LIMITING DISTRIBUTION FOR A n-YEAR ENDOWMENT ASSURANCE
7.1 Limiting Distribution. 
In this chapter, we will study the limiting distribution of the
average present value of the benefits for a portfolio of endowment
assurances, each with sum assured 1, as the number of policies tends to
infinity. We will closely follow the ideas presented in chapter 6 with
appropriate adaptation for endowment assurances.
The definition of Z involving a summation over the c contracts of
the portfolio, see 5.1, is abandoned in favor of one summing the present
value of the benefits in a given year over the n policy-years of the
contract. Algebraically, instead of 5.1, one could use the following
definition:
= En-1 c .e-y(1+1) + c •e-y(n)	 7.1
1=0
where c 1 , i=0,1,...,n-1 is again the random variable denoting the
number of policies where the death benefit is actually paid at time
i+1. We let c be the number of lives assured surviving to the end of
the term, n. Note that the sum of the c 's from i equal 0 to n is c, the
total number of policies in the portfolio. Thus,
1:C: := C	 7.2
1=0
147
7.3
7.4
Using 7.1, one could intuitively derive that the average cost per
policy, as the number of such policies tends to infinity, would simply
be a weighted average of the present value functions from year 1 to year
n. The weights being the expected proportion of contracts payable in
each year, i.e. li qx for i=0,1,. ..,n-2 and ( n_li qx + 
n
Px )
 for the n
th
policy year. The probabilistic version of this intuition is presented in
theorem 7.1.
THEOREM 7.1: As c tends to infinity, the average cost per policy
for a n-year endowment assurance contract tends in
distribution to:
n-1
3 = 7	 ig . e -y(1+1) + p • e-Y(n)
n	 L. 1 I x	 n x
1=0
Proof: This result is true if
n-1
cZ 
/	 - 3	 .	 E
,	 n	 i
1=0
(
ic 
i/c - lqx)'e C -Y(14.1)
+
(
C , - 
n
p
2 
•e-Y(n)
niC
tends in probability to 0.
We know, from the proof of theorem 6.2, that the summation in
7.4 tends in probability to O. Therefore theorem 7.1 will be
proved if: -
l
c i - p) •e-y(n)
n/C n x
tends in probability to O.
7.5
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Now, since c	 is binomial(c, p ), Ic	 -	 p I tends in
n x	 niC	 n x
probability to 0. And as e-y(n) is log-normally distributed
with finite mean and variance, it follows that 7.5 also tends
in probability to 0. (Chung (1974, p.92))
This completes the proof.°
Then one could think of 3 as the limiting average cost per policy
of a portfolio of n-year endowment assurance contracts.
Theoretically one could obtain the density function of 3 by
integrating the joint density function of the y(i)'s over the
appropriate domain. That is:
f3 (1) = j	 f„(y 1 , y 2 , ..., ny ) dy dy ---dyY	 1	 2
Yn	Y2 Y1
where Y = (y(1), y(2), ...,Y(n)) and is multivariate normal.
Unfortunately, this approach is inefficient from a practical point
of view, as it would be very laboriuos to evaluate the integral, even
for n as small as 5. In the next section, a recursive equation from
which one can approximate the density of 3 is presented.
7.2 Recursive Equation. 
Since 3 is a summation over the policy-years, it is possible to
express 7.3 as the sum of 3 	 and a term for the nth policy year.
n-1
Starting with 7.3, the recursive equation for 3
n
 is then obtained by:
7.6
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7.7
7.8
7.9
7.10
n-01
1
1 q .e-y(1+1) 
+ p •e-Y(n)3 = X
n	 i x	 n x1=
n-2
ci e.
E	
i _y	 i)(i+
'I x	
+
n-1 I qx •e-Y(11) + p •e-Y(n)n xi=o
-y(n) p •e-y(n-1).	
+
3	
e	
-
n- 1	 n-1 I q +x	 n Px •	 n-1 x
p • (e-y(n) - e )=3	 +
n-1	 n-1 x
since
iq + P =n-11 x
	 n x	 n-1Px
Let I be a possible realization of 3 and y be a possible
realization of y(j).
Let the somewhat unusual function h (1 ,y ) be defined as:
n n n
hn (ln' lln ) = P (3n:5 In) 	 fy(11)(Yn 1 -3r1 111)
	
7.11
or equivalently,
hn ( ln , yn ) = fy(n) (yn ) - P(3n-s In I Y(n)9)	 7.12
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iy 1 - E[y(1)]
sd[y(1)] j
0	 otherwise
7.15
eif Ii.
h ( , y 1 ) =1 1 I
It is an immediate consequence of this definition that:
co
F.3 (
 n
) = .1.	 h
n
( 1
n
, y
n
) • dy
n	
7.13
n	 -co
The following theorem indicates how, subject to an approximation
which we shall justify below, we may calculate the function hn(3,,,yn)
recursively.
THEOREM 7.2: The function h (I ,y ) may be obtained recursively
n n n
from:
hn(1n,yn) A' 1 Y
	
f
Y(n) (yn ly(n-1)=1,n-1)-
n-1
-Yn -Y
n-11h	 (I -	 p . (e	 -e
'' Yn-1)n-1 n n-1 x dyn_i	 7.14
with the starting value:
Note that 0( . ) is the pdf of a zero mean and unit variance normal
random variable. The distribution of y(n), given that y(n-1) equals
y
n-1 , is normal with mean and variance given by 6.12 and 6.13
respectively.
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f3
n
,y(n) (Z ' Yn) fY(n-1)(Yn1).fy(n)(YnlY(n-1)=y	
).
- n-1= f
Y
n-1
Proof: To prove 7.14, we start by noting that h (I ,y ), from its
n n n
definition given by 7.11 or 7.12, may also be expressed as:
13 ,y(n)(z, yn) . dzhn0n,yn ) = f'n
0	 n
where the joint density of 3 and y(n) may be obtained from:
n
(see, for example, Melsa and Sage (1973, pp.95-97))
7.16
f3 (z 1 y(n)=yn,y(n-1)=yn_1)-dyn_i
n
Equation 7.9 above implies that, when y(n) = y n and y(n-1) = yn_1,
we have:
-Yn
- e
-yn-1)
3 = 3 + p je
n	 n-1	 n-1 x
and hence
f3 (z 1 y(n)=y ,y(n-1) =y	 )-=n	 n-1
n
-Yn 	-Y
	
f	 -	 n-1e 
n-1) 1 y(n)=y ,y() =y	 719n-1 )	 .
	
3	 (z -n_ipx.le	
n
n-1
7.17
7.18
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If we then make the following approximation: (see section 7.3
below)
z - pe-yn-e-yn-1 )f3
z	 n-1 x
n-1
I y(n)=yn,y(n-1)=Yn_i)
-Yn n-1 )f3
	z - p e -e
n-1 x
n-1
I y(n-1)=yn_1)	 7.20
the joint density of 3 and y(n) given by 7.17 may be approximated
by:
f3 ,y(n)(z ' Yn)
y
fy(n-1)(Yn-1).fy(n)(YnlY(n-1)=Y n-1 )
n-1	
.
-5'	 -5'n-1 )f3	(z -p	
n
-e
n-1 x
n-1
I y(n-1) =yn_ d-dyn_i	7.21
Now, substituting 7.21 in 7.16 we have:
h (1, y
n n n
)
f/n 1	 f
Y(n-1)(Yn-1).fy(n)(YnlY(n-1)=yn_1).
Jo
n-1
-Y	 -Y )
	f,	 z - p1 n-e n-1 I y(n-1)=yn_1 )-dy	 dz	 7.22
	
a	 (	 n-1 x	 n-1
n-1
which, after interchanging the order of integration, is equal to:
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7.24
7.25
.
PI31.311/1(1)--Yi)
i
y_- E[y(1)] 1
sd[y(1)] )
7.26
13= e1 7.27
n
) =	 fy(n ) (yn ly(n-1)=yn-1	 y(11-1)(Yn-1).
Y
n-1	 0 
f
-Y.	 -1'n-1 )•
	f,	 (z -p • le n-e
	
3	 n-1 x
n-1
1 y(n-1) =yn_ d • dz dyn_i
1	
7.23
Finally, since the expression within the square brackets in 7.23 is
-Y	 -Y
equal to h
n-1 (In-n-1 px -(e n-e n--LYn-1 ) , the proof of 7.14 is
complete.
To prove the result for the starting value, we simply have to note
that
3 = e-Y(1)1
and that
hi(11,y1)
	 P (31 /1 1Y (1 ) =Y1)	 f(1) [y1)
but since, if y(1)=y,
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we have
1"(3
1
*-1 1 1Y(1) =y)	 =1
and finally 7.28 in
-Y 1
eif 31'
{ 01	 otherwise
7.26 gives 7.15,
-
7.28
h ( 	 ,y ) =
{
- Ery(1)1 3, 1
O[y 1
if1	 ..,... 	 e1
sd	 1[y())1	 1	 1
0	 otherwise
This completes the proof of theorem 7.2.
	 o
Before	 looking	 at	 the	 problem	 of	 numerical evaluation of the
results of theorem 7.2, we will, in the next section; study in greater
detail and justify the approximation on which the recursive formula is
based.
7.3 Justifications of the Approximation. 
Looking at the proof of theorem 7.2, we note that the result is not
exact due only to approximation 7.20 made in order to obtain a recursive
equation involving only known quantities. This approximation may be
justified theoretically by considering two particular correlation
coefficients, as was the case for approximation 6.18. Note that we will
not unnecessarily repeat all the details of the justifications which
were discussed in section 6.3.
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cov(e-y(n) ,13n
sd[ e -Y(n) ] • sd[ 3 ]
p(e-Y(n) 3) 7.29
7.3.1 Correlation between y(n) and y(n-1).
The justification of approximation 7.20 based on the correlation
between the two conditioning random variables, here, y(n) and y(n-1), is
the same as the justification of 6.18 discussed in section 6.3.2.
Recall that, from table 6.1, y(n) and y(n-1) are very highly
correlated, especially for large values of n.	 Therefore,	 the
approximation 7.20 should be acceptable.
Another correlation coefficient could also justify, independently
of the one discussed here, the approximation 7.20. This is the subject
of the next section.
7.3.2 Correlation between e(h1) and 3 .
From the justification presented in section 6.3.2, it should be
clear that approximation 7.20 would also be acceptable if y(n-1) and
3	 were highly correlated. But since y(n-1) and e 	 contain
n-1
exactly the same information, studying the relationship between y(n-1)
and 3	 has to be equivalent to studying the relationship between
n-1
e
-y(n-1)
and 3
n-1 . The latter being much easier to work with.
In other words, if e-y(n) and 3 are highly correlated, the
approximation would be reasonable. The correlation coefficient between
these two random variables is: (Ross (1988, p.280))
n-1
+
-y(n) 
,	
-"‘
L	 , q -e	 p
-y(1+1) +
	• e-co	
y(n))
il x	 rl X
I=0
=
	
	 7.30[ n-1
sd [ e -y (n)] .sd	 E	 i xq •e-Y(14-1) + 
n 
p 
x 
•e
-y(n)]
I I 
i=0
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cov(e -y(n) ,
i I qx
. e 
-y (1+1)	 -y (n))
+ p .e
n x
=
n-1
E,=.
n-1
E i 1 qx • cov (e-y(n) , e-Y(144)
t=o
	 I
+ p • V
nx
[e-Y 
(])
7.31
f 11 n-1
E1 1=0 j=0 il q • i q -coviexj x
-y(1+1)
, e
-y(i+1)) +
where
sd nt[ i
1=0
q	 .en'(I+1)
i I	 X
+ p	 .e
-y(n)]
n x
n-1.5
1 q • p . cov (e
-y (i+1) -y (n))
1	 + (nPx) 2 • V [e-Y11,eE	 1 xnx1=0
and where cov
( e
-y(i)
,e
-y(J)) is given by 6.29.
The correlation coefficients between e-y(n) and 3, for different
n
values of n, when the force of interest is modelled by an
Ornstein-Uhlenbeck process with particular parameters are presented in
table 7.1.
Since p(e -Y(1) ,3 ) = 1, this implies that approximation 7.20 is1
exact for n=2. The correlation coefficient of table 7.1 below suggest
that in general the approximation should be very accurate especially for
n small.
Note that, for n?--2, the other correlations presented as 1.000000 in
table 7.1 are not exactly one; they have been rounded to six decimals.
7.32
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Table 7.1 Correlation coefficient between e ' 	3
n
Ornstein-Uhlenbeck 6=.06 8 =.1 a=.10---'
n
-Y(n)p(e	 ,3
n
)
m=.01 x=30
p(e -Y(n) .3 	 )
n
m=.02 x=30
p(e-Y(n) .3
n
)
cr=.01 x=50
1 1.000000 1.000000 1.000000
2 1.000000 1.000000 .999999
3 1.000000 1.000000 .999997
4 1.000000 1.000000 .999994
5 1.000000 1.000000 .999988
6 .999999 .999999 .999977
7 .999999 .999999 .999961
8 .999998 .999998 .999936
9 .999997 .999998 .999900
10 .999996 .999996 .999848
20 .999915 .999924 .996258
40 .990842 .992647 .887285
60 .884964 .871195 --
For example, the value of p(e -y(2)	 )2 in the first column (i.e. for
fr = . 01 and an age at issue, x, of 30) is 0.9999999673.
The two conclusions drawn from the results presented in table 6.1
and table 7.1, indicate that the approximation 7.20 should be acceptable
for all values of n. In effect, from table 6.1 we know that it is good
for large values of n and from table 7.1 , we have just seen that it is
good for small values of n.
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Having justified the results of theorem 7.2, we need to solve the
integral equations 7.13 and 7.14 in order to find the distribution of
3.
Ii
7.4 Numerical Evaluation of the Distribution of 3 .
n
For non-parametric mortality tables (such as the one used for our
illustrations), it is certainly impossible to express the function h
n
analytically. We must then solve those equations numerically.
Note that even for parametric mortality models, it would be very
surprising that analytical solutions exist for the results of theorem
7.2.
In this section, the two numerical methods proposed in section 6.4
will be briefly discussed, they are numerical integration and
discretization.
7.4.1 Numerical integration.
A first method that one could use to solve equations 7.13 and 7.14
is to integrate numerically.
Using the composite trapezoidal rule (Burden and Faires (1989,
p.177)) with nby equally spaced values for yn_1 , the function h is
n
approximately given by:
lyn_i [nby] - yn_1 [111 . [ E 4. 0 + 7 1
h (3 , y	 RN := 	
n n n 2-(nby - 1)
	 j
7.33
where E, 0 and T are given by:
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7.36
7.37
7.38
E = fy(n) (yn [illy(n-1)=yn-1 [111 •
-
y [11
n-111	 -y	
(11 ]h
	 I-	 p • (e	 -e	 ,y	 [11)
n-1 n n-1 x	 n-1
g=fy(n)(yn[i]ly(n-1)=yn_i[nby])-
- y
n
(1]	 - y
n-1h	
[nbyl)
(1 -	 p je	 -e	 ,y	 [nby1)	 7.35
n-1 n n-1 x	 n-1
1-1
T =2 *	 fy(n)(Yn[i]lY(n-1)=yn-1 [j])f j=2
- Y 
n
(11	 - Y
n-1 [J])
n-
h	 (3 - p je	 -e	 ' Y 1 [illn-1 n n-ix
where yn [1], yn [nby] are chosen to be:
y[11 = E[y(n)1 - 4.sd[y(n)]
n
y [nby] = E[y(n)] + 4-sd[y(n)]
n
and where the particular values of the function h 	 needed in
n-1
7.34, 7.35 and 7.36 are obtained by linear interpolation as before (see
equation 6.33).
7.34
160
Finally, the distribution of 3 , using the composite trapezoidaln
rule with nby equally spaced values of yn is approximately given by:
y [nby] - y [1] 1 [
F3 (1 ) a	 n	
n 	 h (1 ,y [1]) + h (1 ,y [nby]) +
n	 n n
n 
n
2.(nby - 1)	 b b	 n
nbx,-1
2
	
hn ( n,Yn [ i ])	 7.39
i=2
Again, this method and the composite Simpson's rule have been tried
without much success. The number of points required to obtain a
reasonable accuracy was too large, making the method far too time
consuming.
In the light of these results, a discretization has been studied.
This is the subject of the next section.
7.4.2 Discretization.
As an alternative to numerical integration, one could consider
using a discrete distribution for y(n) which reasonably approximates its
continuous normal distribution. The effect of such discretization on
the results of theorem 7.2 would only be to replace the integrations by
appropriate summations in 7.13 and 7.14. The specific results, using nby
points, would be:
nby
F 3 (3 ) = E
o
n n i =1
hn On 'yn [ii) 7.40
where h (I ,y [ii) is obtained recursively from:
n n n
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nby
h (1 y
'	
fin =-' E P[y(n) =y Di ly(n-1) =yn-1 [il) •n n n	 n
J=1
-y [I]-yn-1 [j] Ly 	 [j])
-eh
n-1( 1 n - n-1 px .(e )	 n-1
In the last expression, the conditional probability of y(n) given
y(n-1) is obtained by 6.37.
The particular values of the function h 	 needed in 7.41 may be
n-1
obtained by linear interpolation.
This completes the description of the discretization method
considered to find the distribution of 3
n. 
In the next section, we will
briefly address the same practical questions that were raised in
section 6.5.
7.5 Practical Considerations. 
7.5.1 Evaluation of the normal distribution.
In 6.37, the normal distribution, cD, used to evaluate the
conditional probability of y(n) given y(n-1) in 7.41, has been
approximated by 6.41.
7.5.2 Values of yn.
Equations 7.40 and 7.41 were evaluated using an odd number, nby, of
values of yn . The comments made in section 6.5.2 also apply here.
Consequently, the nby values of yn used in the discretization were
equally spaced between the limits given in 6.43 and 6.44.
7.41
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7.5.3 Values of In.
For each n, the discretization method described in section 7.4.2
has to be carried out for different values of, 11 , in order to have
different points of the cumulative distribution of 3. Equations 7.40
and 7.41 were evaluated for nb, values of ln.
Basically, the practical considerations concerning I n
 are the same
as those described in section 6.5.3 for z
n
.
Thus, an odd number, nbl, of values of I n
 were used. They were,
(nb, 
2 - 
1)
values equally spaced between
max(0 , E[3
n
] - 5 . sd(3
n
1)
	7.42
and the expected value of 3, E[3 ], the expected value itself, and the
n
i
( 
nbl 
2 - 
1) 3remaining	 values between the expected value of 	 and
n
E[3] + 5-sd[3
n	 n
]
7.5.4 Interpolation for hn_i.
The particular values of h 1 required in 7.34, 7.35 and 7.36 aren-
generally not known. Equation 7.39 uses linear interpolation between two
consecutive values of 3
	 for which h	 is known.
n-1	 n-1
The function h, like the function g (see 6.7 or 6.8), is a strictly
increasing function of3
n
 ( g being strictly increasing with z ).
n
Again, it appears that preserving the strictly increasing nature of
h is essential to obtain acceptable results. The linear interpolation of
h, although h is not linear, is a very good method. This is so even
7.43
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though linear interpolation will always overstate the function when its
second derivative is positive and understate it when its second
derivative is negative.
7.6 Relationship between g and hn	 n.
The two functions g and h are of very similar nature, but are
n	 n
based on different random variables (( for the former and 3 for the
n	 n
latter). These random variables are the limiting average cost per policy
of portfolio of temporary and endowment assurance contracts
respectively.
As the difference between endowment assurance and temporary
assurance is the pure endowment benefit, it is possible to link the
random variables,	 and 3 .
n	 n
We can also establish a relationship between g and h , which is
n	 n
given by the following theorem.
THEOREM 7.3: The functions g and h are linked by the following
n	 n
equation:
-Yn
h (if ,y ) = g (1- p -e
	 ,y
n
)
n n n	 n n n x
Proof: From the definitions, 6.3 for 	 and 7.3 for 3 , we have
n	 n
that:
3 =	 + p •e-Y(n)
n	 n	 n x
7.44
7.45
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Since we condition on Y(n) = yn, the definition 7.12, i.e.
h
nn
, y
n
) = fy(n) ( Yn ) • P(3r1 311 1 Y(11)=yn),
is equivalent to:
h (1 ,y ) =
II n n
f
y(n) (yn ) • P
13 - p . e-Y(n) .-s l-p
x
. e n l y(n) =y) 7.46
n n x	 n n
Using 7.45, we have that:
-Y
hn ( ln , yn ) = fy(n)(yn)
	 3nnx-p ' e n i Y(n)=Yn)
Finally, from 6.8, the right-hand side of 7.47 is simply
-37
g
n
(I
n
-
n
p
x
e n ,Y ) and the proof of 7.44 is complete. 0
Using 7.13 and 7.44, one can find the distribution of 3 from:
F, (3) = f	 g (I - p -e -Yrt
z	
,y )
	 dy
n 
n	 n nn x fl
-co
Choosing the discretization method described in section 6.4.2 to
find some values of the function g , the distribution of 3 could then
be approximated by:
nby	 -y [i]
F
3 (In )	 E	 g (3 n-np x • e n	 ,y [11)1=1
7.47
7.48
7.49
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If the function g is known for different values of z
n
, we can find
n
each required value of gn in 7.49 by linear interpolation between the
two consecutive values of z
n 
(for which g
n
 is known) that are each side
-y [i]
of 111-npx . e n	 .
This method introduces another source of error, by linearly
interpolating the non-linear function g n. This is due to the fact that
we have to approximate the function for different values of
-y [I]
nl
n
-
n
p
x
e 	 (i=1,2,...,nby) which do not correspond to the chosen
values z
n
[i]
	
(1=1,2,...,nbz) for which the function g
n
 has been
recursively approximated. However, as will be seen in the next sections,
the results obtained from this method are still very good.
Note that any attempt to match the values of z[i] (i=1,2,...,nbz)
v [i]
- -n
with those of In-
n
p
x
-e	 (i=1,2,...,nby) would be of little help.
Equation 7.49 requires that g
n
 be evaluated at values of z H.) and y
n
[i]
n
which give a constant value of In. This restriction makes it virtually
impossible to avoid interpolation completely when evaluating 7.49 for
different values of ln unless we repeat the entire recursive
approximation of gn with appropriate zn [i];
 
1=1,2,...,nbz for each value
of In . This last option is very time consuming and does not represent
much improvement over the method suggested here or the one suggested in
section 7.4.2.
7.7 Illustration. 
7.7.1 Distribution of 3 .
n
The discretization method using the relationship between g
n
 and h,
n
described in section 7.6, has been applied to specific situations. The
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number of values used for both yn and ln was 25, i.e. nby and nb, were
set at 25.
Figure 7.1 illustrates the cumulative distribution function of 35
and 3 , the limiting average cost per policy for 5 and 25 years25
endowment assurance contracts issued at age 30, when the force of
interest is modelled by a Ornstein-Uhlenbeck process with parameters
30 .1, m=.1 and c=.01.
The range of possible values for 3 is shorter than the one for
s
3 . This is due to the fact that with a limiting portfolio, there is no
25
fluctuation due to mortality, and therefore, all the possible variations
in the random variable 3 are caused by the force of interest. When
n
there are only five years of fluctuating force of interest involved, it
is clear that the results will be less spread than when there are 25
years of fluctuating force of interest. Finally, it should be obvious
why 325 takes smaller values than 35.
7.7.2 Right tail of the distribution of 3.
n
The distribution of 3 (like C ) provides very useful information
n	 n
in solvency problems. For example, one may be interested in using such
information for pricing or valuating a portfolio of assurance policies.
In this regard, the relevant information is contained in the right tail
of the distribution of 3 .
n
Since the graphs presented in figure 7.1 cannot provide
sufficiently accurate information for this purpose, it is relevant to
present some numerical values of the distribution.
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Figure 7.1 Cdf of 3
n
5 and 25 years endowment assurance issued at age 30
Ornstein-Uhlenbeck 8=.06 8 =.1 a=.1 c=.01
---- 0
00 ..........
0.2
	
0.4
	
0.6
	
0.8
	
10
/n
--- 5 years
25 years
Table 7.2 contains some values of the right tail of the
distribution of 3
s
 and 3 for an age at issue of 30 and for a force of25
interest modelled by an Ornstein-Uhlenbeck process with parameters
o
=.1, a=.1 and (r=.01.
From table 7.2, we know, for example, that a company charging a
single premium of .734243 to each life assured of a very large portfolio
of 5 years endowment contracts will meet its future engagements with a
probability of about .9968.
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Table 7.2 Right tail of the approximate distribution of 3 .
n-
5 and 25 years endowment assurance issued at age 30
Ornstein-Uhlenbeck 8=.06 ö=.1 a=.1 c=.01 
5 years endowment 25 years endowment
F3	(3 s ) 1 25 F,	 (5).5	 25
5 25
.691584 .931803 .270676 .933177
.705804 .983629 .294392 .966609
.720023 .992748 .365540 .993782
.734243 .996828 .412971 .997693
.776901 .999589 .460403 .999229
7.8 Validations of the Approximation.
7.8.1 Comparison of moments.
Again, a validation of the method has been done by comparing the
exact first three moments of 3 with the first three moments estimated
from the distribution illustrated in section 7.7.
A discretization of the variable 3 has been used to estimate the
moments of the approximate distribution obtained by the method described
in section 7.6. Algebraically, the mth moment about the origin of 3 has
been approximated by the following equation:
nbz	 [i]+,[1+1] m
E[3	 n :]	 E
	
•	 F, (1 [i+11) - F3 ( 3n [illn	 7.50i=o	 2
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7.55
7.56
where
[2]	 -	 [1]
[0]	 =	 [1]	 - n 7.51
2
n
[nb3] - 3 [nb3-1]
n 
[nlo3-1-1]
	
=	 [nb3]	 + 7.52
2
F,	 (3	 [0])	 = 03 [0]
 
n
7.53
F .
	(1
n
[nbri-1])	 = 7.54
The	 exact	 moments	 about	 the	 origin	 of	 3	 may be found in	 the
following manner:
The definition of 3 (7.3) implies that the mth moment about the
origin is:
n-1
q e-y(1+1)
+ p	 e-y nE[3m ] =	 E 1 1 x	 n x1=0
With m equal 1, the first moment is:
n-1
E[3 ]	 E E[ q
x
•e
-y(i+1)] 
+ E[ pe -y(n)]
n x
1=0
which is exactly equation 4.28.
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7.57p.nx
n-1
E
-y(j+1)
iij=o
e
-y(n))1
n-1
2E.p.E-y(i+1)-y(n)
11 qx n x	 e	
(	 2npx)
1=0
•E[e-2Y(n)] 7.59
2 E
 [ 
e
5, (1-+ )-zy(n)]
3 E 11%.(npx)1=0
+
n
p
x
 3 E{e-30n1
n-1
7.60
With m equal 2, the second moment is:
n-1
E(32 
= E li E	 q • e -Y " +1) + npx e-Y(n)).11 x1=0
[ n-1 n-1
El	
q	 q .e-Y(i+1)-y(j+1)
i=o j=o
	
x	 x
-1 ( p )z.e-zy(n)]2 E	 q	 p .e-Y(1+1)-y(n)n
11 x n x	 n xi=0
n-1 n_i
= E L 
ilqx' iiqx-E[e-Y(i+i)-y(i+1)}
1=0 j=0
7.58
which is exactly 5.48, the limiting second moment about the origin of
the average cost per policy. (See theorem 5.2 and its proof)
This last result is easily generalized for m equal 3, so that the
third moment is:
n-1 n_ i n_i
E[33 ] =EEE
	
tiq	
-E[e-Y(14-1)-Y(J+1)-5,(1,44)1
	
i= 0 j =0 k=0 'I x	 x kl x
n-1 n-1
3 E 	 E	 q-	 *P'E[e-Y(i+1)-Y(J+1)-Y(n)1=0 j=0	 x J 1 x n X
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which is the same as 5.52, the limiting third moment about the origin of
the average cost per policy. (See theorem 5.5 and its proof)
The moments of 3 are exactly the limiting moments of the average
n
cost per policy studied in chapter 5, as can be shown.
Table 7.3 presents, for endowment assurance contracts issued at age
30 with terms of 1 to 25 years , the exact moments of 3 , E[e], and the
n	 n
difference between them and the estimated moments given by 7.50,
••••
E[3m]-E[3m], for m equal 1, 2 and 3. The force of interest is modelled
n	 n
by an Ornstein-Uhlenbeck process with parameters 6=.06, (30= . 1, a=.1 and
m=.01.
From this table, we note that the absolute difference between the
exact and the approximate first three moments of 3 is always less than
n
.003 (for n-'. 25). This is excellent, especially if one considers the
many approximations involved in estimating the approximate moments of
3. In addition to all the approximations mentioned in section 6.7.1,
n
there is the linear interpolation in gn in the evaluation of 7.49.
Let the relative error for the mth moment of 3 be:
n
10.
I E[3m ] - E[3m ] I
n	 n 
E[e]
n
Then, for any term, n, the relative error on the expected value of
3 is about 1.5% or less. For its second moment, it is about 2.9% or
n
less. And for its third moment, it is about 4% or less.
The results for other sets of parameters for the Ornstein-Uhlenbeck
process and for other ages at issue, not illustrated here, were all
excellent. The maximum relative error observed, generally for the third
moment, being about 10%. Note that the sign of the error generally
alternates over different ranges of values of the term, n. In all cases,
however, the error is relatively small.
7.61
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Table 7.3 Comparison of exact and approximate moments of 3
n
n-year endowment assurance issued at age 30
Ornstein-Uhlenbeck 8=.06 8 =.1 m=.1 cr=.01
---- o
n
E[3m ]
n
E[3m]-E[3m
n	 n
m=1 m=2 m=3 m=1 m=2 m=3
1 .90660 .82196 .74523 .00000 .00000 .00000
2 .82509 .68093 .56209 .00017 .00027 .00033
3 .75358 .56830 .42887 .00016 .00022 .00023
4 .69054 .47761 .33086 .00020 .00025 .00023
5 .63471 .40402 .25792 .00025 .00027 .00022
6 .58503 .34386 .20305 -.00007 -.00018 -.00025
7 .54065 .29432 .16133 -.00034 -.00056 -.00063
8 .50084 .25326 .12931 -.00036 -.00058 -.00062
9 .46501 .21901 .10448 -.00037 -.00059 -.00060
10 .43263 ,19026 .08505 -.00054 -.00069 -.00061
11 .40328 .16599 .06973 -.00058 -.00069 -.00057
12 .37659 .14539 .05754 -.00061 -.00070 -.00054
13 .35226 .12782 .04777 -.00131 -.00108 -.00067
14 .33003 .11276 .03989 -.00192 -.00133 -.00070
15 .30965 .09980 .03348 -.00056 -.00052 -.00034
16 .29095 .08860 .02824 .00044 .00004 -.00009
17 .27374 .07889 .02394 -.00073 -.00049 -.00025
18 .25789 .07043 .02037 .00077 .00018 -.00001
19 .24327 .06305 .01742 -.00055 -.00045 -.00025
20 .22975 .05658 .01494 .00005 -.00027 -.00020
21 .21725 .05091 .01287 -.00060 -.00048 -.00023
22 .20568 .04591 .01113 -.00086 -.00056 -.00023
23 .19496 .04150 .00965 -.00157 -.00073 -.00024
24 .18503 .03760 .00840 -.00198 -.00085 -.00027
25 .17581 .03415 .00734 -.00263 -.00100 -.00029
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7.8.2 Simulation.
A second validation of the method has been done by studying the
results of some simulations of 3 , as defined in 7.3, for n equal 5 and
25.
To simulate 3, we simply need to evaluate 7.3 with a generated
multivariate normal vector y = (y i , y2, . . , y), where y	 is a
realization of y(i).
(A method to generate a multivariate normal vector was presented in
section 6.7.2).
Table 7.4 presents the first three moments about the origin of 2000
simulations of 35 and 3 .25
Table 7.4 Moments about the origin of 2000 simulated values of 3
5 and 25 years endowment assurance issued at age 30
Ornstein-Uhlenbeck 8=.06 8 =.1 a=.1 cr=.01
o
n
th
M
	
moment of 3
n
m=1 m=2 m=3
5
25
.63448
.17343
.40412
.03321
.25804
.00702
The results of table 7.4 are to be compared with those of table 7.3
when n equals 5 and 25. They are all very close to each other, and the
relative errors between the exact moments and the moments of the
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simulated values are neither better nor worse than the relative errors
between exact and approximate moments, discussed in section 7.8.1.
The empirical distribution functions constructed from the 2000
simulated values of 3
s
 and 3	 have not been presented, because they25
would almost be exactly juxtaposed on those appearing in figure 7.1.
Table 7.5 presents some percentiles of the 2000 simulated values of
3 and 325• They correspond to the proportion of values smaller or equal
to the values of ,5 and 125 that we find in table 7.2. They were chosen
accordingly in order to ease the comparison between the mentioned
tables, i.e. the approximate (table 7.2) and simulated (table 7.5)
results.
Table 7.5 Estimated percentiles of 2000 simulated values of 3
5 and 25 years endowment assurance issued at age 30
Ornstein-Uhlenbeck 8=.06 8 =.1 a=.1 cr=.01
---- 0
5 years temporary 25 years temporary
/5 Percentile 1 2S Percent i le
.691584 .9465 .270676 .9425
.705804 .9740 .294392	 . .9675
.720023 .9860 .365540 .9945
.734243 .9965 .412971 .9990
.776901 1.0000 .460403 .9995
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Although 2000 simulations might be insufficient to accurately
estimate the extreme values of a distribution, it appears that the
simulated results agree very much with the results presented in table
7.2. In a sense, this may be interpreted as a control or a validation of
the method proposed in section 7.6.
In general, the remarks made here about the moments and extreme
values apply to all the simulations using different parameters and ages
at issue that were done.
Note that the other two methods suggested in this chapter to
approximate the distribution of 3. namely the numerical integration of
section 7.4.1 and the discretization of section 7.4.2, have also been
tried. The numerical integration did not appear to be very good measured
by the accuracy of the calculated moments.
The discretization of section 7.4.2, generally gave very similar
results to those presented here, but on some occasions, the results were
worse.
It is interesting to note that although the discretization method
of section 7.4.2 has one less source of error due to the extra
interpolation required by the discretization method of section 7.6, the
former is sometimes worse than the latter.
Part of the explanation might be found in the fact that when
evaluating 7.41, the round-off error involved in performing the
subtraction
-yn [i]	 -Yn-1 [J]
e	 - e 7.62
might be very significant if y[i] and y 1 [i ] are close. (see, for
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example, Burden and Faires (1989, p.16))
This was confirmed by tracing the execution of the computer program
for 7.41, which showed that significant round-off error did in fact
frequently occur.
We conclude this chapter by observing that on the basis of both the
justification made in section 7.3 and the further validations presented
above, it appears that the approximation 7.20 suggested to obtain the
results of theorem 7.2 is highly acceptable.
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CHAPTER 8
DISTRIBUTION OF A FINITE PORTFOLIO OF POLICIES
8.1 Temporary Assurance. 
8.1.1 Introduction.
In this section, we will study the distribution of the present
value of the benefits for the portfolio of a finite number, c, of
temporary assurance policies described in chapter 5.
We will use the definition of Z involving a summation of the
c
present value of the benefits in a given year over the n policy-years of
the contract. That is definition 6.1.
n-1
7 =	 cc	 E	 •e-y(i+i)i1=0
where c, 1=0,1,...,n-1 is the random variable denoting the numberi
of policies where the death benefit is actually paid at time 1+1. We let
c
n 
be the number of lives assured surviving to the end of the term, n.
Note that the sum of the c 's from i equal 0 to n is c, the total numberi
of policies in the portfolio. Thus, equation 6.2 holds, that is:
n
E c = ci1=0
We will assume that the c i 's are independent of the y(j)'s. Then,
Z
one could theoretically obtain the density function of c /c by summing
and integrating the product of the joint density function of the y(i)'s
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with the probability function of the c i 's over the appropriate domain.
The expression would look like the following:
f	 (z) =
c7/c
E E- .. E	 f f ... f f, (y y ... y ) . p(c ,c ,...,c ) dy . --dy dy1	 1 ' 2'	 ' n	 0 1	 n	 n	 2	 1cc C0 1	 n y y y1 2	 n
where Y= (y(1), y(2), ...,y(n)) and is multivariate normal. The
_
first summation over c
o
 ranges from 0 to c, the next summation over c 1
ranges from 0 to c-co and in general the summation over c i ; i=0,1,...,n,
ranges from 0 to C--(C0+C1...+C1-1).
	The vector (c , c
	 ..-,c) has a multinomial distribution with
o	 1'	
n
parameters c,	
I ci'	 lq x	 n-1 x' ... '
Iq and p . Hence the probability that
x0	 1	 n x
c =c ,
	 c =c ,...and0	 0	 1	 1
P(c ,c ,...,c )0	 1	 n
c =c	 is given by:	 (Ross
n	 n
c!
-	
.	 1[n 7r-
(1988,
)
ICI	 i
( 
i	 x
Cilj
p.203))
• inpx) Cn 8.2C!!	 c	 !	 ..-0	 1 c !	 1.0n
Unfortunately, as	 before, this	 approach	 is	 inefficient from	 a
practical point of view as it would be very laborious to evaluate 8.2
even for n and c as small as 5. In the next section, we develop a
recursive equation from which one can approximate the distribution of
ZC /
'c
.
8.1.2 Recursive equation.
In order to avoid confusion when establishing and using a recursive
equation, we will introduce a more specific notation. So far, we have
8.1
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Z
used c i
'c 
to denote the average cost per policy of a portfolio of c
identical policies. Now, let ACPP(T,n,c) denote the average cost per
policy of a portfolio of c n-year temporary policies. ACPP(T,n,c) is a
random variable and is given by:
n-1 C i
• e
-y(1+1)
ACPP(T,n,c) = E 	
c1=0
Since ACPP(T,n,c) is a summation over n policy-years, it is easy to
break it down into the sum over the first n-1 policy-years plus a term
for the nth policy year. The recursive equation for ACPP(T,n,c) is then
expressed in the form:
	
ACPP(T,n,c) 
=n i:i c i	 _yo+1).n2 c
----- e
	
c	
e
1=0	
ci -e-Y(1+1) + C11-1	 --Y(n)C
1=0
c
= ACPP(T,n-1,c) +  n-1 e-y(n)C
Note that c
	
in 8.4 is the random variable of the number of
n-1
policies with a death benefit payable at time n (and not the number of
survivors to time n-1).
We now introduce a new random variable to simplify the notation.
For i=1,2,...,n, let C. be the random variable denoting the total numberi
of policies paid between time 0 and time i.
Thus
8.3
8.4
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8.5
8.6
1-1
=
	
a'	 E c
	
i	 jj=0
Let c i (a gothic c) be a realization of a . Then:i
c i = E cjj=0
Finally, let z i be a realization of ACPP(T,n,c), let y be aJ
realization	 of	 y(j),	 and	 define	 the	 function qn(zn,Yn,cn)
as:
q
n
( z
n
, y
n
,c
n
) =
fy(n) (yn) -1' lan=cn I y(n)=yn) -P(ACPP(T, n, c).zn I ffn=cn, ,y(n)=y)	 8.7
This function gn ( zn , yn ,cn ) is a mixture of distribution and density
functions for the three events ACPP(T,n,c)Isz , ff =c and y(n)=y
n	 n n	 n
simultaneously.
Since we assume that the c i 's are independent of the y(j)'s, we
have that:
P (Cn=cn I y(n)=yr ) = P (=C)
	
8.8
Hence 8.7 becomes:
qn (Zn, yn, cn )=f y (n) (yn) •P iffn=Cn) •P(ACPP(T,n, c):szni ffn=cn, y (n)=yn)
	
8.9
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From this last equation it follows that the distribution of
ACPP(T,n,c) is given by:
co
FACPP(T,n,c) ( zn ) =	 q (z ,y ,c ) • dynnnn
C =0	 -co
The following theorem now gives a recursive method to approximate
the function gn(zn,Yn,cn).
THEOREM 8.1: The function gn ( zn , yn , cn ) may be obtained recursively
from:
n
gn (z ,y ,c )	 E	 f	 f (n)(ynly(n-1)=y 
n-1 ).n n n
.0	 -03 Y
P(c =jiff	 =c -j)-g (z - I• e n,y	 ,c -j) dyn-1	 n -1 n	 n-1 n C	 n- 1 n	 n-1
with the starting value:
(z , y ,c ) =	 ( x	 Ysd[Ey[(:)])]11111	
if z	 c •e-Y1
	
1	 1 8.12q ) • °[
0	 otherwise
Note that 0( . ) is the pdf of a zero mean and unit variance normal
random variable. The random variable y(n) given that y(n-1) equal yn_l
8.10
8.11
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is normally distributed with mean given by 6.12 and variance given by
6.13, so the conditional density of y(n) given y(n-1) in 8.11 is known.
The conditional probability that c 1 equals j in 8.11 is given by:
n-
(Ross (1988, pp.203,219))
Plc =j1
	
.c -j)
n-1	 n-1 n
Plc	 =j, C	 =c -j)
n-1	 n-1 n
-
P(ff .c -j)n-1 n
) n	 .(C-j	 c-C
C!
n-1 I Clx) j (nPx]	
n
j! (c -j)! (c-c )! (n-lqx
n n
_
(c -j)! (c-c +j)! n-iqx
	 jPn nC. 	 ( ) nC -j n x)c-C +jn
(c-c +j)!	 j	 ) c-C
n n
_ 	 	 ;j=0,1,...,c	 8.13j! (c-c )! ( Clx+n-1) • (13x+n-1	 n
n
Intuitively, equation 8.13 is not surprising, since, given that
C	 = c -j, c	 should be binomially distributed with parameters
n-1
	
n	 n-1
c-(c -j) and q	 .
n	 x+n-1
Proof:
To prove 8.11,
g (z ,y ,c ) may
we start by noting that, from the
also be expressed as:
definition 8.7,
nnnn
Z
g (z ,y ,c	 )	 = n f.' ,	 Z,	 y,	 c ' 	 •i	 ( dznnnn ACPP(T,n,c),Y(n),V.	 n	 n0	 n 8.14
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where
	 fACPP(T,n,c),y(n),ff '	 the	 joint	 density	 function	 of
ACPP(T,n,c), y(n) and	 , may be obtained from Melsa and Sage
(1973, pp.95-97) as:
ACPP(T,n,c),Y(n) Of-
n 	
y, n
y(n _1) (yr, _1,)-fy(n) (yn ly(n -1) =y11_1.) -Piffn= cn ly(n) =Yn ,y(n -1)=yn-1).f
-1
iziy(n) =y,y(n-1) =y
n-1 , gn=Cn) • dy	 8.15fACPP(Ttn,c) n	 n-1
Now, since the c i 's are independent of the y(j)'s, we have that:
p ia =c
n
ly(n) =Y
n
,Y(n- 1) =yn_ i) =	 =C )
n n
Thus 8.15 becomes:
Z, y
ACPP(T,n,c),y (n) ,	 n n
n-1	
Yn-1)Y(r1- 1) (Yn-1) • fy(n) (Yn I Y (11-1)=	 •
PIT =c ) • f	 (zly(n)=y ,y(n-1)=y ,ff 
=L dy
n n
	 ACPP(T,n,c)
	
n-1 n n	 n-1
Again from Melsa and Sage (1973, pp.95-97), we may express the
product of the last two terms in 8.17 as:
8.16
8.17
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•	 -Y
e	 IY(n)=y ,y(n-1) =y 	 =C -j)	 8.20
n-1 n-1 n(zACPP (T, n-1 • c)
pI =c ) . f	 (zly(n)=y ,y(n-1) =y ,ff =c
n n	 ACPP(T,n,c)	 n	 n-1 n n P(C =j)*n-1
=c ,c =j)	 8.18
n
= c c
n
I 
n-1=j) .fACPP(T,n, c) (Z I Y(n)=Yn' 11(n-1 )=Yn-1' ffn n n-1
From 8.5, we know that, given c	 = j, the event ff = c is the
n-1
same as the event
	 = c -j. Therefore, we have that:
n-1
P iff =c lc =j) = Piff =c -jIc =j)
n n n-1
	 n-1 n	 n-1
Also, from 8.4, the event
	
ACPP(T,n,c) = z given y(n) = yn,
y(n-1) = yn-l'	 ff = c	 and	 cn-1 
= j	 implies
	
that
-Y
ACPP(T,n-1,c) = z -	 under the same conditions. 	 In
appendix C we show that ACPP(T,n-1,c) given
n-1 is independent of
c
n-1 . Hence,
kly(n) =y ,y(n-1) =y ,ff =c ,c =j) =ACPP(T,n,c)
	 n-1 n n n-1
8.19
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iy(n) =y ,y(n-1) =y ,E .c -j)
n-1 n-1 n
-y
-
ACPP (T, n-1 , c)
If, now, we make the approximation
ACPP (T, n- 1 , c) n ly(n-1) =y ,C =c -j)	 8.21n-1 n-1 n
then, using 8.19, 8.20 and 8.21, we may express 8.18 in the form:
P(T
n
=cri)•fACPP(T,n,c) (Z I y ( n) =yn , y (n-1 ) n n=yn-1'	 C
E p(c 
-1 =j)-P	 1IC 	 =c -jIc- 1 =j)n	 n-	 n ' nj =0
-
-y
e
Ti ly(n-1)=y ,C =c -j
ACPP (T, n-1 , c )
	 n-1 n-1 n
Now using the fact that:
Pic =j) . PIC
n-1
=c -jic	 =j)
n-1	 n	 n-1
= P(C =c -+
n-1	 n
P(c =jC	 =c -j)I
n-1	 n-1	 n
8. 23 
and by substituting the right-hand side of this last equation in
equation 8.22, then combining the resulting equation with 8.17 above and
rearranging the terms, we obtain:
8.22
186
z-fACPP(T0-1,c), y (n-1) I f
n-1
• . -Y
C 
e 
n
, yn_i , Cn- j) 8.25
C
n
f	 , z,y ,c ) = E P(c =j1ff	 =c -j)•ACPP(T,n,c), y (n) , v. (	 n n	 n-1	 n-1 n
n	 j--.0
Ify(, ni
,(y 
n
ly(n-1)=--y
n-1
) 
• 
[f (_1) (yri-i) •P(-1=Cn-j) •
Yn-1
e n ly(1) = ff	 11.	 8.24f
ACPP CT, n-1 ,
	
n-	 y	 ,	 =c	 •dy
c)	 C	 n-1 n-1 n	 n-1
Finally, since the expression in square brackets in 8.24 is
by integrating both sides of 8.24 with respect to z from 0 to zn we
obtain 8.11.
To obtain the starting value, we simply have to note that
ff
ACPP(T,1,c) = 
c
l•e-Y(1)
	
8.26
and that, assuming independence between i and y(1),
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8.27
8.28
P(ACPP(T,1,c)-sz i ly(1) =yi , f1 =c 1 ) = { 1
0
C	 -y
1if z ---e 1
1 C
otherwise
8.31
41(zi'Y 1 , C 1 ) =
PlACPP(T,1,c).-sz1ly(1)=Y1,
	 17-C1).fy(1)(Y1).+1=c1)
y - E[y(1)))
= PIACPP(T,1,c)--5z 1 ly(1) =y , C =c )-0  1	 -PIC= c )1	 1	 1	 1	 1
sd(y(1)]
Since
)c1
	Pie' =c ) = (14	 8.291 1	 x
and, if y(1)=y 1 and C1=c1,
c i
 -yi
ACPP(T,1,c)= 
-6--e
we have that
8.30
and finally 8.31 in 8.28 gives 8.12,
91 ( Z1 ' Y1 ' e1 )
[y - E[y(1)])1 
0
sd[y(1)] j
-Y1
if z
1 
C
1 
-e
otherwise
Subject to justifying the approximation 8.21 above, this completes
the proof of theorem 8.1. o
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8.32
8.33
8.1.3 Justifications of the approximation.
The approximation 8.21 is a key step in obtaining a recursive
equation involving only known quantities. This approximation may be
justified theoretically by considering two particular correlation
coefficients.
First, the high correlation between y(n) and y(n-1) does justify
approximation 8.21 in the same way that it justified approximations 6.18
and 7.21. The reader is referred to table 6.1 for numerical
illustrations of the correlation between y(n) and y(n-1).
Secondly, from Mardia, Kent and Bibby (1979, section 6.5), the
approximation would be good if the difference between the two multiple
correlation coefficients pl and p2 is small, where:
P1 = p
ACPP (T ,n-1,c) • e -y (n) ,e -y (n-1) frPV'
n-1
and
P2 PACPP(T,n-1,c) •e-y(n-1) , got:
n-1
In words, p l is the multiple correlation coefficient between
ACPP(T,n-1,c) and the three random variables e-Y(n), e -37(n-1) and C .
n-1
And p2 is the multiple correlation coefficient between ACPP(T,n-1,c) and
the two random variables e—yft1-1) and	 . If these two multiple
n-1
correlation coefficients are close, it implies that the random variable
e' 	 not useful in explaining ACPP(T,n-1,c) when e 	 and C
n-1
are already considered. (see, for example, Mardia, Kent and Bibby,
(1979, example 6.5.2 p.170.))
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8.34
S =S =
12	 21
and
8.37
n
8.38S=
22
A multiple correlation coefficient between Y and a vector X may be
obtained from the general expression: (using the notation of Mardia,
Kent and Bibby (1979, p.168))
P	 =1" X
	 S
where
S = V[Y]	 8.35
11
So, for p l , we will have:
S = V[ACPP(T,n-1,c)]ii
S
J 12 22 21
-
8.36
cov(ACPP(T,n-1,c) , e-Y(n))
cov (ACPP(T,n-1,c) , e-y(n-1))
cov(ACPP(T, n-1, c) , gn_i)
V[e-Y(11
cov(e-y(n ,e_'_1))
cov(C , e" 41
n-1n
covie-y(n) ,e-y(n-1))
qe-Y(n-1)]
cov( ff	 e-y(n-1) )
n-1'
coy	
-y('
,e
y(n))
n-1
cov(T	 ,e -y(n-1))
n-1
V1(! _ 1]
Now	 the
cov le-y (I) ,e-y(j))
elements
is	 given
of
by
S
22
6.29,
(8.38)
that
are	 known.
cov(e-y(1) ,E n_i
Note
is	 zero
11
that
for
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8.42
8.43
all i because yars and c .1 's are assumed to be independent for all i
and j, and the variance of ff	 is given by:
n-1
n ‘ir 	 n-2 n-2
liff I = v i 	 C = E E ccv (c ,c )
n-1	 1	 1	 j1=0	 1=0 j=0
where (see, for example, Larson (1982, p.307))
8.39
COV IC , C )1	 j
-c.ilqx.iiqx	 ij
=	 8.40
C . ,q -(1-,q )
	 i=j
I I '	 II '
As for the elements of the vectors S and S (8.37), they are:
12	 21
cov (ACPP (T, n-1, c), e -y(n) ) =
[2 C in i:*2 C	 n-1	 --(1+1)	 --(n)
- E	 E	 e-y(i+1)] .Eie-Y(n)]E	 e '	 • e 'L c	 c1.0	 1=0
by independence of the c l 's and y(j)'s for all i and j, we have:
n-2 rc ,
= E E 1.--
c
T{Eie-Y"+"-Y(n) - E e-Y(i+1) . E e-Y(n)
1=0
n-2
E q • covie	 ,- Y(I+1) e-Y(n))1 1 x1=0
8.41
which is exactly the expression for
of 6.26 and 6.28).
covie-y(n) ,C) (See the numerators
n
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-E[
8.45
8.46
8.47
8.48
Similarly, we have:
n-2 q . cov(e -y(1+1)COV(ACPP(T,I1-1,C),e-Y(n-1) ) = 11 x1=0
And finally, the third covariance of S12 and S21 is:
8.44
cov(ACPP(T,n-1,c),
	 =n-1 ) 
	
{ nE-2 C	
2n
	
1	 -y(+1).E---- e 1 	 c I
	
C	
.11=0	 j=0
n-2 C	 n-2 ]
E 	 I	 -y
	c 	
(1+11e	 •E[ \- cL j1=0	 j=0
	
n-2 n-2 f [ C i	 c
= E E { E
	
c	
e-Y(1+1) • C ]i - E[ c 1 e-Y(1+1) ] • E[c ] 1i1=0 J=0
by independence of the c i 's and y(j)'s for all i and j, we have:
-n-2 n2	 (1+1)
=E E Er -y c	 j . {Ep t •cii _E [c ] •E [c J]}
1=0 j=0
	
n-2 n-2	 -y(1+1)
	
= E E	 e	E
C	
• CO+ 1 , C 3 )1=0 j=0
(where cov ci,Cj is given by 8.40.
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e
-Y(n
cov (ACPP ( T, n-1, c )
	
)-1)
'
•
S =S =
i
8.49
12	 21
coviACPP(T,n-1,c) ,
.n-1.)
and
coy fff 	 e-y(n-1))
n-1 8.50S=
22
To obtain p2 we simply need to use 8.34 with 8.36 and:
coviT 
n-1
	 V [Tn_li
Note that the elements of S and S defined as in 8.49 and 8.5021	 22
(for p2) are the same as those of S and S defined by 8.37 and 8.3821	 22
(for pi ) except that in 8.49 and 8.50 all the elements involving the
random variable e-y(n) have been deleted.
In table 8.1 we show some multiple correlation coefficients, p i and
p. for portfolios of n-year temporary contracts issued at age 30 of2
size 10 and 100000, for different values of n, when the force of
interest is modelled by a Ornstein-Uhlenbeck process with parameters
30=.1, a=.1 and T=.01.
The results of table 8.1 clearly show that, for any value of n, the
multiple correlation coefficients p i and p2 take values that are very
close. Moreover, the two coefficients are just about identical (at least
to five decimals) for small values of n.
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Table 8.1 Multiple correlation coefficients pl and p2
Ornstein-Uhlenbeck 8=.06 8 0f,l, a=.1 and c=.01
n
Portfolio of 10 contracts Portfolio of 100000 contracts
P 1 p 2 P 1 p2
1 0.99998 0.99998 0.99998 0.99998
2 0.99883 0.99883 0.99867 0.99860
3 0.99699 0.99699 0.99628 0.99584
4 0.99451 0.99451 0.99287 0.99144
5 0.99147 0.99146 0.98888 ,0.98576
6 0.98788 0.98787 0.98492 0.97960
7 0.98378 0.98378 0.98149 0.97383
8 0.97920 0.97920 0.97878 0.96892
9 0.97418 0.97418 0.97675 0.96498
10 0.96875 0.96874 0.97525 0.96189
20 0.89640 0.89624 0.97153 0.95279
40 0.73908 0.73413 0.95872 0.93667
60 0.65408 0.63413 0.90274 0.87293
It is important to appreciate that it is not the fact that the
correlation coefficients are high which make the approximation 8.21 a
good one or not. Rather, it is the fact that p i and p2 are close.
Therefore, the lower correlation coefficients for a portfolio of size 10
(particularly when n is large) do not imply that the approximation will
be worse than for a larger portfolio of size 100000.
In order to apply the results of theorem 8.1, it is necessary to do
some discretization. Compared to the limiting portfolio case, the finite
portfolio has a higher level of complexity in using the procedure herein
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described to find the distribution function of the average cost per
policy. This is due to the random number of benefits that will become
payable in a given year, instead of a fixed proportion for the limiting
portfolio. Accordingly, more numerical analysis and tests have to be
done to illustrate successfully the results of theorem 8.1. This is
certainly an interesting subject for further research.
For the purpose of comparison of the finite distributions with the
limiting one, we will use a simulation approach. The next section
presents the main steps of the simulatior that was used to estimate the
distribution function of portfolios of n-year temporary assurance
contracts of finite size.
8.1.4 Simulation of ACPP(T,n,c) and illustrations.
To simulate a realization of ACPP(T,n,c), we can evaluate 8.3 with
a generated multivariate normal vector y = (y ,y ,...,y ) where y is a
—	 1 2	 n	 i
realization of y(i) and with a generated multinomial vector
(c ,c,. 
• 
.,c ) where c is a realization of c .01	 n	 i	 i
To generate the vector y we used the method that has already been
presented in section 6.7.2.
To generate the multinomial vector (c ,c ,...,c ) we used the0 1	 n
algorithm presented in figure 8.1. There are many different ways of
generating a multinomial vector.
Table 8.2 presents the expected value, standard deviation and
skewness, both theoretical and from 2000 simulations, of the average
cost per policy of portfolios of size 10 for 5 and 25 years temporary
assurance contracts issued at age 30.
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Set c. = 0	 ; i=0,1,...,n
and j = 1
Generate a Uniform random variate
U E [0,1)
j =j+1
Figure 8.1 Algorithm to generate a multinomial vector
with parameters (c; q, 	 ,q ,
x	 x 21 x q,	 p)n-li x n x
Increase c by 1 where i is such that:
p > ui=0,1,...,n-1
x	 j	 1+113x
or	
p >u	 0	 i=n
x
 a multinomial vector
Note: 1 x	 1+1 P x
cc
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Table 8.2 Expected value standard deviation and skewness of ACPP(T,n,c) 
Theoretical and from 2000 simulations for c=10
5 and 25 years temporary assurance issued at age 30
Ornstein-Uhlenbeck 6=.06 6
o
=.1 a=.1 c=.01 
n
Theoretical 2000	 Simulations
E. V. sd sk E. V. sd sk
5
25
.00516
.02636
.01989
.03195
3.8934
1.5732
.00504
.02551
.02005
.03142
4.3337
1.5193
Table 8.3 presents equivalent results for the average cost per
policy of similar portfolios but this time of size 100.
Table 8.3 Expected value standard deviation and skewness of ACPP(T,n,c) 
Theoretical and from 2000 simulations for c=100 
5 and 25 years temporary assurance issued at age 30
Ornstein-Uhlenbeck 8=.06 6 =.1 a=.1 c=.01
---- o
n
Theoretical 2000	 Simulations
E.V. sd sk E.V. sd sk
5
25
.00516
.02636
.00629
.01104
1.2331
0.6666
.00504
.02645
.00621
.01108
1.3972
0.6525
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Note, however, that knowledge of the moments of the distribution of
the average cost per policy will not in general be sufficient to answer
all questions about the solvency of a portfolio. The right tail of the
distribution is definitely valuable, and possibly essential, information
when dealing with solvency problems.
Tables 8.4 and 8.5 present some percentiles for 2000 simulated
values of the average cost per policy for two portfolios of temporary
assurance contracts, with terms of 5 and 25 years, issued at age 30. One
portfolio has 10 policies, the other 100.
Note that each value presented under the headings ACPP(T,n,c)
represents the value of z for which the estimated cdf of ACPP(T,n,c) at
z, i.e. 
FACPP(T,n,c)(z), equals the given percentile.
Table 8.4 Estimated percentiles of 2000 simulated values of ACPP(T,n,10) 
5 and 25 years temporary assurance issued at age 30
Ornstein-Uhlenbeck 6=.06	 =.1 a=.1 cr=.01
---- 0
5 years temporary 25 years temporary
ACPP(T,5,10) Percentile ACPP(T,25,10) Percentile
.065764
.080648
.090210
.090863
.165801
.95
.975
.99
.995
.9995
.090608
.105477
.125712
.138444
.170409
.95
.975
.99
.995
.9995
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Table 8.5 Estimated percentiles of 2000 simulated values of ACPP(T,n,100) 
5 and 25 years temporary assurance issued at age 30
Ornstein-Uhlenbeck 6=.06 6 =.1 a=.1 cr=.010
5 years temporary 25 years temporary
ACPP(T,5,100) Percentile ACPP(T,25,100) Percentile
.016282
.020250
.024326
.029645
.040541
.95
.975
.99
.995
.9995
.046575
.051104
.057575
.061161
.073184
.95
.975
.99
.995
.9995
From tables 6.3, 8.4 and 8.5 we can see how the size of the
portfolio affects its probability of solvency. Or, if one prefers, one
could look at the net single premium that should be charged to each
policyholder of a portfolio of a given size in order to have a given
probability of solvency.
For example, if one wants a probability of solvency of at least
.995, the net single premium per policyholder should be about .0908 or
.0296 for portfolios of 5 years temporary assurance contracts of size 10
and 100 respectively, and about .0056 for a limiting portfolio. For 25
years temporary assurance contracts the net single premium should be
about .1384, .0612 and .0420 for portfolios of size 10, 100 and a
limiting portfolio respectively.
From this example, we see that the right tail of the distribution
of ACPP(T,25,100) is closer to the right tail of the limiting
distribution (table 6.3) than ACPP(T,5,100) is. This is due to the fact
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ACPP(T,25,c)
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that the uncertainty due to mortality is greater for 5 years temporary
contracts than for 25 years contracts, therefore, requiring more
policies to eliminate this uncertainty.
For a better illustration of how the size of the portfolio affects
the distribution of the average cost per policy, figure 8.2 presents the
cdf of ACPP(T,n,c) for 25 years temporary contracts issued at age 30 for
the three values of c considered here, namely, 10, 100 and m.
Figure 8.2 Cdf of ACPP(T,25,c) 
25 years temporary assurance issued at age 30
Ornstein-Uhlenbeck 6=.06 3 =.1 m=.1 o-=.01
o
From figure 8.2, we can see that even for 25-year temporary
assurance contracts, 10 policies is clearly insufficient to eliminate
the uncertainty due to mortality. There is still a probability of paying
no benefits at all of more than .4 and the distribution is far from the
one corresponding to no uncertainty due to mortality (i.e. the solid
curve). Even 100 such policies is not enough. Although the distribution
is much closer to the limiting one, the mortality risk is still
relatively important, hence reinsurance.
8.2 Endowment Assurance. 
8.2.1 Introduction
In this section we will study the distribution of the present value
of the benefits for the portfolio of a finite number of endowment
assurance policies described in chapter 5.
Again, we will use definition 7.1 of Z, the one involving a
c
summation of the present value of the benefits in a given year over the
n policy-years of the contract. That is:
n-1
c -e-y(1+1) + c -e
C	
-y(n)Z)= E
I	 n1=0
where c i is defined as in chapter 7 and in section 8.1.
We will still assume that the c i 's are independent of the y(j)'s
for all i and j.
As with the temporary contracts, we theoretically could obtain the
Zdensity function of c /'c by summing and integrating the product of the
joint density function of the y(i)'s with the probability function of
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n-1
ACPP(E,n,o) = E
1=0
c	 c
1 e 1+1) ,	 n	 -y(n), -----e
C	 c
8.51
the c i 's over the appropriate domain. The expression would still look
like 8.1 but the domain of integration would be different.
This method is, however, impracticable and we to have consider
other approaches. One method would be to adapt the results of section
8.1.2 to endowment contracts, just as we did in section 7.2 (adapting
the results of section 6.2) for the limiting portfolio.
Another approach would be to use the relationship which exists
between the average cost per policy for portfolios of temporary and
endowment contracts. This is the approach that is suggested and it is
the subject of the next section.
8.2.2 Relationship between ACPP(T,n,c) and ACPP(E,n,c).
Let ACPP(E,n,c) denote the average cost per policy of a portfolio
of c n-year endowment policies. The random variable ACPP(E,n,c) is then
given by:
Define the function h (z ,y ,c ) to be a mixture of distribution
nnnn
and density functions for the three events ACPP(E,n,c)--sz
n
,
y(n)=yn simultaneously, by the equation
=c and
n n
h (z ,y ,c ) =Annn
fy (n) (yn) • P (qn=--cn I y(n)=--yn) • P (ACPP (E, n, c)-z nlVc n, y(n)=yrj 	 8.52
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Since we assume that the c 's are independent of the y(j)'s, we
have that 8.8 holds. Therefore, 8.52 becomes:
	
h (z ,y ,c )=f „(y
	 =c -PlACPP(E,n,c) .5-z lff =c ,y(n)=y)	 8.53
nnny(
	
n)n	 nj	 n n n
From this last equation it follows that the distribution of
ACPP(E,n,c) is given by:
co
8.54F
ACPP(E,n,c) (zn ) = E	 f(zn,yn ,cn ) 	dyn
C rrO	 -m
Tt
By combining equations 8.3 and 8.51, we note that
ACPP(E,n,c) = ACPP(T,n,c) + 
c
n 
e
-y(n)	 8.55
This last equation makes it possible to link the functions
(z ,y ,c ) and h (z ,y ,c ) and therefore to find the distribution of
nnnn
	
nnnn
ACPP(E,n,c).
The following theorem gives the existing relationship between the
function h (z ,y ,c ) just defined and the function g (z ,y ,c ),
nnnn	 nnnn
discussed in section 8.1.2. Note that the latter can be obtained from
the result of theorem 8.1.
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THEOREM 8.2: The functionsg(z,y,c) and h (z ,y ,c ) are linkedn n n 
nnnn
by the following equation:
(c-c ) -y
n	 nh(Z,y,c) = g (z -	 .e	 , Y,e)
n nnn	 nn	 C	 n n
Proof: Since we condition on y(n) = y and on ff =c , definition
n	 nn
8.53, is equivalent to:
h ( z , y ,c ) = f ( ,(y )-P(C =c ).
n nnn	 you n	 nn
C	 -y(n)	 C	 -y
P(ACPP(E,n,c)- n -e	 :s z ---21-e n i q =c ,y(n)=y	 8.57
	
n C	 nn
	 n
Note that if	 =c , then from 6.2, 8.5 and 8.6,
nn
	c=c = c-c	 8.58
n n	 n
And from 8.55 and 8.58, 8.57 becomes:
h (z ,y , c ) = f, ,( y ) t. =c ).
n nn nyou n	 nn
(c-c ) - y
n 
P(ACPP(T,n,c)	 z
n	
.e 
rIl n7--Cn ,Y(n)--yn)	 8.59 C
8.56
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Finally, from 8.9, the right-hand side of 8.59 is simply
(c— c
n
) - y
n
g (z -	  •e	 ,y ,c ).
	
This observation completes 	 the
nn	 C	 nn
proof of 8.56.o
To summarize, we could use theorem 8.1 to find g (z ,y ,c ) then
nnnn
find h (z ,y ,c ) from 8.56 and finally we find the cdf of ACPP(E,n,c)
nnnn
by using 8.54.
Of course, to obtain numerical illustrations from 8.54, we would
need to do some discretization and first of all, evaluate the function
g (z ,y ,c ). Since this was not done in section 8.1, we cannot present
nnnn
numerical illustrations when using theorem 8.2. This could also be the
subject of a further research.
As for finite portfolios of temporary contracts, for endowment
contracts we use a simulation approach to compare finite distributions
with the limiting one. The main steps of the simulation that was carried
out to estimate the distribution function of portfolios of n-year
endowment contracts of finite size are presented in the next section.
Some numerical illustrations for small portfolios are also presented.
8.2.3 Simulation of ACPP(E,n,c) and illustrations.
To simulate a realization of ACPP(E,n,c), we can evaluate 8.51 with
a generated multivariate normal vector y = ( yi,y2,...,y.) where y is a1
realization of y(i) and with a generated multinomial vector
(c,c,...,c ) where c is a realization of c.01 n	 i	 i
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To generate the vector y we used the method that has already been
presented in section 6.7.2.
	
To generate the multinomial vector (c ,c	 ) we used the
	
01	 n
algorithm presented in figure 8.1.
Table 8.6 presents the expected value, standard deviation and
skewness, both theoretical and from 2000 simulations, of the average
cost per policy of portfolios of size 10 for 5 and 25 years endowment
assurance contracts issued at age 30.
Table 8.6 Expected value standard deviation and skewness of ACPP(E,n,c) 
Theoretical and from 2000 simulations for c=10
5 and 25 years endowment assurance issued at age 30
Ornstein -Uhlenbeck S=.06	 =.1 a=.1 T=.01
o
Theoretical	 2000 Simulations
E.V.	 sd	 sk
	
E. V.	 sd	 sk
5 .63471 .03438 .15815 .63545 .03447 0.1541
25 .17581 .06037 .94358 .17626 .06042 0.9183
In table 8.7, we find the same results for portfolios with exactly
the same characteristics, except that they are now of size 100 instead
of size 10.
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Table 8.7 Expected value standard deviation and skewness of ACPP(E,n,c) 
Theoretical and from 2000 simulations for c=100 
5 and 25 years endowment assurance issued at age 30
Ornstein-Uhlenbeck 8=.06 8 =.1 a= .1 c=.01
o
n
Theoretical 2000	 Simulations
E.V. sd sk E.V. sd sk
5
25
.63471
.17581
.03415
.05727
0.1607
1.0459
.63448
.17537
.03313
.05702
0.1687
1.1195
Again, for solvency purposes, the right tail of the distribution is
of great importance.
Tables 8.8 and 8.9 present some percentiles from 2000 simulated
values of the average cost per policy for portfolios of endowment
assurance contracts, with terms of 5 and 25 years, issued at age 30, of
size 10 and 100 respectively.
Note that each value presented under the headings ACPP(E,n,c)
represents the value of z for which the estimated cdf of ACPP(E,n,c) at
z, i.e. F	 (z), equals the given percentile.ACPP(E,n,c)
From tables 7.2, 8.8 and 8.9 we can see the small effect (at least
for 10 or more policies) that the size of the portfolio has on its
probability of solvency. This contrasts with the situation discussed
earlier for temporary assurance contracts. Alternatively, we may
determine the net single premium that should be charged to each
policyholder of a portfolio of a given size in order to have a given
probability of solvency.
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Table 8.8 Estimated percentiles of 2000 simulated values of ACPP(E,n,10) 
5 and 25 years endowment assurance issued at age 30
Ornstein-Uhlenbeck 6=.06 6 =.1 a=.1 c=.01
o
5 years endowment 25 years endowment
ACPP(E,5,10) Percentile ACPP(E,25,10) Percentile
.693402
.706170
.719300
.726813
.755820
.95
.975
.99
.995
.9995
.280414
.314682
.355580
.391021
.464104
.95
.975
.99
.995
.9995
Table 8.9 Estimated percentiles of 2000 simulated values of ACPP(E,n,100) 
5 and 25 years endowment assurance issued at age 30
Ornstein-Uhlenbeck 6=.06 6 =.1 a=.1 a=. 01
o
5 years endowment 25 years endowment
ACPP(E,5,100) Percentile ACPP(E,25,100) Percentile
.689475
.702747
.717362
.725402
.742427
.95
.975
.99
.995
.9995
.278319
.312318
.345953
.401141
.478923
.95
.975
.99
.995
.9995
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For example, if one wants a probability of solvency of at least
.995, the net single premium per policyholder should be about .7268 or
.7254 for portfolios of 5 years endowment assurance contracts of size 10
and 100 respectively, and about the same value for a limiting portfolio.
For 25 years temporary assurance contracts the net single premium
should be about .3910 or .4011 for portfolios of size 10, 100
respectively and about the same for a limiting portfolio.
From this example, we see that the right tail of the distribution
of ACPP(E,25,c) or ACPP(E,5,c) is close to the right tail of the
limiting distribution (table 7.2), at least for c greater than 10. This
is because the uncertainty due to mortality for endowment contracts is
relatively small, and therefore, only a few policies are required to
almost completely eliminate this uncertainty.
For a better illustration of how the size of the portfolio affects
the distribution of the average cost per policy, figure 8.3 presents the
cdf of ACPP(E,n,c) for 25 years endowment contracts issued at age 30 for
the three values of c considered here, namely, 10, 100 and co.
This last figure confirms that as long as a portfolios counts at
least 10 policies, the uncertainty that is left in its average cost per
policy is virtually entirely due to the random force of interest. The
uncertainty due to mortality being relatively small.
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Figure 8.3 Cdf of ACPP(E,25,c) 
25 years endowment assurance issued at age 30
Ornstein-Uhlenbeck 6=.06 6 =.1 a=.1 c=.01
---- 0
0.1	 0.2	 0.3	 0.4
	 0.5	 0 6
ACPP(E,25,c)
'" C = 10
—.— C = 100
--- C 4 co
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CHAPTER 9
CONCLUSION
9.1 Summary. 
With regard to the problems of setting contingency reserves and
assessing the solvency of life assurance companies, this thesis presents
some fundamental results. It was not our 5 itention to determine specific
contingency reserves or solvency margins but to show how one can obtain
useful information to take appropriate decisions concerning these. Among
the main results, there is, firstly, a general and efficient recursive
method to find the first three moments of the present value of the
benefits payable for a portfolio of identical policies. Three particular
cases have been considered and illustrated, namely, the temporary
assurance, the endowment assurance and the whole-life assurance. We
found that it was possible to spread the mortality risk but not the
interest rates risk. Also, the number of policies required to spread
most of the mortality risk varies with the type and term of the
assurance contract.
Secondly, an accurate recursive method is developed to find the
distribution function of the average cost per policy (or average of the
present value of benefits payable) for a limiting (i.e. when the number
of policies tend to infinity) portfolio of temporary assurance
contracts. The method involves an approximation which has been justified
theoretically and validated in different ways.
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Thirdly, it is shown how one can obtain the distribution of the
average cost per policy for a limiting portfolio of endowment assurance
contracts from that of a limiting portfolio of temporary assurance
contracts.
The development of a method to obtain the distribution of the
average cost per policy for limiting portfolios might suggest that the
recursive method used to find the moments is no longer needed. One could
always approximate the moments from the distribution. This is however
not the case as those moments are essential information to find the
limiting distributions efficiently.
Finally, we derive a method to find recursively the average cost
per policy for portfolios of finite size for temporary assurance and
endowment assurance contracts.
The earlier chapters of this thesis set out the basic results which
are used extensively in later chapters to obtain the main results given
above. The moments and distributions of the present value function are
considered in chapter 3 and those of the present value of assurance
benefits are considered in chapter 4.
Although all the illustrations are using a continuous-time first
order stochastic differential equation, the Ornstein-Uhlenbeck process,
the validity of the results is not restricted to this process. The main
results are very general in terms of the stochastic process that may be
used to model the interest rates (or the force of interest).
Nevertheless, based on the criteria discussed in chapter 2, the
Ornstein-Uhlenbeck process is believed to be an adequate model for the
force of interest.
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9.2 Applications. 
Although the results have all been presented in relation to
assurance contracts, they would also find applications in other fields.
For example, when finding the moments of the present value of an
assurance benefit, one may simply think of the benefits as future cash
flows (positive or negative) and the mortality rates as probabilities of
receiving or paying the cash flows; the formula presented would provide
a way of finding the moments of the present value of any cash flow.
Replacing the probabilities of dying by cash flows in the results
of chapt-q- 6 would provide a way of approximating the distribution of
the present value of the cash flows. This would find some applications
in project evaluation, pension funds, etc...
The results are presented for net single premium contracts but they
would just as well apply to net level premium contracts or any contract
with premiums spread over part or all of the coverage period.
Only portfolios of identical policies were considered but the
results for limiting portfolios consisting of different types of
assurance contracts are easily obtainable by adapting the results of
chapter 6. Instead of using the expected number of policies where the
benefit is due at a given time, one would need to use the expected total
amount of benefits payable at a given time. Note that although the
results for limiting portfolios of identical contracts are easily
adaptable for limiting mixed portfolios, the adaptation is not so simple
when the portfolios are of finite size.
The results of chapter 8 assumed that the random variables ci;
1=0,1,... ,n-1, had a multinomial distribution, which is the case for the
particular portfolio considered. These results could be extended to
cases where the c 's would have a different distribution function. Giveni
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appropriate modelling of the c i 's, the method of chapter 8 could find
some applications in casualty assurance and disability and sickness
assurance.
9.3 Suggestions for further research. 
In addition to the different applications discussed above, there
exist numerous closely related areas for further research. For example,
it would be of interest to study in detail the moments and distribution
of the average cost per policy (profit or loss) for portfolios of
annu'ty contracts.
It would also be interesting to compare the distributions for
different processes used to model the force of interest (independent and
identically distributed, Ornstein-Uhlenbeck process, second order SUE,
etc...) and for different discrete processes for the interest rates
(random walk, ARIMA(p,d,q)).
Trying to fit certain known distributions like translated Gamma,
lognormal, Pearson, etc.. to the approximated distributions (with
particular attention given to the tails of the distributions) obtained
from the methods suggested here is another possibility for further
research.
Note that this research has set forth some fundamental results for
analyzing the problems of contingency reserve and solvency. A thorough
analysis of these problems would be a worthwhile project with possibly
immediate applications in the assurance business.
The results for finite portfolios are presented theoretically but
they have not been carried out in practice. Therefore, the practical
considerations involved in finding the distribution of the present value
of benefits for portfolios of finite size would deserve some attention.
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As for solvency purposes, it would be interesting to investigate,
in greater detail, the number of contracts necessary in order to spread
as much of the risk as possible, bearing in mind that not all of it may
be spread.
A very interesting problem, closer to the kind of business actually
carried out by assurance companies, would be to consider portfolios of
finite size consisting of different types of assurance contracts.
One could also consider a generalization of the model which would
allow for expenses and withdrawals possibly linked in some way to the
interest rates model.
We hope that this research will be helpful to people who need to
consider actuarial functions with stochastic mortality and interest
rates. A further hope is that it will generate some new research aimed
at studying some of the unanswered questions raised here.
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APPENDIX A
Alternative proof of 2.48
The result obtained in 2.48 can also be obtained by using the
results appearing in Arnold (1974, p.131).
First let us find the derivative of y(t) as defined in 2.37. Using
It6's lemma (see, for example, Arnold (1974, p.91)) we have:
Sy(t) 2y(t)dy(t) = at	 dt +  66  -dS + .5 66	 .66  da d8t
t tt	 t
= -dt + 0-dS
t
 + .5-0-dS	 =	 -dt	 A.2t t	 t
Now combining this result with 2.6 for 6=0 and writing both in
matrix form, we get:
•4
 at =	 OH at 
I . dt + rl.dW
y(t )1 0	 y(t)	 0
(Note that the autocovariance function does not depend on the long
term mean 6, so in order to simplify this proof we can assume without
loss of generality that S is equal. to 0.)
Then from Arnold (1974, p.131, 8.2.6(a)) we know that the
expectation of such a system is given by:
E y
at I 
= e
Mt
- 
60
(t)	 y(0)
A.1
A. 3
A. 4
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1 0	 -a 0 .t .I. -a 0 2 
t
2
+
I0 1 10	 10
.
2
-+ f-a	
t3
I
•610
A.6
A. 7
A.8
where
[-a 01
M =
1 0
Expanding en we get:
A. 5
lexp{-at}
1-exp{-at} 
a
And the expectation would be (note that 3=0 and y(0)=0):
E [ t	 = en . 0 = 06 6	 16 -expi-at}
And now the autocovariance function in the present situation
becomes by Arnold (1974, p.131, 8.2.6(b)) assuming szst:
6	 6
cov	 t Ms	 ( Ms )-1 47)*(W 0)*((eM11)-1 Tdu)	 • (emt ) T	 9A.fly(sfly(t)11=e [Le - 	 ]
s exp(au}
	
0].[0.2 ollexpfau}	 Or
Ms
du]-(ent)T1	 A.10= e • [fo [-exp{aul
	
1-exp(aul
	1	 0 0
	 1
a	 a
exp{-as}	 0	 a(e2as-1)
	
2eas -e2as -1	 exp{-at}	 0
=	 2as
Jo.-
	 	
A.111-expf-as?	 as	 4 as e	 3H1expf-atl 1 2a2
 2e-e2as -1 2s--e +	 1
a a	 a
1-expi-atly(t)	 0	 6
o
•
a
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Here we are interested in the element (1,1) of A.11 which is:
2 
.cov(8 ,8 )	 = cf.Stt	 2a e
a(s-t)
- e
-a(t+s)
s.-5t. A.12
and it is equal to the expressions 2.33 and 2.9.
We are
	 also	 interested	 in the element	 (2,2)	 of A.11 which
simplification is found to be, again assuming that s:st:
2	 2
after
cov(y(s),Y(t))
	 = 17 . s + E-- Mt	 —Ce (t—s )	 -(t+s-2+2e-as	-+2e	 -e	 -e oc	 )] A.132
a
	
20
3
Finally	 going
	 through
	 exactly	 the	 same	 steps	 but	 with	 .t.s and
combining	 the	 two	 situations	 we	 get	 the	 expression	 2.48	 and this
completes the proof.
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APPENDIX B
Mortality Table CA 80-82 Male
x
0
qx
.01092
x q x x qx x qx
1 .00081 26 .00143 51 .00694 76 .06442
2 .00063 27 .00139 52 .00768 77 .07002
3 .00048 28 .00136 53 .00848 78 .07607
4 .00047 29 .00134 54 .00933 79 .08251
5 .00039 30 .00132 55 .01026 80 .08941
6 .00030 31 .00132 56 .01127 81 .09683
7 .00022 32 .00134 57 .01239 82 .10483
8 .00019 33 .00139 58 .01360 83 .11338
9 .00019 34 .00145 59 .01488 84 .12243
10 .00022 35 .00153 60 .01628 85 .13203
11 .00027 36 .00163 61 .01781 86 .14227
12 .00035 37 .00175 62 .01951 87 .15319
13 .00049 38 .00189 63 .02138 88 .16475
14 .00069 39 .00205 64 .02339 89 .17692
15 .00092 40 .00223 65 .02556 90 .18975
16 .00112 41 .00245 66 .02790 91 .20332
17 .00128 42 .00271 67 .03046 92 .21767
18 .00139 43 .00301 68 .03317 93 .22325
19 .00147 44 .00334 69 .03601 94 .22003
20 .00153 45 .00372 70 .03907 95 .22234
21 .00157 46 .00414 71 .04243 96 .24450
22 .00158 47 .00461 72 .04617 97 .30086
23 .00157 48 .00512 73 .05024 98 .41245
24 .00153 49 .00567 74 .05460 99 .56973
25 .00148 50 .00628 75 .05930 100 .74112
101 .89506
102 1.00000
219
n-2 C
IECi=0
- e
-y(1+1) C.1ACPP(T,n-1,c) =
APPENDIX C
Proof of independence between c	 and ACPP(T,n-1,c) given C.
-n-1	 n-1
We want to prove that the conditional random variables
ACPP(T,n-1,c) and c	 given C	 are independent. This is necessary for
n-1	 n-1
equation 8.20 to be true.
It should be remembered here that c 	 is the rand-m variable for
n-1
the number of policies ( in a portfolio of size c) for which there is a
death benefit payable at time n.
Therefore, we want to show that knowing the number of deaths
between time 0 and time n-1, the average cost per policy of a portfolio
of (n-1) year temporary assurance contracts of size c is independent of
the number of deaths occurring between time n-1 and time n.
Intuitively, although ci=0,1,2,..,n-2 and c
	 are dependent,
C	
.	
n-1
it makes sense that the latter does not influence ACPP(T,n-1,c) if we
already know the sum of the c i 's from i=0 to i=n-2.
To prove this independence, we start with the definition of
ACPP(T,n-1,c). From 8.3, ACPP(T,n-1,c) is given by:
Since (by assumption) c 1 is independent of the y(i)'s, it followsn-
from the definition C.1 that, ACPP(T,n-1,c) given C	 will ben-1
independent of c	 if, given C.	, c	 is independent of c i for anyn-1	 n-1	 n-1
i=0,1,...,n -2.
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1 Cn-1)
and
Pic =c 1 C =i)n-1 n-1	 n-1
- C.5
Now, from Melsa and Sage (1973, p.101, eq 3.9-3), the random
variable c
n-1 1 Cn-1 is independent of c 1 C	 , k=0,1,...,n-2 if:k	 n-1
P
 (
c =c , c =c ,...,c =c , c =cO 0	 1 1	 n-2 h-2	 n-1 n-1
Pic =c , c =c ,...,c =c 	 I C )-Pic	 =c	
I C)0 0	 1 1	 n-2 n-2	 n-1	 n-1 n-1	 n-1
Using equation 3.8-2 of Melsa and Sage (1973, p.94), we may find
the three probabilities in C.2 as follows:
Plc =c , c =c ,...,c =c , c =c	 I C =i) =O 0	 1 1	 n-2 n-2	 n-1 n-1	 n-1
Pic =c , c =c ,...,c 	 =c	 , c =c , C =i)0 0	 1 1	 n-2 n-2	 n-1 n-1	 n-1
C. 3
PIC =i)
n-1
C. 2
Plc =c , c =cO 0	 1 1 " C Cn-2= n-2 I T =i) =n-1
Pic =c , c =c ,...,c	 =c	 , C =i)0 0	 1 1	 n-2 n-2	 n-1
C.4
P(T	 =i)n-1
Plc =c , C =i)
n-1 n-1	 n-1
P(C =i)n-1
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n-1\ C	 Nc-i-c	 n-2n-1C	 )	 1. if E ck
Otherwise
=
C.6
0
P(c =c	 =c
{(co' cl' 	 n-1	 k=0	 (k Clx	 k•inpx
0	 i0'	 c 1	 1' • • •	 Cn-2=-Cn-2 )	=n-1
	
n-2	 c-
{C ,c , . . . c	 ) • IT0 1	 n-2 k=0 (I( lqx)	 (n-lpx
n-2
if	 =
k=0	
C. 7
Finally, as the c 's are mutinomial, the required probabilities in
C.3, C.4 and C.5 in order to check that C.2 holds are:
	
Pi
c =c , c =c	 =c , c =c ,	 =i) =0 0	 1 1	 n-2 n-2	 n-1 n-1	 n-1
0	 Otherwise
C	 -i-cc
n-1	 n-1
P (en-i= -1 , g'n-1=4 ) =	 • (n-1 i qx)	 • (n-/qx) • ril3x)
and
=1) =	 .	 q	 p
	
n-1 J 1 J n-1 x	 n-1 x
C. 8
C.9
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It is then a straightforward exercise to check that equation C.2 is
valid and therefore that the conditional random variables ACPP(T,n-1,c)
and c	 given t	 are independent.0
n- 1	 n- 1
It is interesting to note that although c i , 1=0,1,2,... ,n-2 and
c	 are dependent, on conditioning on C
	
they become independent.
n- 1	 n- 1
The following is a simple example of this situation:
Let X,
	 i=1,2,...,5 be five random variables such that:
X3 =X1 + X2	 C.10
and
X	 = X	 +X C.115	 3	 4
where X	 X	 and X	 are independent.,1	 2	 4
Then
P(X5=xIX3 , X2) FIX =xIX ) C.12= 5	 3
which means that given X, 	 X	 and X are independent. But as Xequals3	 5	 2 5
the sum X +X +X , X and X are clearly not independent.124 	 5	 2
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