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Abstract
Using an approach similar to that of Gerber and Shiu (1998), a recursive
formula is given for the expected discounted penalty due at ruin, in the
discrete time risk model. With it the joint distribution of three random
variables is obtained; time to ruin, the surplus just before ruin and the
deficit at ruin.
The time to ruin is analyzed through its probability generating function
(p.g.f.). The joint distribution for the compound binomial model is derived
in Cheng et al. (2000) using martingale techniques and a duality argument.
Here we find a recursive formula for the p.g.f. of ruin time T , the discounted
moments of the deficit at ruin and the surplus just before ruin. A detailed
discussion is given in the case u = 0 and when the claim size in a unit time
is geometrically distributed.
1 Introduction
Problems associated with the calculation of ultimate ruin probabilities, for the
continuous time risk model, have received considerable attention in recent years.
∗This research was funded by the Natural Sciences and Engineering Council of Canada
(NSERC) operating grant OGP0036860 and the Spanish Department of Education, Sports and
Culture.
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These include studies of the distribution of the ruin time (finite-time ruin prob-
abilities), the surplus before ruin and the deficit at ruin, as well as moments of
these variables.
We explore analog problems, but in the discrete time risk model. Section 2 gives
a recursive formula for the expected discounted penalty due at ruin, using an
approach based on Gerber and Shiu (1998), but here with a discrete model. This
discounted penalty depends on the deficit at ruin and the surplus just before ruin.
Hence, our recursive formula yields the joint distribution of the three random
variables time to ruin, the surplus just before ruin and the deficit at ruin.
Given the discrete nature of our model, probability generating functions (p.g.f.)
are used throughout to analyze the time of ruin and its associated random vari-
ables. The joint distribution for the compound binomial model is derived in Cheng
et al. (2000) using martingale techniques and a duality argument. Instead, in Sec-
tion 4 we find a recursive formula for the p.g.f. of ruin time T , the discounted
moments of the deficit at ruin and the surplus just before ruin. Section 3 gives
a detailed discussion for the case u = 0 and when the claim size in a unit time
period is geometrically distributed.
These results are of independent interest and can give a better understanding of
the analogous results in the continuous time model, as a limit case of the discrete
time model.
2 Model Description and Notations
Consider the discrete time surplus process
U(t) = u+ t−
t∑
i=1
Xi , t = 1, 2, . . . ,
where u ∈ N is the initial reserve. The Xi are i.i.d. random variables with common
probability function (p.f.) p(k) = P (X = k), for k = 0, 1, 2, . . . , denoting the
total claim amount in period i, occuring at the end of the period. Denote by
µk = E[X
k] the k-th moment of X and by pˆ(s) =
∑∞
i=0 s
ip(i) its p.g.f..
Without loss of generality we assume that the premium income per unit time is
1, and, in order to have a positive loading factor, that µ1 < 1.
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Now define (the possibly defective random variable)
T = min{t = 1, 2, . . . ; U(t) ≤ 0}
to be the ruin time,
Ψ(u) = P (T <∞|U(0) = u) , u ∈ N ,
to be the ultimate ruin probability and
ψ(u, t) = P (T = t |U(0) = u) , t = 1, 2, 3, . . . ,
to be the ruin probability at time t.
Consider f3(x, y, t | u) = P{U(T − 1) = x, |U(T )| = y, T = t |U(0) = u},
x, y ∈ N, the joint probability function of the surplus just before ruin, deficit at
ruin and ruin time. Let v ∈ (0, 1) be the (constant) discount factor over one
period and define f2(x, y | u) =
∑∞
t=1 v
tf3(x, y, t | u) as a discounted joint p.d.f. of
U(T − 1) and |U(T )|. Similarly, denote by f(x | u) = ∑∞y=0 f2(x, y | u). The usual
conditional probability formulas give the following relation:
f2(x, y | u) = f(x | u)p(x+ y + 1)∑∞
k=x+1 p(k)
, x, y ∈ N .
One of our goals is to find f2(x, y | 0) and f2(x, y | u) for any x, y ∈ N. In Cheng et
al. (2000), the authors find f2(x, y | 0) using martingale properties and a duality
argument for the compound binomial model.
Let w(x, y), x, y = 0, 1, 2, . . . be the non-negative values of a penalty function. For
0 < v < 1, define
φ(u) = E
[
vTw
(
U(T − 1), |U(T )|)I(T <∞) ∣∣ U(0) = u] , u ∈ N . (1)
The quantity w
(
U(T − 1), |U(T )|) can be interpreted as the penalty at the time
of ruin for the surplus U(T − 1) and deficit |U(T )|. Then φ(u) is the expected
discounted penalty if v is viewed as a discount rate.
We will use a technique similar to that in Gerber and Shiu (1998) to give a
recursive expression for φ(u).
Theorem 1
φ(0) = v
∞∑
x=0
∞∑
y=0
ρxw(x, y)p(x+ y + 1) , (2)
3
and for u ∈ N+,
φ(u) = v
u−1∑
x=0
φ(u− x)
∞∑
y=0
ρyp(x+ y + 1) + vρ−u
∞∑
x=u
ρx
∞∑
y=0
w(x, y)p(x+ y + 1) ,
where 0 < ρ < 1 is the root of the equation
q(s) :=
pˆ(s)
s
=
1
v
. (3)
Proof: Conditioning on the first claim X1, we have φ(u) = vE[φ(u + 1 − X1)],
for u ∈ N. Hence
φ(0) = p(0)vφ(1) + v
∞∑
x=1
w(0, x− 1)p(x) (4)
and
φ(u) = p(0)vφ(u+ 1) + v
u∑
x=1
φ(u+ 1− x)p(x)
+v
∞∑
x=u+1
w(u, x− u− 1)p(x) , u ∈ N+ . (5)
For 0 < ρ < 1, define φρ(u) = ρ
uφ(u). Then for u ∈ N+ we have
φρ(u) =
vp(0)
ρ
φρ(u+1)+v
u∑
x=1
ρx−1φρ(u+1−x)p(x)+vρu
∞∑
x=u+1
w(u, x−u−1)p(x) ,
Rearranging terms
φρ(u+ 1) =
ρ
vp(0)
φρ(u)− 1
p(0)
u∑
x=1
ρxφρ(u+ 1− x)p(x)
− 1
p(0)
ρu+1
∞∑
x=u+1
w(u, x− u− 1)p(x)
and hence ∆φρ(u) := φρ(u+ 1)− φρ(u) is given by
∆φρ(u) = φρ(u)
[
ρ/v − p(0)
p(0)
]
− 1
p(0)
{
u∑
x=1
ρxφρ(u+ 1− x)p(x)
−ρu+1
∞∑
x=u+1
w(u, x− u− 1)p(x)
}
, u ∈ N+ . (6)
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Now assume there is a ρ ∈ (0, 1) such that pˆ(ρ)
ρ
= 1
v
(its existence is discussed after
the proof). Then (6) becomes
∆φρ(u) = φρ(u)
[
pˆ(ρ)− p(0)
p(0)
]
− 1
p(0)
{
u∑
x=1
ρxφρ(u+ 1− x)p(x)
−ρu+1
∞∑
x=u+1
w(u, x− u− 1)p(x)
}
. (7)
Summing from u = 1 to m− 1 and rearranging terms, we obtain
φρ(m) = φρ(1) +
1
p(0)
{
∞∑
u=1
ρup(u)
m−1∑
x=1
φρ(x)−
m−1∑
x=1
m−1∑
u=x
ρu+1−xp(u+ 1− x)φρ(x)
−
m−1∑
u=1
ρu+1
∞∑
x=u
w(u, x− u)p(x+ 1)
}
= φρ(1) +
1
p(0)
{
m−1∑
x=1
φρ(x)
∞∑
u=m−x+1
ρup(u)
−
m−1∑
u=1
ρu+1
∞∑
x=u
w(u, x− u)p(x+ 1)
}
. (8)
Since limm→∞ φρ(m) = 0, for 0 < ρ < 1, we have
φρ(1) =
1
p(0)
∞∑
u=1
ρu+1
∞∑
x=u
w(u, x− u)p(x+ 1) ,
φ(1) =
1
p(0)
∞∑
u=1
ρu
∞∑
x=u
w(u, x− u)p(x+ 1) . (9)
From (4) and (9) we have
φ(0) = v
∞∑
u=1
ρu
∞∑
x=u
w(u, x− u)p(x+ 1) + v
∞∑
x=1
w(0, x− 1)p(x)
= v
∞∑
u=0
ρu
∞∑
x=u
w(u, x− u)p(x+ 1) = v
∞∑
u=0
ρu
∞∑
x=0
w(u, x)p(x+ u+ 1)
and in turn (8) implies that
φρ(m) =
1
p(0)
{
m−1∑
x=1
φρ(x)
∞∑
u=m−x+1
ρup(u) +
∞∑
u=m
ρu+1
∞∑
x=u
w(u, x− u)p(x+ 1)
}
.
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Hence
φ(m) =
1
p(0)
{
m−1∑
x=1
φ(x)
∞∑
u=m−x+1
ρu−m+xp(u)
+
∞∑
u=m
ρu+1−m
∞∑
x=u
w(u, x− u)p(x+ 1)
}
=
1
p(0)
{
m−1∑
y=1
φ(m− y)
∞∑
x=0
ρx+1p(x+ y + 1)
+
∞∑
u=m
ρu+1−m
∞∑
x=u
w(u, x− u)p(x+ 1)
}
=
1
p(0)
{
m−1∑
y=0
φ(m− y)
∞∑
x=0
ρx+1p(x+ y + 1)− φ(m)
∞∑
x=0
ρx+1p(x + 1)
+
∞∑
u=m
ρu+1−m
∞∑
x=u
w(u, x− u)p(x+ 1)
}
.
Finally,
φ(m) =
ρ
pˆ(ρ)
{
m−1∑
y=0
φ(m− y)
∞∑
x=0
ρxp(x + y + 1)
+
∞∑
u=m
ρu−m
∞∑
x=u
w(u, x− u)p(x+ 1)
}
= v
m−1∑
y=0
φ(m− y)
∞∑
x=0
ρxp(x+ y + 1) + v
∞∑
u=m
ρu−m
∞∑
x=u
w(u, x− u)p(x+ 1)
= v
m−1∑
y=0
φ(m− y)
∞∑
x=0
ρxp(x+ y + 1) + v
∞∑
u=m
ρu−m
∞∑
x=0
w(u, x)p(x+ u+ 1) .
This completes the proof. 2
Remark: If instead, the ruin time is defined to be the first time that the surplus
drops to a strictly negative value, T ∗ = min{t = 1, 2, . . . ; U(t) < 0}, then it
is easily seen that φ∗(u) := E[vT
∗
w
(
U(T ∗ − 1), |U(T ∗)|)I(T ∗ < ∞) ∣∣ U(0) = u]
satisfies the following recursive formula, slightly different of that in Theorem 1:
φ∗(0) =
1
p(0)
ρ
∞∑
x=0
ρx
∞∑
y=1
w(x, y)p(x+ y + 1) ,
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and for u ∈ N+
φ∗(u) = v
u∑
x=0
φ∗(u− x)
∞∑
y=0
ρyp(x + y + 1) + vρ−u
∞∑
x=u
ρx
∞∑
y=1
w(x, y)p(x+ y + 1) .
By definition, q in (3) is strictly convex. Hence equation (3) has at most two
solutions. Further, lims→0+ q(s) = +∞ and q(1) = 1 < 1v , implying that for a
fixed v ∈ (0, 1), q(s) = pˆ(s)
s
= 1
v
has a unique solution between 0 and 1, say s = ρ.
If X is sufficiently regular, then equation (3) also has a solution greater than 1, say
s = R. When v = 1, this R is the classical adjustment coefficient for the discrete
model.
Now, here the solution ρ of (3) is a function of the discount factor v. Call it ρ(v)
and consider the following properties.
Lemma 1 If ρ(v) ∈ (0, 1) is the solution of q(s) = pˆ(s)
s
= 1
v
, for v ∈ (0, 1), then
a) 0 < ρ(v) < v,
b) limv→0 ρ(v) = 0 and limv→1 ρ(v) = 1,
c) Derivatives of ρ of any order exist, especially
ρ′(v) =
pˆ(ρ)
1− vpˆ′(ρ) , ρ
′′(v) =
vpˆ′′(ρ)[ρ′(v)]2 + 2pˆ′(ρ)ρ′(v)
1− vpˆ′(ρ) ,
where limv→0 ρ
′(v) = p(0), limv→1 ρ
′(v) = 1
1−µ1
, limv→0 ρ
′′(v) = 2p(1)p(0)
and limv→1 ρ
′′(v) = µ2+µ1(1−2µ1)
(1−µ1)3
.
Further discussion of the properties of ρ and R, under zero and negative loading
factors, can be found in Cheng et al. (2000). For simplicity, we have denoted
throughout the paper ρ(v) by ρ, when v ∈ (0, 1) is fixed.
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3 Analysis of the u = 0 case
Since f3(x, y, t | 0) is the joint p.f. of U(T − 1), |U(T )| and T , then
φ(0) = E
[
vTw
(
U(T − 1), |U(T )|)I(T <∞) ∣∣ U(0) = 0]
=
∞∑
x=0
∞∑
y=0
∞∑
t=1
vtw(x, y)f3(x, y, t | 0)
=
∞∑
x=0
∞∑
y=0
w(x, y)
∞∑
t=1
vtf3(x, y, t | 0) =
∞∑
x=0
∞∑
y=0
w(x, y)f2(x, y | 0) .
Comparing with Theorem 1, we find that f2(x, y | 0) = vρxp(x + y + 1), im-
plying that g(y | 0) = ∑∞x=0 f2(x, y | 0) = ∑∞x=0 vρxp(x + y + 1) and f(x | 0) =∑∞
y=0 f2(x, y | 0) = vρx
∑∞
y=x+1 p(y).
Now
E
[
vT I(T <∞) ∣∣ U(0) = 0] = ∞∑
y=0
g(y | 0) = v
∞∑
x=0
∞∑
y=0
ρxp(x+ y + 1)
= v
∞∑
x=0
∞∑
y=x+1
ρxp(y) = v
∞∑
y=1
y−1∑
x=0
ρxp(y) = v
∞∑
y=1
p(y)
1− ρy
1− ρ
=
v[1− pˆ(ρ)]
1− ρ =
v − ρ
1− ρ = 1−
1− v
1− ρ , (10)
and hence by Lemma 1-(c) we reproduce the well known result (Gerber, 1988):
Ψ(0) = P [T <∞ ∣∣ U(0) = 0]
= lim
v→1
E
[
vT I(T <∞) ∣∣ U(0) = 0] = lim
v→1
1− ρ′(v)
−ρ′(v) = µ1 . (11)
On the other hand, E
[
vT I(T <∞) |U(0) = 0] = ∑∞n=1 vnP [T = n |U(0) = 0]
and hence
P [T = n
∣∣ U(0) = 0] = dndvn (v−11−ρ)
∣∣
v=0
n!
.
After some simplifications, we have
P [T = 1
∣∣ U(0) = 0] = 1− ρ′(0) = 1− p(0) ,
P [T = 2
∣∣ U(0) = 0] = −ρ′′(0)− 2ρ′(0)2 + 2ρ′(0)
2
= p(0)− p(0)2 − p(0)p(1) .
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In general, it is difficult to obtain P [T = n |U(0) = 0] in closed form. Only for
some special distributions of X can explicit expressions be found.
Example 1 (Random Walk)
If P (X = 0) = p and P (X = 2) = 1 − p = q, then pˆ(ρ) = p + qρ2 and ρ =
1−
√
1−4q(1−q)v2
2qv
. Hence
E[vT I(T <∞) ∣∣ U(0) = 0] = 1 + v − 1
1− ρ = 1 +
(2qv − 1)−√1− 4q(1− q)v2
2
.
Now, since
√
1− 4q(1− q)v2 = 1 + 1
2
[−4q(1− q)v2] +
1
2
(1
2
− 1)
2!
[−4q(1− q)v2]2 + · · ·
+
1
2
(1
2
− 1) · · · (1
2
− n+ 1)
n!
[−4q(1− q)v2]n + · · · (12)
as expected P [T = 1 |U(0) = 0] = q, P [T = 2 |U(0) = 0] = q(1− q) and
P [T = 2n− 1 ∣∣ U(0) = 0] = 0 , n = 2, 3, . . .
P [T = 2n
∣∣ U(0) = 0] = 1× 3× 5× · · · × (2n− 3)
2× n! [2q(1− q)]
n .
Example 2 (Geometric Claims)
If X ∼ geometric(θ), i.e. P (X = k) = (1− θ)θk, for k ∈ N, then pˆ(ρ) = 1−θ
1−ρθ
and
ρ =
1−
√
1−4θ(1−θ)v
2θ
. Hence
E[vT I(T <∞) ∣∣ U(0) = 0] = v − ρ
1− ρ =
1
2(1− θ) [1−
√
1− 4θ(1− θ)v] .
An argument similar to (12), for θ and v rather than q and v2, gives
P [T = 1
∣∣ U(0) = 0] = θ ,
P [T = n
∣∣ U(0) = 0] = 1× 3× 5× · · · × (2n− 3)
n!
2nθn(1− θ)n−1 , n = 2, 3, . . .
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3.1 Moments and covariances
Using Theorem 1 we now obtain the joint and marginal moments of U(T − 1),
|U(T )| and T when u = 0, by specifying w(x, y). To simplify calculations the
equilibrium distribution of X is introduced. It will play a critical role in what
follows.
3.1.1 Equilibrium distribution of a discrete random variable
Let X be the non-negative r.v. taking integer values of Section 2, with its p.f. de-
noted p(x), its k-th moment µk and its survival function P¯ (x) = P (X > x) =∑∞
y=x+1 p(y), x ∈ N. Consider the equilibrium distribution of p, defined as
p1(x) :=
P¯ (x)
µ1
=
∑∞
y=x+1 p(y)
µ1
, x ∈ N .
Now define µ(n) := E[X
(n)] to be the n-th factorial moment of X, where here
x(n) = x(x− 1) · · · (x− n+ 1) denotes the n-th factorial power of x and x(0) = 1.
It is well known in summation calculus (see e.g. Hamming, 1973, p.182) that∑y
k=x k
(n) = (y+1)
(n+1)−x(n+1)
n+1
, for n ∈ N+, x, y ∈ N, and x ≤ y. Hence the n-th
factorial moment µ1:(n) of p1 is given by
µ1:(n) =
∞∑
x=1
x(n)p1(x) =
1
µ1
∞∑
x=1
x(n)
∞∑
y=x+1
p(y) =
1
µ1
∞∑
y=2
p(y)
y−1∑
x=1
x(n) , n ≥ 1 ,
=
1
µ1
∞∑
y=2
p(y)
y(n+1)
n+ 1
=
µ(n+1)
µ1(n + 1)
=
µ(n+1)
µ(1)(n + 1)
, for µ1 = µ(1) . (13)
Similarly, the p.g.f. of the equilibrium distribution p1 is given by
pˆ1(s) =
∞∑
x=0
sxp1(x) =
1− pˆ(s)
µ1(1− s) , −1 ≤ s ≤ 1 ,
with pˆ1(1) = 1, and its survival function is
P¯1(x) =
∞∑
y=x+1
p1(y) =
1
µ1
∞∑
y=x+1
∞∑
k=y+1
p(k) , x ∈ N ,
=
1
µ1
∞∑
k=x+2
p(k)[k − (x + 1)] = 1
µ1
∞∑
k=x+1
p(k)[k − (x + 1)] . (14)
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Now define the equilibrium distribution of p1, or equivalently, the second order
equilibrium distribution of p :
p2(x) =
P¯1(x)
µ1:1
=
1
µ1:1µ1
∞∑
y=x+1
[y − (x+ 1)]p(y) , x ∈ N ,
where µ1:1 is the first order moment of p1. The factorial moments of p2 are obtained
as in (13) to be
µ2:(n) =
µ1:(n+1)
µ1:1(n+ 1)
=
µ1:(n+1)
µ1:(1)(n+ 1)
.
Then the p.g.f. of p2(x) is given by
pˆ2(s) =
∞∑
x=0
sxp2(x) =
1− pˆ1(s)
µ1:1(1− s) , −1 ≤ s ≤ 1 ,
with pˆ2(1) = 1, and the corresponding survival function:
P¯2(x) =
∞∑
k=x+1
p2(k) =
1
µ1:1µ1
∞∑
k=x+1
∞∑
y=k+1
[y − (k + 1)]p(y)
=
1
µ1:1µ1
∞∑
y=x+2
p(y)
y−1∑
k=x+1
[y − (k + 1)]
=
1
µ1:1µ1
∞∑
y=x+2
p(y){1 + · · ·+ [y − (x + 1)− 1]}
=
1
µ1:1µ1
∞∑
y=x+2
p(y){1
2
[y − (x+ 1)]2 + 1
2
[y − (x + 1)]}
=
1
2µ1:1µ1
∞∑
y=x+1
p(y)[y − (x + 1)]2 − 1
2
p2(x) .
Define similarly the subsequent equilibrium distributions of p, from the third order
p3(x) =
1
µ2:1
P¯2(x) up to the n-th order pn(x) =
1
µn−1:1
P¯n−1(x) for x ∈ N, where the
following lemma gives an expression for P¯n(x).
Lemma 2 The survival function P¯n(x), of the n-th order equilibrium distribution
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pn can be expressed as
P¯n(x) =
1
n!
∏n−1
l=0 µl:1
∞∑
y=x+1
p(y)[y − (x+ 1)](n) , (15)
=
1
µ(n)
∞∑
y=x+1
p(y)[y − (x+ 1)](n) , (16)
where µl:1 is the mean of l-th order equilibrium distribution and µ0:1 = µ1 is the
mean of p (or 0-th order equilibrium distribution).
Proof: (14) shows that (15) holds for n = 1. By induction, assume that (15)
holds for any n, then
P¯n+1(x) =
∞∑
t=x+1
pn+1(t) =
∞∑
t=x+1
1
µn: 1
P¯n(t)
=
1
n!
∏n
l=0 µl: 1
∞∑
y=x+2
p(y)
y−1∑
t=x+1
[y − (t+ 1)](n)
=
1
n!
∏n
l=0 µl: 1
∞∑
y=x+2
p(y)
y−(x+2)∑
k=0
k(n)
=
1
(n + 1)!
∏n
l=0 µl: 1
∞∑
y=x+1
p(y)[y − (x+ 1)](n+1) ,
verifies (15) also for n+1. Further, since P¯n(−1) = 1, we conclude from (15) that
n!
n−1∏
l=0
µl:1 = µ(n) , n ∈ N+ , (17)
and hence P¯n(x) is also given by (16). 2
To obtain additional properties of higher order equilibrium distributions of p, we
need the following identity.
Identity 1 For n ∈ N and y ∈ N+,
y−1∑
x=0
x(n)sx = n!
sn(1− sy)
(1− s)n+1 −
n∑
k=1
n!
k!
sn−k
(1− s)n−k+1y
(k)sy . (18)
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Proof: Let In =
∑y−1
x=0 x
(n)sx. Clearly In = n
s
1−s
In−1 − 11−sy(n)sy and I0 = 1−s
y
1−s
.
The result follows by mathematical induction. 2
Now the following lemma gives an expression for pˆn+1(s) =
∑∞
x=0 s
xpn+1(x), the
p.g.f. of pn+1.
Lemma 3 For n ∈ N+ and −1 ≤ s ≤ 1
pˆn+1(s) =
(−1)n(n+ 1)!
µ(n+1)
1− pˆ(s)
(1− s)n+1 +
(n + 1)!
µ(n+1)
n∑
k=1
(−1)n−k
k!
µ(k)
(1− s)n−k+1 , (19)
with pˆn+1(1) = 1.
Proof: Since pn+1(x) =
P¯n(x)
µn:1
= n+1
µ(n+1)
∑∞
y=x+1 p(y)[y − (x + 1)](n), by (16) and
(17) we have
pˆn+1(s) =
n+ 1
µ(n+1)
∞∑
x=0
sx
∞∑
y=x+1
p(y)[y − (x+ 1)](n)
=
n+ 1
µ(n+1)
∞∑
y=1
p(y)
y−1∑
x=0
sx[y − (x+ 1)](n)
=
n+ 1
µ(n+1)
∞∑
y=1
p(y)sy−1
y−1∑
x=0
s−x x(n)
=
n+ 1
µ(n+1)
∞∑
y=1
p(y)sy−1
[
(−1)nn! 1− s
y
(1− s)n+1
(
1
s
)y−1
+
n∑
k=1
(−1)n−kn!
k!
y(k)
(1− s)n−k+1
(
1
s
)y−1]
,
where the last equality holds by (18), which in turn yields (19). 2
Lemma 4 For m and n ∈ N+ we have that µn: (m) = n! m!(m+n)!
µ(n+m)
µ(n)
.
Proof: By induction and noting that µn+1: (m) =
µn: (m+1)
(m+1)µn: 1
. 2
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3.1.2 Moments and covariances of U(T − 1), |U(T )| and vT
From the above results we see that if the penalty function in Theorem 1 is chosen
to be w(x, y) = x(m)y(n), for m,n ∈ N, then
E[vT
(
U(T − 1))(m)(|U(T )|)(n)I(T <∞) ∣∣ U(0) = 0]
= v
∞∑
x=0
ρxx(m)
∞∑
y=x+1
[y − (x + 1)](n)p(y)
= n! v
n∏
l=0
µl:1
∞∑
x=m
ρxx(m)pn+1(x)
= n! vρm
n∏
l=0
µl:1
dm
dρm
pˆn+1(ρ) =
µ(n+1)
n+ 1
vρm
dm
dρm
pˆn+1(ρ) ,
also
E[vT |U(T )|(n)I(T <∞) ∣∣ U(0) = 0] = v ∞∑
x=0
ρx
∞∑
y=x+1
[y − (x + 1)](n)p(y)
= v
∞∑
x=0
ρxpn+1(x)n!
n∏
l=0
µl:1 = v n!
n∏
l=0
µl:1 pˆn+1(ρ) =
µ(n+1)
n+ 1
vpˆn+1(ρ)
and
E[vT (U(T − 1))(m) I(T <∞)∣∣U(0) = 0] = v ∞∑
x=0
ρxx(m)
∞∑
y=x+1
p(y)
= vρm
∞∑
x=m
ρ(x−m)x(m)µ1p1(x) = vρ
mµ1
dm
dρm
pˆ1(ρ) .
Only the exact results in the simplest cases, w(x, y) = x(1), w(x, y) = y(1) or when
w(x, y) = x(1)y(1), are given here.
1. The expected discount value of |U(T )| is obtained using w(x, y) = y(1) :
E[vT |U(T )|I(T <∞) ∣∣ U(0) = 0] = v ∞∑
x=0
ρx
∞∑
y=x+1
[y − (x+ 1)]p(y)
= vµ1:1µ1
∞∑
x=0
ρxp2(x) =
µ(2)
2
v pˆ2(ρ) = v
[
µ1(1− ρ)− 1 + pˆ(ρ)
(1− ρ)2
]
.
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Since, from (11), here Ψ(0) = P [T <∞| U(0) = 0] = µ1, then
E[vT |U(T )| ∣∣ T <∞, U(0) = 0] = µ(2)
2µ(1)
vpˆ2(ρ) = v
[
µ1(1− ρ)− 1 + pˆ(ρ)
µ1(1− ρ)2
]
,
and in particular E[|U(T )| ∣∣ T <∞, U(0) = 0] = µ1:1pˆ2(ρ) = µ1:1 = µ(2)2µ1 .
2. By contrast, w(x, y) = x(1) gives the expected discount value of U(T − 1) :
E[vTU(T − 1)I(T <∞) ∣∣ U(0) = 0] = v ∞∑
x=0
xρx
∞∑
y=x+1
p(y)
= vµ1
∞∑
x=0
xρxp1(x) = vµ1ρpˆ
′
1(ρ) = vρ
[
1− pˆ(ρ)− pˆ′(ρ)(1− ρ)
(1− ρ)2
]
.
Similarly Ψ(0) = µ1 implies that
E[vTU(T−1) ∣∣ T <∞, U(0) = 0] = vρpˆ′1(ρ) = vρ
[
1− pˆ(ρ)− pˆ′(ρ)(1− ρ)
µ1(1− ρ)2
]
,
and again the same expectation is obtained:
E[U(T − 1) ∣∣ T <∞, U(0) = 0] = pˆ′1(1) = µ1:1 = µ(2)2µ1 .
Finally, denote by Z = U(T − 1) + |U(T )| + 1 the claim amount causing
ruin. Using the above results it follows that
E[Z
∣∣ T <∞, U(0) = 0] = 1 + E[U(T − 1) ∣∣ T <∞, U(0) = 0]
+E[|U(T )| ∣∣ T <∞, U(0) = 0] = 1 + µ2 − µ1
µ1
=
µ2
µ1
≥ µ1 ,
showing that the expectation of the claim amount causing ruin is greater
than the expectation of a single claim X.
3. The expected discount value of U(T − 1) and |U(T )|, jointly, is obtained using
w(x, y) = x(1)y(1) :
E[vTU(T − 1)|U(T )|I(T <∞) ∣∣ U(0) = 0] = vµ1µ1:1 ∞∑
x=0
xρxp2(x)
= vµ1µ1:1ρpˆ
′
2(ρ) =
µ(2)
2
vρpˆ′2(ρ) ,
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which implies
E[vTU(T − 1)|U(T )| ∣∣ T <∞, U(0) = 0] = vµ1:1ρpˆ′2(ρ) = µ(2)2µ1 vρpˆ′2(ρ) ,
and, in particular E[U(T − 1)|U(T )| ∣∣T < ∞, U(0) = 0] = µ1:1pˆ′2(1) =
µ1:1µ2:1 =
µ(3)
3! µ1
. Finally, from the above results it follows that
Cov[U(T − 1), |U(T )| ∣∣ T <∞, U(0) = 0] = µ1:1µ2:1 − (µ1:1)2
=
µ(3)
6µ1
−
(
µ(2)
2µ1
)2
.
Remarks:
1. Clearly, if µ2:1 > (<) µ1:1, then U(T − 1) and |U(T )| are positively
(resp. negatively) correlated, while if µ2:1 = µ1:1, then U(T − 1) and
|U(T )| are uncorrelated. A sufficient condition for µ2:1 > (<,=) µ1:1
to hold is that p1 be a DFR (resp. IFR, constant failure rate) distribu-
tion, or equivalently, that p be an IMRL (resp. DMRL, constant mean
residual life) distribution.
2. If X ∼ p is geometrically distributed, then the equilibrium distribution
of any order pn = p, i.e. the same distribution as that of X, and hence
|U(T )| and U(T − 1) are uncorrelated. Furthermore, due to the lack of
memory property, |U(T )| is independent of U(T − 1) and of T .
3.1.3 Moments of U(T − 1), |U(T )| and the ruin time T
To obtain the mean of U(T − 1), |U(T )| and T , jointly, we need the following:
Lemma 5
E[Tw
(
U(T − 1), |U(T )|)I(T <∞) ∣∣ U(0) = 0]
=
∞∑
x=0
∞∑
y=0
w(x, y)p(x+ y + 1) +
1
1− µ1
∞∑
x=0
∞∑
y=0
xw(x, y)p(x+ y + 1) .
Proof: Consider φ(0) = E[vTw
(
U(T − 1), |U(T )|)I(T <∞) ∣∣ U(0) = 0] in (2) of
Theorem 1. Taking derivatives with respect to v on both sides and setting v = 1
(which implies ρ = 1), completes the proof. 2
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Now using w(x, y) = x(m)y(n), in Lemma 5, gives
E[T
(
U(T − 1))(m)|U(T )|(n)I(T <∞) ∣∣ U(0) = 0]
=
∞∑
x=0
x(m)
∞∑
y=x+1
[y − (x+ 1)](n)p(y) +
∞∑
x=0
x x(m)
1− µ1
∞∑
y=x+1
[y − (x+ 1)](n)p(y)
= n!
n∏
l=0
µl:1
[
∞∑
x=0
x(m)pn+1(x) +
∞∑
x=0
x(m+1)pn+1(x)
1− µ1 +
∞∑
x=0
mx(m) pn+1(x)
1− µ1
]
=
µ(n+1)
n + 1
[
µn+1: (m) +
µn+1: (m+1)
(1− µ1) +
m
(1− µ1)µn+1: (m)
]
=
m!n!
(m + n+ 1)!
(
1 +
m
1− µ1
)
µ(n+m+1) +
n! (m + 1)!
(1− µ1)(n +m+ 2)! µ(n+m+2).
Since E[I(T < ∞) |U(0) = 0] = P [T < ∞|U(0) = 0] = Ψ(0) = µ1, here the
following special cases are immediate:
E[TU(T − 1)|U(T )| ∣∣ T <∞, U(0) = 0]
=
E[TU(T − 1)|U(T )|I(T <∞) ∣∣ U(0) = 0]
E[I(T <∞) ∣∣ U(0) = 0]
= µ1:1µ2:1 +
µ1:1[µ2: (2) + µ2: (1)]
1− µ1 =
µ(3)
6µ1
+
µ(4) + 2µ(3)
12µ1(1− µ1) .
Similarly
E[T |U(T )| ∣∣ T <∞, U(0) = 0] = E[T |U(T )|I(T <∞)
∣∣ U(0) = 0]
E[I(T <∞) ∣∣ U(0) = 0]
= µ1:1 +
µ1:1µ2:1
1− µ1 =
µ(2)
2µ1
+
µ(3)
6µ1(1− µ1) ,
while
E[TU(T − 1) ∣∣ T <∞, U(0) = 0] = E[TU(T − 1)I(T <∞)
∣∣ U(0) = 0]
E[I(T <∞) ∣∣ U(0) = 0]
= µ1:1 +
µ1: (2) + µ1: (1)
1− µ1 = µ1: 1 +
µ1: 2
1− µ1 =
µ(2)
2µ1
+
2µ(3) + 3µ(2)
6µ1 (1− µ1) .
Finally
E[T
∣∣ T <∞, U(0) = 0] = E[TI(T <∞)
∣∣ U(0) = 0]
E[I(T <∞) ∣∣ U(0) = 0] = 1 + µ1:11− µ1
= 1 +
µ(2)
2µ1(1− µ1) .
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With the above moments, the covariances between U(T − 1), |U(T )| and T can
be obtained as:
Cov[T, |U(T )| ∣∣ T <∞, U(0) = 0] = µ1:1 + µ1:1µ2:1
1− µ1 −
(
1 +
µ1:1
1− µ1
)
µ1:1
=
µ1:1(µ2:1 − µ1:1)
1− µ1 =
1
1− µ1 Cov[U(T − 1), |U(T )|
∣∣ T <∞, U(0) = 0] ,
and
Cov[T, U(T − 1) ∣∣ T <∞, U(0) = 0] = µ1:1 + µ1:2
1− µ1 −
(
1 +
µ1:1
1− µ1
)
µ1:1
=
µ1:2 − µ21:1
1− µ1 =
1
1− µ1
[
2µ(3) + 3µ(2)
6µ1
−
(
µ(2)
2µ1
)2]
≥ 0 .
Remarks:
1. T and U(T − 1) are positively correlated, since the later ruin occurs, the
bigger the surplus becomes.
2. The covariance of T and |U(T )| is proportional to that of U(T − 1) and
|U(T )|.
3. T and |U(T )| are positively or negatively correlated, depending on whether
µ2:1 > µ1:1 or µ2:1 < µ1:1. The same holds for U(T − 1) and |U(T )|.
4 The case u > 0
The results of the previous section are extended here to the case u > 0. Consider
φ(0) in (2) of Theorem 1 and rewrite φ(u) as
φ(u) =
u−1∑
z=0
φ(u− z)g(z | 0) + A(u) , for u ∈ N+ (20)
=
1
1 + β
u−1∑
z=0
φ(u− z)l(z) + 1
1 + β
M(u) , (21)
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where M(u) = (1 + β)A(u) and
A(u) = vρ−u
∞∑
z=u
ρz
∞∑
y=0
w(z, y)p(z + y + 1) , for u ∈ N (22)
= φ(0)− vρ−u
u−1∑
z=0
ρz
∞∑
y=0
w(z, y)p(z + y + 1) , with A(0) = φ(0) .
Here β is defined as 1
1+β
:=
∑∞
z=0 g(z | 0) = v−ρ1−ρ , by (10). Note that then l(z) =
(1 + β)g(z | 0) is a proper p.f. on N.
This is a recursive formula for φ(u), which can be calculated starting from φ(0),
for any penalty function w(x, y).
Now define the compound geometric p.f. k(u) =
∑∞
n=0
β
1+β
( 1
1+β
)nl∗n(u), for u ∈ N.
Then the following explicit formula can be given for φ(u).
Theorem 2
φ(u) =
1
β
u−1∑
z=0
M(u− z)k(z) , u ∈ N+ . (23)
Proof: Consider (21) and let φˆ(s) =
∑∞
u=0 s
uφ(u), lˆ(s) =
∑∞
z=0 s
zl(z) and Mˆ(s) =∑∞
u=0 s
uM(u) be the transforms of φ, l and M, respectively. Then the transform
of (21) is given by
φˆ(s) =
Mˆ(s)− φ(0)lˆ(s)
1 + β − lˆ(s) .
Now kˆ(s) =
∑∞
u=0 s
uk(u) = β
1+β−lˆ(s)
implies that φˆ(s) = Mˆ(s)−φ(0)lˆ(s)
β
β
1+β−lˆ(s)
=
Mˆ(s)−φ(0)lˆ(s)
β
kˆ(s). Inverting yields (23). 2
Since k is a compound geometric p.f., it can be obtained recursively by Panjer’s
formula, and φ(u) is calculated with (23) in Theorem 2. In particular, for the
case v = 1, Lemma 1 implies that ρ = 1, β = (1 − µ1)/µ1, g(z | 0) = p1(z) and
φ(u) = E[w
(
U(T −1), |U(T )|)I(T <∞) |U(0) = u], yielding the following result.
Corollary 1 For u ∈ N+
E[w
(
U(T − 1), |U(T )|)I(T <∞) ∣∣ U(0) = u] = µ1
1− µ1
u−1∑
z=0
M(u− z)k(z) ,
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whereM(u) = 1
µ1
∑∞
x=u
∑∞
y=0 w(x, y)p(x+y+1) and k(z) = (1−µ1)
∑∞
n=0 µ
n
1p
∗n
1 (z).
As a first application of Theorem 1, we derive the joint p.f. f2(x, y | u).
Theorem 3 For u, x ∈ N+ and y ∈ N, we have
f2(x, y | u) =
u−1∑
z=0
f2(x, y | u− z)g(z | 0) + ρ−uf2(x, y | 0)I(x ≥ u) . (24)
Proof: Consider (20) and (22). For x ∈ N+ and y ∈ N fixed, set
w(z, s) =
{
1 if z = x, s = y
0 otherwise
then, in this particular case, φ(u) becomes
f2(x, y | u) =
{∑u−1
z=0 f2(x, y | u− z)g(z | 0) if x < u∑u−1
z=0 f2(x, y | u− z)g(z | 0) + vρx−up(x + y + 1) if x ≥ u
=
u−1∑
z=0
f2(x, y | u− z)g(z | 0) + ρ−uf2(x, y | 0)I(x ≥ u) .
2
This theorem gives a recursive formula for the joint p.d.f. f2(x, y | u), starting
at f2(x, y | 1) = f2(x,y | 0)I(x≥1)ρ[1−g(0 | 0)] . Once f2(x, y | u) has been obtained, f2(x | u) and
g(y | u) follow easily. Using renewal arguments, Cheng et al. (2000) give the same
result in the compound binomial case.
An application of Theorem 2 yields an alternative expression for f2(x, y | u).
Theorem 4 For x ∈ N+, and y ∈ N
f2(x, y | u) = γ(u)f2(x, y | 0) , u ∈ N+ , (25)
where
γ(u) =
{
1
β
∑u−1
z=0(1 + β)ρ
z−uk(z) if 1 ≤ u ≤ x
1
β
∑u−1
z=u−x(1 + β)ρ
z−uk(z) if u > x
. (26)
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Proof: Let γ(u) =
∑u−1
z=0 γ(u− z)g(z | 0) + ρ−uI(x ≥ u), for u ∈ N+. From (24)
it follows that f2(x, y | u) = γ(u)f2(x, y | 0). On the other hand, from Theorem 2
we see that for the above choice of penalty function, γ(u) can also be expressed
as γ(u) = 1
β
∑u−1
z=0(1 + β)ρ
−(u−z)I(x ≥ u− z)k(z) and (26) follows. 2
Remark: (25) can be viewed as a generalized Dickson formula in a discrete
setting. Again if v = 1 then ρ = 1, l(z) = p1(z) and 1 + β =
1
µ1
. In turn, k(z) =∑∞
n=0(1−µ1)µn1p∗n1 (z) and K(u−1) =
∑u−1
z=0 k(z) =
∑∞
n=0(1−µ1)µn1P ∗n1 (u−1) =
1− Ψ(u). Hence from Theorem 4, γ(u) becomes
f2(x, y | u)
f2(x, y | 0) =
{
K(u−1)
1−µ1
= 1−Ψ(u)
1−Ψ(0)
if 1 ≤ u ≤ x
[K(u−1)−K(u−x−1)]
1−µ1
= Ψ(u−x)−Ψ(u)
1−Ψ(0)
if u > x
.
This gives Dickson’s classical formula for f2(x, y | u) in the discrete model.
As a second application of Theorem 1, consider a constant w(x, y) = 1 to derive
φT (u) = E[v
T I(T < ∞) | U(0) = u], the p.g.f. of the ruin time T with initial
reserve u ∈ N+ :
φT (u) =
u−1∑
z=0
φT (u− z)g(z | 0) +H(u) , (27)
where g(z | 0) = ∑∞x=0 vρxp(x + z + 1), as before, and H(u) is:
H(u) = vρ−u
∞∑
z=u
ρz
∞∑
y=0
p(z + y + 1) = vµ1ρ
−u
∞∑
z=u
ρzp1(z)
= vµ1ρ
−u[pˆ1(ρ)−
u−1∑
z=0
ρzp1(z)] =
∞∑
z=u
g(z | 0) = φT (0)−
u−1∑
z=0
g(z | 0) .
This is a recursive formula for φT (u), starting at φT (1) =
H(1)
1−g(1 | 0)
φT (0)−g(0 | 0)
1−g(1 | 0)
Remark: If φT ∗(u) = E[v
T ∗I(T ∗ < ∞) | U(0) = u] is the p.g.f. of the modified
ruin time T ∗, considered in the first remark, we can easily see that
φT ∗(u) =
u∑
z=0
φT ∗(u− z)g(z | 0) +
∞∑
z=u+1
g(z | 0) .
Now consider the p.g.f. transforms φˆT (s) =
∑∞
u=0 s
uφT (u), gˆ(s) =
∑∞
z=0 s
zg(z | 0)
and Hˆ(s) =
∑∞
u=0 s
uH(u). From (27)
φˆT (s) = φT (0) +
Hˆ(s)−H(0)
1− gˆ(s) , (28)
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where φT (0) = H(0) =
v−ρ
1−ρ
. Simplifying terms gives gˆ(s) = v
[
pˆ(ρ)−pˆ(s)
ρ−s
]
, and
Hˆ(s)−H(0) = vµ1spˆ1(ρ)− pˆ1(s)
ρ− s =
vs
ρ− s
[
1− pˆ(ρ)
1− ρ −
1− pˆ(s)
1− s
]
.
Replacing these two expressions into (28) finally gives
φˆT (s) = φT (0) +
s[v(1− ρ)pˆ(s) + ρ(1− s) + v(ρ− s)]
(1− ρ)(1− s)[vpˆ(s)− s] . (29)
Remarks:
1. Recall that equation q(s) = pˆ(s)
s
= 1
v
has at most two solutions, 0 < ρ < 1
and R > 1. It is easily seen that for these values gˆ(ρ) = vpˆ′(ρ) and gˆ(R) = 1.
2. For some distributions of X, φT (u) can be obtained by inverting φˆT .
Example 3 (Geometric Claims)
If X ∼ geometric(θ), as in Example 2, then ρ = 1−
√
1−4θ(1−θ)v
2θ
, R =
1+
√
1−4θ(1−θ)v
2θ
,
φT (0) =
1−θR
1−θ
, gˆ(s) = vθ
(1−ρθ)
sθ
(1−sθ)
= vsθ
R(1−sθ)
, Hˆ(s)−H(0) = vθ
(1−ρθ)
sθ
(1−sθ)
= vsθ
R(1−sθ)
,
φˆT (s)− φT (0) = Hˆ(s)−H(0)
1− gˆ(s) =
v
R
R2θ
R−v(1−θ)
s
R
1− R2θ
R−v(1−θ)
s
R
=
v
R
s
R
1− s
R
=
v
R
∞∑
u=1
suR−u
and, in turn
φT (u) =
v
R
R−u = vR−(u+1) =
[
1− θR
1− θ
]
R−u = φT (0)R
−u , u ∈ N .
The special case v = ρ = 1 yields φT (u) = Ψ(u) =
θ
1−θ
R−u = Ψ(0)R−u, which is
a discrete analog of the continuous Poisson/exponential model. In this case φT
can also be derived by the martingale optional sampling theorem and the lack of
memory property of the geometric distribution, as in Cheng et al. (2000).
In this simpler case, it is possible to obtain the distribution of the ruin time
P (T = n |U(0) = u). Since 1
R
= 1
2(1−θ)v
[1−√1− 4θ(1− θ)v] = ∑∞n=0 bnvn, where
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b0 = θ and bn =
1×3×···(2n−1)
(n+1)!
2n+1θn+1(1 − θ)n, then ( 1
R
)u+1
=
∑∞
n=0 cnv
n , where
c0 = b
u+1
0 and cn =
1
nb0
∑n
k=1[(u+ 2)k − n]cn−kbk. This implies that
φT (u) =
∞∑
n=1
vnP (T = n |U(0) = u) = vR−(u+1) =
∞∑
n=1
cn−1v
n .
Finally P (T = n |U(0) = u) = cn−1 is given by
cn−1 =
{
c0 if n = 1
1
(n−1)b0
∑n−1
k=1[(u+ 2)k − n+ 1]cn−1−kbk if n ≥ 2
=
{
θu+1 if n = 1
1
θ(n−1)
∑n−1
k=1[(u+ 2)k − n+ 1]bkP (T = n− k |U(0) = u) if n ≥ 2
.
To complete this example, consider the factorial moments of T , which are obtained
through successive derivatives of φT at v = 1. For instance
E[T
∣∣ U(0) = u] = d
dv
vR−(u+1)
∣∣∣
v=1
= R(1)−(u+1)
[
1 +
u+ 1
R(1)
1− θ√
1− 4θ(1− θ)
]
,
where R(1) =
1+
√
1−4θ(1−θ)
2θ
. Similarly, the second order factorial moment is:
E[T (T − 1)I(T <∞) ∣∣ U(0) = u] = d2
dv2
vR−(u+1)
∣∣∣
v=1
= R(1)−(u+1)
[
2(u+ 1)(1− θ)√
1− 4θ(1− θ) +
(u+ 1)(u+ 2)(1− θ)2
R(1)[1− 4θ(1− θ)] +
2(u+ 1)θ(1− θ)2
[1− 4θ(1− θ)] 32
]
.
Next, we show that in general, φT (u) can be expressed as a compound geometric
tail. Since φT (u) =
∑u−1
z=0 φT (u− z)g(z | 0) +
∑∞
z=u g(z | 0), it can be re-written as
φT (u) =
1
1 + β
u−1∑
z=0
φT (u− z)l(z) + 1
1 + β
∞∑
z=u
l(z) , u ∈ N , (30)
where 1
1+β
=
∑∞
z=0 g(z | 0) = φT (0) = v−ρ1−ρ and l(z) = g(z | 0)P∞z=0 g(z | 0) = (1 + β)g(z | 0)
is a proper p.f., while L¯(u) =
∑∞
z=u+1 l(z) is the tail probability of l.
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Theorem 5 φT (u) can be expressed as a compound geometric sum
φT (u) =
β
1 + β
∞∑
n=1
(
1
1 + β
)n
L¯∗n(u− 1) , u ∈ N (31)
= φT ∗(u) +
β
1 + β
∞∑
n=1
(
1
1 + β
)n
l∗n(u) ,
where L¯∗n and l∗n are the n-th convolution of L¯ and l, while L¯(−1) = L¯∗n(−1) = 1.
Proof: Here (27) can be re-written as 1−φT (u) = 11+β
∑u−1
z=0 [1−φT (u−z)]l(z)+ β1+β
for u ∈ N+. Theorem 2 then gives 1− φT (u) =
∑u−1
z=0 k(z) and hence
1− φT (u) = β
1 + β
∞∑
n=0
(
1
1 + β
)n u−1∑
z=0
l∗n(z) =
β
1 + β
∞∑
n=0
(
1
1 + β
)n
L∗n(u− 1) ,
which in turn implies φT (u) =
β
1+β
∑∞
n=1
(
1
1+β
)n
L¯∗n(u − 1), for u ∈ N+. With
L¯∗n(−1) = 1 this formula also holds for u = 0.
Similarly, the remark to (27) implies φT ∗(u) =
1
1+β
∑u
z=0 φT ∗(u−z)l(z)+ 11+β L¯(u),
for u ∈ N. Subtracting from (30), we have
φT (u)− φT ∗(u) = 1
1 + β
u∑
z=0
[φT (u− z)− φT ∗(u− z)]l(z) + β
(1 + β)2
l(u) .
Using transforms, it is easily seen that φT (u)− φT ∗(u) is compound geometric:
φT (u)− φT ∗(u) = β
1 + β
∞∑
n=1
(
1
1 + β
)nl∗n(u) , u ∈ N ,
which implies that φT ∗(u) =
β
1+β
∑∞
n=1(
1
1+β
)nL¯∗n(u), to complete the proof. 2
Remarks:
1. Theorem 5 gives a generalized Beekman’s convolution formula for the dis-
crete time model. If v = ρ = 1, then it simplifies to Beekman’s classical
convolution formula Ψ(u) = (1− µ1)
∑∞
n=1 µ
n
1 P¯
∗n
1 (u− 1).
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2. Since φT (u) admits a compound geometric form and l(z) is discrete, Panjer’s
recursive formula can also be used here. Further, any properties (e.g. two-
sided bounds) of compound geometric distribution also apply to φT (u).
3. The theorem also gives the relationship between the p.g.f. transforms of two
differently defined ruin times T and T ∗.
A recursive p.g.f. formula for the ruin time T implies that moments of T can be
obtained recursively. Denote the first and second factorial moments by E1(u) =
E[TI(T <∞) |U(0) = u] and E(2)(u) = E[T (2)I(T <∞) |U(0) = u].
Theorem 6
E1(u) = µ1 +
µ(2)
2 (1− µ1) + µ1
u−1∑
z=0
E1(u− z)p1(z) + µ1
u−1∑
z=0
[Ψ(u− z)− 1] p1(z)
+
µ(2)
2 (1− µ1)
u−1∑
z=0
[Ψ(u− z)− 1] p2(z) , u ∈ N+ (32)
and
E(2)(u) =
u−1∑
z=0
E(2)(u− z)µ1 p1(z) +
u−1∑
z=0
E1(u− z)
[
2µ1 p1(z) +
µ(2)
(1− µ1)p2(z)
]
+
u−1∑
z=0
[Ψ(u− z)− 1]
[
µ(2)(µ2 − 3µ1 + 2)
2(1− µ1)3 p2(z) +
µ(3)p3(z)
3(1− µ1)2
]
+
µ(2)(µ2 − 3µ1 + 2)
2(1− µ1)3 +
µ(3)
3(1− µ1)2 , u ∈ N
+ . (33)
Proof: By definition ∂
∂v
φT (u)|v=1 = E[TI(T <∞) |U(0) = u] = E1(u). Differen-
tiating φT (u) =
∑u−1
z=0 φT (u− z) g(z|0) +
∑∞
z=u g(z|0) on both sides then gives
∂
∂v
φT (u) =
u−1∑
z=0
∂
∂v
φT (u− z)g(z | 0) +
u−1∑
z=0
φT (u− z) ∂
∂v
g(z | 0) + ∂
∂v
∞∑
z=u
g(z | 0) .
(34)
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Substitute ∂
∂v
g(z | 0) = ∑∞x=0 ρxp(x+z+1)+∑∞x=0 vxρx−1ρ′(v)p(x+z+1) in (34)
and set v = ρ = 1. Then φT (u) = Ψ(u), g(z | 0) = µ1p1(z) and ρ′(1) = 11−µ1 give
E1(u) = µ1
u−1∑
z=0
E1(u− z)p1(z) + µ1
u−1∑
z=0
Ψ(u− z)p1(z)
+
1
1− µ1
u−1∑
z=0
Ψ(u− z)
∞∑
x=0
xp(x + z + 1) +
∞∑
z=u
∞∑
x=0
p(x+ z + 1)
+
1
1− µ1
∞∑
z=u
∞∑
x=0
xp(x+ z + 1)
= µ1
u−1∑
z=0
E1(u− z)p1(z) + µ1
u−1∑
z=0
Ψ(u− z)p1(z)
+
1
1− µ1
u−1∑
z=0
Ψ(u− z)
∞∑
x=z+1
[x− (z + 1)]p(x)
+
∞∑
z=u
∞∑
x=z+1
p(x) +
1
1− µ1
∞∑
z=u
∞∑
x=z+1
[x− (z + 1)]p(x)
= µ1
u−1∑
z=0
E1(u− z)p1(z) + µ1
u−1∑
z=0
Ψ(u− z)p1(z)
+
µ1:1µ1
1− µ1
u−1∑
z=0
Ψ(u− z)p2(z) + µ1
∞∑
z=u
p1(z) +
µ1:1µ1
1− µ1
∞∑
z=u
p2(z)
= µ1
u−1∑
z=0
E1(u− z)p1(z) + µ1
u−1∑
z=0
Ψ(u− z)p1(z)
+
µ(2)
2(1− µ1)
u−1∑
z=0
Ψ(u− z)p2(z) + µ1P¯1(u− 1) + µ(2)
2(1− µ1)P¯2(u− 1) ,
which yields the recursive formula for E1(u). To obtain E(2)(u), differentiate both
sides of (34), set v = ρ = 1 and note that ρ′′(1) =
µ2−µ1−2µ21
(1−µ1)3
. 2
As a final application of Theorems 1 and 2, we give expressions for the discounted
moments of U(T − 1) and |U(T )|.
Denote by φ(n)(u; v) = E[vT |U(T )|(n)I(T < ∞) |U(0) = u] and by φ(m)(u; v) =
E[vT
(
U(T − 1))(m)I(T <∞) |U(0) = u].
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Corollary 2 For u ∈ N+
φ(n)(u; v) = φ(n)(0; v) +
u−1∑
z=0
φ(n)(u− z; v)g(z | 0) + µ(n+1)
n+ 1
v
u−1∑
z=0
ρz−upn+1(z) ,
where φ(n)(0; v) =
µ(n+1)
n+1
vpˆn+1(ρ) is given in Section 3.1.2. In particular when
v = 1 then φ(n)(u; 1) = E[|U(T )|(n)I(T <∞) |U(0) = u] is given recursively by
φ(n)(u; 1) = φ(n)(0; 1) + µ1
u−1∑
z=0
φ(n)(u− z; 1)p1(z) +
µ(n+1)
n+ 1
Pn+1(u− 1) .
Corollary 3 For u ∈ N+
φ(m)(u; v) = φ(m)(0; v) +
u−1∑
z=0
φ(m)(u− z; v)g(z | 0) + vµ1
u−1∑
z=0
ρz−ux(m)p1(z) ,
where φ(m)(0; v) = vρ
mµ1
dm
dρm
pˆ1(ρ) is given in Section 3.1.2. In particular when
v = 1 then φ(m)(u; 1) = E[
(
U(T −1))(m)I(T <∞) |U(0) = u] is given recursively:
φ(m)(u; 1) = φ(m)(0; 1) + µ1
u−1∑
z=0
φ(m)(u− z; 1)p1(z) + µ1
u−1∑
z=0
z(m)p1(z) .
Conclusion
The above results further illustrate the usefulness of the penalty function. Our for-
mulas for the discrete time risk model can help better understand their analogous
counterparts in the continuous time model, which is a limiting case. Hopefully,
these results will also prove to be of independent interest.
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