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Abstract
Transmitting information across communication channels results in errors in any prac-
tical system. Unequal error protection (UEP) arises when data can be classified by
importance. Complexity and performance can be traded off at the expense of the
less important data by using different degrees of coding to yield a lower probability
of error for the more important information. For example, when transmitting an im-
age, the coarse resolution image could be the important data and the fine resolution
image could be the less important data. The UEP code could be designed so that
a receiver with poor channel quality (low SNR) can still decode the coarse image
reliably while a receiver with a higher quality channel (high SNR) could also decode
the fine resolution image.
A new UEP coding scheme is developed based on trellis shaping and is compared
to the codes of Wei [10] and Calderbank [1]. . The novel approach uses the coarse
code to both encode the coarse data and to shape the inner, fine code. The shaping
produces a cloud of fine codewords in the Voronoi regions surrounding each of the
coarse codewords. In normal trellis shaping, the uncoded bits of the inner code are
fixed by the shaping code. In the UEP trellis code, the shaped bits are reused when
encoding the coarse information, thus creating an overlap in the bits. Reusing the
shaped bits is allowed because the Voronoi regions of each coarse codeword are shrunk
before the bits are reused.
The overlap of uncoded fine bits and coarse bits allows the UEP trellis code to
achieve a higher rate fine code for a fixed constellation size. The expected improve-
ment in the fine coding gain over Wei's codes, which encode the fine and coarse
information independently, is 3dB per overlap bit per two dimensions. This coding
gain, however, comes at the cost of decoding complexity.
The stack algorithm is used for decoding the UEP trellis code. The stack algorithm
is modified to compensate for the decoding delay of the shaping code. The shaping
decoder delay prevents the stack decoder from making a decision on the correct output
symbol for each hypothesized branch. Thus, all possible symbols for every branch
must be considered.
A simple UEP trellis code is implemented. Simulations confirm the performance
of the UEP trellis code as compared to a similar code constructed by Wei's methods.
Wei's code achieves a higher coarse coding gain than the UEP code, but as expected,
Wei's fine code performed slightly worse. The degraded coarse code performance of
the UEP trellis code results from codewords which lie on a boundary between two
adjacent Voronoi regions. Wei's codes are always arranged so this situation never
occurs.
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Chapter 1
Introduction
The goal of communication systems is to transmit information across channels reli-
ably. In many applications such as HDTV, a crucial design parameter is the ability to
maintain communication with the receivers (TV sets) as the channel quality varies.
Thus, a tradeoff between data rate and reliability can be made. A natural classifica-
tion exists for many types of data, such as speech and image signals. This classification
separates the data into more important data and less important data. By sacrificing
some of the less important data, the more important data can be transmitted more
reliably across the channel.In the HDTV example, a coarse-grained image could be
the more important data and the fine detail could be the less important data. Re-
ceivers which have a less favorable channel, i.e., more noise on the channel, can still
receive a minimal resolution picture. Receivers which have a more favorable channel
can receive the less important data which can be used to enhance the image quality.
Unequal error protection deals with the problem of providing multiple levels of pro-
tection by providing more protection from channel noise for the more important data
by trading off complexity and performance.
Throughout the development of unequal error protection (UEP) codes, the data
will assumed to take on two forms: more important data and less important data.
The more important data is transmitted with higher levels of coding, thus achieving a
lower probability of error for a given signal-to-noise ratio (SNR). The less important
data is transmitted with a less powerful code, thus achieving a higher probability of
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error for a given SNR. In the schemes presented here, the transmit power is assumed
to be much higher than the noise power. Multilevel signaling is therefore appropriate.
Binary signaling is capable of achieving capacity for low signal to noise ratios while
multilevel signaling can achieve capacity for high signal to noise ratios. Low SNR
UEP schemes using binary signaling have been widely studied, see for example [8, 6].
However, the only apparent research on the the high SNR case is that of Wei [10] and
Calderbank [1].
A new UEP coding scheme was developed based on trellis shaping and will be
described in the following chapters. The motivation for this scheme comes from Wei's
codes. However, Wei's UEP codes use coding independently on the less and more
important data. The UEP trellis codes that are proposed here overlap the less and
more important codes using the more important code to shape the less important
code. The overlap allows a higher rate code for a given constellation size. In other
words, constellation expansion is not as severe since some bits overlap when encoding.
The expected improvement in coding gain with respect to Wei's codes is 3dB per
overlap bit per two dimensions. However, the increased coding gain comes at the cost
of decoding complexity.
The remainder of the thesis is organized as follows. Chapter 2 provides a quick
overview of some basic terminology and results which are needed for the development
of the UEP trellis code. The topics discussed include lattice codes, trellis codes,
fundamental regions of both lattice and trellis codes, and trellis shaping. Chapter 3
begins with a simple example of a UEP code analogous to uncoded QAM. The chapter
then describes the construction of the UEP trellis code and provides an analysis of
performance and interpretation of the coding scheme. The chapter concludes with an
example of a simple UEP trellis code and a detailed analysis of the code's performance.
Chapter 4 discusses many problems caused by the increased complexity in decoding
the UEP trellis code. Decoding the UEP trellis code cannot be accomplished with the
Viterbi Algorithm. Instead, a variation of the stack algorithm is used. The chapter
discusses particular design choices used in implementing the stack algorithm and their
effects on performance. Chapter 5 presents the Wei's and Calderbank's codes in detail
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and compares their performance against the UEP trellis code's performance. Results
from simulations of the UEP trellis code example at the end of Chapter 3 are analyzed
and interpreted. Finally, Chapter 6 summarizes the performance of the UEP trellis
code and provides some conclusions about the UEP trellis coding scheme. Future
work is also discussed in this chapter.
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Chapter 2
Background for Unequal Error
Protection and Trellis Coding
This chapter begins with basic definitions and background results on trellis codes.
Readers who desire a more detailed description of trellis codes and lattices should
consult [5]. Section 2.1 addresses lattices and provides several definitions of basic
quantities and terms. Section 2.2 addresses trellis codes and their behavior. Finally,
Section 2.3 develops the idea of trellis shaping originally presented by Forney [3].
2.1 Lattices
A lattice A is an infinite set of discrete, regularly spaced points in RN which forms an
algebraic group under vector addition. Every lattice contains the origin. Each lattice
point has a set of neighbors in the lattice. The set of distances associated with these
neighbors is the distance profile of the lattice. The distance profile of every point
is the same. In other words, the lattice looks the same from every point within the
lattice. The minimum distance d of the lattice is the least distance in the distance
profile.
A sublattice A' of a lattice A is a subset of points which is also a lattice. Notice,
the sublattice A' must contain the origin and have infinite extent in order to also be a
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lattice. For any lattice A and sublattice A', a coset A' + a of A' in A is a set of points
A'+ a = c AI ' (2.1)
where a A. The element a is called a coset representative since it uniquely identifies
the coset of A'.
A partition of a lattice is the set of all cosets of a sublattice in the original lattice.
The partition induced by A' C A is denoted A/A'. The number of distinct cosets of
a partition is the order of the partition and is denoted A/A']. Let [A/A'] denote a
set of distinct coset representatives. The size of this set, [A/A']I, is the same as the
order of the partition, IA/A'.
An example of a lattice in R is the set of integers A = Z. A sublattice of Z is
A' = 2Z, the set of even integers. The cosets of 2Z are 2Z and 2Z + 1, the sets of
even and odd integers respectively. The order of the partition is IA/A'I = 2. One
possible set of coset representative is [A/A'] = 0, 1).
A lattice partition chain of length n, denoted A/A'/A"/ ... /A(), consists of a
lattice A and a series of sublattices A', A",..., A(n). Each partition has order r, thus
IA/A'l = IA'/A"I = ... = IA(n-1)/A(n)l = r. The only partition chains considered here
have r = 2. In the case of A = Z2 , the integer lattice, squared distances double within
each sublattice partition in the partition chain. An example of a lattice partition chain
in R of length 4 is Z/2Z/4Z/8Z.
Every lattice has a fundamental region, ITF defined below.
Definition 1 (Fundamental Regions of Lattices) A fundamental region of A is
a region in RN formed by taking one element from each coset of A in RN.
The fundamental region is not unique. The particular fundamental region, ^F , used
here is the parallelepiped formed by the basis vectors of the lattice and centered
at the origin. Define R.A(x) to be the region ZA + x where x E A. The regions
R(x) Vx E A are congruent by construction and tile RN. The fundamental volume
is the volume of Z?.
Another region of interest in RN is the Voronoi region.
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Definition 2 (Voronoi Regions of Lattices) A Voronoi region for a lattice point
x A, R.A(x), is defined as the set of points in RN which are closer to x than to
any other lattice point y E A. The boundary of the Voronoi region consists of points
equidistant from several lattice points and the boundary points must be assigned to a
Voronoi region by a tie-breaking decision rule.
All Voronoi regions are also congruent. The Voronoi region of a lattice is an N-
dimensional polytope where each face of the polytope is an (N-1)-dimensional planar
boundary region between two different lattice points. The planar region is formed by
the set of points equidistant from adjacent lattice points. Each face of the polytope
intersects another face, forming an (N - 2)-dimensional edge of the polytope. An
arbitrary but consistent tie-breaking rule assigns all points of a polytope face to one
of the nearest lattice points. A set of edges is also assigned to the same lattice point.
From the congruencylof Voronoi regions under translations, the other polytope faces
are uniquely assigned once this tie-breaking rule is specified for some set of polytope
faces. Also notice that the Voronoi regions tile R N since every point in RN has nearest
lattice point or is assigned by the tie-breaking rule.
2.2 Trellis Codes
A signal space code is a set of points in a high dimensional signal space. A trellis
code Q is a signal space code which uses a finite state machine to select points from
a lattice A in RN. Each point selected by 2 is a sequence of points from a lower
dimensional space. For instance, if each point in a signal space consists of L symbols
from RN, then the resulting signal space is RLN formed from the Cartesian product
of the L symbols. The set of allowable sequences code Q is not the full Cartesian
product of symbols in RN. Dependencies are introduced between successive symbols
1In general, for a geometrically uniform signal set or code, not all symmetries are translations.
Congruence can not always be guaranteed in such cases because the tie breaking rule does not
uniquely assign points on a boundary under the symmetry of reflection. However, for translations,
which are the only symmetry which will require a tie-breaking rule in the UEP trellis code, the
tie-breaking rule is unique for all points.
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which disallow certain L-sequences. The lower density of points results in a larger
minimum distance. Coding gain is achieved when the minimum distance increases
faster than the fundamental volume [5]. Trellis codes are infinite dimensional codes
since sequences are assumed to have infinite extent.
The dependencies between symbols are introduced through a finite state machine
(FSM). The FSM of the trellis code has a certain rate defined as the number of input
bits divided by the number of output bits. For a rate-k/n code, k bits are accepted
at each time and n bits are output. For example, a rate-1/2 FSM takes one bit in
and produces 2 bits out. Since n > k, the number of points selected by the FSM is
2 n-k times larger than an uncoded system. The n output bits of the FSM select the
coset of A(') from the length-n lattice partition chain in the following manner. The
least significant bit of the n bits selects a coset representative of A' in A. The next
bit selects the coset representative of A" in A' and so forth until the most significant
bit selects the coset representative of iA(n) in A(n- l ). Then, the vector sum of all the
coset representatives selects the coset of A(n) in A. Additional uncoded bits can also
be used in a trellis code. These bits do not enter the FSM. Instead, they select a
point from the coset of A(n) which was selected by the coded n bits. The set of points
selected by the trellis code falls into a region S called the shaping region of the trellis
code. Equivalently, the constellation used by the trellis code at every time i consists
of the points A n S.
The FSM is often represented in the form of a trellis where the states are connected
by transitions (an example with 4 states is shown in Figure 3-7(a)). The transitions
are labeled with the input which causes the transition and the coset representative
of A(n) in A selected by the FSM. FSM's are often implemented with a convolutional
encoder.
A code Q2 is geometrically uniform if there exists a symmetry group r(Q) which
maps any codeword in Q to any other codeword in Q while preserving the code Q.
Define c1 to be a subgroup of r(Q) such that for all x E Q and x' E Q, there exists
exactly one E 4 such that x' = +(x). Denote the specific mapping in which
maps x E 2 to x' E Q as x,,,( ) . All codes considered later for UEP trellis coding
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are geometrically uniform. Geometric uniformity ignores the effects of the shaping
region S. In general, shaped codes are almost never geometrically uniform.
The performance of a trellis code is governed by two factors, the increase in min-
imum distance, and the increase in the fundamental volume. The minimum distance
of a trellis code Q is the distance between the two closest points in Q. An error event
occurs when a decoder chooses a different codeword than the correct (transmitted)
codeword.
The distance between two sequences (codewords) is the sum of the squared dis-
tances between the sequence elements. The two minimum distance codewords will
differ in only a finite number of elements. Usually, the majority of the distance
between the two codewords is contributed by the first and last differing sequence ele-
ments. For geometrically uniform codes, only one codeword designated as the correct
codeword needs to be analyzed. The minimum distance of a trellis code is denoted
do. The gain in squared minimum distance is dain,n = d/d2.
The second performance factor is the increase in the fundamental volume of a
trellis code (or normalized redundancy) [5]. This increase is due to the increased
number of bits used by the FSM to select points from the lattice A. For good codes,
the distance gain of d2 exceeds the energy increase caused by redundancy.
The coding gain of a rate-k/n trellis code versus an uncoded square lattice (Z 2 )
with square shaping region is the ratio of the energy-normalized squared distance
of the trellis code to the energy-normalized squared distance of the uncoded system.
This coding gain can be decomposed into contributions from 3 different factors. These
factors are the gain induced by using the particular lattice A (YA), the gain induced
by the shaping region (), and the gain induced by the redundancy of the FSM
(-y) [5]. The overall coding gain of a trellis code over a code using a square shaping
region on the integer lattice is
Y = 'YA S' .Y- (2.2)
For a derivation of this result, see [5]. More precise definitions are given in Sec-
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tion 3.4.3 for UEP trellis codes.
In order to define the fundamental regions and Voronoi regions for general trellis
codes, an equivalence class2 must be defined first. The equivalence class is defined by
a particular set of mapping cJ C rP(Q) that is minimally sufficient to map any x E 
to any other x' E Q2.
Definition 3 (Equivalence Class) The equivalence class of x is the set 4i(x) of
points which can be obtained by applying the mappings T to x. In other words, if
x and x' are in the same equivalence class, there exists a mapping a E · such that
= ( ').
Using Definition 3, a fundamental region for geometrically uniform trellis code
may defined as follows.
Definition 4 (Fundamental region of a trellis code) A fundamental region, 1Rn,
of a code £2 is the set of points which is formed by taking one element from each equiv-
alence class of R °° .
A fundamental region of most trellis codes can be constructed using the time-zero
lattice. For all good trellis codes, the transitions leaving any state a of the FSM
selects a coset of A0, the time-zero lattice of Q [3]. The lattice A0 forms the partition
chain A/Ao/A(n) where A(n) is the last partition of A used by Q. The order of the
partitions are A/Aol = 2 and A0o/A(n) = 2 k where r = n - k. The coset of Ao
selected from state a is the union of the cosets of A(n) selected by the 2 k transitions
leaving . From Definition 1, RAF.(x) is the fundamental region of A centered at
x E A. Selecting a set of coset representatives of A0 in A, [A/A0], a basic region RAo
is defined as
ZAo= U 1RF(a).
aE[A/Ao]
2An equivalence class is not defined for points which lie on the boundary regions between lattice
(or codewords) points. The definition does not hold under the symmetry of reflection for boundary
points where the number of equivalence classes is fewer than the number of boundary points.
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A fundamental region of the trellis code with the time-zero lattice A0 is
X= *- 'x 7A0 x RA X 7ZA X .
= (lAoA)
Since fundamental regions are constructed from the full Cartesian product of RAo
which, in turn, is composed of fundamental regions of A, boundary problems of TZ.
under certain symmetries are also inherited by RA,0 . Except at the boundaries, no
point in a fundamental region of Q can be mapped to another point in the same
fundamental region by any k E c (see Forney [3] or Section 2.3).
Voronoi regions also exists for trellis codes. Since the constellation of Q in R is
not the full Cartesian product of points in A E RN, Voronoi regions of the trellis code
are not simply full Cartesian product of lattice Voronoi regions. For any sequence x,
define XL to be the 2L + 1 length sequence XL formed by taking the components of
x from -L to L.
Definition 5 (Voronoi region of a trellis code) Let x be any codeword in Q and
denote the Voronoi region of x as Rn(x). Let x' be any sequence in R ¢ . Define
NL(x') to be the nearest 2L + 1 length neighbor of x' in Q, i.e.,
INL(x') - x'1 2 < IIY - x 12 V y E Q. (2.3)
Then, x' E 1R(z) if VL 3L' > L such that [NLI(')]L = XL.
Intuitively stated, R (x) is the set of sequences which will be decoded to xa by a
maximum likelihood sequence decoder.
Voronoi regions are also fundamental regions of Q since no non-identity mapping
E TX can map any point within a Voronoi region to another point in the same
Voronoi region3 . Since the Voronoi region is a fundamental region, all the properties
3 If there exists a map Ox,y E ,, where x E Q2 and y E Q, which also maps xl E aR (X) to
x2 E 1Z(x), then if xl decodes to x, x2 must decode to y (and vice versa), thus .2 ' 14Vi(x), a
contradiction.
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of the fundamental regions apply. Points on the boundary of a Voronoi region are
also not well defined under certain symmetries such as reflection. However, decision
rules can be made if only certain "good" symmetries are used such as translations.
Voronoi regions of Q are also congruent and tile all of R'.
2.3 Trellis Shaping
The major results from trellis shaping needed for UEP trellis coding are outlined in
this section. For a more detailed and in-depth treatment of shaping, the reader should
see [3].
The motivation for trellis shaping begins by considering any channel code, Q,.
The code Qc selects points from a constellation Cc = A, n S at every time i. The
coding gain for any such code can be decomposed into the three contributions outlined
in Section 2.2. The gain which comes from the shaping region S arises because the
ideal distribution on the constellation for a power-limited additive white Gaussian
(AWG) noise channel is Gaussian [4]. The objective of shaping is to approach this
distribution and the ultimate shaping gain over uniform square shaping is 1.53dB.
The idea of trellis shaping arises for signal space codes. Shaping is done on
sequences of infinite dimension rather than finite dimensional points and the shaping
region is the Voronoi region of the shaping code. In other words, trellis shaping is a
technique for converting a sequence of i.i.d. random variables uniformly distributed
over some region into a sequence which approximates Gaussian random variables over
a slightly expanded region.
The basic setup for a trellis shaping code uses a lattice partition chain AC/A'JAs/A'
a geometrically uniform inner channel code RQ which selects points from Ac, and a
shaping code Qs which selects points from As,. At each time i, the code Qc takes kc
bits in and produces n, bits to select a coset of A' from the partition A,/A'. Then,
ku bits select a point from within the coset of A'. The k bits are referred to as
the uncoded bits and these bits are the ones affected by the shaping code. A second
code, the shaping code Q, takes k bits in and produces ns bits to select a coset of
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A' from the partition As/A. The orders of the lattice partitions are IAC/A I = 2,
IA/Asl = 2k' , and IAs/A'l = 2n·
Trellis shaping of general geometrically uniform codes imposes an additional con-
straint on the set of mappings of the trellis code Q, as defined in Section 2.2.
Namely, for all x E RQ and all E , y = (x) E Q,. Mappings which do not
preserve the channel code Q2 cannot be used for shaping. Recall that the set (P must
contain exactly one mapping f,,, for each pair x, x' E Q,.
A specific mapping sequence which preserves the channel code can be constructed
by mapping each component of the sequence independently. The componentwise
mapping i must be restricted to affect the "uncoded bits" of the trellis code. In
other words, if x E AC + a for some a E [Al/A'] and x' = x, (x), then x' E A' + a.
Since the lattices are nested, As C A, the resulting point is still a valid channel
symbol from Ac. In general, finding a mapping function which works for each element
of a sequence will ensure the sequence also maps properly.
Let e be a codeword from Qc and call e the base sequence. Any codeword c ,
can be decomposed into two components as follows. For every codeword c E Qc, there
exists a unique c E 2s and a unique point cc E 7Xs(e) such that c = qbecc)
.
Similarly, an inverse mapping also exists such that C(c) = = . By
construction, every codeword consists of a component cc which is not and a component
c, which is affected by the mappings. The input bits encoded to the codeword c must
select a unique component c, otherwise, shaping the codeword c will result in a non-
unique mapping of input bits to shaped codewords. Stated differently, the component
c, of c should be unique for every c E Qc.
Forney assumes the decomposition of c E Qc is unique in both components c and
cc. However, two different codewords c (1) E Qc and c(2) E Qc, when decomposed,
might agree in the components c) and c2). Luckily, for all good trellis codes, the
probability of sequences which have non-uniquely specified components c approaches
zero as the length of the sequences approaches infinity.
For the shaping codes used by Forney [3], the mappings {i} are translations and
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the codes are linear. Thus, any codeword c of Qc can be decomposed into
C =- Cc Cs.
Shaping of c is performed by applying a translation of c by c, so that the final
codeword is
Cc = C- C.
Because As C A, shaping only affects "uncoded" bits and cc can be formed by
applying componentwise translations.
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Chapter 3
A Trellis Coded Unequal Error
Protection Scheme
Unequal error protection (UEP) codes such as those devised by Wei [10] and Calder-
bank [1] suffer from at least three shortcomings: their performance is difficult to pre-
dict, there is no general design algorithm, and the codes do not reach the qtheoretical
limits on performance. Unlike Wei and Calderbank's methods, the unequal error pro-
tection scheme described in this chapter was devised by considering the interaction
between the inner and outer codes in high dimensional spaces. The proposed coding
scheme is a structured method for creating UEP codes using trellis coding and trellis
shaping. The performance of these codes is easily predicted. This scheme improves
performance by using the outer code for two purposes: encoding the more important
bits and shaping the inner code (used for the less important bits) by restricting the
inner code points to the Voronoi regions of the outer code.
The goal of unequal error protection is to encode two separate streams of data with
different levels of error protection. Two intermixed codes are used to transmit the
data streams. Since each stream is encoded using a separate code, the streams may
have different rates. To first order, the error probabilities of the codes are dependent
on their minimum distances. Thus, to use a single codebook to transmit data with
two different error rates, a codebook must exhibit a dual dmin property. This dual
dmin property is suggested by Cover's description of broadcast channels [2]. In this
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description, the codebook consists of clouds of points with intercloud distance dc and
intracloud distance df. The centers of the clouds can be considered "superpoints."
These superpoints form the code Q which is referred to as the coarse code since it
encodes the more important data. The intracloud points form the code Qf which is
called the fine code since it encodes the less important data. From the superpoint
and cloud description, one visualizes the more important bits being encoded using
the cloud locations. The less important data is encoded using the intracloud points.
When df < d, the important data has a lower bit error rate than the less important
bits. Noise which causes decoding errors within a cloud affects only the less important
data. A larger amount of noise can be tolerated with the more important data.
Extending the dual din idea to sequences using trellis coding is the mechanism
of the algorithm described in this chapter. Trellis codes combine two-dimensional
symbols into a sequence which forms an infinite dimensional codeword. Wei's [10]
and Calderbank's [1] codes make no effort to efficiently pack the codewords of Qf
into the Voronoi region surrounding a superpoint sequence. By molding the fine
point cloud to match the Voronoi regions of Qc, higher rates can be achieved by the
fine code while maintaining the desired dmin pair. Section 3.1 begins with a simple
example of an unequal error protection scheme. A generalization of the trellis coding
UEP algorithm is given in Section 3.2. Section 3.3 provides insight and interprets
the UEP algorithm and its performance. Section 3.4 discusses performance bounds
for this algorithm. Section 3.5 presents a more complicated example using the trellis
coding algorithm.
3.1 A Simple Example of UEP
In this section, some general notation used for the UEP codes is presented first.
Next, a simple example is presented which will serve as our baseline for performance
comparisons. In this example, the more important data stream is x(C) = ({xC)) and
the less important data stream is (f) = {x(f)}. The two data streams are encoded
separately and then combined into a single output stream in a final stage.
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Each input at time i for the fine code consists of kf bits. The sequence x(f) is
encoded using a trellis code Qf and a bounded subset of the lattice Af or a translate
of Af. At each time i, the code Qf selects a point from Af as a symbol. The minimum
distance of Qf is daf. The code Qf will be referred to as the fine code and the points
chosen from Af will be the fine code symbols. The finite set of points selected from
Af is called a constellation, Cf.
Similarly, each input at time i for the coarse code consists of kc bits. The sequence
x(C) is encoded using a trellis code Q and a bounded subset of the lattice A, or a
translate of A,. At each time i, the code Q, selects a point from A, as a symbol. The
minimum distance of fQ is dam. The code £Q is referred to as the coarse code and the
points selected from A, are called superpoint symbols or coarse code symbols. The
finite set of points selected from A, forms a constellation, C,. The overall UEP code,
QUEP, has a constellation in RN, CUEP. The code QUEP has two minimum distances:
the intracloud distance d_ < dQf and the intercloud distance dc < dn,
.
The distances
d, and df are derived from dn, and daf (see Section 3.4.1).
In this example, each x(C) and x(f) consists of two bits (kc = 2, kf = 2). No coding
is performed on either x(C) or x(f). Therefore, the constellations Cf and Cc each have
4 points. The fine lattice Af is the lattice Z2 + (17, 2) while the coarse lattice A is
4Z2 . Notice that Ac is a sublattice of Af. The distances of each lattice are d = 1
for the fine lattice and d = 4 for the coarse lattice. The constellations Cf and C,
are shown in Figures 3-1 and 3-2. In addition to denoting the fine code constellation,
Cf(.) will also denote the mapping from input bits to symbols in the constellation.
Similarly, C(.) will also denote the mapping from input bits to the symbols in the
coarse code constellation.
Generalizing the example to M-QAM constellations, the number of coarse bits k,
and fine bits kf per symbol can be any positive even integer. The fine constellation
Cf has M(f ) = 2 kf points and the coarse constellation Cc has M(C) = 2kc points. The
fine lattice Af remains Z 2 + (-, ), and Ac is still a sublattice of Af, namely 2 kf Af.
Therefore,
1
A = 2 A 2k + (, -).2 2
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The fine symbol lattice has minimum distance df = 1 and the coarse symbol lattice
has minimum distance d c = 2 kf. Again, no coding is performed on either the fine or
the coarse code sequences, hence d = d2 and d f = d.
To create a cloud of points around each of the superpoints, a scaled copy of Cf
is centered at each point of Cc. Associated with each point y of C, is a distance
preserving function Ay(.) which maps the origin to y. The set Ay(aCf) is a cloud
of points around superpoint y. The factor 0 < cr < 1 shrinks the fine constellation
before it is moved. The intercloud distance is df = acdnf. The shrinking factor, o,
also affects d,. The mapping creates a new constellation CUEP = UyEcc Ay(aCf) shown
in Figure 3-3 for the kf = k, = 2 case.
The encoding process begins by mapping the important bits, xi ) , at time i to
points in the fine constellation Cf to form ) = Cf(x)). Next, xc) is encoded using
C,(.) to form yC. The final encoded point wi is
Wi = A(c)(o )
where the mapping function Ay(c) () is translation:
((z) = + Y .)(3.1)
Yi
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Figure 3-3: C constellation for a = 0.7
Decoding the sequence ({wi can be done separately for the fine and coarse code1.
Define i5 to be the received sequence
Wi = Wi + ni,
where ni is white Gaussian noise. Minimum distance decoding to the constellation Cc
is used to recover the coarse symbol first. This decoding yields (c) - Cc((C)). Next,
XC) is subtracted from wi to form a new point, wi (-1)(i). Minimum distance
decoding of V to aCf gives the estimated fine code point, yf) = Cf (c)).
An alternative view of decoding is to recover xC) and f) simultaneously by
decoding wi to the nearest point in s E CUEP. The specific x ) and f) which yield s
become the estimates c() and x!). For the general M-QAM case, all 2(kc+kf) inputs
must be considered.
Performance measures for this code can be calculated directly for this scheme.
The average power of any M-QAM constellation is
EM2(M - )d2 (3.2)
12 -QAM (3.2)12
1Independent fine and coarse decoding is optimal only when the decision region boundaries of
the coarse code coincide with the decision region boundaries of the fine code. It appears that this
occurs only in the special case of UEP QAM.
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where d is the minimum distance of the M-QAM signal set. For the constellations
used in this example, M(C) = 2kc and M(f) = 2 kf .
For the UEP QAM scheme, the peak energy of CUEP is
2 [(2
2
1)dAc + (2 - )df]2, (3.3)
d = 2d = a 2dAf = 2 (3.4)
is the minimum distance of Qf after scaling.
The average energy of CUEP is the sum of the coarse constellation energy and the
scaled fine constellation energy. (See Appendix A.1.) Thus,
EUEP = Ecc + Ec·f (3.5)
Using Equation (3.2), the average energy of Cc with k = 2 and minimum distance
dA is
_%~- d L
2
The average energy of aCf with nf = 2 and minimum distance a is
a2
Eac= 2
Thus, the average energy for the UEP constellation used in this example is
_ 2+ a 2
Ec= A
2
which is 2.245 for a = 0.7 (dc = 2kf in this case). From Equation (3.3), the peak
energy of CUEP is
d2c + 2adAc + a2
2
- 3.645
and thus, the Peak-to-Average Ratio (PAR) is 1.624 for a = 0.7.
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where
For the general M-QAM UEP code, the average energy of C, = M(c)-QAM is
(2 ke - 1)d (3.6)EcA = (3.6)6
The average energy of acCf is
= (2 kf - )d (.7)
6
Because A = 2 kf Af, Equation (3.6) becomes
(2 kC+kf - 2kf )d2 (3.8)
Ec = (3-8)6
Using Equations (3.5), (3.8), and (3.7), the average energy of CUEP is
EcuEP6 = nf (3.9)ECUEP = (2 kc+kf - (1 - cx2 )2kfd 2 (.
The minimum distance d is the distance separating two clouds. Notice, this
distance is not the distance from cloud centers. Instead, d depends on o and is the
distance between the two closest points in neighboring clouds:
d = (da -(2 2 - 1)o2. (3.10)
Since a total of 4 bits per symbol are used during the encoding, the coding gain of
the UEP QAM code is compared to a 16-QAM constellation which selects from the
lattice Z2 + (, ). The average energy and minimum distance 16-QAM are
5
E16-QAM = - (3.11)
and
d6-QAM = 1. (3.12)
Since the coarse and find codes have different levels of error protection, two dif-
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ferent coding gains are calculated. The coding gain of the important bits is
d2 E 16-QAM (dpc - ) 2 5
YC d6QM Ec (3.13)Is-QAM Ec 1 dc + a2'
The coding gain of the less important bits is
d} E16-QAM _O?2 5
Ydf = 26-QAM E = 1 d + 2 (3.14)
Thus, for a = 0.7, the coding gains are y,= 2.75dB and yf = -2.64dB.
For the general M-QAM UEP case, the minimum distance of A, is dc = 2 kf df.
There are total of k,+kf bits per symbol, thus the base simple QAM system is a 2kc+kf -
QAM constellation. Since Z2 is used for the baseline QAM lattice (dMQAM = 1),
Z2 is also used for Af. Thus, d2f = 1 and d = 2 kf. Combining Equations (3.10),
(3.2), (3.9), the coding gain for the coarse code is
d EM-QAM (3.15)
dM-QAM Ec
(dne - (2 2 - 1)o) 2 2k-+k _ 1
1
(2 2 -(2 2 -1) ')2
(2kc+kf - 2) - (1 - a2)2kf
2 k + kf - 1
1 (2kc+kf - a2) - (1 - a2)2kf
[2 2 1-a)+_ _ 2 kC+kf -1
(3.16)1 (2 kc+kf - a2) - (1 - a2)2kf (3.16)
The fine coding gain is
7 = d2f EM-QAM (3.17)
dM-QAM EC
a2 2 kc + k f - 1
1 (2 k+kf - a2)- (1- 2) 2kf-
The coding gain, -y,, for the coarse code depends almost entirely upon kf and
ao, and is nearly independent of kc,. The coding gain yf is very nearly equal to a 2 .
When ao = 1, the UEP QAM reduces to simple QAM as is evidenced by Y = yf = 1.
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2kc+k"f - 2 3kfdB while the fine codingWhen a = 0, the coarse coding gain is 2k 2f 2kf 3kfdB while the fine coding
gain yf = 0 = -oodB. This corresponds to using an M()-QAM constellation for the
coarse code and disregarding the fine bits.
Now, consider increasing kf while hold the energy of the UEP QAM and simple
QAM constellations constant. This corresponds to keeping the area of the constella-
tion constant. If the number of fine bits (kf) is doubled, the squared distance between
fine points must decrease a factor of 2. The distance of the coarse code remains the
same since kc is not changed. For the simple QAM constellation, k + kf has increased
by 2, so the minimum distance of the simple QAM constellation has also decreased
by a factor of 2. Thus, the coding gain for the fine code remains constant since both
fine code and base QAM distances are scaled equally and all energies are constant.
The coding gain for the coarse code, however, increases since the coarse distance does
not change, but the base distance decreases while the ratio of the energies remains
constant. This argument suggests that increasing the number of fine bits can increase
the coarse coding gain while not effecting the fine coding gain. This relationship is
confirmed from Equations (3.15) and (3.17).
Increasing the number of less important bits to infinity (kf -+ oo), the coarse
coding gain y, tends to infinity while yf remains nearly constant at ca2 . The maximum
achievable coarse coding gain is controlled almost entirely by the number of fine
bits kf . This behavior continues to hold for the trellis coded schemes described in
Section 3.2, and appears to hold for almost all classes of good UEP codes.
3.2 A General Description of a Trellis Coded UEP
Algorithm
Extending the ideas presented in Section 3.1 to trellis coded UEP requires the in-
troduction of infinite sequences and their associated signal spaces. Begin by consid-
ering an infinite length input sequence. This sequence is separated into two infinite
length sequences: the more important bits, (C) = {x)}, and the less important bits,
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x( ) = {xf)}. The sequence x(C) is composed of kc bits and the sequence x (f ) is com-
posed of kf bits at every time i. The two sequences (C) and x(f) are encoded using
two trellis codes 1Q and Qf and the associated lattice partition chain Af/A//A,/A'
to be described in Section 3.2.1. The codewords used in trellis coding are infinite
length sequences. Since the input sequence is infinite length, the encoded sequence
is also infinite. The idea of forming a "cloud" of fine code points (less important
data) around a coarse code point (more important data) is still the objective of this
algorithm. However, codeword spaces and lattices become infinite dimensional.
3.2.1 A Complete Description
The encoder
The basic block structure for the encoder is shown in Figure 3-4. The less important
bits are encoded using a trellis code Qf with an associated lattice Af C RN. At each
time i, the fine code 2Qf takes kf = k + ku bits as input. The k bits are encoded
using the FSM and the k bits are uncoded. The k' bits are encoded into n' bits
which choose a coset of A in A1. The lattice A is a sublattice of Af of order 2f.
Each coset is selected by choosing a coset representative from [Af/A']. The uncoded
less important bits n select a specific point in the coset. A total of nf = n + k bits
select points from Af. At each time i, only 2nf points in A1 are used for encoding.
These points form a constellation Cf C RN. The notation Qf() will be used to
denoted the encoding of an input sequence to produce a codeword in Qf.
The more important bits are encoded using a trellis code Q with the lattice
A, C RN. At each time i, the coarse code Qc takes kc = k' + ku bits as input. The k'
bits are encoded using the FSM and the k bits are uncoded. The k' bits are encoded
into n bits which select a coset of A' in Ac. The lattice A' is a sublattice of A of
order 2 c. Each coset is selected by picking a coset representative from [AC/A']. The
uncoded more important bits bits nc select a specific point in the coset. A total of
n = n' + ku bits select points from A,. At each time i, only 2c points in Ac are used
for encoding. These points form a constellation Cc C RN. Any codeword z E Qc has
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Figure 3-4: Block diagram of the UEP encoder
a Voronoi region in ROO, denoted IRc(z), centered at z. The notation Qc(.) will be
used to denote the encoding of an input sequence to produce a codeword in c,.
Typically, the lattices A, and Af are in R2 or R4. The codes Q2 and Qf are
assumed to be geometrically uniform. A codeword in Qf is a sequence of points from
Af and is referred to as a fine sequence. A codeword in Q, is a sequence of points
from Ac and is referred to as a coarse sequence.
Scaled versions of the Voronoi regions of Qc are used as cloud regions (in ROO)
centered around every coarse sequence. Thus, the code QC serves as both the coarse
code for the more important bits and the shaping code for Qf. Shrinking the Voronoi
regions of Q,C creates a code with two different minimum distances, one for the im-
portant data (intercloud distance) and one for the less important data (intracloud
distance).
Let y(f) = CQf(x(f)) be the encoded sequence of x( f ). The point y(f) lies in RO.
The codewords of Q also lie in R"° . From Definition 5, 1Z (.) completely tiles R °° .
Thus, y(f) TZvC(c)) for some unique (c) E Qc. The sequence (c) is the coarse
sequence whose Voronoi region contains y(f). At every time i, the element C) is a
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member of a coset of A' in AC identified by a) E [Ac/A']. The sequence a(c) = {a(C)}
is the sequence of coset representatives associated with (C).
The creation of a cloud structure begins by mapping y(f) from RV4 ((C)) to a base
region centered at zero, 7Rn(0), defined by some convenient base sequence e ° E Q,.
Recall from Section 2.2 that the mapping qS,(c) eo(.) moves points from 1,Zc ((c)) to
Rnc(e 0) while preserving Qc and Qf. Next, points in TZc (e0) are moved to RVc(0)
using a translation of e° . Thus, the composite mapping A(.) which moves y(f) from
inside Rn((c)) to a point b(f ) in the base region is defined by
b(f)= i(c)eo(y( f) ) - eo
= A ) (y(f)).
The base region is then scaled by 0 < ao < 1 and serves as the cloud region. The
point b(f ) E c(0) is scaled by a to yield ab(f ) .
Once the y(f) is mapped to the base cloud region, a second mapping is applied
to ab(f ). This mapping moves points from the base region to the Voronoi region of
y(c) = Qc(x(c)). The sequence ab (f ) is first moved to Rnvc(e0 ) by a translate of e° .
Then, the mapping eo(c,y()(-) is used to move the scaled base sequence to a cloud
region surrounding the coarse sequence y(C). Thus, the output sequence w' formed
from the composite mappings is
wD = eeOiny(c)(b(f ) + e°)
= y, (cab(f)).
Define
'R,(y(C)) = eoy(c (RVc(0) + eo)
to be the cloud region around the coarse sequence y(C) E Q2. By construction, the
sequence w' lies in 7Rc (y(c)) C JR'Vc(y(C)).
The final step is to select a finite signal set. As with ordinary trellis codes, shaping
and coding are decoupled. Simple finite dimensional shaping will be used here, but
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more complex methods (e.g., trellis shaping) can be used. Define a shaping region
RS which will bound the constellation CUEP. The final output w is a sequence whose
components wi E CUEP are all contained within the shaping region. The shaping re-
gion R7, must be a fundamental region of Anc), where Anc) is the sublattice of Ac used
in the partition chain Af/A'/Ac/Ac//A ( nc). Furthermore, R, must be a finite union
of fundamental regions of Ac. Choosing T1Z in this manner insures that translations
by points in A(nc) do not affect the code QUEP. Because 7IZ is a fundamental region,
any point which lies outside R, can be moved inside by translating by a point in
Anc). The translation can be implemented by a modulo operation on each sequence
element, thus yielding the final sequence:
w = {wj} = ({w mod 1R?}.
The Decoder
The encoded sequence w is transmitted across a channel. The channel is assumed
to add white Gaussian noise. The received sequence is typically decoded using the
Viterbi Algorithm (VA). Because the UEP trellis encoder is rather complex and has
many states, a stack decoder is used instead. The stack decoder is a sequential decoder
which encodes hypothesized input pairs (C) and (f) to yield codewords in QUEP.
Distance metrics between the received codeword and the hypothesized codewords
are calculated. The minimum distance codeword is selected and the corresponding
sequences (C) and i(f) are the decoded input sequences.
The stack decoder is a metric-first search algorithm. For each iteration, the de-
coder has an ordered set of hypothesized input sequences of various lengths. Each
sequence consists of inputs () and xf) up to some time t and the corresponding
hypothesized codeword. The paths are kept in ascending order by a path metric.
The best hypothesized input sequence is extended a single time unit to t + 1. State
information kept with each path allows this extension without the need to re-encode
all past inputs (see Chapter 4).
For the stack algorithm, extending a path from time t to t + 1 involves encoding
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all 2 kC+kf pairs of x()l and x ) inputs. A metric is calculated for each extended
sequence using
t+l
metric = -(ei - Ra2).
i=o
The term ei is the metric between the encoder output and the received symbol at
time i, R is the information rate per N dimensions, and a 2 is a correction factor
reflecting the expected metric gain per unit time [9]. For a Gaussian noise channel,
a2 is the noise variance per N dimensions. The extended paths are added to the list
of hypotheses. This process continues until the time of the top path is equal to the
time of the last received sequence element.
The stack algorithm has a branching factor of 2kc+kf at each step. If there are
many input bits, the branching factor will be very large, thus requiring large amounts
of storage and computation during decoding. To reduce storage at the expense of
computation, a Fano algorithm could be used [7].
3.2.2 A Description of the Mapping Functions
The mapping functions from Section 3.2.1 are described in greater detail here. Specif-
ically, the componentwise behavior with lattices is explored. Notice that the set of
mapping functions A} is infinite since trellis codewords have infinite extent. In this
section, it is shown that the mapping functions can be implemented using a finite set
of mappings combined with translates, thus greatly simplifying the implementation
of the maps.
Simplification of the mapping sequences begins by choosing a constant base se-
quence e E where the base region is revgion Rlc (e°) translated to the origin. The
sequence e° = (..., , e °, e°,...} = {e °} where each e = e E Ac. Further restrict e°
to be a member of [A,/A'], i.e., a coset representative. Therefore, e identifies both
the coset of A' and a point in Ac.
Define a partition-permuting mapping a4eO () for each a E [Ac/Aj which maps
the point a to the point e and permutes the cosets of Ac/A'. In particular, a4e°o(-)
maps all points in the coset A' + a to points in the coset A' + e. Since [Ac/Aj] is a
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finite set, the set of mappings is also finite.
Recall that y(f) = {yf)} is decoded to some coarse sequence y(c) = {yc)} which
has an associated coset representative sequence &a() = {&()}. Applying the mapping
a)eo( .) to each component (C) results in a new coarse sequence y = {yi} where
i E A' + e but i is not necessarily equal to e. A translation of e ° - i is needed
on each component to make the two sequences identical.
Applying qa(c),o(-) to each y(f) moves y(f) to the Voronoi region of y. A trans-
lation of e ° - y is needed to move y(f) to the Voronoi region of e°. Componentwise,
this translation becomes
eo _ - = {e( _ - c)eo( ))).
The composite mapping function O(c) -e( ) which moves the sequence O(c) to the
sequence e becomes
(c)-eo(-) = {(c) o()}
= a(C),-o(e) + e0 - a(c) o ((c))}
The final forward mapping sequence (c)(.) = 4b(c)e (.) - e° reduces to the com-
ponentwise mapping
A)(.) = (A)(.)} (3.18)
= {( )i-*eo() - eO}
= {(C)eo() -¢ ~C)e(~?))}
Encoding z() = {xc)} yields y(C) - {y(C)} and the associated coset representative
sequence a(c) = {a()}. The second mapping A )(.) which moves base sequences
to the Voronoi region of y(C) can also be constructed with the same finite set of
componentwise mappings. The function eOa(c)() = O-1) (.) moves the coset
representative e to the coset representative a), thus the map moves points from
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Al + e° to A' + a(C). Again, the finite set [A,/A'] guarantees a finite number of inverse
mappings.
For any base sequence ab, the mapping becomes Ayc) (ab) = OeO-y(c) (ob + e° )
where
(cb + e) = {ob + e}
and
e0oyc)(-) = {(eO ?(C)(.)}
= (~o() + yc) - eo( (e))
Thus, the second (inverse) mapping is
A-y(,) (cb) = eoiy(c) (ab + e°)
= {oeoY~c) (abi + e ))
= {~e(C)(abi e + ) Y ) o ?c)(e)).
Thus, both the forward and inverse mappings can be constructed using transla-
tions and a finite set of componentwise mappings which move between cosets. Trans-
lations within a coset of A' does not destroy either code and, thus, the composite
mapping properly moves sequences to other sequences.
3.2.3 A Description of the UEP Constellation
Since every codeword w' = {w)} of QUEP is a sequence of points in RN, the code
QUEP must be contained in the Cartesian product of a constellation CUEP C RN from
which each w' is chosen, i.e., QUEP = (" CUEP X CUEP X CUEP ). Shaping Cf with
the coarse code 2Q and then scaling by ao forms a base cloud constellation C. The
shaped constellation Cf' generally contains more points than the original unshaped
constellation Cf. However, for the UEP QAM example of Section 3.1, no shaping is
present so the base constellation is merely coCf.
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The constellation CUEP is formed by mapping points in the base cloud constellation
Cf C RN around every superpoint in Cc. Using the results from Section 2.3, Cf must
lie within the basic region rZAo of A0 of Qc,. Given Qf and Q,, the following algorithm
will produce the constellation C7f.
1. Choose an s [A,/A'], to identify a coset of A' in Ac.
2. Apply the mapping A,(.) (see Equation (3.18)) to each point in Cf. This map-
ping moves points from the Voronoi region of coarse points to the base Voronoi
region, i.e., the mapping performs componentwise shaping on the fine code.
3. Scale the mapped points by o to form a new set of points Cs.
4. Repeat steps 1 through 3 until all elements in [A,/A'] have been used only once.
5. C = UsE[Ac/A] Cf
The PMF on Cf and on CUEP is not uniform. The true PMF can be difficult to
compute. The probability of a point x0 in C is
Px(xo) = E Pxj(Xls(xs0) Ps(so). (3.19)
soE[Ac/A]
Given a distribution on the set of coset representatives [A/A'], knowing pxls(xolso)
and p8 (so) allows one to compute the probability mass function (PMF) for the points
in C7.
Taking Cf and centering at each coarse point z E C, the constellation CUEP is
obtained. Let 5o C CUEP be the mapped point of xo e Cf in the region surrounding
the coarse symbol z E Cc, i.e., 5o = Azl(xo). The probability of the point 5o in CUEP
occuring is
p(xO) E PIz(o 0Zo) ' p(zo).
zoECc
Now,
P.z z0)- p(xo) if o = Azoo(x),
0 otherwise.
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Thus,
p;(xo) -= px(xo) pz(zo) (3.20)
zoECc
where x0 is the point in Cf which yields ko when centered around zo.
Since Q2 shapes Qf, Cf must be contained in the region RAo where Ao is the
time-zero lattice of R,. As discussed in Section 2.3, the non-unique decomposition of
some codewords in Qf creates two major problems.
The first problem caused by the non-uniqueness involves a possible infinite decod-
ing delay. The decoding delay of a trellis code is the delay between the input sequence
and the decoded output sequence. The shaping decoder used on the encoded fine point
sequence has a possible infinite decoding delay. Certain fine constellation sequences
can cause the decoder to alternate between a set of states which generate two or more
paths with equal weights. Thus, the decoder cannot decide which path is best until
it exits the set of "don't care" states. If the encoded fine point sequence continu-
ally force the shaping decoder to alternate between the "don't care" states, then the
decoding delay becomes infinite. Luckily, the probability of such sequences occuring
approaches zero as the input sequence length approaches infinity.
The number of points in Cf which can cause transitions to another "don't care"
state or to stay in the present "don't care" state may be a non-negligible fraction of
JCf . However, the probability of seeing long sequences of "don't care symbols" of Qf
is small (see Section 4.3 for a discussion of how this impacts decoding complexity).
The second problem caused by the non-uniqueness involves non-uniquely decod-
able sequences. Since the fundamental region of Q is the infinite Cartesian product
of RZAo, it is possible to construct sequences of fine code symbols that coincide ex-
actly with a valid coarse code sequence (shaping sequence). Applying the distance
preserving mapping A(.) for each of the different shaping sequences, different fine
code sequences can result in the same base region sequence (shaped sequence). Thus,
the codeword in Q2UEP generated by any of these fine code sequences is non-uniquely
decodable. However, a sequence of fine symbols which corresponds exactly with the
coarse symbols becomes less likely as the length of the sequence grows, i. e., the prob-
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ability of a sequence being non-uniquely decodable approaches zero as the length of
the sequence approaches infinity. If such a sequence of symbols were to occur, then a
decoding error could occur even in a noiseless environment.
3.3 Interpretation of the UEP Trellis Code
The novelty of this coding scheme lies how the fine code is shaped by the coarse
code. Shaping involves changing the uncoded bits of the inner code to achieve a more
Gaussian distribution on the codebook. In other words, the shaping code selects the
uncoded bits for the inner code. In this UEP trellis coding scheme, the inner code is
the fine code. The main difference between normal trellis shaping the shaping used
in the UEP trellis code is that some of the shaped bits are reused by the coarse code.
The effects of overlapping input bits and reusing the shaped bits are the main focus of
this section. The effects of reusing shaped bits on code performance and the number
of overlap bits to reuse are discussed below.
The reuse of the shaped bits would seem to defeat the purpose of using a shaping
code if the effects of the shaping are immediately undone by the coarse code, i. e., the
bits which were set by the shaping code are selected to be entirely different values
by the coarse code. In fact, the shaping has no effect on the overall UEP code if
a = 1. When O = 1, the performance of the UEP code becomes the performance of
just the fine code because the shaping bits are being ignored, i.e., the values of the
bits are being selected independently of the shaping code. Geometrically, since Ac
is a sublattice of Af and all mappings move points in Ac to points in Ac, when no
scaling is applied to Cf E Af the mapping of Cf mod 7Rs will produce another point
in Cf. Thus, the overall UEP code acts like the fine code alone.
However, if a < 1, shaping does still impact the overall UEP code since a shrunken
shaped code means each element in a codeword sequence does not even coincide with
a lattice point in either Ac or A,. Thus, shrinking the base Voronoi region after
shaping by the coarse code means that the fine code points are shaped to the shrunken
Voronoi region and the bits which were used to overlap the fine code for shaping can
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be reused for encoding the coarse code. For the extreme case of a = 0, the UEP trellis
code approaches the performance of the coarse code alone since all fine sequences are
mapped a Voronoi region and completely shrunk to the coarse sequence of the Voronoi
region. Thus, the fine coding is entirely ignored.
As in normal trellis shaping, the shaped bits of the fine code must be the kf
uncoded bits. The bits used to shape the fine code are the n'-kc redundant bits of the
coarse code. The number of overlapping bits which are reused is rc < min(k , n' - )
and fixes IAf/Acl = 2'f - rc. Reusing the overlapped bits allows a higher fine code rate
without increasing the bounding region R.s by efficiently packing fine sequences into
2(nc-+nf-rc)
the Voronoi regions of the coarse sequences. The size of CUEP is 2 N per two
dimensions. When rc = 0, coding is applied independently to the fine constellation
and the coarse constellation as in the schemes presented by Wei [10]. If independent
coding is used with the same number of fine and coarse bits, the size of CUEP would
2 (nc+nf)
be 2 N per two dimensions. Thus, the signal set of the UEP trellis coding system
2._z
is smaller by a factor of 2 N
Now, suppose the size of CUEP is fixed, i.e., nc + nf - rc is fixed, and suppose
rc < min(k , n - k'). The redundancy can be increased by reducing the rate of the
FSM used in Qc (increasing n'). The immediate design question becomes, "What
rate trellis code should be used?" Does increasing n' so that n - k = kf help the
overall system performance? Since choosing n' for fixed k is the same as choosing a
rate for the trellis code Qi, the design problem becomes choosing a trellis code with
maximum rate which achieves acceptable performance.
From the design of trellis codes, a rate k/k + 1 code can achieve coding gains near
5-6 dB. For instance, a 128 state rate 3/4 trellis code can achieve a nominal gain
of 6dB with squared minimum distance increased by 8. However, nominal coding
gain does not completely describe the code's performance. The number of nearest
neighbors, or error coefficient, must also be considered, thus the effective coding gain
is the true parameter of interest. Increasing the number of nearest neighbors will
decrease the effective coding gain from the nominal coding gain. Empirical results
show that using a rate lower than k/k + 2 does not achieve much additional coding
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gain because the number of nearest neighbors begins to grow very large, thus the
effects from an increased minimum distance are offset by the large error coefficient.
In addition, complexity is increased slightly for lower rate codes. Thus, using 1-2
bits of overlap achieves most of the significant distance gain and coding gain, i.e.,
choosing r > 2 does not serve much practical purpose.
3.4 Performance analysis of UEP Trellis Coding
The performance of the UEP trellis code can be compared to the uncoded QAM
system which takes kc + kf bits at each time i. In addition to the coding gains over
an uncoded system, performance for the UEP trellis coding scheme can be compared
to the baseline M-QAM UEP scheme presented in Section 3.1. Define the minimum
distance between lattice points in A, as dAC and the minimum distance between lattice
points in Af is dAf. Each code Q and Qf also has a minimum distance between
codewords. These distances are d and df respectively. Recall that for any trellis
code , the gain in squared minimum distance over the lattice minimum distance is
dgain,. -
3.4.1 Minimum Distances for the UEP Trellis Code
The performance of QUEP is largely determined by the coarse and fine minimum
distances d and df. Performance analysis begins with the derivation of these two
quantities. The distance df is the minimum distance between mapped fine sequences
in the constellation QUEP, i.e., the intracloud distance. The minimum distance be-
tween fine sequences is
d~f = d22gaind f (3.21)
Since mapping preserves iQf, the sequences in the shrunken base region have squared
minimum distance
d = 2 d f = o2d 2 d2 (3.22)
The distance d corresponds to the minimum distance between the clouds of fine
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sequences in QUEP. First, notice that the order of mapping and scaling can be inter-
changed. That is, the sequences in a base cloud region can be mapped to the Voronoi
region of a coarse sequence first, then the distance between the mapped sequence
and the coarse sequence can be scaled by a. The intercloud distance is governed by
the two closest sequences which lie in different adjacent clouds. To find d,, begin
by considering the shaped fine code points which lie in the base region. When these
points are mapped to each coarse sequence z, the fine sequences can lie anywhere
within the region v2C(z) or on the boundary of the region.
Since Af/Ac has order 2nfr- C,
d2 = 2nf-rcdd2. (3.23)
The trellis code QC has a minimum distance
d2 =d2 d2 (3.24)Q c gainR, Ac,
and the squared minimum distance between any two adjacent coarse sequences A
and B is d 2 . Now, the code Q,C is formed by mapping the base region points around
all coarse sequences z E 2 and scaling the distance between the mapped sequence
and z by a.
The minimum intercloud distance d 2 is
d2 = min f1r- -2l 2
X1 7Rt (A) n QUEP
x2 EQc(B) n QUEP
where the minimum is taken over all X1 , 2 E QUEP that lie in distinct Voronoi
regions Rc (A) and 1Z (B). Notice that d2 > d with equality if a = 1 (no scaling
is performed).
Let Znc/(A) and 7%c (B) be adjacent Voronoi regions. The intercloud distance
dc can be upper and lower bounded as a function of a by considering the geometry
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BFigure 3-5: Worst case boundary condition for minimum distance of de
of the boundary between vC(A) and RQvC(B). Let x1 E 7 c(A) n QUEP and
x2 E Rc(B) n QUEP be codewords at minimum distance d. Notice that when
= 1, the minimum distance d will be equal to d2. Now, one of the three following
geometries will occur.
1. x1 and x2 lie strictly within R` (A) and TRO (B) respectively
2. xl lies within Rnc(A) and x2 lies on the boundary between TRc(A) and
p"c(B)
3. xl and x2 both lie on the boundary between RnVC(A) and RIvc(B)
The worst minimum distance will arise with geometry 3 whereas the most optimistic
minimum distance will arise in geometry 1.
Using geometry 3 shown in Figure 3-5, a lower bound on the minimum distance
can be determined. As both RQc (A) and Rc (B) are scaled by oa, a point originally
on the boundary will move toward the center of the region, thus moving away from
the boundary. By performing a suitable change of basis followed by translation, there
is no loss in generality in assuming
A = , ...
---. 2 ,~.
46
A
Since both xl and x2 are on the boundary their components have the form
X1 = (0, x 11l, x 12, X 13,.. )
X2 = (0, x 21, 22, 23,...)
where
00
(X1 - 2i)2 = df. (3.25)
i=1
Scaling by a brings the points al and X2 closer to A and B, respectively. The scaled
vectors become
,' =((1 -a)( 2ax 12 , X13 , ..
X2, = ((1 - OL ) x21, oax22, Ox23, .. .
Let
X = Xl,a - 2 ,a-
The squared distance between the two points is the 12 norm squared of :
00
d2worst = 11112 = (1 - a)2 d c + (Oaxli - ax2i)2i=l
= (1 - a)2d2 + a2 d2
= (1- a)2 d2C + d (3.26)
Notice that the coarse code squared distance has very little impact on the intercloud
distance d2 when a is close to one. As a approaches one, the reduction of the in-
tercloud distance can be detrimental to the performance of the UEP code on more
important data.
For an upper bound, consider geometry 1 shown in Figure 3-6. In this geometry,
the points x1 and x2 lie along the line connecting A to B and the full effect of the
ao scaling is observed. The points x1 and 2 are still separated by df before the a
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----------- ---
x2
-- K. ....... -O
Figure 3-6: Best case boundary condition for minimum distance of dc
scaling. Let
1 = - A
X2 = 2 -B
and define the first component of each vector to lie along the direction of the line
joining A and B. The vectors become
x1 = (x10, 0, ,...) (3.27)
x2 = (x2o, 0, ... ) (3.28)
(3.29)
where (B - A) = (dn,, ,. .. ) and
dmor - dfXlo =
X2o - 2
The scaled vectors are
l= (d-2 ' ' ' )
2(' ' '
A B
(3.30)
(3.31)
(3.32)
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(3.33)
X = a - (a2 + (B - A)) = ax - - (B - A) (3.34)
From Equations (3.34), (3.27), (3.28), (3.32), and (3.33), the minimum distance d,
becomes
dc,best = I1 112
___-___ + dne - dn 2f0 (dn 2- dfd -+ 2 f dn) + E(Xli -x2i
= c 2 + cr 2 i=1
(odnr - acdnf - dnc)2 + 0
= ((o - )dQC - amd)
= ((1 - )dn, + df)2 . (3.35)
From Equations (3.26) and (3.35), the difference between the worst case estimate
and the best case estimate for the squared minimum distance d is 2(1- )dQCadnf.
The difference between the best and worst case minimum distances can be quite
significant. For the example in Section 3.5, the difference is close to dB for or : 0.8.
If the geometry of the code could be arranged so that geometry 1 was always true,
then the coarse code would achieve higher effective coding gains. In fact, the UEP
QAM example in Section 3.1 and the codes developed by Wei [10] manage to always
remain in the best case geometry. However, Wei's codes suffer from other problems
as will be discussed in Chapter 5.
3.4.2 Constellation Energies
The average energy of the constellation CUEP is needed to calculate the coding gain
of the UEP trellis code versus standard two dimensional M-QAM.
The expected average energy of a constellation CUEP is
ECUEP = E I1xll2 * p(Xo )-. (3.36)
X ECUEP
Since the distribution px(xo) depends on CUEP, Equation (3.36) depends on the choice
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of Qc and Qs,. Finding the exact CUEP may not be feasible, thus approximations of
ECUEP are used.
The continuous approximation [5] can be used to estimate the average energy
of CUEP. The continuous approximation assumes a continuum of points over R,
the shaping region of CUEP. Each point is equally likely, thus forming a uniform
distribution, f(xo) = 1/V(R,), over R, where V(1Zs) is the volume of the bounding
region. The estimated expected energy in IT is
ECUEP o E(R) 'oIRZ ixolt fx(x0) dxo
V(1R,) Ixoe IIoXII dxo. (3.37)
To compare to the two dimensional M-QAM constellation, the energy must be nor-
malized to energy per two dimensions:
PECUEp 2E(N?) (3.38)N
Define y, to be the shaping gain which is the inverse of the energy gain of the re-
gion 7R E R2 over a square region S2 in R2 with sides of length 2r. Thus, in two
dimensions,
(2r)2 = [V(RS)] 2 1N
and
r2 [V(R')] 2 (3.39)
4
Using the continuous approximation over the square region, the average energy of S2
is
2r 2
E(S2 ) =2r3
From Equations (3.38) and (3.39), the shaping gain becomes
- 2r2/3 [V(, )]2 N (3.40)
ECUEP 6 ECUEP
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2(kf+kc)
For an M-QAM constellation with M = 2 N points occupying the region S2
the squared minimum distance between points is
r2 [V()] 2/N (3.41)'d .41)QAM = 2(k+kc) 2(k+kf)
2 N 4.2 N
and the average energy of the M-QAM constellation is
E(S 2) = )] (3.42)
For the coarse trellis code, the FSM introduces redundancy in the form of extra
bits selecting points at each time i from A, (i.e., n' > k). Thus, there is an expansion
in the signal set and either the bounding region must be increased in energy or the
points in the bounding region are moved closer together. Define the normalized
redundancy per two dimensions as [5, p. 687]
P(]c") =- '2 (3.43)N/2
The energy increase per two dimensions is approximately 2P(Qc).
The FSM of Qf also introduces redundancy in the form of extra bits selecting
points at each time i from Af (n' > k). The normalized redundancy per two
dimensions for the fine code is
(Q ) = f (3.44)
N/2
The energy increase per two dimensions is approximately 2P(Qf) .
The total redundancy for the UEP code is
nc + nf - r - kf = n - - kc + n - kf - rc
bits. The reduction of r bits is due to the overlap described in Section 3.3. The
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normalized redundancy per two dimensions for the UEP trellis code is
P(QUEP) =
n - kc + n - k - r
N
2
The energy increase due to redundancy is approximately
2P(nUEP) = 2 P(nc)2 P(f) 2 - N2
and define the coding gain due to the overlap as
'YUEP = 2 N.
3.4.3 Coding Gains
The coding gain for the coarse and fine codes can now be derived. Since the exact
minimum distance of the coarse code is not known, only a lower bound on the coarse
coding gain is derived. The coding gain for the fine code fff is defined as the ratio of
the energy normalized d to the energy-normalized d2 AM. Thus,f ~~~~QAM' s
d2
qf d 2QAM
EQAM
ECUEP
4& 2 2 2(kc+kf)gain, 2 fdAf f E(S2)
[V(a. )2/N 2P(QUEP)ECUEP
Cet2 2dn d 2 2(kc+kf)
4a dgain,Qffdf2 N E(S2)s
[v(x,) ]v N
2 2 2 2(kc +kf)
4c dgain,f dAf2 N
2P(nUEP)E(S2)
YS
2P(QUEP)[V(1ZX.)]2 /
2 (kc+kf)
4A 22 N
= 4a[ N
[V(,R ) ]2
= O2YA ' f ' s ' YUEP ' 2-P(Qc)
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= P(Qc) + p(Qf) - 2rcN
dgain,Qf 1
2p(Qf) 2p(Q)
1
2r ' S2 N
(3.45)
=
where the gain from the lattice is
dAf
YAtf d2AM
2(kc+kf)
4d2f2 N
[V( ") ]/N
and the gain from the trellis code is
d2gain,Qf
f - 2P(ff)
The coding gain can be decomposed into contributions from the lattice, the FSM
with constellation expansion, the shaping performed by the bounding region, and the
overlap between coarse and fine bits. Notice, the expansion of the constellation by
the redundancy of the coarse bits is also a factor in the fine coding gain. The coding
gain for the UEP trellis code is very similar to the coding gain expression of a normal
trellis codes except for the factors YUEP and 2- p( c). Increasing the redundancy of the
coarse code penalizes the coding gain through the term 2-P(f c). However, increasing
the redundancy of the coarse code means that the overlap can be increased, thus
the overlap coding gain YUEP will offset the penalty from the increased coarse code
redundancy. As discussed in Section 3.3, the number overlap bits does not need to
be more than roughly 2 bits to obtain most of the effective coding gain.
The lower bound on the coding gain for the coarse code, y,, is defined as the ratio
of the energy-normalized d2 = dworst to the energy-normalized dQAM. Thus,
d2 EQAM
QdAM EcUEP
4 ((1 - oa)2dQ + d) 2 N E(S 2)
[V(RXs)]2/N 2P(nUEP) ECUEP
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4 ((1-)dgain. dA + df) 2 N
[V, ( s)]2
2(kc+kf)
4(1 ) 2 di 2n d2 N k s)4(1- _ gV(i r,ncdA 2 N PU
[V(X.Rs)]2/N 2P(DuEP)
2(kc+i f)
4d}2 N(1 - ) 2 _ N[v(1?,)] 2/N
dgain,Qc
2p(Ac)
E(S2 )ys
2P(QUEP)E(S2)
Ys
2P(QUEP)
2(kc+kf)
4df2 N Ys
[V(RS)1 2/N 2P(nUEP)
= (1 - a) 2 · 7A Ac fUEP as 2- P( f) + yf
where the coding gain from the coarse lattice is
YA
dAc
dQAM
2(kc+kf)
- 4d 2 N
[V (R.) ]
(3.47)
(3.48)
(3.49)
and the coding gain from the coarse trellis code is
dgain,QC2P(, ) (3.50)
(3.51)
Using Equation (3.23) in Equation (3.47), the coding gain of A, can be expressed in
terms of the coding gain of the fine code lattice, Af. In Equation (3.23), symbols
were assumed to come from the space of RN. Since all coding gains are compared to
the two dimensional QAM constellation, the number of bits per 2-D must be used.
2(kc+kf)
2(nf-rc) 4df 2 N
V= 2 N ,) N
2(nf--rc)
= 2 N (3.52)
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1
2P(asf)
1
2- N
's + 3/f
(3.46)
Using Equations (3.52) and (3.46), the coarse coding gain becomes
2(nf -c) -P(fs)
YC = (1-a)22 N A!-P(ff)A *Q '1 'YUEP Ys +Yf
2 2(kf-rc)
(1 - a)2 2 N 'YAf'Yfc ' Ys+YfP. (3.53)
The coarse coding gain is dependent on the absolute number of fine bits used, not the
ratio of the number of fine bits to the number of coarse bits. Wei and Calderbank both
use the ratio of fine to coarse bits as their parameter for code design. As can be seen
from the fine coding gain in Equation (3.45), the energy expansion from the increased
normalized redundancy of the coarse code can be offset by increasing the overlap bits.
Thus, only the number of fine bits should effect the coding gain performance and the
effect is only seen in the fine code as evident in Equation (3.53).
3.5 An Example of UEP Using Trellis Coding
In this example, every input consists of sequences of four bits, two more important
bits (kc = 2) for x(c) = {xc)} and two less important bits (kf = 2) for z(f) = x(f)}.
The lattice Af is the shifted integer lattice
A =Z2+(1 1)Af = Z + (2 2)'
Since A E R2 , N = 2. The code Qf is uncoded 4-QAM, thus d = d f = 1,
kf = 2, k = 2, k 0, = 0, and nf = 2. Thus, IAf/A'l = 2n = 1, soA/ =
2 + ( ) = Af.
An overlap of r, = 1 bit is chosen between the coarse code encoded bits and the
uncoded fine code bits. Since nf = 2 and r = 1, IAf/A I = 2 and A, = 2Z2 + (, ).
The coarse code Q2 is a rate-1/2 trellis code shown in Figure 3-7(a). Since kc =
2, k' = 1, k -= 1,n -= 2, and n =3, lC/A'I = 2 = 4 and A' = 4A, = 8Z2 + (2 2)
The output of the convolution coder (FSM) for fQ selects a coset representative at
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Table 3.1: Label assignments for the conv. coder output of Qc
F
1
2
3
4
F
1
2
3
4
(a) (b)
Figure 3-7: (a) FSM diagram for Qc (b) A and the labeled cosets
each time i. The correspondence between labels use in the trellis of Figure 3-7(a)
and the coset representatives of A' in Ac is given in Table 3.1. Notice each coset
representative is a member of Ac as required. The lattice Ac and its labeled cosets
are shown in Figure 3-7(b). Since k = 1, two points are selected from each coset. A
total of 2c = 8 points are chosen. The eight points chosen are the points which fall
into I7s n Ac where R, is a 4 x 4 square centered at the origin as shown in Figure 3-9
by the dashed box. The eight points form which form the coarse symbol constellation
Cca dae: 1 3 1 1 _3 1), (3 3) ( 1 3), ( 3 3).Cc and are: (2 ), (-2' 2)' 2' 2' 2' 2)' 2'2' 2' 2'2 2' 
The region 7RAO of Qc, is the union of two fundamental lattice regions associated
with points from the cosets E, F or G, H. The particular choice for 7RZA is shown
in Figure 3-7(b) by the two boxes surrounding E0 and F0. Given RAo, the 2kf fine
code points are selected by Af n 7RAO. The fine symbol constellation Cf is shown
in Figure 3-8. These four points also form the code Qf. The labels {A,B, C,D}
correspond to the inputs (f) = {00, 01, 10, 11}.
A block diagram of this encoder is shown in Figure 3-4. The selection function
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Label Coset Rep. Output of Conv. Coder
E (1/2,3/2) 00
F (3/2,1/2) 10
G (1/2,-1/2) 11
H (-1/2,1/2) 01
1.5 A *B
0.5 *D C
) 0.5 1.5 2.5
Figure 3-8: 4 points used to encode uncoded less important bits
3.5 o o o o o o o
2.5 o o o o o o o o
r ------------------
1.5 o · o · o o
0.5 o o a a ° ° ° 0 ° °
-0.5 o o o o o o o o
-1.5 o o a o e o e a e 
-2.5 o o o o o o o o
-3.5 o o o o o o o o
-3.5-2.5-1.5-0.5 0.5 1.5 2.5 3.5
Figure 3-9: 1Zs n Z2 + (1, 2) with 1Zs denoted by dashes
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f(x) chooses from the fine code points when the 2 most significant bits are zero.
When the least significant bit is zero, the coarse points are selected. One choice for
f(x) is
( 3) if x = 0000,
(2, ) if = 0001,
(, ) if x=0010,
(3,2) ifx =0011,
(3, 1) if x = 0100,
f(zx ') 2x 0(3.54)
(,1 -1) if x = 0110,
(-2, -) if x = 1000,
(3,-23) if = 1010,
(1-3 ) if x=1100,
(-, ) if = 1110.
The base sequence is chosen to be the all e° - (, 2) sequence, . . ., e, e° ,.}.
The mapping function described in Section 3.2.2, A,(c)(.), where ~(c) A'c + ai() and
(c) [Ac/A'], moves any point in the coset A' + a( ) to the base region associated
with e and is given by:
AC = xi) =(-)-()(Cc(ei)  (xi) ¢ 0(C)eO(Yi )
where q5)c, (.) is
(~( (X xi if (C) E A + E,
'·) 'eo(Zi) = II Yi C
= 1 Xi + (0, 2) if Yi(c) E A + G,
x + (1, ) if (c) A + H.
Also from Section 3.2.2, the inverse mapping function, A )(-), moves points from
Yi
the base region to the coset A' + a) where a) is the coset representative which
identifies the coset of A' of which y(c) = C (xc)) is a member. The mapping from theidetiie e cse o ~of hih i·- %,
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base region to the encoded superpoint is
Aa(c)(Xi) = (C) O(Xi + e) + c) - y(c)eo(ei)
Yi' ii i
3.5.1 Constellations of the UEP Trellis Code Example
The constellation CUEP is formed from the base constellation C7. Thus, C is first
derived, then CUEP is formed by mapping C7 around each coarse code symbol in
C,. From Equations (3.19) and (3.20), both constellations CUEP and Cf depend on
pxls(xolso) where x0 E Cf and so E [Ac/A'].
An efficient method for finding the average energy of C was developed for this
simple example UEP code. At any time i, the Viterbi Algorithm (VA) keeps a set
of survivor paths, each with an accumulated squared distance metric. The number
of possible paths at any time i is the same as the number of states in the trellis,
which is four in this example. The path metrics are represented by a 4-tuple. These
metrics are normalized by subtracting the least weight metric at time i (called the
normalization value at time i) so that the minimum value in the 4-tuple is zero.
Notice that the 4 points in Cf have squared metric values of 0, 1, 2, or 4 from any
coarse lattice point. After normalization, each path turns out to have a weight of
either 0, 1, 2, 4, or 6 and only 33 distinct 4-tuples are used by the VA. Thus, a 33
state FSM, referred to as the VA FSM, can be used to compute the energy and PMF
of Cf=l (the constellation which arises from shaping Cf).
The unnormalized metric at time i is the sum of the current normalized state
metric and the past normalization values. Because the path metrics increase by only
0, 1, 2, 4, or 6 each time, the metric of any path at time i satisfies
i-1
E [normalization value at time k] < path metric
k=O
i-i
< 6 + E [normalization value at time k].
k=O
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Taking the expected value of this expression yields bounds on the expected metric:
i-1Z E[normalization at time k] < E[path metric]
k=O
i-i
< 6 + E E[normalization value at time k.]
k=O
Now, the expected average energy is the expected metric of a decoded path divided
by the length of the path. Using the bounds on the expected metric yields
I i-l
1 E[normalization value at time k] E[Average Energy]
k=O
6 lj-1
< - + - E[normalization value at time k].
-- / k=0
Taking the limit as i -- o, the bounds converge. Thus, the expected average en-
ergy of Cf=l is computed using the steady state probabilities at each state and the
normalization value used in each transition out of every state.
Using the VA FSM, the steady state probabilities can be found for each state
assuming all inputs are equally likely, i.e.,
p(x(f )) =
Assuming all inputs are equally likely implies that all transition are equally likely
and allow the steady state probabilities p,(uo) to be calculated. These steady state
probabilities were computed rather easily. For compactness, the full 33 state VA FSM
and the steady state probabilities associated with all 33 states is will not be explicitly
given here.
Finding pxls(xolso) is a difficult problem. However, the constellation C = can be
found using the method described in Section 3.2.3. The constellation C = l is the
union of the four constellations C0o where so E [Ac/Ac] shown in Figure 3-10. Labeled
next to each point is the input which generated the point in C. The complete,
unscaled base constellation C = x is shown in Figure 3-11.
Because both p,(so) and px(x 0), where x0o E C', are difficult to compute, em-
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Figure 3-11: C7=l constellation
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perical methods were used to determine these distributions. The values of p,(so)
were
0.27 if so = E,
0.53 if so = F,
ps(SO) =
0.10 if so =G,
0.10 if so = H,
and the values for p,(xo) were determined to be:
px(XO) = 
0.60 if xo = (0, 0),
6.3 x 10-2 if xo = (1, 0),
1.3 x 10-2 if xo = (1,-1),
6.9 x 10-2 if xo = (0,-1),
4.4 x 10-2 if xo = (-1, -1), (3.56)
6.2 x 10-2 if xo = (-1,0),
2.1 x 10- 2 if xo = (-1, 1),
7.0 x 10-2 if xo = (0, 1),
5.1 x 10-2 if xo = (1,1),
7.0 x 10 - 3 if xo = (2, 0).
Assuming each point in C, is equally likely (py(c)(y)) = ), Equation (3.20) is used
to yields the PMF for the unscaled version of CUEP.
Scaling the constellation Cf=1 shown in Figure 3-11 by a yields Cf which is then
centered around each y) E Cc. Finally, all points which are mapped outside of R
are moved into the region by applying the modulo operation, thus yielding CUEP. The
constellations corresponding to a = 0.6 and oa = 0.1 are shown in Figure 3-12.
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3.5.2 Performance Analysis for Example Code
From Section 3.4.2, the following quantities are computed for the 4 x 4 shaping region
Rs centered at the origin:
ECUEP 16 IR,
V(7Zs) = 16
ilxzI2 dx 8
(3.57)
(3.58)
As expected, y, = 1 since there is no gain due to the choice of the shaping region R,.
Instead of using the continuous approximation which works well on large signal sets,
a second approximation is used. This approximation assumes
EcUEP = Ecc + Ecf
where Ecc is the average energy of the coarse constellation and Ec. is the average
energy of the fine cloud constellation centered at the origin. From C, in Figure 3-7(b),
the average energy is
EcC = 10c 2 = 
2
For Cf, the average energy calculation comes from the VA FSM. Thus,
ECT = a o2Ecp=i.
Thus, as a second approximation,
Eo -+ ti2ECeossCUEP 2 f
For the continuous approximation, there is no dependence on a! since it is assumed
that points are uniformly distributed throughout R,. Table 3.2 summarizes the
estimated average energies versus the simulated or exact constellation energies for
a = 0.8.
The Peak-to-Average ratios (PAR) of the UEP constellation require the maximum
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Table 3.2: Comparison of true and estimated constellation energies (a = 0.8)
Method of Average Energy Calculations
Continuous Second Exact Exact
Constellation Approx. Approx. Energies PAR
PAR(Cf ) 7.78dB 8.14dB 8.14dB
PAR(CuEP) 4.77dB 4.42dB 4.99dB 3.64dB
Table 3.3: Comparisons of PAR's for Cf and CUEP (a = 0.8)
energy point of CUEP:
Emax(CUEP) = max Jjx(2.
XECUEP
Finding the peak energy for CUEP involves modulo R2s mappings of each scaled C °
around every superpoint. The modulo operation confines all points to lie within s,.
Thus, Emax(CUEP) < Emax(Rs) where equality holds if a = 1 for the constellations in
this example. Using Emax(Rs) to estimate the peak power,
Emax(CUEP) = 8. (3.59)
Using both the true peak value and the estimated peak value from Equation (3.59)
yields Table 3.3 for the average energies in Table 3.2.
Since Qf is 4-QAM, dgain,.f = 1. From Equation (3.21),
dfr = da = 1,
and from Equation (3.22), the fine code distance is
d = a2 . (3.60)
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Continuous Second Exact/Simulated
Constellation Approx. Approx. Energies
Ca= 1 0.6667 - 0.6132
C, 2.6667 - 2.5
CUEP 2.6667 2.89 2.52
For Q, dain,C = 4 and from Equation (3.24),
d2 = 4dc = 8.
Assuming the worst case geometry for the intercloud minimum distance, Equation (3.26)
yields
d2 = 8(1 - a)2 + a2. (3.61)
The coding gains for the fine and coarse code are calculated with the 16-QAM as
the base constellation. For the 16-QAM constellation, the squared minimum distance
and average energy are
d16-QAM = 1,
5
E16-QAM = 2
Thus, the coding gains for the fine and coarse code are
d2 E16-QAM
16-QAM ECUEP
d E16-QAM
d16 -QAM ECUEP
The coding gains are summarized in Table 3.4 for each of the average energy estimates
and for a = 0.8 and or = 0.3. A more extensive analysis of these results is given in
Chapter 5.
66
Method of Average Energy Calculations
Coding Continuous Second Exact
Gain (o Approx. Approx. Energies
yf 0.8 -2.22dB -2.57dB -2.01dB
%y 0.8 -0.46dB -0.81dB -0.25dB
}yf 0.3 -10.74dB -11.09dB -10.53dB
y 0.3 5.75dB 5.40dB 5.97dB
Table 3.4: Coding Gains for a = 0.8 and a = 0.3
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Chapter 4
Implementation
The complexity of the UEP code described in Chapter 3 creates several implemen-
tation issues. The Viterbi Algorithm (VA) is generally used for maximum likelihood
sequence decoding (MLSD). However, for the simple example of Section 3.5, the VA
FSM described in Section 3.5.1 with minor modifications can be used instead of the
VA in both the encoder and decoder for the UEP code. The VA FSM used in the
encoder is discussed in further detail in Section 4.1. The encoder implementation is
discussed in Section 4.2. The stack algorithm used to decode the UEP trellis code
and the implementation of the stack algorithm are described in Section 4.3. Finally,
extensions to more complicated codes are described in Section 4.4.
4.1 The Viterbi Algorithm Decoder FSM
The shaping of the fine code by the coarse code creates the need for maximum likeli-
hood sequence decoding of the fine code using the coarse code trellis code. Typically,
the Viterbi Algorithm (VA) is used to perform the sequence decoding. For a code
with N states, the Viterbi Algorithm requires N floating point weights and N output
symbols to be stored at every time i. For the special case where the number of coarse
code states N is small and there is a finite set of squared distances between points
in Cf and C,, the shaping decoder can be implemented using an FSM, called the VA
FSM described briefly in Section 3.5.1. The advantages of using a VA FSM are the
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reduction in storage needed during decoding and the improvement of decoding speed.
The VA FSM decodes the maximum likelihood sequence of Qc given an input
sequence from Qf. At each time i, the VA FSM takes a symbol from Cf and updates
a list of paths and their associated weights. When the last input symbol is reached,
the path with the minimum weight is selected as the maximum likelihood sequence
and the list of output symbols associated with that path is the decoded sequence.
Each state of the VA FSM is partially identified by an N-tuple of normalized
path weights. A set of N lists of previously decoded coarse symbols (paths) is also
maintained. The N - tuple and the associated N lists specify the state of the VA
FSM. An infinite number of states exists because of the N lists of arbitrary length
associated with each N-tuple. Ignore these lists creates a finite number of states, thus
the term VA FSM is used. The component of the N-tuple equal to zero identifies the
current minimum weight path. Decoding the received symbol at time i + 1 involves
updating the weights and paths of the VA FSM. At time i + 1, a transition metric
is calculated for each transition into the coarse code FSM state Uj (1 < j N).
This transition metric is the squared distance between the input symbol and the
transition symbol. Each transition metric is added to the metric of the state from
which the transition originated. The minimum transition metric sum is selected and
the associated transition symbol is placed onto the list corresponding to state aj. The
transition metric sum is added to the N-tuple entry corresponding to aj. This process
is repeated until all transitions have been encoded and tested, i.e., all N states of
the coarse code trellis have been entered. Then, the N-tuple is renormalized so that
the minimum entry is zero. The renormalized N-tuple identifies a new state in the
VA FSM. A one-to-one correspondence between the N-tuples and VA FSM state
numbers can be generated. This correspondence list grows rapidly as the number of
coarse code trellis states, input bits, or the fine constellation size increases.
Since there are N states in the coarse trellis, only N survivor paths need to be
kept at any time. Each path represents a hypothesized codeword from Qc used for
shaping Qf. A transition into aj from al generates a symbol in C and appends the
symbol the path associated with al. This new extended path becomes the path for
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aj at time i + 1. If 1 # j, then the path of al up to time i becomes the path of aj up
to time i. This path switch can be implemented by either copying the entire path of
length i over the current path of aj or by using a pointer in uj's path indicating the
parent path (al's path). Obviously, the pointers save large amounts of computation
over copying i elements during each step, but the pointers require extra storage since
every entry of a path consists of both a symbol and a pointer to its parent path.
The VA FSM allows the encoder described in the next section to keep track of
the fine code shaping by keeping only the VA FSM state number and the shaping
codeword paths. For the UEP trellis code example in Section 3.5, the coarse code
trellis has 4 states, thus a 4-tuple identifies each VA FSM state. Four separate paths
are maintained at each time, one for each trellis state. The VA FSM has 33 distinct
4-tuples, thus, 33 states and requires only 6 bits for the VA FSM state number. If a
normal VA were used, each state would be represented by 4 double precision values
(representing the unnormalized path weights) and would require 32 bytes per step.
Thus, the storage required for each stack entry becomes 3 bits instead of 32 bytes, a
rather large reduction in storage when encoding long sequences.
As the number coarse code FSM states increases, the number of VA FSM states
increases rapidly and this scheme becomes infeasible. For instance, an 8 state trellis
requires 683 VA FSM while a 16 state trellis requires 31607 states. A 16 state trellis
requires roughly 316K bytes to store just the one-to-one correspondence between 16-
tuples and state numbers and then an additional 2 bytes per step. Another drawback
caused by a larger number of VA FSM states is the search time required to map an
N-tuple to a VA FSM state number. As the number of states increase, the search
time also increases.
4.2 The Encoder
The UEP trellis encoder consists of two finite state machines (one for Q, and one
for Qf) and a shaping decoder which decodes the sequence from Qf to the trellis of
Q,. At each time i, the encoder for Qf takes inputs xf) and selects a symbol from
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Cf. Given the state of Qf's FSM at time i - 1, the z)th transition leaving the state
is selected. A similar process is followed when encoding x(C) with the FSM for c,.
Thus, the states of the FSM's for Qf, QC, and the shaping decoder contain all the
information needed to encode future inputs and must be updated at each time i.
The encoded symbol y) = Cf(xPc)) is decoded using a shaping decoder. This
shaping decoder is implemented using the VA FSM described in Section 4.1. At time
i, there are N paths which the VA FSM keeps as hypothesized shaped codewords
(y(c)). Together with y(c) = C((), each hypothesized y(c) specifies the mapping
pair A/j%) and A-'(l that move the point to the base region and then to the Voronoi
region of the coarse code. However, any one of the N hypothesized y(C)'s could be the
correct one, thus no definite mapping can be selected yet. As the encoding continues,
the hypothesized paths should merge (just like the VA) at some past time. If all N
paths have merged at some time i - 6, then the mappings for the symbols previous to
time i - are fixed regardless of which of the N paths at time i is the correct path.
Thus, the final encoded symbols for times prior to i - 6 can be generated. The delay
between the encoder inputs and the encoder outputs is 6. Implementing the VA FSM
with pointers allows a simple search from time i backwards until all paths point to
the same parent path. The first time when all parent paths agree is the time i - 6.
4.3 The Stack Decoder
Due to the complexity of the UEP trellis code, a sequential decoder is used. The
advantage of a stack decoder over the Viterbi Algorithm (VA) is the reduction in
storage requirements for codes with a large number of states. Even for a simple
system like the one presented in Section 3.5, the composite UEP code has an infinite
number of total states as previously discussed in Section 4.1. The symbols in the
N paths from time i - 6 to i are undetermined and thus represent a potentially
unbounded number of states. The Viterbi Algorithm requires a constant amount of
computation per input symbol, but requires all hypothesized paths to be stored, thus
an exponential growth of memory with an increasing number of states. The stack
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decoder trades off computation for storage, thus the storage grows only slowly with
the number of states, but the computation is no longer constant per input symbol.
The stack algorithm was briefly described in Section 3.2.1 and will be described
in further detail here. The stack decoder operates by extending a single hypothesized
codeword (represented as a path) until either the received sequence is decoded or the
path becomes inferior to the other available paths. The list of available paths is called
the stack and every entry in the stack represents a different path. Each entry has
a decoding metric and the stack is kept in ascending order by the metrics. The top
entry of the stack has the lowest metric while the bottom entry has the largest metric.
Removing the top entry from the stack is called popping while placing an element
onto the stack is called pushing. Every entry in the stack may have a different length.
The stack decoder operates by popping the stack to get a parent path of length
i and extending the parent path to length i + 1. The extension is performed by
encoding each of the 2 kc +k f inputs {z(C)} and {x(f)}. The extension can be viewed as
creating 2 k c + k f child paths from the parent path. Each child path involves encoding
a specific x(C) and x) given the state of the parent path. From Section 4.2, the
state of the parent path is summarized by the state number of the FSM's used for
Qc and Qf, the state number of the VA FSM, the N hypothesized shaping codewords
(VA FSM paths), and N decoding metrics described below. Encoding xf) and x(C)
results in N possible output UEP symbols generated from mappings selected by the
ith component of the N hypothesized shaping codewords.
Associated with each of the N VA FSM paths is a decoding metric. This decoding
metric represents the squared distance between a hypothesized UEP codeword and
the actual received sequence. At each step, the squared distance between the N
possible UEP symbols and the received symbol is computed and added to the decoding
metric of the VA FSM path which selected the mapping function used to generate
the UEP symbol. Notice that the decoding metric is different from the metric used
in the VA FSM. This metric measures the distance of the final codeword from the
received codeword and is dependent on channel noise. The metric used in the VA FSM
measures the distance between the fine code symbols and the coarse code symbols in
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the absence of noise.
After computing the decoding metrics, the stack decoder must push the new child
path onto the stack. An entry metric must be selected so the child path can be ordered
properly in the stack. The entry metric should indicate the path's likelihood to be
the correct final sequence. Due to the delay in the encoding, the decision of a correct
path is impossible. However, a tentative decision can be made by using the minimum
decoding metric as the entry metric. Thus, the stack algorithm implemented here uses
the minimum decoding metric over the N metrics of the survivor paths to select the
path to grow at every time. This metric is not guaranteed to be the metric associated
with the eventual correct path at any given time i. The hope is that if the stack
decoder pursues an incorrect path, the minimum decoding metric of the incorrect
path will eventually exceed the minimum decoding metric of the correct path and the
stack decoder will start to grow the correct path.
The decoding metrics must be compensated for the path length since longer paths
will tend have a higher metric than shorter paths, even if the longer path is correct.
The constant correction factor used is the same correction factor used in the Fano
metric [9]. The correction factor used at each step is Ro2 , where R is the information
rate per N dimensions and a2 is the noise variance per N dimensions. The correction
factor is subtracted from the path metric at each step.
Notice, the stack algorithm could potentially require large amounts of storage as
the length of the input sequence grows large. However, the entries at the bottom
of the stack are less likely to be the correct path. Truncating the stack to a fixed
depth is reasonable if the stack capacity is relatively large, thus insuring that entries
at the bottom have a very low probability of being the correct path. Problems arise
when the branching factor at each step is large and the stack decoder pursues an
incorrect path which closely resembles the correct path during a segment. In such
a situation, the correct path may be purged from the stack if the branching factor
causes too many entries to be generated before the incorrect path metric grows larger
than the metric for the correct path. The minimum stack size should be large enough
to accommodate at least 6. 2 kc + k f entries where 6 is the average decoding delay of the
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shaping decoder. A stack size of 10,000 entries was used throughout the simulations
of the UEP trellis code scheme presented in Section 3.5.
One problem with decoding the UEP trellis codes is the possibility of long error
sequences. In particular, there exists long sequences of "don't care" symbols. These
sequences will have a path weight which is very close to the correct path's weight.
Thus, the decoder could continue to pursue the long "don't care" sequences. These
sequences can increase the decoding time since the decoder will basically perform a
exhaustive search over all branches for each symbol in the don't care sequence. The
problem of long don't care sequences arises because some symbols lie exactly on the
boundary of a Voronoi region. To solve the problem of long don't care sequences,
the encoder and decoder can dither the fine code constellation by a pseudonoise
sequence. Dithering involves translating the origin of the fine code sequence by a
vector determined from the pseudonoise sequence.
Another computational difficulty with the stack algorithm is the sorting of the
stack nodes. As the stack size grows, the sort algorithm becomes slower and slower.
One solution to this problem is to divide the stack into fixed size "bins." Each bin
contains all the entries which have a metric between the bin weight and the bin weight
plus bin width. If the bins are arranged in an array, they can be indexed directly
knowing the weight of the entry to be inserted and the minimum bin weight. The
number of bins in the array is fixed, thus a maximum acceptable weight for the stack
is set to the minimum bin weight plus the number of bins times the bin width. The
bins must also be kept in sorted order. Notice that for every pop of stack, there are
2 k
c +k f pushes. Therefore, sorting the bins after each push requires 2kc + k f times more
effort than sorting before each pop.
Notice, path weights can become negative due to the constant correction factor.
Thus, new bins are created if the weight of the entry to be added exceeds the current
bottom bin weight or is smaller than the current top bin weight. Bins can also
be deleted if a bin becomes empty or if the maximum stack size is exceeded. The
maximum stack size is exceeded when the total number of entries in all bins exceeds
the stack size. In this case, the worst weight bin (bottom bin) is deleted and the
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stack size is checked again. If the stack size is still too large, then the next worst
bin is removed. This process continues until the stack size is less than the maximum
allowable size. Empty bins are generally removed from the top of the stack as the
bins are emptied by continual popping from one bin and pushing into other bins.
Thus, the weight of the top bin and bottom bin are dynamic. The maximum number
of bins should be selected provide enough dynamic range in the best and worst bin
weights. The maximum number of bins used in the simulations was 100,000.
The bin width is also a critical parameter. If the bin width is too large compared
to the noise variance, then all the stack entries may fall into one bin since their
weights are not variable enough to require another bin. If the maximum stack size
is exceeded, the single bin which contains all the entries will be deleted, leaving no
entries in the stack to decode. This situation should be avoided. Depending on the
noise variance and minimum distances of the codes Qc and Qf, bin widths of 0.1,
0.05, and 0.02 were used in the simulations.
Notice that the algorithm is only concerned with the best node. Therefore, if the
maximum number of bins and bin width are selected properly and if the top bin is
kept sorted, then the bin solution is essentially the same as sorting the entire stack
but will be much faster. By selecting small bin widths, each bin tends to contain
fewer elements and sorting the top bin becomes easier. However, the small bin width
implies a large number of bins to maintain a large overall dynamic range of metrics
in the stack.
The final parameter of the stack algorithm is the correction factor used in com-
puting the decoding metrics. Intuitively, this factor represents the expected rate of
increase of the correct path metric. By using a factor of RU2, the expected metric
of the correct path is zero. If the correction factor is set slightly higher than the
minimal value, R 2, then the metric of the correct path tends to become negative,
thus becoming more distinguishable from the incorrect path metrics. Larger factors
are considered more aggressive because the stack decoder will tend to grow a single
path longer rather than switching to another path. However, if the factor is too ag-
gressive, an incorrect path can be completely decoded and the incorrect path metric
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will still be less than the metric of the correct path which was never grown. A careful
choice of the correction factor should be made to avoid decoding errors cause by the
implementation of the stack decoder.
Throughout the simulations, the aggressiveness of the correction factor drastically
affected the computation required to decode the UEP trellis code. For an input of
length L, a minimum of L steps are needed to decode the input if the correct path
is selected at first and is the only path grown. With the correction factor set to 10%
above the minimum, the average number of steps taken by the stack decoder was 20L.
By increasing the correction factor to roughly 40% above the minimum, the average
number of steps taken was only 3.4L. However, the probability of bit errors increased
as the correction factor became more aggressive.
4.4 Future Implementations of Sequential Decoders
Using more complicated codes for QC and Qf does not drastically affect the operation
or implementation of the encoder. The main difference would be the inability to
exploit the VA FSM. The VA FSM becomes infeasible if the number of VA FSM
states grows too large, or if the symbols in Cf do not have a finite set of distances from
all the symbols in C,. The latter case arises if the fine code constellation is dithered
by a pseudonoise sequence. The dithering creates a time varying constellation which
will not have a finite set of distances with a fixed Cc over all time. Thus, the encoder
must keep the actual N unnormalized metrics in the shaping decoder. This is the
only modification of the encoder which must be made for more complex codes.
Although the stack algorithm works well with the simple example in Section 3.5,
the stack decoder is inherently limited by the branching factor at each step, 2kc +kf,
and the decoding delay of the shaping code, 6. For a large number of input bits and
a complex shaping code, the quantity 6. 2kC+kf will become very large, thus requiring
too much storage. Again, more complex codes or a lack of a finite set of distances
from the coarse symbols renders the VA FSM unusable. Thus, the storage per entry
of the stack would further increase.
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Instead of using a stack algorithm, a constant storage algorithm such as the Fano
algorithm could be used to decode the UEP trellis code. The Fano algorithm further
trades off computation for storage. With the Fano algorithm, only a single path of
variable length needs to be stored at any time. The Fano algorithm pursues a path
until the path metric exceeds some threshold. At that time, the Fano algorithm backs
up on the path and pursues a different branch. This process continues until the path
which is being extended has the same length as the received sequence.
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Chapter 5
Results
Both Wei and Calderbank have proposed various schemes for unequal error protection.
All their schemes deal with two separate levels of data, more important data and less
important data. In Section 5.1, the unequal error protection schemes presented by
Wei in [10] are discussed and analyzed. Section 5.2 gives an example of Wei's code
which is the parallel of the UEP trellis code from Section 3.5. In Section 5.3, the
schemes presented in [1] by Calderbank are discussed. In Section 5.4, the results of
simulations for the UEP trellis code are compared to results of Wei's and Calderbank's
codes.
5.1 Wei's Coding Schemes
Wei presents a series of coding schemes all based on independent coding of the coarse
and fine bits. The fine bits and coarse bits are encoded separately using trellis codes.
The output of the two encoders are non-overlapping and select points from a con-
stellation. The constellation consists of symmetric clouds of points centered at each
of the coarse code points. Wei uses the constellation twice for every input, thus the
final output symbol is in four dimensions.
The structure of Wei's code can be described in the framework of the UEP trellis
code from Chapter 3. The fine code, f, takes kf bits in and produces nf bits which
select points from a lattice Af. The points selected by Qf form a fine constellation
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Cf. The fine code encodes the sequence (f) = xf)} to form the sequence y(f) =
Qf(x(f)), i.e., y Cf) = ((x)). A coarse code, Qc, takes kc bits in and produces nc bits
that select points from the lattice A,, a sublattice of Af. The points selected by Q1
form the coarse constellation Cc. The coarse code encodes the sequence x(c) = {xc)}
to produce the sequence y(c) = Qc(x(c)), i.e., y) = CC(xic)).
The fine code is not shaped by the coarse code (rc = 0) and therefore, the fine
code does not need to be decoded to the coarse trellis. The mapping A(c) (.) is just
the identity. The inverse mapping Ay'c) (.) is just a translation from the origin to the
sequence y(C), i.e., Al (x) = x + y(c). Wei maximizes the coarse code distance by
Yi
arranging Cf and Cc so that the geometry between points is always the best case ge-
ometry of Section 3.4. That is, the points are always perpendicular to the boundaries
of the lattice Voronoi regions. To achieve this property, the coarse code lattice Ac
must have a cubic Voronoi region and the fine code lattice, Af, must be a partition of
the integer lattice ZN. A specific choice of A, which yields a cubic Voronoi region is
the scaled integer lattice. Therefore, the partition chain used for selecting the coarse
and find lattices must be ZN/... /Af/ ... /2lZN where I E Z.
Results from the UEP trellis code (Section 3.4) with r = 0 can be applied to
Wei's codes. One major difference between the analyses is that the coarse code
distance d of Wei's code can be calculated exactly. Since the codes are linear and
decoupled and the fine constellation is not shaped by the coarse constellation, the
minimum distance gained along an error path Pe can be computed directly from the
constellations. The last difference between Wei's code and the UEP trellis code of
Section 3.2 is the interpretation of the scaling factor ax. Since no overlap exists in
Wei's code, Wei's code does not reduce to the fine code constellation at ax = 1. Wei's
scaling factor can conceptually be greater than 1, representing an expansion of each
cloud around the coarse points. For the sake of comparison, if E2, and Qf are identical
for both an overlapping UEP trellis code in R2 and Wei's UEP code in R4 , the relation
between Wei's alpha (aCwei) and the UEP overlap alpha () is aCwei = 2 cx. With this
normalization, both codes have the same fine coding gain.
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Figure 5-1: The constellation Cf for Wei's example code
5.2 An Example of Wei's Code
Using the same codes for Qf and Q, as in the UEP trellis code example of Section 3.5,
Wei's code can be constructed and its performance compared to the UEP trellis code.
The code Qf is still the uncoded 4-QAM which takes kf = 2 bits per symbol. The
lattice Af is the checkerboard lattice with d2 f = 1 and since kf = 2, the coarse lattice
is 2kf-rcAf = 4Af which is also a checkerboard lattice with d = 4. The four points
taken from Af form the constellation Cf shown in Figure 5-1. The coarse code is a
sublattice of Z2 , thus satisfying the perpendicular boundary condition. The coarse
constellation is formed from the 2 = 8 points of Ac which are selected from Ac n R,
where R, is a square shaping region. Since the checkerboard lattice is used instead
of the simple integer lattice, the bounding region Rs must be V' times larger for this
example1. The constellation Cf is mapped around every point in C modulo R, to
form the constellation CUEP shown in Figure 5-2 for Cawei = 1.0 and aCwei = 0.5.
The minimum distance of the coarse code can be computed directly from the trellis
in Figure 3-7(a) and the constellation CUEP for Wei's code shown in Figure 5-2. Since
Q, is linear, the minimum distance path can be computed by comparing the distance
gain of the G - F -+ G error path which splits from the E - E -+ E path. The
minimum parallel transition distance must also be considered since 2k' = 2 points
are chosen from every coset. The parallel transition error event is when the "wrong"
1In general, the bounding box and energy would have been held constant by choosing the distance
of the checkerboard lattice so that d - 1V~ J'
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Figure 5-2: Wei's UEP constellation with awei = 1.0
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Figure 5-3: Wei's UEP constellation with OWei = 0.5
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point from the correct coset is chosen.
First analyzing the G -+ F - G error path, the minimum distance can be found
by comparing any two minimally spaced points centered around the coarse points
labeled E, G, and F. For the distance gained from decoding a G instead of an E,
the geometry of case 1 with o = 1 from Section 3.4 applies and the gain is
d2 G = 2d f = 16c2 . (5.1)
The distance gain when decoding F instead of E also uses the geometry of case 1
with a = 1 and is
d2 ,F = df = 8 2. (5.2)
Now, using Equations (5.1) and (5.2), the minimum distance of the error path G
F -- G is 40c2.
The parallel transition distance is the minimum distance between two points from
the clouds of two different coarse points in the same coset, i.e., the two points labeled
E, E or G, G, etc. The minimum parallel transition distance is
d2= 4d2f = 32c2 .
Thus, the minimum distance error event of the trellis code is the parallel transition
error, and the minimum distance of Q2 becomes
d2 -- d = 32c2. (5.3)
For the minimum distance dc of Wei's UEP code, the G - F -+ G and the
parallel transitions can both be analyzed using geometry 1. The following distances
are computed:
(da,w)2 = 2d f(2- Wei) 2
= 16c2 (2 - Ow) 2 (5.4)
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(doe ) = d2f(2 - Wei)2
= 8C2(2- Wi) 2 (5.5)
(dwF G) 2 = 5d f (2 - ei) 2
= 40c2f (2 - Wei)2 (5.6)
(dwei)2 = 4d f(2- aWei)2
2
= 32c2(2 - aWei )2. (5.7)
2
The minimum distance d2 is the minimum of the two distances given in Equa-
tions (5.6) and (5.7) yielding
d2 = min(5d2f(2-o wei) 2,d f(2 Wei)2)
2= min(40c2(2 - .NWei)2 ,32C2(2 a tWe)2) (5.8)
For the lattices Af and Ac in this example c = Notice that the minimum distance
dc reduces to the minimum distance d when aWei = 0 but when owei = 1, the fine
code is not the 16-QAM constellation.
Since the constellations are modulo R,, the average energies of the constellations
were calculated numerically for each cewei. With the average energy of Wei's constel-
lation per 2 dimension and minimum distance per 2 dimensions, the coding gains for
the fine and coarse code can be calculated. As a final comment, one of Wei's main
design parameters is the ratio of fine to coarse bits. This ratio, however, has been
shown to be the wrong design parameter. In Section 3.4.3, the dependency was shown
to lie almost entirely with the absolute number of fine bits, kf. Since Wei's codes are
a subset of the UEP trellis codes, the proper design parameter for his codes is also
kf.
5.3 Calderbank's UEP codes
The unequal error protection codes devised by Calderbank in [1] do not fit well into
the framework of the UEP code presented here. Most of Calderbank's constellations
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are rather difficult to analyze and their performance varies in a somewhat unpre-
dictable manner. A unifying design scheme does not exist for Calderbank's codes and
thus, general results are rather difficult to find. The nominal coding gains given by
Calderbank also do not always reflect the code's actual performance. The difference
in effective and nominal coding gains is sometimes quite large (1-2 dB at times). Like
Wei, Calderbank uses the ratio of fine to coarse bits as his choice of parameters. Due
to these drawbacks and the ad hoc nature of Calderbank's schemes, the UEP codes
he presents are difficult to understand. Their performance may or may not be better
than the UEP trellis code presented here. Since Calderbank's codes do not fit into
the framework of the UEP trellis code, these codes will not be discussed. Readers
interested in the coding schemes and results derived by Calderbank are referred to [1].
5.4 Results of the UEP trellis code
Some initial results such as average energies and nominal coding gains were presented
for specific values of a in Section 3.5.2. In this section, a more complete treatment of
the average energies, nominal coding gains, probability of error, and effective coding
gain is presented with simulation results where appropriate. The nominal coding gains
and average energies are also compared to Wei's and the differences are analyzed.
Trellis codes are designed for infinite length sequences but these sequences are rather
difficult to simulate. Blocks of length 1,100 symbols were used in the simulations
where each symbol represents 2 more important bits and 2 less important bits. The
last 100 symbols were discarded under the assumption that the merge depth is less
than 100 symbols for the VA used to decode the UEP code. Since both the encoder
and decoder were forced to a common state at the start of a block, the initial 100
symbols were not discarded. Thus, the effective block length was 1,000 symbols (4,000
bits).
The average energy of the UEP trellis code is a function of c. The average energy
is rather complex to calculate and was only computable in Section 3.5.2 because the
UEP code was relatively simple. As the codes Q, and Qf become larger and more
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complicated, the exact energy calculations are not feasible. However, the continuous
approximation becomes more accurate with large fine codes (large nf). The average
energy for the UEP trellis code from Section 3.5 is plotted as a function of in
Figure 5-4. Also shown in Figure 5-4 is the average energy for Wei's equivalent code.
Notice, the two average energies have almost identical dependencies on which is
expected. The difference in average energies is a constant scale of 2 which appears
because iAf for Wei's code was the unit distance checkerboard lattice instead of the
Z2 lattice used for the UEP trellis code.
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Figure 5-4: Average Energies of the UEP overlap code and Wei's code versus oz
Several simulations were run to test the minimum distance of the UEP trellis code
for both the fine and coarse code. Each experiment forces an error to occur in the
first symbol of the sequence decoding. The length of the error path before it remerges
with the correct path is the error path length while the weight accumulated during
the error path is the error distance. The intracloud minimum squared distance (d')
was confirmed to be 0.64, 0.25, and 0.09 for = 0.8, 0.5, and 0.3. The distribution of
the lengths of the minimum distance error paths is shown in Figure 5-5. Notice, most
of the error paths are relatively short, with the longest error event found in 1,000
blocks of 200 symbols per block being 42 symbols.
The lower bound on the intercloud distance d2 was also tested with simulations of
10,000 blocks of 200 symbols. The lower bound on d was confirmed to be 0.96, 2.25
and 4.01 for = 0.8, 0.5 and 0.3. Very few minimum distance error paths were found,
and when a minimum error path occurred, the path length was relatively short. The
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Table 5.1: Minimum distance error events for Qc of the overlap UEP code
results for the coarse code minimum distance error events are summarized in Table 5.1
for a = 0.8, 0.5, and 0.3.
With the average energies and the minimum distances given in Section 3.5.2, the
fine coding gain, yf, and the bounds on the coarse coding gain, y,, can be computed.
These coding gains are the nominal coding gains since the effect of the number of
nearest neighbors is not taken into account. The plot of y, as a function of c is shown
in Figure 5-6. Also shown in Figure 5-6 is Wei's nominal coarse coding gain. Notice
that Wei does better than the worst case coding gain for almost all values of ov. This
occurs because the points in Wei's code are always perpendicular to the boundary
of their Voronoi region. Wei's coding gain also exceeds the best case coding gain
for a range of a. This increased coding gain comes from the construction of Wei's
constellations. All symbols of the fine code lie inside a Voronoi region of A, in
particular, none of the points lie on a lattice Voronoi region boundary. However, the
fine constellation used in the overlapping UEP code does have points on the Voronoi
region boundary, thus the best case for the UEP overlapping code can fall short of
Wei's coarse code performance.
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Figure 5-6: Upper and lower bounds for y, and Wei's y,
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Figure 5-7: y for the Overlapping UEP code and Wei's code
The fine code coding gain yf for both the UEP overlapping code and Wei's code
are plotted in Figure 5-7 as a function of a. Even though d = a2 for both codes
and cWei = V/2 whereas o = 1, both coding gains are approximately equal since the
average energy for Wei's code also increases with a2 and is roughly 2 times larger than
the average energy of the UEP code. The average energy of the UEP overlapping
2Tc
code is approximately 2 N times smaller due to the overlap of rc bits. As the number
of fine bits increases and the continuous approximation becomes more accurate, and
the difference between the overlapping code and Wei's code should approach 1.5dB at
ca = l(awei = Vf). The 1.5dB difference can also be seen from Equation (3.45). The
term 'YUEP = 2N is 1 for Wei's code since rc = 0 bits in 4 dimensions. The overlapping
code has a r = 1 bit overlap, thus with both codes selecting from symbols from R4 ,
2r_ 1 Even with only a 32 point constellation, a small difference in fine coding
N 2'
gains at a = 1 and awei = can be seen.
The error performance of the UEP trellis code example was also tested with simu-
lations. All signal to noise ratios are divided by 2 R - 1 where R is the bit rate per two
dimensions. The normalized signal-to-noise ratios (SNRnorm) achieves the Shannon
capacity for a Gaussian channel when SNRnorm=l, thus results are easier to interpret
with SNRnorm. Several simulations for various values of o were run and the probabil-
ity of bit error was computed. Each experiment consisted of 1,000 blocks. The fine
code probability of bit error is plotted in Figure 5-8 as a function of SNRnorm along
with the predicted probability of error curves for both the UEP trellis code and the
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Table 5.2: Probability of bit
0.8, 0.5 and 0.3
error from simulations of UEP trellis code with c =
16-QAM code. The coarse code probability of bit error is plotted in Figure 5-9 along
with the upper and lower bounds for the coarse error probabilities and the 16-QAM
bit error probabilities. The results are also tabulated in Table 5.2 where Pf(e) and
Pc(e) denote the probability of a fine and coarse bit error respectively.
Another measure of performance is the effective coding gain which represents the
actual reduction in SNR over an uncoded QAM system which achieves the 10-5 bit
error probability. Effective coding gains can also be computed at different probability
of error levels, but for higher probability of errors, the SNR gap to Shannon capacity
becomes less, thus, there is less available SNR to "gain." The 10-5 mark was chosen
over 10- 6 error probability to reduce the simulation time. The effective coding gains
at specific values of oa for the fine code (yf,,ff) are plotted in Figure 5-10 versus the
nominal coding gain curves.
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SNRnorm Pred. Sim. Pred. Worst Pred. Best Sim
o (dB) Pf(C) Pf(C ) Pc(e) Pc(E) Pc()
0.8 12.81 1.00 x 10- 5 3.0 x 10- 6 8.83 x 10- 8 1.68 x 10-13 0
0.8 11.62 1.00 x 10 - 4 1.95 x 10- 5 2.64 x 10- 6 1.09 x 10-10 0
0.8 10.01 1.00 x 10 - 3 2.8 x 10- 4 7.71 x 10 - 5 6.65 x 10- 8 1.00 x 10-6
0.8 7.54 1.00 x 10-2 1.08 x 10-2 2.19 x 10 - 3 3.58 x 10- 5 1.08 x 10 - 3
0.8 11.05 2.49 x 10- 4 6.35 x 10-5 1.00 x 10- 5 1.40 x 10-9 0
0.8 9.86 1.20 x 10 - 3 4.70 x 10- 4 1.00 X 10- 4 1.09 x 10- 7 2.5 x 10-6
0.8 8.25 5.82 x 10- 3 3.73 x 10- 3 1.00 x 10 - 3 8.29 x 10-6 2.04 x 10 - 4
0.5 17.08 1.00 x 10- 5 2.50 x 10-6 8.97 x 10-38 3.24 x 10-60 0
0.5 15.89 1.00 x 10- 4 1.09 10- 4 3.32 x 10-29 2.67 x 10-46 0
0.5 14.29 1.00 x 10- 3 3.96 x 10- 4 9.26 x 10-21 1.37 x 10-32 0
0.5 7.54 7.76 x 10-2 2.48 x 10-1 1.00 x 10- 5 2.63 x 10-8 0
0.5 6.35 1.08 x 10-1 3.36 x 10- 1 1.00 x 10- 4 1.04 x 10- 6 6.5 x 10- 6
0.5 4.74 1.52 x 10-1 4.15 x 10-1 1.00 x 10- 3 4.02 x 10- 5 1.37 x 10- 4
0.5 2.27 2.19 x 10-1 4.70 x 10-1 1.00 x 10-2 1.50 x 10- 3 6.12 x 10- 3
0.3 21.38 1.00 x 10- 5 5.50 x 10 - 6 1.46 x 10- 178 9.41 x 10- 231 0
0.3 20.19 1.00 x 10- 4 4.00 x 10- 5 2.55 x 10-136 5.17 x 10-176 0
0.3 18.58 1.00 x 10-3 4.64 x 10- 4 8.44 x 10- 9 4 3.23 x 10- 122 0
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Figure 5-8: Probability of fine bit error for (a) a = 0.8 (b) o= 0.5 (c) = 0.3
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Figure 5-10: Simulation results for the effective fine coding gain vs. the predicted
nominal coding gain
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Figure 5-11: Simulation results for the effective coarse coding gain vs. the predicted
nominal coding gain
| | Yf,eff 'Yc,eff
0.8 -1.lOdB 1.50dB
0.5 -5.65dB 4.31dB
0.3 -10.3dB
Table 5.3: Effective fine and coarse coding gains
The effective coarse coding gains (,eff) at the 10- 5 probability of error level
are plotted along with the nominal coding gain bounds in Figure 5-11. Table 5.3
summarizes the effective coding gains and the predicted nominal coding gains for the
values of ao which were simulated.
Notice that the effective coding gain for a = 0.5 was much lower than expected. As
the probability of coarse error increases, the sensitivity to the correction factor used
in the stack algorithm increases. The increase in sensitivity is caused by the increase
in the minimum value Ru 2 for the correction factor as c2 increases. A sensitivity
test was run to determine the dependence of the error probability on the correction
factor. The a = 0.8 and SNRnorm-8.29dB code was run with six different values for
the correction factor. Each value increased by 20% of the minimum value, thus the
values used were 1.4Ru2, 1.6Ra2, 1.8Ra2, 2.ORa2, 2.2RU2. The results are plotted in
Figure 5-12 and the numerical values are given in Table 5.4.
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Figure 5-12: Sensitivity of probability of error to increases in the correction factor
Table 5.4: Sensitivity of the probability of bit error to the correction factor
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Increase in
Corr. Factor Pf(e) Pc(e)
1.2 3.39 x 10 - 2.15 x 10 - 4
1.4 8.89 x 10- 3 9.48 x 10-4
1.6 2.01 x 10-2 3.01 x 10 - 3
1.8 4.69 x 10-2 9.58 x 10 - 3
2.0 8.43 x 10-2 1.93 x 10-2
2.2 1.22 x 10-1 3.08 x 10 - 2
Chapter 6
Conclusions and Future Work
6.1 Conclusions
The unequal error protection code developed in this thesis achieves superior fine code
performance compared to the codes developed by Wei. The superior performance
comes from the trellis shaping of the fine code by the coarse code. Reusing the
shaped bits allows the UEP trellis code to have a higher fine code rate. The expected
increase in the fine coding gain over the Wei's codes approaches 3dB per overlap bit
per two dimensions as the number of fine codewords increases.
The UEP trellis code, as do most UEP codes, creates a "cloud" of fine codewords
around every coarse codeword. The cloud region used here is the Voronoi region of
the coarse codeword and the mechanism used to create the clouds is trellis shaping.
The Voronoi region is first shrunk before the shaping bits are reused. The shrinking
is critical in order to preserve the effects of shaping. When no shrinking occurs, the
coarse code does not have any effect and the UEP trellis code reduces to the fine code.
When shrinking is complete, i.e., the Voronoi region is completely shrunk down to
the coarse codeword, the UEP trellis code reduces to the coarse code.
Detailed analysis of the UEP trellis code shows that the coding gain of both the
coarse and fine code are most directly dependent on the absolute number of fine
bits, not the ratio of fine to coarse bits. Both Wei and Calderbank use the ratio as
their design parameter. Calderbank's codes do not seem to fit into the framework of
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the UEP trellis code, thus the ratio of fine to coarse bits may be the correct design
parameter for his codes. However, Wei's codes are a subset of the UEP trellis code
and therefore, follow the behavior predicted for the UEP trellis code. Thus, the ratio
of fine to coarse bits is clearly the wrong design parameter.
The UEP trellis code does not perform as well as Wei's codes for the coarse cod-
ing gain. The degradation in performance stems from the special arrangements which
Wei selects for his two dimensional constellations. Sequences of symbols chosen from
these two dimensional constellations lie well within a Voronoi region. Furthermore,
any two adjacent codewords which lie in adjacent Voronoi regions lie along a perpen-
dicular line to the Voronoi boundary and are separated by at least the minimum fine
code distance. This arrangement ensures that when the Voronoi region is shrunk,
maximum separation of the two codewords results. Thus, the intercloud distance
which governs the coarse coding gain increases faster as the Voronoi region is shrunk.
The UEP trellis code, however, does not restrict codewords to lie entirely within a
Voronoi region nor are adjacent codewords aligned in a perpendicular fashion across
Voronoi region boundaries. Two adjacent points may lie on the Voronoi boundary
and be separated by the minimum fine code distance along the Voronoi boundary.
Thus, as the region is shrunk, the separation between the two points does not increase
as quickly as Wei's codes. Simulations indicate that the geometry just described does
occur, but not very frequently. The actual performance of the UEP trellis code
suggests that most minimum distance codewords are arranged somewhere between
the best and worst case geometries.
The overlapping bits and gain in fine code performance come at the cost of com-
plexity and decoding delay. The shaping code creates a decoding delay for the shaping
code. This decoding delay can be arbitrarily large and thus, the number of states
in the UEP code is very large. The Viterbi Algorithm cannot be used to decode
the UEP trellis code. Instead, a modified stack decoder is used. The modified stack
decoder can only make tentative decisions on which path to grow due to the coding
delay of the shaping code. Several design parameters for the stack decoder affect
the decoding speed and accuracy. The main parameter which affects decoding is the
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correction factor used to adjust the expected growth rate of the stack decoder. As
the correction factor is made more aggressive, the decoding time decreases as does
the accuracy. Thus, a tradeoff between decoding time and decoding error rate must
be made.
Even though the UEP trellis code is rather complex as compared to Wei's UEP
codes, the UEP trellis code is preferable if increased fine code performance is desired.
The advantage of the UEP code is the increased fine code rate, thus the typical ranges
of operation are when the scaling factor o is close to 1. As a decreases, the system's
performance begins to resemble the coarse code more. Thus, for smaller a, this UEP
code may not perform as well as other codes such as Wei's codes. Faster and more
efficient methods for decoding also need to be researched for the UEP trellis code to
be a practical code.
6.2 Future Work
More research must be done to determine the exact behavior of the UEP trellis code.
Several aspects of the UEP code have not yet been resolved. The dependence on
the correction factor needs to be quantified and the coarse code experiments which
resulted in lower than expected coding gains need to be confirmed. Another aspect of
the current implementation which needs to be explored is the effect of the "don't care"
states and the effects non-uniquely decodable sequences. The time spent decoding
long sequences of "don't care" states should be quantified and if, as suspected, the
majority of the time decoding is spent searching a wrong path, solutions to the
problem must be pursued.
One possible solution to the "don't care" sequences is the dithering approach.
However, once the fine code is dithered, the VA FSM can no longer be used. Thus
the stack algorithm may become infeasible due to large storage requirements and
long computation time. A Fano algorithm should be implemented to facilitate the
dithering approach and to allow larger, more complicated codes to be used in the
UEP trellis code. One design goal is to create a UEP trellis code which achieves 6dB
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of coding gain on the coarse code and 3dB of coding gain on the fine code. Initial
calculations indicate that a 128 state rate-3/4 fine trellis code and a 64-state rate-3/4
coarse trellis code can be used to achieve the 6dB, 3dB mark.
Future work must be done describing relation between the unequal error pro-
tection problem and the Cover's degraded broadcast channel model. Quantifying
the performance of UEP codes with the coding gain over an uncoded QAM system
without unequal error protection does not seem like the proper baseline. The UEP
QAM system described here was an attempt at creating an appropriate baseline sys-
tem. However, if the connection between UEP codes and Cover's degraded broadcast
channel can be understood, then the performance of the code can be described using
results from the degraded broadcast model.
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Appendix A
Derivation of Average Energy Sum
A.1 Average Energy of CUEP
For the M()-QAM and M(f)-QAM schemes described in section 3.1, the result for the
average energy of the UEP constellation, CUEP is derived in this section. Remember,
Cf is the scaled constellation which is mapped around each superpoint symbol. The
constellation Cf is centered around the origin and has two-fold symmetry. Thus, if
c = (c, cy) C, then there is a point c' E C such that c = -c, cy ='-c or
C = -C .
The superpoint symbols are taken from the constellation C. Therefore, after
mapping each point in Cf to a superpoint s = (sX, sy), each mapped constellation has
two-fold symmetry around the superpoint. Let IXI denote the number of elements
in a constellation X. Notice, ICUEPI = ICc ICf' . Now, define the average energy of
CUEP as
EUEP = CUEI CCUP IICII2 (A.1)
1
ICUEPI SEC EC=~~~~~ fcl, 4+~ 
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Now, every point in a cloud region has the coordinates (sx + cx, sy + cy). Every point
of C lies in one of the four quadrants of the 2 dimensional plane. The sets of points
in which lie in the four quadrants will be denoted Q1, Q2, Q3, and Q4. Each set has
I1 points in the set. Thus, using Equation A.1,
~4~~1
EUEP SE { [(sZ + C)2 + (SY + Cy)2] (A.2)
+ E [(s + C)2+ (Sy + Cy)2] + E [(SZ + cX)2+ (Sy +Cy)2]
CEQ2 cEQ3
+ E [(S + C)2 + (Sy + )2] }
ceQ4
Now, using the two-fold symmetry of Cf, the x-coordinates of points in quadrants 1,2
and quadrants 4,3 can be grouped together. The same is done for the y-coordinates
with quadrants 1,4 and quadrants 2,3. Thus,
ICUEPI seCc ceQ
+ E [(sx +C c)2+ ( - )2] + E [(Sy + cy)2+ (Sy- y)2]
CEQ4 cEQ1
+ E [( +C)2+(Sy-)]}.
cEQ2
Notice, in quadrants 1 and 4, the x-coordinates are equal. Also, in quadrants 1 and
2, the y-coordinates are equal. Thus, combining terms,
EUEP = CuEP{ {2 E (2sZ + 2c2) + 2 E (s 2 + c2) (A.4)
I 55 (~ + s + c + c)ICUEPI sECo cEQ 1
C4  11s112 + 4 ICS1 E IICI 2
ICUEPI 4 sec ICUEP I cEQ1
lIs18112 + 4 Ilcll2
Ic-1 sEC,- I f cEQ1
= EcC + Ec.
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Thus, the average energy of CUEP is the sum of the average energies of the coarse
constellation and the scaled, fine constellation.
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