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RESUMO 
 
Introdução: Esta pesquisa aborda o desenvolvimento de um sistema neurodifuso para auxiliar no 
diagnóstico de doenças epilépticas (SNDDDE). Sistemas neurodifusos representam o tipo mais comum de 
inteligência artificial na medicina. O sistema neurodifuso contém conhecimento médico representado na 
forma de regras, unindo a força de dois paradigmas: redes neurais artificiais e lógica difusa. Objetivo: O 
maior interesse da pesquisa é examinar a aplicabilidade das operações aritméticas difusas t-normas e t-
conormas, implementadas através de neurônios difusos. Resultados: Os resultados mostram que as 
operações aritméticas difusas Soma/Produto de Einstein E/OU implementadas com o neurônio difuso 
proposto por Kwan-Cai obtiveram os melhores índices de acertos do sistema quando comparadas com as 
operações aritméticas padrões máx/mín. 
Unitermos: Epilepsia; redes neurais artificiais; lógica difusa. 
 
ABSTRACT 
 
Background: This research approaches the development of a neuro-fuzzy system to support the 
diagnosis of epileptic diseases (NFSDED). Neuro-fuzzy systems are the most common type of artificial 
intelligence in medicine. The neuro-fuzzy system contains medical knowledge represented by rules, 
gathering the strength of two paradigms: artificial neural networks and fuzzy logic. Objective: The main 
interest of the research is to examine the applicability of the t-norms and t-conorms fuzzy arithmetical 
operations, implemented by fuzzy neurons. Results: Show that the arithmetical operations of Einstein's 
Sum/Product AND/OR implemented with the fuzzy neuron proposed by Kwan-Cai obtained the highest rates 
of system hits, when compared to the min/max arithmetical operations. 
Keywords: Epilepsy; artificial neural networks; fuzzy logic. 
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O objetivo principal desta pesquisa é 
examinar a aplicabilidade das operações 
aritméticas difusas t-normas e t-conormas 
Soma/Produto de Einstein E/OU, Soma/Produto 
Algébrico E/OU e das operações aritméticas 
difusas padrões max/min, utilizando neurônios 
difusos. Os resultados desta pesquisa serão 
aplicados no desenvolvimento de um sistema 
neuro-difuso para auxiliar no diagnóstico de 
doenças epilépticas (SNDDDE). 
A incidência da epilepsia varia de acordo 
com a localização geográfica, mas ocorre com 
maior freqüência nos países em desenvolvimento, 
onde existe maior incidência de desnutrição, 
doenças infecciosas e deficiência no atendimento 
médico. Em países mais desenvolvidos, a inci-
dência é de aproximadamente 1%, subindo para 
2% em nações menos desenvolvidas (1). A pro-
babilidade de diagnosticar doenças epilépticas 
pode ser realizada através de análise de regressão 
logística ou redes neurais artificiais (RNAs), a qual 
poderá ser treinada para auxiliar no diagnóstico de 
um evento epiléptico (EE) ou um evento não 
epiléptico (ENE). Nesta pesquisa uma RNA é 
treinada, juntamente com regras difusas, para 
auxiliar no diagnóstico de um EE ou um ENE. As 
regras difusas são utilizadas em uma máquina de 
inferência pelo SNDDDE, utilizando conceitos 
oriundos da área da inteligência computacional 
(IC). 
A área da IC busca, através de técnicas 
inspiradas na natureza, o desenvolvimento de 
sistemas inteligentes que possam simular aspectos 
do comportamento humano, tais como apren-
dizagem, percepção, raciocínio, evolução e adap-
tação (2). Características básicas desses sistemas 
encontram-se na representação do conhecimento 
inexato, que seria impossível de representar através 
das técnicas tradicionais de inteligência artificial (IA).  
O artigo está organizado em oito seções, 
além desta. A segunda seção descreve os 
materiais e métodos utilizados na pesquisa. Na 
terceira seção é descrita, de forma resumida, a 
área de domínio de aplicação. A quarta seção 
fornece uma introdução aos sistemas neuro-difusos 
(SNDs), descrevendo as características básicas 
dos neurônios difusos propostos. A quinta seção é 
dedicada à apresentação da proposta da Método-
logia de Aprendizagem, delineando as principais 
etapas envolvidas no processo de aprendizagem 
dos modelos. A sexta e sétima seções contêm os 
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Resultados e Discussão, respectivamente. Final-
mente, a oitava seção traz as conclusões obtidas 
em cada modelo. 
 
MÉTODOS 
 
Os dois primeiros modelos implementados 
utilizam o sistema de inferência difuso Mamdani (3), 
baseado no modelo perceptron multicamada, 
através do algoritmo de retropropagação modifi-
cado; o terceiro modelo utiliza o sistema Neuro 
Fuzzy Classification (NEFCLASS) (4).  
As entradas da rede dos modelos envolvidos 
contêm valores quantitativos. A base de casos é 
composta por 231 pacientes, escolhidos 
aleatoriamente. Deste total, 122 pacientes integram 
a fase de treinamento da rede e 109, a fase de 
testes. Do total de casos selecionados, 126 
representam os EE e 105 representam os ENEs. O 
processo de treinamento da rede é interrompido 
quando o sistema alcança o menor Square Mean 
Error (SME). Foi escolhido o critério de erro fixo 
porque se optou por não utilizar um conjunto de 
validação, em razão do pequeno número de 
exemplos que integram a base de casos. 
A rede é treinada a partir de uma base de 
regras inicial contendo cento e quarenta e nove 
regras difusas, as quais foram implementadas em 
conjunto com o médico neurologista que acompa-
nha o desenvolvimento da pesquisa.   
Os dados dos pacientes utilizados na fase de 
treinamento e de teste foram cadastrados de açor-
do com o questionário de Rastreamento Neuro-
lógico para Epilepsia - QRN-E (5). Foi por meio do 
QRN-E que foram determinadas as variáveis de 
entrada no sistema, as quais integram o sistema de 
coleta de dados, descritas na terceira seção. 
O processo de aprendizagem do SNDDDE 
consiste em atualizar os pesos sinápticos, através 
da implementação de três modelos de neurônios 
difusos: o primeiro modelo, proposto por Hirota-
Pedrycz (6); o segundo, proposto por Kwan-Cai (7) 
e o terceiro, proposto por Nauck (4). Os modelos 
utilizam as operações aritméticas difusas 
Soma/Produto Algébrico E/OU; Soma/Produto de 
Einstein E/OU e as operações aritméticas difusas 
padrões max/min. 
Na implementação do SNDDDE utiliza-se, no 
módulo de inferência, uma RNA com quatorze 
unidades na camada de entrada, representando os 
sinais e sintomas apresentados pelos pacientes; 
uma camada escondida contendo cento e quarenta 
e nove neurônios, representando as regras difusas, 
e um neurônio de saída, o qual representa um EE 
ou um ENE.  
Na fase de treinamento são utilizados os 
valores: 
 
(a) valor e peso do termo bias positivo: 1 e 0,1, 
respectivamente; 
(b) taxa de aprendizagem de 0,01; 
(c) termo momento de 0,85; 
(d) pesos sinápticos aleatórios no intervalo [-0,5 até 
+0,5]. 
A análise estatística utilizada inclui a validação 
interna da base de conhecimento aplicados na fase 
de testes do sistema. Na validação interna foram 
utilizadas as medidas de sensibilidade, especi-
ficidade, valor preditivo positivo e valor preditivo 
negativo (8). Os modelos propostos utilizam a Clas-
sificação Clínica e Eletroencefalográfica das Crises 
Epilépticas – ILAE (9), pois envolve o diagnóstico 
diferencial de crises epilépticas. 
A pesquisa está fundamentada nos principais 
algoritmos híbridos de aprendizagem de máquina 
encontrados na literatura (10-17), entre outros. 
A próxima seção descreve o domínio de 
aplicação dos modelos implementados. 
 
DOMÍNIO DE APLICAÇÃO 
 
Os modelos implementados estão relacio-
nados com a área da neurologia, especificamente 
no Diagnóstico Diferencial de Eventos Paroxísticos 
(EPs), entre eles os EEs e os ENEs. Busca-se, com 
a exploração das diferentes operações aritméticas 
difusas, resultados mais precisos e mais próximos 
do raciocínio humano. 
A maior contribuição da ILAE foi o estabe-
lecimento de terminologias e classificações padro-
nizadas para diagnosticar crises e síndromes 
epilépticas. A ILAE fornece um vocabulário univer-
sal para facilitar a comunicação entre os médicos e 
também estabelecer uma taxonomia para execução 
das pesquisas em epilepsia (18). 
Admitem-se os EEs como um grupo de 
doenças que têm em comum crises epilépticas, que 
recorrem na ausência de condição tóxico metabó-
lica ou febril. Crises epilépticas são eventos clínicos 
que refletem uma disfunção temporária de um con-
junto de neurônios de parte do encéfalo, crises 
focais, ou de uma área mais extensa, envolvendo 
simultaneamente os dois hemisférios cerebrais, 
crises generalizadas (20). 
Se as alterações epilépticas ficam restritas a 
uma parte do cérebro, a crise chama-se parcial; se 
o cérebro inteiro está envolvido, é uma crise 
generalizada. Crises parciais complexas são crises 
que iniciam num foco determinado no cérebro, mas 
espalham-se para outras áreas, causando pertur-
bação da consciência (1). 
Após uma análise nas principais caracte-
rísticas que envolvem os EPs, realizada em con-
junto com o médico neurologista, foram escolhidas, 
dentre as variáveis que envolvem a definição de 
EEs e ENEs, quatorze características deter-
minantes, integrando os EEs e os ENEs 
(5;9;20,21). 
As principais características que podem 
acometer os ENEs são conhecidas como: (a) qua-
dros clássicos de conversão, incluindo espasmos 
da faringe, perturbações digestivas, contraturas, 
dores no corpo e paralisia; (b) distúrbios de 
sensibilidade (anestesia) e da atividade sensorial; 
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(c) fatores emocionais e (d) transtornos, incluindo 
pânico, comportamental, fugas, conversivo, desper-
sonalização, dissociativo, somatização, hipocondria 
e simulação; (e) síncopes e (f) distúrbios, incluindo 
sono, movimentos arrítmicos, endócrinos e crise 
febril.  
As características que acometem os EEs 
podem ser classificados em: (a) sinais e sintomas 
parciais; (b) durante o desmaio viu alguma coisa; 
(c) durante o desmaio ouviu alguma coisa; (d) 
durante o desmaio mordeu a língua; (e1) durante o 
desmaio machucou-se; (f) tempo de duração da 
crise; (g) eventos pós-críticos, incluindo confusão 
mental, sonolência, paralisias, vômito e dor no 
corpo; (h) sinais e sintomas generalizados (tônicos, 
clônicos, tônico-clônicos, ausência, mioclônicos, 
atônicos). 
A próxima seção descreve os princípios 
básicos relacionados com os SNDs. 
 
SISTEMAS NEURO-DIFUSOS 
 
Historicamente, as primeiras pesquisas en-
volvendo as RNAs e a lógica difusa (LD) foram pro-
postas por LEE e LEE na década de 1970 (22). 
Porém, foi no trabalho pioneiro dos pesquisadores 
H. Takagi e I. Hayashi, na década de 1980, que a 
teoria se consolidou (23). 
Um ambiente computacional utilizado na im-
plementação de SNDs envolve o desenvol-vimento 
do neurônio difuso baseado na estrutura dos 
neurônios biológicos seguido pelo mecanismo de 
aprendizagem. Neurônios difusos foram intro-
duzidos por LEE no início da década de 1970, os 
quais representam uma generalização do modelo 
de neurônio de McCulloch-Pitts (24).  
Na literatura são encontrados vários modelos 
de neurônios difusos, os quais envolvem a 
manipulação dos operadores lógicos E/OU através 
das t-normas e t-conormas (25). Uma classe geral 
de operadores de intersecção para conjuntos difu-
sos é definida pelas normas triangulares ou t-
normas, e uma classe de operadores de união é 
definida, analogicamente, pelas t-conormas ou s-
normas.  
O primeiro neurônio difuso implementado é o 
modelo proposto por Hirota-Pedrycz o qual 
combina os sinais de entrada e os pesos utilizando 
uma t-norma ou uma t-conorma (6); o segundo 
modelo de neurônio difuso faz referência aos 
autores Kwan-Cai, que utilizam, além das funções 
de agregação e ativação, o produto entre os pesos 
e os sinais de entrada (7) e o terceiro modelo, 
proposto por Nauck, utiliza as operações aritmé-
ticas difusas padrões max/min (4). 
A próxima seção descreve a metodologia de 
aprendizagem proposta. 
 
METODOLOGIA DE APRENDIZAGEM 
 
O processo de aprendizagem dos modelos 
consiste em atualizar os pesos sinápticos, através 
de uma operação t-norma: Produto Algébrico ou de 
Einstein, para os neurônios E; para os neurônios 
OU é utilizada a operação t-conorma: Soma Algé-
brica ou de Einstein, ambas aplicadas na etapa de 
avaliação das regras difusas, conforme mostra a 
Figura 1. 
 
Figura 1. Arquitetura do Sistema Neuro-Difuso  
  
Na seqüência faz-se a descrição das cama-
das que compõem o modelo de aprendizagem. 
Camada 1: esta camada representa os 
quatorze neurônios de entrada - cada nodo desta 
camada contém um valor quantitativo de entrada da 
rede. É a camada que recebe os dados a partir do 
ambiente externo. Nesta camada são calculados os 
graus de pertinência dos valores lingüísticos de 
entrada; 
Camada 2: nesta camada são imple-
mentadas as regras de classificação utilizando o 
neurônio difuso E a partir das operações aritmé-
ticas difusas Produto Algébrico; Produto de 
Einstein, juntamente com a operação aritmética 
difusa min, representadas abaixo, respectivamente: 
 
Camada2 = µA,i(x) * µB,i(y) 
Camada2 = [µA,i(x) * µB,i(y)] / 2 - [µA,i(x) + µB,i(y)] 
– [µA,i(x) * µB,i(y)] 
Camada2 = min( µA,i(x), µB,i(y)) 
 
Onde: 
x e y representam as entradas do nodo i; 
Ai representam as variáveis lingüísticas 
associadas com o nodo; 
µ representa o grau de pertinência associado 
com as variáveis de entrada. 
Camada 3: esta camada representa as 
unidades de saída, uma para cada classe. Cada 
nodo na camada 3 representa o cálculo do 
neurônio difuso OU utilizando as operações 
aritméticas difusas Soma Algébrica, soma de 
Einstein, juntamente com a operação aritmética 
difusa padrão max, representadas abaixo, 
respectivamente: 
Camada3 = [µA,i(x) + µB,i(y)] – [µA,i(x) * µB,i(y)]    
Camada3 = [µA,i(x) + µB,i(y)] / – 1 + [µA,i(x) * 
µB,i(y)]    
Camada3 = max( µA,i(x), µB,i(y)) 
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RESULTADOS 
 
Os resultados foram analisados considerando 
os indicadores quantitativos de modelagem. Cada 
modelo foi avaliado a partir das mesmas bases de 
casos de EEs e de ENEs. A RNA foi treinada com 
1.000 épocas em todos os modelos. 
Na seqüência, os resultados obtidos nas 
fases de treinamento e teste referente ao modelo 
Hirota-Pedrycz utilizando as operações aritméticas 
difusas Soma/Produto de Einstein E/OU: o SME na 
fase de treinamento permaneceu nos intervalos 
[0.30; 0.18,] com um SME de 0.23 e apresentando 
uma Variação da Taxa Absoluta do SME Médio em 
0,002. Na fase de teste o SME foi de 0.10.  
No modelo Kwan-Cai, utiizando as operações 
aritméticas difusas Soma/Produto de Einstein E/OU 
o SME da fase de treinamento permaneceu nos 
intervalos [0.27; 0.17,] com um SME Total Médio de 
0.23 e uma Variação da Taxa Absoluta do SME 
Médio em 0,001. A fase de teste apresentou um 
SME de 0.21. 
No modelo proposto por Nauck o SME 
permaneceu entre os valores [1,30;1,22], 
apresentando um SME Total Médio de 1,22 e uma 
Variação da Taxa Absoluta do SME de 0,002. A fase 
de teste apresentou um SME de 1.19. 
Os melhores percentuais de classificações 
corretas na fase de teste foram obtidos por meio do 
modelo Kwan-Cai, utilizando as operações 
aritméticas difusas Soma/Produto de Einstein E/OU 
com 93,58%; em segundo lugar, com 91,74% de 
classificações corretas, encontra-se o modelo 
proposto por Hirota-Pedrycz por meio das 
operações aritméticas difusas Soma/Produto de 
Einstein E/OU, e, em terceiro lugar, com 90,89% de 
classificações corretas, encontra-se o modelo 
proposto por Nauck utilizando as operações 
aritméticas difusas padrões max/min, exemplificadas 
na Figura 2. 
 
Operações Aritméticas
80
82
84
86
88
90
92
94
96
Kwan-Cai Hirota-Pedrycz Nauck
Teste
Treinamento
 
Figura 2. Fase de Treinamento e de Teste 
 
De acordo com a Figura 2, na fase de 
treinamento, os melhores índices de acertos foram 
obtidos com o modelo Kwan-Cai (92,62%) seguindo 
dos modelos Hirota-Pedrycz, que apresentou 86% 
de classificações corretas e Nauck com 85,7%. 
Com índices menores de acertos nas fases de 
treinamento e teste encontram-se as operações 
aritméticas difusas Soma/Produto Algébrico E/OU. 
No modelo Hirota-Pedrycz obteve-se um percentual 
de acertos de 52,46% e 45,87%; no modelo Kwan-
Cai o percentual foi 51,64% e 44% de classificações 
corretas, respectivamente.  
Após a validação interna da base de 
conhecimentos, o melhor resultado relacionado com 
a capacidade do sistema de detectar casos positivos 
(SEN), foi obtido com o modelo Kwan-Cai (90,69%), 
seguido dos modelos Nauck e Hirota-Pedrycz, com 
84,90% e 83,72%, respectivamente.  
Em relação à capacidade do sistema de 
detectar casos negativos da hipótese diagnóstica 
(ESP), o modelo Kwan-Cai obteve o melhor índice 
(96,82%) em relação aos índices de 92%, utilizado 
por Hirota-Pedrycz e de 82,60% obtido pelo modelo 
proposto por Nauck.  
Em relação ao grau de certeza de que os 
registros pertencem à hipótese diagnóstica (VPP), 
os melhores índices contemplam o modelo Kwan-
Cai, com 84,78%, seguido dos modelos Nauck e 
Hirota-Pedrycz com 78,94% e 78,26%, respec-
tivamente. 
Finalmente, o VPN, grau de certeza de que 
os registros não pertencem à hipótese diagnóstica, 
o melhor índice de 96,82% foi obtido com modelo 
Kwan-Cai, seguido dos modelos Hirota-Pedryz e 
Nauck, com 92% e 87,69%, respectivamente. 
 
DISCUSSÃO 
 
Resultados relacionados com os modelos 
implementados foram confrontados com resultados 
encontrados na literatura. Os resultados utilizando 
os modelos Kwan-Cai seguido dos modelos Hirota-
Pedrycz e Nauck comprovam uma similaridade, 
mostrando percentuais de acertos compatíveis com 
a literatura: Conde, Ramos e Vasconcelos. 
investigaram dois sistemas neuro-difusos: (1) 
câncer de mama e (2) diabetes mellitus, os quais 
apresentaram um percentual de acertos de 98,28% 
e 76,72%, respectivamente (26). Os autores 
Serhatlioglu et al. investigaram diabetes mellitus em 
artérias oftálmicas (direita e esquerda) e nas 
artérias carótidas, obtendo percentuais de acertos 
de 85%, 87,5% e 85%, respectivamente (27). 
Nauck e Kruse exploraram um sistema para 
diagnosticar câncer de mama, apresentando um 
percentual de acertos de 96,5% (28). Em relação 
aos percentuais de sensibilidade e especificidade 
relacionados com um sistema neuro-difuso para 
diagnosticar glaucomas visuais, foram encontrados 
na literatura percentuais de acertos de 96% e 
93,4%, (29). 
CONCLUSÕES 
 
Os resultados obtidos demonstraram a 
capacidade dos modelos de trabalharem com 
diferentes configurações de neurônios difusos e 
diferentes operações aritméticas difusas, fornecendo 
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resultados diferenciados no reconhecimento de 
padrões. O comportamento das curvas de aprendi-
zagem nos melhores modelos aprendem o valor 
correto dos pesos em torno de 300 épocas de 
treinamento. 
Os melhores resultados na fase de trei-
namento e teste foram obtidos com o modelo Kwan-
Cai seguido dos modelos Hirota-Pedrycz e Nauck, 
utilizando as operações aritméticas difusas 
Soma/Produto de Einstein E/OU e as operações 
padrões max/min, respectivamente. Estas opera-
ções aritméticas, difusas classificaram corretamente 
os padrões, gerando resultados mais eficientes que 
as geradas pelas operações Soma/Produto 
Algébrico E/OU, no modelo de domínio proposto. 
Dessa forma, no desenvolvimento do 
SNDDDE proposto utilizou-se uma metodologia de 
aprendizagem que incluiu a aplicação de neurônios 
difusos utilizando os modelos propostos por Kwan-
Cai, Hirota-Pedrycz e Nauck por meio das 
operações aritméticas difusas Soma/Produto de 
Einstein E/OU e das operações padrões max/min. 
Como trabalhos futuros na área de SNDs, 
sugere-se utilizar outras operações aritméticas 
difusas t-normas e t-conormas, entre elas as 
operações aritméticas difusas Soma/Produto de 
Hamacher E/OU, Lukasiewicz, bem como o modelo 
proposto por Yager, 
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