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Abstract
M. Rosso has generalized G. Lusztig’s construction of the Drinfeld–Jimbo quantum group
[G. Lusztig, in: Progr. Math., Vol. 110, Birkhäuser, Boston, 1993], by associating to any (finite-
dimensional) braided vector space (V , τ) two “twisted” bialgebras: namely the “quantum shuffle
algebra” T (V ), and a subalgebra S(V ) of T (V ), called the “quantum symmetric algebra.” When τ
is Lusztig’s braiding, S(V ) is isomorphic to the “plus part” U+ of a certain quantum group Uq(g).
Rosso [Invent. Math. 133 (1998) 399–416] generalizes this by using a braiding determined by a
family of parameters tij , and our paper [D. Flores, J.A. Green, Algebr. Represent. Theory 4 (2001)
55–76] was concerned with this case. In the present work we study twisted bialgebras in more
general context, and get results on Rosso’s S(V ) for arbitrary braidings. It is useful to consider a
pair (T (U),T (V )) of twisted bialgebras which are adjoint under a given non-degenerate bilinear
form. We give explicit formulae for the comultiplication of T (V ), and also for its antipode. Under
suitable conditions, S(V ) is self-adjoint: this generalizes the part of Lusztig’s construction which
allows the “Drinfeld double” construction.
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Let K be a field, and let V be a K-vector space. In the construction of Rosso’s quantum
shuffle algebra on V , one starts with an arbitrary braiding τ on V . This means that
τ :V ⊗ V → V ⊗ V is a K-linear map which satisfies the braiding equation
(Id⊗ τ ) ◦ (τ ⊗ Id) ◦ (Id⊗ τ )= (τ ⊗ Id) ◦ (Id⊗ τ ) ◦ (τ ⊗ Id). (1.1)
The braiding τ induces an action of the braid group Bn on V⊗n. If σ1, . . . , σn−1 are the
standard generators of Bn, each element σi acts as τ on the two factors · · ·⊗V(i)⊗V(i+1)⊗
· · · in V ⊗n and as the identity on the other factors. If w ∈ Sn has the reduced expression
w = si1 · · · sir , the corresponding lift Tw in Bn is given by Tw = σi1 · · ·σir (see [5, p. 59,
2.3]). We denote by T τw the action of Tw on V ⊗n induced by τ . Rosso’s shuffle product on
T (V ) is given by the rule
(x1 ⊗ · · · ⊗ xp)(xp+1 ⊗ · · · ⊗ xp+q)=
∑
w∈(p|q)
T τw(x1 ⊗ · · · ⊗ xp+q), (1.2)
for all p,q ∈ N, and all x1, . . . , xp+q in V . Here (p|q) denotes the set of all elements
w in Sn (n = p + q) such that w(1) < · · · < w(p) and w(p + 1) < · · · < w(n). Rosso
calls T (V ) with multiplication (1.2) a quantum shuffle algebra. The subalgebra of this
algebra generated by the elements of V is the quantum symmetric algebra S(V ) (see
[6–8]). In [5] we studied Rosso’s quantum shuffle algebra for a particular braiding τ . If
{fi}i∈I is a basis of V and (tij )i,j∈I is a given matrix of elements tij ∈ K , τ is defined
by τ (fi ⊗ fj )= tij (fj ⊗ fi), for all i, j ∈ I . Rosso’s quantum shuffle algebra was called
G= (G,K, τ) and S(V ) was called Gsym = (Gsym,K, τ). When tij = ci·j , c ∈K , c = 0,
and (I, ·) is a Cartan datum,G is the graded dual of the “twisted” bialgebraF introduced by
Lusztig, in the construction of the quantum groupUq(g)=U−⊗U0⊗U+ of a semisimple
Lie algebra g [2, p. 3], [1, p. 280].
Rosso’s introduces an additional structure on T (V ) which makes it a twisted bialgebra
[7, p. 2, Theorem 1]. The main purpose of this paper is to study the symmetric algebra
S(V ), which in the Lusztig case is isomorphic to the plus part U+ of the quantum group
Uq(g).
We start by introducing in Section 2 the general ideas of twisted bialgebra, and adjoint
pair of twisted bialgebras under a non-degenerate bilinear form, and study T (V ) in
this general context in Section 3. For this we consider another K-vector space U such
that dimU = dimV and U is connected with V by a non-degenerate bilinear form
〈 , 〉 :U × V → K . We prove that the adjoint of the braiding τ on V is a braiding σ on
U and that the actions of Bn on V ⊗n and on U⊗n induced by τ and σ , respectively, are
connected by the equation
〈
u1 ⊗ · · · ⊗ un,T τw(v1 ⊗ · · · ⊗ vn)
〉= 〈T σ−1(u1 ⊗ · · · ⊗ un), v1 ⊗ · · · ⊗ vn〉. (1.3)w
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on the tensor algebra (T (U),m, e). We first define a twisted multiplication mF on
T (U)⊗ T (U),
mF = (m⊗m)(id⊗F ⊗ id),
where F :T (U)⊗ T (U)→ T (U)⊗ T (U) is given by T σw(p,q) :Up ⊗Uq →Uq ⊗Up ,
w(p,q)=
(
1 2 · · · p p+ 1 · · · p+ q
q + 1 q + 2 · · · q + p 1 · · · q
)
(1.4)
and, if {ei}i∈I is a basis of U , we define ∆σ :T (U) → T (U) ⊗ T (U) as the unique
K-algebra map such that ∆σ (ei) = 1 ⊗ ei + ei ⊗ 1. We get an explicit formula for ∆σ
(3.5f). Using the formula (1.2) and the formula for ∆σ , we get that Rosso’s product on
T (V ) is the adjoint shτ of ∆σ , which proves its associativity in an easy way [7, p. 2,
Theorem 1]. Moreover we get that Rosso’s twisted bialgebra on T (V ) is the adjoint of the
bialgebra (T (U),m,∆σ , e, ε).
Among other results we will prove that, for some braidings, S(V ) is a twisted bialgebra
which is self-adjoint under a certain bilinear form. We get a formula for its antipode.
2. Twisted bialgebras
We use the following notation throughout this paper:
• K is any field.
• N is the set of all nonnegative integers.
• If n ∈ N, then n denotes the set {1, . . . , n}.
• I is a finite, non-empty set.
• 〈I 〉 is the set of all “words” (finite sequences) a = a1a2 · · ·an with “letters”
a1, a2, . . . , an ∈ I .
• %(a) is the length n of a.
• If V is a K-vector space, then V n denotes the K-space V ⊗n.
Throughout the paper the algebra is associative with unit.
Given a structure of algebra (A,m, e) and a structure of coalgebra (A,∆,ε) on a
K-vector space A, the compatibility of these two structures depends on the multiplication
defined on A⊗A. Besides the componentwise multiplication (a⊗ b) · (c⊗ d)= ac⊗ bd,
we may consider other multiplications, for instance the twisted multiplication given by
Lusztig in his book (see [2, p. 3, Definition 1.2.2]), or Rosso’s twisted multiplication on
T (V )⊗T (V ), to define a structure of twisted bialgebra on T (V ) (see [7, p. 2, Theorem 1]).
We will give a general definition of twisted bialgebra on (A,m, e) which depends on the
multiplication defined on A⊗A.
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Let A=∑n∈NAn be an N-graded K-algebra. Assume always that A0 =K.1 (1≡ 1A)
and that dim An < ∞, for all n ∈ N. Let m :A ⊗ A → A be the multiplication map,
and e :K → A the unit map. Suppose that A is also an N-graded coalgebra, with co-
multiplication ∆ :A → A ⊗ A and counit ε :A → K . It will always be assumed that
ε(1)= 1≡ 1K and that ε(An)= 0 for all n > 0. We call (A,m,∆, e, ε) a prebialgebra. So
far, there is no connection between the multiplication and the comultiplication on A.
Definition 2.1.1. Let A be an arbitrary N-graded K-space. Then a twist F on A⊗ A is
by definition a linear map F :A⊗A→ A⊗A, which is graded in the sense that F maps
Ap ⊗ Aq → Aq ⊗ Ap for all p,q ∈ N. In case A is a prebialgebra with identity 1 = 1A,
we assume also that F(b⊗ 1)= 1⊗ b and F(1⊗ c)= c⊗ 1, for all b, c ∈A.
Given a prebialgebra A and a twist F on A⊗A, we define a product mF on A⊗A by
the rule
mF = (m⊗m)(id⊗F ⊗ id) : (A⊗A)⊗ (A⊗A)→A⊗A. (2.1a)
So if a ⊗ b ∈ An ⊗ Ap and c ⊗ d ∈ Aq ⊗ Ar , then the product mF (a ⊗ b, c ⊗ d) =∑
η ac
(η)⊗ b(η)d ∈An+q ⊗Ap+r , where F(b⊗ c)=∑η c(η)⊗ b(η), the c(η) and the b(η)
being elements of Aq and Ap respectively, and ac(η) = m(a, c(η)), b(η)d = m(b(η), d).
It is clear that the product mF is N × N-graded with identity element 1 ⊗ 1. Denote
(A⊗A,mF , e⊗ e) by (A⊗A)F .
Definition 2.1.2. Suppose that (A,m,∆, e, ε) is a prebialgebra, and that F is a twist on
A⊗A. We say that (A,m,∆, e, ε : F) is a twisted K-bialgebra with twist F , or simply an
F -bialgebra, if ε :A→K is a map of K-algebras and there is a compatibility between m
and ∆ given by ∆ ◦m=mF ◦∆⊗∆.
Notes.
1. So far, it is not required that the product mF be associative (although in all cases of
interest to us, this will be the case).
2. If F is the “classical” twist F(b⊗c)= c⊗b, then A= (A,m,∆, e, ε : F) is a (graded)
bialgebra in the usual sense. For in this case, (A⊗A)F is the algebra A⊗A with the
“normal” product rule (a⊗ b)(c⊗ d)= ac⊗ bd .
3. Our definitions correspond to those in [3, Definition 2.8]. To make a direct comparison
with [3], take any bilinear form χ :Z × Z → Z (this corresponds to Li–Zhang’s
χ :ZI × ZI → Z), and define F(b ⊗ c) = cχ(p,q)(c ⊗ b) for any b ∈ Ap, c ∈ Aq .
(Here c is Li–Zhang’s element c ∈K \ {0}.) Then Li–Zhang’s algebra (A⊗A)χ (see
[3, §2.6 (5)]) is our (A⊗A)F ,which in this case is an algebra, since mF is associative.
4. Our main example is Rosso’s twisted bialgebra on T (V ), i.e., A = T (V ), with twist
F :T (V ) ⊗ T (V ) → T (V ) ⊗ T (V ) given by Tw(p,q) :V p ⊗ V q → V q ⊗ V p (see
Section 3).
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Let U,U ′,V ,V ′ be N-graded K-vector spaces with finite dimensional homogeneous
components and let
〈 , 〉 :U × V →K, 〈 , 〉 :U ′ × V ′ →K
be non-degenerate bilinear forms. Assume that these bilinear forms are graded, i.e.,
〈Un,Vm〉 = 0 and 〈U ′n,V ′m〉 = 0, for m = n. We make
Definition 2.2.1. If f :U → U ′ is any linear map its adjoint F = adjf :V ′ → V (under
the given bilinear forms), is the map given by the rule
〈
f (u), v′
〉= 〈u,F (v′)〉, (2.2a)
for all u ∈ U,v′ ∈ V ′.
The rule (2.2a) does define a unique map F because the bilinear forms are graded
and the homogeneous components of the given K-vector spaces are finite dimensional.
Conversely if F :V ′ → V is any linear map, then (2.2a) defines a unique linear map
f :U → U ′; this is called the adjoint of F. We have familiar rules for adjoint maps, for
example adj(fg)= (adjg)(adjf ), if f , g are composable maps, adj(adjf )= f , etc.
Now suppose we have N-graded spaces A,B , and an N-graded, non-degenerate bilinear
form 〈 , 〉 :A×B→K . Suppose also that (A,m,∆, e, ε) is a prebialgebra, so that (A,m, e)
is a (graded) algebra, and that (A,∆,ε) is a (graded) coalgebra. So far, there is no
connection between these two structures on A.
We may use 〈 , 〉 to make B into a prebialgebra (B,m′,∆′, e′, ε′), by defining
m′ = adj∆, ∆′ = adjm, e′ = adjε, ε′ = adje. (2.2b)
Thus, for example, the coproduct ∆′ :B→ B ⊗B is defined as follows: let x ∈ B , then
∆′(x) is the (unique) element of B⊗B such that 〈a⊗ b,∆′(x)〉 = 〈ab, x〉 for all a, b ∈A.
Here we have written ab = m(a,b). In the same way, we shall write xy = m′(x, y), for
any x, y ∈ B .
Lemma 2.2.1.
(i) adj(m⊗m)=∆′ ⊗∆′.
(ii) adj(∆⊗∆)=m′ ⊗m′.
Proof. Statement (i) is equivalent to the statement that for any u ∈ A⊗4, x, y ∈ B , there
holds
〈
(m⊗m)u,x ⊗ y〉= 〈u,∆′(x)⊗∆′(y)〉.
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(m⊗m)u,x ⊗ y〉= 〈m(a1 ⊗ a2), x〉〈m(a3 ⊗ a4), y〉= 〈a1 ⊗ a2,∆′x〉〈a3 ⊗ a4,∆′y〉,
by the definition of ∆′. This is equal to 〈u,∆′(x)⊗∆′(y)〉, which proves (i). The proof of
(ii) is entirely similar. ✷
Now suppose that F :A⊗A→A⊗A is a twist on A⊗A. Define F ′ :B⊗B→B⊗B
to be the adjoint of F with respect to the form 〈 , 〉 : (A⊗ A) × (B ⊗ B)→ K. In other
words, if x, y ∈ B then F ′(x ⊗ y) is the element of B ⊗ B defined by the equations
〈a ⊗ b,F ′(x ⊗ y)〉 = 〈F(a ⊗ b), x ⊗ y〉, for all a, b ∈ A. Notice that if x ∈ Bq , y ∈ Bp ,
then F ′(x ⊗ y) ∈Bp ⊗Bq .
Theorem 2.2.2. If (A,m,∆, e, ε : F) is an F -bialgebra, then (B,m′,∆′, e′, ε′ : F ′) is an
F ′-bialgebra.
Proof. We must prove that ∆′ :B→ (B ⊗B)F ′ is a K-algebra map. For this it is enough
to show that ∆′(xy)=∆′(x) ∗′∆′(y) for any x, y ∈B , where ∗′ indicates the product m′
F ′
on B ⊗B . As a first step we prove the following identity. If a, b ∈A and x, y ∈B then
〈
∆(a) ∗∆(b), x⊗ y〉= 〈a⊗ b,∆′(x) ∗′ ∆′(y)〉 (2.2c)
where ∗ indicates the product mF on A⊗A. But the left hand side of (2.2c) can be written
〈Φ(a ⊗ b), x⊗ y〉, where
Φ =mF (∆⊗∆)= (m⊗m)(id⊗ F ⊗ id)(∆⊗∆).
By (2.2b) the adjoint of Φ is
Φ ′ = adj(∆⊗∆) adj(id⊗F ⊗ id) adj(m⊗m)= (m′ ⊗m′)(id⊗F ′ ⊗ id)(∆′ ⊗∆′).
It is now clear that the right hand side of (2.2c) is equal to 〈a ⊗ b,Φ ′(x ⊗ y)〉, and this
proves (2.2c).
Return to the proof of Theorem 2.2.2 . Take any a, b ∈A. We have
〈
a⊗ b,∆′(xy)〉= 〈ab, xy〉 (definition of ∆′)
= 〈∆(ab), x⊗ y〉 (definition of m′)
= 〈∆(a) ∗∆(b), x⊗ y)〉
(because, by hypothesis, ∆ :A→ (A⊗A)F is multiplicative)
= 〈a⊗ b,∆′(x) ∗′ ∆′(y)〉 (by (2.2c)).
Therefore 〈a ⊗ b,∆′(xy)〉 = 〈a ⊗ b,∆′(x) ∗′ ∆′(y)〉 for all a, b ∈ A , hence ∆′(xy) =
∆′(x) ∗′ ∆′(y) . This proves the theorem. ✷
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Let (A,m,∆, e, ε) and (B,m′,∆′, e′, ε′) be prebialgebras and suppose they form an
adjoint pair, under a non-degenerate bilinear form 〈 , 〉 :A×B→K , as in Section 2.2. Let
f :A→ B be a graded K-linear map (i.e., f (An) ⊂ Bn). Denote the “opposite” form to
〈 , 〉 by 〈 , 〉0 :B ×A→K , so that 〈b, a〉0 = 〈a, b〉, for all a ∈A,b ∈ B .
We define the adjoint of f, adjf = f ′ as the adjoint of f under the bilinear forms 〈 , 〉
and 〈 , 〉0. Hence, by Definition 2.2.1, we get
Lemma 2.3.1. The adjoint of the map f :A→ B is the map f ′ :A→ B given by the
equation
〈
a1, f
′(a2)
〉= 〈a2, f (a1)〉, for all a1, a2 ∈A. (2.3a)
Definition 2.3.1. A map f :A→B is said to be self-adjoint if f = f ′, i.e., if 〈a1, f (a2)〉 =
〈a2, f (a1)〉, for all a1, a2 ∈A.
Definition 2.3.2. If E,F are subspaces of A, B respectively, denote their “orthogonals”
with respect to 〈 , 〉 by
E0 = {b ∈ B; 〈e, b〉 = 0, ∀e ∈E}, F 0 = {a ∈A; 〈a,f 〉 = 0, ∀f ∈ F}.
The following lemma is proved very easily from the definitions.
Lemma 2.3.2. For any map f :A→B there hold
(i) Kerf = (Imf ′)0, and
(ii) Imf = (Kerf ′)0.
The next theorem is important, although its proof is quite formal.
Theorem 2.3.3. Let f :A→ B be a map, where (A,m,∆, e, ε) and (B,m′,∆′, e′, ε′) is
an adjoint pair of prebialgebras. Then f is an algebra map if and only if f ′ is a coalgebra
map.
Proof. f is an algebra map, if and only if the following equations hold:
f e= e′ and fm=m′(f ⊗ f ). (2.3b)
Taking the adjoints of these, we get (using Eqs. (2.2b)).
ε′f ′ = ε and ∆′f ′ = (f ′ ⊗ f ′)∆. (2.3c)
But these are precisely the conditions for f ′ :A→ B to be a coalgebra map. ✷
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We will apply the results in Section 2 to prove some of Rosso’s statements in [7]. Let
U and V be finite dimensional K-vector spaces, connected by a non-degenerate bilinear
form 〈 , 〉 :U × V →K .
3.1. Adjoint braid group action
The bilinear form 〈 , 〉 :U × V →K induces, for any n, a non-degenerate bilinear form
〈 , 〉 :Un × V n →K given by:
〈x1 ⊗ · · · ⊗ xn, y1 ⊗ · · · ⊗ yn〉 =
n∏
i=1
〈xi, yi〉 (3.1a)
and a graded non-degenerate, bilinear form 〈 , 〉 :T (U)×T (V )→K by setting 〈x, y〉 = 0,
if x ∈ Um, y ∈ V n and m = n.
Let τ :V ⊗ V → V ⊗ V be a braiding on V , then by (1 · 1), the adjoint map σ = adj τ
is a braiding on U , since adj(fg)= (adjg)(adjf ).
We know that τ induces, for each n, an action of the braid group Bn on the space V n.
The generator σi of Bn acts on V n by the map τi given by
τi(y1 ⊗ · · · ⊗ yn)= y1 ⊗ · · · ⊗ τ (yi ⊗ yi+1)⊗ · · · ⊗ yn, (3.1b)
for all y1, . . . , yn ∈ V and i ∈ n− 1. If adj τi = σ ′i , then by (3.1a) we have that σ ′i (x1 ⊗· · · ⊗ xn) = x1 ⊗ · · · ⊗ σ(xi ⊗ xi+1) ⊗ · · · ⊗ xn. That is, σ ′i = adj τi is the action on Un
induced by σ . Thus if w = si1 · · · sir is a reduced expression of w, the corresponding lift
on Bn, Tw = σi1 · · ·σir induces the maps T τw = τi1 · · · τir on V n and T σw = σ ′i1 · · ·σ ′ir on Un.
Now, adj(T τw)= (adj τir ) · · · (adj τi1)= σ ′ir · · ·σ ′i1 . Hence
adjT τw = T σw−1, (3.1c)
which is equivalent to
adjT σw = T τw−1 . (3.1d)
So the connection between the actions of Bn on the two space Un and V n is given by
the formula
〈
u,T τwv
〉= 〈T σ
w−1u,v
〉
, (3.1e)
for all w ∈ Sn, u ∈Un, v ∈ V n,
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Let us consider the tensor algebra on U , T (U)= (T (U),m, e). If {ei}i∈I is a K-basis
of U , then for any a ∈ 〈I 〉, a = a1a2 · · ·an, we write ea = ea1 ⊗ · · ·⊗ ean , so m(ea ⊗ eb)=
ea ⊗ eb = eab, for any a, b ∈ 〈I 〉. Thus T (U) is just a free K-algebra on free generators
ei , i ∈ I . We define on T (U)⊗ T (U) a twisted multiplication ∗, with twist Fσ :T (U)⊗
T (U)→ T (U)⊗T (U) given by T σw(p,q) :Up⊗Uq → Uq ⊗Up (as in [7]). Here w(p,q)
is the element in Sp+q given by (1.4). The multiplication ∗ is (m⊗m) ◦ (id⊗Fσ ⊗ id).
Now, if {ei}i∈I is a basis for U , we define ∆σ :T (U)→ T (U)⊗T (U) to be the unique
K-algebra map such that ∆σ (ei) = 1 ⊗ ei + ei ⊗ 1, for all i ∈ I . We can see that ∆σ is
coassociative, by an argument of Lusztig (see [2, p. 3, 1.2.2]). We get the twisted bialgebra
(T (U),m,∆σ , e, ε : Fσ ).
Next, we define a product shτ :T (V ) ⊗ T (V )→ T (V ) to be the adjoint of ∆σ . This
means that given elements y, z ∈ T (V ), the product shτ (y ⊗ z) = yz is the element of
T (V ) defined by
〈x, yz〉 = 〈∆σx,y ⊗ z〉 for all x ∈ T (U). (3.2a)
We will prove that the product shτ is Rosso’s shuffle product. Moreover, that the adjoint
of the twisted bialgebra (T (U),m,∆σ , e, ε : Fσ ) is Rosso’s twisted bialgebra on T (V )
given in [7] and [8]. Meanwhile, our set-up can be displayed in Table 1, where we put pair
of maps which are adjoint in the same row.
3.3. Some facts about w(P)
Rosso’s shuffle product (1.2) in (T (V ), shτ , e) involves the braid group element Tw ,
where w is in the subset (p|q) of Sn. The elements in (p|q) correspond bijectively to the
p-element subsets P ⊂ n. Given such a set P = {π1, . . . , πp}, denote the corresponding
element by w(P); that is to say
w(P)=
(
1 2 · · · p p+ 1 p+ 2 · · · p+ q = n
π1 π2 · · · πp π ′1 π ′2 · · · π ′q
)
, (3.3a)
where P ′ = {π ′1, . . . , π ′q} is n\P , and P and P ′ are given in natural order, i.e., π1 <· · · < πp and π ′1 < · · · < π ′q . In order to calculate Tw(P ) we must find a minimal length
expression of w(P) as product of the generators si = (i, i+ 1), i ∈ n− 1, of Sn. To do this
Table 1
K-space U V K-space
tensor algebra = free K-algebra T (U) T (V ) quantum shuffle algebra
braiding σ τ braiding
product m δ coproduct
coproduct ∆σ shτ product
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express the inverse of yr explicitly
y−1r = sr sr+1 · · · sπr−1 =
(
r r + 1 · · · πr − 1 πr
r + 1 r + 2 · · · πr r
)
. (3.3b)
In other words, y−1r is the cyclic permutation (r, r + 1, . . . , πr). (Notice that we always
have r  πr because π1 < · · ·< πp . If it happens that r = πr , we take yr = 1.)
Proposition 3.3.1. With the notation above,
(i) w(P)= y1y2 · · ·yp, and
(ii) if we express each term yr in (i) as yr = sπr−1 · · · sr+1sr , the resulting product is a
reduced expression for w(P). In particular %(w(P ))= %(y1)+ · · · + %(yp).
Proof. The proof of (i) is by induction on p. If p = 0, then P = ∅ and w(P) is the identity,
which is equal to the “empty product” y1y2 · · ·yp for p = 0. Assume now that p > 0 and
that the proposition holds for p−1. Calculate w(P)y−1p , using (3.3a) and (3.3b). The result
is
w(P)y−1p =
(
1 2 · · · p− 1 p p+ 1 · · · πp−1 πp πp + 1 · · · n
π1 π2 · · · πp−1 π ′1 π ′2 · · · π ′πp−p πp π ′πp−p+1 · · · π ′q
)
.
But this is nothing else than w(P\{πp})! The only thing to check is that the last q + 1
entries on the bottom line are in natural order, i.e., that ππp−p < πp < π ′πp−p+1. We may
do this as follows. There are πp − 1 elements of n which are less than πp. Of these,
exactly p− 1 are elements of P . Hence there are (πp − 1)− (p− 1)= πp − p elements
of P ′ which are less than πp. Therefore π ′πp−p < πp . A similar argument, counting the
number of elements of P ′ which are greater than πp , shows that πp < π ′πp−p+1. So
w(P)y−1p = w(P\{πp}), and the induction hypothesis shows that this equals y1 · · ·yp−1.
Hence (i) is proved.
(ii) The length of w(P) is equal to the cardinal of the set ∆w(P) (see [5, §2.9]). Suppose
that (λ,µ) ∈ n × n and that λ < µ. If (λ,µ) lies in ∆w(P), then λ must lie in the set
E = {1, . . . , p} and µ must lie in the set E′ = {p + 1, . . . , n}. So ∆w(P) = {(λ,µ) ∈
E × E′ | w(λ) > w(µ)}, where w = w(P). Therefore if we apply w = w(P) to the set
∆w(P), we get
w∆w(P) =
{(
π,π ′
) ∈ P × P ′ | π > π ′}. (3.3c)
This set (3.3c) has the same cardinal as ∆w(P), namely %(w(P )). The elements (π,π ′) in
(3.3c) for which π is a fixed element πr of P , can be counted. There are exactly πr − 1
elements of n which are less than πr , and of these r − 1 lie in P . So there are exactly
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us a formula
%
(
w(P)
)= r=p∑
r=1
(πr − r)=
r=p∑
r=1
πr − 12p(p + 1). (3.3d)
Notice that for each r ∈ p, there holds %(yr)  πr − r , because yr = sπr−1 · · · sr+1sr .
Then by (i),
%
(
w(P)
)= %(y1 · · ·yp)∑
r∈p
%(yr)
∑
r∈p
(πr − r).
But (3.3d) shows that all these inequalities must be equalities, and (ii) follows. ✷
3.4. A useful identity
In this section we use the results in Proposition 3.3.1 to prove an identity that will be
needed to obtain the coproduct rule in (T (U),m,∆σ ).
For any r , p, q in N let w[r](p, q) be the element
(
1 2 · · · r r + 1 · · · r + p r + p+ 1 · · · r + p+ q
1 2 · · · r r + 1+ q · · · r + p+ q r + 1 · · · r + q
)
of Sr+p+q . By Proposition 3.3.1(ii), we have that w[r](p, q) = y1 · · ·yryr+1 · · ·yr+p
with y1 = · · · = yr = 1 and yr+j = sr+j+q−1 · · · sr+j , j = 1,2, . . . , p , and w(p,q) =
y1y2 · · ·yp with yj = sj+q−1 · · · sj , j = 1,2, . . . , p.
This shows that the induced map T σw[r](p,q) acts on Ur ⊗ Up ⊗ Uq as the identity on
Ur and as T σw(p,q) on U
p ⊗Uq . Thus we may identify T σw[r](p,q) with 1r ⊗ T σw(p,q),1r is
the identity map on Ur , i.e.,
T σw[r](p,q) = 1r ⊗ T σw(p,q). (3.4a)
3.5. Coproduct rule
We shall find an explicit formula for the coproduct ∆σ ≡ ∆. The space T (U) has
K-basis {ea; a ∈ 〈I 〉}. Let c = c1c2 · · ·cn be a word on I of length n  1. Then, by
definition of ∆;
∆(ec)=∆(ec1 ⊗ · · · ⊗ ecn)=∆ec1 ∗ · · · ∗∆ecn =
π=n∏
(ecπ ⊗ 1+ 1⊗ ecπ ) (3.5a)
π=1
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order π = 1,2, . . . , n. As in [1, §7], we expand this product as a sum
π=n∏
π=1
(ecπ ⊗ 1+ 1⊗ ecπ )=
∑
P ⊆n
z(P ), (3.5b)
where for each subset P ⊆ n, z(P ) = z1 ∗ · · · ∗ zn, with zπ = ecπ ⊗ 1 if π ∈ P , and
zπ ′ = 1 ⊗ ecπ ′ if π ′ belongs to P ′ = n\P . If γp,q :Un → Up ⊗ Uq is the natural
isomorphism which maps each product u1⊗· · ·⊗un → (u1⊗· · ·⊗up)⊗(up+1⊗· · ·⊗un)
we shall prove
Theorem 3.5.1. z(P )= γp,q(T σw(P )−1(ec1 ⊗ · · · ⊗ ecn)).
Proof. The proof is by induction on n. In case n= 1, there are two values for P . If P = ∅,
z(P )= 1⊗ ec1 , T σw(P )−1 = 1. So in this case T σw(P )−1(ec1)= ec1 and
γ0,1
(
T σ
w(P )−1(ec1)
)= 1⊗ ec1 = z(P ).
If P = {1}, z(P )= ec1 ⊗ 1 and again T σw(P )−1 = 1, which says that T σw(P )−1(ec1)= ec1
and γ1,0(T σw(P )−1(ec1))= ec1 ⊗1= z(P ). Thus the theorem holds in case n= 1. So we now
assume n > 1 and that the theorem holds for n− 1. We have z(P )= z1 ∗ · · · ∗ zn = z ∗ zn,
where z= z1 ∗ · · · ∗ zn−1. Two cases arise
Case 1. n ∈ P (so that πp = n). Then z(P )= z(P1) ∗ (ecn ⊗ 1), with P1 = P\{n}.
Case 2. n /∈ P (so that π ′q = n). Then z(P )= z(P ) ∗ (1⊗ ecn), with P = P regarded as a
subset of n− 1.
Proof in Case 1. By induction hypothesis
z(P1)= γp−1,q
(
T σ
w(P1)−1(ec1 ⊗ · · · ⊗ ecn−1)
)
and
z(P )= z(P1) ∗ (ecn ⊗ 1)
= γp,q(m⊗m)
◦ (1p−1 ⊗ T σw(q,1)⊗ 1)(T σw(P1)−1(ec1 ⊗ · · · ⊗ ecn−1)⊗ (ecn ⊗ 1)), (3.5c)
by the definition of the product ∗. Since we are dealing with the tensor algebra T (U), the
map m⊗m is actually the identity map. So (3.5c) is equivalent to
z(P )= γp,q
(
1p−1 ⊗ T σw(q,1)⊗ 1
)(
T σ
w(P1)−1(ec1 ⊗ · · · ⊗ ecn−1)⊗ (ecn ⊗ 1)
) (3.5d)
= γp,q
(
1p−1 ⊗ T σ (T σ −1(ec1 ⊗ · · · ⊗ ecn−1)⊗ ecn)
)
w(q,1) w(P1)
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(
T σw[p−1](q,1)
(
T σ
w(P1)−1
)
(ec1 ⊗ · · · ⊗ ecn−1)⊗ ecn
)
= γp,q
(
T σw[p−1](q,1)
(
T σ
w(P1)−1
)
(ec1 ⊗ · · · ⊗ ecn−1)⊗ ecn
)
, (3.5e)
by (3.4a). Since w(P1) fixes n, we have that
T σ
w(P1)−1(ec1 ⊗ · · · ⊗ ecn−1)⊗ ecn = T
σ
w(P1)−1(ec1 ⊗ · · · ⊗ ecn).
Now,
w[p− 1](q,1)=
(
1 · · · p− 1 p · · · p+ q − 1 p+ q
1 · · · p− 1 p+ 1 p+ q p
)
= (p p+ 1 · · ·p+ q)= y−1p and
w(P1)
−1 = y−1p−1 · · ·y−11 ,
by Proposition 3.3.1(i), applied to P1 = {π1, . . . , πp−1}. Hence w[p − 1](q,1)w(P1) =
y−1p y−1p−1 · · ·y−11 = w(P)−1; also %(w(P )−1) = %(w[p − 1](q,1)) + %(w(P1)−1), by
Proposition 3.3.1(ii). It follows that T σw[p−1](q,1)T σw(P1)−1 = T
σ
w(P )−1 . Therefore (3.5e) gives
z(P )= γp,q(T σw(P )−1(ec1 ⊗ · · · ⊗ ecn)). This proves the theorem in Case 1.
Proof in Case 2. First we see that if a ∈ Up , b ∈ Uq−1, i ∈ I , there holds (a ⊗ b) ∗
(1 ⊗ ci) = a ⊗ b ⊗ ci , by the definition of ∗, since w(p − 1,0) = 1. The induction
hypothesis gives z(P ) = z(P ) ∗ (1 ⊗ ecn) = γp,q(T σw(P)−1(ec1 ⊗ · · · ⊗ ecn−1) ⊗ ecn), but
T σ
w(P)−1(ec1 ⊗ · · · ⊗ ecn−1)⊗ ecn is the same as T σw(P )−1(ec1 ⊗ · · · ⊗ ecn−1 ⊗ ecn), because
w(P ) as an element of Sn−1 is mapped by the standard embedding Sn−1 ⊂ Sn into w(P).
Hence z(P ) = γp,q(T σw(P1)−1)(ec). This completes the proof of the theorem and gives the
formula for the coproduct ∆
∆(ec1 ⊗ · · · ⊗ ecn)=
∑
P ⊂n
γp,q
(
T σ
w(P )−1(ec1 ⊗ · · · ⊗ ecn)
)
. ✷ (3.5f)
3.6. Rosso’s shuffle algebra. Product rule
Theorem 3.5.1 gives immediately Rosso’s formula for the product in the shuffle algebra
(T (V ), shτ , e). Let {fi; i ∈ I } be the K-basis of V , which is dual under the bilinear form
〈 , 〉 to the K-basis {ei; i ∈ I } of U . Then T (V ) has K-basis {fa; a ∈ 〈I 〉}. (We may
identify each fa with the symbol (a) used in [5], if we like.) Let a, b ∈ 〈I 〉 be of lengths
p, q respectively, let c be any word on I of length n= p + q and let fafb be the product
in (T (V ), shτ , e). By (3.2a) we have
〈ec, fafb〉 =
〈
∆σ (ec), fa ⊗ fb
〉
. (3.6a)
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(up+1 ⊗ · · · ⊗ un), then adjγp,q = γ ′p,q :V p ⊗ V q → V n is given by
γ ′p,q
(
(v1 ⊗ · · · ⊗ vp)⊗ (vp+1 ⊗ · · · ⊗ vn)
)= v1 ⊗ · · · ⊗ vn. (3.6b)
Hence, by (3.1c), (3.5f) and (3.6a),
〈ec, fafb〉 =
〈
∆σ (ec), fa ⊗ fb
〉= 〈ec, ∑
P ⊂n
T τw(P )γ
′
p,q(fa ⊗ fb)
〉
=
〈
ec,
∑
P ⊂n
T τw(P )(fab)
〉
,
by (3.6b).
Since this holds for any word c of length n, n= p+ q , and 〈 , 〉 is non-degenerate, we
have Rosso’s formula
fafb =
∑
P ⊂n
T τw(P )(fab)
or, what is equivalent,
fafb =
∑
w∈(p|q)
T τw(fab), (3.6c)
which proves the following
Proposition 3.6.1. Rosso’s shuffle product on T (V ) is exactly the product shτ on T (V )
adjoint to the coproduct ∆σ on T (U).
Since by definition ∆σ is co-associative, by Lemma 2.2.1 and Proposition 3.6.1, we get
Proposition 3.6.2. Rosso’s shuffle product is associative ([7, Theorem 1], and [8,
Proposition 9.1]).
3.7. Rosso’s bialgebra on T (V )
We define a coproduct δ :T (V )→ T (V )⊗T (V ) as the adjoint, under the bilinear form
〈 , 〉, of the multiplication m on T (U). Then δ is given by the equation
δ(v1 ⊗ · · · ⊗ vn)=
p=n∑
p=0
(v1 ⊗ · · · ⊗ vp)⊗ (vp+1 ⊗ · · · ⊗ vn) (3.7a)
(as in [7, Theorem 1], where δ is called ∆). In fact, for any a, b in 〈I 〉, with %(a) = q ,
%(b)= r and q + r = n we have, by the definition of 〈 , 〉 on T (U)× T (V ),
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〈
ea ⊗ eb,
p=n∑
p=0
(v1 ⊗ · · · ⊗ vp)⊗ (vp+1 ⊗ · · · ⊗ vn)
〉
= 〈ea, v1 ⊗ · · · ⊗ vq 〉〈eb, vq+1 ⊗ · · · ⊗ vn〉
= 〈ea ⊗ eb, v1 ⊗ · · · ⊗ vn〉 = 〈eab, v1 ⊗ · · · ⊗ vn〉
= 〈m(ea ⊗ eb), v1 ⊗ · · · ⊗ vn〉= 〈ea ⊗ eb, (adjm)(v1 ⊗ · · · ⊗ vn)〉
which proves that δ = adj m is given by (3.7a).
Thus, by Theorem 2.2.2, (T (V ), shτ , δ, adjε, adje : adjFσ ) is a twisted bialgebra with
twist F ′ = adj Fσ . But Fσ on Up ⊗ Uq is given by T σw(p,q) :Up ⊗ Uq → Uq ⊗ Up ,
adj(T σw(p,q))= T τw(p,q)−1 , by (1.4), and w(p,q)−1 =w(q,p), by (1.3). So F ′ on V q ⊗V p
is T τw(q,p) :V
q ⊗ V p → V p ⊗ V q , which says that F ′ = Fτ and proves the Theorem 1 in
[7] and the following proposition.
Proposition 3.7.1. The adjoint of the twisted bialgebra (T (U),m,∆σ , e, ε : Fσ ) is Rosso’s
twisted bialgebra (T (V ), shτ , δ, e′, ε′ : Fτ ).
We observe that in the above proposition the map δ is a K-algebra map, since
(shτ )adjFσ = (shτ )F τ is associative (see [8, Proposition 12]).
4. The quantum symmetric algebra S(V )
The braiding τ on the K-vector space V allows us define Rosso’s quantum shuffle
algebra (T (V ), shτ , e), with product shτ given by (1.2) and its symmetric subalgebra S(V )
generated by V .
One may consider also the quantum shuffle algebra (T (U), shσ , e) defined by the
braiding σ , adjoint to τ , on U and its symmetric subalgebra S(U). In this section we
will show that the given bilinear form 〈 , 〉 :U × V → K , induces a remarkable bilinear
form on S(U)× S(V ). We will use this form to study S(V ).
4.1. A bilinear form on S(U)× S(V )
In [5, p. 61, §3.2] we introduced, for each n, the operator Ωτ , whose action on V n is
given by
Ωτ =
∑
w∈Sn
T τw, (4.1a)
and proved that Ωτ has the notable property
Ωτ(v1 ⊗ · · · ⊗ vn)= (v1) · · · (vn). (4.1b)
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operatorsL%1,...,%r , for each composition %1+· · ·+%r = n, which maps v1⊗· · ·⊗vn to the
product (v1 ⊗ · · · ⊗ v%1) · · · (v%1+···+%r−1+1 ⊗ · · · ⊗ vn). It can be shown that Ωτ = L1,...,1.
So, for each n, the homogeneous space (S(V ))n = S(V ) ∩ V n is Ωτ(V n). We may
calculate similarly (S(U))n =Ωσ(Un).
By (3.1d) we know that adjT σw = T τw−1 for each n ∈ N and each w ∈ Sn. Hence by the
definition of Ωτ we have that
adj(Ωσ )=Ωτ . (4.1c)
From (4.1c) we get that
〈
Ωσu,v
〉= 〈u,Ωτv〉, (4.1d)
for each u ∈ Un and v ∈ V n, all n. This makes possible the following definition
Definition 4.1.1. Define a bilinear form ( , ) :S(U)×S(V )→K by setting for each n ∈N,
u ∈ Un and v ∈ V n
(Ωu,Ωv)= 〈Ωu,v〉 = 〈u,Ωv〉.
Since 〈 , 〉 is non-degenerate this definition is unambiguous and ( , ) is non-degenerate.
We are going to use the form ( , ) to study S(V ) and for this we start by introducing a map
ψ from (T (U),m, e) to (T (V ), shτ , e).
4.2. The map ψ :T (U)→ T (V )
We consider the twisted bialgebra (T (U),m,∆σ , e, ε : Fσ ) and its adjoint (T (V ), shτ ,
δ, e′, ε′ : Fτ ) defined in Section 3. We will assume that if {ei; i ∈ I } is the K-basis of U ,
then {fi; i ∈ I } is the K-basis of V such that 〈ei , fj 〉 = δij , for all i, j ∈ I .
Definition 4.2.1. Let ψ :T (U)→ T (V ) be the K-algebra map defined by
ψ(ei)= fi, for all i ∈ I. (4.2a)
This map exists (and is unique) because {ei; i ∈ I } is a set of free K-algebra generators
of the algebra (T (U),m, e). It is in general neither injective nor surjective. And Imψ =
S(V ), the symmetric subalgebra of the quantum shuffle algebra T (V ), because from the
definition of ψ there holds
ψ(ea)=ψ(ea1 ⊗ · · · ⊗ ean)= fa1 · · ·fan (4.2b)
for all words a ∈ 〈I 〉 of length n, all n ∈ N. Notice that on the right side of (4.2b), the
product is the product in the quantum shuffle algebra (T (V ), shτ , e). By contrast we make
another
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k(ea)= fa (4.2c)
for all words a ∈ 〈I 〉 of length n, all n ∈N.
It is clear that k is bijective and self-adjoint. From (4.1b) and the definitions above we
have
Lemma 4.2.1. ψ(ea) = Ωτ(fa) = Ωτ(kea) for all words a ∈ 〈I 〉 of length n, all n. We
may write this ψ =Ωτk.
By (4.1c) and the definition of ψ , ψ ′ = adjψ = kΩσ . The next proposition gives
conditions on the braiding σ :U ⊗U → U ⊗U which will make ψ =ψ ′.
Proposition 4.2.2. Each of the following statements is equivalent to each of the others
(1) ψ =ψ ′.
(2) Ωτ = kΩσk−1, for all n ∈ N.
(3) τ = kσk−1.
(4) τv = kσvk−1, for all v ∈ n− 1 and all n ∈ N.
(5) T τw = kT σw k−1, for all w ∈ Sn and all n ∈ N.
Remark 1. If we take the braiding studied in [5], namely σ(ei ⊗ ej ) = tij (ej ⊗ ei) for
all i, j ∈ I , then we find that τ (fi ⊗ fj ) = tj i (fj ⊗ fi). Therefore the Proposition 4.2.2
((1)⇔ (3)) tells us that ψ =ψ ′ if and only if tij = tj i for all i, j ∈ I . This condition holds
in Lusztig’s set-up [2, §1.2, 1.3].
Remark 2. If we take the case where U = V and ei = fi for all i ∈ I (so that k :U → U
is the identity map), the proposition tells us that ψ = ψ ′ if and only if σ = τ , i.e., σ is
self-adjoint with respect to the bilinear form 〈 〉 on U such that 〈ei, ej 〉 = δij .
Proof of Proposition 4.2.2. By Lemma 4.2.1 we have ψ = ψ ′ ⇔ Ωτk = (Ωτk)′ =
k′(Ωτ )′ = kΩσ (the last equality comes from (4.1c)). Therefore (1)⇔ (2). Now we shall
prove, in succession, the implications (2)⇒ (3)⇒ (4), (4)⇒ (5), (5)⇒ (2).
(2) ⇒ (3). The case n = 2 of (2) reads idV⊗V + τ = k(idU⊗U + σ)k−1, because
T τ1 = idV⊗V ,T τs = τ (s = (12)), etc. Hence τ = kσk−1.
(3)⇒ (4). By (3), τk(eav ⊗ eav+1)= kσ(eav ⊗ eav+1), for any a = a1 · · ·an ∈ 〈I 〉. From
this we deduce τvk(ea)= kσv(ea), and (4) follows.
(4)⇒ (5). If w= si1 · · · sir (reduced expression for w) then T τw = τi1 · · · τir . By (4), this
equals k(σi1 · · ·σir )k−1 = kT σw k−1.
(5) ⇒ (2). This is immediate from the definitions of Ωτ , Ωσ . The proof of
Proposition 4.2.2 is now complete. ✷
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The assumption ψ = ψ ′ has powerful consequences. First by Theorem 2.3.3 we find
that
Proposition 4.3.1. ψ is a coalgebra map.
By definition ψ is an algebra map. Thus Proposition 4.3.1 says that ψ is a bialgebra
map from (T (U),m,∆σ , e, ε) to (T (V ), shτ , δ, e′, ε′) which proves the following
Proposition 4.3.2. For those braidings which make ψ = ψ ′, the symmetric algebra
S(V )= Imψ is a twisted bialgebra, subbialgebra of (T (V ), shτ , δ, e′, ε′).
Another consequence of our assumption ψ =ψ ′ is the following.
Proposition 4.3.3. For all y ′ ∈ S(U), y ′′ ∈ S(U) and y ∈ S(V ), there holds (y ′y ′′, y) =
(y ′ ⊗ y ′′, δy). Here the product y ′y ′′ is the product in the shuffle algebra (T (U), shσ , e).
Proof. We assume, without loss of generality, that y ′, y ′′, y are all homogeneous and are
elements of ΩσUp, ΩσUq, ΩτV n respectively, where p+q = n. Suppose that y =Ωτx ,
with x ∈ V n. Then
(
y ′y ′′, y
)= 〈y ′y ′′, x〉= 〈y ′ ⊗ y ′′,∆τV x〉, (4.3a)
since the shuffle product in T (U) is the adjoint of the comultiplication ∆τV :T (V )→
T (V )⊗ T (V ) (see Proposition 3.6.1).
In Section 3.5 we introduced the natural isomorphism γp,q :Un →Up⊗Uq , n= p+q ,
which maps each product u1 ⊗ · · · ⊗ un→ (u1 ⊗ · · ·⊗ up)⊗ (up+1 ⊗ · · · ⊗ un). Here we
will denote this map by γU (p,q). Then, if we change U to V , we have by (3.5f)
∆τV (fc)=
∑
P ⊂n
γV (p, q)T
τ
w(P )−1(fc).
Now, by the definition of k we have that γV (p,q)k = (k⊗ k)γU(p,q). Hence
(k⊗ k)∆σU (ec)=
∑
P ⊂n
(k⊗ k)γU (p,q)T σw(P )−1(ec)
=
∑
P ⊂n
γV (p, q)kT
σ
w(P )−1(ec)
=
∑
P ⊂n
γV (p, q)T
τ
w(P )−1k(ec) (by Proposition 4.2.2(5))
=∆τV (kec).
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(k⊗ k)∆σU =∆τV k. (4.3b)
We may write x = kz, for some z ∈ Un. By (4.3a) we have(
y ′y ′′, y
)= 〈y ′y ′′, x〉= 〈y ′ ⊗ y ′′,∆τV kz〉= 〈y ′ ⊗ y ′′, (k⊗ k)∆σUz〉.
Define the form ( , ) : (S(U)⊗ S(U))× (S(V )⊗ S(V ))→K in the natural way. Then〈
y ′ ⊗ y ′′, (k⊗ k)∆σUz
〉= (y ′ ⊗ y ′′, (Ωτk⊗Ωτk)(∆σUz)),
and this may be written, using ψ =Ωτk (see Lemma 4.2.1), as (y ′ ⊗ y ′′, (ψ ⊗ψ)(∆σUz)).
But
ψ :
(
T (U),m,∆σU , e, ε
)→ (T (V ), shτ , δ, e′, ε′)
is a coalgebra map (Proposition 4.3.1), hence (ψ ⊗ψ)∆σU = δψ . So we get(
y ′y ′′, y
)= (y ′ ⊗ y ′′, δψ(z))= (y ′ ⊗ y ′′, δΩτ kz)= (y ′ ⊗ y ′′, δΩτx)= (y ′ ⊗ y ′′, δy),
which proves the proposition. ✷
Remark 3. The above proposition says that the shuffle product on S(U) is the
adjoint of the coproduct δV ≡ δ on S(V ). Moreover it says that the twisted bialgebra
(S(V ), shτ , δV , e, ε : Fτ ) is the adjoint of the twisted bialgebra (S(U), shσ , δU , e′, ε′ :
Fσ ), under the bilinear form ( , ).
Remark 4. If we makeU = V , then k is the identity map and ψ =ψ ′ if and only adj σ = σ
(Proposition 4.2.2(3)). Thus, if the braiding σ on U is self-adjoint, the twisted bialgebra
S(U) is self-adjoint under the bilinear form
( , ) :S(U)× S(U)→K.
5. On antipodes
5.1. Antipode for a prebialgebra
Let (A,m,∆, e, ε) be a prebialgebra (see Section 2.1). Recall that A = ∑An is
N-graded, and that A0 =K.1A.
Definition 5.1.1. A (graded, linear) map Q :A→A is a left [right] antipode for A if
m(Q⊗ id)∆= eε, (5.1a)[
m(id⊗Q)∆= eε]. (5.1a)′
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multiplication” in the graded space HomK(A,A) (see [9, Section 4.0] or [4, §1.4]), where
the first A is regarded as coalgebra, and the second A is regarded as algebra.
Theorem 5.1.1 (Zelevinsky; see [3, Theorem 2.10(i)]). Every prebialgebra A has a (left
and right) antipode Q, which is the unique linear map Q :A→ A satisfying (5.1a) and is
also the unique linear map satisfying (5.1a)′.
For proof, follow Li–Zhang’s proof of [3, Theorem 2.10(i)].
Now suppose that we have prebialgebras (A,m,∆, e, ε) and (B,m′,∆′, e′, ε′) which
are related as in Section 2.3. That means, we have an N-graded, non-degenerate bilinear
form 〈 , 〉 :A×B→K , and the structure maps are as in Section 2.2, (2.2b).
Theorem 5.1.2. If Q is the antipode of (A,m,∆, e, ε), then Q′ = adjQ is the antipode of
(B,m′,∆′, e′, ε′).
Proof. The proof is quite formal. We have m(Q⊗ id)∆= eε by hypothesis. Now take the
adjoints of both sides of this equation. Notice that adj (Q⊗ id) = Q′ ⊗ id, and that adj
(eε)= adj(ε) adje= e′ε′. So we get m′(Q′ ⊗ id)∆′ = e′ε′. ✷
5.2. An antipode formula for the quantum shuffle algebra
Let us consider Rosso’s quantum shuffle bialgebra (T (V ), shτ , δ, e′, ε′) constructed in
Section 3.7.
Theorem 5.2.1. The antipode Q :T (V )→ T (V ) is given, for each v ∈ V n, by the formula
Q(v)= (−1)nT τz(n)(v), (5.2a)
where z(n) is the element
( 1 · · ·n
n · · ·1
)
of the symmetric group Sn.
Proof. It is enough to prove that, if Q is given by (5.2a), then m(Q⊗ id)δ(v)= eε(v), for
each v = v1 ⊗ · · · ⊗ vn ∈ V n, all n, where m= shτ , i.e., that
n∑
p=0
(−1)pT τy(p)(v1 ⊗ · · · ⊗ vp)(vp+1 ⊗ · · · ⊗ vn)= 1 or 0, (5.2b)
according as n = 0 or n > 0. Here y(p) is the element ( 1 · · ·p p+ 1 · · ·n
p · · ·1 p+ 1 · · ·n
)
of Sn. For n = 0
this is clear since in this case v = 1T (V ) ≡ 1 and by the definition of Q, Q(1) = 1. For
n > 0, (5.2b) follows by applying to v the operator equation [5, 4.2a],
n∑
(−1)pLp,qTy(p) = 0.p=0
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(T (U),m,∆, e, ε). For, since Q′ :T (U) → T (U) is the adjoint of Q, we have for all
u ∈ Un, v ∈ V n that
〈
Q′(u), v
〉= 〈u,Q(v)〉= (−1)n〈u,T τz(n)(v)〉= (−1)n〈T σz(n)(u), v〉,
the antipode Q′ of (T (U),m,∆, e, ε) is given, for each u ∈Un, n ∈ N, by the formula
Q′(u)= (−1)nT σz(n)(u). ✷ (5.2c)
5.3. An antipode formula for the quantum symmetric algebra
Proposition 4.3.2 proves that for those braidings which make ψ = ψ ′ the quantum
symmetric algebra S(V ) is a bialgebra. Hence, by Theorem 5.1.1, S(V ) has an antipode.
To find a formula we need the following result
Theorem 5.3.1. If ψ = ψ ′ and Q,Q′ are the antipodes of (T (V ), shτ , δ, e′, ε′),
(T (U),m,∆, e, ε) respectively, then ψQ′ =Qψ .
Proof. Let u ∈ Un, n > 0. Then we may write
∆(u)= 1⊗ u+ u⊗ 1+
∑
u1 ⊗ u2 (5.3a)
where all the u1, u2 are homogeneous elements of T (U) of degrees < n. Now Q′ is the
antipode for T (U), so by (5.1a) we have the equation u+Q′(u)+∑Q′(u1)u2 = ε(u)= 0.
Apply the algebra map ψ to this equation and get
ψ(u)+ψ(Q′(u))+∑ψ(Q′(u1))ψ(u2)= 0. (5.3b)
Now assume, as induction hypothesis, that (∗) ψQ′(x) = Qψ(x) for all x ∈ Um with
m< n (it is clear that (∗) holds for m= 0). Then (5.3b) gives us
ψ(u)+ψ(Q′(u))+∑Qψ(u1)ψ(u2)= 0. (5.3c)
But ψ is also a coalgebra map, hence (ψ ⊗ψ)∆= δψ . Apply ψ ⊗ψ to (5.3a) and get
δψ(u)= 1⊗ψ(u)+ψ(u)⊗ 1+
∑
ψ(u1)⊗ψ(u2). (5.3d)
Since Q is the antipode for T (V ) we have, using (5.1a) and (5.3d)
ψ(u)+Q(ψ(u))+∑Qψ(u1)ψ(u2)= 0. (5.3e)
Comparison with (5.3c) shows that ψQ′(u)=Qψ(u), and the theorem is proved. ✷
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S(V ).
Theorem 5.3.2. If ψ =ψ ′ the antipode Q :S(V )→ S(V ) is given, for each v ∈ V n, by the
formula
Q
(
Ωτv
)= (−1)nΩτ (T τz(n)v). (5.3f)
Proof. Let u = k−1v. Since ψ = Ωτk we have that Q(Ωτv) = Q(ψu) = ψ(Q′(u)) by
Theorem 5.3.1, and this equals ψ((−1)nT σz(n)(u)) by (5.2c), which is equal to
(−1)nψ(T σz(n)(u))= (−1)nΩτ kT σz(n)(u)= (−1)nΩτT τz(n)k(u)
by Proposition 4.2.2(5), and this equals (−1)nΩτ (T τz(n)v). ✷
Remark 5. Eqs. (5.2a) and (5.3f) say that if ψ =ψ ′ then
ΩτT τz(n) = T τz(n)Ωτ . (5.3g)
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