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In digital communications, especially for mobile communications, adaptive signal
processing techniques are widely used to improve the system performance. For ex-
ample, adaptive equalization is needed to combat a multipath propagation channel
that is usually unknown a-priori. Furthermore, the propagation channel can also
be time varying as the mobile station transceiver is not static. Thus, the adaptive
equalization algorithms not only need to converge quickly to a steady state dur-
ing a short training stage, they also need to track the changes of the propagation
channel to maintain an acceptable performance.
The major contributions of this thesis are as follows.
1. New Class of Variable Step-size Least Mean Square Algorithms. The
¯rst contribution of this thesis is the development of a new class of variable step-
size least mean square (VSLMS) algorithms that shows fast convergence and good
tracking properties in a non-stationary environment. This new class of VSLMS
algorithms is shown to be suitable for channel estimation that is essential for good
performance in a mobile propagation environment. It is demonstrated that the
algorithms are superior compared to existing algorithms in performance and do
not require a signi¯cant increase in complexity.
2. New Iterative Channel Estimation Receiver Architecture. The sec-
ond contribution resulting from this research is the development of a new receiver
architecture incorporating iterative channel estimation. This receiver architecture
vii
leads to a signi¯cant improvement in coding gain over one that does not perform
iterative channel estimation, for turbo decoding over fading channels. This pro-
posed receiver architecture uses time multiplexed pilot symbols for initial channel
estimation which is further improved by feeding back only the detected message
(systematic) bits after each decoding iteration. We also demonstrate that our re-
ceiver architecture achieves performance that is same as that of an existing one
that uses both message and parity bits for improving the channel estimates, but
with reduced complexity.
3. New Fixed Characteristics Channel Estimation Filters. The third
contribution is the establishment of the suitability of di®erent channel estima-
tion ¯lters and their parameters for good performance under known, unknown and
non-stationary fading rates. This has not been thoroughly investigated in the ex-
isting literature. The FIR (¯nite impulse response) and the DFT (discrete Fourier
transform) ¯lters are shown to be suitable under both slow and fast fading when
the fading rates are known. For good performance, we found that the cut-o® fre-
quency of the channel estimation ¯lters needs to be greater than the normalized
fading rate (about 1.1 to 1.5 times) as opposed to being equal to the normalized
fading rate as proposed previously. As for the equal weight moving average ¯lter,
it is suitable only under slow fading when the fading rate is known.
4. Adaptive Channel Estimation Filter. The fourth contribution is the suc-
cessful application of the new class of VSLMS algorithms developed here as an
appropriate channel estimation ¯lter in the proposed receiver architecture. This
VSLMS ¯lter does not assume a-priori knowledge of the fading rate. When the
fading rate changes, the VSLMS ¯lter is also able to track the channel well, achiev-
ing performance better than that of the equal weight moving average and the FIR
¯lters. The equal weight moving average and FIR ¯lters have ¯xed characteristics
and are hence unable to respond to a channel that has a time varying fading rate.
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Advances in technology over the past two decades have resulted in the wide-spread
use of wireless communication systems. The most successful of these in terms of
number of users and provision of wide area coverage and mobility to users are
the mobile cellular communication systems. Prior to the cellular systems, there
were mobile radio networks. However, these were characterized by low data rate
and mobility compared to the cellular network. Mobile cellular communication
systems have given people the freedom to communicate with one another and
access information on the move, anywhere, anytime. The increasing number of
mobile phone users and the demand for high data rate services other than voice
have fuelled a constant search for techniques to maximize the system throughput
given the limited bandwidth and the need to conserve battery power in these mobile
devices.
One area of active research and development is in improving battery technology
and development of low power devices to lengthen the usage times. The other area
is the development of high performance radio frequency components with low noise
¯gures to improve receiver sensitivity. Another area of active research is related
to the challenges posed by the impairments caused by the mobile propagation
channel. The mobile propagation channel causes impairment in the form of signal
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fading and rapid phase changes. These have adverse e®ects on the transmitted
signal, especially for coherent demodulation of commonly used bandwidth e±cient
modulation schemes such as PSK and QAM modulated signals. These e®ects lead
to high bit error rates (BER) if they are not compensated by the receiver.
The development of robust modulation schemes is one way to counter the neg-
ative e®ects introduced by the channel. However, this is usually not su±cient to
guarantee good performance. The development of forward error correction (FEC)
codes is also needed to complement a robust modulation scheme to counter the
detrimental e®ects introduced by the channel. The convolutional codes and re-
cently turbo codes are used to mitigate the amplitude fading e®ects of large scale
path loss and small scale channel fading to improve system performance. However,
for enhanced performance of the FEC, there is also a need to estimate the chan-
nel coe±cients. For example, the channel estimates allow the receiver to remove
the phase rotations caused by the channel to achieve coherent demodulation of
quadrature amplitude modulation (QAM) and phase shift keying (PSK) modu-
lated signals. Similarly knowledge of the fading amplitude enables the calculation
of the branch metrics that improves the Viterbi decoding of convolutional codes
and maximum a-posteriori (MAP) decoding of turbo codes.
Unfortunately, in practice the characteristics of the mobile propagation channel
is usually unknown a-priori. Also it changes as a result of the movement of the
mobile user. Hence, channel estimation is usually performed by transmitting known
pilot symbols. Such a scheme is investigated in [1] and implemented in commercial
digital cellular systems such GSM, WCDMA [2], and cdma2000 [3]. These pilot
symbols can be time-multiplexed with the transmitted symbols, e.g. in both the
downlink and uplink of GSM systems, the downlinks of WCDMA, and cdma2000
systems. They can also be transmitted in parallel in a separate channel as in the
uplinks of WCDMA and cdma2000 systems so as to enable the channel estimation
algorithms to derive the channel coe±cients. As the use of pilot symbols consumes
bandwidth and available power, it is desirable to use a minimum number of them.
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When the channel characteristics changes, e.g. a change in fading rate caused
by changes in the mobile user's speed, the channel estimation algorithm must also
track the changes without the need to increase the number of pilot symbols. Novel
receiver architectures capable of achieving good performance by using a minimum
number of pilot symbols and adaptive signal processing algorithms, are therefore
suitable candidates in the channel estimation process.
The remaining part of this chapter will ¯rst review the evolution of mobile cel-
lular communications highlighting the interest to search for ways to enhance sys-
tem performance in a mobile propagation environment and hence improve system
throughput. This is followed by a discussion of the mobile propagation channel,
its e®ect on the transmitted signal and the optimum receiver structure for the fad-
ing mobile propagation channel. Subsequently, an overview of the applications of
adaptive ¯lters in digital communications is given. Finally, the chapter ends with
a statement of the aim, contributions and organization of this thesis.
1.1 Evolution Of Mobile Cellular Communica-
tions
Mobile wireless technology and products have evolved through multiple gener-
ations. First generation (1G) systems, e.g. Advanced Mobile Phone Service
(AMPS), are characterized by analog modulation technique and frequency divi-
sion multiple access (FDMA). Second generation (2G) systems are based on digital
modulation techniques and are likely to remain operational until 2010 [4]. The mul-
tiple access techniques are FDMA/TDMA (time division multiple access) or code
division multiple access (CDMA). Third generation (3G) systems integrate mobile
wireless communications with services traditionally o®ered by wired telecommuni-
cation systems and the multiple access technique is wideband CDMA (WCDMA).
Between 2G and the introduction of 3G, there is an intermediate two-and-a-half
3
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Figure 1.1: Evolution of Mobile Cellular Communications
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generation (2.5G) technology which is evolved from the existing 2G networks of-
fering enhanced data rate to users while waiting for 3G systems to become mature
to o®er their services. Beyond 3G, 4G systems aim to o®er even higher data rates
with wide area coverage and high mobility. Figure 1.1 shows the progression of the
di®erent generations of mobile cellular communications highlighting the various
standards and some characteristic features.
The boundary between 1G and 2G systems is the analog/digital split. The
2G systems provide low data communication of up to 14.4kbps. Between 2G and
2.5G/3G systems, the main distinction is the much higher data capacity o®ered
by 2.5/3G systems (up to 2Mbps in 3G). We see here a trend for the demand of
higher data rate.
The challenges facing the demand for higher data rate are numerous and com-
plex. Limited bandwidth is one challenge. Bandwidth e±cient modulation schemes
are desirable but they are usually not power e±cient and require coherent demod-
ulation. In the mobile propagation environment, coherent demodulation requires
knowledge of the channel response and this usually entails the insertion of pilot
symbols to estimate the channel response. This consumes bandwidth and avail-
able power. Increasing transmitted power is not the solution in the mobile cellular
communication environment as this would increase the co-channel and adjacent
channel inference experienced by other users. Thus, the overall system throughput
will be limited. The increase in power consumption would also quickly deplete the
battery in the mobile devices.
In response to the severe constraint of bandwidth and power, there is intense
research activity focused on bandwidth e±cient modulation schemes and better
forward error correction codes to combat channel impairments and to improve
system e±ciency. There is also active research in developing optimum channel
estimation algorithms to obtain reliable channel estimates using minimum number
of pilot symbols and without assuming a-priori knowledge of channel response so
as to satisfy the demand for higher system throughput.
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1.1.1 First Generation (1G) Mobile Communications
The ¯rst generation of mobile cellular communication systems appeared in the
1970s in North America and in the 1980s in Europe. Prior to the cellular systems,
there were already several mobile radio networks. However, they are characterized
by low capacity and mobility compared to the cellular network.
In a cellular network, the coverage area is divided into cells where each cell
corresponds to the coverage area of one transmitter. The transmitter's power level
is just su±cient to cover its own cell. This enables e±cient frequency reuse so that
the same set of frequencies can be reused at some distance away. By reusing the
same frequency again and again, the number of RF channels available to the service
operator increases tremendously. Hence, more users can have access to the service.
Figure 1.2 illustrates the cellular concept. There is no single standard worldwide
but several competing ones. The more successful standards are the Nordic Mobile
Telephone (NMT), the Total Access Communications System (TACS) and the
Advanced Mobile Phone Service (AMPS).
The main purpose of the ¯rst generation system is voice communication. Though
analog cellular systems can send digital messages and provide advanced services
such as short message service, these are limited to very slow data rates. Also, new
features generally require hardware changes to both mobile phones and cellular
networks.
1G systems are also characterized by the use of frequency division multiple
access (FDMA) and analog modulation technique such as frequency modulation
(FM). The main advantage is simplicity in implementation as FDMA/FM is a
proven technology. However, there are several shortcomings of an analog system.
It does not o®er high throughput compared to a digital system. The limited digital
signaling rates limit the ability of analog systems to o®er advanced authentication
techniques and voice encryption services. Hence it is not secure.
The use of analog modulation scheme also does not allow powerful forward
6
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Figure 1.3: Fade margin versus percent reliability for Rayleigh fading
error correction codes to be implemented. Hence in the presence of fading com-
monly encountered in narrowband transmission in the mobile propagation channel,
very little can be done to counter the negative e®ects of signal fading except to
incorporate a fade margin. This can amount to 28 dB in order to achieve a 99.9%
reliability as shown in Figure 1.3. This increase in transmission power can also
lead to a larger cell cluster size and hence a reduction of system throughput, in
order to reduce co-channel interference.
The demand for higher capacity, the ability to incorporate powerful signal pro-
cessing techniques to combat channel impairment in digital transmission technol-
ogy, the advancement in semiconductor technologies and other advantages of a
digital network over an analog network led to the advent of the second generation
systems that adopt digital radio transmission technology.
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1.1.2 Second Generation (2G) Mobile Communications
With the introduction of digital technology in the second generation of wire-
less communications, the world experienced a tremendous growth in cellular sub-
scribers. 2G networks have a much higher capacity than 1G systems. However,
the primary purpose of 2G systems is still voice communication. The supported
data rate is only up to 14.4 kbps. One frequency channel is simultaneously divided
among several users by code (CDMA) or time division (TDMA).
There are four main standards for 2G systems: Global System for Mobile
(GSM) communications and its derivatives, Digital AMPS (D-AMPS), code di-
vision multiple access (CDMA [IS-95]) and Personal Digital Cellular (PDC). GSM
is by far the most successful and widely used 2G system.
In the GSM system, each radio frequency (RF) channel is divided into eight
time slots. Each user transmits a burst of data during the time slot assigned to it.
Figure 1.4 illustrates the signal processing operations carried out in GSM which is
typical of a digital communication system. Analog speech is sampled at a rate of 8
kHz and each sample is quantized into 13 bits, thus yielding an output bit stream
at a rate of 104 kbps. The speech coder is based on the regular pulse excited long
term prediction (RPE-LTP) codec. The coder performs speech compression and
provides 260 bits for each 20 ms block of speech, yielding a rate of 13 kbps.
The output bits of the speech coder are ordered into groups for error protection,
based on their signi¯cance in contributing to speech quality. Out of the 260 bits
in a frame, the most important 50 bits, called type Ia bits have 3 parity check
(CRC) bits added to them. This facilitates the detection of non-correctable errors
at the receiver. The next 132 bits along with the ¯rst 53 bits are re-ordered and
appended by 4 trailing zero bits, providing a data block of 189 bits. This block
is then encoded for error protection using a rate 1/2 convolutional encoder with
constraint length K = 5, generating a sequence of 378 bits. The least important
78 bits do not have any error protection and are concatenated to the existing
9
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Figure 1.4: Signal processing operations in GSM
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sequence to form a block of 456 bits in a 20ms frame. Thus the error protection
scheme increases the gross data rate of the GSM speech signal to 22.8kbps.
As for data communications, 240 bits of user data in a 20 ms frame are applied
with 4 trailing zero bits to a 1/2 rate punctured convolutional encoder with con-
straint lengthK = 5. The resulting 488 coded bits are reduced to 456 encoded data
bits through puncturing and the data is separated into four 114 bit data bursts
that are applied in an interleaved fashion to consecutive time slots.
In order to minimize the e®ect of sudden fades on the received data, the 456
encoded bits within each 20 ms speech frame or data message frame are broken into
eight 57 bit sub-blocks. These eight sub-blocks are spread over eight consecutive
frame for a speci¯c time slot. If a burst is lost due to interference or fading,
channel coding ensures that enough bits will still be received correctly to allow
error correction to work.
Ciphering modi¯es the contents of the eight interleaved blocks through the use
of encryption techniques known only to the particular mobile station and base
transceiver station. Burst formatting adds binary data to the ciphered blocks to
assist in synchronization and equalization of the received signal. These data bursts
may have one of ¯ve speci¯c formats, as de¯ned in GSM (refer to [5] and [6] for
more details). Voice and data tra±c are carried in the normal burst. Figure 1.5
illustrates the data structure within a normal burst. It consists of 148 bits which
are transmitted at a rate of 270.833 kbps. Out of the 148 bits per time slot,
114 are information bearing bits (bits after channel coding) which are transmitted
as two 57 bit sequences close to the beginning and end of the burst. The mid-
amble consists of a 26 bit training sequence which allows the Viterbi equalizer in
the mobile or base station receiver to estimate the radio channel response before
decoding the user data.
The modulation scheme used by GSM is 0.3 GMSK (Gaussian Minimum Shift
Keying) where 0.3 is the bandwidth-time product (BT) of the Gaussian pulse
shaping ¯lter. Binary ones and zeros are represented by shifting the RF carrier by
11
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Figure 1.5: Data structure within a normal GSM burst.
§67:708 kHz. The channel rate of GSM is 270.833 kbps, which is exactly four times
the RF frequency shift. This minimizes the bandwidth occupied by the modulation
spectrum and improves the channel capacity.
Under normal conditions each data burst belonging to a particular physical
channel is transmitted using the same RF carrier frequency. However, if users in
a particular cell have severe multipath problems, slow frequency hopping may be
implemented to combat the multipath of interference e®ects in that cell. Frequency
hopping is carried out on a frame by frame basis which means a maximum hopping
rate of 217.6 hops per second.
To ensure the required voice and data quality in the mobile propagation en-
vironment, equalization is performed at the receiver with the help of the training
sequences transmitted in the mid-amble of every time slot. Most implementations
of GSM receivers employ a type of adaptive non-linear, maximum likelihood se-
quence estimation (MLSE), soft output equalizer known as a Viterbi equalizer [5],
[7]. A generalized Viterbi equalizer is shown in Figure 1.6. A Viterbi equalizer
constantly:
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1. generates its own versions of all possible data sequences that could come from
the transmitter,
2. calculates the receiver inputs that correspond to each and every possible
transmitted possibility,
3. compares the actual receiver inputs with the calculated ones, and
4. selects the locally generated data sequence that has the highest probability
of being the one that is transmitted.
The comparison task in step 3 above is performed with metric calculations.
These are the same operations as those used in convolutional decoders that use
the Viterbi algorithm. Essentially, there are two paths in the Viterbi equalizer that
terminate in the incremental metric calculator just before the Viterbi Algorithm.
The symbol stream from the demodulator enters a demultiplexer that separates
the training sequence. The training sequence follows the upper path while the
bottom path holds the remaining data symbols as shown in Figure 1.6. The MLSE
requires knowledge of the channel characteristics in order to compute metrics for
making decisions. An estimate of the channel characteristics is obtained in the
channel estimation block in the upper path.
The signal generator produces all possible transmitted data sequences from the
sequence generator block above it. Its output is appropriately distorted by the
current channel estimate. The bottom path has a distortion ¯lter that modi¯es
the received data symbols the same way the locally created symbols are distorted
by the signal generator. Subsequently, the actual received data are compared with
all possible locally generated data in the incremental metric calculator to yield the
metrics which quantify the similarity between the actual received data and locally
generated data. The Viterbi Algorithm then uses the metrics to select the most
likely data sequence that could have originated at the transmitter. Details of the
Viterbi equalizer can be found in text such as [5].
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It is clear from the above description of the GSM system that channel estimation
and its equalization, and forward error correction coding are an integral part of a
digital mobile communication system. They are vital to achieving e®ective voice
and data communication over a hostile propagation environment.
In the case of CDMA (IS-95) system, channel estimation is also performed.
This is done with the aid of a dedicated pilot channel for maximal ratio combining
of multiple received signals due to multipath using a Rake receiver.
All 2G systems use advanced signal processing algorithms to combat channel
impairments. Convolutional codes are needed to protect the data against signal
fading. Training sequence consisting of pilot symbols is added in the data stream
to assist in channel estimation so as to equalize the channel. Consequently, the
transmission power required by 2G systems to achieve the same quality of service
(QoS) as that required by 1G systems is lower.
As digital systems use a common data communication channel, this allows
advanced features to be added more easily. New features such as short messaging
service and web browsing can often be added by simple software changes to the
system or the mobile phones. When the software of the mobile phone requires
updating, some of the software feature upgrades can be directly transmitted to the
mobile phone without involving the customer. All 2G systems also have improved
authentication and voice privacy capability. This has dramatically reduced the
fraudulent use of mobile phones.
1.1.3 Third Generation Mobile Communications
Work to develop third generation mobile systems started in 1992 at a meeting of
the World Administrative Radio Conference (WARC) of the International Telecom-
munications Union (ITU). At that time, the frequencies around 2GHz were iden-
ti¯ed for use by future third generation (3G) mobile systems, both terrestrial and
satellite. Within the ITU, these third generation systems are called International
15
Figure 1.7: 3G Terrestrial Radio Interfaces
Mobile Telephony 2000 (IMT-2000). Within the IMT-2000 framework, several dif-
ferent air interfaces are de¯ned for 3G systems, based on either CDMA or TDMA
technology.
The original target of the 3G process was a single common global IMT-2000 air
interface to provide ubiquitous global coverage. Finally in a meeting in Helsinki
in November 1999, ITU accepted ¯ve standards for the air interface for terres-
trial communication as shown in Figure 1.7. Among them, three use CDMA as the
multiple access technique : IMT Direct Spread (IMT-DS), IMT Multicarrier (IMT-
MC) and IMT Time Code (IMT-TC). IMT-DS is also widely known as WCDMA
while IMT-MC refers to cdma2000. IMT Single Carrier (IMT-SC) uses time divi-
sion multiple access (TDMA) and generally refers to the air interface for EDGE
and UWC-136. Lastly, IMT Frequency Time (IMT-FT) de¯nes the standard for
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Figure 1.8: Rake receiver
DECT (Digital Enhanced Cordless Telephone). In Europe and Asia including
Korea and Japan, the same air interface - Wideband CDMA (WCDMA) - is to
be used. The ¯rst commercial WCDMA digital cellular system was rolled out in
Japan in 2001. Other air interfaces that can be used to provide 3G services are
multicarrier CDMA (cdma2000) and EDGE (Enhanced Data Rates for GSM Evo-
lution). The multicarrier CDMA can be used as an upgrade solution for existing
CDMA (IS-95) operators while EDGE provides the upgrade solution for existing
GSM operators.
Compared to 2G systems, 3G systems o®er much higher bit rate. The maximum
bit rate is 2 Mbps in an indoor and pico-cell environment. In the case of outdoor
and high mobility environment, a data rate of 144 kbps is o®ered.
Next we discuss some of the signal processing operations performed in 3G sys-
tems such as WCDMA that relate to our research. In a multipath channel, the
transmitted signal re°ects o® obstacles in its way and the receiver receives multiple
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copies of the original signal with di®erent delays. Unlike narrowband 2G systems,
the use of a wide bandwidth of 5 MHz in WCDMA in 3G systems allows the
receiver to resolve multipaths and combine them using a Rake receiver [8]. A sim-
pli¯ed diagram of a Rake receiver is shown in Figure 1.8. It consists of correlators,
also known as Rake ¯ngers, each receiving a multipath signal. After despreading
by correlators with a local copy of the appropriately delayed version of the trans-
mitter's spreading code, the signals are combined after appropriate weighing by
the channel gain of each path. The channel gains are unknown a-priori and they
are estimated with the appropriate channel estimation algorithm with the help of
pilot symbols transmitted together with desired data symbols. As the received
multipath signals are fading independently, this method improves the overall com-
bined signal quality and performance. For example, an individual signal received
by a Rake ¯nger may be too weak to produce a correct result. However, combining
several signals in the Rake receiver increases the likelihood of reproducing the right
signal.
The throughput of a WCDMA system using Rake receivers is interference lim-
ited. This means that when a new user enters into the network, the service quality
of other users will degrade. Multiuser detection (MUD), also known as joint de-
tection and interference cancellation, reduces the e®ect of interference and hence
increases the system throughput. The idea behind MUD is that an optimum
receiver would detect and receive all signals simultaneously, and then the other
undesired signals would be subtracted from the desired signal. However, optimal
multiuser detection algorithms are too complex to implement in practice. Hence,
suboptimum multiuser receivers have been developed. These can be classi¯ed into
two categories, namely linear detectors and interference cancellation receivers.
Linear detectors apply a linear transform to the outputs of the matched ¯lters to
remove the multiple access interference (MAI), i.e. interference due to correlations
between user codes. Examples of linear detectors are decorrelators and linear
minimum mean square error (LMMSE) detectors.
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Interference cancellation is done by ¯rst estimating the multiple access inter-
ference and then subtracting it from the received signal. Interference cancellation
methods include parallel interference cancellation (PIC) and serial interference
cancellation (SIC).
In a mobile propagation environment, the received signal is modi¯ed by the
channel. Hence, for the MUD detectors to work properly, there is a need to estimate
and track the channel characteristics as they change. Finally, it should be noted
that MUD is not limited to a CDMA system. In principle, it could also be used in
GSM and other TDMA systems to improve performance.
As in any mobile communication system, forward error correction (FEC) schemes
are used to reduce transmission errors. In 3G systems, besides the conventional
convolutional codes, turbo codes are also recommended. In turbo decoding over
fading channels, there is also a need to estimate the channel characteristics to
calculate the likelihood ratio.
1.1.4 Beyond Third Generation Mobile Communications
1G and 2G cellular systems have been used mainly for voice applications and
supporting circuit-switched type services. The transition in information types from
voice to data and multimedia will accelerate in the 21st century. These are to be
handled by 3G systems which cover both telephone type and data/multimedia
type communications. Beyond 2010, this trend would be even more remarkable.
The fourth generation (4G) mobile communication system should accommodate
increased data/multimedia tra±c in the 2010s.
Mobile access to both the Internet and Intranets will become increasingly pop-
ular and essential. Data transfer is increasing year by year and higher speed mobile
communication systems will be required to increase user satisfaction any time and
any where in a wide range of environment. The environment ranges from a low
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Figure 1.9: 4G and other communication systems
train. Mobile communication devices will not only be limited to handheld phones
or personal digital assistants (PDAs) carried by people, but they will also be in-
stalled in all kinds of goods. Figure 1.9 shows the information bit rate versus
operating environment for various wireless communication systems illustrating the
position of 4G systems relative to the other mobile communication systems.
3G systems cover up to 2 Mbps for indoor environment and 144 kbps for ve-
hicular environments. Other systems such as the 5-GHz band wireless LAN and
wireless broadband access systems being developed in Japan (MMAC), Europe
(Hiperlan2), and United States (IEEE 802.11a) have an approximate 20 Mbps
transmission rate. However, they are limited to small coverage and low mobility
environments. On the other hand, the target speed of 4G will be 10-20 Mbps for
quasi-static environments and at least 2 Mbps for moving vehicles.
One of the key challenges facing high speed mobile transmission is that it su®ers
from frequency selective fading. Robust modulation/demodulation schemes need
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to be used to counter frequency selective fading. Multiple carrier modulation, e.g.
orthogonal frequency division multiplexing (OFDM) and single carrier modulation
with adaptive equalizers are suitable candidates.
The other key challenge for high speed transmission is the low Eb=No (energy
per bit to noise density ratio) value due to the high noise bandwidth at the receiver.
A pilot symbol aided fast tracking channel estimator for coherent demodulation
is needed to meet the above challenge. Other techniques such as Rake combining
spread spectrum systems and frequency hopping systems may also be considered.
1.2 Mobile Propagation Channel Impairments &
Optimum Receivers For Fading Channels
The mobile propagation channel impairments can be broadly classi¯ed into large
scale path loss and small scale fading [9]-[14].
Large scale path loss represents the average signal attenuation or the path
loss due to motion over large areas. It is a®ected by prominent terrain features,
e.g. buildings, hills, forests, tunnels, etc., and the physical distance between the
transmitter and receiver. The statistics of large scale fading provide a way of
computing an estimate of path loss as a function of distance.
Small scale fading refers to the fast changes in both signal amplitude and phase
that are experienced by the transmitted signals as a result of changes in the spatial
position between a transmitter and a receiver. Small scale fading is called Rayleigh
fading if there are multiple re°ective paths that are large in number, and if there
is no line-of-sight component [9]-[14]. When there is a dominant non-fading signal
component, the small scale fading envelop is described by the Rician probability
density function [9]-[14].
In complex notation, a transmitted signal may be represented as (see [13]),
sk(t) = <f~sk(t)g = <f ~Sk(t)ej2¼fctg; (1.1)
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where <f:g denotes the real part of f:g, fc is the carrier frequency. ~sk(t) is the
kth complex bandpass signal and ~Sk(t) is the corresponding kth complex baseband
signal chosen from the set of M equiprobable message waveforms representing the
transmitted information. ~S(t) takes on the speci¯c forms of ~S(t) = a(t); ~S(t) =
ejµ(t), and ~S(t) = ejf(t)t for the cases of amplitude, phase and frequency modulation,
respectively.
Consider the transmission of the signal in (1.1) over the generalized mobile
propagation channel consisting of Lp independent paths. Each path is a slowly
fading channel that attenuates, delays and phase shifts the signal and adds AWGN.
Then the received complex signal from each propagation path is,
rl(t) = <f®l~sk(t¡ ¿l)ejµ0l + ~nl(t)g
= <f®l ~Sk(t¡ ¿l)ej(2¼fct+µl) + ~Nl(t)ej2¼fctg
= <f~rl(t)g
= <f ~Rl(t)ej2¼fctg; l = 1; 2; : : : ; Lp: (1.2)
where µl = µ0l ¡ 2¼fc¿l and f ~Nl(t)gLpl=1 is a set of statistically independent com-
plex additive white Gaussian noise (AWGN) processes with power spectral density
(PSD) of 2Nl W/Hz. The sets f®lgLpl=1, fµlgLpl=1, and f¿lgLpl=1 are the random channel
amplitudes, phases and delays, respectively.
The optimum receiver computes the set of a-posteriori probabilities given by
p(sk(t)jfrl(t)gLpl=1), for k = 1; 2; : : : ;M , and chooses the kth message as its de-
cision, corresponding to the largest of these probabilities. Since the M mes-
sages are equiprobable, then by invoking Bayes rule, the equivalent decision rule
is to choose sk(t) corresponding to the largest of the conditional probabilities,
p(frl(t)gLpl=1jsk(t)), k = 1; 2; : : : ;M . This is the maximum likelihood decision rule.
Using the law of conditional probability, the following,
p(frl(t)gLpl=1jsk(t)) =
Z Z Z
p(frl(t)gLpl=1jsk(t); f®lgLpl=1; fµlgLpl=1; f¿lgLpl=1)£
p(f®lgLpl=1; fµlgLpl=1; f¿lgLpl=1)df®lgLpl=1dfµlgLpl=1df¿lgLpl=1 (1.3)
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is obtained.
Assuming knowledge of the amplitudes, phases and delays (which can be ob-
tained by means of channel estimation), the statistical averages on the set of pa-
rameters in (1.3) need not be performed. The decision rule is then based on the
conditional probability p(frl(t)gLpl=1jsk(t); f®lgLpl=1; fµlgLpl=1; f¿lgLpl=1), which is a joint
Gaussian PDF. Furthermore, since the noise components are AWGN and indepen-
dent, it can be written as


















¯¯¯ ~Rl(t) ¡ ®l ~Sk(t¡ ¿l)ejµl ¯¯¯2 dt# ; (1.4)
where Kl is an integration constant.
Substituting (1.2) into (1.4) and after some simpli¯cation, we obtain,

































~Rl(t) ~S¤k(t¡ ¿l)dt (1.6)







is the energy of the kth signal, sk(t). The constant K absorbs all the Kl's as well
as the factor exp hPLpl=1(1=2Nl) R j ~Rl(t)j2dti which is independent of k and thus has
no bearing on the decision.
As the natural logarithm is a monotonic function of its argument, maximizing















which is obtained after ignoring terms which are independent of k. A receiver
which implements (1.8) as its decision statistics is known as a Rake receiver.
In this thesis, we will consider only a single fading path at a delay of ¿ and








In the case of phase shift keying (PSK) modulation considered here, Ek is the same






Thus, it is clear that for optimum performance, we need to estimate and track
the channel coe±cient, ®ejµ, as the mobile propagation channel usually varies with
time. However, the BER performance in fading channel will still be worse than the
AWGN channel. Hence, channel coding is used to improve the system performance.
Convolutional codes with Viterbi decoding are generally used and recently turbo
codes are also recommended in WCDMA [2], and cdma2000 [3].
In many mobile communication systems such as GSM, cdmaOne and UMTS-
2000, channel estimation is aided by transmission of pilot symbols multiplexed
with the data symbols. Similar to these systems, this thesis will also consider the
use of pilot symbols for channel estimation.
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1.3 Applications of Adaptive Signal Processing
in Communications
In any digital communication system, impairments exist which degrade the quality
of the received signal causing distortion and errors. One of the source of impair-
ments is the radio propagation channel. When numerous paths exist between the
transmitter and receiver, the signals arriving at the receiver via these paths can
result in destructive interference and this phenomenon is known as fading [9]-[14].
If the delays between the propagation paths are of the order of one symbol or more,
then the delayed signals of a particular symbol will interfere with later symbols
causing intersymbol interference (ISI) [9]-[14]. Many signal processing techniques
exist to mitigate the impairments caused by the channel [9]-[14], and the common
principle of these techniques require knowledge of the channel characteristics.
The characteristics of the channel, such as its fading rate and the number of
multipaths, are usually unknown and often time varying, i.e., non-stationary. As
such, adaptive ¯lters ¯nd applications in digital communication systems since they
are able to adjust to di®erent environments.
Broadly, there are four basic classes of adaptive ¯ltering applications. They
are modelling, inverse modelling (channel equalization), linear prediction and in-
terference cancellation. In this section, we shall brie°y discuss each of the above-
mentioned applications in the context of mobile communications.
1.3.1 Channel Modelling
Figure 1.10 illustrates the use of adaptive ¯lters in the problem of modelling. The
aim is to estimate the parameters of the model, C^(z), of a plant with transfer
function C(z). First, a certain number of adjustable parameters is selected. Then
the parameters of C^(z) are adjusted by the adaptive algorithm to minimize the








Figure 1.10: Adaptive System Modelling
In the context of mobile communications, the channel introduces distortion
in the received signal and its behavior can be described by its impulse response.
Direct modelling is used to obtain the channel response. It is then used in receivers
using maximum likelihood detectors [15], such as the Viterbi equalizer in GSM
standards [5], to compensate the distortion and hence achieve a low bit error rate.
It is also found that computation of equalizer coe±cients from the channel response
results in better tracking of time varying channels [16], [17], as compared to that
using inverse modelling. For example, a training sequence known to the receiver
is transmitted at the beginning of every connection. This functions as the desired
signal to the adaptive ¯lter which then identi¯es the channel. After the channel
is identi¯ed, the adaptive receiver then works in the decision directed mode where
the detected output symbols are used as the desired signal to the adaptive ¯lter to
track the channel response. This is shown in Figure 1.11.
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Figure 1.11: Adaptive Channel Identi¯cation
1.3.2 Channel Equalization
Channel equalization is another application of adaptive ¯lters that is widely used
in communications. Here, an inverse model of the channel called the equalizer is
used to reduce the e®ect of channel distortion. One major type of distortion intro-
duced by the channel is the spreading of the transmitted pulse due to multipath,
resulting in inter-symbol interference (ISI). Thus the detection of the transmitted
data symbols becomes unreliable.
Figure 1.12 shows the baseband model of a communication system equipped
with an adaptive channel equalizer to mitigate the e®ects of a non-ideal channel.
The channel represents the combined response of the transmitter ¯lter, the prop-
agation channel and the receiver ¯lter. The role of the equalizer is to remove the
distortion due to the channel.
The equalizer is usually implemented in the form of a transversal ¯lter. Initially,
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Figure 1.12: Adaptive Equalization
This enables the adaptive equalizer at the receiver to adapt its weights close to
the optimal values, i.e. W (z) ¼ 1=H(z). At this point in time, the detected
symbols would be similar to the transmitted symbols with probability close to one.
From then onwards, the detected symbols can be treated as the desired signal for
further adaptation of the equalizer so that possible variations of the channel can
be tracked. This mode of operation is known as the decision directed mode.
Other modes of operation also exist. For example, in mobile communications
such as GSM [6], a known training sequence is always transmitted together with
each frame of data symbols in the tra±c channel, instead of only at the beginning
of each communication session. This allows the equalizer to determine the channel
impulse response to mitigate the e®ects of ISI introduced by the channel when the
channel changes rapidly or when the signal to noise ratio is low (which would make















Figure 1.13: Autoregressive modelling
1.3.3 Linear Prediction
Prediction is a spectral estimation technique that is used to model correlated ran-
dom processes in order to obtain a parametric representation of these processes.
In general di®erent parametric representations could be used to model the pro-
cesses. In the context of linear prediction, autoregressive (AR) modelling is used
as shown in Figure 1.13. The random process, ~x(n), is assumed to be generated
by the all-pole ¯lter, G(z), with the input, u(n). Usually, u(n) is chosen to be
a white process. The rationale behind the use of AR modelling can be explained
as follows. Given a non-white random signal, its samples are correlated with one
another. Hence the correlations among the past samples could be used to make a
prediction of the present sample.
Figure 1.14 shows the block diagram of a linear predictor. Intuitively, as the
predictor length increases the prediction improves until the length reachesN , where













Figure 1.14: Linear prediction
small correlation. The prediction error, e(n), will then be approximately white.






where ai is the ith predictor coe±cient. Now if a white process , u(n), with similar
statistics as e(n) is passed through an all-pole ¯lter with transfer function,
G(z) = 11¡PNi=1 aiz¡i ; (1.12)
then the generated output, ~x(n), will clearly be a process with the same statistics
as x(n).
In the context of mobile communications, the concept of linear prediction can
be applied in channel estimation where a sequence of channel coe±cients embedded
in wideband noise is available. Being a narrowband signal, the successive samples
of the channel coe±cients are highly correlated while there is almost no correlation
between successive samples of the wideband noise. As a result, when the signal,
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x(n), consisting of the sum of channel coe±cients (narrow band) and noise (wide-
band signal) is applied to the predictor, then the predictor output, x^(n), will be
a good estimate of the channel coe±cients. In other words, the predictor acts
as narrowband ¯lter which rejects most of the noise in x(n) while enhancing the
channel coe±cients.
1.3.4 Interference Cancellation
Interference cancellation aims to cancel an interfering signal/noise from the given
signal which is a mixture of the desired signal and the interference. The principle
of interference cancellation is to obtain an estimate of the interfering signal and
subtract that from the corrupted signal.
Figure 1.15 illustrates the concept of interference cancellation. There are two
inputs to the canceller, namely the primary and reference. The primary input
is the corrupted signal while the reference input is the interference only. The
adaptive ¯lter tap weights are adjusted such that a replica of the interference
signal present in the primary input is generated at its output. This replica, y(n),
is then subtracted from the primary input resulting in an output that is cleared
from interference.
Applications of interference cancellation include echo cancellation in telephone
lines, acoustic echo cancellation, etc. In the context of mobile communications,
the concept of interference cancellation can be applied in adaptive antenna arrays
and multi-user detection in WCDMA.
1.4 Aim of Thesis
In the earlier discussions, we established the need to improve system throughput
in wireless mobile communications. Compensating the impairments caused by
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Figure 1.15: Principle of Interference Cancellation
is essential. Otherwise the mobile communications system will fail. Thus the
estimation of the channel and its equalization are very important. However, as
highlighted earlier, the propagation characteristics, e.g. fading rate, are unknown
a-priori and they also vary with time.
As the channel is unknown, channel estimation requires the transmission of
known pilot symbols to probe the channel to allow the system to estimate the
channel characteristics. This approach is widely used in commercial mobile com-
munications. However, the insertion of these pilot symbols consumes bandwidth
and power, and degrades the system throughput. Furthermore, as the channel
characteristics are non-stationary, the system is usually designed to cater to the
worst case channel characteristics. As such the performance is not optimum. Our
research in adaptive ¯lters are thus appropriate as they are able to adapt and track
an a-priori unknown channel to obtain the best possible performance.
With the above in mind, this research aims to develop receiver architectures
that incorporate adaptive algorithms with good tracking properties that can be
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applied in channel estimation for mobile communications systems to enhance their
performance. The adaptive algorithms developed adapt quickly and also track the
changes in the mobile propagation channel. With the great interest in turbo codes
for commercial cellular mobile communications such as WCDMA [2], and cdma2000
[3], we also develop a new receiver architecture employing the proposed adaptive
algorithms in channel estimation for turbo decoding in Rayleigh fading channels.
As our approach uses pilot symbols to sound the channel which is also widely used
in mobile communications systems, our research results will be potentially very
useful in these commercial systems.
1.5 Contributions of Thesis
The major contributions of this thesis are as follows:
1. New Class of Variable Step-size Least Mean Square Algorithms. The
¯rst contribution of this thesis is the development of a new class of variable step-
size least mean square (VSLMS) algorithms that shows fast convergence and good
tracking properties in a non-stationary environment. This new class of VSLMS
algorithms is shown to be suitable for channel estimation that is essential for good
performance in a mobile propagation environment. It is demonstrated that the
algorithms are superior compared to existing algorithms in performance and do
not require a signi¯cant increase in complexity.
2. New Iterative Channel Estimation Receiver Architecture. The sec-
ond contribution resulting from this research is the development of a new receiver
architecture incorporating iterative channel estimation. This receiver architecture
leads to a signi¯cant improvement in coding gain over one that does not perform
iterative channel estimation, for turbo decoding over fading channels. This pro-
posed receiver architecture uses time multiplexed pilot symbols for initial channel
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estimation which is further improved by feeding back only the detected message
(systematic) bits after each decoding iteration. We also demonstrate that our re-
ceiver architecture achieves performance that is same as that of an existing one
that uses both message and parity bits for improving the channel estimates, but
with reduced complexity.
3. New Fixed Characteristics Channel Estimation Filters. The third
contribution is the establishment of the suitability of di®erent channel estima-
tion ¯lters and their parameters for good performance under known, unknown and
non-stationary fading rates. This has not been thoroughly investigated in the ex-
isting literature. The FIR (¯nite impulse response) and the DFT (discrete Fourier
transform) ¯lters are shown to be suitable under both slow and fast fading when
the fading rates are known. For good performance, we found that the cut-o® fre-
quency of the channel estimation ¯lters needs to be greater than the normalized
fading rate (about 1.1 to 1.5 times) as opposed to being equal to the normalized
fading rate as proposed previously. As for the equal weight moving average ¯lter,
it is suitable only under slow fading when the fading rate is known.
4. Adaptive Channel Estimation Filter. The fourth contribution is the suc-
cessful application of the new class of VSLMS algorithms developed here as an
appropriate channel estimation ¯lter in the proposed receiver architecture. This
VSLMS ¯lter does not assume a-priori knowledge of the fading rate. When the
fading rate changes, the VSLMS ¯lter is also able to track the channel well, achiev-
ing performance better than that of the equal weight moving average and the FIR
¯lters. The equal weight moving average and FIR ¯lters have ¯xed characteristics
and are hence unable to respond to a channel that has a time varying fading rate.
34
1.6 Organization of Thesis
The rest of this thesis is organized as follows. Chapter 2 reviews and studies ex-
isting variable step-size least mean square (VSLMS) algorithms that exhibit good
tracking behavior. They are found to be suitable in tracking the mobile propa-
gation environment [21]. This is done to further gain a deeper understanding of
the algorithms' strengths and weaknesses to provide the foundation in developing
new and better classes of variable step-size LMS algorithms. Chapter 3 presents
the new class of variable step-size LMS algorithms developed in this research pro-
gramme. We demonstrate that the algorithms developed have good performance
in tracking a generic non-stationary channel compared to the existing algorithms
discussed in Chapter 2.
In the subsequent two chapters (Chapter 4 and 5), we demonstrate that the
algorithms developed can be used e®ectively to provide the channel estimates to im-
prove the performance of turbo decoding in stationary and non-stationary Rayleigh
fading channels. In Chapter 4, we ¯rst review turbo decoding fundamentals and
highlight the need for knowledge of the channel characteristics for enhanced per-
formance. The steps involved in channel estimation are then determined. Existing
channel estimation approaches in turbo decoding in Rayleigh fading channels are
also reviewed.
In Chapter 5, we build upon the understanding of the requirements necessary
in channel estimation for turbo decoding from Chapter 4 to ¯rst develop a new
receiver architecture that incorporates iterative channel estimation. This archi-
tecture is suitable for turbo decoding. It improves the channel estimation results
which are initially based on the transmission of time-multiplexed pilot symbols.
Next, we establish the requirements of various ¯xed characteristics channel esti-
mation ¯lters, including the optimum Wiener ¯lter, to achieve good bit error rate
performance in Rayleigh fading channels. However, these ¯lters assume knowledge
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Review of Variable Step-Size
Least Mean Square Algorithms
2.1 Introduction
As highlighted in Chapter 1, there is a need to estimate the channel response for
good BER performance in mobile digital communication applications. However,
the channel characteristics such as its fading rate are not only unknown a-priori
but also time varying due to changes in the mobile speed. Therefore, adaptive
¯lters are appropriate in this case. It is essential in such a situation that the
adaptive algorithm not only be able to adapt the ¯lter taps to converge quickly to a
neighborhood of their optimum values, but also track the variations of the optimum
¯lter weights as the environment changes. The study of the tracking properties
of an adaptive ¯lter is therefore an important topic in the ¯eld of adaptive signal
processing.
As discussed above, there are two important aspects of an adaptive algorithm,
namely its rate of convergence and its tracking property. The rate of convergence
and the tracking capability of an algorithm are in general di®erent properties [18]-
[20]. Convergence is a transient phenomenon of the adaptive algorithm when it
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starts from an arbitrary initial condition and undergoes a transient period before
it reaches its steady state. Tracking, on the other hand, is a steady state phe-
nomenon. It describes the behavior of the adaptive algorithm in following the
variations in its surrounding environment, after it has reached its steady state.
Thus, an algorithm with good convergence behavior does not necessarily possess a
fast tracking capability, and vice versa.
In this chapter and Chapter 3, we aim to research into the tracking properties
of the Variable Step-Size Least Mean Square (VSLMS) algorithms and to develop
new improved algorithms suitable for mobile digital communication applications.
This is motivated by developments of the VSLMS algorithms reported in [21]. This
class of algorithms possesses good tracking capability and computational simplicity
and is suitable for many practical applications.
The rest of the chapter is organized as follows. In Section 2.2, the problem of
tracking a non-stationary environment is formulated. Next we proceed in Section
2.3 with the mean square error analysis of the LMS algorithm in tracking a non-
stationary system using a generalized formulation proposed in [19]-[20]. This is
followed by derivation of the optimum step-size and the stability conditions for the
common step-size and multiple step-size LMS algorithms in Section 2.4. Section
2.5 reviews existing variable step-size LMS algorithms which adapt the step-size
parameter(s) towards the optimum value(s). The performance of these algorithms
is presented in Section 2.6 and 2.7 to illustrate their behaviors and highlight their
strengths and weaknesses. These results provide the foundation for developing a
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Figure 2.1: Modelling problem in non-stationary environment
2.2 Problem Formulation of Tracking a Non-
stationary Environment for Adaptive Filters
In this section, we formulate the problem of tracking a non-stationary environment
for adaptive ¯lters. We consider the modelling problem as shown in Figure 2.1.
The system is characterized by the following equation
d(n) = wHo (n)x(n) + eo(n); (2.1)
where x(n) = [x0(n); x1(n) : : : xN¡1(n)]T is the tap input vector, wo(n) = [wo;0(n);
wo;1(n); : : : ; wo;N¡1(n)]T is the system tap weight vector, eo(n) is the system noise,
and d(n) is the system output. The time index, n, in wo(n) indicates that the sys-
tem tap weight vector is time varying. Henceforth, the superscripts ¤ and H denote
complex conjugate and complex conjugate transpose (Hermitian), respectively.
In the study of the tracking properties of an adaptive algorithm, it is usual to
model the time varying tap weight vector, wo(n), as a multivariate random walk
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process (see [19],[20]) characterized by the following di®erence equation,
wo(n+ 1) = wo(n) + "o(n); (2.2)
where "o(n) is the process noise vector. To prevent unlimited growth of the el-
ements of wo(n), as n increases, some researchers have suggested replacement of
the random walk process in (2.2) by a ¯rst order Markov process wo(n + 1) =
awo(n)+"o(n), where a is a constant slightly less than one. However, as discussed
in [22], when a is close to one, no signi¯cant di®erence is seen between the results
obtained by using either of the two models.
In addition, the following assumptions as per [18]-[20] are made:
1. The sequences eo(n), "o(n) and x(n) are zero mean stationary random pro-
cesses.
2. The sequences eo(n), "o(n) and x(n) are statistically independent of one
another.
3. The successive increments of "o(n) of the system tap weights are statistically
independent. However, the elements of "o(n) for a given nmay be statistically
dependent.
4. At a given time, n, the tap weight vector, w(n), of the adaptive ¯lter is
statistically independent of eo(n) and x(n). This assumption is commonly
known as the independence assumption and is commonly used in the analysis
of adaptive algorithms.
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2.3 Analysis of Mean Square Error of LMS Al-
gorithm in Tracking a Non-stationary Envi-
ronment
We now proceed with the analysis of the LMS algorithm in tracking a non-stationary
system as de¯ned in Section 2.2. The aim is to ¯nd the steady state mean square
error (MSE). The approach taken is similar to that in [19] where we consider the
general complex valued LMS algorithm. In [20], the real valued case is consid-
ered. For the complex valued LMS algorithm considered here, the following LMS
recursion
w(n + 1) = w(n) + ¹e¤(n)x(n) (2.3)
is used. This is a generalized formulation of the LMS algorithm allowing for the
analysis of a number of algorithms. For example, by choosing ¹ = ¹I, where
¹ is a the step-size parameter and I is the identity matrix, (2.3) reduces to the
conventional LMS algorithm. In (2.3), e(n) = d(n) ¡ y(n) is the output error,
y(n) = wH(n)x(n) is the adaptive ¯lter output, w(n) is the tap weight vector,
x(n) = [x0(n); x1(n) : : : xN¡1(n)]T is the input vector and ¹ is a diagonal matrix
consisting of the step-size parameters, ¹i; i = 0; 1; : : : ; N ¡ 1, for adapting the
various tap weights of the ¯lter.
We ¯rst note that
e(n) = d(n)¡wH(n)x(n)
= eo(n)¡ xH(n)v(n); (2.4)
where v(n) = w(n) ¡ wo(n) is the weight error vector. From (2.3), subtracting
wo(n + 1) on both sides of (2.3) and using (2.2) and (2.4) results in
v(n+ 1) = (I¡¹x(n)xH(n))v(n) + e¤o(n)¹x(n)¡ "o(n): (2.5)
By post-multiplying both sides of (2.5) by its transpose and taking statistical
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expectation, we obtain the following









where K(n) = E[v(n)vH(n)]. We note that eo(n) is independent of v(n) =
w(n) ¡ wo(n) because eo(n) is independent of w(n) (assumption 4) and "o(n)
(assumption 2). As a result, the ¯fth, sixth, tenth and eleventh terms in (2.6)
become zero. Similarly, the eighth and ninth terms of (2.6) also become zero be-
cause "o(n) is zero mean and independent of x(n) and v(n). The independence of
"o(n) and v(n) follows from the fact that v(n) is only a®ected by past values of
"o(n), and according to assumption 3, "o(n) is independent of its past observations.






where R = E[x(n)xH(n)]. Also assumption 2 implies that
E[jeo(n)j2x(n)xH(n)] = ¾2eoR; (2.9)
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where ¾2eo = E[jeo(n)j2. Finally, considering the independence of v(n) and x(n)
(assumption 4) and assuming that the elements of x(n) are Gaussian distributed,
we obtain the following using the Gaussian Moment Factoring Theorem (see [18]
and [20]),
E[x(n)xH(n)v(n)vH(n)x(n)xH(n)] = Rtr[RK(n)] +RK(n)R; (2.10)
where tr[¢] denotes trace of. Using these results in (2.6), the expression is simpli¯ed
to
K(n+ 1) = K(n)¡¹RK(n)¡K(n)R¹+ ¹R¹tr[RK(n)]
+¹RK(n)R¹+ ¾2eo¹R¹+G; (2.11)
where
G = E["o(n)"Ho (n)] (2.12)
is the correlation matrix of the system tap weight increments.
Since the excess mean square error at time n is given by
»ex(n) = E[jvH(n)x(n)j2]; (2.13)
and
E[jvH(n)x(n)j2] = tr[RK(n)]; (2.14)
therefore
»ex(n) = tr[RK(n)]; (2.15)
As all the underlying processes are assumed to be stationary, K(n) and »ex(n)
will be independent of n in the steady state. This means we may drop the time
index n from K(n) and »ex(n) at steady state. To obtain an expression for »ex(n),
we premultiply (2.11) by ¹¡1, followed by taking the trace. Assuming that the
algorithm has reached steady state such that K(n + 1) = K(n) = K, the result
becomes
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tr[RK] + tr[¹¡1KR¹] = tr[R¹]tr[RK]
+tr[RKR¹] + ¾2eotr[R¹]
+tr[¹¡1G]: (2.16)
By using the identity tr[AB] = tr[BA], we have tr[R¹] = tr[¹R], tr[RKR¹] =
tr[¹RKR] and tr[¹¡1KR¹] = [R¹¹¡1K] = tr[RK]. Hence (2.16) may be sim-
pli¯ed to obtain
2»ex = tr[¹R]»ex + tr[¹RKR] + ¾2eotr[¹R] + tr[¹¡1G]: (2.17)
According to [20], when the ¯lter length N is large, the term tr[¹RKR] can
be ignored as it is about an order of magnitude smaller than tr[¹R]»ex. With this
approximation, (2.17) reduces to
»ex = 12¡ tr[¹R] (¾
2
eotr[¹R] + tr[¹¡1G]): (2.18)
The misadjustment of the generalized LMS algorithm is then given by
M = »ex»min =
1
2¡ tr[¹R] (tr[¹R] + ¾
¡2
eo tr[¹¡1G]); (2.19)
where »min = ¾2eo is the minimum MSE of the ¯lter when w(n) = wo(n). When
the system to be modelled is time varying, (2.19) shows that there are two distinct
terms contributing to the misadjustment of the LMS algorithm. Accordingly, we
may write
M = Mnoise + Mlag; (2.20)
where
Mnoise = 12¡ tr[¹R] (tr[¹R]) (2.21)





is the lag misadjustment as it is due to the system tap weight increments "o(n). It
is also observed that decreasing the step-size parameters ¹i's decreases the noise
misadjustment but increases the lag misadjustment and vice versa. Therefore,
there is a need to choose step-size parameters that strike a balance between noise
and lag misadjustments to achieve a minimum overall misadjustment in a non-
stationary environment. This the subject of the next section.
2.4 Derivation of Optimum Step-Size Parame-
ters
In the formulation of the generalized LMS algorithm, the step-size parameter can
either be a single common step size (we shall call this the common step-size LMS
algorithm); or each tap weight can be updated with its own step-size parameter
(we refer to it as the multiple step-size LMS algorithm).
2.4.1 Optimum Step-Size Parameters For Multiple Step-
Size LMS Algorithm
Expanding (2.18), we obtain






where ¾2xi and ¾2"o;i are the variances of xi(n) and the ith element of "o(n), respec-
tively. The optimum values of the step-size parameters are obtained by setting the
derivatives of »ex with respect to ¹i's to zero, i.e.
@»ex
@¹i = 0; for i = 0; 1; : : : ; N ¡ 1; (2.24)
and solving for ¹i's to obtain
¹o;i = ¾"o;i¾xi
q»ex;o + ¾2eo ; for i = 1; 2; : : : ; N ¡ 1; (2.25)
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where the subscript `o' in ¹o;i denotes the optimum step-size parameter. Similarly
in »ex;o, it indicates that this is the excess MSE obtained using ¹o;i. By de¯ning









¹o;i = ¾"o;i´¾xi ; for i = 0; 1; ¢ ¢ ¢ ; N ¡ 1 (2.27)











The expression in (2.27) indicates that in a non-stationary environment, tap weights
with larger tap perturbations should be given larger step-size parameters. It also
suggests normalization of the step-size parameters by the signal level seen by the
various tap weights. Finally, it also shows that the step-size parameters should be
reduced as the error level at the ¯lter output increases.
2.4.2 Optimum Step-Size Parameter For Common Step-
Size LMS Algorithm
When a common step-size parameter is used, (2.18) is reduced to
»ex = 12¡ ¹tr[R] (¹¾
2
eotr[R] + 1¹tr[G]): (2.29)
Taking the derivative of »ex with respect to ¹, setting it to zero and solving for ¹,
the optimum ¹o that results in minimum excess MSE is given by [20] and [23],
¹o =
2
rtr[G]tr[R]qtr[R]tr[G] +qtr[R]tr[G] + 4¾2eo (2.30)
= tr[G]»ex;o : (2.31)
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The corresponding excess MSE is given by
»ex;o = (
qtr[R]tr[G] +qtr[R]tr[G] + 4¾2eo)qtr[R]tr[G]
2 (2.32)
Similar to the case involving multiple step-size parameters, the expression in (2.31)
indicates that in a non-stationary environment, if the combined tap weights per-
turbation is large, the step-size parameter should be increased correspondingly. It
also indicates that the step-size parameter should be reduced as the error level at
the ¯lter output increases. Compared to the case of multiple step-size parame-
ters, we would argue that if the tap weights are perturbed di®erently, then using
a common step-size will result in sub-optimum performance.
2.4.3 Stability Conditions
For the case of the conventional LMS algorithm, where a single common step-size
parameter, ¹ is used, a practical upper bound for ¹ is given by, [24],
¹ < 1tr[R] : (2.33)
As for the generalized LMS algorithm where multiple step-size parameters are
used, we may also derive an upper bound for the ¹i's as follows. De¯ning ~x(n) =
¹1=2x(n), ~v(n) = ¹¡1=2v(n), ~"o(n) = ¹¡1=2"o(n) and pre-multiplying both sides
of the recursion for v(n+1) in (2.5) by ¹¡1=2, the following recursion for ~v(n+1)
~v(n+ 1) = (I¡ ~x(n)~xH(n))~v(n) + e¤o(n)~x(n)¡ ~"o(n) (2.34)
is obtained. Comparing (2.34) with (2.5), we note that (2.34) is equivalent to
the conventional LMS algorithm with ¹ = 1. Hence, the stability of the multiple
step-size parameters LMS algorithm is achieved if







Substituting (2.36) into (2.35) and noting that tr[¹1=2R¹1=2] = tr[¹R], we obtain
tr[¹R] < 1: (2.37)
Equation (2.37) is a su±cient condition that may be imposed on the step-size
parameters to ensure the stability of the generalized LMS algorithm.
The upper bounds derived for the step-size parameter(s) in the common step-
size and multiple step-size LMS algorithms are important results that will be used
in the variable step-size LMS (VSLMS) algorithms to ensure stability of the algo-
rithms.
2.5 Existing Variable Step-Size LMS Algorithms
From Section 2.3, it is seen that in a non-stationary environment, the step-size pa-
rameter, ¹, of the least-mean-square (LMS) algorithm controls the amount of lag
misadjustment and noise misadjustment. The optimum value of ¹ which strikes a
balance between these two sources of noise is dependent on the parameters which
de¯ne the non-stationary channel as seen in (2.27) and (2.31); see also [18]-[20]
and [25], for example. However, in practice, the optimum value of the step-size
parameter, ¹, cannot be determined a-priori because the channel parameters are
unknown. In addition, a ¯xed ¹ may be unable to respond to channel param-
eters that are time varying, thereby resulting in poor performance. In the last
two decades, a number of variable step-size LMS (VSLMS) algorithms has been
developed to overcome the limitations of the conventional ¯xed step-size LMS al-
gorithm.
One class of such algorithms adjusts the step-size parameter, ¹, using a gradient
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descent technique so that it will converge to a value resulting in an acceptable
tracking behavior in the steady-state [18], [20]-[21], [26]-[35].
Other VSLMS algorithms adjust ¹ based on some other criteria (often heuristic
in nature) [36]-[43]. In this thesis, we will focus on the ¯rst class; namely, the
gradient adaptive step-size LMS algorithms.
Before going into the derivation of the VSLMS algorithm, we present an intu-
itive understanding behind the operation of the LMS algorithm as follows. In a
time-varying environment the value of the step-size parameter, ¹, determines the
level of lag misadjustment and noise misadjustment, with the former being propor-
tional to ¹¡1 and the latter proportional to ¹. Accordingly, a small ¹ results in a
small noise misadjustment but a large lag misadjustment, and vice versa. Hence, a
value of ¹ which strikes a balance between the two types of noise is optimum. We
also note that when a small ¹ is used leading to the lag misadjustment developing
to a large value, the adaptive ¯lter tap weights will fall behind their optimum val-
ues. In other words, the deviation between the ¯lter tap weights and the optimum
tap weights will become excessive. In that case, one would expect the measured
gradient of the mean square error (MSE), with respect to the ¯lter tap weights,
to show a particular direction consistently, i.e., the direction of the true gradient.
On the other hand, when a large ¹ is used such that the lag misadjustment is
small, the deviation between the ¯lter tap weights and the optimum tap weights
will be negligible. In this case, the measured gradient does not show a consis-
tent direction, i.e., it keeps changing direction. Hence, if we ¯nd a method that
checks the direction of the gradient vector and increases ¹ when it consistently
keeps one direction, and reduces ¹ when it keeps changing direction, we will have
a mechanism that automatically controls the step-size parameter ¹. This concept,
which is intuitively sound, has been the basis of an earlier derivation of the VSLMS
algorithm by Harris et al [27].
In order to derive the VSLMS algorithm, we note that the excess MSE, »ex, for
both the common step-size and multiple step-size LMS algorithms shown respec-
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tively in (2.29) and (2.23) is a convex function of the step-size parameter(s). This
means that the MSE
» = E[e2(n)] = »min + »ex (2.38)
is also a convex function of the step-size parameter(s). In the following subsections,
we discuss the derivations of the VSLMS algorithm that have been studied in [21],
[26], [29]-[30], [32]-[33]. We also discuss the advantages and disadvantages of these
variations with respect to each other. This study leads us to the developments of
a new class of VSLMS algorithms to be presented in the next chapter.
2.5.1 Classi¯cation and Naming Convention of the VSLMS
Algorithms
Two categories of VSLMS algorithms, common step-size algorithms (named with
pre¯x \c") and multiple step-size algorithms (named with pre¯x \m"), are pre-
sented in the subsequent sections. Within each category of VSLMS algorithms,
there are variations which will be di®erentiated by the Roman numeral. There
are also the two di®erent forms of step-size update recursions mentioned: linear
(named with su±x \L") and multiplicative updates (named with the su±x \M").
The common step-size and multiple step-size LMS algorithms using the optimum
step-size parameter(s) as per equation (2.31) and (2.27) are named m-OVSLMS
and c-OVSLMS, respectively.
2.5.2 Common Step-Size VSLMS Algorithm - Mathews'
Algorithm
The common step-size VSLMS algorithm to be derived in this section ¯rst appeared
in [26] in 1982 but it was Mathews and Xie [33], who emphasized and analyzed it
in depth in 1993. For ease of exposition, we refer to this algorithm as Mathews'
common step-size VSLMS algorithm.
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When a common step-size parameter is used, the LMS recursion for updating
the tap weights is
w(n+ 1) = w(n) + ¹(n)e¤(n)x(n): (2.39)
Here ¹(n) is the common step-size parameter which can be time-varying because
the system to be modelled is non-stationary, e(n) = d(n)¡y(n), d(n) is the desired
signal which is obtained from the system output, y(n) = wH(n)x(n) is the ¯lter
output and x(n) is the ¯lter tap-input vector. It is assumed that the number of
taps, N , in the LMS algorithm and the time-varying system is the same.
According to [26] and [32]-[33], the step-size parameter, ¹(n) is then adapted
by using the gradient recursion
¹(n) = ¹(n¡ 1)¡ ½2
@»
@¹(n¡ 1) ; (2.40)
where ½ is a small positive constant and » = E[e2(n)]. Following the same principle
as in the derivation of the LMS algorithm, a stochastic version of the gradient
recursion in (2.40) is given by
¹(n) = ¹(n¡ 1)¡ ½2
@je(n)j2
@¹(n¡ 1) : (2.41)
We note that in (2.41),
@je(n)j2












@¹(n¡ 1) = ¡x
H(n) @w(n)@¹(n¡ 1) : (2.43)
To evaluate @w(n)=@¹(n¡ 1), we note that the tap weight update recursion is
given by
w(n) = w(n¡ 1) + ¹(n¡ 1)e¤(n¡ 1)x(n¡ 1): (2.44)
Using (2.44) and assuming that w(n¡ 1) does not vary with ¹(n¡ 1),
@w(n)
@¹(n¡ 1) = e
¤(n¡ 1)x(n¡ 1): (2.45)
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Combining the above results,
¹(n) = ¹(n¡ 1) + ½< ne(n)e¤(n¡ 1)xH(n)x(n¡ 1)o : (2.46)
is obtained. The LMS recursion (2.39) together with the update equation (2.46)
give Mathews' common step-size VSLMS algorithm using linear updates. We also
refer to this algorithm as c-VSLMS-I-L as per the naming convention in Section
2.5.1. The pre¯x \c" indicates that a common step-size parameter is used while
the su±x \L" indicates that the update of ¹(n) is in a linear manner, as against
multiplicative update which will be introduced later.
2.5.3 Benveniste's Algorithm - Another Common Step-Size
VSLMS Algorithm
The derivation of the common step-size VSLMS algorithm (c-VSLMS-I-L) which
was given above treats successive values of ¹(n) as independent variables. Thus,
w(n ¡ 1) is assumed to be independent of ¹(n ¡ 1). Another derivation of the
common step-size VSLMS algorithm given by Benveniste et al [28]-[29], and also in
Kuzminskiy [26], does not make such an assumption. Instead, the approximation
@w(n)=@¹(n ¡ 1) ¼ @w(n)=@¹(n) is considered. Thus, taking derivative with
respect to ¹(n¡ 1) on both sides of (2.44), they obtain
Ã(n) = hI¡ ¹(n¡ 1)x(n¡ 1)xH(n¡ 1)iÃ(n¡ 1) + e¤(n¡ 1)x(n¡ 1) (2.47)
where Ã(n) = @w(n)=@¹(n¡ 1). The new step-size parameter update equation is
thus given as
¹(n) = ¹(n¡ 1) + ½<ne(n)xH(n)Ã(n)o (2.48)
where Ã(n) is obtained recursively according to (2.47). We name this algorithm
as c-VSLMS-II-L.
Direct implementation of the recursion (2.47) requires an order N 2 operations,
because of the involvement of theN -by-N matrix hI¡ ¹(n¡ 1)x(n¡ 1)xH(n¡ 1)i.
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However, fortunately, a close look at (2.47) reveals that it can be rearranged as
Ã(n) = Ã(n¡ 1) + [e¤(n¡ 1)¡ ¹(n¡ 1)xH(n¡ 1)Ã(n¡ 1)]x(n¡ 1): (2.49)
We may also note that the inner product xH(n¡1)Ã(n¡1) in (2.49) can be shared
with the inner product xH(n)Ã(n) of (2.48), in the previous iteration. With these
rearrangements, we ¯nd that although the Benveniste's algorithm is somewhat
more involved than the Mathews' algorithm, the di®erence between the operation
count of the two algorithms is not signi¯cant.
The earlier work on Benveniste's algorithm focused on reducing its complexity.
For example, Kuzminskiy [26], concentrated on overcoming the complexity of the
algorithm where he showed that by using Mathews' algorithm (a simpli¯cation of
Benveniste's algorithm), there is little loss of accuracy for the conditions he inves-
tigated. In 1990, Bragard and Jourdain [31], also mentioned this algorithm but
again with very little appreciation because of the perceived complexity. Hence, re-
sults presented in there were on a new simpli¯ed algorithm that was quite di®erent
from the original algorithm. Kushner and Yang [30], investigated this algorithm
and provided certain proof on its convergence properties together with simulation
data. However, all the above researchers have concentrated on a single step-size
parameter. In this thesis, we extend this algorithm to multiple step-size param-
eters and highlight the inherent ¯ltering properties of the algorithm (speci¯cally
smoothing of the gradient estimate) which have not been noted in earlier reports.
With this di®erent view, we are able to further simplify the algorithm in Chapter
3 without degradation in performance.
2.5.4 Mathews' Multiple Step-Size VSLMS Algorithm
When multiple step-size parameters are used for di®erent tap weights, the following
LMS recursions for updating the tap weights
wi(n+ 1) = wi(n) + ¹i(n)e¤(n)x(n¡ i); i = 0; 1; ¢ ¢ ¢ ; N ¡ 1 (2.50)
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are used where wi(n) and x(n ¡ i) are the i-th elements of the vectors w(n) and
x(n), respectively, and ¹i(n) is the i-th time-varying step-size parameter. The
step-size parameters for the di®erent tap weights of the ¯lter are then updated
according to the recursions
¹i(n) = ¹i(n¡ 1)¡ ½2
@je(n)j2
@¹i(n¡ 1) ; i = 0; 1 ¢ ¢ ¢ ; N ¡ 1: (2.51)
Similar to the derivation of the Mathews' common step-size VSLMS algorithm, we
obtain from (2.51) the following step-size update recursion for each step-size, ¹i,
¹i(n) = ¹i(n¡ 1) + ½<fe(n)e¤(n¡ 1)x¤(n¡ i)x(n¡ 1¡ i)g; (2.52)
for i = 0; 1; : : : ; N ¡ 1. We refer to this algorithm as m-VSLMS-I-L where the
pre¯x \m" indicates that multiple step-size parameters are used.
2.5.5 Benveniste's Multiple Step-Size VSLMS Algorithm
Another version of the multiple step-size algorithm can also be derived if we follow
the approach of Benveniste et al described in Section 2.5.3. Starting with (2.51),
we arrive at the following recursions:
¹i(n) = ¹i(n¡1) + ½<fe(n)x¤(n¡i)Ãi(n)g ; for i = 0; 1; ¢ ¢ ¢ ; N¡1; (2.53)
Ãi(n) ¢= @wi(n)@¹i(n¡1) = [1¡¹i(n¡1)jx(n¡1¡i)j
2]Ãi(n¡1)+e¤(n¡1)x(n¡1¡i): (2.54)
We refer to this algorithm as m-VSLMS-II-L.
2.5.6 Multiplicative Update Versus Linear Update Of Step-
Size Parameter
In [21], it is noted that the recursion (2.52) may also be replaced by the following
update equation
¹i(n + 1) = [1 + ½<fe(n)x¤(n¡ i)e¤(n¡ 1)x(n¡ 1¡ i)g]¹i(n): (2.55)
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We refer to (2.55) as multiplicative update recursion as against that in (2.52) which
is called linear update recursion. In [21], it is found that the multiplicative updates
outperform their linear counterparts in general. Hence, for the rest of this thesis,
we will focus on the algorithms employing multiplicative updates.
We name the algorithm resulting from the use of (2.55) m-VSLMS-I-M, where
the su±x \M" refers to the multiplicative nature of the updates. We also note
that both (2.52) and (2.55) converge to the same set of step-size parameters, and
for a small ½, this occurs when E [<fe(n)x¤(n¡ i)e¤(n¡ 1)x(n¡ 1¡ i)g] = 0, for
i = 0; 1; ¢ ¢ ¢ ; N ¡ 1.
2.5.7 Normalization of Adaptation Parameter ½
Another useful modi¯cation to the VSLMS algorithm that has been noted in [21]
is the normalization of the parameter ½ with respect to a short-term average of the
square of the gradient estimate. This is done by replacing ½ by
½i(n) = ½oÁi(n) ; i = 0 : : : N ¡ 1 (2.56)
where ½o is a common constant and Ái(n) is a short-term average estimate of
je(n)x¤(n¡ i)j2 which may be obtained by using the recursion
Ái(n) = ¯Ái(n¡ 1) + (1¡ ¯)je(n)x¤(n¡ i)j2; (2.57)
where the parameter ¯ is a constant smaller than but close to one.
2.5.8 Sign Algorithms
A simpli¯cation of the VSLMS algorithm may be obtained by using only the signs
of the gradient estimates in updating the step-size parameter(s) [21]. This simpli-
¯cation may only be e®ective in hardware (or custom designs), but not necessarily
in software implementation on DSP processors. As such, we will not consider this










Figure 2.2: Simulation set-up for comparing tracking performance of existing com-
mon step-size VSLMS algorithms.
2.6 Performance of Common Step-Size VSLMS
Algorithms
In this section, the performance of only the multiplicative update version of Math-
ews' (c-VSLMS-I-M) and Benveniste's (c-VSLMS-II-M) algorithms is compared
since it is noted in [21] that they generally outperform their linear update counter-
parts. Furthermore the parameter, ½ for updating the step-size parameter is also
normalized as suggested in Section 2.5.7.
2.6.1 Simulation Set-up
Figure 2.2 shows the simulation set-up used to compare the performance of the
common step-size VSLMS algorithms. The input, x(n), to the plant and adaptive
¯lter is a zero-mean white Gaussian process of unit variance, i.e., ¾2x = 1. The
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desired plant output, d(n), is corrupted with a zero-mean white Gaussian noise,
eo(n), with variance of ¾2eo. The plant is modelled as a transversal ¯lter whose
tap-weight vector, wo(n), is a multivariate random-walk process where wo(n) =
wo(n ¡ 1) + "o(n) and ¾2²o = 10¡6. Without loss of generality, the initial value
of wo(n) is set to a length N vector of zeros. Both the plant and adaptive ¯lter
length are chosen to be 16.
The step-size parameter is checked at the end of every iteration of the algorithm
and limited to stay within a range which satis¯es ¹ < 1=tr[R] [24], to ensure the
stability of LMS algorithm. When this is not satis¯ed, the step-size parameter
is hard limited to 1=tr[R]. Note that the limit here is for the complex-valued
LMS algorithm. This follows the approach reported in [33] since the conditions on
½ guaranteeing the convergence of the LMS algorithm are di±cult to derive. The
step-size parameter is also hard limited to the minimum value of ¹min = 0:001=tr[R]
if it goes below it. Here tr[¢] denotes trace of and R=PiE [jx(n¡ i)j2] = Pi ¾2xi .
Note that ¾2xi can be estimated by using the recursion, ¾^2xi(n) = ¸¾^2xi(n¡ 1)+ (1¡
¸)jx(n ¡ i)j2, where 0 < ¸ < 1. The parameter ½ is chosen such that the excess
MSE's and also the temporal root-mean-square (rms) excess MSE [47], obtained
for all algorithms are about the same. This ensures a fair comparison of the
convergence speed and the steady-state behavior of various algorithms. This is
because a larger ½ achieves faster convergence and sometimes lower (average) excess
MSE but causes large °uctuations of the temporal excess MSE about its average
value. The initial convergence of the adaptive ¯lter tap weights is bypassed by
starting each simulation run with w(0) = wo(0). The subsequent changes of wo(n)
are then tracked by w(n).
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2.6.2 Mathews' Vs Benveniste's Common Step-Size VSLMS
Algorithms
Figure 2.3 shows the performance of Mathew's and Benveniste's common step-size
VSLMS algorithm obtained from ensemble averaging of 50 independent runs for
¹(n) and the mean square norm of the coe±cient error vector, tr[K], as a function
of time. Here tr[K] = E hvH(n)v(n)i and v(n) = w(n)¡wo(n). The performance
obtained using the optimum step-size VSLMS algorithm is also presented as a
baseline for comparison.
Multiplicative update of the step-size parameter based on (2.55) in Section
2.5.6 is used. The step-size adaptation parameter, ½o = 2 £ 10¡4, is used in
all the algorithms. The variance of the plant measurement noise is, ¾2eo = 0:01,
resulting in a SNR of 20 dB. Both algorithms converge towards the optimum step-
size parameter predicted by theory, with Benveniste's algorithm (c-VSLMS-II-M)
converging much faster than Mathews' algorithm (c-VSLMS-I-M).
2.6.3 Performance Under High And Low SNR
Next we investigate the performance of Mathews' and Benveniste's common step-
size VSLMS algorithm when the SNR is low. The SNR is reduced to 10 dB and 4
dB while the rest of the simulation parameters are the same as that in Section 2.6.2.
Figure 2.4 presents the mean square norm of the coe±cient error vector, tr[K], as
a function of time. As the SNR is reduced, the time taken to reach the optimum
tr[K] by Mathews' algorithm is increased. On the other hand, there is no signi¯cant
increase in the time taken to reach the optimum tr[K] by Benveniste's algorithm.
The results therefore clearly show the superiority of Benveniste's algorithm over
Mathews' algorithm, especially when the SNR is low.
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Figure 2.3: Performance of c-VSLMS-I-M vs c-VSLMS-II-M algorithms.
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c - V S L M S - I - M ,  S N R = 20 d B  
c - V S L M S - I - M ,  S N R = 10 d B  
c - V S L M S - I - M ,  S N R = 4 d B   
c - V S L M S - I I - M ,  S N R = 20 d B
c - V S L M S - I I - M ,  S N R = 10 d B
c - V S L M S - I I - M ,  S N R = 4 d B  
c - V S L M S - I - M ,  ( L e f t  t o  R i g h t  : S N R =  4, 10, 20 d B )  
c - V S L M S - I I - M ,  ( L e f t  t o  R i g h t  : S N R =  4, 10, 20 d B )  
Figure 2.4: Performance of c-VSLMS-I-M vs c-VSLMS-II-M algorithms for high
and low SNR.
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2.7 Performance of Multiple Step-Size VSLMS
Algorithms In Tracking A Multipath Chan-
nel
In this section, we show the results obtained by Mathews' common and multi-
ple step-size algorithms in tracking a 2-paths multipath channel to highlight the
situation where the multiple step-size VSLMS algorithms are optimum compared
to their common step-size counterparts. This is followed by a comparison of the
performance of Mathews' and Benveniste's multiple step-size VSLMS algorithms.
2.7.1 Non-stationary Channel Model
We consider the application of the VSLMS algorithm in the identi¯cation of a
multipath communication channel. The multipath channel is a 2-path Rayleigh
fading channel with impulse response
c(t) = a1(t)±(t) + a2(t)±(t¡ ¿(t)); (2.58)
where ¿(t) is the delay between the ¯rst and second path. a1(t) and a2(t) are the
channel coe±cients which are assumed to be uncorrelated with one another. Thus,
the combined continuous-time impulse response consisting of the transmitter and
receiver ¯lter and the multipath channel is given as,
ht(to) = a1(to)p(t) + a2(to)p(t¡ ¿(to)); (2.59)
where to is the time the channel response is measured and p(t) is the raised cosine
pulse with roll-o® factor, ®. The roll-o® factor is chosen to balance the transmission
bandwidth requirements and the amount of envelop variations which impact the
linearity requirements of the power ampli¯er.
The discrete-time combined channel model to be tracked by the adaptive ¯lter
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Figure 2.5: Simulation set-up for comparing tracking performance of existing mul-
tiple step-size VSLMS algorithms.





and it is related to the continuous-time combined channel response in the following
equation,
wo;i(n) = hiT (nT ); for i = 0; 1; : : : ; N ¡ 1; (2.61)
where nT is the time at which the discrete-time combined channel is measured.
The propagation delays and channel coe±cients in (2.59) are functions of time




Figure 2.5 shows the simulation model. The data symbols, x(n), are QPSK sym-
bols with unity variance, at a rate of 1=T . a1(nT ) and a2(nT ) are generated inde-
pendently by passing independent complex-valued unity variance white Gaussian
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sequences through a single-pole lowpass ¯lter given by
H(z) =
p1¡ °2
1¡ °z¡1 : (2.62)
This simulates the fading process commonly encountered in land mobile commu-
nications. The parameter ° is equal to 1 ¡ (¼fd=2400) where fd is proportional
to the multipath channel fading rate in Hertz and 2400 is the data baud rate.
The normalized fading rate is then given approximately by 2fd=(2400). The mul-
tipath channel variations can be controlled by varying the rate the second path
moves away from the ¯rst path and/or the value of fd. The parameter ½ is nor-
malized with respect to an estimate of E [je(n)x¤i (n)Ãi(n)j], for i = 0 : : : N ¡ 1,
similar to that proposed in [20]. It is determined by using the recursive equations
Ái(n) = ¯Ái(n¡1)+(1¡¯)je(n)x¤(n¡ i)Ãi(n)j, where ¯ is a forgetting factor close
to but less than one and ¯ = 0:95 is used in all simulations. The parameter ½o is
chosen to achieve the best excess MSE for each of the algorithms. Hence, it may
di®er among the algorithms. In each experiment, the results are ensemble averaged
over 40 independent runs. For each algorithm, one of the step-size parameters and
the mean square norm of the coe±cient error vector, tr[K] (tr[K] = E hvH(n)v(n)i
where v(n) = w(n)¡wo(n)), as a function of time are plotted. The step-size pa-
rameters are checked at the end of every iteration of the algorithm and limited
to stay within a range which satis¯es tr[¹R] < 1 (see Section 2.4.3 and [20]) to
ensure stability of the LMS algorithm. When this is not satis¯ed, all the step-size
parameters are scaled down by the same factor such that tr[¹R] reduces to its up-
per bound 1. The step-size parameters are also hard-limited to the minimum value
of ¹min = 0:01=tr[R]. This ensures that they do not become too small causing the
adaptation process to stall.
2.7.3 Multiple Step-Size Vs Common Step-Size
Figure 2.6 compares the performance of the common step-size and multiple step-
size VSLMS algorithms in tracking a 2-path multipath channel where each tap's
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Figure 2.6: Performance of c-VSLMS-I-M vs m-VSLMS-I-M algorithms in tracking
a 2-path multipath channel where the perturbations for each tap are di®erent.
perturbations are di®erent. The results obtained using the optimum common step-
size and multiple step-size VSLMS algorithms are also shown as a baseline of com-
parison. The channel's fading rate parameter, fd = 1 Hz and the second multipath
moves away from the ¯rst multipath according to ¿(nT ) = 2T + nT=10000. This
corresponds to a slow normalized fading rate of 0:001. The performance of the
algorithms tracking a much higher channel variation will be done in Chapter 3.
This is achieved by increasing the rate at which the second multipath moves away
from the ¯rst multipath by 10 times. The average signal-to-noise ratio (SNR) at
the channel output is 20 dB. The value of ½o used to adapt the common step-size
parameter in c-VSLMS-I-M is ½o = 4 £ 10¡5 while that used in m-VSLMS-I-M is
½o = 2 £ 10¡2. The results clearly show that when the perturbations of the tap
weights are di®erent, the multiple step-size VSLMS algorithm is superior compared
to the common step-size algorithm.
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2.7.4 Mathews' Vs Benveniste's Multiple Step-Size VSLMS
Algorithms
Figure 2.7 compares the performance of Mathews' and Benveniste's multiple step-
size VSLMS algorithms in tracking a 2-path multipath channel where the SNR
is 20 dB. Clearly, Benveniste's (m-VSLMS-II-M) algorithm tracks closely to the
optimum step-size VSLMS algorithm while Mathews' (m-VSLMS-I-M) algorithm
has poorer performance.
Notice the shape of the optimum step-size parameter in Figure 2.7a. As shown
in Section 2.7.1, the discrete time combined channel model to be tracked by the
adaptive ¯lter is given by (2.60) and that p(t) in the channel response corresponds
to the raised cosine pulse with roll-o® factor ®. In this case ® = 0:5. As the second
multipath moves away from the ¯rst path, each of the channel taps traces the
shape of the raised cosine ¯lter. Di®erent channel taps will reach the peak of the
raised cosine pulse at di®erent time. The perturbations of each of these taps are
proportional to the power of the raised cosine pulse. Since the optimum value of
each step-size parameter is proportional to the perturbations as given in (2.27), we
notice the characteristics shape of the optimum step-size parameter which traces
the shape proportional to the absolute value of the raised cosine pulse. As for the
periodicity in Figure 2.7b, it is due to the increasing echo delay passing through
integer number of symbols.
As we decrease the SNR, results shown in Figure 2.8 demonstrate that Ben-
veniste's (m-VSLMS-II-M) algorithm is still able to track closely to the optimum
step-size VSLMS algorithm under low SNR conditions while Mathew's (m-VSLMS-
I-M) algorithm shows increasing degradation in performance as the SNR is de-
creased.
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Figure 2.7: Performance of m-VSLMS-I-M vs m-VSLMS-II-M algorithms in track-
ing a 2-path multipath channel where the perturbations for each tap are di®erent.
SNR=20 dB.
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m - V S L M S - I - M ,   S N R =  0 d B  
m - V S L M S - I I - M ,  S N R =  0 d B  
m - O V S L M S ,      S N R =  0 d B  
m - V S L M S - I - M ,   S N R = 10 d B  
m - V S L M S - I I - M ,  S N R = 10 d B  
m - O V S L M S ,       S N R = 10 d B
m - V S L M S - I - M ,    S N R = 20 d B
m - V S L M S - I I - M ,   S N R = 20 d B
m - O V S L M S ,       S N R = 20 d B
Figure 2.8: Performance of m-VSLMS-I-M vs m-VSLMS-II-M algorithms in track-
ing a 2-path multipath channel from low to high SNR.
2.8 Summary
In this chapter, the problem of tracking a non-stationary environment is formulated
followed by an analysis of the mean square error of the LMS algorithm in tracking
a non-stationary system using a generalized formulation proposed in [19]-[20]. This
is followed by derivation of the optimum step-size(s) for the common step-size and
multiple step-size LMS algorithms. The results indicate that if the perturbations of
each tap weight are di®erent, then the multiple step-size algorithm is optimum in-
stead of the common step-size algorithm. The stability conditions for the common
step-size and multiple step-size LMS algorithms are also discussed and the results
are used to limit the step-size value in the VSLMS algorithms. Existing variable
step-size LMS algorithms and various extensions that adapt the step-size param-
eter(s) towards the optimum value(s) are then reviewed. Two existing classes of
VSLMS algorithms, namely Mathews' and Benveniste's algorithms are reviewed.
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These algorithms are shown to converge to the optimum step-size(s) predicted by
theory. We note that one advantage of Mathews' algorithm over Benveniste's al-
gorithm is its simplicity. However, this causes degradation in performance when
the measurement noise is high relative to the variation noise at the ¯lter output
due to the plant's time variations. On the other hand, Benveniste's algorithm out-
performs Mathews' by smoothing the gradient vector estimates that are used to
update the LMS algorithm step-size parameter(s). However, it is computationally
more involved than Mathews' algorithm.
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Chapter 3
A New Class of Variable
Step-Size LMS Algorithms
3.1 Introduction
As highlighted in Chapter 2, in a non-stationary environment, the optimum value
of the step-size parameter, ¹, of the least-mean-square (LMS) algorithm strikes a
balance between the amount of lag noise and gradient noise. However, in practice,
the optimum value of the step-size parameter, ¹, cannot be determined a-priori due
to unknown channel parameters. In addition, a ¯xed ¹ may not respond to non-
stationary channel parameters, thereby resulting in poor performance. To deal with
this problem, a number of variable step-size LMS (VSLMS) algorithms have been
developed in the last two decades and these are reviewed in the previous chapter.
Two earlier reported classes of these algorithms which employ the gradient descent
technique to adjust the step-size parameter are Mathews' algorithm, (named as
c-VSLMS-I in Chapter 2) and Benveniste's algorithm, (named as c-VSLMS-II in
Chapter 2), focusing on a common step-size.
One advantage of Mathews' algorithm over Benveniste's algorithm is its sim-
plicity. However, this causes degradation in performance when the measurement
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noise is high relative to the variation noise at the ¯lter output due to the sys-
tem tap weight vector time variations (see Chapter 2, Section 2.6.3 and 2.7.4).
In this case, the adaptation parameter used to update the LMS algorithm step-
size parameter(s) needs to be relatively small for the mean square error (MSE)
to converge to its optimum value. Consequently, the speed of convergence of the
step-size parameter(s) is slowed down. On the other hand, Benveniste's algorithm
outperforms Mathews' by smoothing the gradient vector estimates that are used to
update the LMS algorithm step-size parameter(s). However, it is computationally
more involved than Mathews' algorithm.
There are other variations of the basic algorithm of Mathews and Benveniste.
One of them uses multiple ¹'s to update the di®erent ¯lter tap weights resulting in
the multiple step-size VSLMS algorithm, (see Chapter 2, Section 2.5.4 as well as
[21] and [33]). This achieves better tracking behavior compared to using a common
step-size parameter when identifying a multipath communications channel as pre-
sented in Section 2.7.3 of Chapter 2 and also reported in [20] and [21]. It also over-
comes the problem of compensating non-existent tap weights of the communica-
tions channel [45]. Another area where the multiple step-size algorithm is e®ective
is in acoustic echo cancellation [46]. Yet another variation of the VSLMS algorithm
is obtained when the linear update recursion of ¹'s is replaced by the multiplicative
update recursion. This outperforms its linear counterpart in general. See Chapter
2 and Table 1 may be examined for di®erences in linear updates and multiplicative
updates. It is noted in [21] that it is useful to normalize the parameter ½ (used to
update ¹) with respect to an estimate of the gradient power, E [je(n)x¤(n¡ i)j2j].
This is done by replacing ½ with ½i(n) = ½o=Ái(n) i = 0 : : : N ¡ 1, where ½o is a
common constant and Ái(n), an estimate of the gradient power, may be obtained
by using the recursion Ái(n) = ¯Ái(n ¡ 1) + (1¡ ¯)je(n)x¤(n ¡ i)j2. Here, ¯ is a
constant smaller than but close to one.
Throughout this chapter, wo(n) and w(n) denote the length-N plant and adap-
tive ¯lter weight vectors, respectively. x(n) = [x(n) x(n¡ 1) ¢ ¢ ¢ x(n ¡N + 1)]T
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is the ¯lter tap-input vector, d(n) is the desired output of the ¯lter, and e(n) =
d(n)¡wH(n)x(n). The superscripts ¤, T and H denote conjugate, transpose and
Hermitian, respectively, and <fxg denotes real part of x.
The rest of the chapter is organized as follows. Section 3.2 describes a new class
of common and multiple step-size VSLMS algorithms. This class of algorithms
outperforms Mathews' algorithms and has the same performance as Benveniste's
algorithm, but without incurring the complexity of Benveniste's algorithm. We
also o®er an explanation for why our proposed and Benveniste's algorithms show
better tracking performance over Mathews' algorithms. In Section 3.3, the var-
ious algorithms studied are listed together with their step-size update equations
and computational complexity. This is followed by a thorough comparison of the
proposed new class of common and multiple step-size VSLMS algorithms with ex-
isting algorithms in Section 3.4. Finally, Section 3.5 summarizes the ¯ndings in
this chapter.
3.2 A New Class of VSLMS Algorithms
In this section, we propose a simpli¯cation to Benveniste's algorithm which leads
to a new class of VSLMS algorithms with comparable performance to the original
Benveniste's algorithm but with reduced complexity. The proposed simpli¯cation
will be best explained by starting with a formulation of the multiple step-size
Benveniste's algorithm although the original Benveniste's VSLMS algorithm uses
a common step-size parameter for all the ¯lter taps. We thus begin with this
formulation of Benveniste's algorithm.
3.2.1 Benveniste's Multiple Step-Size Algorithm
As presented in Chapter 2, starting with the multiple step-size parameters update
equation and following the approach of Benveniste et al, we arrive at the following
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recursions:
¹i(n) = ¹i(n¡1) + ½<fe(n)x¤(n¡i)Ãi(n)g ; for i = 0; 1; ¢ ¢ ¢ ; N¡1; (3.1)
Ãi(n) ¢= @wi(n)@¹i(n¡1) = [1¡¹i(n¡1)jx(n¡1¡i)j
2]Ãi(n¡1)+ e¤(n¡1)x(n¡1¡i): (3.2)
3.2.2 A New Class of Multiple Step-Size VSLMS Algo-
rithm
In (3.2), if we de¯ne ±i(n¡1) = ¹i(n¡1)jx(n¡1¡i)j2 and substitute for Ãi(n¡1)











Noting that ±i(k)'s are small numbers since ¹i's are small, we may write Qn¡1k=0(1¡
±i(k)) ¼ 1¡Pn¡1k=0 ±i(k) ¼ 1¡n±i;ave ¼ (1¡±i;ave)n where ±i;ave is the average value
of ±i(k)'s. Similarly, Qn¡2¡jk=0 (1¡±i(k)) ¼ (1¡±i;ave)n¡1¡j: Thus, we obtain




= (1¡±i;ave)Ãi(n¡1) + x(n¡i¡1)e¤(n¡1): (3.4)
Next, we may replace 1¡ ±i;ave by a constant ® smaller than but close to one. This
leads to the recursion
Ãi(n) = ®Ãi(n¡1) + x(n¡i¡1)e¤(n¡1): (3.5)
We propose this recursion as a replacement for (3.2). This clearly simpli¯es the
update equation (3.2) of Benveniste's algorithm. Mathews' algorithm is obtained
when ® is set equal to zero. This, of course, is the simplest algorithm among the
three.
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3.2.3 Gradient Filtering View of the Proposed and Ben-
veniste's Algorithms
The recursive equation (3.5) may be viewed as follows. The process Ãi(n) is ob-
tained by passing the noisy gradient term x(n ¡ i ¡ 1)e¤(n ¡ 1) through a ¯lter
with the transfer function B(z) = 11¡®z¡1 . For ® close to but smaller than one,
this corresponds to a lowpass ¯ltering operation which e®ectively takes a weighted
average of the present and past observation. This, to a great extent, reduces the
noise content of the past gradient vector resulting in a more stable (less noisy)
adaptation of the step-size parameters, when compared with Mathews' algorithm
for which ® = 0.
In Benveniste's algorithm, the operation of lowpass ¯ltering is also carried out
in the same manner, with the di®erence that the constant coe±cient ® is replaced
by the input dependent variable coe±cient 1¡¹i(n¡1)jx(n¡1¡i)j2.
3.2.4 A New Class of Common Step-Size VSLMS Algo-
rithm
With the above understanding of the multiple step-size Benveniste's algorithm, the
simpli¯ed common step-size Benveniste's algorithm is derived as follows. Recall
that in the common step-size Benveniste's algorithm,
Ã(n) = hI¡ ¹(n¡ 1)x(n¡ 1)xH(n¡ 1)iÃ(n¡ 1) + e¤(n¡ 1)x(n¡ 1) (3.6)
where Ã(n) = @w(n)=@¹(n ¡ 1). As in the case of the multiple step-size Ben-
veniste's algorithm, the elements of hI¡ ¹(n¡ 1)x(n¡ 1)xH(n¡ 1)i in (3.6) are
values close to one. Following the same line of reasoning in deriving the simpli¯ed
multiple step-size Benveniste's algorithm, hI¡ ¹(n¡ 1)x(n¡ 1)xH(n¡ 1)i is re-
placed by a constant ® close to one. This greatly simpli¯es the calculation of (3.6).
Hence for the simpli¯ed common step-size Benveniste's algorithm, we have
Ã(n) = ®Ã(n¡ 1) + e¤(n¡ 1)x(n¡ 1): (3.7)
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The update equation for the common step-size parameter, ¹(n), is then
¹(n) = ¹(n¡ 1) + ½<fe(n)xH(n)Ã(n)g: (3.8)
3.3 Classi¯cation of the Algorithms and Compu-
tational Complexity
Table 3.1 summarizes the various algorithms investigated including a count of the
number of multiplication and addition operations needed. Two categories of algo-
rithms, common step-size algorithms (named with pre¯x \c") and multiple step-size
algorithms (named with pre¯x \m"), are presented. The table also highlights the
two di®erent forms of step-size update recursions mentioned: linear (named with
su±x \L") and multiplicative updates (named with the su±x \M"). The meanings
of linear and multiplicative updates are understood from the context in Table 1.
The multiple step-size and common step-size LMS algorithms using the optimum
step-size parameter(s) as derived in Chapter 2, Section 2.4.1 and 2.4.2 are named
m-OVSLMS and c-OVSLMS, respectively.
3.4 Simulation Results
This section presents a thorough relative performance study of the new class of
algorithms with the existing Mathews' and Benveniste's algorithms. This study is
done in the context of plant modelling (Section 3.4.1) and multipath channel iden-
ti¯cation (Section 3.4.2). The performance of the algorithm in other applications,
e.g. echo cancellation is not investigated in this chapter and may be di®erent. The
results show that the proposed algorithms outperform their previous counterparts.
Only the results for multiplicative updates are presented, having noted that they
outperform their linear counterparts in general [21]. The detailed comparison of
Mathews' and Benveniste's algorithms presented here has not been given in any
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Table 3.1: Classi¯cation of VSLMS Algorithms and Complexity
Algorithm Name Step-Size Update Equations No. of complex
multiply(add)z
Mathews' c-VSLMS-I-L ¹(n) = ¹(n¡1)+ 3N(2N)
common ½<fe(n)xH(n)e¤(n¡1)x(n¡1)g
step-size c-VSLMS-I-M ¹(n) = ¹(n¡1)£ 3N(2N)
[1+½<fe(n)xH(n)e¤(n¡1)x(n¡1)g]
Benveniste's c-VSLMS-II-L ¹(n) = ¹(n¡1)+½<fe(n)xH(n)Ã(n)g 5:5N(4:5N)
common Ã(n) = £I¡¹(n¡1)x(n¡1)xH(n¡1)¤£
step-size Ã(n¡1)+e¤(n¡1)x(n¡1)




Proposed c-VSLMS-III-L ¹(n) = ¹(n¡1)+½<fe(n)xH(n)Ã(n)g 3:5N(2:5N)
simpli¯ed Ã(n) = ®Ã(n¡1)+e¤(n¡1)x(n¡1)
Benveniste's c-VSLMS-III-M ¹(n) = ¹(n¡1)[1+½<fe(n)xH(n)Ã(n)g] 3:5N(2:5N)
common step-size Ã(n) = ®Ã(n¡1)+e¤(n¡1)x(n¡1)
Mathews' m-VSLMS-I-L ¹i(n) = ¹i(n¡1)+ 5N(1:5N)
multiple ½i<fe(n)x¤(n¡i)x(n¡1¡i)e¤(n¡1)g
step-size m-VSLMS-I-M ¹i(n) = ¹i(n¡1)£ 5N(1:5N)
[1+½i<fe(n)x¤(n¡i)x(n¡1¡i)e¤(n¡1)g]
Benveniste's m-VSLMS-II-L ¹i(n) = ¹i(n¡1)+½i<fe(n)x¤(n¡i)Ãi(n)g 6N(2:5N)
multiple Ãi(n) = [1¡¹i(n¡1)jx(n¡1¡i)j2]£
step-size Ãi(n¡1)+x(n¡1¡i)e¤(n¡1)
m-VSLMS-II-M ¹i(n) = [1+½i<fe(n)x¤(n¡i)Ãi(n)g]¹i(n¡1) 6N(2:5N)
Ãi(n) = [1¡¹i(n¡1)jx(n¡1¡i)j2]£
Ãi(n¡1)+x(n¡1¡i)e¤(n¡1)
Proposed m-VSLMS-III-L ¹i(n) = ¹i(n¡1)+½i<fe(n)x¤(n¡i)Ãi(n)g 5:5N(2N)
simpli¯ed Ãi(n) = ®Ãi(n¡1)+x(n¡1¡i)e¤(n¡1)
Benveniste's m-VSLMS-III-M ¹i(n) = [1+½i<fe(n)x¤(n¡i)Ãi(n)g]¹i(n¡1) 5:5N(2N)
multiple step-size Ãi(n) = ®Ãi(n¡1)+x(n¡1¡i)e¤(n¡1)
z The operations include computation of the ¯lter output, the tap weights and step-size
parameter(s) updates, and the updates of the normalizing factor Ái(n) for ½.
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previous report. The results obtained using c-OVSLMS and m-OVSLMS are used
as baseline for evaluating the performance of the various versions of the VSLMS
algorithm.
3.4.1 Tracking a Time-Varying Plant Using Proposed c-
VSLMS Algorithms
The input, x(n), to the plant and adaptive ¯lter is a zero-mean white Gaussian
process of unit variance. The desired plant output, d(n), is corrupted with a zero-
mean white Gaussian noise, eo(n), with variance of 0:01. The plant is modelled
as a transversal ¯lter whose tap-weight vector, wo(n), is a multivariate random-
walk process where wo(n) = wo(n ¡ 1) + "o(n) and ¾2²o = 10¡6. Without loss of
generality, the initial value of wo(n) is set to a length N vector of zeros. Both the
plant and adaptive ¯lter length are chosen to be 16. The parameter ® used in the
proposed algorithm (c-VSLMS-III-M) is set equal to 0:95. The step-size parameter
is checked at the end of every iteration of the algorithm and limited to stay within
a range which satis¯es ¹ < 1=tr[R], to ensure the stability of the LMS algorithm.
When this is not satis¯ed, the step-size parameter is hard limited to 1=tr[R]. This
follows the approach in [33] since the conditions on ½ guaranteeing the convergence
of the LMS algorithm are di±cult to derive. Note that, the limit here is for the
complex-valued LMS algorithm [24]. R=PiE [jx(n¡ i)j2] = Pi ¾2xi and ¾2xi can
be estimated by using the recursion, ¾^2xi(n) = ¸¾^2xi(n ¡ 1) + (1 ¡ ¸)jx(n ¡ i)j2,
where 0 < ¸ < 1.
The parameter ½ is chosen such that the excess MSE's and also the temporal
root-mean-square (rms) excess MSE [47], obtained for all algorithms are about the
same. This ensures a fair comparison of the convergence speed and the steady-state
behavior of various algorithms { a larger ½ compared to a smaller ½ achieves faster
convergence and sometimes lower (average) excess MSE but causes large °uctua-
tions of the temporal excess MSE about its average value. The initial convergence
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of the adaptive ¯lter tap weights is bypassed by starting each simulation run with
w(0) = wo(0). The subsequent changes of wo(n) are then tracked by w(n).
In Figure 3.1 we show results obtained from ensemble averaging of 50 indepen-
dent runs for ¹(n) and the mean square norm of the coe±cient error vector, tr[K],
as a function of time. Here tr[K] = E hvH(n)v(n)i and v(n) = w(n)¡wo(n). All
three algorithms converge towards the optimum step-size parameter predicted by
the theory, with Benveniste's algorithm as well as the proposed algorithm converg-
ing much faster than Mathews' algorithm.
Figure 3.2 studied the excess MSE's dependence on ½ showing that the pro-
posed and Benveniste's algorithms depend weakly on ½ for a large range of values
compared to Mathews' algorithm. This is believed to be due to the gradient ¯lter-
ing/smoothing property of the algorithms.
Next we compare the performance of the proposed algorithm with Mathews'
and Benveniste's common step-size VSLMS algorithm when the SNR is low. The
SNR is reduced to 10 dB and 4 dB while the rest of the simulation parameters
are the same as per Figure 3.1. Figure 3.3 presents the mean square norm of the
coe±cient error vector, tr[K], as a function of time. The results clearly show the
superiority of the proposed and Benveniste's algorithms over Mathews' algorithm,
especially when the SNR is low. Compared to Benveniste's algorithm, the proposed
algorithm shows a slight degradation in performance. The advantage of the pro-
posed algorithm over Benveniste's algorithm is in the reduction in computational
complexity.
3.4.2 Tracking Performance In Multipath Channel Using
Proposed m-VSLMS Algorithms
The simulation set-up is shown in Figure 3.4. The data symbols, x(n) are QPSK
symbols with unity variance, at a rate of 1=T . The combined transmitter and
receiver ¯lters result in a Nyquist raised cosine ¯lter with 50% roll-o®. The
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c - O V S L M S      
c - V S L M S - I - M  
c - V S L M S - I I I - M  
c - V S L M S - I I - M  
c - O V S L M S
Figure 3.1: Tracking performance of c-VSLMS algorithms using multiplicative up-
date recursion. The plant and adaptive ¯lter length is equal to 16. Variance of
plant input, ¾2x = 1:0, plant measurement noise, ¾2eo = 0:01, process noise variance
of plant tap weights, ¾2²o = 10¡6, ½ = 2 £ 10¡4 is used in all the algorithms, and
® = 0:95 is used in c-VSLMS-III-M. 78









c - V S L M S - I - M   
c - V S L M S - I I - M  
c - V S L M S - I I I - M
Figure 3.2: Variation of excess MSE obtained as a function of ½. This compares
the sensitivity of various c-VSLMS algorithms to the parameter ½. The simulation
parameters are the same as those used in Figure 3.1.
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c - V S L M S - I - M ,  S N R = 20 d B   
c - V S L M S - I - M ,  S N R = 10 d B   
c - V S L M S - I - M ,  S N R = 4 d B    
c - V S L M S - I I - M ,  S N R = 20 d B  
c - V S L M S - I I - M ,  S N R = 10 d B  
c - V S L M S - I I - M ,  S N R = 4 d B   
c - V S L M S - I I I - M ,  S N R = 20 d B
c - V S L M S - I I I - M ,  S N R = 10 d B
c - V S L M S - I I I - M ,  S N R = 4 d B  
c - V S L M S - I - M  ( L e f t  t o  r i g h t :  S N R = 4, 10, 20 d B )  
c - V S L M S - I I - M  ( L e f t  t o  r i g h t :  S N R = 4, 10, 20 d B )  
c - V S L M S - I I - M  ( L e f t  t o  r i g h t :  S N R = 4, 10, 20 d B )  
Figure 3.3: Performance of proposed c-VSLMS-III-M algorithm compared with
c-VSLMS-I-M and c-VSLMS-II-M algorithms for high and low SNR.
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Figure 3.4: Simulation set-up for comparing tracking performance of proposed and
existing m-VSLMS-M algorithms.
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multipath channel is a 2-path Rayleigh fading channel with impulse response
c(t) = a1(t)±(t) + a2(t)±(t ¡ ¿(t)), where ¿(t) is the delay between the ¯rst and
second path. a1(t) and a2(t) are the complex path gains assumed to be uncor-
related with one another. Thus, the combined continuous-time impulse response
consisting of the transmitter and receiver ¯lter and the multipath channel is given
as ht(to) = a1(to)p(t) + a2(to)p(t ¡ ¿(to)) where to is the time the channel re-
sponse is measured and p(t) is the raised cosine pulse with 50% roll-o® factor.
The discrete-time combined channel model to be tracked by the adaptive ¯lter
is Wo(z) = PN¡1i=0 wo;i(n)z¡i and it is related to the continuous-time combined
channel response ht(to) by wo;i(n) = hiT (nT ), for i = 0; 1; : : : ; N ¡ 1 and nT is
the time at which the discrete-time combined channel is measured. a1(nT ) and
a2(nT ) are generated independently by passing independent complex-valued unity




1¡°z¡1 . This simulates the fading process commonly encountered in land
mobile communications. The parameter ° is equal to 1 ¡ (¼fd=2400) where fd is
proportional to the multipath channel fading rate in Hertz and 2400 is the data
baud rate. The normalized fading rate is given approximately by 2fd=2400. The
multipath channel variations can be controlled by varying the rate the second path
moves away from the ¯rst path and/or the value of fd. The parameter ½ is nor-
malized with respect to an estimate of E [je(n)x¤i (n)Ãi(n)j], for i = 0 : : : N ¡ 1, in
a manner similar to that proposed in [20]. It is determined by using the recursive
equations Ái(n) = ¯Ái(n ¡ 1) + (1 ¡ ¯)je(n)x¤(n ¡ i)Ãi(n)j, where ¯ is a forget-
ting factor close to but less than one. ¯ = 0:95 is used in all simulations. The
parameter ½o is chosen to achieve the best excess MSE for each of the algorithms.
Hence, it may di®er among the algorithms. These values are listed in the captions
of the associated ¯gures. In each experiment, the results are ensemble averaged
over 40 independent runs. For each algorithm, one of the step-size parameters and
the mean square norm of the coe±cient error vector, tr[K] (tr[K] = E hvH(n)v(n)i
where v(n) = w(n)¡wo(n)), as a function of time are plotted. The parameter ®
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used in the algorithm m-VSLMS-III-M is set equal to 0:95. The step-size parame-
ters are checked at the end of every iteration of the algorithm and limited to stay
within a range which satis¯es tr[¹R] < 1 to ensure stability of the LMS algorithm.
When this is not satis¯ed, all the step-size parameters are scaled down by the
same factor such that tr[¹R] reduces to its upper bound of one [20]. The step-size
parameters are also hard-limited to the minimum value of ¹min = 0:01=tr[R].
Figure 3.5 shows the results for high average signal-to-noise ratio (SNR) of
20 dB at the channel output and slow channel variations where ¿(nT ) = 2T +
nT=10000 and fd = 1 Hz. For fd = 1 Hz, the normalized fading rate is 0:001
which is a slow fading rate and hence slow channel variations. Benveniste's (m-
VSLMS-II-M) and the proposed (m-VSLMS-III-M) algorithm have about the same
performance, tracking very closely to the optimum multiple step-size VSLMS al-
gorithm (m-OVSLMS). On the other hand, Mathews' algorithm (m-VSLMS-I-M)
has slightly poorer performance.
We now evaluate the performance of the algorithms under 10£ faster channel
variations by increasing the rate of separation of the second path from the ¯rst
path by ten times. When the speed of separation of the second path from the ¯rst
path is increased ten times, i.e. ¿(nT ) = 2T + nT=1000, keeping fd = 1Hz and
the average SNR at 20 dB at the channel output, m-VSLMS-II-M and m-VSLMS-
III-M clearly respond faster and track the faster channel variations better than
m-VSLMS-I-M (Figure 3.6).
In Figure 3.7, the performance of the algorithms is compared under a very low
SNR of 0 dB while the rest of the conditions are same as in Figure 3.5. Here,
m-VSLMS-II-M and m-VSLMS-III-M again outperform m-VSLMS-I-M. The step-
size parameters of m-VSLMS-I-M respond more slowly to the channel variations
due to the low SNR.
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Figure 3.5: Tracking performance of m-VSLMS algorithms using multiplicative
update recursion under high SNR and slow channel variations. SNR= 20 dB,
fd = 1 Hz and ¯ = 0:95 are used in all simulations. ½o = 2 £ 10¡2 is used
in m-VSLMS-I-M, m-VSLMS-II-M & m-VSLMS-III-M. ® = 0:95 is used in m-
VSLMS-III-M. 84
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m - V S L M S - I - M   
m - V S L M S - I I - M  
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O V S L M S        
Figure 3.6: Tracking performance of m-VSLMS algorithms using multiplicative
update recursion under high SNR and fast channel variations. The simulation
conditions are as per Figure 3.5 except that the rate of separation of the 2 multipath
is increased 10 times, ½o = 0:07 for m-VSLMS-I-M & ½o = 0:05 for m-VSLMS-II-M
and m-VSLMS-III-M. 85
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m - V S L M S - I - M   
m - V S L M S - I I - M  
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m - O V S L M S      
Figure 3.7: Tracking performance of m-VSLMS algorithms using multiplicative
update recursion under low SNR(SNR= 0 dB) and slow channel variations. The
rest of the simulation conditions are the same as in Figure 3.5.
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3.5 Summary
In this chapter, we proposed a new class of VSLMS algorithms. The proposed
algorithms may be thought as a simpli¯ed version of their counterparts in the
class of algorithms proposed by Benveniste et al [29]. The VSLMS algorithm
proposed by Mathews and Xie [33], was shown to be a special case of the proposed
algorithm. The use of multiple step-size parameters and multiplicative update
equations were also emphasized. Extensive computer simulations showed that the
proposed algorithms as well as Benveniste's had similar performance. Further,





Turbo codes were ¯rst presented in 1993, [48], and it was shown to achieve close
to the capacity predicted by Shannon's theorem for the additive white Gaussian
noise (AWGN) channel. Since then, they have attracted a lot of attention in
mobile communication applications because of their high coding gain compared
to other coding techniques and their potential to increase the system throughput
in an interference limited and fading environment. In particular, they are among
the recommended channel coding techniques in WCDMA [2], and cdma2000 [3],
standards of the third generation mobile communications system.
The turbo decoding algorithm normally uses the maximum a posteriori (MAP)
algorithm [49], or its variants such as the Log-MAP algorithm and max-Log-MAP
algorithm [50]-[52]. As such, one of the requirement is knowledge of the channel
signal to noise ratio (SNR), for an AWGN channel. In [53]-[54], the sensitivity of
the turbo decoder performance to errors in estimating the SNR in AWGN was in-
vestigated. The results showed that a 1-2 dB under-estimation is rather tolerable.
Over-estimation of SNR is less detrimental than under-estimation, tolerating a mis-
match of several decibels without signi¯cant degradation in performance. Similar
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¯ndings are also presented in the later part of this chapter.
In the case of the mobile propagation environment, in order to achieve low BER
for turbo decoding, there is a further need to estimate the propagation channel
coe±cients besides the noise variance. Usually, this estimation process is done with
the help of pilot symbols which are time multiplexed into the transmitted signal
as seen in mobile communication systems such as GSM, WCDMA and cdma2000.
Channel estimation ¯lters which are matched to the channel characteristics such as
its fading rate, are also needed to reject noise and improve the channel estimates.
The next chapter shall deal with the development of a new receiver architecture
incorporating iterative channel estimation technique to improve the initial channel
estimates obtained from using the pilot symbols. It also details the successful
application of the new class of adaptive ¯lters developed in Chapter 3 in estimating
the channel characteristics under stationary and non-stationary conditions which
are commonly encountered in mobile communications.
In this chapter, we shall ¯rst review convolutional codes and the terminologies
used in describing convolutional codes. They are essential in understanding the
encoding and decoding of turbo codes as each turbo code consists of a parallel con-
catenation of two recursive systematic convolutional (RSC) codes. Subsequently,
the structure and operation of the turbo encoder are presented. This is then fol-
lowed by a treatment of the iterative algorithms used to decode the turbo codes.
We ¯rst discuss the algorithms operating in AWGN channel. Next, the require-
ments for turbo decoding in Rayleigh fading channels are derived. Simulation
results are then presented for the decoding algorithms operating in AWGN and
Rayleigh fading channels under conditions of known and unknown channel param-
eters. The results highlight the requirements of the turbo decoder under di®erent






Figure 4.1: (2,1,2) Convolutional encoder.
4.2 Convolutional Codes
Convolutional encoder contains memory and for a (n; l;mc) encoder, the n encoder
outputs at any given time depend not only on the l inputs at that time, but also on
the mc previous input blocks. An (n; l;mc) convolutional code can be implemented
with a l-input, n-output linear sequential circuit with input memory mc. For the
purpose of this thesis, only l = 1 is considered.
4.2.1 Encoding Convolutional Codes
The encoder for a binary (2,1,2) convolutional code is shown in Figure 4.1. The
input message sequencem = (m1; m2;m3; : : :) enters the encoder one bit at a time.
The two encoder output sequences, v(1) = (v(1)1 ; v(1)2 ; : : :) and v(2) = (v(2)1 ; v(2)2 ; : : :),
are obtained by convolving the input sequence m with the two encoder impulse
responses. The impulse response is the output obtained by applying an input of
m = (1; 0; 0; : : :). Since, the encoder has ¯nite memory, mc, the impulse response
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will last till mc + 1 time units. Hence, the impulse response or generator sequence
may be written as g(1) = (g(1)0 ; g(1)1 ; : : : ; g(1)mc) and g(2) = (g(2)0 ; g(2)1 ; : : : ; g(2)mc). For the
encoder shown in Figure 4.1,
g(1) = (111) (4.1)
g(2) = (101): (4.2)
For brevity, the generator sequence is often represented by ¯rst concatenating its
elements into a binary word followed by conversion to an octal number. In this case,
the two generator sequences are then represented by (7; 5)o, where the subscript o
denotes octal representation.




mk¡ig(j)i = mkg(j)0 +mk¡1g(j)1 + : : :+mk¡mcg(j)mc: (4.3)
After encoding, the two output sequences are multiplexed into a single sequence,
called code word for transmission over the channel. The code word is given by
v = (v(1)1 ; v(2)1 ; v(1)2 ; v(2)2 ; v(1)3 ; v(2)3 ; : : :): (4.4)
4.2.2 Representation of Convolutional Codes : State Dia-
gram and Trellis Diagram
Since a convolutional encoder is a sequential circuit, its operation can also be de-
scribed by a state diagram. For a (n; 1;mc) code, there are 2mc states. Since the
state of the encoder is given by the contents of the shift registers, they are numbered
from 0 to 2mc¡1. Each input bit causes a transition to a new state. Hence, there
are 2 branches leaving each state. Each branch is labelled as m=(v(1); v(2); : : : ; v(n))
where m is the input causing the transition and (v(1); v(2); : : : ; v(n)) are the n cor-
responding outputs. The state diagram of the (2; 1; 2) convolutional encoder with
generator sequence (7; 5)o is shown in Figure 4.2.
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So = 0 0
S1= 0 1 S2 = 1 0
S3 = 1 1
0 / 0 0
1 / 1 1
1 / 0 1
1 / 1 0
0 / 0 1
1 / 0 0
0 / 1 0
0 / 1 1
Figure 4.2: State diagram of (2,1,2) convolutional encoder.
Another useful representation of convolutional is the trellis diagram which de-
picts the encoder operation as a function of time. The trellis diagram of the same
(2; 1; 2) code is shown in Figure 4.3. Notice that every code word, v, due to a
message, m, of length L is associated with a unique path through the trellis. Each
path is de¯ned by a unique state sequence s = (s0; s1; : : : ; sk; : : : ; sL) where sk for
k = 0; : : : ; L, takes on one of the 2mc states. There is a one-to-one correspondence
between each path described by the state sequence, s, the code word, v, and the
message, m.
4.2.3 Recursive Systematic Convolutional (RSC) Codes
It is well known that any non-recursive or feedforward non-catastrophic convolu-
tional encoder is equivalent to a recursive systematic encoder in terms of possessing



















k=0 k=1 k=2 k=3 k=4 k=5 k=6 k=7
Figure 4.3: Trellis diagram of (2,1,2) convolutional encoder.
Hence, in the past before the introduction of turbo codes, there is not much interest
in using RSC. However, recursive encoders are necessary to achieve the excellent
performance of turbo codes [48].
A rate 1=2 recursive systematic convolutional (RSC) encoder is shown in Figure
4.4. It consists of a feedback sequence, g(1) and a feedforward sequence g(2). For an
input mk at time unit k, the output, (v(s)k ; v(p)k ) of the RSC encoder is determined
as follows.
v(s)k = mk; (4.5)
while the parity bit, v(p)k is generated by ¯rst computing






















Figure 4.4: (2,1,2) recursive systematic convolutional encoder.
Since RSC codes are also ¯nite state machines, they can also be described by
state and trellis diagrams as shown in Figures 4.5 and 4.6.
4.3 The Turbo Encoder
The original turbo encoder as presented by [48] consists of two rate 1=2 recur-
sive systematic convolutional (RSC) encoders separated by an N -bit interleaver
together with an optional puncturing mechanism allowing higher code rates to
be achieved. The combination of interleaving and the use of RSC ensures that
most of the code words have large Hamming weight and this explains the excellent
performance achieved by turbo codes.
A diagram of the standard turbo encoder is shown in Figure 4.7. Notice that the
encoder is arranged in a parallel concatenation mode. For an input, mk, the sys-
tematic output of the turbo encoder, v(s)k , is taken from the top RSC encoder. The
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Figure 4.5: State diagram of (2,1,2) RSC encoder.
two parity outputs, v(1p)k and v(2p)k , are taken from the top and bottom parity output
of the RSC encoder respectively. The three output streams are then multiplexed
to form a single stream of code word, v = (v(s)1 ; v(1p)1 ; v(2p)1 ; : : : ; v(s)L ; v(1p)L ; v(2p)L ) =
(v1; v2; : : : ; vL=r), where r = 1=3 is the code rate which may be increased by punc-
turing.
The code word is then passed to a signal mapper which will translate the coded
bits, v 2 (0; 1), into the appropriate signal levels depending on the modulation
scheme used. For example, if binary phase shift keying (BPSK) modulation is
used, then the output of the signal mapper is given by



















k=0 k=1 k=2 k=3 k=4 k=5 k=6 k=7
Figure 4.6: Trellis diagram of (2,1,2) recursive systematic convolutional encoder.
4.4 The Turbo Decoder
The symbol-by-symbol maximum a-posteriori (MAP) algorithm of Bahl, et al [49],
often called the BCJR algorithm, is used by Berrou, et al [48] in the decoding
of their original proposed turbo codes. Essentially, the turbo decoder consists of
two soft-input-soft-output decoder, e.g. the MAP decoder, as shown in Figure
4.8. Decoder 1 receives extrinsic or soft information for each mk from decoder 2,
which serves as a-priori information for mk. Similarly, decoder 2 receives extrinsic
information from decoder 1 and the decoding iteration continues for Q number of
times. After which, the message is found by hard-limiting the log likelihood ratio
at the output of decoder 2 followed by de-interleaving.
For the purpose of understanding the various soft-input-soft-output decoder,
we consider a rate 1=2 recursive systematic convolutional code. BPSK modulation
is assumed and the channel is modelled as an AWGN channel with two sided noise
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Figure 4.7: Turbo encoder.
power spectral density of No=2. In addition, the following notations are used:
² r denotes the code rate of the encoder,
² Eb is the energy per message bit mk,
² Ec = rEb is the energy per coded bit,
² mc denotes the constituent RSC encoder memory,
² S is the set consisting of 2mc states of the encoder,
² xs = (xs1; xs2; : : : ; xsL) = (u1; u2; : : : ; uL) = 2(m1;m2; : : : ; mL)¡ 1 is the input
message,
² L is the length of the message sequence, m,
² xp = (xp1; xp2; : : : ; xpL) = 2(vp1; vp2; : : : ; vpL) ¡ 1 is the parity word generated by
the constituent encoder,
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Figure 4.8: Turbo decoder.
² yk = (ysk; ypk) is a noisy version of (xsk; xpk),
² y = yL1 = (y1; y2; : : : ; yL) is the noisy received code word.
² yba = (ya; ya+1; : : : ; yb),
Therefore, the received signal yk at the input of the decoder after sampling at the
output of the matched ¯lter is given by
ysk = xsk + nsk; (4.9)
ypk = xpk + npk; (4.10)
where the noise variance ¾2 = No=(2Ec).
4.4.1 Maximum A Posteriori (MAP) Algorithm
In the symbol-by-symbol MAP decoder, the decoder decides uk = +1 if P (uk =
+1jy) > P (uk = ¡1jy). Otherwise, it decides uk = ¡1. Therefore, the decision
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u^(k) can be written as
u^k = sign[L(uk)]; (4.11)
where L(uk) is the log a posteriori probability ratio de¯ned as
L(uk) = log
ÃP (uk = +1jy)
P (uk = ¡1jy)
!
: (4.12)
Taking into account the code's trellis, L(uk) is re-written as
L(uk) = log
ÃP
S+ p(sk¡1 = s0; sk = s;y)=p(y)P
S¡ p(sk¡1 = s0; sk = s;y)=p(y)
!
; (4.13)
where sk is the state of the encoder at time k and (s0; s) 2 S. S+ is the set of ordered
pairs (s0; s) corresponding to all state transitions (sk¡1 = s0)! (sk = s) caused by
an input uk = +1, while S¡ is the set of ordered pairs (s0; s) corresponding to all




S+ p(sk¡1 = s0; sk = s;y)P
S¡ p(sk¡1 = s0; sk = s;y)
!
: (4.14)
Thus, we only need to compute p(sk¡1 = s0; sk = s;y) which is given by
p(sk¡1 = s0; sk = s;y) = ®k¡1(s0) ¢ °k(s0; s) ¢ ¯k(s); (4.15)




with initial conditions given by
®0(s = 0) = 1 and ®0(s6= 0) = 0: (4.17)




with the following initial conditions:
¯L(s = 0) = 1 and ¯L(s6= 0) = 0: (4.19)
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The probability, °k(s0; s) is de¯ned as
°k(s0; s) = p(sk = s; ykjsk¡1 = s0): (4.20)
This is the branch metric associated with the transition from sk¡1 = s0 to sk = s.
Using Bayes theorem, (4.20) can be expressed as
°k(s0; s) = P (sk = sjsk¡1 = s0)p(ykjsk¡1 = s0; sk = s)
= P (uk)p(ykjuk); (4.21)
where the event uk corresponds to the event (sk¡1 = s0) ! (sk = s). De¯ning
Le(uk) = log
ÃP (uk = +1)
P (uk = ¡1)
!
; (4.22)






= Ak exp[ukLe(uk)=2]; (4.23)
where Ak is a constant independent of uk. As for p(ykjuk), in AWGN it may be
written as














where Bk is also a constant just like Ak and is independent of uk. Therefore, by
substituting (4.23) and (4.24) in (4.21), we obtain






































where Lc = 4Ec=No and







Substituting (4.28) into (4.15), and using the result in (4.14), we obtain
L(uk) = log
ÃP
S+ ®k¡1(s0)°ek(s0; s) exp 12uk(Le(uk) + Lcysk)¯k(s)P
S¡ ®k¡1(s0)°ek(s0; s) exp 12uk(Le(uk) + Lcysk)¯k(s)
!






The ¯rst term in (4.30) is called the channel value, the second term is the a-priori
information about uk provided by a previous decoder and the third term represents
extrinsic information that can be passed to a subsequent decoder. Finally, we note
that turbo decoding requires knowledge of the noise variance.
In the context of the turbo decoder, decoder 1 ¯rst computes
L1(uk) = Lcysk + Le21(uk) + Le12(uk); (4.31)
where Le21(uk) is the extrinsic information passed from decoder 2 to decoder 1,
and Le12(uk) is the extrinsic information (third term in (4.30)) that can be used by
decoder 2 to compute
L2(uk) = Lcysk + Le12(uk) + Le21(uk); (4.32)
4.4.2 Log-MAP Algorithm
The implementation of MAP algorithm su®ers from two practical problems. Firstly
it is computationally intensive and secondly it is sensitive to round o® errors when
¯nite precision is used. To alleviate these two problems, the Log-MAP algorithm
[50], is proposed where the algorithm is performed in the logarithmic domain.
Another advantage is that multiplication becomes addition in the log-domain. Next
we show how the MAP algorithm is modi¯ed to obtain the Log-MAP algorithm.
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Let ¹°k(s0; s) = log(°k(s0; s)), ¹®k(s) = log(®k(s)) and ¹¯k(s) = log(¯k(s)). There-
fore,
¹°k(s0; s) = log [P (uk)p(ykjuk)]
= log [P (uk)] + log [p(ykjuk)]
= Ck + ukLe(uk)=2 + y
skuk + ypkxpk
¾2 ; (4.33)









exp(¹®k¡1(s0) + ¹°k(s0; s))
35 ; (4.34)
with the initial conditions now given by










exp( ¹¯k(s) + ¹°k(s0; s))
#
; (4.36)
where now the initial conditions are given by
¹¯L(s = 0) = 0 and ¹¯L(s6= 0) = ¡1: (4.37)













The Log-MAP algorithm can be further simpli¯ed by using the following approxi-
mation,
log(ex + ey) ¼ max(x; y): (4.39)
Based on the above approximation, we arrive at the Max-Log-MAP algorithm
[50]. According to Fossorier et al [51], the Max-Log-MAP algorithm can also be
implemented by modi¯cation of the soft output Viterbi algorithm (SOVA) in [52].










exp( ¹¯k(s) + ¹°k(s0; s))
#
: (4.41)
The initial conditions for ¹®0 and ¹¯L are the same as that of the Log-MAP algorithm.
Finally, L(uk) is given by
L(uk) = maxS+
h¹®k¡1(s0) + ¹°k(s0; s) + ¹¯k(s)i¡
max
S¡
h¹®k¡1(s0) + ¹°k(s0; s) + ¹¯k(s)i : (4.42)
4.4.4 Requirements For Turbo Decoding In Rayleigh Fad-
ing Channels
In the presence of Rayleigh fading considered here, the channel attenuates the
received signal amplitude by a factor of ® and causes a phase shift of ¡µ. Hence,
the signal at the output of the matched ¯lter is given by
yk = ckxk + nk; (4.43)
where ck = ®ke¡jµk , xk = (uk; xpk) and nk is a complex Gaussian process with
variance of 2¾2. The equations governing the turbo decoding process are generally
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unchanged except for the calculation of °(s0; s). Firstly, p(ykjuk) in (4.24) is now
given as














Here, <(z) denotes the real part of z. Therefore, under Rayleigh fading, °(s0; s) is
given by




































where Lc = 4Ec=No remains unchanged while








Note that (4.46) assumes no puncturing. If puncturing is used to increase the
overall code rate, then at the time index, k, where the parity bit is punctured,
i.e. not transmitted, the expression in (4.46) will be zero. Substituting (4.45) into
(4.14), we obtain the log a posteriori ratio under fading as
L(uk) = log
ÃP
S+ ®k¡1(s0)°ek(s0; s) exp 12uk(Le(uk) + Lc<(csk¤ysk))¯k(s)P
S¡ ®k¡1(s0)°ek(s0; s) exp 12uk(Le(uk) + Lc<(csk¤ysk))¯k(s)
!






Therefore, in Rayleigh fading channel, the calculation of °(s0; s) is obtained by
¯rst multiplying the matched ¯lter output by the corresponding complex-conjugate
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of the channel's complex attenuation, c¤k = ®ejµk . This is followed by applying the
result in (4.45).
The channel's complex attenuation is usually unknown a-priori and is usually
estimated by means of transmitting a known sequence of pilot symbols together
with the coded sequence. The next chapter will deal with the development of a new
receiver architecture with iterative channel estimation technique to improve the
initial channel estimates obtained from using the pilot symbols. It will also propose
the appropriate ¯lters in estimating the channel characteristics under stationary
and non-stationary conditions commonly encountered in mobile communications.
Next, we evaluate the performance of two commonly used decoders, namely the
Log-MAP and max-Log-MAP decoders via simulation to illustrate the behaviors
of the turbo decoders in terms of their convergence properties and their sensitivity
towards channel estimation errors in AWGN and Rayleigh fading channels.
4.4.5 Simulation Set-up
This section describes the simulation parameters common to the results presented
in Section 4.4.6-4.4.8. The simulation parameters peculiar to a particular section
are highlighted in that section.
The turbo code used consists of two rate 1=2 recursive systematic convolutional
(RSC) encoders, each with constraint length 3 where the feedback and feedforward
generator in octal notation are (7o) and (5o) respectively. The trellis of the up-
per encoder is terminated with 2 tail bits while the lower encoder's trellis is left
unterminated. The data frame consists of a total of 500 bits including 2 tail bits.
The turbo encoder uses a length 500 interleaver proposed in the 3GPP standard
[2]. Puncturing is used to increase the overall code rate to 1=2, where the even
and odd indexed parity bits are respectively deleted from the upper and lower en-
coder before transmission. If it is purely an AWGN channel, no channel interleaver
is used. Otherwise, for a Rayleigh fading channel, a block interleaver is used to
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convert the burst errors due to fading into random errors. The encoded output
sequence is then modulated using binary phase shift keying (BPSK) modulation.
For each Eb=No, ¯ve decoding iterations are performed using either the Log-MAP
or max-Log-MAP algorithm and the decoder is stopped when 20 frame errors are
obtained.
4.4.6 Performance Of Turbo Decoder In AWGN
In this section, results are presented for turbo decoding in an AWGN channel.
Hence, no channel interleaver is used. It is assumed that the turbo decoder has
perfect knowledge of the channel Eb=No or noise variance. Figure 4.9 shows that
the BER improves signi¯cantly for the ¯rst few iterations (about 3 as shown).
For the subsequent iterations, some improvement in BER performance can still be
observed, but the amount of improvement starts to decrease.
In Figure 4.10, the BER performance obtained at the end of 5 iterations by
using the max-Log-MAP algorithm is compared to that obtained using the Log-
MAP algorithm. The results show that there is coding loss of about 0:25 dB for
the max-Log-MAP algorithm. Hence, the simpler max-Log-MAP algorithm is a
good alternative to the optimum but more complex Log-MAP algorithm. See [50]
for a detailed comparison of the various algorithms in AWGN channel.
4.4.7 Sensitivity Of Turbo Decoder To Errors in Eb=No
In this section, we evaluate the sensitivity of the turbo decoder to errors in esti-
mating channel Eb=No in an AWGN channel. The turbo code is the same as that
used in Section 4.4.6. For each Eb=No, we evaluate the BER obtained when the
Log-MAP turbo decoder over-estimates and under-estimates the channel Eb=No
by a certain number of dB. 0 dB on the x-axis indicates perfect knowledge of the
channel SNR. A positive dB indicates over-estimation while a negative dB indicates
under-estimation. Figure 4.11 shows that a 1-2 dB under-estimation is rather toler-
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Figure 4.9: Performance of turbo decoder in AWGN channel
able. Over-estimation of SNR is less detrimental than under-estimation, tolerating
a mismatch of several decibels without signi¯cant degradation in performance. An-
other interesting point which is also observed in a similar study by [54], is that
an under-estimation of up to 2 dB actually achieves better performance compared
to perfect estimation. We believe that the following could be the reason. As seen
in (4.30), under-estimation causes the channel value and the extrinsic information
to be lower in value initially. This leads to a more conservative estimate of the
log-likelihood ratio of the systematic bits at the initial decoding iteration. This
prevents the iterative decoder from making errors at the initial iteration which can-
not be recovered at the later stage. As such, we see a slightly better performance
for under estimation at certain Eb=No. However, it should be noted that too much
under-estimation causes the decoder performance to degrade signi¯cantly as it
causes the log-likelihood ratio to swing towards making many erroneous decisions.
Subsequent decoding iterations cannot recover from these errors.
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Figure 4.10: Performance comparison of Log-MAP and max-Log-MAP turbo de-
coder in AWGN channel
4.4.8 Performance Of Turbo Decoder In Rayleigh Fading
Channels
In this section, the importance of knowing the channel coe±cients in a Rayleigh
fading environment for turbo decoding is highlighted. Here, the signal at the
output of the matched ¯lter is given by
yk = ckxk + nk; (4.48)
where ck = ®ke¡jµk and nk is a complex Gaussian process with variance of 2¾2.
c(k) is the complex channel gain with unity power. As per Jakes' model [9], the
autocorrelation function of the sequence, fc(k)g, is given by
Rc[k] = Jo(2¼fdTsk); (4.49)
where fd is the maximum doppler frequency, Ts is the symbol period and Jo is the
zero order Bessel function of the ¯rst kind. Here fdTs = 0:0075 is used.
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Figure 4.11: Sensitivity of turbo decoder to SNR errors in AWGN channel
A 40£ 25 block channel interleaver is used. The following scenarios are consid-
ered: (a) no knowledge of channel coe±cients and hence no means to compensate
the phase rotation introduced on the BPSK signals, (b) knowledge of only the chan-
nel phase, and (c) perfect knowledge of the channel fading amplitude and phase.
In all three cases, the noise variance is assumed known. We also compare the
performance of Log-MAP and max-Log-MAP turbo decoder for cases (b) and (c).
For each Eb=No, ¯ve decoding iterations are performed using either the Log-MAP
or max-Log-MAP algorithm and the decoder is stopped when 20 frame errors are
obtained.
Figure 4.12 shows the result obtained. Clearly, in a Rayleigh fading channel,
the fading amplitude and phase are critical parameters to ensure good BER perfor-
mance by the turbo decoders such as the Log-MAP and max-Log-MAP algorithm.
Without knowledge of the channel phase and amplitude, the communication sys-
tem breaks down. For both the Log-MAP and max-Log-MAP algorithms, if only
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Figure 4.12: Performance of turbo decoders in Rayleigh fading channels.
channel phase is known, there is a coding loss of about 1:0 dB compared to the
case for which channel amplitude and phase are known for BER < 10¡2. If channel
amplitude and phase are known, the use of max-Log-MAP algorithm compared to
the Log-MAP algorithm results in a coding loss of up to about 0.4 dB for BER
< 10¡2. As for the case in which only channel phase is known, the coding loss from
using the max-Log-MAP algorithm is about 0.1dB.
4.5 Other Related Coding Schemes
Here we discuss other related coding schemes that have emerged recently that
would be a natural extension of our research work in this thesis.
For AWGN, it is well known that turbo codes can achieve remarkable error
performance at a low signal-to-noise ratio close to Shannon capacity limit. For
example, at a BER of 10¡5, the coding gain for a binary (2,1) turbo code is 8:5
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dB at a bandwidth e±ciency of 0.5 bits/sec/Hz, [55]. Thus, it is very power
e±cient and is one of the coding scheme employed in 3G mobile communications,
[2]. However, one limitation for this coding scheme is the very large coding gain is
achieved at the expense of bandwidth e±ciency.
In order to achieve high bandwidth e±ciency and relatively high coding gain, a
general method is to combine turbo codes with trellis coded modulations leading
to what is known as turbo-trellis-coded modulation (TTCM), [56]-[57]. Prior to
this, trellis coded modulation (TCM) was proposed by [58] to achieve coding gains
without requiring more bandwidth. Note that here the coding gain is not as high
as binary turbo codes. Another method is the use of Bit Interleaved Coded Modu-
lation (BICM) with iterative decoding (BICM-ID), [59], which is found to achieve
good performance in AWGN. It is reported in [60] that for an AWGN channel,
TTCM performs the best, followed by BICM-ID and TCM. Similar results for un-
correlated Rayleigh fading channels are reported in that same report. Note that
in all the above, the channel characteristics are assumed known and the e®ects of
channel estimation are not considered.
Though our research in Chapter 4 and 5 is con¯ned to binary turbo codes, we
believe that our work can be extended to the above coding schemes such as BICM-
ID and TTCM. This is due to that fact all employ iterative decoding technique
and our receiver architecture is designed with this in mind.
4.6 Summary
In this chapter, we reviewed the principles of turbo coding and decoding including
the various terminologies used. We showed that the log likelihood ratio of the data
bit coded using the turbo encoder can be decomposed into three terms consisting
of the channel information, the a-priori information and the extrinsic informa-
tion. The extrinsic information provided by one decoder in the turbo decoder is
then used to provide the a-priori information for another decoder to enhance the
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BER performance. The operations of the Log-MAP and max-Log-MAP algorithms
commonly used for turbo decoding were also discussed. We highlighted that for
the turbo decoder (either using the Log-MAP or max-Log-MAP algorithm) to
achieve good performance, it requires knowledge of the channel characteristics. In
a purely AWGN channel, the knowledge of the noise variance is important. A 1-2
dB under-estimation of Eb=No is rather tolerable. Over-estimation of Eb=No is less
detrimental than under-estimation, tolerating a mismatch of several decibels (up
to 5 dB) without signi¯cant degradation in performance. As for a Rayleigh fading
channel, besides the noise variance, knowledge of the channel complex attenua-
tion, c = ®e¡jµk is essential for phase shift keying (PSK) modulated signals in the
context of turbo decoding.
However, in practice, these channel parameters are unknown a-priori and need
to be estimated. They are usually estimated with the help of pilot symbols trans-
mitted together with the coded sequence. This is the focus of the next chapter
where we develop a new receiver architecture and propose various channel esti-
mation ¯lters to improve the channel estimates under di®erent fading conditions,
resulting in good BER performance.
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Chapter 5
Channel Estimation For Turbo
Decoding Over Rayleigh Fading
Channels
5.1 Introduction
As highlighted in Chapter 4, there is a need to estimate the channel phase and
amplitude for enhancing bit error rate (BER) performance for turbo decoding in
mobile communications employing coherent detection. The channel phase is needed
for coherent detection of the transmitted signals. The fading amplitude is required
by the turbo decoder for weighing the likelihood ratio correctly. See equation (4.47)
of Chapter 4, page 104.
A survey of research into channel estimation for turbo decoding in Rayleigh
fading channels can be divided into two main categories. The ¯rst category assumes
that the signal to noise ratio (SNR) is su±ciently high and that the channel fading
rate is very slow. As such, the channel phase can be estimated perfectly by carrier
recovery techniques such as Costas loop. Hence, in this case the channel phase
is considered known and the channel estimation problem is reduced to that of
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estimating the channel fading amplitude [62]-[64].
The second category does not assume high SNR and very slow fading rate.
This condition is closer to the operating environment of turbo codes which typ-
ically operate in a low SNR environment with the channel that is time varying.
Hence, channel phase and amplitude need to be estimated [66]-[68]. Usually, this
estimation process is done with the help of pilot symbols that are time multiplexed
into the transmitted signal [1]-[3], [6]. In this thesis, we focus on this category.
To achieve low BER, the pilot symbol spacing and channel estimation ¯lter
characteristics (e.g. ¯lter cut-o® frequency) must match the channel characteristics
such as its normalized fading rate. In the case of a channel with time varying
characteristics, the channel estimation ¯lter characteristics must also track and
adapt to these changes. The channel estimation ¯lters that are presented in [66]-
[68] are ¯xed characteristics, i.e., the ¯lter cut-o® frequency is ¯xed. They further
assume a-priori knowledge of the fading rate to determine the appropriate cut-o®
frequency.
In practice the instantaneous normalized fading rate of the channel needed to
set the estimation ¯lter characteristics is unknown a-priori. A simple and conven-
tional method is to select a ¯xed pilot symbol spacing to satisfy Nyquist sampling
criterion for the worst case fading rate. This method is commonly used in most
mobile communication systems such as GSM and WCDMA [2]-[3], [6]. The channel
estimation ¯lter characteristics are also ¯xed to cater to the worst case normalized
fading rate. As a result, when the normalized fading rate is slower, the BER is not
minimized because noise is not removed most e®ectively.
In this chapter, we consider a Rayleigh fading channel. Pilot symbols are used
to obtain an initial estimate of the amplitude and phase of the channel response
and the noise variance. Besides the equal weight moving average ¯lter, we propose
the following three additional channel estimation ¯lters:
1. the FIR ¯lter designed using the windowing technique,
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2. the ¯lter implemented using the discrete Fourier transform (DFT) technique,
and
3. the c-VSLMS-III-M ¯lter which is a variable step-size least mean square
(VSLMS) ¯lter presented in Chapter 3 and [65].
We evaluate the suitability of the proposed ¯lters and establish their parameters for
good performance under a stationary Rayleigh channel, assuming a-priori and no
a-priori knowledge of the fading rate. For such a channel the normalized fading rate
is not time varying. We further evaluate their performance under a non-stationary
Rayleigh channel where the normalized fading rate is time varying.
To further improve the channel estimates, we propose re-estimating the chan-
nel response by using the additional detected message bits (systematic bits) to
complement the pilot symbols. These message bits are available after each turbo
decoding iteration. The message bits refer to the binary information bits before
turbo coding. Our proposed receiver architecture is in contrast with an existing
one proposed by Valenti et al in [68]. This scheme uses both the systematic and the
parity bits in the form of either hard or soft decisions. The use of the parity bits
as proposed there requires calculation of their log-likelihood ratios. This incurs
additional cost. On the other hand, in our proposed scheme we only use detected
systematic bits, also in the form of either hard or soft decisions. These are readily
available at the output of the turbo decoder after each iteration. As such, we do
not incur additional computations needed to calculate the log likelihood ratio of
the parity bits. Another reason for using systematic bits only is that if the system-
atic bits are in error, the likelihood of the parity bits in error is also high especially
for slow fading rate where the channel is highly correlated. In Section 5.6.5, we
show that our proposed receiver architecture achieves very close performance as
that reported in [68]. Hence, it is not necessary to feed back both the systematic
and parity bits.
The contributions of this chapter are as follows. We show that the proposed
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iterative channel estimation technique achieves signi¯cant improvement in coding
gain. In this technique, only the detected message bits are fed back to the channel
estimator after each decoding iteration. We establish that the channel coe±cients
need not be re-estimated at every decoding iteration as the channel estimates
converge faster than the BER. The condition under which soft decision feedback
gives better performance than hard decision feedback is determined and explained
in detail. We also present a detailed study of three additional channel estimation
¯lters that are suitable in the iterative channel estimation process. One of them
is the proposed variable step-size LMS (VSLMS) ¯lter which does not assume a-
priori knowledge of the channel fading rate. It also performs well in a channel with
time varying fading rate compared to existing VSLMS ¯lters or ¯lters with ¯xed
characteristics. We establish the impact of the proposed ¯lter parameters on BER
under a variety of fading conditions that have not been thoroughly investigated
before. These allow one to choose the appropriate decision feedback scheme, the
minimum number of iterations for channel estimation, the channel estimation ¯lter
and its parameters to achieve good BER performance.
This chapter is organized as follows. In Section 5.2, we describe the transmit-
ter, channel and receiver models that constitute the system model. The process
of iterative estimation of channel coe±cients and noise variance is also described
here. Section 5.3 discusses the characteristics of the proposed channel estimation
¯lters and their suitability under di®erent channel conditions. The procedure for
obtaining the proposed c-VSLMS-III-M ¯lter coe±cients is also described. In Sec-
tion 5.4, the common simulation parameters used to evaluate the performance of
the proposed receiver architecture and the channel estimation ¯lters are described.
The simulation results in Section 5.5 then establish the parameters of each chan-
nel estimation ¯lter that achieve good BER performance under di®erent fading
conditions. In Section 5.6, the performance of the channel estimation ¯lters un-
der low and high ¯xed fading rates is compared and analyzed. The number of
iterations needed for the channel estimates to converge is studied to determine
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the minimum number of iterations of channel estimation needed for good BER
performance. Performance obtained from hard decision and soft decision feedback
schemes is also compared to establish when a particular feedback scheme gives
better performance. Results based on other decision feedback schemes are also
discussed. This is followed by Section 5.7 that evaluates the performance of the
proposed c-VSLMS-III-M ¯lter against existing ¯xed characteristics ¯lters under
time varying fading rates. In Section 5.8, the proposed c-VSLMS-III-M ¯lter is
compared with the existing c-VSLMS-I-M ¯lter as discussed in Chapters 2 and 3.
This is to further demonstrate the better tracking capability of the c-VSLMS-III-M
¯lter. Finally, we conclude our ¯ndings in Section 5.9.
5.2 System Model
5.2.1 Transmitter Model
Figure 5.1 shows the transmitter model. A message sequence fu(k)g 2 f¡1; 1g of
length L is encoded by a rate r turbo encoder. The length L=r sequence of encoded
bits, f¹x(k)g 2 f¡1; 1g is then passed to a M £N block channel interleaver. The
dimension of M £ N is chosen such that it caters to the worst case fading rate.
According to [73], an interleaving depth equivalent to 1/5 to 1/4 of a fade cycle
(de¯ned as 1=fdTs) is almost as good as full interleaving using trellis coded PSK
modulations. For the case where the fade rate is very low such that the channel
interleaver cannot e®ectively interleave long fade duration, then measures such as
power control needs to be considered to maintain good performance. However, it
is not the focus of this chapter. After that, the block interleaved sequence fx(k)g
is divided into groups of Np ¡ 1 bits, where Np is the pilot symbol spacing. Np is
assumed to be odd for convenience and it should be chosen such that
Np < 1=(2fdTs); (5.1)
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Figure 5.1: Transmitter model.
to satisfy Nyquist sampling criterion. Here fdTs is the normalized fading rate, fd
is the maximum doppler frequency and Ts is the symbol duration. When fdTs is
unknown, then the worst case fdTs will be used to calculate the value of Np. A
known pilot symbol, yp is inserted at the center of each group resulting in a ¯nal
transmitted sequence, fy(k)g, of length LNp=(r(Np ¡ 1)).
5.2.2 Channel Model
In this chapter, we consider a Rayleigh fading channel with additive white Gaussian
noise (AWGN). The normalized fading rate of the Rayleigh channel can either be
constant or time varying as the speed of the mobile changes.
The transmitted sequence, fy(k)g, after passing through the channel and matched
¯ltering results in the decision statistic at the input to the receiver channel esti-
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mator (Figure 5.2) given by
r(k) = c(k)y(k) + n(k); k = 1; 2; : : : : (5.2)
In (5.2), c(k) is the complex channel gain with zero mean and unity power, i.e.,
E[jc(k)j2]=1. As per Jakes' model [9], the autocorrelation function of the sequence,
fc(k)g, is given by
Rc[k] = Jo(2¼fdTsk); (5.3)
where Jo is the zero order Bessel function of the ¯rst kind. n(k) is a complex
valued Gaussian random variable with zero mean. The real and imaginary parts
of n(k) have variance, ¾2 = No=(2Es). Es is the symbol energy and No is the one
sided noise power spectral density. Note that Es = rEb(Np ¡ 1)=Np where Eb is
the bit energy of the message bits. This is to account for the distribution of the
bit energy to the pilot symbols. If there are no pilot symbols, then Es = rEb.
5.2.3 Receiver Model With Iterative Channel Estimation
In this section, the overall operation of the receiver is described. This is followed
by detailed descriptions of the feedback mechanism for iterative estimation of the
channel coe±cients and noise variance.
Figure 5.2 shows the proposed receiver model. As stated in Section 5.1, channel
estimation in the majority of commercial mobile communications, e.g. GSM and
WCDMA, is done with the help of pilot symbols. In our receiver architecture, this
approach is also adopted because of this reason and also because the use of pilot
symbols is more power e±cient compared to an alternative approach of using pilot
tones, [66], [69].
As shown in Figure 5.2, an iterative channel estimation approach combined
with decision feedback to enhance the channel estimates is adopted. The rationale
behind this approach is as follows. The additional detected systematic bits that
are fed back will complement the pilot symbols by reducing noise. As the turbo
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decoding process is iterative in nature and the BER improves at each iteration, it
is logical and rational to feed back the systematic bits after each iteration as they
represent additional energy for channel estimation. As the BER improves after
each iteration, this will enhance the channel estimates with increasing iteration.
Another consideration in the design of the receiver architecture is the need to
operate in an environment where the channel characteristics are unknown a-priori
and also time varying as highlighted in the earlier chapters. As such the proposed
VSLMS ¯lter is incorporated into the design. As all adaptive algorithms take
time to adapt to the environment, a ¯xed characteristics ¯lter is used to perform
channel estimation while the adaptive ¯lter converges. During this time, the switch
shown in Figure 5.2 is connected to the ¯xed characteristics ¯lter designed for the
worst case fading rate. After n number of frames, the switch is then connected to
the VSLMS ¯lter to perform channel estimation. In the case where the channel
characteristics are known a-priori and not time varying, then the switch will stay
connected to the ¯xed characteristics ¯lter.
We now describe the overall operation of the receiver. At the ¯rst turbo decod-
ing iteration, the channel estimator ¯rst extracts the sequence corresponding to the
pilot symbols from the received sequence, fr(k)g. This is followed by removal of
the modulation due to the pilot symbols that results in a sequence of noisy channel
coe±cients. Depending on whether the normalized fading rate is a-priori known,
unknown and time-invariant, or unknown and time varying, one of the channel
estimation ¯lters discussed in Section 5.3 is selected.
The algorithm then produces initial estimates of the complex channel gain,
c^(n)(k) and the noise variance, (¾^2)(n) to form the sequence f(2c^¤(k)=¾^2)(n)g. The
superscript (n) refers to the n-th decoding iteration. The complex channel gain




w(j)s(n)(k ¡ j): (5.4)
Here b:c is the °oor function, N is the ¯lter length, w(j) is the j-th ¯lter coe±cient
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and s(n)(k) = y(n)(k)r(k) is a noisy version of c(n)(k). Details on how s(n)(k) is
obtained from y(n)(k) and r(k) are described later in this section.
The sequence fr(k)g with the pilot symbols demultiplexed from it is then mul-
tiplied by the corresponding sequence, f(2c^¤(k)=¾^2)(n)g, channel de-interleaved and
passed to the turbo decoder. The sequence of log-likelihood ratio (LLR), f¸(n)(k)g,
of the message sequence at the n-th iteration is then produced at the output of the
turbo decoder.
To improve the accuracy of the complex channel gain and noise variance, the
LLRs ¯rst undergo a decision operation as shown in Figure 5.2. Hard decision or
soft decision estimates of the message sequence are then obtained from the LLRs.
The output of the decision device is denoted as u^(n)(k). Next, the estimated
message sequence, fu^(n)(k)g, is fed back to the channel estimator after channel
interleaving and insertion of pilot symbols. For hard decision feedback, the k-th
estimated message bit, u^(n)(k), at the n-th turbo decoding iteration is given by
u^(n)(k) =
8><>: 1 : ¸(n)(k) > 0¡1 : ¸(n)(k) · 0: (5.5)






Using both fu^(n)(k)g and the pilot symbols, the complex channel gain and noise
variance are then re-estimated and used in the next decoding iteration. The previ-
ous frame message sequence after the last turbo decoding iteration is also used to
improve the estimation at the boundary between the current and previous frames.
If iterative channel estimation is not used, then the channel estimates are ob-
tained solely from the pilot symbols at the ¯rst decoding iteration. In this case,
the sequence fu^(n)(k)g is not fed back to the channel estimator to further improve
the channel estimates at subsequent decoding iterations.
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Estimation of Channel Coe±cients
Regardless of the channel estimation technique, the ¯rst step is to remove the data
modulation in the received signal, r(k), to obtain
s(k) = y(k)r(k) = c(k) + y(k)n(k); (5.7)
which is a noisy version of c(k).
At the ¯rst decoding iteration, we can only remove the data modulation of the
received signal, r(k), at positions corresponding to the pilot symbols to obtain
s(1)(k) = ypr(k); (5.8)
where the superscript (1) denotes the 1st decoding iteration. The index k cor-
responds to the pilot symbol index and is given by k = (Np+1)2 + (q ¡ 1)Np for
q = 1; : : : ; Lp. Lp is the number of pilot symbols per frame. Since Np satis¯es
Nyquist sampling criterion, the positions occupied by the message and parity bits
in the sequence fs(1)(k)g may be ¯lled by the nearest s(1)(k) corresponding to the
pilot symbols. Thus
s(1)(k) = s(1)(p(k)); (5.9)
where k = 1; : : : ; LNp=(r(Np ¡ 1)) and p(k) = Npbk=Npc + (Np + 1)=2. The
resultant sequence is then used for the initial estimation of c^(1)(k) according to
(5.4).
At the n-th subsequent decoder iteration, n > 1, fu^(n)(k)g is now available
for channel estimation. As shown in Figure 5.2, the estimated message sequence
fu^(n)(k)g of length L is formatted (by the Format Operation block in Figure 5.2)
to generate the output sequence f¹^x(n)(k)g of length L=r. In f¹^x(n)(k)g, only the
positions corresponding to the systematic bits are occupied by fu^(n)(k)g. As such,
the positions belonging to the parity bits in the sequence f¹^x(n)(k)g are empty.
f¹^x(n)(k)g is then channel interleaved to form the sequence fx^(n)(k)g which is then
multiplexed with the pilot symbols resulting in the sequence fy^(n)(k)g. This se-
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quence is then used to remove the modulation from the received sequence to form
s(n)(k) = r(k)y^(n)(k): (5.10)
Note that positions corresponding to the parity bits in the sequence fs(n)(k)g are
empty and they are ¯lled by the nearest neighbor. The resultant sequence fs(n)(k)g
is then used by the channel estimation ¯lter to obtain the complex channel gain
c^(n)(k) according to (5.4). The sequence fs(Q)(k)g after the last Q-th decoding
iteration in the current frame is also stored. The purpose is to improve the channel
estimates at the boundary of the current and previous frames.
Improved Noise Variance Estimation
In the conventional method, at the ¯rst iteration, the initial noise variance, (¾^2)(1)
is estimated by ¯rst forming the variable
z(1)(k) = r(q(k))¡ c^(1)(q(k))yp = n(q(k)); (5.11)
where q(k) is the index of the pilot symbols in the received sequence and is given
by q(k) = (Np+1)2 + (k ¡ 1)Np for k = 1; : : : ; Lp. After that, (¾^2)(1) is obtained by
taking the sample variance of z(1)(k).
Also conventionally, the estimation of noise variance, (¾^2)(n) at the n-th subse-
quent decoder iteration, n > 1, is obtained by taking the sample variance of
z(n)(k) = r(m(k))¡ c^(n)(m(k))y^(n)(m(k)); (5.12)
where m(k) denotes the index of the pilot symbols and systematic bits.
In this chapter, we propose a further improvement to the above noise variance
estimation by using an equal weight moving average ¯lter comprising Nv taps to
smooth the noise variance obtained in each decoding iteration. This method is
found to improve the accuracy of the noise variance estimation. This is useful at
the ¯rst decoding iteration when the channel estimation ¯lter cut-o® frequency
is much larger than the normalized fading rate and the number of pilot symbols
124
available for noise variance estimation in (5.11) is small. In this chapter, Nv = 5
is used.
5.3 Proposed Channel Estimation Filters




w(j)s(k ¡ j); (5.13)
where N is the ¯lter length, w(j) is the j-th ¯lter coe±cient and s(k) = y(k)r(k)
is a noisy version of c(k).
If fy(k)g were known, then the ¯lter coe±cients that give the best linear mini-
mum mean square error (MMSE) estimate of the complex channel gain are found
by solving the Wiener-Hopf equations [71]-[72]. However, in practice this would
require estimation of the auto-correlation function, Rc[k], of c(k), and computation
of the solution to a system of N simultaneous equations. Furthermore, initially
only the pilot symbols are known at the receiver. This means that the estimate of
Rc[k] might not be accurate because it is based on a limited number of samples.
One way to improve the accuracy of the estimate is to insert more pilot symbols.
But this would require more bandwidth and also dilution of available energy for
the message and parity bits. Therefore, the Wiener ¯lter solution represents only
the ideal scenario and the corresponding results obtained will be used only as a
baseline for comparison with the channel estimation ¯lters proposed here.
Four types of channel estimation ¯lter replacing the Wiener ¯lter are inves-
tigated. For a fair comparison the bandwidth requirements are the same for all
estimation ¯lter. For the Wiener ¯lter, the channel's autocorrelation function is
assumed to be known and is used to obtain its coe±cients. They are:
(i) Equal weight moving average ¯lter,
(ii) Finite impulse response (FIR) ¯lter with cut-o® frequency equal to K£fdTs
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designed using Hamming window, where K is a factor to be determined
empirically,
(iii) Filter implemented by using the discrete Fourier transform (DFT), and
(iv) Variable step-size least mean squares (VSLMS) ¯lter based on the simpli¯ed
Benveniste's common step-size VSLMS algorithm using multiplicative update
(this VSLMS ¯lter is named c-VSLMS-III-M) [65].
The ¯rst three are ¯xed characteristics ¯lters and require a-priori knowledge of the
fading rate to perform well. The fourth does not assume a-priori knowledge of the
fading rate and is also able to adapt to a channel with time varying normalized
fading rate. Note that though the FIR channel estimation ¯lter was investigated
in [62], it was under conditions di®erent from those under which it is investigated
in this chapter. Speci¯cally, it is for the case where the channel phase is known
and only its amplitude needs to be estimated. Furthermore, iterative channel
estimation was not considered there.
5.3.1 Fixed Characteristics Channel Estimation Filters
For an N -tap equal weight moving average ¯lter, its 6-dB cut-o® frequency is ap-
proximately given by 1:2=(2N). Its frequency response is characterized by high
sidelobes with its ¯rst sidelobe being ¡13 dB relative to the mainlobe peak. An-
other drawback is that the cut-o® frequency is ¯xed for a given ¯lter length. The
FIR ¯lter designed using the Hamming window is computed as follows. First,
the frequency response of an ideal lowpass prototype is de¯ned. Then, the ideal
impulse response is obtained. This is followed by truncation and windowing of
the ideal impulse response with the Hamming window. The advantage of the FIR
¯lter designed using Hamming window over the equal weight moving average ¯lter
is that the sidelobes in its frequency response can be signi¯cantly reduced. Fur-
thermore, sharper roll-o® between the passband and the stopband can be achieved
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by increasing the ¯lter length, as shown in Figure 5.3. The only drawback is that
the ¯lter length may be many times longer than the equal weight moving average
¯lter depending on the normalized fading rate.
An alternative to the FIR structure is the IIR structure which is more e±cient
computationally. However, the FIR structure has a number of advantages over it.
Firstly, the FIR ¯lter is linear phase and this is important in channel estimation for
coherent demodulation in mobile communications. In addition, the stability of FIR
¯lter is guaranteed. In practical implementation in DSP, it has very low sensitivity
to ¯lter coe±cient quantization unlike the IIR. Furthermore, as discussed later in
Section 5.3.3, fast implementations of the FIR structure exist that greatly reduce
the computational requirements to a level that is manageable by current digital
signal processors.
In the case of the DFT ¯lter, it is compatible with the turbo decoding process
as both operate in batch mode. Furthermore when the frame size is not prime, it
can be replaced by FFT [61], which greatly speeds up the computation of DFT.
In this case, the DFT of s(k) in (5.7) is ¯rst computed. Assuming that fdTs is
known, the frequency bins of the DFT of s(k) corresponding to frequencies higher
than K£ fdTs are discarded. Then an inverse DFT is performed on the remaining
frequency bins to obtain the channel estimates.
Next, we discuss the situations where each ¯lter is most appropriate. Let's
assume that the normalized fading rate fdTs is known. If fdTs << 1 and the ¯lter
size N is small enough such that N << 1=(fdTs), then the ¯lter coe±cients in
(5.13) are approximately given by w(j) = 1=N , which is just the equal weight
moving average ¯lter [68]. In general, for the equal weight moving average ¯lter,
it is recommended that N < 1=(2fdTs) to avoid over-averaging.
In a faster normalized fading rate, the equal weight moving average ¯lter may
not be suitable becauseN may be too small to reject noise e®ectively. This problem
is especially severe at the ¯rst decoding stage when only pilot symbols are available
for channel estimation. In this case, we propose using either the FIR ¯lter with cut-
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Figure 5.3: Frequency of response of 61-taps equal weight moving average ¯lter
compared to 151-taps and 301-taps FIR ¯lters designed using Hamming window.
Cut-o® frequency is the same for all ¯lters.
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o® frequency equal to K£fdTs or the DFT ¯lter. In the latter case, the frequency
bins of the DFT of s(k) in (5.7) corresponding to frequencies higher than K£fdTs
are discarded. Thus, in both types of ¯lter, only fdTs needs to be known and we
do not need to estimate the channel autocorrelation function as required by the
Wiener ¯lter.
5.3.2 Adaptive Channel Estimation Filter
If fdTs is unknown, there are two possible methods to perform channel estima-
tion. The ¯rst is a simple and commonly adopted method that does not need to
explicitly estimate the instantaneous channel fading rate. Here, the equal weight
moving average, FIR, and DFT ¯lters are used but the ¯lter characteristics are
chosen based on the worst case normalized fading rate. The main drawback in this
approach is degradation in performance due to a mismatch between the channel
estimation ¯lter and mobile channel characteristics as shown in Figure 5.5-5.6. A
large mismatch will cause a signi¯cant degradation in the BER performance.
In the second method, we propose using the c-VSLMS-III-M ¯lter (a common
step-size VSLMS ¯lter using multiplicative update). This ¯lter is presented in
Chapter 3 and also detailed in [65]. This method is preferred over the ¯rst as it
achieves better performance without explicitly estimating the channel normalized
fading rate. This ¯lter also tracks a channel with time varying fading rate well,
achieving better performance compared to the other ¯lters (see Chapter 3, [65] and
the simulation results presented in this chapter).
Figure 5.4 illustrates the key steps to obtain the ¯lter coe±cients using the
proposed c-VSLMS-III-M algorithm. We ¯rst remove the data modulation of the
received signal, r(k), at positions corresponding to the pilot symbols to obtain
sp(q) = s(1)(k) = ypr(k); (5.14)
where the index k corresponds to the pilot symbol index and k = (Np+1)2 +(q¡1)Np
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Figure 5.4: Operation of proposed VSLMS algorithm in obtaining the channel
estimation ¯lter coe±cients.
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done by the demultiplexing-and-demodulation block shown in Figure 5.4.
The sequence fsp(q)g is then applied to the adaptive ¯lter block to adapt the
¯lter coe±cients column vector w(n) where n is the time index. The i-th element
of w(n) is denoted by wi(n) for i = b¡Nf=2c; : : : ;¡1; 1; : : : ; bNf=2c . Here Nf ¡ 1
is the length of the adaptive ¯lter. The desired signal at time index n is given by
d(n) = sp(n) (see Figure 5.4). The input vector to the adaptive ¯lter is denoted
as x(n) and is given at the output of the splitter block as
xT (n) = [sp(n¡ bNf=2c); : : : ; sp(n¡ 1); sp(n+ 1); : : : ; sp(n+ bNf=2c)]: (5.15)
The elements of x(n) are samples before and after d(n). The adaptive ¯lter then
forms the estimate, d^(n), of the desired signal given by
d^(n) = wT (n)x(n): (5.16)
Next, the error signal, e(n) = d(n)¡ d^(n) is formed and this is used to adjust the
¯lter weights as follows:
w(n+ 1) = w(n) + ¹(n)e¤(n)x(n); (5.17)
where ¹(n) is the step-size parameter.
It should be noted that the VSLMS ¯lter taps are only adapted using the pilot
symbols at the ¯rst decoding iteration. As such, the tap spacing occurs at the pilot
symbol spacing and we need to interpolate the ¯lter taps to match the channel data
rate. In this case, linear interpolation is used as it is the simplest compared to other
interpolation methods such as cubic spline. The interpolated ¯lter is then used as
the channel estimation ¯lter for all the turbo decoding iterations in each frame and
the channel estimates are obtained according to (5.4).
Unlike the conventional ¯xed step-size LMS algorithm, the step-size parameter
is not ¯xed but variable with the time index, n. Speci¯cally, ¹(n) is adapted
according to the recursion below,






= ¹(n¡ 1) h1 + ½o<fe(n)xH(n)Ã(n)gi ; (5.18)
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where ½o is the step-size adaptation parameter. Ã(n) = @w(n)=@¹(n¡ 1) is com-
puted recursively using the following equation,
Ã(n) = ®Ã(n¡ 1) + e¤(n¡ 1)x(n¡ 1): (5.19)
The parameter ® is a positive constant close to 1. From equation (5.16)-(5.19), the
operation of the VSLMS ¯lter now involves the selection of the appropriate values
for the step-size adaptation parameter, ½o and the parameter, ®. This is in contrast
to the selection of ¹ in the ¯xed step-size LMS ¯lter. One limitation of the ¯xed
step-size LMS algorithm is that a small ¹ is needed to achieve low excess MSE but
that also leads to slow convergence. Furthermore, in a non-stationary environment,
a small ¹ results in poor tracking (high lag noise) while a large ¹ results in high
excess MSE (misadjustment noise) [25]. The optimum ¹ that balances the lag and
misadjustment noise is dependent on the channel parameters which are unknown
a-priori. The proposed VSLMS algorithm is able to overcome the above limitations
of the ¯xed step-size LMS algorithm.
A suitable value of ® is 0.95 and the algorithm maintains good performance
over a large variation in the value of ½o about its optimum value. This is seen in
the results presented in the latter part of this chapter and also reported in [65].
Compared to the ¯xed step-size LMS algorithm, it has faster convergence to the
optimum MSE. It also has better tracking capability in a non-stationary environ-
ment as the step-size parameter is not ¯xed but is adjusted according to changes
in the channel. The reason for its good performance is that the recursive equation
(5.19) corresponds to a lowpass ¯ltering operation of Ã(n) which e®ectively takes
a weighted average of the present and past gradient estimates. This reduces the
noise content of the gradient vector resulting in a more stable adaptation of the
step-size parameter.
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5.3.3 Comparison of Computational Complexity of Chan-
nel Estimation Filters
In this section we compare the computational complexity of the various channel
estimation ¯lters. Here we consider the number of multiply and addition operations
per frame for a particular number of iterations to ¯lter the noisy channel estimates
as given in (5.4). The following notations are used to facilitate the comparison. LT
is the number of symbols including pilot symbols, in each transmitted frame. Lp
is the number pilot symbols per frame. Np is the pilot symbol spacing. NI is the
number turbo decoding iterations. Navg is the length of the equal weight moving
average ¯lter. Nfir is the FIR ¯lter length. Nap and Nac is the number of VSLMS
¯lter coe±cients at the pilot symbol and coded symbol spacing respectively. Table
5.1 compares the computational complexity of the various ¯lters.
For the moving average and FIR ¯lter, it is straight forward to obtain the
operation count in implementing (5.4). For the DFT ¯lter, the upper bound is
obtained when the frame size cannot be factorized while the lower bound is obtained
if the frame size is a power of 2. In general, the frame size is not necessary a power
of 2 nor a prime number. As such, the operation count is bounded by these 2
numbers. The factor of 2 is there because we need to perform one DFT and one
inverse DFT. As for the VSLMS ¯lter, there are three terms. The ¯rst term is
due to the convolutional operation. The second term is due to the adaptation
needed to determine the ¯lter coe±cients. The third term is due to interpolation
of the VSLMS ¯lter coe±cients to match the coded symbol spacing. As the ¯lter
coe±cients are adapted based on the pilot symbols only, there is no multiplication
by the factor NI .
From Section 5.4 and Section 5.5, the following are the values for the system
and ¯lter parameters for the case of fdTs = 0:02 which are used to obtain the
numbers in the last column of Table 5.1. Calculation for the case of fdTs = 0:005
yields similar conclusions. Here LT = 2750, Lp = 250, Np = 11, NI = 5, Navg = 21,
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Nfir = 401, Nap = 37, Nac = 397.
Clearly the equal weight moving average ¯lter has the least complexity. How-
ever, as discussed in the later sections, it is only suitable when the normalized
fading rate is very low. At higher fading rate, this ¯lter gives very poor perfor-
mance.
The ¯lter implemented using DFT has the next lowest complexity. This low
complexity is achieved if it can be replaced by its fast implementation, i.e. FFT,
if the frame size is not prime and can be factored into the multiplication of a
series of small prime numbers [61]. In our case, the frame size of LT = 2750 is
factored into 2 £ 5 £ 5 £ 5 £ 11. As a result, the complexity is lower compared
to the direct implementation of the FIR ¯lter. If this is not possible, then the
computational complexity approaches the upper bound given in Table 5.1 above.
Thus the complexity is not always low but it varies from low to high depending on
the frame size and this is its main limitation. Thus, this ¯lter cannot be used for
all frame size.
The FIR ¯lter has the next highest complexity. Note that here the impulse
response is not assumed to be symmetrical. If it is, the number of real multiplica-
tions will reduce by two times. Its main advantage is simplicity in implementation
and it can be implemented for all fading rates achieving good performance once
the fading rate is known. This is unlike the equal weight moving average ¯lter.
As for the proposed VSLMS ¯lter, we note that the majority of the operations
is in the direct implementation of the convolution operation (¯rst term in Table
5.1) while the adaptive ¯lter update recursion takes up a fraction of the total
computations. This results in a marginal increase in complexity compared to the
FIR ¯lter implementation. We compare it with the FIR ¯lter because the FIR
¯lter is likely to be used in practice and hence this constitutes a fair comparison.
This slight increase in complexity allows the system to be able to operate without
a-priori knowledge of the channel characteristics encountered in practice. This is
an advantage over the other ¯xed characteristics ¯lters.
134
We note that the direct implementation of the convolution operation in the
FIR and the VSLMS ¯lters results in seemingly high computational operations.
But we would like to point out that the convolution operation can be implemented
by means of FFT, page 148 of [61]. This can result in a signi¯cant reduction in
the computational operations. For example using the FFT method to implement
linear convolution, the number of real multiplications per frame per iteration is
approximately given by
Mr = (Ncoef + LT ¡ 1)[6 log2(Ncoef + LT ¡ 1)]; (5.20)
where Ncoef is the number of ¯lter coe±cients in the FIR or VSLMS ¯lter. The
number of real additions per frame per iteration is approximately given by
Ar = (Ncoef + LT ¡ 1)[9 log2(Ncoef + LT ¡ 1)]: (5.21)
Note that (Ncoef + LT ¡ 1) must be a power of 2. If this is not the case, it is
rounded to the next highest value which is a power of 2.
Thus for the FIR ¯lter implemented by FFT, (Ncoef +LT ¡ 1) = 401+ 2750 =
3151 and this is rounded o® to 4096. The number of real multiplications per frame
for 5 iterations is then given by
Mr £ 5 = 4096£ [6 log2(4096)]£ 5 = 1:47456£ 106: (5.22)
The number of real additions per frame for 5 iterations is then given by
Ar £ 5 = 4096£ [9 log2(4096)]£ 5 = 2:21184£ 106: (5.23)
Similarly for the VSLMS ¯lter, the total number of real multiplications per
frame for 5 iterations is given by
Mr £ 5 + 4(3:5Nap)Lp + (Nap ¡ 1)(Np) =
4096£ [6 log2(4096)]£ 5 + 129500 + 396 = 1:604456£ 106; (5.24)
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Table 5.1: Complexity of Channel Estimation Filters
Filter Type No of real multiplications No of real additions Example of no.
per frame for NI iterations per frame for NI iterations of multiply (add)z
Moving average 2NILT 2(Navg ¡ 1)NILT 2:75£ 104
¯lter (5:50£ 105)
FIR ¯lter 2NfirNILT 2(Nfir ¡ 1)NILT 1:10275£ 107
(1:1£ 107)
DFT ¯lter ¸ 2NI [2LT (log2 LT ¡ 2) + 4], ¸ 2NI [3LT log2 LT ¡ 2LT + 2]; 5:18£ 105 < 2:42£ 106
· 2NI [4L2T ] · 2NI [4L2T ] < 3:025£ 108
(8:88£ 105 < 2:48£ 106
< 3:025£ 108)
VSLMS ¯lter 2NacNILT + 4(3:5Nap)Lp 2(Nac ¡ 1)NILT + 4(2:5Nap)Lp 1:1047396£ 107
+(Nap ¡ 1)(Np) +2(Nap ¡ 1) (1:0982572£ 107)
z The number given here is based on the system parameters in Section 5.4 and the ¯lter
parameters selected as summarized in Section 5.5
where the last 2 terms correspond to the second and third term in Table 5.1. The
total number of real additions per frame for 5 iterations is given by
Ar £ 5 + 4(2:5Nap)Lp + 2(Nap ¡ 1) =
4096£ [9 log2(4096)]£ 5 + 92500 + 72 = 2:304412£ 106:
(5.25)
The complexity of both ¯lters is thus greatly reduced and this will not be a issue
in practical implementation given the technology of current signal processors.
5.4 Simulation Set-up
This section describes the simulation parameters common to the results shown
in the subsequent sections. Any deviations from the parameters described below
are highlighted in the particular section concerned. Unless explicitly stated, hard
decision feedback is used in the iterative channel estimation process. If iterative
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channel estimation is not used, it means that channel estimation is performed only
at the ¯rst turbo decoding iteration.
The turbo code used consists of two rate 1=2 recursive systematic convolutional
(RSC) encoders, each with constraint length 4 where the feedback and feedforward
generator in octal notation are (15o) and (17o), respectively. The trellis of the
upper encoder is terminated with 3 tail bits while the lower encoder's trellis is left
unterminated. The turbo encoder uses a length 1250 interleaver proposed in the
3GPP standard [2]. Puncturing is used to increase the overall code rate to 1=2,
where the even and odd indexed parity bits are deleted from the upper and lower
encoder before transmission, respectively.
The data frame consists of 1247 message bits and 3 tail bits. Two normalized
fading rates are considered : fdTs = 0:005 and fdTs = 0:02. According to [73], an
interleaving depth equivalent to 1/5 to 1/4 of a fade cycle (de¯ned as 1=fdTs) is
almost as good as full interleaving using trellis coded PSK modulations. As such
the channel interleaver chosen is a 50 £ 51 (depth £ span) block interleaver. In
this chapter, we do not consider fading rate signi¯cantly lower than fdTs = 0:005
as the channel interleaver cannot e®ectively interleave long fade duration. When
this happens, measures such as power control needs to be considered to maintain
good performance. However, it is not the focus of this chapter.
For a mobile communication system operating at 2:0 GHz and a channel rate
of 19:2 kbps, the slower fading rate corresponds to a mobile speed of 51 km/h.
The faster fading rate corresponds to the worst case fading rate due to a mobile
speed of 206 km/h. The slower mobile speed typi¯es a vehicular speed in major
cities in countries such as USA, while the faster one is indicative of the speed of
high velocity trains in Europe and Japan. For each Eb=No, ¯ve decoding iterations
are performed using the log-MAP algorithm and the decoder is stopped when 40
frame errors are obtained. The pilot symbol spacing is ¯xed at Np = 11 which
satis¯es Nyquist sampling criterion up to the worst case fading rate.
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5.5 Selection of Filter Parameters
This section studies the BER performance as the characteristics of the proposed
channel estimation ¯lters are varied. The results are used to select an appropriate
set of parameters for each ¯lter under various fading conditions. Figures 5.5-5.8
show the BER performance of the proposed ¯lters as a function of di®erent ¯lter
parameters. The proposed iterative channel estimation scheme is used to obtain
the results shown.
5.5.1 Parameters For Fixed Characteristics Filter
Figures 5.5-5.6 show the BER performance as a function of ¯lter parameters for
the equal weight moving average ¯lter, the FIR ¯lter designed using Hamming
window, and the DFT ¯lter. For fdTs = 0:005, Eb=No=5 dB while for fdTs = 0:02,
Eb=No=6 dB. Note that we do not show the results for the 101 and 201 taps FIR
¯lters at fdTs = 0:005 with cut-o® frequencies less than fdTs as the number of taps
is insu±cient to achieve lower cut-o® frequencies.
Our results show that the channel estimation ¯lter cut-o® frequency that achieves
good BER performance is always higher than the normalized fading rate, fdTs.
This ensures that the channel's frequency response is not truncated by the ¯lter.
Authors who proposed using FIR ¯lters designed using windowing techniques have
advocated using a cut-o® frequency equal to the normalized fading rate [62] . From
our study, it is clear that such a scheme will not yield the best results possible.
From Figures 5.5-5.6, the BER performance degrades slowly when the cut-o®
frequency of the ¯lter is increased from the optimum one that yields the lowest
BER. In contrast, if a ¯lter with a lower cut-o® frequency than the optimum value is
used, the BER performance degrades faster as the ¯lter rejects part of the channel
response (high frequency part). Thus, for good BER performance, the channel
response must not be truncated by the channel estimation ¯lter. Though more
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Figure 5.5: BER as a function of ¯lter parameters for equal weight moving average
and DFT estimation ¯lters. Top: fdTs = 0:005; Eb=No = 5 dB. Bottom: fdTs =
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Figure 5.6: BER as a function of ¯lter parameters for FIR estimation ¯lters. Top:
fdTs = 0:005; Eb=No = 5 dB. Bottom: fdTs = 0:02; Eb=No = 6 dB.
140
optimum value, the turbo decoder is still able to maintain good BER performance.
Hence, for a system designed to operate over a range of normalized fading rate
with unknown instantaneous fading rate, we should choose a high cut-o® frequency
catering to the fastest fading rate. This ensures that the channel information is
not lost resulting in serious degradation of performance.
In terms of sensitivity of BER performance resulting from a mismatch between
the cut-o® frequency and the normalized fading rate, the equal weight moving
average ¯lter shows less sensitivity compared to the FIR ¯lter and DFT ¯lter.
However, the BER performance is also poorer. This is especially so at the higher
fading rate because the number of taps needed to achieve the higher cut-o® fre-
quency is too small to reject noise e®ectively. It is also observed that the range
of acceptable cut-o® frequency achieving good BER performance is wider at the
lower normalized fading rate than at the higher normalized fading rate.
From Figures 5.5 and 5.6, the parameters selected for the various ¯lters for
a known fdTs = 0:005 are (i) 61 taps for the equal weight moving average ¯lter
(the cut-o® frequency is 1:96 £ fdTs = 0:0098) , (ii) 301 taps for the FIR ¯lter
with a cut-o® frequency of 1:5 £ fdTs = 0:0075, and (iii) a cut-o® frequency of
1:1 £ fdTs = 0:0055 for the DFT ¯lter. 301 taps is selected for the FIR ¯lter
instead of 401 taps as there is only a very slight degradation in BER.
In the case when the known fdTs = 0:02, the chosen ¯lter parameters are (i) 21
taps for the equal weight moving average ¯lter (corresponding to a cut-o® frequency
of 1:43£ fdTs = 0:0286), (ii) 401 taps for the FIR ¯lter with a cut-o® frequency of
1:1£ fdTs = 0:022, and (iii) a cut-o® frequency of 1:1£ fdTs = 0:022 for the DFT
¯lter. These parameters are also used when the fading rate is unknown so as to
cater to the worst case fading rate for the fading rates considered here.
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5.5.2 Parameters For Variable Step-Size LMS Filter
We ¯rst investigate the convergence time of the adaptive ¯lter for the di®erent
normalized fading rates and di®erent step-size adaptation parameter, ½o. The
number of taps for the VSLMS ¯lter is 37 at the pilot symbol spacing. This
corresponds to 397 taps at the coded symbol spacing which is close to the largest
number of taps chosen for the FIR ¯lter at fdTs = 0:02. As such it represents the
worst case scenario for the convergence time. Figure 5.7 shows the convergence
behavior of the proposed c-VSLMS-III-M ¯lter by plotting the MSE against the
number of pilot symbols. As ½o increases, the convergence time decreases but the
MSE error also increases. This is to be expected. The convergence time is also
generally faster for the faster fading rate as the input to the adaptation algorithm is
less correlated. The convergence times are about 250; 400 and 600 pilot symbols for
½o = 0:05; 0:01 and 0:005 respectively. Therefore, ½o = 0:01 is a good compromise
between MSE and convergence time. Later in this section, the BER performance
of the c-VSLMS-III-M ¯lter is evaluated to con¯rm if the MSE for the chosen value
of ½o is acceptable.
With ½o = 0:01 is chosen, the adaptive ¯lter coe±cients converge to a small
value at approximately 400 pilot symbols. This corresponds to slightly less than 2
frames at the pilot symbol spacing of 11 and frame size of 2500 encoded bits. Thus
a duration corresponding to 2 frames is selected to allow the c-VSLMS-III-M ¯lter
to converge in our receiver architecture.
Figure 5.8 shows the BER performance as a function of various parameters for
the proposed c-VSLMS-III-M channel estimation ¯lter (a VSLMS ¯lter). Note that
the c-VSLMS-III-M ¯lter is trained on the same record as the one used to assess
its performance. This ¯lter does not assume that the fading rate is known. As it
takes a ¯nite amount of time to converge, a suitable ¯lter catering to the worst
case fading rate is used while it is converging towards the optimum value. In this
case, a 401 taps FIR ¯lter with a cut-o® frequency of 0:022 is selected for channel
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Figure 5.7: MSE vs number of pilot symbols for c-VSLMS-III-M ¯lter for di®erent
step-size adaptation parameter, ½o and fdTs. Number of coe±cients is 37. Eb=No =
5 dB
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estimation in the ¯rst two frames. Two frames is selected based on the results
obtained above. This is to allow the c-VSLMS-III-M ¯lter to converge. This ¯lter
is chosen as it caters to the fastest fading rate and shows better BER performance
compared to the equal weight moving average ¯lter. Compared to the DFT ¯lter,
the BER performance is about the same and it also shows a slightly wider range
of acceptable cut-o® frequency for good BER performance. An Eb=No of 5 dB is
used in both sets of curves with the top and bottom sets of curves obtained for
fdTs = 0:005 and fdTs = 0:02, respectively.
The c-VSLMS-III-M ¯lter achieves about the same performance over a wide
range of ¯lter length and step-size adaptation parameter, ½o. This is one advantage
that is also evident in the results presented in Chapter 3 and in [65]. An acceptable
range of ¯lter length suitable for both fading rates is 400 to 550 taps. Within this
range of ¯lter length, a suitable value of ½o is 0.01 as it achieves the best result
under fdTs = 0:02 and shows negligible degradation under fdTs = 0:005. For a fair
comparison with the FIR ¯lter used when the fading rate is known, a ¯lter length
of 397 taps (or equivalent to 37 taps at the pilot symbol spacing of Np = 11) is
selected.
5.6 Performance in Stationary Rayleigh Fading
Channel
5.6.1 Slow Normalized Fading Rate, fdTs = 0:005
Figure 5.9 shows the BER versus Eb=No for fdTs = 0:005 for the various channel
estimation ¯lters with parameters selected in Section 5.5. The results shown are
for the following cases. The ¯rst case is
(i) the equal weight moving average ¯lter with a window length of N = 61 and
without iterative channel estimation.
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No of taps of c-VSLMS-III-M at coded bit spacing
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Figure 5.8: BER as a function of ¯lter length of c-VSLMS-III-M ¯lter for di®erent
step-size adaptation parameter, ½o. Eb=No = 5 dB. Top : fdTs = 0:005, Bottom :
fdTs = 0:02.
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For the remaining cases, iterative channel estimation is used and the ¯lters are
(ii) the same 61 taps equal weight moving average ¯lter as in (i),
(iii) the FIR ¯lter with 301 taps where its cut-o® frequency is 1:5£fdTs = 0:0075,
(iv) the DFT ¯lter having cut-o® frequency of 1:1£ fdTs = 0:0055,
(v) the proposed c-VSLMS-III-M ¯lter which will adapt to the instantaneous
fading rate,
(vi) the optimum Wiener ¯lter of length N = 301 which serves as the baseline of
comparison, and
(vii) the `mismatched' Wiener ¯lter with 401 taps designed for fdTs = 0:022 in-
stead of fdTs = 0:005.
Case (vii) is corresponds to the worst case design. Here the Wiener ¯lter catered
to the worst case highest fading rate (fdTs = 0:02) is used in a slower fading rate
(fdTs = 0:005) when there is no adaptivity in the receiver and no a-priori knowledge
of the channel. Also shown is
(viii) the case assuming perfect knowledge of the channel coe±cients (an impossi-
bility) which upper bounds the best performance.
The ¯lters in (i)-(iv) and (vi) assume a-priori knowledge of the normalized
fading rate while the c-VSLMS-III-M ¯lter in (v) and the mismatched Wiener ¯lter
in (vii) do not. The c-VSLMS-III-M ¯lter has 37 taps at the pilot symbol spacing
or 397 taps at the coded bits' spacing given a pilot symbol spacing of Np = 11.
For the ¯rst two frames, a 401 taps FIR ¯lter with cut-o® frequency equal to 0.022
is used for channel estimation to allow for the VSLMS ¯lter to converge. The
step-size adaptation parameter, ½o = 0:01, and the parameter, ® = 0:95.
It is clear from the comparison of cases (i) and (ii) that a coding gain of about
1:0 dB for BER < 10¡1 is achieved by using iterative channel estimation (case (ii))
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Figure 5.9: BER vs Eb=No at normalized fading rate, fdTs = 0:005, for various
channel estimation ¯lters. All channel estimation ¯lters except c-VSLMS-III-M
assume knowledge of the channel normalized fading rate to set the appropriate
cut-o® frequency and ¯lter length.
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compared to the case without iterative channel estimation (case (i)). If iterative
channel estimation is used, the equal weight moving average ¯lter coding gain
degrades only slightly by about 0:2 dB as compared to the FIR and the DFT
¯lters. This is for Eb=No between 3 dB to 5 dB. At higher Eb=No, the three ¯lters
have about same performance. Also, they perform closely to the optimum Wiener
¯lter indicating that the simpler equal weight moving average ¯lter is good enough
when the normalized fading rate is slow and known a-priori, e.g. fdTs = 0:005, so
that the appropriate number of taps to be used can be determined a-priori. The
c-VSLMS-III-M ¯lter in (v) which does not assume that fdTs is known, achieves
equal or better BER performance compared to the ¯lters that assume a-priori
knowledge of fdTs. Compared to the case assuming perfect channel knowledge, the
performance of the various ¯lters with iterative channel estimation is about 0.5-0.7
dB away. This indicates that the proposed receiver together with the appropriate
channel estimation ¯lters are suitable if the channel is a-priori known. Case (vii)
shows that if the channel characteristics are a-priori unknown, then using the
mismatched Wiener ¯lter catered to the worst case fading rate results in a loss of
1 dB for the same BER. In other words, the use of the proposed c-VSLMS-III-M
adaptive ¯lter achieves a coding gain of 1 dB when the channel characteristics are
a-priori unknown.
Figure 5.10 compares the performance of the Log-MAP and max-Log-MAP
decoder for the same simulation parameters as those in Figure 5.9. The results
show that, switching to the sub-optimum max-Log-MAP decoder degrades the
coding gain by up to 0.6 dB with respect to the Log-MAP decoder.
A BER °oor is observed to appear between 5.5 to 6 dB in Figure 5.9. This is
not observed for the faster fading rate of fdTs = 0:02 in the next section. This
leads us to postulate that the channel interleaver may not be able to e®ectively
interleave the long fade duration encountered. Hence, the channel block interleaver
is modi¯ed to be 100 £ 25 while keeping the other simulation parameters constant.
Curve (a) in Figure 5.11 is the original BER performance. Curve (b) in Figure
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30 1  t a p s  F I R  f i l t e r ,  L o g - M A P  d e c o d e r               
39 7  t a p s  c - V S L M S - I I I - M  f i l t e r ,  L o g - M A P  d e c o d e r     
30 1  t a p s  W i e n e r  f i l t e r ,  L o g - M A P  d e c o d e r            
30 1  t a p s  F I R  f i l t e r ,  m a x - L o g - M A P  d e c o d e r           
39 7  t a p s  c - V S L M S - I I I - M  f i l t e r ,  m a x - L o g - M A P  d e c o d e r
30 1  t a p s  W i e n e r  f i l t e r ,  m a x - L o g - M A P  d e c o d e r        
Figure 5.10: Comparison of Log-MAP and max-Log-MAP decoder at fdTs = 0:005.
All channel estimation ¯lters except c-VSLMS-III-M assume knowledge of the chan-
nel normalized fading rate to set the appropriate cut-o® frequency and ¯lter length.
149










( a )  30 1 t a p s  F I R  f i l t e r ,  50 x 51 i n t e r l e a v e r  
( b )  30 1 t a p s  F I R  f i l t e r ,  10 0 x 25 i n t e r l e a v e r
( c )  30 1 t a p s  F I R  f i l t e r ,  10 0 x 51 i n t e r l e a v e r
Figure 5.11: Combating BER °oor at fdTs = 0:005, with modi¯cation of channel
interleaver depth and frame size. Channel estimation ¯lter is the FIR ¯lter. For
both (a) & (b) frame size=2500. Channel interleavers for (a) & (b) are 50x51 and
100x25 respectively. For (c), frame size=5000 & channel interleaver is 100x51.
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5.11 shows a lowering of the BER °oor after using the new channel interleaver. To
further reduce the BER °oor, the frame size could be further increased in addition
to increasing the interleaver depth as shown in curve (c) of Figure 5.11. Other
measures such as power control may also be considered. Since the focus of this
chapter is not on the study of optimum dimension of the channel interleaver, the
original channel interleaver is used for the rest of the simulations.
5.6.2 Fast Normalized Fading Rate, fdTs = 0:02
Figure 5.12 shows the BER versus Eb=No for fdTs = 0:02 for the various channel
estimation ¯lters with parameters selected in Section 5.5. The results are obtained
for the following cases. The ¯rst case is
(i) a 21 taps equal weight moving average ¯lter without iterative channel esti-
mation.
The rest of the cases use iterative channel estimation and the ¯lters used are
(ii) the same 21 taps equal weight moving average ¯lter as in (i),
(iii) a 401 taps FIR ¯lter with cut-o® frequency of 1:1£ fdTs = 0:022,
(iv) the DFT ¯lter with a cut-o® frequency of 1:1£ fdTs = 0:022,
(v) the same c-VSLMS-III-M ¯lter as in the case when fdTs = 0:005, and
(vi) the optimum Wiener ¯lter of length N = 401 which serves as the baseline of
comparison.
Also shown is
(vii) the case assuming perfect knowledge of the channel coe±cients.
For the equal weight moving average ¯lter, a coding gain of 1:3 dB for BER
< 10¡1 is observed when iterative channel estimation is used (case (ii)) as com-
pared to the case without iterative channel estimation (case (i)). Iterative channel
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2 1  t a p s  e q u a l  w e i g h t  m o v i n g  a v e r a g e  f i l t e r  w i t h o u t  i t e r a t i v e  c h a n n e l  e s t i m a t i o n
2 1  t a p s  e q u a l  w e i g h t  m o v i n g  a v e r a g e  f i l t e r  w i t h  i t e r a t i v e  c h a n n e l  e s t i m a t i o n    
40 1  t a p s  F I R  f i l t e r ,  c u t - o f f  f r e q . = 0 . 0 2 2  &  w i t h  i t e r a t i v e  c h a n n e l  e s t i m a t i o n    
D F T  f i l t e r  w h e r e  c u t - o f f  f r e q . = 0 . 0 2 2  &  w i t h  i t e r a t i v e  c h a n n e l  e s t i m a t i o n        
39 7 t a p s  c - V S L M S - I I I - M  f i l t e r  w i t h  i t e r a t i v e  c h a n n e l  e s t i m a t i o n                 
40 1  t a p s  W i e n e r  f i l t e r  w i t h  i t e r a t i v e  c h a n n e l  e s t i m a t i o n                        
P e r f e c t  c h a n n e l  e s t i m a t e s                                                       
Figure 5.12: BER vs Eb=No at normalized fading rate, fdTs = 0:02, for various
channel estimation ¯lters. All channel estimation ¯lters except c-VSLMS-III-M
assume knowledge of the channel normalized fading rate to set the appropriate
cut-o® frequency and ¯lter length.
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estimation using FIR and DFT ¯lters outperform that using the equal weight mov-
ing average ¯lter by between 0:5 dB to 0:7 dB for BER < 10¡1. This indicates
that the equal weight moving average ¯lter is not suitable at the higher normal-
ized fading rate. Again, the FIR and DFT ¯lters perform closely to the Wiener
¯lter indicating that when the fading rate is known a-priori, we can select FIR and
DFT ¯lters with suitable parameters to achieve good BER performance. The c-
VSLMS-III-M ¯lter in (v) again shows that it is possible to achieve equal or better
BER performance without a-priori knowledge of the fading rate, when compared
to ¯lters requiring a-priori knowledge of the fading rate.
Compared to the case assuming perfect knowledge of the channel coe±cients,
our proposed receiver together with the appropriate channel estimation ¯lters is
about 1.5 dB away. This is 1 dB worse than the case of fdTs = 0:005. Similar
phenomenon is also observed in the results reported by [68]. One possible reason
for this is that the channel with higher fading rate is sampled at 2.3 times the
minimum sampling rate while the channel with lower fading rate is sampled at a
much higher rate of 9.1 times.
Figure 5.13 compares the performance of the Log-MAP and max-Log-MAP
decoder for the same simulation parameters as that in Figure 5.12. The results
show that by switching to the sub-optimum max-Log-MAP decoder, the coding
gain degrades by up to 0.5 dB with respect to the Log-MAP decoder. This is
similar to the observation made for the case when fdTs = 0:005 where up to 0.6
dB of degradation is observed.
5.6.3 Convergence of Mean Square Error of Channel Esti-
mates
In this section, the convergence behavior of the mean square error (MSE) of
the channel estimates is investigated and compared with the convergence of the
BER. This allows one to determine whether the channel coe±cients need to be re-
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40 1  t a p s  F I R  f i l t e r ,  L o g - M A P  d e c o d e r               
39 7  t a p s  c - V S L M S - I I I - M  f i l t e r ,  L o g - M A P  d e c o d e r     
40 1  t a p s  W i e n e r  f i l t e r ,  L o g - M A P  d e c o d e r            
40 1  t a p s  F I R  f i l t e r ,  m a x - L o g - M A P  d e c o d e r           
39 7  t a p s  c - V S L M S - I I I - M  f i l t e r ,  m a x - L o g - M A P  d e c o d e r
40 1  t a p s  W i e n e r  f i l t e r ,  m a x - L o g - M A P  d e c o d e r        
Figure 5.13: Comparison of Log-MAP and max-Log-MAP decoder at fdTs = 0:02.
All channel estimation ¯lters except c-VSLMS-III-M assume knowledge of the chan-
nel normalized fading rate to set the appropriate cut-o® frequency and ¯lter length.
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estimated at each decoding iteration. Note that the channel estimates at the n-th
iteration are obtained just before the n-th turbo decoding iteration using the pilot
symbols as well as the sequence, fu^(n¡1)(k)g fed back from the (n¡1)-th decoding
iteration. Therefore the channel estimates at the ¯rst iteration is based solely on
the pilot symbols. As the MSE at the region of the pilot symbols and at the region
between the pilot symbols is indistinguishable, we only show the combined MSE
at both regions.
Figure 5.14 shows the MSE at each iteration of channel estimation. For both
fading rates, a very signi¯cant improvement in MSE is observed from the ¯rst to
second iteration for all Eb=No. The amount of improvement is also larger at higher
Eb=No. From the second to third iteration, the improvement is less signi¯cant.
Though the MSE continues to decrease with each iteration, the quantum of im-
provement reduces with increasing iteration. At su±ciently high Eb=No (¸ 5:5 dB),
there is very slight improvement in MSE from the fourth to ¯fth iteration at the
faster fading rate. As for the slower fading rate, the MSE converges faster as very
slight improvement is observed from the third to fourth iteration for Eb=No ¸ 5
dB. This indicates that iterative channel estimation needs only be done up to the
fourth and third iteration for the faster and slower fading rate, respectively. As
such, savings in computation may be achieved by reducing the number of iterations
of channel estimation to be less than the number of turbo decoding iterations.
Figure 5.15 shows the BER after ¯ve turbo decoding iterations as the number
of iterations of channel estimation varies from three to ¯ve. Clearly, at the higher
fading rate four iterations of channel estimation are su±cient to achieve the same
BER performance as ¯ve iterations of channel estimation. As for the lower fad-
ing rate, three iterations of channel estimation are su±cient. The results are in
agreement with our earlier observations made in studying the convergence of the
MSE.
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I t e r a t i o n  n u m b e r  1,  f d T s = 0 . 0 0 5
I t e r a t i o n  n u m b e r  2,  f d T s = 0 . 0 0 5
I t e r a t i o n  n u m b e r  3,  f d T s = 0 . 0 0 5
I t e r a t i o n  n u m b e r  4,  f d T s = 0 . 0 0 5
I t e r a t i o n  n u m b e r  5,  f d T s = 0 . 0 0 5
I t e r a t i o n  n u m b e r  1,  f d T s = 0 . 0 20
I t e r a t i o n  n u m b e r  2,  f d T s = 0 . 0 20
I t e r a t i o n  n u m b e r  3,  f d T s = 0 . 0 20
I t e r a t i o n  n u m b e r  4,  f d T s = 0 . 0 20
I t e r a t i o n  n u m b e r  5,  f d T s = 0 . 0 20
1st iteration, fdTs=0.02 
5 th  iteration, fdTs=0.02 
1st iteration, fdTs=0.005  
5 th  iteration, fdTs=0.005  
Figure 5.14: MSE vs Eb=No in each iteration for fdTs = 0:02 & fdTs = 0:005.
Channel estimation ¯lter is FIR ¯lter.
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C h a n n e l  E s t i m a t i o n  u p  t o  3r d  i t e r a t i o n ,  f d T s = 0 . 0 0 5
C h a n n e l  E s t i m a t i o n  u p  t o  4t h  i t e r a t i o n ,  f d T s = 0 . 0 0 5
C h a n n e l  E s t i m a t i o n  u p  t o  5t h  i t e r a t i o n ,  f d T s = 0 . 0 0 5
C h a n n e l  E s t i m a t i o n  u p  t o  3r d  i t e r a t i o n ,  f d T s = 0 . 0 20
C h a n n e l  E s t i m a t i o n  u p  t o  4t h  i t e r a t i o n ,  f d T s = 0 . 0 20
C h a n n e l  E s t i m a t i o n  u p  t o  5t h  i t e r a t i o n ,  f d T s = 0 . 0 20
Figure 5.15: BER vs Eb=No after the 5-th turbo decoding iteration from using 3
to 5 iterations of channel estimation at fdTs = 0:02 & fdTs = 0:005. Channel
estimation ¯lter is FIR ¯lter.
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5.6.4 Soft Decision Feedback Versus Hard Decision Feed-
back
Up to this point, we have only considered hard decision feedback due to its sim-
plicity. In this section, we explore the use of soft decision feedback where the soft
output of the turbo decoder after each decoding iteration is fed back to the channel
estimator.
Figure 5.16 compares the performance of using hard decision feedback versus
soft decision feedback for fdTs = 0:005 and fdTs = 0:02. Only the results for the
FIR ¯lter designed using windowing technique are shown so as to prevent clutter-
ing the ¯gure. Similar results are obtained for the other ¯lters. The simulation
parameters are as per Section 5.6.1 to 5.6.2.
The results show that soft decision feedback has better performance in varying
degrees over hard decision feedback. The maximum coding gain of soft decision
over hard decision feedback is about 0:05 dB and 0:11 dB at fdTs = 0:005 and
fdTs = 0:02, respectively. The reasons for the higher coding gain at fdTs = 0:02
can be explained by analyzing the MSE of the channel estimates and the BER at
each iteration to be presented next.
For a ¯xed pilot symbol spacing, the initial channel estimates, provided by only
the pilot symbols, are less accurate at the higher fading rate because of the lower
sampling rate (4:5£) relative to the normalized fading rate. This results in a high
BER (¸ 7£ 10¡2) after the ¯rst turbo decoding iteration indicating that many of
the bits are in error. See curve (a) of Figure 5.17 and 5.18. Soft decision feedback
gives weightages to the bits according to their LLRs. The bits that are more likely
to be decoded correctly are given higher weightages (closer to one or negative one)
while those less likely to be decoded correctly will be given lower weightages (close
to zero). This results in better channel estimates (Figure 5.17, curve (g)) at the
second iteration compared to hard decision feedback (Figure 5.17, curve (b)). As
seen in Figure 5.18, the BER at the second iteration for soft decision feedback
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( a )  f d T s = 0 . 0 20 ,  h a r d  d e c i s i o n
( b )  f d T s = 0 . 0 20 ,  s o f t  d e c i s i o n
( c )  f d T s = 0 . 0 0 5,  h a r d  d e c i s i o n
( d )  f d T s = 0 . 0 0 5,  s o f t  d e c i s i o n
Figure 5.16: BER vs Eb=No comparing soft decision and hard decision feedback at
fdTs = 0:02 & fdTs = 0:005. Channel estimation ¯lter is FIR ¯lter.
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(curve (g)) is only slightly better than that for hard decision feedback (curve (b)).
Here, the bene¯ts of soft decision feedback are not evident yet. However, as the
BER is still quite high (¸ 10¡2), there is further improvement of the channel
estimates using soft decision feedback at the third iteration as compared to hard
decision feedback. At this point, the lower MSE provided by soft decision feedback
is enough to result in a bigger di®erence in the BER performance at the third
iteration. As such the BER for the remaining iterations for soft decision feedback
shows better performance over hard decision feedback.
As for fdTs = 0:005, the use of soft decision feedback results in very little
improvement in coding gain over hard decision feedback. This can be explained
as follows. For the same pilot symbol spacing of 11 symbols, the channel with
lower normalized fading rate is sampled 18:2£ relative to the normalized fading
rate. This is 4£ higher than that for the higher normalized fading rate. As such,
we observe that the MSE of the channel estimates at the ¯rst iteration is about
3£ lower (compare curves (a) & (f) in Figure 5.19 with those in Figure 5.17).
This in turn results in a much lower BER at the ¯rst turbo decoding iteration.
Therefore, the use of soft decision compared to hard decision feedback does not
result in any signi¯cant di®erence in the channel estimates at the second iteration.
Consequently, the BERs at the second iteration for both decision feedback schemes
are about the same. With the lower BER at the second iteration, the di®erence
in channel estimates at the third iteration for both feedback schemes is also quite
small. This in turn results in only slightly better BER for soft decision feedback
at the third decoding iteration. Based on this same reasoning, we observe that
the performance gain by soft decision over hard decision feedback for this case is
insigni¯cant.
In the context of the proposed receiver architecture of turbo decoding, the above
observations illustrate that soft decision feedback does not always provide large
improvement in performance. Noticeable gain in performance using soft decision
feedback is seen only when the detected message bits to be fed back are not reliable
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SE ( a )  I t e r a t i o n  n u m b e r  1,  h a r d  d e c i s i o n
( b )  I t e r a t i o n  n u m b e r  2,  h a r d  d e c i s i o n
( c )  I t e r a t i o n  n u m b e r  3,  h a r d  d e c i s i o n
( d )  I t e r a t i o n  n u m b e r  4,  h a r d  d e c i s i o n
( e )  I t e r a t i o n  n u m b e r  5,  h a r d  d e c i s i o n
( f )  I t e r a t i o n  n u m b e r  1,  s o f t  d e c i s i o n
( g )  I t e r a t i o n  n u m b e r  2,  s o f t  d e c i s i o n
( h )  I t e r a t i o n  n u m b e r  3,  s o f t  d e c i s i o n
( i )  I t e r a t i o n  n u m b e r  4,  s o f t  d e c i s i o n
( j )  I t e r a t i o n  n u m b e r  5,  s o f t  d e c i s i o n
1s t  i t e r a t i o n ,  s o f t  &  h a r d
d e c i s i o n  f e e d b a c k  
5t h  i t e r a t i o n ,  s o f t
d e c i s i o n  f e e d b a c k  
5t h  i t e r a t i o n ,  h a r d
d e c i s i o n  f e e d b a c k  
Figure 5.17: MSE vs Eb=No at fdTs = 0:02 in each iteration for both soft decision
and hard decision feedback.
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R ( a )  I t e r a t i o n  n u m b e r  1,  h a r d  d e c i s i o n
( b )  I t e r a t i o n  n u m b e r  2,  h a r d  d e c i s i o n
( c )  I t e r a t i o n  n u m b e r  3,  h a r d  d e c i s i o n
( d )  I t e r a t i o n  n u m b e r  4,  h a r d  d e c i s i o n
( e )  I t e r a t i o n  n u m b e r  5,  h a r d  d e c i s i o n
( f )  I t e r a t i o n  n u m b e r  1,  s o f t  d e c i s i o n
( g )  I t e r a t i o n  n u m b e r  2,  s o f t  d e c i s i o n
( h )  I t e r a t i o n  n u m b e r  3,  s o f t  d e c i s i o n
( i )  I t e r a t i o n  n u m b e r  4,  s o f t  d e c i s i o n
( j )  I t e r a t i o n  n u m b e r  5,  s o f t  d e c i s i o n
1s t  i t e r a t i o n ,  s o f t  a n d  h a r d
d e c i s i o n  f e e d b a c k  
5t h  i t e r a t i o n ,  h a r d
d e c i s i o n  f e e d b a c k  
5t h  i t e r a t i o n ,  s o f t
d e c i s i o n  f e e d b a c k  
Figure 5.18: BER vs Eb=No at fdTs = 0:02 in each iteration for both soft decision
and hard decision feedback.
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( a )  I t e r a t i o n  n u m b e r  1,  h a r d  d e c i s i o n
( b )  I t e r a t i o n  n u m b e r  2,  h a r d  d e c i s i o n
( c )  I t e r a t i o n  n u m b e r  3,  h a r d  d e c i s i o n
( d )  I t e r a t i o n  n u m b e r  4,  h a r d  d e c i s i o n
( e )  I t e r a t i o n  n u m b e r  5,  h a r d  d e c i s i o n
( f )  I t e r a t i o n  n u m b e r  1,  s o f t  d e c i s i o n
( g )  I t e r a t i o n  n u m b e r  2,  s o f t  d e c i s i o n
( h )  I t e r a t i o n  n u m b e r  3,  s o f t  d e c i s i o n
( i )  I t e r a t i o n  n u m b e r  4,  s o f t  d e c i s i o n
( j )  I t e r a t i o n  n u m b e r  5,  s o f t  d e c i s i o n
1s t  i t e r a t i o n ,  s o f t  a n d
h a r d  d e c i s i o n  f e e d b a c k  
5t h  i t e r a t i o n ,  h a r d  
d e c i s i o n  f e e d b a c k  
5t h  i t e r a t i o n ,  s o f t
d e c i s i o n  f e e d b a c k  
Figure 5.19: MSE vs Eb=No at fdTs = 0:005 in each iteration for both soft decision
and hard decision feedback.
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( a )  I t e r a t i o n  n u m b e r  1,  h a r d  d e c i s i o n
( b )  I t e r a t i o n  n u m b e r  2,  h a r d  d e c i s i o n
( c )  I t e r a t i o n  n u m b e r  3,  h a r d  d e c i s i o n
( d )  I t e r a t i o n  n u m b e r  4,  h a r d  d e c i s i o n
( e )  I t e r a t i o n  n u m b e r  5,  h a r d  d e c i s i o n
( f )  I t e r a t i o n  n u m b e r  1,  s o f t  d e c i s i o n
( g )  I t e r a t i o n  n u m b e r  2,  s o f t  d e c i s i o n
( h )  I t e r a t i o n  n u m b e r  3,  s o f t  d e c i s i o n
( i )  I t e r a t i o n  n u m b e r  4,  s o f t  d e c i s i o n
( j )  I t e r a t i o n  n u m b e r  5,  s o f t  d e c i s i o n
1s t  i t e r a t i o n ,  s o f t  a n d
h a r d  d e c i s i o n  f e e d b a c k  
5t h  i t e r a t i o n ,  h a r d  
d e c i s i o n  f e e d b a c k  
5t h  i t e r a t i o n ,  s o f t  
d e c i s i o n  f e e d b a c k  
Figure 5.20: BER vs Eb=No at fdTs = 0:005 in each iteration for both soft decision
and hard decision feedback.
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during the ¯rst few iterations. This happens at the ¯rst two iterations for the case
when fdTs = 0:02 at a pilot symbol spacing of 11 symbols. On the other hand, this
does not occur for the case of fdTs = 0:005 with the same pilot symbol spacing.
The improvement in performance achieved from using soft decision feedback should
also be weighed against the need to calculate the soft decisions of the data bits
using (5.6). In practice, some form of linear approximation of (5.6) may be used.
Further simulations are done for (a) fdTs = 0:005 with a pilot symbol spacing
of 51 symbols and (b) fdTs = 0:02 with a pilot symbol spacing of 5 symbols. Based
on the above conclusions, we expect soft decision feedback to yield appreciable gain
over hard decision feedback in case (a) while in case (b), there is no appreciable
di®erence. Results obtained con¯rm our expectations.
5.6.5 Other Feedback Schemes
In this section, we compare our proposed receiver architecture with an existing one
proposed by Valenti et al in [68]. This scheme uses both the systematic and the
parity bits in the form of either hard or soft decisions. In contrast, our proposed
scheme uses only detected systematic bits, also in the form of either hard or soft
decisions. These are readily available at the output of the turbo decoder after each
iteration. As such, we do not incur additional computations needed to calculate
the decisions of the parity bits.
We consider normalized fading rates of fdTs = 0:005 and fdTs = 0:02. The
channel estimation ¯lters used in both the proposed and existing receiver archi-
tectures with iterative channel estimation are the equal weight moving average
and the FIR ¯lters designed using the windowing technique. The parameters for
each ¯lter are selected as per the results presented in Section 5.5. For the equal
weight moving average ¯lter, the number of taps is 61 and 21 for fdTs = 0:005 and
fdTs = 0:02, respectively. As for the FIR ¯lter, a 301-taps FIR ¯lter with cut-o®
frequency equal to 0:0075 is used when fdTs = 0:005 whereas a 401-taps FIR ¯l-
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ter with cut-o® frequency equal to 0:022 is used for fdTs = 0:02. Hard decision
feedback is used.
Figure 5.21 shows the BER vs Eb=No for fdTs = 0:005 and fdTs = 0:02. The
results clearly show that the proposed receiver architecture for iterative channel
estimation achieves a slight coding gain of 0:05 dB for fdTs = 0:005 while there
is a slight degradation in performance of 0.1 dB at fdTs = 0:02. We believe that
the reason for this close performance between our proposed scheme and that using
both systematic and parity bits is as follows. If the systematic bits are in error,
the likelihood of the parity bits in error is also high for slow fading rate where the
channel is highly correlated. Thus there is no advantage in using the parity bits
at the slow fading rate. On the other hand at the faster fading rate, the likelihood
of the parity bits in error is not as high because the channel is less correlated.
This explains the slightly better performance when parity bits are used. Thus our
proposed feedback scheme achieves about the same performance as the one which
feeds back both systematic and parity bits.
We have also considered another method of feeding back both the systematic
and parity bits without additional calculation of the parity log-likelihood ratios.
This is achieved by passing the detected systematic bits through the RSC encoder.
Results show that its performance is close to that proposed in this thesis and
similar to that obtained by the scheme proposed in [68].
We have also considered other variations of feedback schemes as suggested by
one of the reviewers of our paper [77]. For example, only the more reliable data
bits (either hard decisions or soft decisions) after each turbo decoding iteration
are fed back. The more reliable bits refer to those bits that satisfy the conditions
below,
P (u(k)) > Pthres (5.26)
where u(k) 2 f¡1; 1g and Pthres is a threshold with value between 0.5 and 1.
Simulation results with various Pthres show that the BER performance is poorer
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30 1  t a p s  F I R  f i l t e r  u s i n g  b o t h  s y s t e m a t i c  &  p a r i t y  b i t s                        
30 1  t a p s  F I R  f i l t e r  u s i n g  o n l y  s y s t e m a t i c  b i t s                                 
61  t a p s  e q u a l  w e i g h t  m o v i n g  a v e r a g e  f i l t e r  u s i n g  b o t h  s y s t e m a t i c  &  p a r i t y  b i t s
61  t a p s  e q u a l  w e i g h t  m o v i n g  a v e r a g e  f i l t e r  u s i n g  o n l y  s y s t e m a t i c  b i t s          










40 1  t a p s  F I R  f i l t e r  u s i n g  b o t h  s y s t e m a t i c  &  p a r i t y  b i t s                        
2 1  t a p s  e q u a l  w e i g h t  m o v i n g  a v e r a g e  f i l t e r  u s i n g  b o t h  s y s t e m a t i c  &  p a r i t y  b i t s
40 1  t a p s  F I R  f i l t e r  u s i n g  o n l y  s y s t e m a t i c  b i t s                                 
2 1  t a p s  e q u a l  w e i g h t  m o v i n g  a v e r a g e  f i l t e r  u s i n g  o n l y  s y s t e m a t i c  b i t s          
Figure 5.21: Comparison between proposed receiver where only systematic bits are
used to re¯ne channel estimation and the case where both systematic and parity
bits are used. Top ¯gure : fdTs = 0:005. Bottom ¯gure : fdTs = 0:02.
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than soft decision feedback of all the systematic bits while it is about the same
compared to hard decision feedback of all the systematic bits. Hence, this feedback
scheme is not pursued further in this chapter.
5.7 Performance in Non-stationary Rayleigh Fad-
ing Channel
Here, we consider a non-stationary Rayleigh fading channel where the speed of
the mobile varies between 51 km=h and 206 km=h. These speeds translate to a
normalized fading rate varying between fdTs = 0:005 and fdTs = 0:02 at a channel
rate of 19.2 kbps. The rate of change of normalized fading rate varies linearly and
two pro¯les (A & B) of rate of change of fading rate are considered. See Figure
5.22.
In Pro¯le A, fdTs starts at 0:005 and increases linearly to 0:02 over 100 seconds.
After which, fdTs is decreased at the same rate from 0:02 back to 0:005 and the
whole process is repeated. In Pro¯le B, fdTs starts at 0:02 and decreases linearly
to 0:005 over 100 seconds. After which, fdTs is increased at the same rate from
0:005 back to 0:02 and the whole process is repeated.
The two pro¯les are not expected to cause signi¯cant di®erences in BER per-
formance for both the equal weight moving average and the FIR ¯lters. However,
they are good tests to evaluate the tracking performance of the c-VSLMS-III-M
¯lter under di®erent start states and to establish its superiority over the equal
weight moving average and the FIR ¯lters.
The channel estimation ¯lters considered are (i) a 21 taps equal weight moving
average ¯lter, (ii) a 401 taps FIR ¯lter with cut-o® frequency equal to 0.022, and
(iii) the c-VSLMS-III-M ¯lter used in Section 5.6. In all cases, iterative channel
estimation is used. For each type of ¯lter, ¯ve decoding iterations are performed
using the log-MAP algorithm and the decoder is stopped after 400s (equal to 2792
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Figure 5.22: Slow rate of change of normalized fading rate - Top: Pro¯le A, Bottom:
Pro¯le B.
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frames at the channel rate considered).
Figures 5.23 and 5.24 show the BER and frame error rate (FER) as a function
of time (frame number) for Pro¯les A and B, respectively. Note that the cumula-
tive BER and FER are plotted as a function of time. As anticipated, the di®erent
pro¯les of rate of change of fading rate do not signi¯cantly a®ect the BER perfor-
mance for the equal weight moving average and the FIR ¯lters. This is seen by the
BER and FER towards the end of frame 2792. However, when Pro¯le B is used,
the BER performance of the c-VSLMS-III-M ¯lter is better than its performance
when Pro¯le A is used for a high Eb=No. This behavior is due to the faster con-
vergence when the c-VSLMS-III-M ¯lter sees a less correlated input for a starting
normalized fading rate of 0:02 instead of 0:005. As the VSLMS ¯lter has a slower
convergence for Pro¯le A, this results in a higher bit error rate initially. Since, we
are plotting the cumulative BER, the e®ect of an initial high number of bits in
error persists for the period shown. If the instantaneous BER per frame is plotted
as a function of time, the steady state for both pro¯les will be close to each other.
At lower Eb=No, no signi¯cant di®erence in performance under Pro¯les A and B
is observed. The reason is that the higher level of noise is the dominant source of
errors in the channel estimates.
In all cases of di®erent pro¯les of rate of change of fading rate and Eb=No,
the results show that the c-VSLMS-III-M ¯lter has the best performance. These
indicate that it is able to track the non-stationary Rayleigh fading channel quite
well. The equal weight moving average ¯lter shows the worst performance.
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397 taps c−VSLMS−III−M filter, Eb/No=5 dB             
401 taps FIR filter, Eb/No=5 dB                       
21 taps equal weight moving average filter, Eb/No=5 dB
397 taps c−VSLMS−III−M filter, Eb/No=6 dB             
401 taps FIR filter, Eb/No=6 dB                       
21 taps equal weight moving average filter, Eb/No=6 dB
fdTs=0.005 fdTs=0.005 fdTs=0.005 fdTs=0.02 fdTs=0.02 









397 taps c−VSLMS−III−M filter, Eb/No=5 dB             
401 taps FIR filter, Eb/No=5 dB                       
21 taps equal weight moving average filter, Eb/No=5 dB
397 taps c−VSLMS−III−M filter, Eb/No=6 dB             
401 taps FIR filter, Eb/No=6 dB                       
21 taps equal weight moving average filter, Eb/No=6 dB
fdTs=0.005 fdTs=0.005 fdTs=0.005 fdTs=0.02 fdTs=0.02 
.
Figure 5.23: BER (Top) and FER (Bottom) as a function of time (frame number)
under time varying normalized fading rate following Pro¯le A.
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397 taps c−VSLMS−III−M filter, Eb/No=5 dB             
401 taps FIR filter, Eb/No=5 dB                       
21 taps equal weight moving average filter, Eb/No=5 dB
397 taps c−VSLMS−III−M filter, Eb/No=6 dB             
401 taps FIR filter, Eb/No=6 dB                       
21 taps equal weight moving average filter, Eb/No=6 dB
fdTs=0.02 fdTs=0.005 fdTs=0.02 fdTs=0.005 fdTs=0.02 









397 taps c−VSLMS−III−M filter, Eb/No=5 dB             
401 taps FIR filter, Eb/No=5 dB                       
21 taps equal weight moving average filter, Eb/No=5 dB
397 taps c−VSLMS−III−M filter, Eb/No=6 dB             
401 taps FIR filter, Eb/No=6 dB                       
21 taps equal weight moving average filter, Eb/No=6 dB
fdTs=0.02 fdTs=0.02 fdTs=0.02 fdTs=0.005 fdTs=0.005 
.
Figure 5.24: BER (Top) and FER (Bottom) as a function of time (frame number)
under time varying normalized fading rate following Pro¯le B.
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5.8 Performance of Proposed c-VSLMS-III-M Al-
gorithm Versus Existing c-VSLMS-M Algo-
rithms
In this section, we compare the proposed c-VSLMS-III-M with the existing c-
VSLMS-I-M algorithm as discussed in Chapters 2 and 3 to further demonstrate
the better tracking capability of the proposed algorithm. The rate of change of
normalized fading rate follows Pro¯le A of Section 5.7 and the total number of
frames is 2792. Unlike that considered in Section 5.7, two higher rates of change of
normalized fading rate are investigated, namely, 2 times and 4 times. The results
for Eb=No equal to 4 dB, 5 dB and 6 dB are shown in Figures 5.25 and 5.26,
respectively. The results clearly show that the proposed algorithm outperforms
the existing algorithm, c-VSLMS-I-M. At the low Eb=No of 4 dB, no signi¯cant
performance gain is observed. However, as Eb=No is increased, the performance
gain of the proposed c-VSLMS-III-M ¯lter over the c-VSLMS-I-M ¯lter widens. In
particular, we observe a signi¯cant performance gain of the proposed c-VSLMS-
III-M ¯lter over the existing c-VSLMS-I-M ¯lter at Eb=No = 6 dB. Furthermore, as
the rate of fading rate changes from 2 times to 4 times that considered in Section
5.7, the proposed algorithm is able to maintain the same BER performance while
the performance of the existing algorithm degrades further. Thus, for the existing
c-VSLMS-I-M ¯lter, Eb=No = 6 dB is insu±cient to allow it to track the non-
stationary channel e®ectively as compared to the proposed c-VSLMS-III-M ¯lter.
5.9 Summary
A new iterative channel estimation technique for turbo decoding over Rayleigh
fading channels, where only the message bits after each decoding iteration are fed
back to the channel estimator, demonstrates signi¯cant improvement in coding
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3 9 7  t a p s  c - V S L M S - I - M  f i l t e r ,  E b / N o = 4 d B            
3 9 7  t a p s  c - V S L M S - I - M  f i l t e r ,  E b / N o = 5 d B            
3 9 7  t a p s  c - V S L M S - I - M  f i l t e r ,  E b / N o = 6 d B            
3 9 7  t a p s  p r o p o s e d  c - V S L M S - I I I - M  f i l t e r ,  E b / N o = 4 d B
3 9 7  t a p s  p r o p o s e d  c - V S L M S - I I I - M  f i l t e r ,  E b / N o = 5 d B
3 9 7  t a p s  p r o p o s e d  c - V S L M S - I I I - M  f i l t e r ,  E b / N o = 6 d B








3 9 7  t a p s  c - V S L M S - I - M  f i l t e r ,  E b / N o = 4 d B            
3 9 7  t a p s  c - V S L M S - I - M  f i l t e r ,  E b / N o = 5 d B            
3 9 7  t a p s  c - V S L M S - I - M  f i l t e r ,  E b / N o = 6 d B            
3 9 7  t a p s  p r o p o s e d  c - V S L M S - I I I - M  f i l t e r ,  E b / N o = 4 d B
3 9 7  t a p s  p r o p o s e d  c - V S L M S - I I I - M  f i l t e r ,  E b / N o = 5 d B
3 9 7  t a p s  p r o p o s e d  c - V S L M S - I I I - M  f i l t e r ,  E b / N o = 6 d B
Figure 5.25: BER (Top) and FER (Bottom) as a function of time (frame number)
under 2 times the rate of change of fading rate of Section 5.7 comparing proposed
c-VSLMS-III-M ¯lter with existing c-VSLMS-I-M ¯lter.
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3 9 7  t a p s  c - V S L M S - I - M  f i l t e r ,  E b / N o = 4 d B            
3 9 7  t a p s  c - V S L M S - I - M  f i l t e r ,  E b / N o = 5 d B            
3 9 7  t a p s  c - V S L M S - I - M  f i l t e r ,  E b / N o = 6 d B            
3 9 7  t a p s  p r o p o s e d  c - V S L M S - I I I - M  f i l t e r ,  E b / N o = 4 d B
3 9 7  t a p s  p r o p o s e d  c - V S L M S - I I I - M  f i l t e r ,  E b / N o = 5 d B
3 9 7  t a p s  p r o p o s e d  c - V S L M S - I I I - M  f i l t e r ,  E b / N o = 6 d B








3 9 7  t a p s  c - V S L M S - I - M  f i l t e r ,  E b / N o = 4 d B            
3 9 7  t a p s  c - V S L M S - I - M  f i l t e r ,  E b / N o = 5 d B            
3 9 7  t a p s  c - V S L M S - I - M  f i l t e r ,  E b / N o = 6 d B            
3 9 7  t a p s  p r o p o s e d  c - V S L M S - I I I - M  f i l t e r ,  E b / N o = 4 d B
3 9 7  t a p s  p r o p o s e d  c - V S L M S - I I I - M  f i l t e r ,  E b / N o = 5 d B
3 9 7  t a p s  p r o p o s e d  c - V S L M S - I I I - M  f i l t e r ,  E b / N o = 6 d B
Figure 5.26: BER (Top) and FER (Bottom) as a function of time (frame number)
under 4 times the rate of change of fading rate of Section 5.7 comparing proposed
c-VSLMS-III-M ¯lter with existing c-VSLMS-I-M ¯lter.
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gain. This is similar to the result reported in [68], where both parity and message
bits are fed back to the channel estimator after each decoding iteration. The
channel estimates are found to converge faster than the BER. They also converge
faster at lower fading rate. Hence, the channel coe±cients need not be re-estimated
at every decoding iterations. Soft decision feedback does not always provide large
improvement in performance. Noticeable gain in performance using soft decision
feedback is seen only when the detected message bits to be fed back are not reliable
during the ¯rst few iterations.
The equal weight moving average ¯lter, the FIR ¯lter, and the DFT ¯lter are
suitable when the fading rate is known a-priori. At very slow normalized fading
rate, e.g. fdTs = 0:005, all three ¯lters with characteristics selected based on the
known fading rate, achieve BER performance close to the optimum Wiener ¯lter.
Thus, the simpler equal weight moving average ¯lter is good enough under very
slow fading. When the normalized fading rate is much faster, e.g. fdTs = 0:02, the
equal weight moving average ¯lter no longer performs close to the Wiener ¯lter,
while the FIR and DFT ¯lters still do. When the fading rate is unknown a-priori,
the c-VSLMS-III-M ¯lter is able to perform close to the optimum Wiener ¯lter
and has equal or better performance than the other three ¯lters that assume a-
priori knowledge of the fading rate. This is valid under both slow and fast fading
rates. Under a non-stationary Rayleigh fading channel, the c-VSLMS-III-M ¯lter
is also shown to perform better than the equal weight moving average and the
FIR ¯lters. Finally, the proposed c-VSLMS-III-M ¯lter also demonstrates superior






There are two major phases in this research. The ¯rst phase of this research
focuses on the tracking properties of the Variable Step-Size Least Mean Square
(VSLMS) algorithm in a non-stationary environment. A literature survey of the
past and present works in that area is conducted to compare the strength and
weaknesses of the various forms of the VSLMS algorithm and also to understand
the theoretical techniques to analyze their tracking behavior. Further research in
this area has resulted in a new class of VSLMS algorithms that achieves better
tracking performance than the existing algorithms. The reasons for their superior
performance as compared to existing algorithms are also presented. In addition,
extensive computer simulations of the new class of algorithms together with the
existing algorithms in tracking time-varying multipath communications channel
are conducted. The results con¯rm the superior tracking performance of the new
class of VSLMS algorithms. These results are reported at the Adaptive Systems for
Signal Processing, Communications, and Control Symposium 2000 [74]. A journal
paper has also been published in the IEEE Transactions on Signal Processing [65].
As highlighted throughout this thesis, the mobile propagation environment is non-
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stationary in nature and is characterized by a-priori unknown and time varying
fading rate. For good BER performance, the channel response has to be estimated
and tracked as it varies. Hence, the new class of VSLMS algorithms are good
candidates in tracking the non-stationary channel.
In the second phase of the research, we focus on developing a new receiver
architecture incorporating iterative channel estimation suitable for turbo decoding
over Rayleigh fading channels. This is motivated by the interest in turbo codes
that are capable of providing high coding gain as well as the fact that they are
recommended as one of the channel coding schemes in 3G systems.
As highlighted in Chapter 5, there are two key components in this new receiver
architecture developed here. The ¯rst is the feedback of only the message (sys-
tematic) bits after each turbo decoding iteration to the channel estimation ¯lter
to improve the initial estimates that are based on pilot symbols. The second is
the channel estimation ¯lter which must be matched to the channel's normalized
fading rate for maximum rejection of noise. As the channel fading rate is unknown
a-priori and also time varying, the proposed VSLMS algorithms in Chapter 3 which
possess good tracking properties in a non-stationary environment are applied here.
Our research shows that the proposed receiver achieves signi¯cant improvement
in coding gain, comparable to that achieved by the technique where both message
and parity bits are fed back to the channel estimator [68]. We also present a
detailed study of three additional channel estimation ¯lters that are suitable in
the iterative channel estimation process. We establish the impact of the proposed
¯lter parameters on BER under a variety of fading conditions that have not been
thoroughly investigated before. This allows one to choose the appropriate channel
estimation ¯lter and its parameters to achieve good BER performance. The equal
weight moving average ¯lter, the FIR ¯lter, and the DFT ¯lter are suitable when
the fading rate is known a-priori. At very slow normalized fading rate, e.g. fdTs =
0:005, all three ¯lters with characteristics selected based on the known fading rate,
achieve BER performance close to the optimum Wiener ¯lter. Thus, the simpler
178
equal weight moving average ¯lter is good enough under very slow fading. When
the normalized fading rate is much faster, e.g. fdTs = 0:02, the equal weight
moving average ¯lter no longer performs close to the Wiener ¯lter, while the FIR
and DFT ¯lters still do. These results were published in two conference papers
[75]-[76].
However, these ¯xed characteristic ¯lters assume knowledge of the channel's
fading rate. Hence, they are not practical in a mobile propagation environment
where the channel characteristics such as the fading rate, are unknown a-priori and
are likely to be time-varying. We then demonstrate that our new class of variable
step-size LMS (VSLMS) ¯lter developed in Chapter 3 can be applied successfully in
the channel estimation problem, achieving BER performance close to that obtained
by the optimum Wiener ¯lter. In addition, it does not assume a-priori knowledge
of the channel's characteristics. Furthermore, it is able to perform well in a non-
stationary environment as opposed to conventional non-adaptive ¯lters. These
results were presented in a conference paper [77] and also submitted to IEEE
Transactions in Wireless Communications for publication [78].
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6.2 Publications
The followings are the publications made during the period of research:
1. W.P. Ang, and B. Farhang Boroujeny, `Gradient Adaptive Step-Size LMS Al-
gorithms: Past Results and New Developments', Adaptive Systems for Signal Pro-
cessing, Communications, and Control Symposium 2000 (AS-SPCC 2000), pp.
278-282, Oct. 2000.
2. W.P. Ang, and B. Farhang Boroujeny, `A New Class of Gradient Adaptive
Step-Size LMS Algorithms', IEEE Trans. on Signal Processing, vol.49, No. 4,
pp.805-810, Apr. 2001.
3. W.P. Ang, and H.K. Garg, `A New Iterative Channel Estimator For Turbo
Decoding Over Flat Fading Channel', International Conference on Information,
Communications & Signal Processing (ICICS 2001), Oct. 2001.
4. W.P. Ang, and H.K. Garg, `A New Iterative Channel Estimator For The Log-
MAP and Max-Log-MAP Turbo Decoder in Rayleigh Fading Channel', Global
Telecommunications Conference, 2001 (GLOBECOM '01), IEEE, Vol.6, pp. 3252
-3256, Nov. 2001.
5. W.P. Ang, and H.K. Garg, `A New Adaptive Channel Estimator For Turbo
Decoding In Rayleigh Fading Channels', 8th IEEE International Conference on
Communication Systems (ICCS 2002), 26-28 Nov 2002.
6. W.P. Ang, and H.K. Garg, `Iterative Channel Estimators For Turbo Decod-
ing in Rayleigh Fading Channels', submitted to IEEE Transactions in Wireless
Communications, submitted Jun 2002, revised and submitted in Mar 2003.
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7. W.P. Ang, and H.K. Garg, `Decision Feedback Schemes For Enhanced Channel
Estimation For Turbo Decoding In Rayleigh Fading Channels', accepted for publi-
cation at the International Conference on Information, Communications & Signal
Processing (ICICS 2003).
6.3 Future Work
In our proposed receiver architecture which re¯nes the channel estimate by feeding
back the detected message (systematic) bits to the channel estimator, the channel
estimates are re¯ned after each turbo decoding iteration. As the performance of the
turbo code is known to converge after a certain number of iterations, further work
can be done to establish suitable criteria to stop re¯ning the channel estimates.
With such criteria found, the computational cost of re-estimation of the channel
response can be reduced.
In this thesis, we only focus on estimating a single Rayleigh fading channel for
turbo decoding. In 3G systems where the turbo codes are recommended, multiple
Rayleigh fading paths will be encountered. Further research can be done to extend
the proposed receiver architecture and the corresponding VSLMS channel estima-
tion ¯lter to enhance the system performance in such a situation. Various schemes
of combining the multipaths in a turbo-coded WCDMA system in 3G could be
investigated to identify the best solution.
Recently, another area of active research is the use of Orthogonal Frequency
Division Multiplexing, OFDM, (an e±cient form of multicarrier transmission tech-
nology) for very high data rate transmission. Here, the modulation scheme includes
QAM besides BPSK and QPSK. Already OFDM is used in IEEE 802.11a wireless
local area network (WLAN) standard providing data rate of up to 54 Mbps. It is
also recommended as the radio transmission technology for 4G systems. Further
research can be done to develop suitable channel estimation algorithms for OFDM
employing QAM modulation schemes.
181
In this thesis, we have used a new class of VSLMS ¯lter developed in our
research to achieve adaptivity in the channel estimation process. Other approaches
also exist and one such scheme is proposed by [79]. However, it is based on pilot
tones. Hence, it needs to be adapted for the current application of iterative channel
estimation for turbo decoding using pilot symbols. As it looks promising in terms
of the convergence time, it would be a good candidate for future research to see if
the convergence time can be further improved.
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