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Abstract
We show that the function ((x − dm)(x − dM ))1/4xα/2e−x/2L(α)k (x) is almost equioscillating with the
amplitude
√
2/π provided k and α are large enough. Here L(α)k (x) is the orthonormal Laguerre polynomial
of degree k and dm , dM are some approximations for the extreme zeros. As a corollary we obtain a very
explicit, uniform in k and α, sharp upper bound on the Laguerre polynomials.
c⃝ 2010 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we will use bold letters for orthonormal polynomials versus regular characters
for orthogonal polynomials in the standard normalisation [4,15].
Asymptotic methods provide an extremely powerful tool for study of orthogonal polynomials.
They are not without their drawbacks, nevertheless. Error terms are, as a rule, not explicitly
known albeit in some cases they may be fixed at the cost of more extensive calculations. What
is more important, especially when one deals with a parametric family such as, say, Jacobi or
Laguerre polynomials, the global picture is completely lost. At the same time there are some
indications that the global behaviour at least of classical discrete and continuous orthogonal
polynomials is quite regular and maybe approximated well by simple algebraic functions for
a vast range of parameters. Here we use an elementary approach coming back to works of
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Sonin and Szego˝ to demonstrate that the orthonormal Laguerre polynomials L(α)k (x), that is
polynomials orthogonal on [0,∞) with respect to the weight xαe−x , α > −1, or more precisely
the function ((x − dm)(x − dM ))1/4 xα/2e−x/2L(α)k (x), exhibit almost equioscillatory behaviour
with the amplitude
√
2/π uniformly in k and α, where dm, dM are some approximations for the
extreme zeros of L(α)k (x). Notice that for a fixed α big-O bounds were given in [1] (see also [12]).
To put it into a more general context let us consider a family {pk(x)} of polynomials
orthogonal with respect to a positive weight W (x). It turns out that for a vast class of exponential
weights W = e−Q(x) there are absolute constants C1,C2 such that
C1 < sup
x
|(x − dm)(dM − x)|W (x)p2k(x) < C2
uniformly in the degree k, where dm, dM are some approximations to the extreme zeros of pk ,
such that the polynomial “lives” on [dm, dM ], [14] (see also [13,9]). A similar result holds for
Laguerre-type weights on [0, N ], N ≤ ∞, with W = xρe−Q(x), [10,11]. Classical Szego˝ theory
dealing with a class of weights defined on [−1, 1] states that the function
1− x2W (x)p2k(x)
asymptotically for k →∞ equioscillates with the amplitude 2
π
, [15].
For classical orthogonal polynomials one can say a bit more about their equioscillatory
behaviour. The simplest case to describe (and to prove) is given by the Bessel function Jν(x). It
was shown in [2] that
x2 − ν2 J 2ν (x) <
2
π
, x ≥ ν ≥ 0, (1)
whereas at every local maximumx2 − ν − 15ν
32
1/32
J 2ν (x) >
2
π
, x ≥ ν ≥ 4
7
.
Similarly, for Hermite polynomials Hk(x) (for the sake of simplicity the result is stated for
even degree only. For the general case see [2]),
m − x2e−x2H2k(x) <
2
π
, x2 ≤ m, (2)
whereas at every local maximum
m + 2m1/3 − x2e−x2H2k(x) >
2
π

1− 1
3m + 1 ,
where m = 2k + 1.
Less is known in the case of Jacobi polynomials. In the ultraspherical case for polynomials of
even degree we have [8],
d2 − x2(1− x2)α

P(α,α)2k (x)
2
<
2
π

1+ 1
8(4k + α)2

. (3)
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In general, only a weaker result is known [7]:
(x − dm)(dM − x)(1− x)α(1+ x)β

P(α,β)k (x)
2
<
3
√
5
5
, (4)
although the correct value of the right-hand side is, probably, again 2
π
. Here, d, dm, dM are some
(explicit) bounds on the extreme zeros and α ≥ 1+
√
2
4 .
Here we will establish a similar 2
π
bound for the Laguerre polynomials and also demonstrate
their equioscillatory property. To write the formulas in a more compact form we introduce first
some notation.
Let L(α)k (x) be the orthonormal Laguerre polynomial of degree k. For given k and α we define
two functions
G(x) = xα/2e−x/2L(α)k (x),
and
g(x; dm, dM ) = xα/2e−x/2 ((x − dm)(dM − x))1/4 L(α)k (x).
We also set
α = qs − 1, k = (s − q)
2
4
,
that is
s = s(k, α) = √k + α + 1+√k, q = q(k, α) = √k + α + 1−√k.
In the sequel we will assume that α > −1, that is q > 0.
Let also
β = α + 1,
h = s2 − q2 = 4k(k + α + 1),
and
r(x) = (s2 − x)(x − q2).
In what follows we will make two different choices for dm and dM , namely
dm = q2, dM = s2,
and
dm = δ−1 = q2 − 2q
4/3
h1/3
, dM = δ1 = s2 + 2s
4/3
h1/3
.
As the following theorem shows in both cases the interval [dm, dM ] covers the oscillatory and
the transition region of the function g(x; q2, s2). In particulary it contains all its zeros and local
extrema. Thus, in a sense, it may be viewed as an analogue of the Mhaskar–Rahmanov–Saff
numbers associated with the Laguerre weights (see e.g. [13,14] and also [15, p. 128]).
Our main result is the following:
Theorem 1. For k ≥ 50 and α ≥ 11, all local extrema of g(x; q2, s2) are in the interval[
q2 + 5q
4/3
6h1/3
, s2 − 23s
4/3
24h1/3
]
,
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and for orthonormal Laguerre polynomials
max
q2≤x≤s2
|g(x; q2, s2)| <

2
π

1+ 35
k2/3

.
Our proof suggests that the constant
√
2/π here is almost certainly sharp although we did not
try to demonstrate it rigorously as it would require a great deal of calculations. On the other hand
it is easy to see that
√
2/π is the best possible constant in two limiting cases when one of the
parameters k, α is fixed and the second tends to infinity. For a fixed α it follows from classical
asymptotics for Laguerre polynomials whereas for a fixed k from (2) and the well-known limiting
relation
lim
α→∞

2
α
k/2
L(α)k
√
2αx + α

= (−1)
k
k! Hk(x),
(see e.g. [15,4]).
As a corollary of Theorem 1 we improve an upper bound given in [6] and establish the
following inequality:
Theorem 2. Let k ≥ 50 and α ≥ 11, then
10−8 < k
1/6
√
k + α + 1 maxx≥0 x
α+1e−x

L(α)k (x)
2
<
5
2
.
Numerical calculations suggest that the upper bound of this theorem is quite close to the
correct value which is probably about one.
To state our next result we shall define Sonin’s function which also will serve as our main
technical tool in this paper. It was used by Szego˝ (see [15], Sections 7.31, 7.6 and 8.91) in a
similar context to establish the monotonicity behaviour of local extrema of classical orthogonal
polynomials. However in our case the situation is much more involved and proofs require a lot
of rather tedious calculations.
Given a function f = f (x) satisfying the second order differential equation
f ′′ − 2a f ′ + b f = 0, a = a(x), b = b(x),
then Sonin’s function of f is
S(x; f ) = f 2 + f
′2
b
.
Suppose it is known that all local maxima of f 2 lie in an open interval I and let b(x) > 0 for
x ∈ I . Then Sonin’s function has the following important properties:
(i) S(x; f ) is an envelope for f 2, that is all local maxima of f 2 lie on the curve S(x; f ).
(ii) The sign of the derivative
S′ = d
dx
S(x; f ) = 4ab − b
′
b2
f ′2(x)
coincides with the sign of the expression
σ = σ(x) = 4ab − b
′
b2
.
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Moreover noticing that S − S′
σb = f 2, we obtain a useful inequality on every interval where σb
does not change the sign. Let, say, σb ≥ 0 for x ∈ [l1, l2]. Then
S′
S
≤ bσ = 4a − b
′
b
, (5)
yielding after integration
S(y)
S(x)
≤ b(x)
b(y)
e4
 y
x a(x)dx , l1 ≤ x ≤ y ≤ l2. (6)
If σb ≤ 0 one has the opposite inequality.
Here we will establish the following theorem which provides the existence of two opposite
unimodal envelopes and shows that the function g not only equioscillates in the bulk of the
interval [q2, s2] but its envelop given by Sonin’s function is close to a constant in the whole
interval.
Theorem 3. Let k ≥ 50 and α ≥ 11. On the interval [q2, s2] the function S(x; g(x; q2, s2)) has
the only maximum at x = ξM ,
q2 + s2
2

1− 3
2qs

< ξM <
q2 + s2
2
,
whereas the function S(x; g(x; δ−1, δ1)) in the interval [q2, s2] has the only minimum at x = ξm ,
q2 + q
2/3h
2(q2/3 + s2/3) < ξm < q
2 + q
2/3h
q2/3 + s2/3 .
Moreover, for k ≥ 50, α ≥ 40, x = q2 sin2 θ + s2 cos2 θ, 0 ≤ θ ≤ π2 ,
S(ξM ; g(x; q2, s2))
S(x; g(x; q2, s2)) < min

4, 1+ 1
2k sin2 2θ
+ 5
k2 sin6 2θ

.
Let us notice that the restrictions which we impose on k and α serve mainly to simplify
the calculations. As a matter of fact, the standard Plancherel–Rotach asymptotic (see e.g. [15],
Theorem 8.22.8) readily yields that the 2
π
bound of Theorem 1 holds for any real fixed α and
sufficiently large k. Moreover, since for integer α > 0,
L(−α)k (x) = (−x)α
(k − α)!
k! L
(α)
k−α(x),
q(k,−α) = √k − α + 1−√k, q(k − α, α) = √k − α −√k + 1,
s(k,−α) = √k − α + 1+√k, s(k − α, α) = √k − α +√k + 1,
that is q(k,−α) ≈ q(k − α, α), s(k,−α) ≈ s(k − α, α), the bounds probably hold (in a suitable
normalisation) for integer α,−k ≤ α < 0.
It is also worth noticing that we do not know any systematic procedure for finding the
appropriate values of d±1. It seems, at present, one has just to guess them (as we did) by analogue
with simpler Hermite and Bessel cases.
The paper is organised as follows. In the next section we find an interval containing all the
local maxima of the function g2(x; dm, dM ). Section 3 deals with some technical claims, whereas
in Section 4 we show that the function g(x; q2, s2) is unimodal and close to a constant in the
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interval [q2, s2], thus proving a part of Theorem 3. Theorems 1 and 2 will be proven in Section 5.
The proof of Theorem 3 will be accomplished in Sections 6 and 7. Inequalities similar to that of
Theorem 1 combined with WKB approach yield asymptotics with explicit error terms. This will
be illustrated in a simple case of Hermite polynomials in the last section.
2. Location of maxima
Here we show that all local maxima of g2(x; dm, dM ) are in (q2, s2), or more precisely, in the
interval IA defined in Theorem 4 below.
Throughout this and the next section it will be convenient to set D = dm + dM ,D = dmdM .
The standard differential equation for Laguerre polynomials can be written as
4xy′′ + 4(qs − x)y′ + (s − q)2y = 0, y = L(α)k (x). (7)
The corresponding differential equation for g = g(x; dm, dM ) is
16x2φ2g′′ − 8xφ(2D − xD)g′ + B(x)g, (8)
where
B(x) = 4(r + 2qs)φ2 + 8Dx3 − 3(D2 + 8D)x2 + 12DDx − 4D2, (9)
and φ = φ(x; dm, dM ) = (x − dm)(dM − x).
We need the following result established in [5].
Theorem 4. All local extrema of the function f = xG2(x) = xα+1e−x Lαk (x)2 for k ≥ 1, α >−1, x ≥ 0, satisfy the inequality
A(x) = r3 − ((q2 + s2)x − 2q2s2)2 ≥ 0. (10)
In particular they are in the interval
IA =

q2 + q
2h
q2/3h4/3 + q2 + s2 , s
2 − s
2h
s2/3h4/3 + q2 + s2

. (11)
It is worth noticing that since the local extrema of f interlace with its zeros it follows that all
the zeros of f are also in IA.
We also need the following bound on the least zero of Laguerre polynomials [3]:
Lemma 5. Let
U1 = k
α + 1 , Um =
Um−1 +
m−1∑
i=1
UiUm−i
m + α + 1 ,
then
x1 < Um/Um+1, m = 1, 2, . . . . (12)
Now we can prove the main result of this section.
Lemma 6. All local maxima of the functions g2(x; q2, s2) and g2(x; δ−1, δ1), lie in IA, for
k ≥ 17, α ≥ 11 and k ≥ 50, α ≥ 40, respectively.
I. Krasikov, A. Zarkh / Journal of Approximation Theory 162 (2010) 2021–2047 2027
Proof. Observe that
g2(x; q2, s2) =
√
φ(x)
x
· xG2(x).
Since
d
dx
√
φ(x)
x
= 2D − xD
2x2
√
φ(x)
,
the function
√
φ(x)
x has the only maximum on (dm, dM ) at
x = x0 = 2DD .
Thus for dm = q2, dM = s2 the only maximum of
√
φ(x)
x =
√
r(x)
x is at
x (1)0 =
2q2s2
q2 + s2 =
β2
2k + β ,
and for dm = δ−1, dM = δ1, is at
x (2)0 =
2q4/3s4/3(h1/3q2/3 − 2)(h1/3s2/3 + 2)
h1/3

(q2 + s2)h1/3 + 2(s4/3 − q4/3) .
Notice also that
x (1)0 > x
(2)
0 > x
(1)
0

1− 7h
2/3
3q2/3s2/3(q4 + s4)1/3

. (13)
Indeed,
(δ−1 + δ1)(q2 + s2)h2/3
4q4/3s4/3

x (1)0 − x (2)0

= (s8/3 − q8/3)h1/3 + 2s2 + 2q2 > 0.
On the other hand,
2s2 + 2q2
(s8/3 − q8/3)h1/3 <
6s16/3
h4/3(q4 + s4) <
6s4/3
h4/3
<
1
6
and
x (1)0 − x (2)0
x (1)0
<
7(s8/3 − q8/3)
3q2/3s2/3h1/3(q2 + s2) ≤
7h2/3
3q2/3s2/3(q4 + s4)1/3 .
This yields (13).
Denote by x1 < x2 < · · · < xk the zeros of L(α)k (x). Let z and Z be the first and the last
maxima of xG2(x), and let z∗ and Z∗ be the first and the last maxima of g2(x; dm, dM ). Clearly,
the intervals [z, Z ] and [z∗, Z∗] both include [x1, xk]. Therefore, to prove the lemma it is enough
to show that x1 < x
(2)
0 < x
(1)
0 < xk , since then [z∗, Z∗] ⊂ [z, Z ].
Using the three term recurrence for Laguerre polynomials one finds
xkk >
k∏
i=1
xi = Γ (k + β)Γ (β) > β
k = (qs)k >

2q2s2
q2 + s2
k
= (x (1)0 )k .
Hence, x (1)0 < xk .
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To demonstrate x1 < x
(1)
0 we apply (12) with m = 3. Namely, for k ≥ 2 and α > −1,
x1 <
(α + 1)(α + 2)(α + 4)(2k + α + 1)
α3 + 4α2 + 5α + 2+ 5kα2 + 16αk + 11k + 5k2α + 11k2 .
Using the substitutions k = k1 + 17, α = α1 + 11 one can readily check that the last expression
is smaller than (13) for k1, α1 ≥ 0.
The proof that x1 < x
(2)
0 for k ≥ 50, α ≥ 40 is similar, yet requires more calculations. One
just compares the left-hand side of (13) with (12) for m = 4. We omit the details. 
3. Denominator of Sonin’s function
In this section we establish positivity of the denominator of Sonin’s function S(x; g(x;
dm, dM )) in [q2, s2].
Calculations yield
σ = 16x2φ(x) N (x)
B2(x)
,
where B(x) is defined by (9),
N (x) = 4φ2(x)

(D − q2 − s2)x2 − 2(D − q2s2)x +D(q2 + s2)− q2s2D
+ 2qs(D − 2x))+ 3x RN ,
RN = D(D − 2x)3 − (dM − dm)2

8x2 − 5Dx + d2m + d2M

.
Lemma 7. Let f = g(x; dm, dM ), α ≥ − 12 , and suppose that 0 ≤ dm ≤ q2 < s2 ≤ dM . Then
B(x) > 0 for q2 ≤ x ≤ s2 and sign S′(x; f ) = sign N (x).
Proof. The assumption α ≥ − 12 means qs ≥ 12 . Rewriting B(x) as
B(x) = 4φ2(x)(r(x)+ 2qs − 1)+ 4φ2(x)+ RB, (14)
where
RB = 8Dx3 − 3(D2 + 4D)x2 + 12DDx − 4D2;
and observing that r(x) ≥ 0, on [q2, s2], we conclude that it is enough to prove 4φ2(x)+RB > 0.
We find
4φ2(x)+ RB
4x
= x3 + D
2 − 16D
4
x + DD > x3 − 3Dx + DD
> x3 − 3Dx + 2D3/2 =

2
√
D + x
 √
D − x
2 ≥ 0.  (15)
The following lemma is an immediate corollary of (14) and (15).
Lemma 8. Let α ≥ − 12 and dM = q2, dM = s2. Then for x ≥ 0,
B(x) > 4r3(x). (16)
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4. Unimodality of g(x; q2, s2)
In this section we prove a part of Theorem 3. Namely, we choose dm = q2, dM = s2 and
show that the function S(x; g), g = g(x; q2, s2) is unimodal and close to a constant in the bulk
of [q2, s2].
For such a choice of dm, dM the expression for N (x) is given by
N (x) = (8(q2 + s2)(qs − 3)− 2qsx)r2 + 3((q2 + s2)(5q4 − 18q2s2 + 5s4)
+ 4x(3q3 − 2s2q2 + 3s4))r + 15h2(q2s2(q2 + s2)− x(q4 + s4)).
Lemma 9. Let k ≥ 1, α ≥ 0. Then N (x) has the only zero ξM on [q2, s2] such that N (x) > 0
for x < ξM .
Moreover,
q2 + s2
2

1− 3
2qs

< ξM <
q2 + s2
2
,
for k ≥ 1, α ≥ 1.
Proof. We used Mathematica to find the resultant of N (x) and N ′(x) in x . On omitting an
irrelevant numerical factor this yields
Resultx (N , N ′) = β5(k + β)3k3P(α, k),
where P(α, k) is a polynomial of degree 10 in k and 11 in α, too long to be given here explicitly.
One can check that all the monomials of P(α, k+1) are of the same sign and P(0, 1) ≠ 0. Thus,
the discriminant of N (x) does not vanish in the region k ≥ 1, α ≥ 0. Hence, in this region, N (x)
has the same number of real roots for any choice of α and k. Choosing α = 0, k = 1 we obtain
the following test equation
N (x) = 16(3+ 2x + 63x2 − 41x3 + 6x4 − x5) = 0,
having just one real zero x ≈ 1.96. Since
N (q2) = 15q4h3 > 0, N (s2) = −15s4h3 < 0,
we conclude that the only zero ξM of N is in (q2, s2), and N (x) > 0 for x < ξM . Finally, the
last claim follows by
N

q2 + s2
2

= −3
4
(q2 + s2)h4 < 0,
and
4q4s4
9(q2 + s2)N

q2 + s2
2

1− 3
2qs

= 2304+ 11520β + 21856β2 + 18288β3 + 7293β4
+ 1364β5 + 96β6 + 8κ(2β + 1)(κ + β + 4){8κ(2β + 1)(8β + 13)(κ + β + 4)
+ 6β4 + 94β3 + 373β2 + 472β + 144} > 0,
where κ = k + 1. 
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Remark 1. One can check that for k ≥ 17, α ≥ 11 the upper bound can be replaced by
ξM <
q2+s2
2

1− 1qs

.
Corollary 1. For dm = q2, dM = s2 the function S(x; g) is unimodal with the only maximum at
ξM ∈ (q2, s2).
Next we shall show that S(x) is close to a constant in the bulk of the interval (q2, s2).
Lemma 10.
S(ξM ) <

1+ 17
16k2/3

S(xm), xm = q2 + h1/3s2/3, (17)
S(ξM ) <

1+ 17
16k2/3

S(xM ), xM = s2 − h1/3s2/3, (18)
provided k ≥ 50, α ≥ 11.
In general
S(ξM ) <

1+ 1
2k sin2 2θ
+ 5
k2 sin6 2θ

S(x), x = q2 sin2 θ + s2 cos2 θ. (19)
Proof. The result is a direct corollary of (5) and the inequalities σ(x)B(x) ≥ 0 for q2 ≤ x ≤ ξM ,
and σ(x)B(x) ≤ 0 for ξM ≤ x ≤ s2, which follow by Lemmas 7 and 9. Indeed, integrating, one
obtains∫
σ Bdx = − ln

1+ 2qs
r
+ V
4r3

+ const,
where
V = −r(5q4 − 14q2s2 + 5s4 + 8x(q2 + s2))+ 5h2((q2 + s2)x − q2s2).
Since
d
dx
V = 6(q2 + s2 − 4x)(2q2s2 − q2x − s2x),
one readily finds
5s4h2 ≥ V ≥
−
s8
16
, 0 < q ≤ s/√3,
0, s/
√
3 < q < 1.
As r(xm) = r(xM ) there is no difference in the proofs of (17) and (18). Using xm < q2+s22 and
ξM <
q2+s2
2 , we have
S(ξM )
S(xm)
<

1+ 2qsr(xm ) + 5h
2s4
4r3(xm )
1+ 2qsr(ξM ) − s
8
64r3(ξM )
, 0 < q ≤ s/√3,
1+ 2qsr(xm ) + 5h
2s4
4r3(xm )
1+ 2qsr(ξM )
, s/
√
3 < q < 1.
(20)
I. Krasikov, A. Zarkh / Journal of Approximation Theory 162 (2010) 2021–2047 2031
Since for x = xm or xM ,
r(x) = (x − q2)(s2 − x) >
x − q2 + s22
 h1/3s2/3 = 12h4/3s2/3,
the numerator of (20) does not exceed
1+ 4qs
1/3
h4/3
+ 10s
2
h2
= 1+ 2
−2/3β
k2/3(k + β)2/3
√
k +√k + β
2/3 + 5
√
k +√k + β
2
8k(k + β) .
Moreover, as one can check
∂
∂k

1+ 4qs
1/3
h4/3
+ 10s
2
h2

< 0,
∂
∂β

1+ 4qs
1/3
h4/3
+ 10s
2
h2

> 0.
This implies that for k ≥ 50 the numerator of (20) is less than
1+ 5+ 4 · 10
2/3
400
<
17
16
.
Now we shall show that the denominator of (20) is larger than 1. If q > 1/
√
3 it is obvious and
if q ≤ 1/√3 it is enough to show that s7
128qr2(ξM )
< 1. Setting x¯ = q2+s22 , ϵ = 32qs we find
r(x¯(1− ϵ))
r(x¯)
= 1− 9(q
2 + s2)2
4q2s2h2
= 1− 9(2k + β)
2
16kβ2(k + β) >
58
59
,
and so
s7
128qr2(ξM )
<
592s7
582 · 128qr2(x¯) =
3481s7
26912qh4
<
2
3qs
< 1.
This proves (17).
In general, for x = q2 sin2 θ + s2 cos2 θ , we have r(x) = h2 sin2 2θ4 , and
S(ξM )
S(x)
< 1+ 8qs
h2 sin2 2θ
+ 80s
4
h4 sin6 2θ
< 1+ 1
2k sin2 2θ
+ 5
k2 sin6 2θ
. 
5. Proof of Theorems 1 and 2
Throughout this section unless the opposite is stated we will assume that k ≥ 50, α ≥ 11. We
also choose dm = q2, dM = s2 and g = g(x) = g(x, q2, s2).
First of all we notice that under the restriction k ≥ 50, α ≥ 11, the interval IA may be replaced
by a more convenient one, I∗A.
Lemma 11.
IA ⊂ I∗A =
[
q2 + 5q
4/3
6h1/3
, s2 − 23s
4/3
24h1/3
]
. (21)
Proof. The result follows by
q2/3h4/3 + q2 + s2 < q2/3h4/3

1+ 2k + β
2k2/3β2/3(k + β)1/3

≤ 6
5
q2/3h4/3,
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and
s2/3h4/3 + q2 + s2 < s2/3h4/3

1+ 2k + β
25/3k2/3(k + β)

≤ 24
23
s2/3h4/3. 
Let, for a fixed α, fk = L(α)k (x). Starting with
S = S(x; g) = g2 + 16x
2r2g′2
B(x)
,
we define
Φ(x) = xSBr−1/2 = xg2Br−1/2 + 16x3r3/2g′2 = e−x xβ

B(x) f 2k (x)+ J 2(x)

,
where
J (x) =

2(qs − x)r − (q2 + s2)x + 2q2s2

fk + 4xr f ′k .
We also set
M = max
q2≤x≤s2
g2(x). (22)
Since f ′k = (k fk − (k + α) fk−1)x−1, we obtain another expression for J :
J =

(2x − q2 − s2)r + (q2 + s2)x − 2q2s2

fk + ((q + s)2 − 4)r fk−1. (23)
In what follows we choose
ϵ = h1/3s2/3. (24)
By Corollary 1 and Lemma 10 we have∫ s2−ϵ
q2+ϵ
Φ(x)dx > min{S(q2 + ϵ), S(s2 − ϵ)}
∫ s2−ϵ
q2+ϵ
x B(x)√
r(x)
(x)dx
>

1+ 17
16k2/3
−1
S(ξM )
∫ s2−ϵ
q2+ϵ
x B(x)√
r(x)
(x)dx
≥

1+ 17
16k2/3
−1
M
∫ s2−ϵ
q2+ϵ
x B(x)√
r(x)
(x)dx . (25)
On the other hand, since J 2(x) ≥ 0 and Φ(x) ≥ 0 on [q2, s2],∫ s2−ϵ
q2+ϵ
Φ(x)dx <
∫ ∞
0
Φ(x)dx +

∫ q2
0
e−x xβB(x) f 2k (x)dx

+
∫ ∞
s2
e−x xβB(x) f 2k (x)dx
 . (26)
To prove Theorem 1 we shall compare (25) and (26). In order to do this we have to estimate the
corresponding integrals.
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The L2 norm of the Laguerre polynomial is given by
‖ fk‖2 =
∫ ∞
0
e−x xα f 2k (x)dx =
Γ (k + α + 1)
k! .
We used Mathematica to find the value of the following integrals, where the first one can be
readily reduced to the form∫ ∞
0
e−x xα
2−
i=−2
ci f
2
k+i (x)dx =
2−
i=−2
ci‖ fk+i‖2,
using the three term recurrence for Laguerre polynomials,
x fk = −(k + 1) fk+1 + (2k + α + 1) fk − (k + α) fk−1.
We obtain∫ ∞
0
Φ(x)dx = q
2 + s2
256
(2048q3s3 + 128(3h2 + 112)q2s2
+ 24(h4 + 112h2 + 512)qs + 5h6 + 320h4 + 2816h2)‖ fk‖2, (27)∫ s2
q2
x B(x)√
r(x)
dx = πh
2(q2 + s2) 896q2s2 + 48qsh2 + 5h4 + 640h2
512
. (28)
Lemma 12.∫ ∞
0
Φ(x)dx <
5h6(q2 + s2)
256

1+ 1
3k

‖ fk‖2, (29)∫ s2
q2
x B(x)√
r(x)
dx >
5πh6(q2 + s2)
512
. (30)
Proof. We have
2048q3s3 + 128(3h2 + 112)q2s2 + 24(h4 + 112h2 + 512)qs + 5h6 + 320h4 + 2816h2
= 5h6

1+ β
3 + 7β2 + 6β
10k3(k + β)3 +
3β2 + 21β + 22
10k2(k + β)2 +
3β + 40
k(k + β)

< 5h6

1+ 1
10k3
+ 3
10k2
+ 3
10k

< 5h6

1+ 1
3k

,
giving (29). The second inequality is obvious. 
In what follows we will use the following simple inequality:
s <
h
2
√
k
, k ≥ 1, α > −1. (31)
Indeed
s
h
= 1
4
√
k
+ 1
4
√
k + β <
1
2
√
k
.
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Lemma 13. Let
Ψ(z) =
∫ s2−z
q2+z
x B(x)√
r(x)
dx .
Then
Ψ(ϵ) >
5πh6(q2 + s2)
512

1− 9
k7/6

. (32)
Proof. First, notice that ϵ < h2 . For x ≥ q2 we have
B = 4r3 + 8qsr2 −

8(q2 + s2)x + 5h2 − 4q2s2

r + 5h2

(q2 + s2)x − q2s2

< 4r3 + 8qsr2 + 5h2

(q2 + s2)x − q2s2

.
Since for q2 ≤ x ≤ q2+s22 ,
(x − q2)h
2
≤ r = (x − q2)(s2 − x) ≤ (x − q2)h = (x − q2)h,
we obtain∫ q2+ϵ
q2
x B(x)√
r(x)
dx <
∫ q2+ϵ
q2

4r5/2 + 8qsr3/2 + 5h
2

(q2 + s2)x − q2s2√
r

xdx
<
∫ q2+ϵ
q2

4h5/2(x − q2)5/2 + 8qsh3/2(x − q2)3/2 + 5
√
2

(q2 + s2)x − q2s2
x − q2

xdx
<
8h3/2
√
ϵ
315
V1,
where
V1 = 35hϵ4 + 45(hq + 2s)qϵ3 + 126(q3s + q2 + s2)ϵ2 + 210(2q2 + s2)q2ϵ + 630q6.
Similarly we get∫ s2
s2−ϵ
x B(x)√
r(x)
dx <
8h3/2
√
ϵ
315
V2,
where
V2 = −35hϵ4 + 45(hs − 2q)sϵ3 − 126(qs3 + q2 + s2)ϵ2 + 210(q2 + 2s2)s2ϵ − 630s6.
We obtain∫ q2+ϵ
q2
x B(x)√
r(x)
dx +
∫ s2
s2−ϵ
x B(x)√
r(x)
dx <
8
√
ϵh3/2(s2 + q2) 3hϵ3 + 10qsϵ2 + 42s4
21
= 8h
5/2s1/3(s2 + q2) 3h2 + 10qh2/3s1/3 + 42s2
21
.
By (31) the last expression is less than
h6(s2 + q2)(6k + 5 · 22/3k1/3 + 21)
21 · 21/3k13/6 <
4h6(s2 + q2)
15k7/6
.
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Since by (28)
Ψ(0) >
5πh6(q2 + s2)
512
,
we find
Ψ(ϵ)
Ψ(0)
> 1− 2048
75πk7/6
> 1− 9
k7/6
,
and the result follows by (30). 
Since
1+ 17
16k2/3
−1 
1− 9
k7/6

>

1+ 13
5k2/3
−1
, k ≥ 50,
combining (25) and (32) one readily obtains
Corollary 2.∫ s2−ϵ
q2+ϵ
Φ(x)dx >
5πh6(q2 + s2)
512

1+ 13
5k2/3
−1
M.
We have to estimate the value of the integrals in (26) outside (q2, s2). For this we need the
following result [6], Theorem 5.
Theorem 14. For k ≥ 1, α > −1,
xG2(x) <

q2G2(q2)e−T (x,q2), 0 ≤ x ≤ q2,
s2G2(s2)e−T (s2,x), x ≥ s2,
where T (x, y) =  yx √−r(t)t dt .
Since

(q2 − t)(s2 − t)
t
>


h(q2 − x)
q2
, 0 ≤ x ≤ q2,
t − s2
t
, x ≥ s2,
we have
T (x, q2) >
∫ q2
x

h(q2 − x)
q2
dx = 2
√
h(q2 − x)3/2
3q2
,
T (s2, x) >
∫ x
s2
t − s2
t
dx = x − s2 + ln s
2
x
.
Thus, Theorem 14 gives
xG2(x) <
q
2G2(q2)e
− 2
√
h(q2−x)3/2
3q2 , 0 ≤ x ≤ q2,
s2G2(s2)es
2−x  x
s2
s2
, x ≥ s2.
(33)
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To use these inequalities we have to estimate xG2(x) for x = q2 and s2.
Lemma 15.
xG2(x) <

9q4/3
7h1/3
e
− 2
√
h(q2−x)3/2
3q2 M, 0 ≤ x ≤ q2,
28s4/3
27h1/3
es
2−x  x
s2
s2
M, x ≥ s2.
(34)
Proof. By Theorem 4 we have for x ∈ [q2, s2],
xG2(x) = x√
r(x)
g2(x) ≤ x√
r(x)
M.
The minimum of the function x√
r(x)
on (q2, s2) is attained at x = 2q2s2
q2+s2 ∈ IA ⊂ I∗A, where
I∗A is defined by (21). At the endpoints of I∗A we have for x = q2 + 5q
4/3
6h1/3
,
x√
r(x)
=

6
5
q4/3
h1/3
·

1+ 5
6h1/3q2/3


1− 5q4/3
6h4/3
<

6
5
q4/3
h1/3
·
√
11

1+ 5(k+β)1/6
6k1/6β2/3

3

1− 5
24·22/3k2/3
<
9q4/3
7h1/3
,
and for x = s2 − 23s4/3
24h1/3
,
x√
r(x)
<

24
23
s4/3
h1/3
· 1
1− 23s4/3
24h4/3
<

24
23
s4/3
h1/3
· 1
1− 23
48·21/3k2/3
<
28s4/3
27h1/3
.
Now the result follows by (33). 
We need the following technical result.
Lemma 16.
e−x

1+ x
s2
s2
< e−s0

1+ 1
s0
s20
e
s0
s0+1 (1−x/s), x ≥ s ≥ s0 > 0. (35)
Proof. The inequality is equivalent to
ρ(x) = s0
s0 + 1
 x
s
− 1

+ s0 − x + s2 ln

1+ x
s2

− s20 ln

1+ 1
s0

< 0.
Noticing that ρ1(s) = s2 ln

1+ 1s

− s is a decreasing function of s we conclude that the
last inequality holds by
ρ(s) = ρ1(s)− ρ1(s0) < 0,
and
ρ′(x) = −1− s0
s0 + 1 +
s2
s2 + x <
s0 − s
s(s + 1)(s0 + 1) ≤ 0. 
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Now we can establish the following estimate:
Lemma 17.∫ ∞
0
x3(h + x)3e−x

1+ x
s2
s2
dx < 28
2
9
· h3s4.
Proof. We split the integral into two parts∫ ∞
0
=
∫ s
0
+
∫ ∞
s
:= I1 + I2.
By
s
h
≤ 1
20
√
2
+ 1
4
√
62
(36)
we have
I1 <

1+ s
h
3
s3h3
∫ s
0
e−x

1+ x
s2
s2
dx <
11
9
s4h3.
To estimate I2 we apply (35) and choose s0 = 5
√
2+√62 ≤ s, yielding
I2 < e−s
2
0/(s0+1)

1+ 1
s0
s20 ∫ ∞
s
x3(h + x)3e−s0x/s(s0+1)dx
= h3s4

c0 + c1v3/2 + c2v3 + c3v9/2

,
with some numerical constants ci . Using (36) we finally find I2 < 27, and I1 + I2 <
28 29 · h3s4. 
Lemma 18.∫ q2
0
xG2(x)|B(x)|dx +
∫ ∞
s2
xG2(x)|B(x)|dx < 1452(q
2 + s2)h6
125k5/3
M.
Proof. By (16) and (33) we have∫ q2
0
xG2(x)|B(x)|dx < −4M
∫ q2
0
xr3(x)G2(x)dx
<
36q4/3
7h1/3
M
∫ q2
0
(−r(x))3e−
2
√
h(q2−x)3/2
3q2 dx .
This integral can be written in a closed (and rather messy) form in terms of the incomplete gamma
function. However on omitting negative terms we obtain a much simpler expression:
36q4/3
7h1/3

243q8
4h
+ 7 ·

3
2
1/3
h1/3q20/3Γ (1/3)+ 5q
16/3(h4 + 22q4)
121/3h7/3
Γ (2/3)

.
Rewriting it as
90
7

2
3
1/3
h4/3q20/3Γ (2/3)
1+ 22q4
h4
+
243 ·

3
2
1/3
q8/3
10h8/3Γ (2/3)
+ 7 · 18
1/3q4/3Γ (1/3)
5h4/3Γ (2/3)
 ,
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and taking into account that q/h < 1
20
√
2
, for k ≥ 17, α ≥ 11, we obtain
1
M
∫ q2
0
xG2(x)|B(x)|dx < 248
15
h4/3q20/3 < (s2 + q2)h6 · 248q
20/3
15h14/3s2
< (s2 + q2)h6 · 31β
20/3
1920 · 21/3k7/3(k + β)20/3
<
(s2 + q2)h6
78k7/3
<
10−3
k5/3
.
Similarly, for the second integral we have
1
M
∫ ∞
s2
xG2(x)|B(x)|dx < −4
∫ ∞
s2
xr3(x)G2(x)dx
< −112s
4/3
27h1/3
∫ ∞
s2
r3(x)
x s
2
s2s2
es
2−xdx
= 112s
4/3
27h1/3
∫ ∞
0
x3(x + h)3e−x

1+ x
s2
s2
dx
<
28448
243
h8/3s16/3 < (s2 + q2)h6 · 28448s
16/3
243(q2 + s2)h10/3
<
1778 · 22/3(q2 + s2)h6
243k5/3
,
and the result follows. 
Plugging the obtained estimates into (25), (26) we get the following for the orthonormal case
5π
512

1+ 13
5k2/3
−1
M <
5
256

1+ 1
3k

‖ fk‖2 + 1452
125k5/3
M,
which yields
M <
2
π

1+ 35
k2/3

‖ fk‖2.
This completes the proof of Theorem 1.
Proof of Theorem 2. The lower bound was established in [6]. For the upper bound by
Theorems 1 and 4 and Lemma 11 we have
L = max
x≥0
xα+1e−x

L(α)k (x)
2
< C(k) max
x∈I∗A
x
(x − q2)(s2 − x)
< C(k)max

q2/3(6h1/3q2/3 + 5)
5(6h4/3 − 5q4/3) ,
s2/3(24h1/3s2/3 − 23)
23(24h4/3 − 23s4/3)

,
where
C(k) =

2
π

1+ 35
k2/3

.
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Since for k ≥ 50, α ≥ 11,
h1/3q2/3 > 5,
q4/3
h4/3
< 1/80,
s4/3
h4/3
< 1/36,
we obtain
L < C(k)max

4q4/3
3h1/3
,
29s4/3
28h1/3

< C(k)max

24/3β4/3
3k1/6(k + β)5/6 ,
29
√
k + β
14 · 21/3k1/6

= 29
14 · 21/3

2
π

1+ 35
k2/3
√
k + β
k1/6
<
5
√
k + α + 1
2k1/6
. 
6. The sign of N(x) for dm = δ−1, dM = δ1
Throughout this section we set
v =
 s
h
2/3
, τ =
q
s
1/3
< 1.
The following two lemmas provide a proof of the part of Theorem 3 related to S(x;
g(x; δ−1, δ1)).
Lemma 19. Let k ≥ 17, α ≥ 11, and let
dm = δ−1, dM = δ1. (37)
Then N (x) has the only zero ξm in [q2, s2] and N (x) < 0 for x < ξm .
Proof. First we replace the variable x ∈ [q2, s2] in N (x) by y ∈ [0,∞] using the substitution
x = q2+ys21+y . We will show that the sign pattern of the coefficients in the expansion
(1+ y)5h5/3N (x) =
5−
i=0
ai y
i ,
is {− − −++++}.
Hence N has just one zero on [q2, s2] by the Descartes rule of signs. Since a0 < 0, this also
gives N (q2) < 0.
The explicit expression for ai are rather complicated, e.g. the shortest of them a6 consists of
37 terms and the longest a2, a4 of 76. However finding their sign is quite straightforward using
Mathematica and the substitution q = q1s. Then, as easy to show, the sign is defined by the
term containing the highest power of s. Here we will prove a6 > 0. Other inequalities can be
established in a similar way.
After some simplification we obtain
s−10/3a6 = 17h14/3s2/3 − 32qh4s1/3 − 128q7/3h4/3R1 − 64qh8/3R2 − 256q11/3R3
− 6h10/3R4 − 96h1/3q4/3R5 − 12h2R6 − 8h2/3R7,
where
R1 = (3τ 4 − 2)s5/3 < s5/3,
R2 = (3τ 4 − 1)s5/3 < 2s5/3,
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R3 = (τ 4 − 1)s5/3 < 0,
R4 = (3− 17τ 4 − 6τ 6)s2 < 3s2,
R5 = (3− 2τ 4 + 3τ 8)s8/3 < 4s8/3,
R6 = (−1+ 12τ 4 + 4τ 6 − 17τ 8 − 18τ 10)s10/3 < 15s10/3,
R7 = (3− 15τ 4 − 18τ 6 + 45τ 8 + 24τ 10 − 17τ 12 − 54τ 14)s14/3 < 39s14/3.
This yields
s−10/3a6 > 17h14/3s2/3 − 32qh4s1/3 − 128qh8/3s5/3 − 128q7/3h4/3s5/3 − 18h10/3s2
− 576h1/3q4/3s8/3 − 180h2s10/3 − 216h2/3s14/3.
Taking into account that
v =
 s
h
2/3 =  1
4
√
k
+ 1
4
√
k + β
2/3
<
1
4
,
and h = s2 − q2 = 4√k(k + β) > 88, for k ≥ 17, α ≥ 11, we obtain
h−14/3s−4a6 > 17− 32q
h2/3s1/3
− 128qs
h2
− 128q
7/3s
h10/3
− 18s
4/3
h4/3
− 576q
4/3s2
h13/3
− 180s
8/3
h8/3
− 216s
4
h4
> 17− 32v − 18v2 − 128v3 − 180v4 − 128v5
− 216v6 − 576v5h−1 > 4 > 0. 
Lemma 20. For k ≥ 17, α ≥ 11,
q2 + q
2/3h
2(q2/3 + s2/3) < ξm < q
2 + q
2/3h
q2/3 + s2/3 . (38)
Proof. Let
ξm(µ) = q2 + µ q
2/3h
q2/3 + s2/3 = s
2τ 6

1+ µ 1− τ
6
τ 4 + τ 6

,
we have to show that
N (ξm(1/2)) < 0, N (ξm(1)) > 0.
One can write
Σ1/2 = (1+ τ
2)5(1− τ 6)7/3
τ 4s14/3
N (ξm(1/2)) =
12−
i=0
(−1)i+1ui (1/2)v−i ,
and
Σ1 = (1+ τ
2)5(1− τ 6)7/3
τ 4s14/3
N (ξm(1)) =
11−
i=0
(−1)i+1ui (1)v−i .
We prove here N (ξm(1)) > 0. The second case is similar but simpler. In fact, for µ = 1/2 all ui
are positive and u2i−1u2i < 1, i = 1, . . . , 12.
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For µ = 1 as we will show, all ui > 0 and u11 + u9 > u0 + u2 + u4 + u6 + u8, implying
N (ξm(1)) > 0. Indeed, one finds
u1 = 256τ 7(1− τ 2)(1+ τ 2)6 > 0,
u3 = 128τ 5(1− τ 2)(1+ τ 2)4(2+ τ 2)(1+ 2τ 2) > 0,
u5 = 64τ 3(1− τ 2)(1+ τ 2)4(1+ 6τ 2 + τ 4) > 0,
u7 = 32τ 3(1− τ 2)(1+ τ 2)2(3+ 8τ 2 + 3τ 4) > 0,
u9 = 48τ 3(1− τ 2)(1+ τ 2)2 > 0,
u11 = 8τ 3(1− τ 2) > 0.
We will show that u11 + u9 > u0 + u2 + u4 + u6 + u8. For this we calculate
u10
u11
v = 2τv =

β
2k(k + β)
1/3
< 34−1/3 < 1
3
;
u8
u11
v3 = (1+ τ
2)2(3− 6τ 2 + 70τ 4 − 6τ 6 + 3τ 8)v3
8τ 3
<
(1+ 31τ 6)v3
τ 3
= 31β
16k(k + β) +
√
k +√k + β
4
16kβ(k + β) <
31
272
+
√
17+√29
4
94656
<
1
4
u6
u9
v3 = (9+ 12τ
2 − τ 4 + 152τ 6 − τ 8 + 12τ 10 + 9τ 12)v3
24τ 3
<
8v3
τ 3
=
√
k +√k + β
4
2kβ(k + β) <
7
10
;
u4
u9
v5 = (9+ 60τ
2 − 6τ 4 + 88τ 6 + 98τ 8 + 88τ 10 − 6τ 12 + 60τ 14 + 9τ 16)v5
12τ 3
<
100v5
3τ 3
=
25
√
k +√k + β
16/3
48 · 22/3k5/3β(k + β)5/3 <
25 · 22/3(k + β)
3k5/3β
<
2
7
;
u2
u11
v9
= (1+ τ
2)4(3+ 54τ 2 − 24τ 4 + 66τ 6 − 22τ 8 + 66τ 10 − 24τ 12 + 54τ 14 + 3τ 16)v9
τ 3
<
2816v9
τ 3
=
11
√
k +√k + β
8
16k3β(k + β)3 <
176(k + β)
k3β
<
2
23
;
u0
u11
v11 = (1+ τ
2)4(1+ τ 4)(1+ τ 2 + τ 4)(3− 2τ 4 + 3τ 8)v11
τ 3
<
4608v11
τ
=
9
√
k +√k + β
8
32 · 22/3k11/3β1/3(k + β)11/3 <
36 · 21/3(k + β)1/3
k11/3β1/3
<
1
500
.
Now we obtain
Σ1 >

1− 1
3
− 1
4
− 2
23
− 1
500

u11 +

1− 7
10
− 2
7

u9 >
3u11
10
+ u9
70
> 0.
This completes the proof. 
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7. Proof of Theorem 3
In this section we complete the proof of Theorem 3 by showing that
S(ξM ; g(x; q2, s2))
S(x; g(x; q2, s2)) < 4, q
2 ≤ x ≤ s2.
We need the following Sturm’s type result [15, Theorem 1.82.1]:
Lemma 21. Let f (x) and F(x) be function continuous in x0 < x < X with f (x) ≤ F(x). Let
y(x) and Y (x) satisfy the differential equations
y′′ + f (x)y = 0, Y ′′ + F(x)Y = 0,
respectively. Let x ′ and x ′′, x ′ < x ′′ be two consecutive zeros of y. Then Y has at least one zero
in the interval (x ′, x ′′), provided f (x) ≢ F(x) in [x ′, x ′′].
First we have to show that there are a few zeros of L(α)k (x) in a vicinity of ξm and ξM .
Lemma 22. Let k ≥ 50, α ≥ 11, and let NI be the number of zeros of L(α)k (x) in the interval I .
Then
NI ≥ 2, I = [ξM , ξM + π
√
2] (39)
NI ≥ 5, I = [q2, ξm], (40)
NI ≥ 4, I =
[
q2 + q
2/3h
8s2/3
, ξm
]
. (41)
Proof. The function
u = e−x2/2xβ/2L(α)k (x)
satisfies the differential equation
u′′ + Ω(x)u = 0, Ω = q
2 + s2
2x
− qs(qs − 2)
4x2
− 1
4
,
and
Ω ′ = 2q
2s2 − 4qs − (q2 + s2)x
4x3
.
Thus, Ω(x) has no local minima for x > 0. By Lemma 9
Ω(ξM ) ≥ Ω

q2 + s2
2

= 3
4
− qs(qs − 2)
(q2 + s2)2 >
1
2
,
and by Lemma 21 we obtain (39).
To prove (40) and (41) we denote by i∗1 , i∗2 , i∗1 < i∗2 , the endpoints of the interval I∗A defined
in Lemma 11. Then, by (38)
min
i∗1<x≤ξm
Ω(x) > min

Ω

q2 + 5q
4/3
6h1/3

,Ω

q2 + q
2/3h
q2/3 + s2/3

.
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We find
Ω

q2 + 5q
4/3
6h1/3

= 30q
1/3h4/3 + 72h2/3s − 25q5/3
4q5/3(6q2/3h1/3 + 5)2 .
Straightforward calculations show that under our assumptions on α and k the last expression is
greater than 5h
2/3
24q8/3
.
Similarly,
Ω

q2 + q
2/3h
q2/3 + s2/3

= h
2 + 2q1/3s1/3(q2/3 + s2/3)2
4q2/3s2/3(q4/3 + s4/3)2 >
h2
16q2/3s10/3
.
Thus,
min
i∗1<x≤ξm
Ω(x) > min

5h2/3
24q8/3
,
h2
16q2/3s10/3

,
and the distance between consecutive zeros of L(α)k (x) in the interval [i∗1 , ξm] does not exceed
2π max
√
6q4/3√
5h1/3
,
2q1/3s5/3
h

.
We have for k ≥ 50, α ≥ 11,
(ξm − q2) : 2
√
6πq4/3√
5h1/3
>
√
5h4/3
8π
√
6q2/3s2/3
=
√
5k2/3(k + β)2/3
25/6
√
3πβ2/3
> 5,
(ξm − q2) : 4πq
1/3s5/3
h
>
q1/3h2
8πs5/3(q2/3 + s2/3) =
2k(k + β)β1/3
πs4/3(s4/3 + β2/3)
>
kβ1/3
21/3(25/3 + 21/3)π(k + β)1/3 ≥
50 · 31/3
311/3(24/3 + 1)π > 4.
Thus, in the interval [q2, ξm] there are at least 5 zeros of L(α)k (x) and at least 4 in the interval
q2 + q2/3
8s2/3
, ξm

. 
It will be convenient to denote g(x; q2, s2) by g1(x) and g(x; δ−1, δ1) by g2(x). The
corresponding Sonin’s functions will be denoted by S1(x) and S2(x) respectively. Consider the
extrema
Yi =

x : d
dx
gi (x) = 0

, i = 1, 2,
and denote by ym and yM the smallest and the largest element in Y2 respectively.
The statement of Theorem 3 is contained in Lemmas 9, 10 and 20, Corollary 1 and the
following claim:
Lemma 23.
S1(ym) >
S1(ξM )
4
, S1(yM ) >
S1(ξM )
2
.
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Proof. The proof proceeds by passing back and forth between S1 and S2 at points of Yi . Then
Lemma 22 grants us that the required subsets of Yi are not empty. Observe that
S1(x) ≥ g21(x) =

(x − q2)(s2 − x)
(x − δ−1)(δ1 − x)
g22(x) =

(x − q2)(s2 − x)
(x − δ−1)(δ1 − x)
S2(x), x ∈ Y2,
and
S2(x) ≥ g22(x) =

(x − δ−1)(δ1 − x)
(x − q2)(s2 − x) g
2
1(x) =

(x − δ−1)(δ1 − x)
(x − q2)(s2 − x) S1(x), x ∈ Y1.
Let y∗m be the largest element of Y1 such that y∗m ≤ ξm . It follows by Lemma 22 that such
y∗m > ym exists. Since S2(x) decreases on [ym, ξm) we obtain
S1(ym) ≥

(ym − q2)(s2 − ym)
(ym − δ−1)(δ1 − ym)
S2(ym) ≥

(ym − q2)(s2 − ym)
(ym − δ−1)(δ1 − ym)
S2(y
∗
m)
≥

(ym − q2)(s2 − ym)
(ym − δ−1)(δ1 − ym)
·

(y∗m − δ−1)(δ1 − y∗m)
(y∗m − q2)(s2 − y∗m)
S1(y
∗
m).
Since
(s2 − ym)(δ1 − y∗m)
(δ1 − ym)(s2 − y∗m)
− 1 = (y
∗
m − ym)(δ1 − s2)
(δ1 − ym)(s2 − y∗m)
> 0,
we conclude that
S1(ym) >

(ym − q2)(y∗m − δ−1)
(ym − δ−1)(y∗m − q2)
S1(y
∗
m).
By Lemmas 6 and 11, ym = q2 + 5c1q4/36h1/3 , for some c1 > 1, whereas by Lemma 20,
y∗m < q2 + c2q
2/3h
q2/3+s2/3 0 < c2 ≤ 1. This gives
S1(ym) >

5c1(c2h4/3 + 2q4/3 + 2q2/3s2/3)
c2(12+ 5c1)h4/3 S1(y
∗
m)
≥

5(h4/3 + 2q4/3 + 2q2/3s2/3)
17h4/3
S1(y
∗
m) ≥

5
17
S1(y
∗
m).
Finally, by (41),
y∗m ≥ q2 +
q2/3
8s2/3
h,
and writing y∗m = q2 sin2 θ + s2 cos2 θ , using (19) we obtain for k ≥ 50, α ≥ 40,
sin2 2θ ≥ q
2/3(8s2/3 − q2/3)
16s4/3
>
7q2/3
16s2/3
,
1+ 1
2k sin2 2θ
+ 5
k2 sin6 2θ
< 1+ 8s
4/3
7β2/3k
+ 20480s
4
343β2k2
<
13
6
,
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as the last function decreases in k and β. Hence
S1(ym) >

5
17
S1(y
∗
m) ≥

5
17
· 6
13
S1(ξM ) >
S1(ξM )
4
.
To prove S1(yM ) >
S1(ξM )
2 , we observe that ξM ∈ Y1, and ξm < ξM . Therefore,
S1(yM ) ≥

(yM − q2)(s2 − yM )
(yM − δ−1)(δ1 − yM )
S2(yM )
≥

(yM − q2)(s2 − yM )
(yM − δ−1)(δ1 − yM )
·

(ξM − δ−1)(δ1 − ξM )
(ξM − q2)(s2 − ξM )
S1(ξM )
>

(s2 − yM )(δ1 − ξM )
(δ1 − yM )(s2 − ξM )
S1(ξM ).
Using
ξM = q
2 + s2
2

1− 3c3
2qs

, 0 < c3 < 1,
yM = s2 − 23c4s
4/3
24h1/3
, c4 > 1,
we obtain
S1(yM ) >

23c4
48+ 23c4 S1(ξM ) >
S1(ξM )
2
.
This completes the proof. 
8. Some remarks on asymptotics
Equioscillatory behaviour of classical orthogonal polynomials suggests that there may exist
asymptotics uniform in the parameters of the form
p(x) = ((x − dm)(dM − x))1/4

w(x) cosψ(x) (1+ o(1)) ,
in the oscillatory region, whereas in the transition region one has the familiar Airy or Bessel
type approximations. Here we sketch some arguments based on a WKB-type approximation to
support this claim.
Given a function f (x) satisfying
f ′′ + b2(x) f (x) = 0, (42)
where b(x) > 0, we set B(x) =  x b(t)dt and g(x) = √b(x) f (x). Then
g′′ − b
′
b
g′ + b2g (1+ ϵ(x)) = 0, ϵ(x) = 3b
′2 − 2bb′′
4b4
. (43)
If ϵ is small one can expect that g(x) is close to the solution of
g′′0 −
b′
b
g′0 + b2g0 = 0,
which is just g0 = c1 cosB(x)+ c2 sinB(x).
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The main difference between the general WKB approach and our case is that we know the a
priori bound g(x) = O(1). Therefore we can readily estimate the error term by solving (43) as
an inhomogeneous equation,
g(x) = g0 +
∫ x 2b(t)b′′(t)− 3b′2(t)
4b3(t)
sin (B(x)− B(t)) g(t)dt, (44)
obtaining
g = g0 + O
∫ x |2b(t)b′′(t)− 3b′2(t)|
b3(t)
dt

.
Notice that for the classical orthogonal polynomials the function f in (42) automatically contains
the square root of the weight, e.g.
f = √xe−x/2xα/2L(α)k (x),
for the Laguerre case and
f =

1− x2(1− x)α/2(1+ x)β/2P(α,β)k (x)
for Jacobi polynomials.
Let us illustrate this approach in the simplest case of Hermite polynomials Hk(x). We have
f ′′ + (m − x2) f = 0, f = e−x2/2Hk(x), m = 2k + 1.
Assuming |x | < √2k + 1 we obtain g = (m − x2)1/4 f and
g′′ + x
m − x2 g
′ + (m − x2)g = − 2m + 3x
2
4(m − x2)2 g.
This gives the standard Plancherel–Rotach asymptotic [15, Theorem 8.22.8],
g0 = c1 cos

mφ
2
+ m sin 2φ
4

+ c2 sin

mφ
2
+ m sin 2φ
4

, x = √m sinφ.
Since |g| < √2/π by (2), from (44) we also get the explicit error term
g = g0 + sinφ√
2πm cos3 φ
θ, |θ | < 1. (45)
Asymptotics in the transition region x = ± √m − tm−1/6, where t > 0, is a constant, probably
require more elaborate arguments. Nevertheless, (45) is still of the correct order of magnitude for
such an x with the error term not exceeding sinφ√2πm cos3 φ
 < 14√π t3/2 .
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