Abstract. The basic properties of momentum distributions in quantum mechanics for elementary systems as well as their (semi-)classical analogue derived in a preceding paper are illustrated by a detailed analysis of the Morse oscillator and the three-dimensional Coulomb potential, where the distributions can be calculated in closed form.
Introduction
Momentum distributions in classical and quantum systems may be useful in the study of the basic properties of quantum systems. In a preceding paper [1] (denoted in what follows as paper I) we discussed the basic properties of momentum distributions as well as the semiclassical approximation, which relates the quantum world to the classical one. Some elementary examples of one-dimensional, bound-state systems were also discussed. In the present paper we will illustrate the basic features of the momentum distributions by a detailed discussion of two examples, which allow a calculation in closed form. The first is a special anharmonic oscillator in one dimension, the Morse potential, which is often used to model molecular vibrations. It is demonstrated that the quantum momentum distributions have no zeros for a non-symmetric potential and are almost classical for high energies. The second example is the three-dimensional Coulomb potential, which has important applications in atomic physics. Here the classical and quantum momentum distributions appear to be simpler than the results in coordinate space: the classical orbits in momentum space are simple circles, for example.
The Morse potential
One of the more frequently addressed examples of an anharmonic oscillator is the Morse potential
where D is the dissociation energy. For small q we find V (q) ≈ D(aq/2) 2 = mω 2 q 2 /2 with ω = a √ 2D/m. We use the natural units of this harmonic oscillator, i.e. we use energy units hω and length units √h /mω. In these dimensionless variables, m andh are unity and a and D are related by a = 1/ √ 2D.
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The Morse oscillator is an exceptional case, because a closed-form solution exists [2] with energy eigenvalues
with n max 2D + 1/2, i.e. there exists only a finite number of bound states. The term formula reduces to the harmonic oscillator eigenvalues for n 2D + 1/2. In order to simplify the notation we introduce the abbreviations y = 4D exp(−aq) and s n = 2D − n − 1/2. The wavefunctions can be written in terms of confluent hypergeometric functions 1 F 1 as
where (y) n = y(y + 1) · · · (y + n − 1) is the Pochhammer symbol [3] and the normalization constant is
The momentum distribution, i.e. the Fourier transform of n (q) (equation (2.3) of paper I) [4, 5] , is
(see integral 3.2.16 of [6] ), where 2 F 1 is a hypergeometric function. The classical and semiclassical momentum distributions can also be calculated in closed form. First, from equation (2.7) of paper I the period of oscillation is evaluated as
With the abbreviation 2 the two branches of the p ←→ q mapping are given by
The two contributions to the momentum distribution are
and the purely classical distribution is the sum of both contributions
(see also [7] ). It is important to realize that because of the asymmetry of the potential the two contributions from q + > 0 and q − < 0 have different weights. For higher energies the momentum distribution is dominated by the contribution from q + , where the potential is flat and the particle spends a much longer time in the interval [p, p + dp] (compare with figure 1 of paper I). This leads to a pronounced peak in the momentum distributions at small p values, where the distribution is almost entirely determined by the q + term.
As an example, the quantum and classical momentum distributions for a Morse oscillator with D = 3 (six bound states) are shown in figure 1 (see also [4] ). We observe that the quantum number n is still reflected in the number of oscillations. However, the momentum wavefunctions have no zeros and, with increasing energy, the distributions become more and more classical due to the decreasing importance of the interference with the small contribution from the steep repulsive part of the potential.
Finally, we will evaluate the action integrals and the semiclassical momentum wavefunction. The actions in momentum space are
and the action difference is given by As demonstrated in figure 2 for the state n = 4, the semiclassical wavefunctions
12) are in close agreement with the quantum ones, except, of course, in the classical turning point region.
As a last remark, we observe that for p = 0 the interference is always constructive for even values of n and destructive for odd values, as explained in the semiclassical analysis above.
The Coulomb potential
As an example in three space dimensions we will evaluate the momentum distributions for the bound states of the attractive Coulomb potential
The reader should be well aware of the fact that despite its importance in atomic physics this case is not at all typical. On the contrary, the Coulomb potential exhibits many unique properties, which simplify the dynamics. Let us only note that a generic three-dimensional potential generates mixed regular/chaotic classical dynamics and hence a semiclassical analysis is extremely difficult (see, e.g., [8] ). If we restrict ourselves to spherically symmetric potentials, the dynamics is integrable and the analysis simpler. The Coulomb potential is, however, still not typical in this class, because all its bound classical orbits are closed curves. This property is only shared with the three-dimensional harmonic oscillator. The period of orbits with energy
and angular momentum L is
where m is the (reduced) mass. This period is independent of the angular momentum. Moreover, the Coulomb potential possesses an additional constant of motion, the Hermann-
which is often called the Runge-Lenz vector (for a discussion of the prehistory of this vector see [9, 10] ). Note that A is orthogonal to the angular momentum L, i.e. it is a vector in the plane of the orbit. This constant of motion can easily be used to derive the elliptic orbits in position space and (even more easily) to show that the orbits in momentum space are circles:
where the radius
and the centre
are constant in time [9, 10] (see figure 3 , where the p z -axis has been chosen along L and the p y -axis in the direction of p 0 ). This circular orbit in momentum space is the 'hodograph', already described by Hamilton (see the references given in [9, 10] ). The vector
moves along the circle (3.5) according tȯ
with p 0 × L = (L × A) ×L = A because A and L are orthogonal. This yields the equatioṅ
for the motion along the momentum circle with (time-dependent) frequency
The angular velocity is a maximum (minimum) at the maximum (minimum) value of the momentum
Introducing the abbreviation
we see that all coplanar momentum-space orbits oriented in the same way (i.e. the sameL andÂ) with the same energy pass through the points p y = 0 and p x = ±p E , as shown in figure 4 . The magnitude of the momentum p = |p| is restricted to the classically allowed region p − p p + , where the boundaries p ± depend on the angular momentum. For the maximum accessible value L = L max = cm/p E this region shrinks to zero: p = p − = p + = p E , i.e. the absolute value of the momentum is constant. This is, of course, immediately clear from the virial theorem, which states for the Coulomb potential that the average total energy (= −p 2 E /2m) equals the negative average kinetic energy (= −p 2 /2m for a circular orbit in position space). In the limit L → 0 (a free-fall orbit), p − approaches zero and p + goes to infinity. The geometric properties of the momentum-space trajectories are investigated very extensively (although quite differently to our approach) in [11] .
We are now interested in the probability distribution w E,L (p) of the momentum p for a given value of the energy E and angular momentum L. Following equation (2.8) of [1] we have
(3.14) (again, the factor 2 arises from the fact that along the orbit each value of p appears twice with equal probability). The denominator can be written as
where δ is the angle between ρ and p 0 (see figure 3 ). Here we can distinguish a geometric factor resulting from the projection of the circle and a time factor given by the variation of the angular velocity along the momentum circle, given by
Now it is an elementary task to rewrite sin δ by cos δ, which can be obtained from p 2 = ρ 2 + p 2 0 − 2ρp 0 cos δ. After inserting T given in equation (3.3) and ω, we obtain
which can be rewritten in the more convenient form
At the boundaries of the classically allowed regions, p ± , the distributions diverge. One can easily check that this distribution is normalized and that p 2 = p 2 E , as already known from the virial theorem. Three limiting distributions are of interest. For L = L max the distribution shrinks to a point:
(3.20) For the free-fall orbit L = 0 we have
If the value of the angular momentum L is unknown (or not specified) we can average over all possible values and orientations of L in space, which is accounted for by a weight factor L. This leads to the micro-canonical momentum distribution [12] 
which can also be calculated directly by means of
As an illustration, figure 5 shows the classical distributions of the velocity v = p/m for a highly excited hydrogen atom (E = −1 meV) for various values of the angular momentum quantum number (L = ( + 1/2)h, [14] ). With increasing , the distributions change from the free-fall distribution (3.21) to the localized distribution (3.20) for a circular orbit in position space. Also shown is the L-averaged micro-canonical distribution (3.22) (A) as well as a twodimensional average (B). In the double-logarithmic plot one observes the power-law decay at high momenta according to ∼ p −(d+3) for d = 1, 2 and 3 dimensions. The semiclassical momentum distributions for the Coulomb potentials for fixed values of E and can be obtained in the same manner as described in section 2.3 of [1] . Here, however, the two contributions (the two intersections of the momentum-space circle (3.5) with the circle |p| = p) appear with the same weight, simply because of symmetry, exactly as for the well known case of the one-dimensional position distributions. The semiclassical interference between these two contributions is given by the action integral
with p E,L (r) = ± 2m(E + c/r) − L 2 /r 2 and r E,L (p) given by inversion of this formula. We need the difference between the actions calculated on the two branches, which can be written in closed form
with L = ( + 1/2)h and u = p/p E . The final result for the semiclassical momentum distribution is |ψ
26) The exact quantum momentum distribution is given [15] (see also [16] ) by
where the C k m (x) are the Gegenbauer polynomials. Figures 6 and 7 show a comparison between the quantum, classical and semiclassical Coulomb momentum distributions for the quantum states n = 20 and = 0 or = 10, respectively, again on a double-logarithmic plot. The n − − 1 nodes of the momentumspace wavefunction are (almost) precisely reproduced by the semiclassical formula, which, of course, still shows the divergence at the classical boundaries.
It is interesting to observe that the -averaged quantum distribution
which can be evaluated analytically [17] agrees precisely with the purely classical formula (3.22) at the bound-state energy E n = −mc 2 /(2h 2 n 2 ) [13] . This appears to be a manifestation of the correspondence identities, as, for example, the Rutherford scattering identity, the BohrSommerfeld identity or the Fock identity, where the last is a special case of the momentumspace distribution functions shown above. These so-called correspondence identities are investigated in [18] for the hydrogen atom and in [19] for general cases.
It should be noted that quantum momentum distributions also show up in Coulomb scattering applications. A discussion of the quantum and semiclassical (off-shell) T -matrix in momentum space can be found, e.g., in [20] . Finally, we would like to point out that the momentum-space representation is also directly related to experimentally observable properties, as for example ionization and attachment processes in hydrogenic atoms [13] or collision-induced dissociation of molecules [4] . 
Summary
Continuing the work of paper I [1] , where the general theory was given, we discussed the Morse oscillator and the Coulomb potential. This discussion may help to improve knowledge of the basic properties of momentum-space representations, together with the well known representation in position space. New insight to the understanding of systems can be gained by considering both representations. To achieve this goal, consideration of (semi)classical wavefunctions may be very useful, even if it is possible to calculate the quantum wavefunctions.
It is demonstrated that computing wavefunctions by a (non-uniform) semiclassical theory at least in the classically allowed phase-space regions is straightforward.
