In the past decades, there has been an amazing progress in the understanding of the molecular mechanisms of the cell cycle. This has been possible largely due to a better conceptualization of the cycle itself, but also as a consequence of technological advances. Herein, we propose a new fluorescence image-based framework targeted at the identification and segmentation of stained nuclei with the purpose to determine DNA content in distinct cell cycle stages. The method is based on discriminative features, such as total intensity and area, retrieved from in situ stained nuclei by fluorescence microscopy, allowing the determination of the cell cycle phase of both single and sub-population of cells. The analysis framework was built on a modified k-means clustering strategy and refined with a Gaussian mixture model classifier, which enabled the definition of highly accurate classification clusters corresponding to G1, S and G2 phases. Using the information retrieved from area and fluorescence total intensity, the modified k-means (k = 3) cluster imaging framework classified 64.7% of the imaged nuclei, as being at G1 phase, 12.0% at G2 phase and 23.2% at S phase. Performance of the imaging framework was ascertained with normal murine mammary gland cells constitutively expressing the Fucci2 technology, exhibiting an overall sensitivity of 94.0%. Further, the results indicate that the imaging framework has a robust capacity to both identify a given DAPI-stained nucleus to its correct cell cycle phase, as well as to determine, with very high probability, true negatives. Importantly, this novel imaging approach is a non-disruptive method that allows an integrative and simultaneous quantitative analysis of molecular and morphological parameters, thus awarding the possibility of cell cycle profiling in cytological and histological samples.
INTRODUCTION
The cell cycle is a timely coordinated series of cellular events, aiming at the correct DNA replication and subsequent generation of two new, genetically identical daughter cells through cell division. It is a tightly regulated process, fundamentally ensuring the precise duplication and accurate segregation of the genomic and cytoplasmic content of cells in each cell cycle division. 1 Under normal conditions, the eukaryotic cells in the resting/quiescent state (G0 phase) are diploid and have two sets of chromosomes (2N). Upon reentering the cell cycle, diploid cells progress from G1 phase to an intermediate synthesis phase (S phase) during which they initiate the doubling of DNA, protein and cytoplasmic content. At the end of this phase, cells are at G2 phase and become tetraploid (4N). At this point, cells are ready to split and generate two new G1-diploid daughter cells, which ultimately occur after mitosis (M phase). Newly born cells may proceed to a new cell cycle or re-enter a resting state as quiescent cells. 2, 3 This ordered, unidirectional and wellestablished pattern of variation of DNA content is highly sensitive to intra-and extracellular signals and its fidelity is fundamental for cellular and tissue homeostasis. 4 Several human pathologies, namely cancer, exhibit deregulation of the cell cycle. In fact, cancer cells frequently display cell cycle abnormalities and accumulate mutations, leading to unscheduled proliferation, genomic instability and aneuploidy. 4 Hence, determination of cell ploidy status, S phase calculation and cell cycle dynamics have been explored as diagnostic tools relevant for therapeutic surveillance. 5 In fact, cancer therapy response depends, in most cases, on the cell cycle phases. Although most chemotherapy drugs target broadly the active dividing cells, sparing cells at G0 state, as is the case of cisplatin, 6 other treatments are more effective on a specific cell cycle phase; this is the case of methotrexate-based chemotherapy, which targets cells at S phase, 6 whereas radiation therapy is particularly effective on cells at G2 phase or undergoing cell division (M phase). 7 As such, the definition of the cell cycle momentum is critical to define the physiological status of individual or sub-populations of cancer cells, thus allowing adequate monitoring of therapy response.
In the last decades, an unprecedented technical development of cell biology methods has been witnessed. DNA content analysis progressed from highly laborious and timeconsuming methods to faster and quantitative state-of-the-art technologies. Moreover, the accessibility to DNA fluorochromes that bind stoichiometrically to DNA (eg, DAPI) allows the direct quantitative estimation of the DNA content in a biological sample. This principle has been largely explored in methods such as flow cytometry, image analysis and laser scanning cytometry. 8 Among those, flow cytometry is considered the gold standard method for DNA content assessment and is the most disseminated method for singlecell interrogation. Despite its feasibility, reproducibility and affordability in multiparametric analyses, one of the major drawbacks of flow cytometry is exactly its basic principle: the fluidic stream. 9 The crucial need for sample disaggregation leads to sample loss at post-analysis and the abrogation of the natural architecture of samples, which is critical when analyzing rare (on occasion, small) biological samples and for morphological-based analyses of adherent cell cultures and/or whole tissues. 9 Therefore, imaging analyses software constitute a fast, accurate and cost-effective solution, as they allow the preservation of the natural architecture of cells. In fact, the application of digital technology to slide-format (for fixed samples) or plate-format (for live-cell imaging) enables quantitative determination of DNA content, as well as multiparametric analyses encompassing morphological, cellular and sub-cellular features of single cells.
In this study, we propose a new imaging analysis framework for the processing and quantification of fluorescence biological images by discretizing the cell cycle phase of cells from unsynchronized 2D cell cultures. The imaging framework tool relies on DAPI-binding intrinsic characteristics, which allow extraction of the nuclear features 'area' and 'total intensity' of DAPI-stained nuclei. Herein, we show that this new imaging framework is able to determine, with high accuracy, the cell cycle phase of individual cells and generate cell cycle profiles from cell populations based only on digital fluorescence images.
MATERIALS AND METHODS Cell Culture
NMuMG-Fucci2 cells (RCB2868, RIKEN Cell Bank, Japan) are normal murine mammary gland cells constitutively expressing the Fucci2 system: mCherry-hCdt1 (human Cdt1, 30/120 protein fragment) and mVenus-hGem (Geminin, 1/110 protein portion), two chimeric proteins that accumulate, reciprocally, in the nucleus of transfected cells during the cell cycle. 10, 11 Fucci2 cells present cell cyclespecific fluorescence properties and function as G1 and S/G2/ M markers: nuclei of G1 phase cells are red, whereas nuclei of S/G2/M phase cells are green; cells transitioning from G1-to-S phase co-express both chimeras and exhibit a yellow nucleus. Cells were grown on top of glass coverslips in six-well plates with Dulbecco's modified Eagle's medium supplemented with 10% fetal bovine serum, 1% penicillin/streptomycin and 10 μg/ml insulin in a humidified incubator at 37°C with 5% CO 2 . Cells cultures were kept at low passages and were grown up to 70-80% confluency.
Cell Fixation and Staining
Cells were washed with PBS (NaCl 137 mM, KCl 2.7 mM, Na 2 HPO 4 10 mM, KH 2 PO 4 7.4 mM, pH 7.4) and then fixed with 4% formaldehyde/PBS (freshly made) for 15 min. Cells were then quenched for 10 min with 10 mM NH 4 Cl (PBS) and permeabilized for 10 min with 0.1% Triton X-100 (PBS). Nuclei were stained with 1 μg/ml DAPI (PBS) for 3 min and coverslips were then mounted on slides using plain Vectashield antifade mounting medium. All procedures were performed in the dark and at room temperature, unless stated otherwise. Mounted slides were kept overnight at 4 ºC, in the dark, before image acquisition.
Fluorescence Imaging
Fluorescence images were captured with a computer-assisted Zeiss Apotome Axiovert 200M Imager.Z1 upright microscope, equipped with a 40X/1.3 oil DICII(UV)VIS-IR objective lens (Carl Zeiss, Thornwood, NY, USA) with fixed illumination. DAPI images were collected with a G365 excitation filter, a FT395 dichroic mirror and a BP445/50 emission filter. These images were acquired in several planes along the z-axis (60 Zs) while maintaining the acquisition settings: maximum pixel intensity at 50% and exposures of 5 ms. Images were captured with an Axiocam HRm camera and controlled with the Zeiss Axion Vision 4.8.1 software. Each DAPI image was then deconvoluted into a maximum intensity z projection of the 60 image planes centered at the focus plane, comprising a 16 μgm in-depth nuclei imaging information retrieval. Fucci2-expressing cells were imaged with a BP450-490 excitation filter, a FT510 dichroic mirror, and a BP515-565 emission filter for mVenus/hGem, and a BP565/30 excitation filter, FT585 dichroic mirror, and a BP620/60 emission filter for mCherry/hCdt1. Single plane images (1 Z) were obtained and used for the assessment of cell cycle stage of individual cells based on Fucci2-reporter's expression; the analysis was carried out with ImageJ software. 12 This image set comprises the gold standard data set used for validation purposes.
Pre-Processing Pipeline
A pre-processing pipeline was applied to all the 2D in situ images in order to remove noise, increase contrast and adjust the dynamic range of image intensities, as described by Mestre et al (Figure 1b2 ). 13 The application of these intensity conditioning procedures are crucial for the method proficiency, as both nuclei segmentation and cell cycle phasing depend on two key discriminative features of the stained nucleus, 'area' and 'total intensity'.
Nuclei Segmentation and Feature Extraction
Initially, a Gaussian (sig = 2) smoothing filter was applied to DAPI images, where a 2D convolution operator was used to remove noise and blur the images. 14 Noise removal and image intensity flattening enabled and improved the nuclei mask estimation by the generation of convex and path connected binary masks, which ultimately heightens the accuracy of the segmentation step. Next, sharpening of the resulting low-pass images was performed by using a high pass filter in order to enhance the transitions between nucleus/foreground and background regions. The intensity of images was then enhanced in order to reinforce the histograms bi-modality and proceed to the binarization stage, leading to nucleus final segmentation. The limiting function is
Further, the saturated image was binarized using the Otsu method, 14 to produce the final image mask. Small black regions (I ij = 0) surrounded by white pixels that could not be reached by filling-in the background and connected components (white regions) with less than N = 200 pixels were removed. Finally, regularization of the objects borders was attained with a morphological open operation of erosion followed by dilation, using a flat disk-shaped structuring element with radius R = μ2-σ, where μ and σ correspond to the average and standard deviation of all nuclei within an image, respectively. Segmentation of each nucleus was performed by computing the contour of all connected components within an image with the Moore-Neighbor tracing algorithm, modified by Jacob's stopping criteria. 14 Hence, each sorted list of contour control points obtained represent the nucleus individually, from which it is possible to compute the mask b ij (k) representing a nucleus, according
& . This mask was used to compute the area of each stained nucleus. However, owing to residual image noise or nuclei proximity or overlap, inefficient nuclei segmentation may occur. In these cases, our analysis framework was designed to encompass the possibility of complementary manual correction, allowing the operator to solve these difficulties.
Cell Cycle Staging Imaging Framework
Cell cycle staging classifier was established based on two nuclear features obtained through nuclei staining with DAPI: area, A k , and total intensity, TI k . The area was computed from the nucleus binary masks, according to A k ¼ P ij b ij k ð Þ; and total intensity was computed also from these masks and by applying an element-wise multiplication to the original image, without any filtering, TI k ¼ P ij b ij k ð ÞI ij thus avoiding distortion of intensity. For this, we estimated the label vector, c ¼ c 1 ; c 2 ; yc N ½ T where c k AfG 1 ; S; G 2 g and Ν is the number of nuclei in the image. The core of the method is an unsupervised multi-label classifier, where no prior knowledge regarding shape and absolute location of the clusters were assumed. However, two important biochemical concepts were introduced: (i) the DNA content of G2 nuclei is twice the G 1 nuclei, 2 and (ii) the fluorescence intensity derived from DAPI-stained nuclei is stoichiometrically proportional to the DNA present in each nucleus. 15 Thus, the classification approach engaged into a two-stage classifier. The first stage comprised a modified version of the k-means classical unsupervised method, where the information concerning the expected DNA amount in G 1 and G 2 cell cycle phases was incorporated. Considering this, the centroids definition, μ, for G 1 and G 2 clusters in the feature space are correlated as following, μ G2 = 2μ G1 (Supplementary Figure 1S) . The classifications obtained in the first stage were used to initialize a Gaussian Mixture Model (GMM) classifier 16 that tuned the final shape of the clusters. The clusters, in this second stage of the classification procedure, are described by multivariate normal functions, N m k ; S k ð Þwhere m k is the centroid of the cluster and
k is the covariance matrix that defines the cluster shape; D k is an orthogonal matrix and A k is a diagonal matrix containing the eigenvalues of S k , whereas α k is scalar. The D k matrix defines the orientation of the ellipsoid of the cluster whereas A k defines its shape and α k its volume. The estimation of the cluster parameters, m k ; S k , under the GMM is performed through the ExpectationMaximization (EM) method. 16 In this imaging framework, the indicator (binary) variables, Z ik equal '1' when the i th nucleus is classified in k th and are estimated in a two-step iterative procedure. The classifications were obtained from Z ik throughc i ¼ P 3 k¼1 kz ik . In the first step of the EM algorithm, latent membership weights are estimated to be used in the second step where the likelihood function is maximized. Both steps alternate until convergence is achieved. The covariance matrix used in the ensuing iteration, S nþ1 k , derived from the preceding estimation, S n k , as the following
, where W n k is the current relative amount of data in k th cluster. This incremental estimation of the covariance matrix aims at dealing with the ill-conditioned nature of the covariance matrix especially when the number of objects within the cluster is small. The initialization of the EM algorithm, c°, was obtained from the classifications obtained with the modified k-means algorithm described previously. To circumvent the ill-conditioning of matrix S k and thus, the fluctuations of the iterative EM algorithm, because of small sizes of the clusters, for example, N k = 1, we used a spectral decomposition of S k in its inversion during the M-step of the EM algorithm. 17 
Statistical Analysis
Validation of the analysis framework against the gold standard data set, the Fucci2-based classifications, was performed by assessing the intrinsic characteristics of the imaging framework: sensitivity and specificity. The precision of sensitivity and specificity was estimated with the confidence intervals for a 95% confidence level. 18, 19 Statistical analyses were performed using an online software package (www. medcalc.org/calc/diagnostic_test). Further, the performance measures of the imaging framework to cell cycle stage 2D fluorescence images was ascertained with positive (PPV) and negative predicting values (NPV), that is, its value for predicting or excluding a cell cycle phase classification, respectively. 18, 20 
RESULTS

Imaging Framework for Cell Cycle Staging
We developed an imaging framework to perform cell cycle analysis and classification based on fluorescence images of DAPI-stained nuclei obtained from routinely maintained 2D cell cultures. This framework relies on the fact that DAPI binds stoichiometrically to DNA, enabling the detection of DNA content variation occurring throughout the cell cycle progression. For this, denoising and nuclei segmentation was performed in each fluorescence image by applying the Otsu method and the Moore-Neighbor tracing algorithm, modified by Jacob's stopping criteria ( Figure 1 , Materials and methods section). 14 Upon extraction of the features 'area' and 'total intensity' of DAPIstained nuclei, cell cycle classification was performed through a k-means clustering approach, enabling the classification of the imaged cells into discrete cell cycle subgroups or clusters (Figure 1b3 and b4). Validation of the framework was performed using Fucci2-assisted cell cycle classification data set of the same NMuMG cells (Figure 1c1 ). 10, 21 Imaging Processing and Features Extraction To establish an image-based cell cycle classification method of single cells, two nuclear features, 'area' and 'total intensity' were first digitally extracted from segmented DAPI-stained nuclei of 2D fluorescence images of NMuMG-Fucci2 cells. DAPI fluorescence staining was used to calculate the amount of DNA in a nucleus and, subsequently, infer its cell cycle status, through a k-means clustering approach. The area of each nucleus was determined as (1) Area ¼ P N PR . Total intensity of DAPI-staining yields, proportionally, the relative amount of DNA in each nucleus was calculated as (2) Total intensity ¼ P N n¼1 intensityðnÞ; in which N is the total number of pixels within the nucleus. The k-means clustering approach was applied to the nuclear features, 'area' versus 'total intensity' (Figure 1b4 ) in order to attain cell cycle subgroups discretization, each referring to a distinct cell cycle phase. Distinct k-means strategies were applied by testing different number of clusters (k) and types of data standardization (non-normalized, z-score standardization and weighted uncorrected s.d. normalization), but the final k = 3 clustering approach generated the best fitted and biologically sound clusters (Figure 1b3 ). The capacity of the imaging framework to correctly segment the DAPI-stained nuclei and accurately extract relevant features for DNA content assessment of single cells is strongly dependent on sample preparation and image acquisition procedures. Hence, the conditions for optimal DAPI staining (yielding robustness but avoiding signal saturation) and the fluorescence microscopy acquisitions (light source intensity, exposure time) were optimized and maintained constant for all image sets analyzed. Cell cycle profiling of asynchronous DAPI-stained cells with the imaging framework generated images with the annotation of the cell cycle phase for individual nucleus ( Figure 1b3 ) and yielded cell cycle profiles with discrete representation of G1, S and G2/M phases, represented as cell clusters (Figure 1b4 ). With this type of classification outputs, it was possible to associate each single-cell/nucleus in the clustering plot to its cell cycle status, without the need of disruptive methods. Moreover, our results were consistent with the typical distribution of cells in G1, S and G2 phases Figure 1 Overview of the imaging framework pipeline. (a) NMuMG-Fucci2 cells were grown on high-resolution microscope-quality coverslips and were then fixed. Cell nuclei were stained with DAPI. (b1) imaging acquisition was performed with a wide-field fluorescence microscope. DAPI images were acquired in several planes along the z axis, deconvoluted into a maximum intensity z projection and then converted into grayscale images. (b2) The processing pipeline was applied to the grayscale images as follows: image was denoised (1), then its contrast was increased (2) and the intensity adjusted (3); the image was computed with Otsu's algorithm (4) and then nuclei were segmented (5); manual correction of the segmentation was performed when necessary (6) . (b3) Nuclei features such as 'area' and 'total intensity' were extracted from DAPI-segmented nuclei (b2, 6) and cell cycle classification outputs were generated (b3, 1 and 2); the cell cycle stage of nuclei at images borders was not ascertained; red, green and yellow colors in the classification outputs correspond to G1, G2/M and S phase cells, respectively, and were automatically assigned by the framework. (b4) Cell cycle cluster graphs were then calculated based on the 'area' and 'total intensity' features from (b3), and cells were clustered by the framework according to its predicted cell cycle phase; the red, green and yellow clustered dots correspond to G1, G2/M and S phase cells, respectively. Alternatively, a histogram-like graph depicting the cell cycle profile may be plotted from the generated Excel outputs. (c1) Validation of the imaging framework was performed by using a well-established cell cycle sensor technology (Fucci2), constitutively expressed by NMuMG cells. (c2) For this, single plane images of the red and green channels were captured from the same field-of-view of the blue (DAPI) channel described in (b1). (c3) Red and green images were combined, annotated and the cell cycle classification of each Fucci2-expressing cell was ascertained by visual inspection. Finally, the performance of the imaging framework was assessed by comparing the cell cycle classification profiles obtained with the framework with those from the Fucci2-derived assessment. Scale bar corresponds to 10 μm. described in the literature, fitting an histogram-like representation (Figure 1b4 ), supporting the relevance of the extracted features 'area' and 'total intensity' of DAPI-stained nuclei in the cell cycle phasing of digitized images.
Imaging Framework Performance
To validate the imaging framework, we applied it to fluorescence images obtained with unperturbed NMuMGFucci2 cell cultures counterstained with DAPI (Figure 1c1 ). This Fucci2 cell model is a well-established cell cycle sensor that allows an easy and colored visualization of the cell cycle phase at single-cell level. 11, 21 In particular: red-fluorescent nuclei expressed the mCherry-hCdt1chimeric protein and were classified at G1 phase; green fluorescent nuclei, expressed the mVenus-hGem fusion protein and were considered as replicating cells at S/G2/M phases ( Figure 1c2) ; nuclei that exhibited a yellow coloration coexpressed both cell cycle reporters, and were considered as transitioning from (late) G1 phase to (early) S phase. Using these Fucci2 cells, we obtained a large data set of images acquired with DAPI channel (all nuclei) and with green and red channels, which are representative of Fucci2 cell cycle reporter's expression. DAPI channel images were subjected to the imaging framework for cell cycle phase classification, whereas the red/green channel imaged cells were independently classified into distinct cell cycle phases (gold standard) (Figure 1c3 ) and used for validation of the results obtained with the imaging framework.
We surveyed a panel of 13 data sets of images (corresponding to eight independent cell passages of NMuMG-Fucci2 cells), comprising a total of 142 images from DAPI, red and green channels, each with a resolution of 1388 × 1040 pixels. To maximize the information retrieved from each DAPIstained nucleus (fluorescence total intensity), we collected 60 Zs-stacks for each image. Each DAPI image was deconvoluted into a maximum intensity Z projection, corresponding to a total of 16 μm in-depth nuclei imaging information retrieval. In total, we imaged 10805 DAPI-stained nuclei of Fucci2 cells, with an average of 72 nuclei per image. Nuclei at image borders were not considered for analysis, as the information retrieved from these objects would be incomplete; these events accounted for 14.7% (n = 1583) of all nuclei imaged. From all nuclei imaged, we ascertained the cell cycle phase of 85.4% (n = 9223). From these, the modified k-means (k = 3) cluster imaging framework classified 64.7% (n = 5970) of nuclei as being at G1 phase, 12.0% (n = 1111) as G2 phase nuclei, and assigned 23.2% (n = 2142) to the S phase ( Table 1 ). The gold standard data set (Fucci2-based classification) comprised 43.6% (n = 2918) of Fucci2 cells as red cells (G1 phase), 24.7% (n = 1652) as yellow cells, thus in transition from G1-to-S phase, and 31.6% (n = 2115) as green cells (S/G2/M phase) ( Table 1 ). The framework-assisted cell cycle classification was compared with the gold standard classification data set. Given that the imaging framework generated a classification for a higher number of cells than the Fucci2 system (n = 9223 versus 6688 nuclei), only those cells classified by both methodologies were used for comparison and validation. This difference in cell numbers is due to intrinsic features of the Fucci2 system. Despite that NMuMGFucci2 cells are genetically engineered to stably express two cell cycle reporters, not all cell cycle phases are visible; this is the case of newly formed G1 cells, which are colorless thus contributing to a Fucci2-validation void.
The performance of the imaging framework was ascertained by calculating its sensitivity and specificity. As measures of the population proportions, the sensitivity and specificity may be characterized by confidence intervals calculated based on standard methods for proportions. 22 The corresponding 95% confidence intervals were calculated resorting to an online calculator (see Material and methods). 18 So, how good is the imaging framework at cell cycle staging of DAPI-stained 2D fluorescence images? Ideally, an imaging method would be a powerful, discriminative tool, characterized both by high specificity (with low false positive rate, α) and sensitivity (with low false negative rate, β). 23 Regarding its ability to correctly classify the Fucci2-red cells as true G1 cells (Table 2) , the imaging framework showed a sensitivity of 94.6% (95% CI: 93.7-95.3) and a specificity of 93.3% (95% CI: (Table 3) . Moreover, the imaging framework showed a sensitivity of 90.3% (95% CI: 89.0-91.5) (Table 3) , denoting a high capacity to assign correctly the Fucci2-green cells as true G2/M cells. Despite this high ability, we concluded that when the algorithm was analyzing DAPI images from green cells it showed less ability to identify them as true G2/M cells ( Table 2 , true positives); nevertheless, it was able to determine the true negatives with a specificity of 95.5%, (95% CI: 94.8-96.1) (Table 3) , that is, to correctly identify, from all DAPI-stained nuclei, those that are not true G2/M cells ( Table 2 , true negatives). Validating the imaging framework with the Fucci2 cell cycle sensor allowed us to classify cells transitioning from G1-to-S phase, which exhibited a yellow color when visually inspected (Figure 1c1-c3 ). This group of G1/S cells allowed the validation of both G1 and S phase cells as these yellow cells are simultaneously at late G1 phase and early S phase. 10 Strikingly, our imaging framework exhibited a sensitivity of 97.1% (95% CI: 86.1-97.9) and a specificity of 92.8% (95% CI: 92.0-93.5) ( Table 3 ) to identify yellow cells as being true G1 or true S phase cells (Table 2) .
To explore the applicability of the imaging framework for the classification of cell cycle stage based on nuclear staining, we determined its associated predictive values. 24 Hence, the probability of the imaging framework to correctly classify a given cell cycle stage, when the gold standard states as such or otherwise were assessed by estimating its associated PPVs and NPVs, respectively. 20, 24 The measure of precision of the estimated ratios was assessed with their 95% confidence intervals. 18, 20 The PPVs were consistently high for all cell cycle classifications: 91.6% (95% CI: 90.6-92.6) for G1 cells, 90.2% (95% CI: 88.8-91.5) for G2/M cells and 81.5% (95% CI: 79.7-83.2) for G1/S transitioning cells ( Table 3 ). The ability of the imaging framework to exclude a phase classification (NPV) associated with each cell cycle phase were also consistently high: 95.7% (95% CI: 94.6-96.3) for G1 cells, 95.5% (95% CI: 94.9-96.1) for G2/M cells and 99.0% (95% CI: 94.9-96.1) for G1/S cells. 18 These results indicate that the imaging framework has a robust capacity to both identify, with 95% confidence, a given DAPI-stained nucleus to its correct cell cycle phase, (ie, true positives), as well as to determine, with very high probability, to which cell cycle phase a specific DAPI-stained nucleus does not belong (true negatives). This implies that the imaging framework reported very few false negatives in all cell cycle phases analyzed ( Table 2) . As predictive values are dependent on the cell cycle sub-phase proportion within the cell cycle, it is not surprising that the highest (91.6%) and the lowest (81.5%) estimated PPV are for G1 and S phase classification, as these are the most and least abundant cell cycle phases, respectively, in unperturbed cell cultures. Accordingly, the highest NPV (99.0%) is associated with the S phase, the least abundant cell cycle phase.
The sensitivity (or power) of a test is the probability of correctly rejecting the null hypothesis when it is false, that is, the probability of not entailing in type II errors. 23 Hence, the power of analysis is related by 1-β to the type II error rate (β). 18 In this regard, we concluded that this new imaging framework reported very few type II errors (false negatives) in all cell cycle phase classifications (Table 2) , which translated into high power to classify the DAPI-stained nuclei to their False negative rate (β) was calculated as (false negatives/(true positives + false negatives)). Statistical analyses were performed using an online software package (www.medcalc.org/calc/diagnostic_test).
correct cell cycle phase: 94.6% for stained nuclei at G1 phase, 97.1% when assigning at G1/S phase cells and 90.3% for G2/M cells (Table 3) .
DISCUSSION
Herein we describe a new imaging framework designed to classify the cell cycle stage of individual and cell sub-populations from in situ DAPI fluorescence images (Figure 1b1 ). The imaging framework is based on a processing pipeline comprising a denoising algorithm, contrast and intensity adjustments, Otsu's computation, nuclei segmentation and an optional manual correction tool (Figure 1b2 ). The framework generates final images depicting the segmented DAPI-stained nuclei derived from 2D images and pinpoints the cell cycle classification of each nucleus analyzed (Figure 1b3) . In a semi-or fully automated manner, it is possible to segment DAPI-stained nuclei and generate, based only on the 'area' and 'total intensity', simple and accurate clusters and histogram-like graphs fitting the cell cycle profile of DAPIstained nuclei (Figure 1b4 ). It is a very simple, rapid and inexpensive imaging platform, thus easily standardized. Moreover, as there is no need of a disruptive method for sample preparation, it is possible to retrieve from the digitized cells, a plethora of quantitative data (eg, expression pattern of proteins or nucleic acid of interest and morphology-derived parameters). Furthermore, these data can be correlated with all or a specific cell cycle phase, under physiological conditions, awarding this new imaging framework analytical properties unattained by others. To validate the imaging framework, we used a well-established Fucci2 cellular model (NMuMG-Fucci2 cells), which allowed for the colored readout of the cell cycle phase of each cell digitized. Overall, the imaging framework exhibited high classification accuracies across all cell cycle phases. With high sensitivity (and specificity) for all cell cycle phase, it revealed a high ability to recognize the correct cell cycle phase of DAPI-stained nuclei. The sensitivity or power analysis of binary testing (true/false classifications) represents the probability, in this case, of the imaging framework to classify correctly, with reasonable certainty, the cell cycle phase of DAPI-stained nuclei identified by Fucci2 technology accordingly. On the other hand, specificity represents the ability of the imaging framework to identify the cell cycle phase of stained nuclei, classified otherwise by the gold standard, without entailing in type I errors (false positives). The imaging framework showed to be a powerful tool to correctly identify the cell cycle phase of DAPI-stained nuclei, which means that there is a low probability associated with this new DAPI-based cell cycle method to entail in type II errors during cell cycle phasing, that is, in producing false negative results.
Based solely on DAPI staining, we were able to determine with the highest probability, the true G1 nuclei (PPV = 91.6% (95% CI: 90.6-92.6)); one the other hand, the imaging framework showed less capacity to identify the S phase nuclei (PPV = 81.5% (95% CI: 79.7-83.2)). It is conceivable that these results are related to the validation system chosen. The Fucci2 cell system enables a dichotomic classification: red cells are in G1 phase and green cells are in S/G2/M phase (Figure 1c1 ). Cells at S phase do not express an unequivocal coloration, which raises some difficulties in the validation of these DAPI-stained nuclei. Still, the imaging framework was able to assign the DAPI-stained nucleus as being at S phase with an 81.5% likelihood. The imaging framework may be further refined, particularly in its S phase predictive capacity, by upgrading the complexity of the validation system with a second marker, which would potentiate the framework classification at this cell cycle phase. Overall, the framework showed an impressive accuracy to assign each DAPI-stained nucleus to its correct cell cycle phase. Currently, this new imaging framework is a robust, quantitative image-based cell cycle classifier, capable of accurate and biological sound cell cycle phase profiling of individual cells.
This imaging framework strongly depends on the correct identification and segmentation of nuclei, in order to accurately estimate the DNA content and profile the cell cycle stage. To cope with these difficulties, we introduced the possibility to manually correct the automatic segmentation (Figure 1b2 ). Although more time consuming, this possibility will be particularly relevant for future applications in the accurate segmentation of stained nuclei from tissue sections, or for the establishment of biological criteria defining the nuclei of interest within the 2D fluorescence images. This semi-automatism has been proven valid by Sanches et al 25 in the selection of biological sound cell-cell pairs to profile protein levels and distribution on in situ fluorescence images of heterogeneous cell populations expressing normal or mutant E-cadherin.
The information retrieved from the DAPI-stained nuclei was collected with multi-stacking planes. In this regard, we assured that the mitotic cells were also well captured in the in situ fluorescence images. This is important since during mitosis, cells detach from the cell lawn and round-up because of cell division constraints. 26 As mitosis can be easily detected by visual inspection, their classification by the imaging framework was not our focus when designing this DAPIbased cell cycle classifier. But, in fact we observed that early stages of mitoses (ie, prophase and metaphase) are accurately included into the G2/M phase by the imaging framework (unpublished data). However, this does not hold true for later stages of mitosis (ie, anaphase and telophase). The late-stage mitotic nuclei were incorrectly identified as two independent, small-area objects leading to a false G1 classification. In this regard, we agree with others 27 that these misclassifications lead to a smaller G2/M population (12.0 % for our study) compared with flow cytometry classifications of unsynchronized cell cultures. 21 Strikingly, the lowest sensitivity (or power) was associated with the classification of the G2/M population (90.3% (CI: 89.0-91.5)). Therefore, for mitotic-related studies with this imaging framework it is recommended the usage of additional mitotic markers (eg, phospho-histone H3) to increase the sensitivity in the classification of the G2/M population.
Our imaging approach allowed the validation of the exact same individual cell nucleus used for cell cycle classification through DAPI-intensity and Fucci2-color readout. Our validation procedure was done preserving the natural architecture of NMuMG-Fucci2 adherent cells, unlike other studies, which used cell detachment and flow cytometry to evaluate cell cycle staging. 27 Moreover, our imaging framework enables the operator to match each classified cell to its cell cycle phase and correlate it with other parametric measurements performed in the same field-of-view of a 2D fluorescence image.
Comparing with Other Methods
The visualization and profiling of the cell cycle is often dependent on antibody-based methods that detect cell cycle regulatory proteins specific of a cell cycle phase (eg, cyclin B1 for mitosis, cyclin D1 for G1 cells, etc.) or estimate the number of cycling cells (eg, using BrdU or EdU for S phase cells). 3 Despite the high specificity and efficiency, an antibody-based strategy to profile the complexity of the eukaryotic cell cycle depends on the combination of multiple markers specific for each phase, highly impacting on the feasibility of the method. Moreover, the analysis of several fluorescence markers often lead to problems of fluorescence spectra overlap, even when highly discrete fluorescenceemitting moieties, like quantum dots, are chosen. 28 Thus, the increased complexity of multiparametric analyses, allied with the imperative need of several fluorescence channels for the microscopy analysis, often renders these approaches technically challenging. These difficulties may be circumvented by cell synchronization protocols, empirically defined for each cell model, which are often used to perform correlative studies for specific cell cycle phases. Nevertheless, these are very restrictive cellular analyses and may introduce artifacts to the cell cycle analysis; cells are exposed to external stresses, thus hampering the analysis of unperturbed cellular systems. 29 The possibility to use exogenously expressed cell cycle markers, as Fucci-assisted reporter systems (reviewed in 30) facilitated the quantitative analysis of cell cycle status, especially when studying complex systems as whole animals. [31] [32] [33] Despite the fact that the development of these fluorescence cell cycle sensors came to revolutionize our ability to see the cell cycle, especially in live-cell imaging-based techniques, these genetically engineered systems (i) do not tackle the bleed-through problems inherent to conventional fluorochrome-dependent analyses, (ii) are time-consuming to establish and (iii) display some pitfalls in the identification of some cell cycle phases. 30 Conversely, the image-based framework presented here depends only on cell nucleus staining to profile the cell cycle of unsynchronized 2D cell cultures. It is a straightforward and inexpensive alternative for cell cycle profiling and accurately classifies all cell cycle phases, including S phase cells, outperforming the Fucci-cell models. Although the results presented are based on DAPI staining, it is conceivable that the use of other cell-impermeant dyes (eg, DRAQ7, propidium iodide, FxCycle™ dyes, etc), will generate the same cell cycle profiling robustness and efficiency.
Other high-resolution imaging formulations for DNA content measurements have been reported as allowing cell cycle staging of single cells through the analysis of fluorescence intensity. 27, 29, 34 Namely, Bruhn et al 29 established a two-color method that enables the study of cell cycledependent cellular and sub-cellular processes. The elegant analysis pipeline of cell cycle profiling is based on DAPI staining but it also depends on an EdU click-labeling reaction to define the cycling cells at S phase. Although EdU click-it reaction seemed the obvious choice to avoid antibody-based methods for S phase discrimination, it limits the method especially for those GFP-assisted protocols because of the copper-associated quenching of GFP fluorescence. On this regard, our imaging framework is simpler, broader and more cost effective. It surpassed the need of an additional S phase marker for the cell cycle clustering task as it incorporated the prior biological knowledge that G2 cells have twice the DNA content of G1 cells and S phase cells intermingle with the latter. This principle assisted the maximization of the imaging framework classification performance and improved stability on cell cycle phasing. Moreover, it generated statistically robust and accurate definition of all cell cycle phases based solely on DAPI staining of 2D cell cultures. This narrows down the complexity of the analysis and costs as it depends on a reagent commonly found in laboratories. Recently, Roukos et al 27 also reported a cell cycle staging method devised on DAPI staining of cells. However, our new imaging framework is singular in that it has the possibility to (i) generate final images displaying cell cycle classification of individual cells among the analyzed in situ fluorescence cells, and (ii) allows manual inspection or correction of the segmented data, enabling the user some control over the biological relevance of the segmentation produced, and (iii) to profile the cell cycle status of the entire digitized cells population, but also the possibility to focus the analysis into a specific sub-population of cells at a specific cell cycle phase, and consequently, assess them individually.
Considerations and Limitations of the Analysis Framework
The proposed imaging framework depends on the accurate estimation of the DNA content of 2D fluorescence images. Hence, the correct segmentation of DAPI-stained nuclei is essential. Being a microscopy-based approach, parameters including sample preparation, homogeneous illumination of the sample, light source intensity and exposure times need to be determined empirically for each assay and maintained constant during image acquisition. These are decisive parameters for the generation of accurate data, either applying this imaging framework to low or high-throughput analyses.
We have successfully used this protocol based on DAPIstained nuclei analysis to explore the impact of E-cadherin dysfunction upon the morphometric features of in vitro cell cultures. 13 Applying the above-mentioned criteria, this imaging tool renders the possibility to complement the cell cycle staging with other fluorescence-based multiparametric analyses. This imaging framework can be adapted to different samples as long as the DNA staining protocols enable a quantitative assessment of the DNA based on fluorescence. Overall, the imaging framework allows quantitative and statistically robust analysis of cell cycle phase-dependent cellular properties under physiological and non-disruptive conditions in a large number of samples, namely molecular pathology. One of the most disseminated technology applied to molecular pathology, both at research and diagnostic settings, is the tissue microarray (TMA) technology. 35 TMA is a fast, reproducible and quantitative technique, enabling the analysis of hundreds of patient tissues arrayed in a single microscope slide. Although it has been extensively applied to archived, paraffin-embedded samples through immunohistochemistry, TMA has been adapted to fluorescence-derived analysis, namely DAPI staining, which widened its analysis range and information retrieval. 35 In this sense, the application of the imaging framework to TMA is highly feasible. Nevertheless, it should be noted that its application to histological analyses requires empirical optimization of sample processing protocols, in order to minimize tissue-related cumbersome associated with histological procedures. 36 For instance, nuclei shrinkage is associated with paraffin-based protocols, which impacts on nuclei area and numerical density, as cells appeared closer to each other. 37 Factors as cell clustering or overlapping, tissue heterogeneity and autofluorescence observed in fluorescence-stained histological samples may, in fact, lead to missegmentation of nuclei. 38 These are, undoubtedly, relevant aspects to be consider when using this framework for histological analysis, as the intrinsic characteristics of this imaging framework derive from area and total intensity of DAPI-stained nuclei. Nevertheless, our segmentation algorithm has proven to be very efficient for nuclei or cell segmentations, 13, 25 and in fact its semiautomatism enables the operator to critically evaluate and even define nuclei segmentation in histological samples. To perform a comprehensive analysis of more complex samples resorting to this imaging framework, image acquisition procedures should follow the recommendations stated herein. For instance, imaging should be performed with a microscope capable of in-depth, z-stacking acquisition and the final images should represent a maximum projection of the z-stacking imaging in order maximize sample information. We envisage that image analyses of frozen tissue sections will required less optimizations as nucleus staining protocols based on fluorescence dyes are seemly and there are less morphological constraints when samples are frozen. The application of the imaging framework to molecular pathology, such as in cancer, will increase the analysis potential of DAPI-stained images given that it is possible to correlate cell cycle information with morphometric and expression patterning data, which may ultimately represent an important advantage in cell research and clinical practice. This knowledge will increase diagnostic accuracy, create novel biological-based therapies and set-up more precise clinical protocols for disease treatment and patient survey, namely in cancer.
Given the proven discrimination and classification power of the imaging framework we envisage that to assess the cell cycle stage of clinical-derived samples (eg, tumor samples), with high certainty (95% confidence level) and without the previous knowledge of the total cell number of the sample, we would have to analyze approximately 380 cells from the region of interest of the tumor sample in order to perform a representative analysis of the whole tumor. Sample size calculations were made by resorting to an online calculator (www.mccallum-layton.co.uk/tools/statistic-calculators/sam ple-size-calculator). Importantly, tumor samples are characterized by a high degree of cellular heterogeneity. Although the analysis of 380 cells is highly feasible with the imaging framework in any pathology laboratory, it is important to emphasize that more than assessing a discrete a number of cells, it is important to assess a robust sampling coverage of the region of interest pre-defined by the pathologist. This is instrumental for the representativeness and, thus clinical relevance of the analysis of a tumor sample. This new imaging method is a highly sensitive classification tool as it generates very low false negative rates, that is, it misses very few true DAPI-stained nuclei classifications. Regardless its potential screening value, the analytical and predictive value of this imaging framework in clinical analysis is dependent on the coverage of the samples collected (representativeness), which reflects on the overall time of analysis. Depending on the objective amplification used, image acquisitions will yield different number of cells per field-of-view, meaning that a variable number of images will be needed to reach a representative estimation of the whole sample and this will, ultimately, impact on the time of analysis. Hence, its application to molecular pathology, such as in cancer, will be highly dependent of these factors but will allow, in an operator semi-dependent manner, a more objective and quantitative approach to molecular pathology, reducing the operator bias and the analysis subjectivity. In this sense, the application of this imaging framework to clinical settings should be envisage, globally, as a complementary approach to corroborate, or challenge, molecular pathology. 
