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Abstract
The characterization of the material properties of Single Molecule Magnets
(SMMs) has grown in importance over the last few decades with the rise of novel
applications such as high-density magnetic storage and quantum computation.
Many of the applications require the probing of SMMs with spectroscopic methods
that make use of electromagnetic radiation. The interaction with these time-
dependent fields leads to energy shifts, which can be attributed to the geometric
phase acquired by the system or the Bloch-Siegert shift. We model an SMM
by a giant spin Hamiltonian, and use Floquet perturbation theory to find the
geometric phase shifts. The locations where the phase shift between two levels is
zero is useful for performing accurate spectroscopies, whereas the regions where
relative phase differences exist are useful in applications like quantum computing.
Using the same giant spin Hamiltonian, we can use Floquet theory and Salwen
perturbation theory to determine the Bloch-Siegert shift and derive a modified
version of the Rabi formula for transition probabilities between the energy states
Eα → Eα±1, Eα → Eα±3, and Eα → Eα±5, where α is the index of an arbitrary
initial state. The shifted eigenvalues and modified transition probabilities can be
useful in spectroscopies where accurate values for the energy-splitting between
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The focus of this thesis is the category of molecules known as Single Molecule Magnets
(SMMs), see Fig. 1 for an example. As the name (SMM) states, each molecule is
a magnet in of itself as opposed to conventional bulk magnets that require long
range magnetic ordering of their constituent magnetic dipole moments. They are
of particular interest to researchers as they exhibit quantum phenomena such as
tunneling of magnetization [1] and geometric phase interference [2]. This makes them
viable platforms to test the boundaries between classical and quantum regimes [3].
Figure 1: Fe8 SMM depicted with direction the of spin for each S = 5/2 Fe ion
indicated by arrow [4].
Aside from being a test bed for theoretics, SMMs have several current and potential
applications like high-density magnetic storage [5], memory components in quantum
computing [6,5], low-temperature refrigeration [7,8], purification of proteins [9], MRI
improvements [10], etc.
Many of these applications rely on manipulation of the SMM using electromagnetic
fields. The fields may be time-dependent, in which case, the method for determining
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the energy or energy-splitting between the magnetic states may need to account
for aberrations caused by the time evolution of the SMM [2]. Two such possible
aberrations are the geometric phase and the Bloch-Siegert shift. Characterization of
SMMs requires control of these aberrations or at least knowledge of their effect.
The rest of this work outlines how to quantify and in some cases avoid these effects. It
is compromised of two main sections, one for each effect. In section 2, the geometric
phase is calculated when a circularly polarized time-dependent radiation is treated as
a perturbation to the static (and well known) system. Section 3 considers a similar
interaction, the Bloch-Siegert shift, but with a linearly polarized field. Additionally, a
modified transition probability between two magnetic states is calculated for allowed
transitions. Section 4 is a summary of the results and possible future investigations.
2
2 Geometric Phase
In quantum physics, the physical state of a system is only determined up to a phase.
When a system evolves in time, it is described by the time-dependent Schrödinger
equation. The solution of this differential equation is given by a phase factor times
the initial (stationary) state. This phase factor is called the dynamical phase and is
proportional to the energy of the state. It is however possible for additional phase
factors to occur. As such, a quantity called the total phase is defined to be sum of all
such phase factors plus the dynamical phase. In certain systems, it is given by the
sum of the dynamical phase and the geometrical phase. This extra phase is termed
a geometric phase because it has a simple interpretation in terms of the geometry
traced out by the system’s Hamiltonian as it evolves. A classical analogy can be
given to describe this.
Figure 2: Example of parallel transport leading to a geometrical angle θ.
Consider a vector which marks a direction and is placed on the north pole of a globe
pointing in the direction of a certain longitude, see Fig. 2. We move the vector, while
always keeping it parallel to a normal vector at its instantaneous position, down the
longitudinal line until it reaches the equator and then we move it parallel along the
equator until it reaches another given longitudinal line. Then we move the vector
back to the north pole along the second longitudinal line keeping it parallel. Upon
reaching the north pole, we find that the vector points in a different direction than
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at its beginning. The angle between the initial and final directions is the geometric
phase.
Similarly, a quantum vector quantity like the magnetic moment can move along some
path, as in the case of Larmor precession, and upon returning to its origin, the state
has changed by a phase factor, again the geometric phase.
Although it is not a simple task to measure the geometric phase directly, experiments
exist in which the dynamical phase cancels during the evolution of the system allowing
indirect measurement of the geometric phase. Additionally, experiments exist which
measure the energy differences between states to a high precision [12]. They can be
affected by the geometric phase difference causing spurious energy shifts.
As such, whether one has to keep these phase shifts under control when performing
precision measurements or one is interested in using these phase shifts in some appli-
cation, it would be helpful to predict just how much of a phase shift there is. However,
calculating the geometric phase based on system’s movement in its parameter space
can be tedious or even difficult for complicated systems.
In this chapter, a methodology for calculating these phase differences, as caused by
a time-dependent magnetic field, is established for calculating the geometric phase
via the energy shift occurring during the evolution of a system. This formalism has
been developed by Meyer [13] and Vutha [14]. The methodology is then used to
examine the evolution of a SMM and determine the phase shifts its states acquire. It
is hoped that these calculations, the focus of the first half of this thesis, will aid in
the characterization of SMMs.
4
2.1 Hamiltonian and Setup
Since the phase gained by each level of the SMM, i.e. energy shift of each level, is the
focus of this work, we will consider a general Hamiltonian applicable to a wide range of
SMMs. We will make use of the giant spin approximation, which models the behavior
of magnets at low temperatures. It allows us to treat a cluster of magnetic ions as
a single “giant” spin allowing for significant reduction in complexity, i.e. reducing
the Hilbert space dimensionality from 1010 to 21 for the SMM depicted in Fig. 1.
The Hamiltonian (1) was extracted from literature, which used experimental results
to confirm the validity of the giant spin approximation [1, 2, 15, 16].
The Hamiltonian under consideration is
H = H0 + HT + HA, (1)
with
H0 = −DS2z −BS4z − gµBHzSz, (2)





gµBHT sin(θr)(S−e−iωrt + S+eiωrt), (4)
where
S+ = Sx + iSy and S− = Sx − iSy (5)
are the angular momentum raising and lowering operators.
When D and E(<D) are positive, the easy axis is the z-axis DS2z and the hard axis
is the x-axis 2ES2x. The easy axis is the direction inside the SMM, along which
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a small applied magnetic field is sufficient to reach the saturation magnetization.
Saturation is the state reached when an increase in applied external magnetic field
cannot increase the magnetization of the material further. Likewise, the hard axis
is the direction along which a large applied magnetic field is needed to reach the
saturation magnetization. Values for the constants may be found in the captions for
plots of particular SMMs.
Each variable in (2,3,4) is described below
HT is the time-dependent magnetic field applied in the x− y plane, Fig. 3,
D(K)- 2nd order axial anisotropy
B(K)- 4th order axial anisotropy
E(K)- 2nd order transverse anisotropy
C(K)- 4th order transverse anisotropy
µB(K/T)- Bohr magneton
g- Lande g-factor
θr-angle from easy axis, see Fig. 3.
In choosing a Hamiltonian, this thesis will consider the interaction of a SMM with
both a static magnetic field and a time-dependent magnetic field. The fields will be
held at an angle θr from each other, see Fig. 3. In the case of θr = π2 the fields will
be exactly perpendicular. The setup is similar to that used for electron paramagnetic
resonance (EPR) experiments, with the variable field applied using microwave radia-
tion [1], however the formalism developed henceforth may have applications beyond
EPR. Simply changing the value of some or all of the constants (in some cases to
zero), allows direct comparisons to any one of the experimentally used models.
The strategy for determining the geometric phase is as follows. First, we must find a
way to determine the eigenvalues of (1). As the Hamiltonian is time-dependent, we
6
Figure 3: One type of experimental setup. Hz is created with Helmholtz coils and
points in the direction (z) of the straight, black arrow. HT is the circularly polarized
radiation represented by the white, wavy arrow. The SMM (block) is held inside a
cavity.
must first generate an effective time-independent Hamiltonian. Our time-dependence
(4) is harmonic, so one way to accomplish this is to combine Floquet and perturbation
theories. This will generate a set of “dressed” eigenvalues [13]. Then, from these
“eigenvalues” we can determine the experimentally observed energy shift and the
geometric phase according to Meyer’s results [13]. The next section describes the
Floquet formalism.
7
2.2 Floquet Perturbation Theory Expansion
The form of Floquet perturbation theory used in this work was developed by Beloy
[17]. It treats the case where eigenvalues are non-degenerate, but this assumption
turns out not to be much of an impedance.
Now, an exact wavefunction Ψ(ϵ, t) will satisfy the Schrödinger equation,
[H(ϵ, t) − i ∂
∂t
]Ψ(ϵ, t) = 0, (6)
where ϵ denotes all space and spin coordinates. In our case, the Hamiltonian will
have a period τ , implying
H(ϵ, τ + t) = H(ϵ, t). (7)
As a consequence of the Floquet theorem of differential equations, the solutions will
then have the form
Ψ(ϵ, t) = ψ(ϵ, t)e−iEt, (8)
where E is a real constant and ψ(ϵ, t) also has a periodicity τ , i.e.
ψ(ϵ, τ + t) = ψ(ϵ, t). (9)
Defining the operator
H(ϵ, t) ≡ H(ϵ, t) − i ∂
∂t
(10)
allows us to write the Schrödinger equation as
H(ϵ, t)ψ(ϵ, t) = Eψ(ϵ, t) (11)
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Despite the explicit time dependence, the expression is similar to the time-
independent Schrödinger eigenvalue equation, H(ϵ)ψ(ϵ) = Eψ(ϵ), where E are time-
independent eigenvalues. The time-independent values E , like E, are the quantities
of interest.
Before beginning the perturbation formalism, the Hamiltonian will be separated into
two Hermitian operators: an unperturbed Hamiltonian H0(ϵ) and a perturbation
V(ϵ, t), such that
H(ϵ, t) = H0(ϵ) + V(ϵ, t). (12)
It is assumed that we know the eigenvalues, En, and eigenfunctions, Zn, of the un-
perturbed Hamiltonian satisfying
H0(ϵ, t)Zn(ϵ) = EnZn(ϵ) (13)
with n = 0, 1, 2, ...
The functions Zn(ϵ) constitute a complete orthogonal basis for a Hilbert space where




where the integration is over all space and spin coordinates.
The unperturbed Hamiltonian is defined similarly to (10):




The unperturbed time-dependent Hamiltonian has solutions similar to the time-
independent Schrödinger equation. The eigenvalue and eigenfunction of interest for
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the steady state eigenvalue equation (11) can be expanded in orders of perturbation
(Enq = E (0)nq + E (1)nq + E (2)nq + ...). This means the zeroth-order eigenvalue equation may
be written as
H0(ϵ, t)ψ(0)nq (ϵ, t) = E (0)nq ψ(0)nq (ϵ, t). (16)
Explicitly, the zeroth eigenvalues and eigenfunctions will be
E (0)nq = En + qωr, (17)
ψ(0)nq (ϵ, t) = Zn(ϵ)eiqωrt. (18)
where ωr = 2π/τ and q = 0, ± 1, ± 2,... to satisfy the periodicity requirements of
(9). The set of all functions ψ(0)nq (ϵ, t) constitute a complete orthogonal basis in an
extended Hilbert space that also includes functions with a periodicity τ . The inner
product of two functions c(ϵ, t) and d(ϵ, t) in this space is defined similarly to (11)






c(ϵ, t)d(ϵ, t)dϵdt. (19)
We can formulate the Floquet perturbation expansion in direct analogy to time-
independent perturbation theory. Upon equating like terms in the perturbation series
by order, a set of equations is produced (shown here up to second order)
[H0(ϵ, t) − E0nq]ψ(0)nq = 0, (20)
[H0(ϵ, t) − E0nq]ψ(1)nq = [E (1)nq − V(ϵ, t)]ψ(0)nq (ϵ, t), (21)
[H0(ϵ, t) − E0nq]ψ(2)nq = [E (1)nq − V(ϵ, t)]ψ(1)nq (ϵ, t) + E (2)nq ψ(0)nq (ϵ, t), (22)
where equation (20) is the zeroth-order equation and has already been stated. Ap-
plying the completeness of the unperturbed eigenfunctions ψ(0)n′q′(ϵ, t) in the extended
Hilbert space, the appropriate inner products to solve for the higher orders of Enq
10
may be formed. Using the double bra-ket notation established previously, these are









with the bra and ket states representing the unperturbed steady states. The sum-
mations are understood to exclude the cases where (n′q′) = (nq) as is the norm for
non-degenerate perturbation theory. These expressions are recognizable as having a
resemblance to normal time-independent perturbation expressions.
It now possible to rewrite the SMM Hamiltonian (1) in a form suitable for Floquet
perturbation theory.
H(ϵ, t) = H0 + HA + V−e−iωrt + V+eiωrt, (25)
where H0 is diagonal and describes the unperturbed states in the presence of a time-
independent magnetic field. HA is the non-diagonal static part of the perturbation
due to the transverse anisotropies, and V+ and V−(= V †+) are the coefficient matrices
for the time-dependent functions e±iωrt.
The matrix elements of the perturbation
V(ϵ, t) = HA + V−e−iωrt + V+eiωrt, (26)
11

















= δq′,q ⟨n′|HA|n⟩ , (29)

















= δq′,q±1 ⟨n′|V±|n⟩ , (32)
Since the time integral can be performed explicitly, the eigenvalue perturbation ex-
pressions (23, 24) can be reduced in terms of ordinary matrix elements. Using the
explicit form of E (0)nq = En + qωr in the denominators results in
E (0)nq = En + qωr, (33)



















It can be shown or seen above for k = 1, 2 that the terms E (k)nq are independent of
quantum number q. Therefore, the eigenvalues Enq and Enq′ differ only an integer
value of ωr, i.e. Enq′ = Enq +(q+ q′)ω. From the eigenvalue equation, (11), we can see
that the eigenfunctions are related by ψnq′(ϵ, t) = ei(q
′−q)ωrtψnq(ϵ, t). Thus, we find
12
that the total wavefunctions Ψnq′(ϵ, t) and Ψnq(ϵ, t) are identical as given by equation
(8).
The eigenvalue Enq and its zeroth-order value Enq should therefore not have any phys-
ical significance in principle and the physical observable is given by the q-independent
quantity
δEn ≡ Enq − E (0)nq . (36)
Use of the approximation ψnq(ϵ, t) ≃ ψ0nq(ϵ, t) in the expression for the total wave-
function, means we can find the approximate expression
Ψn(ϵ, t) ≃ ψ0nq(ϵ, t)e−iEnqt = Zn(ϵ)e−i(En−δEn)t (37)
The expression makes it apparent that δEn is associated with the mean energy shift
of the n-th level of the system. If we expand δEn in orders of the perturbation,
δEn = δE(0)n + δE(1)n + ..., we find that δEkn = Eknq (for k > 0, as δE(0)n = 0).
The physical association for δEn is clear, yet unsatisfactory, given we truncated
the eigenfunctions at the zeroth-order term while keeping all orders of Enq in the
phase factor. Langhoff et. al has performed a more rigorous analysis using the
time-independent Hellmann-Feynman theorem [18]. They concluded that δEn “cor-
responds to the energy of induction associated with the application of an oscillatory
perturbation to the system and provides the physically significant level shift.”
The particular system in this work refers to the case where a molecule interacts with
monochromatic electromagnetic radiation. In a rigorous treatment, the radiation
is treated using quantum electrodynamics; however, in many cases a semi-classical
description is adequate. In this description, the radiation is treated classically, while
the molecule obeys the laws of quantum mechanics. The perturbation describing the
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interaction of the quantum mechanical molecule with the classical EM field has the
general form of the perturbation given in this section, so we can assume our derived
expressions are applicable in such a scenario.
We can consider ψ(0)nq (ϵ, t), the unperturbed eigenfunction, as “dressed” atomic state,
i.e. an atomic state (given by quantum number n) supplemented by a number of
photons, q, in the field. The “dressed” energy of the combined system is given by
E (0)nq = En + qωr. The intermediate states in the perturbation expansion, (23, 24),
represent dressed states in which the atomic state, n, and/or the number of pho-
tons, q, are changed. This particular interpretation of the perturbed system requires
knowledge of the quantum nature of the electromagnetic field, as the photon and its
corresponding energy ω are entirely products of quantum treatment. Additionally, it
should be noted that although “the response of the molecule is independent of q, this
interpretation assumes there must be a sufficient “supply” of photons in the field,”
i.e. a photon number much greater than one [17].
2.2.1 Degeneracy and Resonance
Eqs. (23, 24), show that E (k)nq (k > 0) diverge when there are states with the zeroth
order eigenvalues satisfying E (k)nq ≃ E
(k)
n′q′ , i.e. En + qωr ≃ En′ + q′ωr. The two manners
in which this condition may be satisfied: En′ ≃ En (degeneracy) and En′ −En ≃ pωr,
where p is an integer (resonance).
Many practical applications will satisfy the resonance condition for some integers
p in the expression above. Sambe [19], has shown that non-degenerate first-order
expressions (23) are valid so long as there are no levels with En′ ≃ En + ωr, second-
order expressions (24) are valid so long as there are no levels with En′ ≃ En + 2ωr,
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etc. Therefore when considering only the low order expression, levels with large p are
of no consequence.
In this work, only expressions up to second-order are considered, so ultimately the
only concerns are meeting the two conditions where p = 1, 2. It so happens that
for the particular harmonic oscillation perturbation in consideration, it can be seen
from (35) that only levels with En′ ≃ En + ωr can cause divergences (the degeneracy
condition at the beginning of this section is not satisfied due to Zeeman splitting).
By assuming that the parameters are chosen such that one operates away from the
crossings in the spectrum of H0, we can then use this non-degenerate time-dependent
perturbation theory. We can check this by calculating the ‘bare’ spectrum.
The next sections will consider the explicitly calculated eigenvalues and further discuss
the applicability conditions.
2.3 Zeroth-Order Dressed Eigenvalues
First, consider the zeroth-order dressed eigenvalues (33). We found that is possible to
write a general expression for all S with only two perturbation-theoretic equations,
one for integer spin and one for half-integer spin. The equation for integer spin is
E (0)nq = qωr − [p(p3B + pD ∓ ωr)], (38)
where p = n(mod (S + 1) and the equation for half-integer spin is
E (0)nq = qωr −
2p− 1
64
(4(2p− 1)3B + 16(2p− 1)D ∓ ωr)
, (39)
15
where p = (n + 1)(mod (S + 1)). The negative signed equation is used for n = 0 to
(S + 1).
We can see that as functions of ωr, the dressed eigenvalues are all straight lines with
the same slope q, but different intercepts given by the expressions in brackets. The
expressions in brackets are the unperturbed eigenvalues.
A representative set of plots with q = 1 is shown in Fig. 4 for the two cases.
(a)
(b)
Figure 4: The zeroth-order dressed eigenvalues for Fe8 with S = 10 and Mn12 with
S = 92 as a function of the magnetic-field rotation frequency ωr. The parameters are
(a) D = 275 mK, B = 0, HT = 1 T, g = 2, θr = π2 , Hz = 10 T and (b) D = 548 mK,
B = 1.17 mK, HT = 1 T, g = 2, θr = π/2, Hz = 10 T.
As mentioned earlier, the zeroth-order eigenvalues are not important for the mea-
surable quantity δEn, so we do not have to calculate them. They are included in
this work for completeness and because one finds analytic forms for the bare eigen-
values for any spin as a byproduct. These expressions are useful for calculating the
16
denominators of higher order terms quickly.
Before the consideration of the second-order dressed eigenvalues, one would of course
find the first-order correction. However, the first order dressed eigenvalue (34) is
dependent on the values of HA along the matrix diagonal. HA , Eq. (3), was chosen
such that all the values along the diagonal are zero, so the first-order correction is
also zero for all n and q.
2.4 Second-Order Dressed Eigenvalues
For the second-order corrections, writing a single analytic expression for all the cor-
rections is too unwieldy. Instead, using Mathematica to calculate the corrections is
preferred. The entire set of 2S+ 1 eigenvalues are located in Appendix A for S = 10.
Below is the n = 0 dressed eigenvalue for a spin 10 SMM,
E (2)0q =
242161920C2(16B +D)
(64B + 4D − ωL) (64B + 4D + ωL)
+ 5940E
2(4B +D)
(8B + 2D − ωL) (8B + 2D + ωL)
+ 55Ω
2(B +D) sin2 (θr)
(B +D − ωL − ωr) (B +D + ωL + ωr)
, (40)
where ωL = gµBHz is the Larmor frequency and Ω = gµBHT is a Larmor-like fre-
quency caused by the transverse field.
Although Eq. (40) denotes a specific eigenvalue, there are attributes that apply to all
values of spin. There is only one term dependent on HT and thus one term dependent
on ωr. For a particular value of static magnetic field, Hz, the other terms are constant
and will not influence the convergent/divergent behavior. When locating resonance
locations, it is enough to look at the denominator of the ωr dependent term, i.e. the
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last term in Eq. (40). For the example above, the resonances would occur at
ωr = ±ωL −B −D. (41)
It has already been shown that the measurable quantity is δEn ≡ Enq − E (0)nq and that
δE(k)n = E (k)nq . (42)
As this work has not considered corrections higher than second-order, we find that
δEn ≡ E (2)nq . As such, an examination of E (2)nq would reveal the behavior of the measur-
able energy shift caused by the application of perpendicular static and time-dependent
magnetic field.
Plots of E (2)nq both as functions of ωr and the static field Hz would allow us to see
the resonance(s) where the expressions no longer hold. Comparison to plots of the
unperturbed eigenvalues would allow us to check whether En is much greater than
E (2)nq at the desired location, i.e. with the desired choice of parameters.
As an example, the measurable energy shift is plotted below, see Fig. 5. A glance at
the vertical axis shows that the corrections are 10 to 1,000 times smaller than the
unperturbed eigenvalues in many regions. Another notable feature is that the plots of
the second-order eigenvalues as a function of the static magnetic field appear to have
twice as many resonances as the plots where the independent variable is ωr. This is




Figure 5: The second-order dressed eigenvalues for Fe8 (a,c) with S = 10 and Mn12
(b,d) with S = 10 as a function of the (a,b) magnetic-field rotation frequency ωr and
(c,d) the static magnetic field Hz. The parameters are the same as in Fig. 4.
2.5 Spin 1/2 Toy Model Geometric Phase Calculation
We now calculate the geometric phase directly from the second-order dressed eigen-





according to Meyer [13], where 2π
ωr
= τ , the characteristic time for one cycle. As men-
tioned in the introduction, the geometric phase is found by subtracting the dynamical
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phase from the total phase,
















4ωL (ωL + ωr)
. (46)














Calculating the phase difference between states results in




which agrees exactly with the case of an electron under the effect of perpendicular
magnetic fields, one static and one time-dependent [14]. This is also exactly the
canonical Berry phase.
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2.6 Spin 1 Toy Model Geometric Phase Calculation
In order to better understand how geometric phases behave collectively, we will con-
sider a S = 1 toy model that shows both crossings between phases and resonance
behavior.




2 sin2 (θr) (ωr + 2ωL)













2 (B +D − ωL) (B +D − ωr − ωL)
. (52)
Below, Fig 6, we plot the geometric phases as functions of ωr. The plot shows that
(a) (b)
Figure 6: The geometric phase for a toy model based on Fe8 parameters as a func-
tion of the magnetic-field rotation frequency ωr. (a) shows a rectangle covering the
resonance region and crossing location. (b) is the same plot without these features.
The parameters are the same as in Fig. 4
there are 3 crossings, where one has been indicated by an oval, and that there is
one resonance region indicated by a rectangle. In this region, the validity of the
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perturbation expressions is suspect. Because of this, the crossing in the center is not
to be trusted.
At the crossings away from resonance, the energy splitting between two levels can
be experimentally determined without fear of aberration due to the geometric phase,
and at regions away from resonance that are not necessarily crossings, the energy shift
can be accounted for. This will be true for higher spin geometric phase plots, but
the complexity of the plots does not permit clear indication of crossings or resonance
regions.
2.7 Spin 10 Geometric Phase Calculation
Given the low spin results, we have some confidence in the geometric phase calcula-
tion. We move on to finally calculate the geometric phase for the SMMs in given in




2(B +D) (2ωL + ωr) sin2 (θr)
(B +D − ωL) (B +D + ωL) (B +D − ωL − ωr) (B +D + ωL + ωr)
.
(53)
Now we can make some observations based on (53).
1. Amazingly, the geometric phase can be written as a single term and is entirely
independent of the transverse anisotropies. This means SMMs with particularly
complex symmetry in the transverse direction can be treated no differently from
the simple Fe8 magnet, at least to second order in perturbation theory. We have
found this to be true for all the geometric phases no matter the spin.
2. The geometric phase is proportional to the squares of the transverse field and
relevant angle. This means it is possible to greatly increase the magnitude of the
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phase without applying a huge field or changing the frequency of the radiation.
This is fortunate, as it means the resonances may be avoided.
3. The differences in the magnitude of the geometric phase between various spin
values S comes down to the magnitude of D and B. It is expected that plots of
the geometric phases for the four SMMs of interest will behave identically. What
will change is the location of the resonances and the magnitude of the phases.
Below (Figs. 7, 8, 9) are plots of the geometric phases (44) for the SMMs
indicated in the figure captions with HT , HZ , and ωr varied.
4. The equations for the geometric phases (44) — of which (53) is one of them —
reveals that the phases are approximately inversely proportional to ωr. Therefore,
increases in ωr decrease the magnitude of the geometric phases. Fig. 7 shows
this relationship. Hz has a similar dependence as shown in Fig. 9.
5. In (53), the geometric phase is shown as being proportional to square of Ω,
which means the geometric phase is proportional to H2T . In Fig. 8, as expected,
increasing HT increases the magnitude of the geometric phase.
6. (53) also shows that the terms in the denominator has resonance conditions
depending on Hz. Therefore changing Hz moves the location of the resonance.
This can be seen in Fig. 9.
7. There are locations where two phases intersect away from resonances. At these
locations, the energy splitting between two levels can be experimentally deter-
mined without fear of aberration due to the geometric phase. Of course, one
has to choose intersections far enough away from the resonance, such that the
expressions for E (2) are valid.
8. Additionally, the phase shifts may be used to generate phase gates that are
decoherence tolerant [6]. This may be done in EPR by applying microwave π
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pulses along different axes in the x − y plane that drives the evolution of the
spin non-adiabatically around some closed loop trajectory, like the path seen in
Fig. 2. A closed loop evolution imparts a geometric phase equal to half the
angle defined by the path. The two magnetic states excited by the pulses acquire






Figure 7: The geometric phases for (a) Fe8 S = 10, (b) Mn12 S = 10, (c) Mn4 S = 5,






Figure 8: The geometric phases for (a) Fe8 S = 10, (b) Mn12 S = 10, (c) Mn4 S = 5,






Figure 9: The geometric phases for (a) Fe8 S = 10, (b) Mn12 S = 10, (c) Mn4 S = 5,
and (d) Mn4 S = 9/2. 1 and 2 correspond to Hz = 10 T and Hz = 1 T.
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3 Bloch-Siegert Shift
In the rotating wave approximation (RWA), the perturbation to a two-state system is
a linearly polarized electromagnetic field. This field can be thought of as the super-
position of two circularly polarized fields of the same magnitude rotating in opposite
directions, with frequencies ωr and −ωr. The system will have an unperturbed tran-
sition frequency ω0. With the RWA, the terms that oscillate quickly are neglected
in the Hamiltonian, so ω0 + ωr would be dropped. In the cases where the driving
is strong enough, one has to keep the rapidly oscillating terms as they give rise to
shifts in the transition frequency. The correction to the transition frequency is known
as the Bloch-Siegert shift [20]. For systems that have multiple states, a two-state
approximation can sometimes be made to aid in the calculation of the shift.
In this chapter, we consider the effect of an oscillating magnetic field on an SMM.
We will consider the perturbation to be weak, so that we can make a two-state
approximation via perturbation theory. The two-state effective Hamiltonian will have
shifts to the unperturbed eigenvalues leading to the Bloch-Siegert shift. The same
shifts will also lead to a modified form of the Rabi formula for transitions probabilities.
Although we are using a weak perturbation, which may lead to negligible shifts and
corrections to the transition probability between two states, Shirley [21] and others
found that the first order correction to the transition frequency is the same whether
we first assume a weak or strong field. So the work will help create a first-order
model.
This chapter will outline the formalism to calculate the Bloch-Siegert shift and mod-
ified transition probability for spin 10 SMMs. Again we conduct these calculations
with the hope of aiding the characterization of SMMs, but this time in linearly driven
systems.
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3.1 Hamiltonian and Setup
The Hamiltonian of interest (54) is almost identical to (1), except that HT is an
oscillatory potential. The experimental setup is also almost identical, except HT is
applied in the x direction, see Fig. 10.
Figure 10: One type of experimental setup. Hz is created with Helmholtz coils and
points in the direction (z) of the straight, black arrow. HT is the linearly polarized
radiation represented by the wavy white arrow. The SMM (block) is held inside a
cavity.
H = H0 + HT + HA, (54)
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with
H0 = −DS2z −BS4z − gµBHzSz, (55)





gµBHT sin(θr)Sx(e−iωrt + eiωrt). (57)
Each variable in (54,55,56) is again defined below
HT is the time-dependent magnetic field applied in the x− y plane, Fig. 10,
D(K)- 2nd order axial anisotropy
B(K)- 4th order axial anisotropy
E(K)- 2nd order transverse anisotropy
C(K)- 4th order transverse anisotropy
µB(K/T)- Bohr magneton
g- Lande g-factor
θr-angle from easy axis, see Fig. 10.
The strategy for determining the Bloch-Siegert shift and transition probability is
as follows. First determine the Floquet Hamiltonian and associated wavefunction.
From the wavefunction, the time-evolution operator can be determined. Then the
transition probability can be calculated. Determining the transition probability from
the infinite Floquet Hamiltonian is difficult, so instead a two-state approximation is
used with corrections to the elements done by a modified perturbation theory. Then
the transition probability between two selected states can be determined and the
Bloch-Siegert shift can be found by inspection of the two-state effective Hamiltonian.
The next section describes the additional Floquet formalism needed, adapted from
[22].
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3.2 Floquet Hamiltonian and Theory
Consider equations (6, 7, 8, 9, and 10) from the Floquet formalism in the previous
chapter. The operator given by (10) is called the Floquet Hamiltonian and ψ(ϵ, t) in
(8) is called a Floquet eigenstate. The name is only useful to connect nomenclature,
as the properties of (7) and (8) remain the same. If (8) is considered to be a particular






It is possible to regroup (8) as
ΨP (ϵ, t) = e−iEζtψζ(ϵ, t), (59)
= e−i(Eζ+qωr)teiqωrtψζ(ϵ, t). (60)
The new grouping corresponds to a series of new Floquet eigenvalues, λζq = Eζ + qωr,
with corresponding eigenfunctions, ψζq(ϵ, t) = eiqωrtψζ(ϵ, t). If q is an integer, ψζq(ϵ, t)
will be periodic in t as long as ψζ(ϵ, t) is. However, the physical states Ψ(ϵ, t) remain
unchanged, and so the Floquet eigenvalues associated with distinct physical states are
defined only modulo ωr. This is exactly what is found using Sambe’s methodology in
the previous chapter.
Again we must define a composite Hilbert space in both position and time. The
spatial part is spanned by the square-integrable functions, while the temporal part is
panned by the complete, orthonormal set of functions eiqωrt, where q = 0,±1,±2, ...
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ψ∗ηq(ϵ, t)ψνζ(ϵ, t)dϵ = δηqδνζ (61)
and form a complete set ∑
ηq
||ψηq⟩⟩ ⟨⟨ψηq|| = 1, (62)
where the double bra-ket notation is again used to denote the inner product over both
ϵ and t.
We would now like to create a representation of the Floquet Hamiltonian in an ar-
bitrary basis. We will use the notation ||ψαq⟩⟩ = |α⟩ |q⟩, where |α⟩ are the molecule
eigenstates that solve H(ϵ)α(ϵ) = E0αα(ϵ) and |q⟩ are the Fourier vectors that sat-
isfy ⟨t|q⟩ = einωrt. Since both ψζ(ϵ, t) and H(ϵ, t) are periodic in time, they may be













Upon substituting these into these expansions into, (6), we obtain an infinite set of
relations for Γ(q)αm: ∑
βr
⟨⟨αq|HF |βr⟩⟩ Γ(r)βζ = EζΓ
(q)
αζ , (65)
where HF is the time-independent Floquet Hamiltonian with matrix elements
⟨⟨αq|HF |βr⟩⟩ = H(q−r)αβ + qωδαβδqr. (66)
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The typical structure of the Floquet matrix is
HF =

... H(2) H(3) H(4) H(5)
H(0) + 2ωrI H(1) H(2) H(3) H(4)
H(−1) H(0) + ωrI H(1) H(2) H(3)
H(−2) H(−1) H(0) H(1) H(2)
H(−3) H(−2) H(−1) H(0) − ωrI H(1)
H(−4) H(−3) H(−2) H(−1) H(0) − 2ωrI
H(−5) H(−4) H(−3) H(−2) ...

, (67)
where I is the identity matrix and the H(q) are the Fourier components. In the case
where linearly polarized light is the periodic term in the original Hamiltonian, the
only nonzero terms are q = 0 and ±1.
The Floquet Hamiltonian is time-independent, but infinite. Fortunately, the only
term that changes is the coefficient of ωr on the diagonal, so the Floquet Hamiltonian
itself has a periodic structure. As seen above, this bestows periodic properties onto
its eigenvalues and eigenvectors.
For further example, if we denote the normalized eigenvector associated with Eαq
by ||ψαq⟩⟩, then rewrites the secular eigenvalue equation for ||ψβr+p⟩⟩, where p is
an integer, utilizing periodic properties of HF and Eβr making appropriate choice of
phases, we find the following relation among eigenvector components
⟨⟨αq + p|Eβr+p⟩⟩ = ⟨⟨αq|Eβr⟩⟩ . (68)
This relation and the Floquet Hamiltonian will be useful for calculating the transition
probability in the next section from the formalism developed by Shirley [22].
33
3.3 Transition Probability
The expression to find the transition probability for a quantum system with discrete
states interacting with a single frequency classical electromagnetic field is
Pα→ζ(t, t0) = |Uζα(t, t0)|2, (69)
and is function of the time-evolution operator U(t, t0) = Ψ(t)Ψ−1(t0). It is possible






Since Ψqαζ and ⟨⟨αq|ψζ0⟩⟩ are components of the eigenvectors of HF with the same
eigenvalue, Eζ = Eζ0, they must be proportional. In the definition of the time-
evolution operator, the unitary nature of Ψ(t) is implied. Therefore, the proportion-
ality constant is forced to have a value of 1. With an appropriate choice of phases, it












⟨⟨ζq|Eκy⟩⟩ e−iψκy(t−t0) ⟨⟨Eκy|α0⟩⟩ eiqωrt. (72)
Using (62) the completeness of the eigenvector, the expression for the time-evolution
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⟨⟨ζq|e−iHF (t−t0)|α0⟩⟩ eiqωrt. (73)
The matrix element given by the braket are the components of a vector ||t⟩⟩ that
satisfies a modified Schrödinger equation i d
dt
||t⟩⟩ = HF ||t⟩⟩ given the initial condition
||t0⟩⟩ = ||α0⟩⟩. Therefore, the time-evolution operator can be thought of as the
amplitude that a system initially in the Floquet state ⟨⟨α0|| at time t0 will have as it
evolves to the Floquet state |ζq⟩ by time t, according to the time-independent Floquet
Hamiltonian summed over Fourier space (time).
If we take this final form of the time-evolution operator and plug it in to (69) we find




⟨⟨ζj|e−iHF (t−t0)|α0⟩⟩ ⟨⟨αg|eiHF (t−t0)|ζj⟩⟩ eigωrt. (74)
As indicated by the arrow, this is the probability to go from an initial molecular state
α to a final molecular state ζ summed over both the initial and field states given by
g and j respectively.
When conducting experiments, the initial state t0 is ill-defined, so the quantity of
interest is typically the transition probability average over all the possible t0, while





| ⟨⟨ζj|e−iHF (t−t0)|α0⟩⟩ |2. (75)
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3.4 Salwen Perturbation Theory
In the case of a weak perturbation, when the off diagonal elements of the Floquet
Hamiltonian are much smaller than ωr, the transition probability and Bloch-Siegert
shift can be found using a version of perturbation theory developed by Salwen [23].
Salwen’s method relies on finding resonances between two nearly degenerate diagonal
elements of a time-independent Hamiltonian. The segment of the Hamiltonian con-
taining these levels is separated out as a two-by-two matrix with correction to account
for the rest of the original Hamiltonian. The theory is laid out below, following Ref.
[23].
Consider the equation
(E0 + Ξ)G = GE , (76)
where E0 is the diagonal matrix of eigenvalues H0 and Ξ is perturbation matrix,
HA + HT respectively. These are also hermitian matrices. E is a diagonal matrix of
eigenvalues and G is a unitary matrix of eigenvector components.
Rearranging the equation
GE − E0G = ΞG (77)
and writing out its components in a sum results in
∑
m











Ep and Gip are the needed eigenvalues and eigenvectors.
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Supposing that Ep − E0i is large compared to the components of Ξ, for all i except
i = p and j, then from the previous equation (79) we see that Gip will be small,
except for i = p and j. Separating out the large terms Gpp and Gjp from the sum












where the prime on the sum means the terms for m = p and m = j are excluded.






















To determine Ep it is necessary to set i = p in equation (79) and multiply by (Ep−E0p).
The result is
EpGpp = E0pGpp + Vpp(Ep)Gpp + Vpj(Ep)Gjp, (82)
where













Another equation is still needed to relate Gpp and Gjp. To obtain it we set i = q in
equation (81) and multiply by (Ep − E0j ). The result is
EpGjp = E0jGjp + Vjp(Ep)Gpp + Vjj(Ep)Gjp, (85)
where Vjp(E) and Vjj(E) are defined by relations exactly analogous to equations (83)
and (84). The two equations for Gpp and Gjp can be combined into a single matrix
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equation  E0p + Vpp(E) Vpj(E)








This is an implicit eigenvalue equation for the two eigenvalues Ep and Ej. The dis-
tinction between them is only a third order effect, so they can be treated simply as
E for approximations.






([E0p +Vpp(E)−E0j −Vjj(E)]2 +4|Vpj|2)1/2. (87)

















where ρ is the phase angle of Vpj and
R(E) = [Ep + Vpp(E) + Ej + Vjj(E)]([Ep + Vpp(E) − Ej − Vjj(E)]2 + 4|Vpj|2)1/2. (92)
N is a normalization constant equal to 1 minus second-order corrections from other
components.




 Eα + δα 12u
1
2u
∗ Eζ + δζ + qωr
 , (93)
where the corrections δ and u are found with Salwen’s perturbation theory.
The resulting transition probability is





4Q2 = |u|2 + (qωr − ωres)2 (95)
and
ωres = (Eα + δα) − (Eζ + δζ). (96)
This is a valid approximation given that for a set of parameters only one term in the
j sum can be resonant.
3.5 Spin 1/2 Toy Model
Before calculating the Bloch-Siegert shift for specific SMMs, a S = 12 toy model is
analyzed. The original time-dependent Hamiltonian in matrix form is
 116 (−B − 4D − 8ωL) −14(eiωrt + e−iωrt)Ω sin (θr)
−14(e
iωrt + e−iωrt)Ω sin (θr) 116 (−B − 4D + 8ωL),
 , (97)
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where again, Ω = gµBHT and ωL = gµBHz. By inspection we can write the Fourier
components
H(1) =
 0 −14Ω sin (θr)
−14Ω sin (θr) 0
 , (98)
H(−1) =
 0 −14Ω sin (θr)
−14Ω sin (θr) 0
 , (99)
H(0) =
 116 (−B − 4D − 8ωL) 0
0 116 (−B − 4D + 8ωL)
 , (100)
where all other components are zero.
Inserting (98,99,100) into (67) yields
HF =






4Ω sin (θr) 0
0 −14Ω sin (θr)
(−B−4D−8ωL)
16 + ωr 0
−14Ω sin (θr) 0 0
(−B−4D+8ωL)




where matrix is truncated to include two cycles of ωr.











where Eα = 116 (−B − 4D + 8ωL), Eζ =
1
16 (−B − 4D − 8ωL) + ωr,
δα = Ω
2 sin2(θr)
16ωr , δζ = −
Ω2 sin2(θr)
16ωr ,
u = −12Ω sin (θr), and q = 1 in (93).
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This means that (95) and (96) are
4Q2 = 1
4












The third term in (103) is the Bloch-Siegert shift. It is proportional to the square of
the magnitude of the applied field and inversely proportional to the frequency of the
perturbation just as in the case worked out by Shirley [24].
Applying (102) and (103) to (94) yields the transition probability
Pα→ζ(t) =
Ω2 sin2 (θr)



















It is interesting to note that both the Bloch-Siegert shift and the transition probabil-
ity are independent of the anisotropy constants. It was expected that the transverse
anisotropies would not have an effect given that, for a S = 1/2 SMM, they do not
appear in the Hamiltonian. The axial anisotropies are however present in the Hamilto-
nian, so their absence is curious. Although, anisotropy constants also did not appear
in the geometric phase for the toy model either, so it may be that 1/2 models are
independent of the internal structure.
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3.6 Spin 10 Calculation
In direct analogy to the spin 1/2 toy model in the previous section, we now calculate
the Bloch-Siegert shift and transition probability for a S = 10 SMM. The formulas
derived will be very similar for S = 5 and S = 9/2 SMMs. The matrices in these
calculations are very large and have been places in Appendix B along with the long
expression for the Bloch-Siegert shift and transitions probabilities.
Just as in the toy model, we begin by writing the Hamiltonian in matrix form (152).
This will allow us to find the Fourier components (153) and (154) needed to construct
the Floquet Matrix (155). One should note that the Fourier matrices and all further
derivations have their expressions coded with Ei, Ci, Ωi, and Ei. These correspond
to the matrix elements in H found in the same location as shown in the Fourier
matrices. Furthermore, the number shown to the right of the coded variable is an
index, but is enlarged in matrices for legibility.
The Floquet matrix (155) has been heavily truncated due to space limitations and
shows about half the elements for the q = 1 and q = 0 Floquet blocks. The sparse-
ness of the matrix already indicates that we will have few available transitions if we
consider only transitions given by states directly connected by matrix elements of the
perturbation Ωi. This assumption is shown to be well founded by Shirley [21], as the
transitions connected by intermediate states — that show up only as a third-order
effect in perturbation theory — produce much smaller effects, such that they are
unlikely to be observable.
Further study of the Floquet matrix, while applying Salwen’s perturbation theory
reveals that the only allowed transitions (up to second-order in perturbation theory)
are α → α ± 1, α → α ± 3, and α → α ± 5. Other choices of final state have u = 0
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meaning a the transition probability (94) is also zero. We will derive the Bloch-Siegert
shift and transition probability for the three transitions given by the positive signs.
Case 1 is shown below, while cases 2 and 3 are in Appendix B.
Equations (105,156,160) show the form of two-state approximation for any two given
states. The index i, which indicates what the initial and final states are runs from
1 − 21. Allowable values for Ei are 1 − 19, for Ci are 1 − 17, for Ωi are 1 − 20, and
for Ei are 1 − 21. When the matrix elements go out of range, the term is zero.
The equations for ωres, (108,159,164), reveal the Bloch-Siegert shift. It is the expres-
sion given in brackets. Compared to (103), the higher spin expressions reveal shifts
not only proportional to the square of perturbation field HT , but also proportional
to the square of the transverse anisotropies E and C. Additionally, whereas (98) was
inversely proportional to ωr, the higher-order expressions have some terms entirely
independent of ωr. This means that some shifts are dependent only on choice of
SMM and Hz field strength. Even the terms that do contain ωr have it offset by some
quantity.
It is clear that what we are observing is a shift much more complex than what Bloch
and Siegert studied or even what Shirley studied due to the high spin and complex
internal structure of SMMs. Nonetheless, the formalism applied is applicable to any
problem involving the interaction of a quantum system with discrete states and a
classical field of single frequency. Instead of the canonical Bloch-Siegert shift, what
we observe is a generalized Bloch-Siegert shift. The equations for the transition
probability (109,160,165) only serve strengthen this notion.
We note, however, that both the transition probability expressions and Bloch-Siegert
shifts have locations where individual terms blow up for particular choice of ωr. Fur-
ther orders of perturbation may help us understand the resonance conditions or get
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rid of them entirely.
Case 1: α → α± 1












































(Ei + Ei+1 + ωr) +
√




Ωi + EiΩi+1−Ei+2 + Ai + Ei−1Ωi−1−Ei−1 − ωr + Ai
2 + (ωr − ωres)2, (107)
and






































Ωi + EiΩi+1−Ei+2+Ai + Ei−1Ωi−1−Ei−1−ωr+Ai
2
Ωi + EiΩi+1−Ei+2+Ai + Ei−1Ωi−1−Ei−1−ωr+Ai




√√√√√Ωi + EiΩi+1−Ei+2 + Ai + Ei−1Ωi−1−Ei−1 − ωr + Ai




We have investigated the interaction of a quantum mechanical system, a cluster of
Single Molecule Magnets (Fig. 1), with both static and time-dependent classical
electromagnetic fields. Specifically we characterized the energy shifts to the (2S+1)n
magnetic energy levels, where S is the spin of an individual SMM in the cluster.
We modeled the system using the giant spin Hamiltonian extracted from literature
[1,2,15,16] that applies to a large number of SMMs. To the giant spin Hamiltonian,
we added two interaction terms, one for a static magnetic field and another for a time-
dependent magnetic field. We considered two different kinds of time-dependent fields.
One type of field was circularly polarized and the other type was linearly polarized.
Both types of field were held perpendicular to the static field and had a frequency ωr,
see Fig. 3. Different polarizations led to different effects. The first effect caused by
circular polarization was the geometric phase. The second effect caused by the linear
polarization was the Bloch-Siegert shift.
The geometric phase, a generalization of the Berry phase to non-adiabatic processes,
was calculated using the energy shifts of the eigenvalues caused by time-dependent
electromagnetic fields. The formalism to arrive at the energy shifts [17] involved
combining Floquet theory and perturbation theory to arrive at an infinite set of
“dressed” eigenvalues. From each set of eigenvalues there exists physically measurable
energy shift, δE. We used δE as the energy shift in the expression to calculate the
geometric phase.
In this work, we carried out the perturbation expansion up to second-order for a
S = 10 SMM. We found analytic expressions (38,39) for the zeroth-order eigenvalues.
Subsequently, we found that the first-order term is always zero given the matrix
representation of the transverse anisotropies for any SMM has no elements along the
46
diagonal. We were unable to write a single expression for the second-order eigenvalues,
so instead we used Mathematica to calculate individual expressions for each level. The
measurable quantity, δE, is equal to Enq − E (0)nq , so in our case we found δE = E (2)nq ,
i.e. the measurable quantity is equal to the second-order term. As the measurable
energy shift was the quantity we were interested in, we analyzed the 21 shifts (40).
We found that the shifts had exactly one term dependent on the time-dependent field
frequency ωr. The time dependence was in the denominator leading to two locations
where the terms “blow up” indicating that regions exist where the expressions are on
the same order as the bare eigenvalues. In order for the expressions to be useful we
clearly cannot have this be true. We proceeded by plotting the shifts in Fig. 5. It
was found that there are many regions where the shifts are 10 to 1,000 times smaller
than the bare eigenvalues, so a region of operability certainly exists.
With the confidence that the eigenvalue expressions are applicable, we first considered
a very simple toy spin 1/2 model, as the first candidate to test the calculation of the
geometric phase. Using equation (44) and the adiabatic limit, i.e. ωL ≫ ωr, it
was found that the geometric phase of the toy model is exactly the canonical Berry
phase of an electron interacting with the same fields [14]. Secondly, we calculated the
geometric phases of an S = 1 toy model, as it is the lowest spin that shows important
aspects about the collective behavior of the geometric phases. In Fig. 6, we can see
that there are locations where the phases cross. One of these locations happens to be
in the region where resonances in the geometric phases (50,51,52) occur. We consider
this crossing to be suspect given the perturbation expressions are themselves suspect.
However, at the two crossings away from resonance experiments can be performed
that measure the energy splitting between two levels without fear of aberration due
to the geometric phase. Additionally, at regions away from resonance that are not
crossings, the energy shifts due to the geometric phase can be accounted for. One
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final mention is that all the phases approach 0 at sufficiently high frequencies. This
appears normal given that a systems can only respond so quickly.
Finally, we calculated the geometric phase for the four SMMs mentioned in section
2.1. Given the similarity between expression for different values of spin, we choose
to focus on the expressions for S = 10. Eq. (53) and the corresponding equations in
Appendix A allow us to make a number of conclusions of which two are highlighted in
this section. First, the geometric phase can be written as a single term and is entirely
independent of the transverse anisotropies, at least up to second-order in perturbation
theory. This indicates that SMMs with complex symmetry in the transverse direction
can be treated no differently that SMMs with simply uniaxial symmetry like Fe8.
Second, the values of the geometric phases for different SMMs is dependent on the
values of the axial anisotropies B and D. Therefore, the behavior of the geometric
phases for different SMMs is identical. What changes is the magnitude and locations
of resonances. This can be seen in Figs. 7, 8, and 9.
The second effect we studied, the Bloch-Siegert shift, arises out of the failure of the
rotating wave approximation when a system is driven by a linearly polarized field.
Ordinarily when using the RWA, terms that oscillate quickly are dropped from the
Hamiltonian, but this can lead to inconsistencies with experimental results dealing
with energy states. Keeping the rapidly oscillating terms gives rise to a correction
of the transition frequency, where the correction is known as the Bloch-Siegert shift.
The same corrections also lead to a modified transition probability.
In this work, we treated the time dependence of the linearly polarized field using Flo-
quet theory again. We determined the infinite, but time-independent Floquet Hamil-
tonian (67) and associated wavefunction (8). Like in case of the geometric phase,
the infinite nature has periodic structure, so we can see this reflected in eigenvalues
and eigenvector properties (68). Using the wavefunction, we found the time-evolution
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operator, from which a general expression for the transition probability was found.
After some reduction, a time-averaged transition probability (75) was determined.
Applying (75) to the infinite Floquet Hamiltonian is difficult, so instead we used
a two-state approximation where corrections were done by a modified perturbation
theory. Using the approximation results in an effective Floquet Hamiltonian (93),
an effective transition probability (94), and an expression for the effective transition
frequency (94) that contains the Bloch-Siegert shift.
Applying our three effective equations to a toy spin 1/2 model resulted in an effective
Floquet Hamiltonian whose corrections resulted in a Bloch-Siegert shift (103) propor-
tional to the square of the magnitude of the applied field and inversely proportional
to the frequency of the perturbation, just as Shirley calculated for a generic molecule
[24]. It also yielded a transitions probability (104). The Bloch-Siegert shift and the
associated transition probability were both independent of anisotropy constants. Just
as in the case of the geometric phase, the spin 1/2 calculations seems independent of
internal structure.
In direct analogy to the toy model, we calculated both the Bloch-Siegert shift
(108,159,164) and transition probability (109,160,165) for a spin 10 SMM. The ex-
pressions for the two other lower spin SMMs are subsets of the S = 10 case. A simple
examination of the Floquet Hamiltonian (155), indicated that only few transitions
would be allowed, as the number of states connected directly by perturbation ele-
ments were few. The examination was shown to be correct by Shirley [21], as the
transitions connected by intermediate states — that show up only as a third-order
effect in perturbation theory — produce much smaller effects, such that they are
unlikely to be observable.
Further study of the Floquet matrix revealed that the only allowed transitions (up
to second-order in perturbation theory) are α → α ± 1, α → α ± 3, and α → α ± 5.
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Calculation for the allowed transitions resulted in the equations for ωres, (108,...),
which reveal the Bloch-Siegert shift. Compared to the S = 1/2 toy model, the higher
spin expressions reveal shifts not only proportional to the square of perturbation
field HT , but also proportional to the square of the transverse anisotropies E and
C. Additionally, whereas (98) was inversely proportional to ωr, the higher-order
expressions have some terms entirely independent of ωr. This means that some shifts
are dependent only on choice of SMM and Hz field strength. Even the terms that do
contain ωr have it offset by some quantity.
It is clear that what we observe is a shift more complex than what Bloch and Siegert
studied or even what Shirley studied due to the high spin and complex internal
structure of SMMs. Nonetheless, the formalism applied is applicable to any problem
involving the interaction of a quantum system with discrete states and a classical field
of single frequency. Instead of the canonical Bloch-Siegert shift, what we observe
is a generalized Bloch-Siegert shift. The equations for the transition probability
(109,160,165) only serve to strengthen this notion.
In the future, it would be interesting to examine both the geometric phase and Bloch-
Siegert in the strong field cases to see how the results diverge. The Bloch-Siegert shift
of course should be the same in a first-order approximation. Another direction of
investigation may to consider the case where elliptical polarization is used. Both the
geometric phase and Bloch-Siegert shift can be calculated in this case. As Vutha [14]
notes it is widely thought that both effects arise from the same underlying principles,
so there may be some connection. Of course, the most interesting investigation may
be an experimental version of these effects to see how they match theory.
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5 Appendix A: Geometric Phase
The geometric phase expressions for the indicated SMMs are listed below in the


































































































15(B +D)Ω2 sin2 (θr) (ωr + 2ωL)
































































































2 (9(41B +D) + ωL) (369B + 9D + ωr + ωL)
(130)
Fe8 Spin 10 and Mn12 Spin 10
55(B +D)Ω2 sin2 (θr) (ωr + 2ωL)















































































































































































(19(181B +D) + ωL) (3439B + 19D + ωr + ωL)
(151)
6 Appendix B: Bloch-Siegert Shift
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































E1 0 E1 0 C1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 E2 0 E2 0 C2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E1 0 E3 0 E3 0 C3 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 E2 0 E4 0 E4 0 C4 0 0 0 0 0 0 0 0 0 0 0 0 0
C1 0 E3 0 E5 0 E5 0 C5 0 0 0 0 0 0 0 0 0 0 0 0
0 C2 0 E4 0 E6 0 E6 0 C6 0 0 0 0 0 0 0 0 0 0 0
0 0 C3 0 E5 0 E7 0 E7 0 C7 0 0 0 0 0 0 0 0 0 0
0 0 0 C4 0 E6 0 E8 0 E8 0 C8 0 0 0 0 0 0 0 0 0
0 0 0 0 C5 0 E7 0 E9 0 E9 0 C9 0 0 0 0 0 0 0 0
0 0 0 0 0 C6 0 E8 0 E10 0 E10 0 C10 0 0 0 0 0 0 0
0 0 0 0 0 0 C7 0 E9 0 E11 0 E11 0 C11 0 0 0 0 0 0
0 0 0 0 0 0 0 C8 0 E10 0 E12 0 E12 0 C12 0 0 0 0 0
0 0 0 0 0 0 0 0 C9 0 E11 0 E13 0 E13 0 C13 0 0 0 0
0 0 0 0 0 0 0 0 0 C10 0 E12 0 E14 0 E14 0 C14 0 0 0
0 0 0 0 0 0 0 0 0 0 C11 0 E13 0 E15 0 E15 0 C15 0 0
0 0 0 0 0 0 0 0 0 0 0 C12 0 E14 0 E16 0 E16 0 C16 0
0 0 0 0 0 0 0 0 0 0 0 0 C13 0 E15 0 E17 0 E17 0 C17
0 0 0 0 0 0 0 0 0 0 0 0 0 C14 0 E16 0 E18 0 E18 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 C15 0 E17 0 E19 0 E19
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 C16 0 E18 0 E20 0




H(−1) = H(1) =

0 Ω1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Ω1 0 Ω2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 Ω2 0 Ω3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 Ω3 0 Ω4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 Ω4 0 Ω5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 Ω5 0 Ω6 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 Ω6 0 Ω7 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 Ω7 0 Ω8 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 Ω8 0 Ω9 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 Ω9 0 Ω10 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 Ω10 0 Ω11 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 Ω11 0 Ω12 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 Ω12 0 Ω13 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 Ω13 0 Ω14 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 Ω14 0 Ω15 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 Ω15 0 Ω16 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Ω16 0 Ω17 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Ω17 0 Ω18 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Ω18 0 Ω19 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Ω19 0 Ω20









































































































































































































































































































































































































































































































































































































































































































































































































































































































Case 2: Ei → Ei+3 + ωr
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(Ei + Ei+3 + ωr)2 +
√





−Ei+2 − ωr + Ei
+ Ei+1Ωi




































































−Ei+2 − ωr + Ei
+ Ei+1Ωi





2 + (ωr − ωres)2t
.
(160)
Case 3: Ei → Ei+5 + ωr














































(Ei + Ei+5 + ωr)2 +
√







−Ei+1 − ωr + Ei
2 + (ωr − ωres)2, (163)
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−Ei+1 − ωr + Ei
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