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Abstract
Given two permutations of $n$ elements, a pair
of intervals, one from each permutation, con-
sisting of the same set of elements is called
a common interval. Some genetic algorithms
based on such common intervals have been
proposed for sequencing problems, and have
exhibited good prospects. In this paper,
we introduce three types of fast algorithms
to enumerate all common intervals. One of
them is an algorithm with $O(n+K)$ worst
case running time (denoted $\mathrm{R}\mathrm{C}$ ; abbreviation
for reduce candidate), where $K(\leq-)$ is the
number of common intervals.
Then, given two trees with labels on their
leaves, we consider the enumeration of all
common subtrees, i.e., pairs of subtrees hav-
ing the same set of leaf labels. This problem
has an application in constructing evolution-
ary trees. By using the algorithm $\mathrm{R}\mathrm{C}$ , we
can derive a fast randomized algorithm with
$O(n\log n)2$ expected running time if we are
given two binary trees of depth $\log_{2}n$ , where
$n$ is the number of leaves. The expected run-
ning time becomes $O(n)$ if the same two bi-
nary trees of depth $\log_{2}n$ are given as the
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input. The latter special case is a trivial in-
stance; however, this case is intuitively con-
sidered to be tough for this algorithm, and
hence, it is expected that the proposed al-
gorithm runs in $O(n)$ expected time for most
of the practical instances, although the worst
case running time is $O(n^{2})$ for any instance.
Keywords: common intervals of permu-
tations, common subtrees, evolutionary tree,
genetic algorithm, linear time algorithm, ran-
dom permutations, randomized algorithm,
Monge property, subtour exchange crossover.
1 Common Intervals
Two permutations $\sigma_{A}$ and $\sigma_{B}$ of set $N=$
$\{1, \ldots, n\}$ are given as the input, where
$\sigma_{A}(\dot{i})=j$ (or $\sigma_{A}^{-1}(j)=i$) denotes that $j$
is the $\dot{i}$-th element of $\sigma_{A}(\sigma_{B}$ is similarly
defined). Let $[x, y]$ denote the index set
$\{x, x+1, \ldots, y\}$ . We call a pair of intervals
$([_{X_{A,yA}}], [x_{B}, yB])(1\leq x_{A}<y_{A}\leq n,$ $1\leq$
$x_{B}<y_{B}\leq n)$ a common interval if it satis-
fies
$\{\sigma_{A}(\dot{i})|\dot{i}\in[_{X_{A}}, y_{A}]\}=\{\sigma B(\dot{i})|\dot{i}\in[x_{B}, y_{B}]\}$.
The length of
a common interval $([x_{A}, y_{A}], [x_{B}, y_{B}])$ is de-
fined to be $y_{A}-X_{A}+1$ .
Some genetic algorithms based on common
intervals have been proposed for sequencing
problems (e.g., traveling salesman problem,
single machine scheduling problem, etc.) and
have exhibited good prospect [1, 6, 7, 12].
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In this paper, we consider enumeration of
all common intervals of length 2 to $n$ . Three
algorithms are proposed, which are improved
versions of a simple $O(n^{2})$ time algorithm
proposed in [11]:
1. A simple $O(n^{2})$ time algorithm (called
LHP), whose expected running time be-
comes $O(n)$ for two randomly generated
permutations.
2. A practically fast $O(n^{2})$ time algorithm
(called MNG) using the reverse Monge
property.
3. An $O(n+K)$ time algorithm (called $\mathrm{R}\mathrm{C}$),
where $K(\leq. )$ is the number of out-
puts.
$-$.
It is also shown that the expected number
of common intervals of length 2 to $n-2$ for
two random permutations is $2+O(n^{-})1$ . This
implies that the expected number of common
intervals of length 2 to $n$ is $O(1)$ , since the
number of common intervals of length $n-1$
or $n$ is at most 3. This result gives a reason
for the phenomenon that the expected time
complexity $O(n)$ of the algorithm LHP is in-
dependent of $K$ . We also give an example
for which both LHP and MNG require $\Omega(n^{2})$
time, although $K=O(n)$ .
Amon.$\mathrm{g}$ the three algorithms proposed in
this paper, RC is most desirable from the
theoretical point of view, but is quite com-
plicated compared to LHP and MNG. There-
fore, it is possible that RC is slower than the
other two algorithms in some cases. For this
reason, computational experiments for vari-
ous types of problems with up to $n=10^{6}$ are
conducted. The results indicate that
1. LHP and MNG are much faster than RC
for two randomly generated permuta-
tions (e.g., LHP is about 13 times faster
than $\mathrm{R}\mathrm{C}$).
2. MNG is rather slower than LHP for ran-
dom inputs; however, there are cases
that LHP requires $\Omega(n^{2})$ time, but MNG
runs in $o(n^{2})$ time and is faster than
both LHP and $\mathrm{R}\mathrm{C}$ .
The details of the algorithms and a recom-
mendation about the use of the three algo-
rithms is in [10].
These results are $\mathrm{a}\mathrm{p}\mathrm{p}\mathrm{l}\mathrm{i}_{\mathrm{C}}\mathrm{a}\mathrm{b}\overline{1}\mathrm{e}$ to the similar
problem defined on two cyclic permutations
[11].
2 Common Subtrees
Two rooted trees $T_{A}$ and $T_{B}$ are given as the
input, each of which has $n$ leaves labeled with
1, 2, . . . , $n$ . A subtree $T_{A}(u)$ is defined to be
the subgraph of $T_{A}$ induced by $u$ and all de-
scendants of $u$ . Let $L_{A}(u)$ be the set of labels
of the leaves in $T_{A}(u)$ . $T_{B}(u)$ and $L_{B}(u)$ are
similarly defined. We call a pair of subtrees
$(T_{A}(u), TB(v))$ a common subtree if it satisfies
$L_{A}(u)=L_{B}(v)$ ,
where $u$ and $v$ are neither a root nor leaf. We
assume that every inner vertex of $T_{A}$ or $T_{B}$
has at least two children, so that the number
of inner vertices is $O(n)$ .
Genetic algorithms based on common sub-
trees are proposed for VLSI design [5]. Com-
mon subtree also has an application in evolu-
tionary trees for species sets, which are used
in biology. Unfortunately, there are many
proposals for constructing evolutionary trees,
which are then compared to form consensus.
The number of common subtrees is one of the
basic measures for consensus [4, 8, 9], among
others [2].
The proposed algorithm is based on the fol-
lowing observation. Let $\sigma_{T_{A}}$ be the permuta-
tion of leaf labels of $T_{A}$ defined by the order
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where they are scanned by depth-first search,
in which the left to right order of choosing the
children of each inner vertex is determined
arbitrarily. Let $l_{A}(u)$ (resp., $r_{A}(u)$ ) be the
label of the left (resp., right) most leaf of
$T_{A}(u)$ . $\sigma_{T_{B}},$ $l_{B}(u)$ and $r_{B}(u)$ are similarly de-
fined. Then $(T_{A}(u), T_{B}(v))$ is a common sub-
tree if and only if $([\sigma_{\tau_{A}}^{-1}(lA(u)), \sigma_{\tau A}^{-1}(r_{A}(u))]$ ,
$[\sigma_{\tau_{B}}^{-1}(lB(v)), \sigma_{TB}^{-1}(rB(v))])$ is a common inter-
val of two permutations $\sigma_{T_{A}}$ and $\sigma_{T_{B}}$ . Note
that there are common intervals of $\sigma_{T_{A}}$ and
$\sigma_{T_{B}}$ that do not correspond to any subtrees.





1. Apply depth-first search to $T_{A}$ and $T_{B}$ ,
choosing randomly the order of the chil-
dren at each inner vertex. Denote the
two permutations of the leaf labels of $T_{A}$
and $T_{B}$ by $\sigma_{T_{A}}$ and $\sigma_{T_{B}}$ , respectively.
2. Enumerate all common intervals of $\sigma_{T_{A}}$
and $\sigma_{T_{B}}$ one by one, and if the two inter-
vals corresponding to each common in-
terval define subtrees of $T_{A}$ and $T_{B}$ , re-
spectively, then output the correspond-
ing pair of subtrees.
Step 1 can be executed in $O(n)$ time. We
can check in Step 2 if an interval of $\sigma_{T_{A}}$ (resp.,
$\sigma_{T_{B}})$ defines a subtree of $T_{A}$ (resp., $T_{B}$ ) in
$O(.1)$ worst case time by using the data struc-
ture called perfect hash [3], which can be con-
structed in $O(n)$ expected time and in $O(n^{2})$
worst case time.
’
Let $K(\sigma_{T_{A}}, \sigma\tau_{B})$ be the number of com-
mon intervals of two permutations $\sigma_{T_{A}}$ and
$\sigma_{T_{B}}$ . $K(\sigma_{T_{A},\tau_{B}}\sigma)$ may be the dominating
factor of the running time of our algorithm.
Note that $K(\sigma_{T_{A}}, \sigma\tau_{B})=$ in the worst
case, although the number of common sub-
trees is $O(n)$ . It is also noted that the result
about the expected number of common in-
tervals for two random permutations stated
in Section 1 is not applicable in this case,
since the probability space is different. We
show that the expected value of $K(\sigma_{T_{A}}, \sigma\tau_{B})$
is $O(n\log n)2$ if the given two trees are bi-
nary and the depth of them is $\log_{2}r\tau$. We also
show that the exp..ected value of $K(\sigma T_{A}, \sigma TB)$
is $O(n)$
. if the same two binary trees of depth
$\log_{2}n$ are given as the input. The latter spe-
cial case is a trivial instance as the common
subtree enumeration problem. However, in
this case, $K(\sigma\tau_{A}, \sigma\tau_{B})=$ if we do not
randomize the children order of each inner
vertex, which is the largest possible value of
$K(\sigma_{T_{A}}, \sigma\tau_{B})$ . Hence, this is considered to be
a tough instance for our algorithm. There-
fore, we believe that the expected value of
$K(\sigma_{T_{A}}, \sigma_{\tau_{B}})$ is small (e.g., $O(n)$ ) for most of
the practical instances, although theoretical
-res’ults are limited to the above special cases.
Actually, it is observed by computational
experiments on some types of randomly gen-
erated trees with up to $n=10^{6}$ that the av-
erage value of $K(\sigma_{T_{A}}, \sigma\tau_{B})$ is $O(n)$ for all the
tested instances, in which trees of depth $\Omega(n)$
are included.
If we use the algorithm RC to enumer-
ate common intervals in Step 2, the ex-
pected running time of the above algorithm
is $O(n+K(\sigma\tau_{A}, \sigma_{T_{B}}))$ , which is $O(n\log^{2}n)$ if
the given two trees are binary and the depth
of them is $\log_{2}n$ , and $O(n)$ if the same two
binary trees of depth $\log_{2}n$ are given as the
input. The worst case running time is $O(n^{2})$
for any input, since $K(\sigma_{T_{A}}, \sigma\tau_{B})$ is $O(n^{2})$ in
general.
Similar algorithms are applicable to similar
problems defined on two unrooted trees, in
which two connected components defined by
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