Column generation is a well-known mathematical programming technique based on two components: a master problem, which selects optimal columns (variables) in a restricted pool of columns, and a subproblem that feeds this pool with potentially good columns until an optimality criterion is met. Embedded in Branch and Price algorithms, this solution approach proved to be very efficient in the context of numerous vehicle routing problems, where columns represent feasible vehicle routes. The subproblem is then usually expressed as a shortest path problem with resource constraints, which can be solved using dynamic programming methods that are generally very effective in practice. In this paper, we propose some new refinements to improve the capabilities of column generation approaches in this context, with a focus on the subproblem phase. For the sake of simplicity, we restrict our study to the case of the Vehicle Routing Problem with Time Windows. We first introduce the notion of Limited Discrepancy Search, which is well known in the field of Constraint Programming, and we show how LDS can be applied to dynamic programming. We also discuss how the state graph of dynamic programming can be manipulated in order to simulate local search during label extension. Finally, we present some lower bounds that allow removing a substantial number of labels during the search. Computational results demonstrate the considerable impact of these refinements in terms of computing time.
Introduction
Vehicle routing problems are widely present in today's industries, ranging from distribution problems to fleet management. They account for a significant portion of the operational costs of many companies. Operations research techniques have been used with success in many situations for reducing such costs. Even if most real instances of vehicle routing problems are solved with heuristic methods, the desire to produce optimal solutions has given rise to a prolific research area. Through the years, the Branch and Price methodology proved to be a cornerstone for the exact solution of many vehicle routing problems. This includes routing problems with time windows (Desrochers et al. 1992) , backhauls (Gélinas et al. 1995) or pick-up and delivery (Sol 1994 ) to mention only a few.
Among these problems, the Vehicle Routing Problem with Time Windows (VRPTW) can be described as follows. Given a set of customers, a set of vehicles, and a depot, the VRPTW is to find a set of routes of minimal total length, starting and ending at the depot, such that each customer is visited by exactly one vehicle to satisfy a specific demand. The time at which a vehicle visits a customer must respect that customer's requested time window. A vehicle can wait in case of early arrival, but late arrival is not allowed. In connection with customer demands, a capacity constraint restricts the load that can be carried by a vehicle.
In 1992, Desrochers et al. (1992) published a seminal paper for the solution of the VRPTW with a Branch and Price procedure. The procedure was evaluated on a large set of instances, involving up to 100 customers, but only managed to solve a limited subset of these instances. Since then, several authors have adapted this approach, introducing some more advanced concepts and solving more and more instances. Even so, some of these instances still remain open today while many can only be solved with unduly long computing times.
The purpose of this paper is to propose some new refinements to the Branch and Price methodology, helping in the solution of difficult instances with rather simple techniques. For the sake of simplicity, we restrict our study to the case of the VRPTW. Even so, these refinements could easily be transposed to solve several other vehicle routing problems. This paper is organized as follows. Section 1 introduces more precisely the VRPTW and reviews Branch and Price approaches for its solution. Section 2 describes the refinements and the algorithm that we propose. Thorough computational experiments first evaluating the algorithm and then the different refinements separately are provided in Section 3. The conclusion follows.
Branch and Price Methodology for the VRPTW
In this section we first describe the VRPTW and recall a standard formulation. We then explain the basics of Branch and Price applied to this problem and how this general scheme can efficiently be improved.
Formal Description of the VRPTW
The VRPTW is defined on a network G = (V, A), where V = {v 0 , . . . , v n } is the set of nodes and A is the set of arcs. Vertex v 0 is a special node called the depot, vertices v 1 to v n represent customers. A cost c ij and a travel time t ij are defined for every arc (v i , v j ) ∈ A. Every customer v i ∈ V \ {v 0 } has a positive demand d i , a time window [a i , b i ] and a positive service time s i . A fleet of K vehicles of capacity Q is available for servicing the customers. Vehicles must begin and end their routes at the depot within a time horizon [a 0 , b 0 ]. The total demand of customers visited by a route is limited by Q. The service of a customer has to start within its time window, but a vehicle is allowed to arrive earlier and to wait. The VRPTW consists in finding a minimum cost set of routes visiting exactly once each customer, while respecting the capacity, time window and fleet size constraints discussed above.
In the following, we make these additional common assumptions: the cost and travel time matrices are supposed to be identical to each other, to be nonnegative, and to satisfy the triangle inequality. For the sake of simplicity, we also define d 0 = 0 and s 0 = 0.
The VRPTW can then be described with the following model: 
{vi∈V |(v0,vi)∈A}
1≤k≤K {vj ∈V |(vi,vj )∈A}
(vi,vj )∈A (2)-(3) define the route structure for the vehicles. Constraints (4) enforce the visit of every customer. Constraints (5) and constraints (6)- (8) respectively concern vehicle capacity and time windows.
Branch and Price Methodology for the VRPTW
In this subsection, we describe the principles of Branch and Price algorithms for the VRPTW and we review the most important work on the subject.
The motivation for using a Branch and Price technique here is that the linear relaxation of model (1)- (9) is very weak. Hence, this model cannot be used directly with a Branch and Bound approach, except when fairly small instances are considered. To circumvent this difficulty, Branch and Price methods rely on a different model having a better linear relaxation. This new model can be obtained through a Dantzig-Wolfe decomposition from (1)-(9) as detailed in Desrochers et al. (1992) . Before presenting this model, we have to introduce some new notation. Let Ω = {r 1 , . . . , r |Ω| } be the set of feasible vehicle routes, i.e., the set of paths in G issued from the depot, going to the depot, satisfying capacity and time window constraints and visiting at most once each customer. Let c k be the cost of route r k ∈ Ω. Let a ik = 1 if route r k ∈ Ω visits customer v i and 0 otherwise. The new model for the VRPTW is then:
In this model, decision variable x k indicates whether a route r k is used in the solution or not. Constraint (12) limits the number of vehicles used. Constraints (11) enforce that each customer is visited at least once. Note that these constraints are not formulated as r k ∈Ω a ik x k = 1 for technical reasons to be explained later and because the triangle inequality ensures that there exists an optimal solution of (10)-(13) visiting each customer exactly once.
Although having a better linear relaxation value than (1)- (9) , this model is not tractable with a standard Branch and Bound approach. This stems from the fact that the size of the set Ω grows exponentially with instance size. Indeed, the linear programs that would be used to evaluate search tree nodes would contain too many variables to be solved in a classical manner. This evaluation can, however, be tackled with a column generation technique, which, when repeated at every node of the Branch and Bound tree, yields the so-called Branch and Price algorithm. Column generation can be described as follows. We call the Master Problem (M P ) the linear relaxation of (10)- (13) . We introduce M P (Ω 1 ), the restriction of the Master Problem M P to a subset of variables
is called the Restricted Master Problem. Let also D(Ω 1 ) be the dual program of M P (Ω 1 ). Note that M P is then identically M P (Ω) and that D(Ω) is the dual program of M P . The optimal solution of M P (Ω 1 ), with the simplex algorithm for instance, provides an optimal solution λ * for D(Ω 1 ). This solution is also a solution of D(Ω), but it is not necessarily feasible. When every dual constraint deriving from the routes in Ω \ Ω 1 is satisfied, the solution λ * is feasible for D(Ω), and therefore optimal, since D(Ω) is more constrained than D(Ω 1 ). When one or several constraints deriving from the routes in Ω \ Ω 1 are violated, the principle of the column generation method is to identify one or several of these constraints, with the help of a subproblem, in order to integrate the corresponding variables in the set Ω 1 . Thus, solving alternately M P (Ω 1 ) and the subproblem allows to converge toward dual feasibility. The algorithm terminates when the subproblem solution attests that there are no more violated constraints and that therefore the current dual solution is feasible for D(Ω).
In our situation, dual constraints are of the form vi∈V \{v0} a k i λ i +λ 0 ≤ c k , where λ i is the nonnegative dual variable associated with the visit of customer v i (constraints (11) ) and λ 0 is the nonpositive dual variable associated with the fleet size constraint (12) . Note that formulating constraints (11) r k ∈Ω a ik x k = 1 would have led to free variables λ i , which would have complicated the convergence of the algorithm.
The purpose of the subproblem is finally to find routes r k ∈ Ω such that
It consists equivalently of columns with a negative reduced cost in M P (Ω), when the basic solution is the optimal solution of M P (Ω 1 ). In the following, we call these columns routes with a negative reduced cost. Using the notation δ k ij = 1 when (v i , v j ) is included in r k and δ k ij = 0 otherwise, this condition can be expressed as:
From the above expression and from the definition of a vehicle route, we see that the subproblem reduces to an elementary shortest path problem with resource constraints (ESPPRC) from the depot to the depot, satisfying capacity and time constraints, where the cost of each arc (v i , v j ) is (c ij − λ i ). A solution procedure based on dynamic programming for this problem is proposed in Feillet et al. (2004) . Dynamic programming is particularly well adapted to this context because it computes a set of Pareto optimal paths and might provide M P with several columns at a time. Here, we give a brief description of the algorithm used to solve the subproblem.
The algorithm is an extension of the classical Bellman's algorithm. The principle is to construct partial paths, that are successively extended in every direction checking resource constraints. The mechanism is initiated with a void path corresponding to the starting depot and is stopped when every possible extension has been performed for every partial path appeared during the process. Dominance rules are used to compare partial paths arriving at a same location and to discard some of them. Feasibility and dominance rules lead us to characterize partial paths by labels of the form
, with fields respectively representing the cost, the shortest service starting time at the ending vertex, the load level, the set of unreachable vertices, and the ending vertex of the partial path. Unreachable vertices are vertices that cannot be reached anymore due to resource constraints or because they already have been visited. This information is used to maintain elementary paths and is coded with a set of binary resources, indicating the reachability status for every vertex. Unlike Bellman's algorithm when no resources are considered, each vertex of the graph can maintain a large number of labels since the comparison of two labels takes into account their consumption level for each resource. A common practice is to avoid computing the complete Pareto optimal path set by stopping the subproblem solution algorithm prematurely when a sufficient number of good columns has been found.
Another important point of the Branch and Price method concerns the branching scheme. Instead of branching on M P variables, it is generally preferred to branch on variables f k ij from the original formulation (1)- (9) . It is fairly easy to see that when M P has a fractional optimal solution, there exists at least one arc (v i , v j ) that is traversed a fractional number of times f ij , where f ij = r k ∈Ω1 δ k ij x k and with 0 < f ij < 1. It is then possible to derive two branches: one branch where v j cannot follow v i , the other where a vehicle visiting v i necessarily goes immediately to v j . These two rules can very easily be transposed to M P : in both cases, inadequate columns are just set to 0. For the subproblem, it is not much more complicated. In the first case, arc (v i , v j ) is simply removed. In the second case, any arc (v i , v l ) with v l = v j and any arc (v l , v j ) with v l = v i must be removed.
Advanced Branch and Price Implementations
In this subsection we review several techniques that have been introduced within this general scheme and that have significantly increased its efficiency.
In the first implementation of Branch and Price for the VRPTW, Desrochers et al. (1992) transformed (10)- (13) to obtain a more tractable subproblem. This transformation takes advantage of the fact that the Elementary Shortest Path Problem with Resource Constraints, though NP-hard in the strong sense, admits a pseudo-polynomial algorithm when the elementary path condition is removed. Thereby, Desrochers et al. (1992) propose the two following modifications:
-Ω is enlarged to include non-elementary paths, -a k i becomes the number of times vertex v i is visited in route r k . With these two simple changes, the model remains valid and the subproblem is changed into a (nonelementary) shortest path problem with resource constraints (SPPRC). It can be solved with a dynamic programming procedure similar to the one mentioned above. Actually, Feillet et al. 's algorithm (2004) for the ESPPRC derives from this one. Even if the size of the subproblem state space increases with this modification, dominance rules are far more efficient and the global efficiency is improved. However, with this new formulation, the linear relaxation provides a weaker lower bound, which complicates the pruning of nodes during the tree search.
Actually, Desrochers et al. (1992) were more clever and forbade paths with 2-cycles, i.e., paths with cycles composed of two arcs. This condition can easily be added to the Master Problem and can be handled by the SPPRC dynamic programming solution algorithm with a low computing cost. Following this idea, Irnich (2001) and Irnich and Villeneuve (2003) study the removing of k-cycles. They evaluate it for k = 3 and k = 4 and conclude that the quality of the lower bound can come significantly closer to the ESPPRC-based bound, with a reasonable computing time. Note that in parallel with the work of of Righini and Salani (2005) . These authors propose to solve dynamically the ESPPRC by progressively adding the elementary path constraint. The SPPRC is first solved. If the set of routes of negative cost found is not empty and only contains non-elementary routes, single-visit constraints are added for some vertices and the problem is solved again. This process stops when an elementary route of negative cost is found or when no route (elementary or not) with negative reduced cost exists.
Another approach proposed for increasing the quality of the lower bound is the addition of cuts. Kohl et al. (1999) introduced the so-called k-path cuts:
where f ij is the flow on arc (v i , v j ) as defined above and S is a vertex set whose demand cannot be satisfied with k − 1 vehicles. These cuts can easily be integrated into the Master Problem and handled by the subproblem by only taking into account new dual variables on appropriate arcs. However, they are quite complicated to separate. Kohl et al. (1999) limit their study to k-path cuts with k ≤ 2. The case k = 1 is very simple. When k = 2, a heuristic algorithm is proposed to find maximal sets S such that vi∈V \S vj ∈S f ij < 2 and a Traveling Salesman Problem with Time Windows (TSPTW) solution algorithm is used to determine whether these sets can be visited with a single vehicle. The case k = 3 was addressed later by Cook and Rich (1999) . These cuts were recently generalized in Desaulniers 
New Acceleration Techniques
The contribution of this paper lies in the following improvements that are incorporated in the subproblem solution algorithm. Note that contrary to usual implementations of column generation for routing problems, we only consider elementary routes in Ω, i.e., routes where customers are never visited more than once. While these techniques are implemented in the context of elementary shortest paths, they can easily be transposed to a non-elementary context, unless the opposite is explicitly mentioned.
Limited Discrepancy Search
Limited Discrepancy Search (LDS) is a well-known tree search method, introduced by Harvey and Ginsberg (1995) in the context of Constraint Programming (CP). A heuristic criterion is used, indicating which descendant nodes of a given node are the most promising. A branching decision that does not lead the search towards these nodes is called a discrepancy. An upper bound on the number of discrepancies limits the search: a condition to explore a node is that the number of discrepancies accumulated along the path connecting the root node to this node does not exceed this upper bound. The search is thus limited to the most promising part of the arborescence, according to the heuristic criterion. However, compared to a heuristic tree search that would only explore good branches, LDS has the advantage of allowing some rare bad decisions during the search, which might reflect the structure of optimal solutions. While a satisfactory solution is not found (generally a feasible solution in the context of CP), the search is repeated with an increasing discrepancy limit, possibly until the search is complete.
We embed the concept of LDS in the Dynamic Programming (DP) solution scheme described in Section 1. Our objective is to efficiently drive the search towards the most promising paths, i.e., quickly generate paths of negative value. For each vertex of the original VRPTW, we need to partition the set of neighbor nodes into two sets: a set of good neighbors and a set of bad ones. These sets are constructed according to reduced cost values, as detailed below. LDS is then implemented by adding an additional field L d to the labels. This new field indicates for each label the number of discrepancies performed to generate the label: L d = 0 for the label initiating the DP algorithm at the depot node; L d is incremented when L is extended in direction of one of its bad neighbors. If the extension of a label would cause the discrepancy level of the new label to exceed the current discrepancy limit, this extension is discarded. 
The search is complete when the discrepancy limit is 3. Although simple, this technique can be implemented in many ways. In our implementation, we have proceeded as follows. Two parameters are defined for the size of the good neighbor set and for the number of discrepancies allowed (called DISC). The size of the good neighbor set is fixed throughout the solution process to two. DISC is increased when the subproblem fails to find new routes, which we refer to as a fail. The ESPPRC is then solved again until routes are found or the value of DISC ensures that the search is complete, which closes the subproblem solution phase.
Good neighbors are the two reachable neighbors with the minimum reduced cost value c ij − λ i , plus the depot. For the sake of efficiency, lists of successors are sorted according to reduced cost at each new iteration of the column generation scheme (i.e., when dual values have changed). This allows us to stop trying to extend a label towards its neighbors once an extension is discarded due to discrepancy.
The DISC parameter is regulated as follows. DISC is initialized at 0, which implies that the subproblem is first solved using only good neighbors. After a fail, the DISC parameter is generally increased by 1. When the new value exceeds 25% of the maximal number of customers that a route can contain (computed as explained below), DISC is fixed to this latter value, so that the search is complete. If DISC is maximal and the subproblem still fails to find new routes, column generation is stopped. When, following a fail, the ESPPRC is solved again with a higher value for DISC, former labels are preserved. DP then performs normally with a set of labels that can potentially be extended.
This method quickly finds routes that mainly connect customers to their nearest neighbours, but use a short number of long arcs, where "nearest" and "long" are measured with respect to reduced cost value. By contrast, a classic heuristic tree search that progressively enlarges the set of neighbors, as described in Desaulniers et al. (2001) , will have difficulties in finding such routes.
The upper bound on the maximal number of vertices in routes is precomputed with the solution of two knapsack problems where items are vertices and weights are respectively the demand and the minimum time consumed for visiting a vertex (service time plus cost of the cheapest outgoing arc). In both cases, the item corresponding to the depot is enforced in the solution. These two knapsack problems are: (s i + min
The upper bound is then given by min{z
As all items have unit costs, the two knapsack problems can be solved quickly with the smallest-weight-first rule.
Note that more precise estimations of the maximal number of vertices in routes could be performed, but would not be very useful here, since this estimation is only used for triggering LDS off.
Label Loading and Meta Extensions
The motivation behind these techniques is to use, whenever possible, the information about the "good" paths that have been previously identified. Indeed, once MP is solved, we already have in hand a number of routes whose reduced cost value is zero (namely, M P basic columns).
Label Loading (LL) consists of adding a set of labels to the graph before the DP search process is undertaken. This is very simple and has presumably been implemented in other DP algorithms addressing similar problems. Our implementation consists in selecting in Ω 1 all routes r for which x r > 0. We then traverse each of these routes while generating the label associated with the visit to each vertex. All the labels thus generated are added to the DP graph before we start the solution process. Label Loading is illustrated in Figure 2 . In this figure, L i1−...−i k represents the label associated with partial path {v i1 , . . . , v i k } The Meta Extension (ME) operator is used to obtain the complementary effect of Label Loading. While traversing each of the routes previously selected, we also add new metavertices to the original graph. These metavertices correspond to the remaining path from their associated original vertex to the destination depot and can be viewed as metadepots. Every metavertex is defined as a successor of its associated original vertex. For example, when traversing route {v 0 , v 1 , v 3 , v 4 , v 0 }, the metavertex we associate with v 3 is equivalent to the remaining subpath {v 3 , v 4 , v 0 }. This metavertex is added in the graph as a successor of v 3 , as illustrated in Figure 3 .
When a metavertex is added to the graph, we compute upper bounds on cost, time and load that would allow any path to be extended along the remaining partial path represented by the metavertex, to obtain a time-and capacity-feasible negative reduced cost route. This is easily done with a backward strategy from the final depot. To be extended to a metavertex, a label must respect these bounds. When this happens, we can obtain a complete route by simply checking that the elementary path condition holds (i.e., that no vertex is visited more than once). The resulting label is then added to the set of depot labels as any other label extended to the depot.
Figure 2: Label Loading: initial DP graph when x r > 0 for route Note that, with regard to the LDS policy, metavertices are considered as good neighbors, but are not counted in the good neighbor set.
The two techniques LL and ME, when used together, have the ability to rapidly identify small variants of the current M P solution routes. Operators like node insertion, node deletion, and path crossing (connecting the end of one route to the beginning of another) can be obtained with only a few label extensions. This enables rapid exploration of the neighborhood of the current M P solution. These techniques are very helpful to guide the search with the help of the global information provided by the current M P solution. They are very complementary with the LDS approach, which drives the search using local information (arc reduced costs). Actually, one can see the combination of these two techniques as a method progressively switching from local search to dynamic programming. It is also interesting to note that ME can be seen as a way of capturing the benefits of bi-directional DP for the ESPPRC, which was shown to be quite effective by Righini and Salani (2006) .
Label Elimination
When the resource limits are not very constraining, a very large number of labels can be generated during the search for negative reduced costs paths. Many of these labels correspond to ineffective combinations of arcs and none of their extensions is going to provide a valuable column. The motivation here is to determine (and remove) such labels, that can never be extended to the final depot with a negative cost.
What we propose is to compute two very simple lower bounds on the costs of all paths that can be generated from a given label L = (L c , L t , L l , U, v k ). The principle is to determine whether extensions of L may yield a negative cost path or not. The bounding schemes have to be chosen to balance the quality of the information they provide with the time taken for computation. The two bounding schemes that we propose are very similar to the ones presented in Subsection 2.1 and rely on simple knapsack problems defined as follows:
In both cases, the set of items to be selected is a subset of customers. This subset is the complete set of customers minus the set U of unreachable customers. Vertex v 0 is automatically selected, since returning to the depot is compulsory. The cost of an item (customer) is the cost of the cheapest ingoing arc minus the dual price of the customer. Note that λ 0 is the dual variable associated with constraint (12) and is counted when the label returns to the depot in our implementation.
The first bounding scheme relies on a load-based constraint. The consumption level of a customer for this constraint is the demand of the customer. The higher limit is the remaining load allowable in the vehicle. The second bounding scheme relies on a time-based constraint. The consumption level of a customer is its service time plus the cost of the cheapest ingoing arc. The higher limit is the remaining time allowable to return to the depot.
For the sake of efficiency, we only compute the linear relaxation of these bounds. This can be done in linear time when items are sorted, which is done once, before dynamic programming is started. The computing time needed is acceptable in the context of an Elementary Shortest Path algorithm where the elementary path condition already necessitates linear computations for constructing a label. If the cost of one of these bounds is nonnegative the label is removed. Note that items with a nonnegative value can directly be discarded. Also, the solution of the knapsack LP relaxations can be stopped as soon as a negative cost is reached. As this technique is expected to be useful essentially when the number of labels is large, we only trigger Label Elimination (LE) when the DISC parameter is at least 2.
Note that our lower bounds would not be valid when the elementary path condition is relaxed: in this case, new lower bounding schemes would be required in order to apply Label Elimination. Furthermore, these schemes should preferably be computed in constant time to avoid slowing down label extension. Hence, contrary to previous techniques (LDS, LL and ME), Label Elimination seems only convenient for the elementary path version of the column generation scheme. LE can however be integrated in solution schemes where the elementary condition is partially and dynamically introduced (Boland et 1) ; indeed, some labels might be discarded wrongly, but a path of negative cost will always be found if an elementary path of negative cost exists, which ensures the proper functioning of the algorithm.
One should also note that, as we were performing this study, Lübbecke (2005) investigated the use of lower bounds in column generation subproblems when solved by dynamic programming. Our proposal can then be seen as a special case and as an implementation of the general scheme he sketches.
Note finally that when 2-path cuts are used, new dual variables λ ij , issued from constraints (14) , should be considered on some arcs. These dual prices have to be subtracted from item costs when computing the bounds defined above, changing min vj ∈V \{vi} c ji − λ i to min vj ∈V \{vi} (c ji − λ ji ) − λ i .
Other Computational Issues
As noted before, 2-path cuts stand out as a standard component of column generation schemes for vehicle routing problems. These cuts are very useful for improving the quality of the bounding scheme and for limiting the number of nodes explored during the tree search. Although less essential when the ESPPRCbased lower bound is used, we have included this component in our implementation. 2-path cuts are generated at the root node of the search tree. They are implemented as described in Kohl et al. (1999) except for three points. First, TSPTW feasibility is checked using the ESPPRC solution module. This is simply done by giving high rewards (dual values) to the requested vertices and null rewards to the others. Second, we generate 2-path cuts each time that DISC (the LDS parameter) is greater than two, instead of waiting for the end of the column generation process. By doing this, we avoid having to solve repeatedly the last iterations of the process for which DISC is high and computing times are longer. Third, a limit is set on the total time spent for generating 2-path cuts. This limit is equal to 50% of the current running time. When the total computing time spent for generating 2-path cuts reaches this limit, 2-path cuts are not searched for anymore. This limit avoids wasting a lot of computing time by trying to solve some very difficult TSPTW instances, although some useful cuts may be missed.
It is also well known that column generation methods often show very slow convergence due to heavy degeneracy problems. In order to limit this phenomenon, we use a very simple stabilization method, Interior Point Stabilization, described in Rousseau et al. (2007) . However, the impact of this method on computing times is rather slight here, since it mainly influences the first iterations of column generation, which are very fast here. Actually, as mentioned above, LDS already acts as a stabilization method that will constraint dual variables through a sometimes large number of quick iterations. As a matter of fact, we stop using Interior Point Stabilization as soon as 2-path cuts are generated or when the tree search begins.
A third noticeable issue concerns the handling of branching. At each node of the search tree, we classically first try to branch on the number of vehicles. Unfortunately, limiting the number of vehicles sometimes leads to infeasibility. We then check whether feasibility can be recovered easily by only generating new columns with the DISC parameter set to 0. We adapt this strategy when the maximal number of vehicles is set to one. Indeed, in this case, the possibility that a solution using a single vehicle exists is very small. We prefer to just check whether the new restricted master problem is feasible or not, without attempting to generate new columns. We branch on the number of vehicles when feasibility is recovered. Otherwise, or when the number of vehicles is not fractional, we select an arc for branching. We then proceed in the following way. The impact of the removal of every arc traversed a fractional number of times is evaluated by solving the updated Restricted Master Problem. The arc whose deletion has the larger impact is selected. This policy enables us to derive two branches for which the new constraint has an effective impact. The time needed for the selection of the arc is needlessly long when subproblems are very easy to solve, but this time becomes negligible for difficult instances, where limiting the number of nodes in the search tree can be very useful.
Finally, some implementation details need to be mentioned. During the subproblem solution phase, the first 50 columns extended to the destination depot with a negative cost are stored, without referring to dominance rules. Dominance rules are then activated for the remaining columns. This precaution avoids removing good columns when they are rare. The subproblem is stopped as soon as 500 columns of negative cost have been found, even if dominance rules have rejected many of them. We then attempt to complete the set of columns by extending every label of the DP graph towards the depot. At the Master Problem level, integrality of solutions is checked each time the simplex algorithm has been called for. This helps in finding good solutions quickly. The nodes of the search tree are treated in a best-first order. This order is based on the value of the linear relaxation for their parent node. This enables us to maintain an increasing lower bound throughout the algorithm. When a linear program reaches this lower bound, one can then avoid triggering column generation uselessly.
Experimental Results
We have evaluated the performance of the proposed techniques on the well-known Solomon instances (1983). These instances are constituted of 3 types of geographical layouts. Customers are randomly located in problem sets r and clustered in problem sets c, while problem sets rc display a mix of random and clustered structures. Each type of instances is divided into two parts, the first part (r 101-r 112, c101-c109, rc101-rc108) having narrower time windows than the second part (r 201-r 211, c201-c208, rc201-rc208). Customer coordinates are identical for all instances within one type (i.e., r 1,. . . ,rc2): within one type, instances only differ with respect to the width of the time windows. Each instance contains 100 customers, but smaller instances are created by considering only the first 25 or the first 50 customers. In the data sets, the distance matrix is not explicitly stated, but customer locations are given. Euclidean distances between these customers are calculated with one decimal point and truncation, to allow comparison with other published methods.
The computational study is divided into two parts. First, we evaluate the algorithm and compare its performance with other column generation based solution schemes. Second, we select a representative subset of instances and evaluate more deeply the impact of our refinements.
Computational experiments were carried out on a 1.6 GHz processor with 256 Mb of RAM. The Master Problem was modeled and solved with Cplex 9.0 leaving all parameters to their default values. The maximum allowed time to find a solution was set to 3600 seconds. Tables 1 to 6 show the efficiency of our algorithm. In these tables, LP bound and IP are respectively the value of the linear relaxation at the root node (rounded to one decimal place) and the value of the optimal solution. Columns CPU, Iter and Col indicate the computing time, the number of subproblem calls and the number of generated columns, respectively for the computations of the linear relaxation and the integer solution (column CPU includes the computing time of the linear relaxation for the integer solution). Column Cuts gives the number of 2-path cuts generated, while column Nodes represents the number of nodes explored in the search tree. When the linear relaxation and/or the optimal integer solution could not be found in the imparted time, an estimation of these values is given in italic. Other columns are left blank to highlight the fact that the instance is not solved. The value provided in the LP bound column is the current overestimation of the linear relaxation when the algorithm stops; the value given in the IP column is the best solution found so far. Cordeau et al. (2001) . In this survey, 126 known optimal solutions are reported, compiled from four different papers, many of which could only be solved with the help of massive computing resources or time (going up to several days); furthermore, 4 of these "optimal" solutions later proved to be wrong. Among the methods presented in the 4 papers considered, which represented the best methods at that time, the method of Kallehauge et al. (2001) clearly emerges as the best (Note than an updated version of this paper was later published as Kallehauge et al. 2006) . Its mean computing time for the instances with 100 customers solved by both our and their algorithms is 2,764 seconds on a HPJ7000, compared to 301 seconds for our algorithm. Also, apart from the 4 wrong instances (that we all solved), our method is able to to solve 10 new instances with a mean computing time of 267 seconds.
Evaluation of our Algorithm
A detailed analysis of the results highlights that our method is generally much more effective than other methods for instances with wide time windows, and suffers for some c instances. In both cases, the explanation can be found in the fact that we maintain the elementary path condition in our model. Indeed, the wider the time windows are, the greater the impact of the elementary path condition is. On the contrary, maintaining the elementary path condition does not improve the quality of the linear relaxation for most of the c instances. However, even if optimality is not proved, all but one (c204-100) optimal solutions of the c instances were found.
Beside its efficiency, another interesting feature of our algorithm is its impact on the convergence of the column generation process. In all cases, the objective function decreases quickly toward the optimal value. In difficult instances, the intractability that remains lies in the last iterations of the process. Indeed, except LE, our refinements are not designed to be helpful in proving that no negative reduced cost column exists. Figure 4 illustrates the convergence of the column generation process (at the root node of the search tree) in the case of instances r 204-25 and r 107-50, where the refinements respectively have strong or weak impacts on computing times. Axes represent time (in seconds) and objective function value. Note that time scales are different with or without refinements.
As mentioned in Section 1.3, since the results reported in Cordeau et al. (2001) were obtained, several papers have focussed on the improvement of the lower bounding scheme, enabling a larger set of instances to be solved with reasonable computing times. Chabrier's algorithm (2006) uses the ESPPRC bound and is thus very similar to Feillet et al.'s (2004) and to the present algorithm before refinements. This method is able to solve 104 instances in less than an hour, with computing conditions similar to the ones used here. Irnich and Villeneuve (2003) evaluate the efficiency of forbidding k-cycles in the set of feasible routes. They assess their approach with the elimination of 2-cycles, 3-cycles or 4-cycles respectively. They propose in this way a compromise between the SPPRC and ESPPRC based bounding schemes. Their approach solves respectively 111, 117 and 117 instances for k = 2, k = 3 and k = 4, in less than one hour on a Pentium 600 MHz. It is rather difficult to compare precisely these algorithms with ours, since the machine used is less powerful than ours and since computing times are limited to one hour in their experiments. However, one can notice that most of the instances we solve are solved with a computing time significantly shorter than one hour. Hence, one can reasonably claim that the behavior of their algorithm when 3-or 4-cycles are eliminated is globally comparable to ours. However, it relies on much more complicated algorithmic structures than ours. Furthermore, our refinements are designed to be generic and could certainly be advantageously included in their algorithms or in the application of column generation in other contexts. implemented and evaluated it here. Our implementation works as follows. Dynamic programming begins without including any single-visit condition. Three cases can occur: -At least one elementary route of negative reduced cost is found; the subproblem stops.
-No elementary route, but at least one non-elementary route of negative reduced cost is found; a singlevisit condition is added to the most visited customer (in these routes) and the dynamic programming algorithm is applied again.
-No elementary or non-elementary route of negative reduced cost is found; the DISC parameter (of the LDS policy) is increased; if its value was maximal, the algorithm stops. Table 7 evaluates the impact of this strategy. It presents the CPU time, the number of subproblem calls and the number of column generated for our algorithm (ESPPRC) and for the variant presented above (Progressive ESPPRC), on the subset of instances solved with a CPU time greater than 100 seconds in Tables 1 to 6 .
As can be seen in this table, the results are contrasted. The progressive integration of the elementary path condition does not induce a clear improvement of computing times. This seems related to the sometimes large increase in the number of subproblems solved. Indeed, many iterations stop with a very limited number of new columns found. One might need a more advanced integration of this new strategy with the existing heuristic features of the subproblem solution (LDS, premature stopping, etc.) to obtain a clear positive impact. 
Detailed Analysis of the Impact of Refinements
In this subsection, we propose some complementary numerical results, evaluating further the impact of the refinements. These results are presented in Table 8 and Table 9 . For this purpose, a limited set of instances is used: the ones for which the LP relaxation is found between 10 and 100 seconds in Table 1 to Table 6 . This criterion leads to the selection of 32 instances with diverse characteristics. The LP relaxation is solved again for these instances using several versions of the algorithm. Since we focus on the refinements, in these tests we include neither the computation of 2-path cuts nor the tree search. We evaluate five solution schemes: a scheme without refinement, a scheme with all the refinements and three schemes including respectively each one of the three refinements alone. In each case, the tables present the CPU time needed for solving the linear relaxation and the total number of iterations and columns generated.
Some obvious conclusions can be drawn from these tables. First, the impact of the refinements is clarified in Table 8 . In addition to the impressive speeding up of the solution process for difficult instances, the refinements have a significant impact on the number of columns generated, which is much smaller, but many more iterations are often needed.
It is important to note that the impact of the refinements is rather negligible, and in some cases even detrimental, for instances that are solved very quickly (e.g., rc106-050). This is due to the fact that the refinements imply some additional work that is not offset by the improvements when an instance is easy. In general, the more difficult the instances are to solve, the greater is the impact of the refinements. The speedup can even be as high as two orders of magnitude (e.g., c207-050). Out of the 32 instances of this set, 9 display speedups that are larger than an order of magnitude and 7 others speedups in the range 3-10. Overall, the total time required to solve the relaxation of these 32 instances is cut down by a factor of 18.6 when using the refinements and every instance can be solved in 90.9 seconds or less. Table 9 exhibits clearly the efficiency of Label Loading and Meta Extension. These combined techniques achieve a drastic improvement in terms of computing time and set of columns generated. However, their impact on the number of iterations is very limited.
The impact of LDS is less consistent. It sometimes gives excellent results (e.g., instance c103-100), but in other cases it has a slight negative effect (e.g., r 206-50). In most cases, it replaces some slow iterations with several quick ones and produces a smaller set of generated columns. Also, and that is the most interesting point, it is very complementary with LL and ME, and the best results are obtained when all three techniques are combined.
Finally, Label Elimination does not have a significant impact on the efficiency of the solution scheme. Further results show that, for the selected instances, about 25% of the labels are eliminated (with a very large deviation, the reduction approximately going from 0% to 70%); however, the total number of labels processed is only reduced by 0.3% on average when LE is used. This small reduction indicates that, in most cases, the labels eliminated would not have been extended, had they been kept. Figure 5 illustrates this behavior and also shows that no clear relationship exists between the reduction in number of labels processed and the reduction in computing times. After seeing the inefficiency of LE, we tested our algorithm with all refinements but LE. Removing LE did not induce significant changes to the results reported previously. 
Conclusion
In this paper, we have presented three techniques that accelerate column generation schemes for vehicle routing problems. We have applied these techniques to the VRPTW, where the computational experiments have demonstrated their important impact on the efficiency of the solution scheme, especially when dealing with difficult instances. Limited Discrepancy Search allows to rapidly execute the first iterations of column generation and to concentrate the effort on the last iterations. Label Loading and Meta Extension are simple techniques that prove very efficient, notably because they transform the traditional label extension procedure into more powerful local search operators. Finally, by computing a lower bound after each extension, we are able to identify and remove a large number of labels that can be shown to be worthless. This last technique, which can be seen as an implementation of the ideas independently sketched in Lübbecke (2005) , proved rather inefficient in our case.
All these techniques together, but especially LDS, Label Loading and Meta Extension, have enabled us to solve quickly many instances that could only be solved before with unduly long computing times. Furthermore, these techniques provide generic tools to accelerate the convergence of column generation approaches: good columns are found quickly, which leads to fast convergence toward the optimal solution. The main difficulties then remain in the last iterations where interesting columns can be very difficult to find. Thereby, some issues, such as the generation of a good initial set of columns or the use of heuristic algorithms for trying to generate columns first, tend to become irrelevant.
Very recently, other attempts for solving efficiently the VRPTW using column generation have emerged, sometimes with a greater success than ours (Desaulniers et al. 2006 ). However, in our opinion, the main contributions of our refinements relate to their simplicity and their generic nature. The LDS principle can easily be applied to any subproblem solution algorithm as soon as an enumerative scheme (Dynamic Programming, Branch and Bound, Constraint Programming) is applied, in the context of vehicle routing or not; developing an ad hoc metaheuristic, though possibly more efficient, is certainly much longer and more complicated. The basic idea of Label Loading and Meta Extension should also be very easy to adapt to many situations. Furthermore, it is quite original compared to other approaches proposed in the litterature and could certainly be included advantageously in the most efficient methods cited above.
Another interesting point in our approach is its robustness against difficult problems where imposing the elementary path condition is crucial to maintain the quality of the lower bound. This is the case of several problems like the Team Orienteering Problem, the Capacitated Team Orienteering Problem or the Capacitated Profitable Tour Problem. Our refinements were all easily applied with success on these problems (Boussier et al. forthcoming, Archetti et al. 2007 ).
