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We present a theoretical study of the photoelectron attosecond beating at the basis of RABBIT
(Reconstruction of Attosecond Beating By Interference of Two-photon transitions) in the presence
of autoionizing states. We show that, as a harmonic traverses a resonance, its sidebands exhibit
a peaked phase shift as well as a modulation of the beating frequency itself. Furthermore, the
beating between two resonant paths persists even when the pump and the probe pulses do not
overlap, thus providing a sensitive non-holographic interferometric means to reconstruct coherent
metastable wave packets. We characterize these phenomena quantitatively with a general finite-
pulse analytical model that accounts for the effect of both intermediate and final resonances on
two-photon processes, at a negligible computational cost. The model predictions are in excellent
agreement with those of accurate ab initio calculations for the helium atom in the region of the
N = 2 doubly excited states.
PACS numbers: 32.80.Qk, 32.80.Fb, 32.80.Rm, 32.80.Zb
Attosecond experiments [1–3] can provide a time-
resolved view [4] of the ultrafast electron dynamics that
occurs in atoms and molecules (see, e.g., [5–7]). A pop-
ular approach is RABBIT (reconstruction of attosecond
beating by interference of two-photon absorption) [8]. In
this technique, a pump extreme-ultraviolet attosecond-
pulse train (XUV-APT) is used in association with a
compressed IR probe pulse to ionize the target atom or
molecule and the photoelectron spectrum is recorded as
a function of the pump-probe time delay, τ . In the long-
pulse limit, the APT only comprises odd multiples H2n+1
of the IR carrier frequency ωIR. The transition ampli-
tudes for the two alternative A+γH2n±1±γIR → A+ +e−
paths, therefore, interfere giving rise to a sideband SB2n
whose intensity oscillates with frequency 2ωIR, ∆I2n ∝
cos(ϕ2n + 2ωIRτ), where the ϕ2n offset is given by the
relative phase between the two consecutive H2n±1 har-
monics and the so-called relative atomic phase [9]. The
RABBIT technique, therefore, can be used to reconstruct
either the APT from the harmonic phases [10], if the
atomic phases are known, or the atomic phases [11–13],
if the APT shape is known.
An appealing perspective is to use attosecond technolo-
gies to investigate photoionization processes governed by
electron correlation [14–17]. In particular, correlation is
responsible for the Auger (or autoionization) decay of
multiply-excited states, a resonant process that may re-
quire several tens of femtoseconds to complete. Conse-
quently, as for bound states [18–22], the presence of au-
toionizing states, either as intermediate or final states,
can dramatically alter the atomic photoionization spec-
tra [23–35]. RABBIT has been used to investigate reso-
nant processes in which the contribution of the direct-
ionization amplitude to the resonant path is negligible,
namely, when bound electronic states are directly excited
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by the XUV-APT (as in helium [19]) or when autoioniz-
ing vibronic states are populated by the XUV-APT with-
out simultaneous excitation of the ionization continuum
(as in the N2 molecule [36]). These RABBIT experiments
[19, 36] are compatible with a jump of pi in the side-
band phase-shift as the energy of one of the adjacent har-
monics traverses the resonant intermediate state. To our
knowledge, RABBIT has never been used when both non-
resonant continuum and resonant amplitudes contribute
to the total ionization amplitude in similar amounts, a
circumstance that is the rule more than the exception
when atomic doubly-excited states are populated from
the ground state. Furthermore, the lifetimes of autoion-
izing resonances are often comparable to or larger than
the duration of the ultra-short pulses employed in com-
mon attosecond pump-probe schemes. As a consequence,
even in perturbative conditions, a stationary regime is
never achieved and the stationary models used to extract
dynamical information from RABBIT are outright inap-
plicable. All the above, leads to obvious complications in
the analysis of the RABBIT spectrum.
In this letter we theoretically analyze the effect of in-
termediate and final autoionizing states on the RABBIT
photoelectron spectrum of He. To do so, we have solved
the full dimensional time-dependent Schro¨dinger equa-
tion (TDSE) by using a nearly exact method [9, 30, 37]
and interpreted these results in terms of an analytical
time-resolved model, based on Fano’s autoionization the-
ory [38], which, from a minimum set of parameters, is
able to reproduce with great accuracy the ab initio pho-
toelectron spectrum for arbitrary pulses. We focus in
particular on He doubly-excited states lying below the
N = 2 excitation threshold of the He+ parent ion [39–41].
Our results show that, when intermediate autoionizing
states are involved, the RABBIT photoelectron spectra
does not follow the existing picture. First, as a conse-
quence of the finite pulse duration, the frequency of the
sideband oscillation is no longer 2ωIR and displays a pro-
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2FIG. 1. (Color online) Left panel: ab initio photoelectron
spectrum for the XUV-APT-pump weak-IR-probe ionization
of helium, in the energy region of the N=2 DESs, as a func-
tion of the pump-probe time delay. The APT is centered at
h¯ωAPT = 57.21 eV, h¯ωIR = 1.466 eV, and both the pump and
the probe have fwhm∼6 fs. Central panel: sample signal at
a fixed time delay (white dashed line). Right panel: outline
of the most relevant states involved in the process. Starting
from the 1s2 ground state, the atom absorbs one XUV photon
from the APT and exchanges one or more IR photons with
the probe pulse, giving rise to strong H2n+1 harmonic signals,
in the 1Po continuum, and to weak SB2n sideband signals, in
the 1S and 1De continuum.
nounced resonant modulation. Second, as a consequence
of the interplay between the resonant and the continuum
contribution to the resonant quantum path, the appar-
ent local phase offset does not undergo a pi excursion
anymore. When autoionization resonances appear in the
final state, the photoelectron spectrum exhibits complex
Fano asymmetry q parameters [42], which are periodi-
cally inverted as a function of the pump-probe time de-
lay. Finally, RABBIT oscillations persist even when the
time delay is so large that the probe pulse does not over-
lap with the APT anymore. The local beating phase can
then be used to reconstruct the coherent metastable wave
packet created by the pump pulse.
Fig. 1 shows the ab-initio results based on the solu-
tion of the TDSE for the helium atom ionized from the
ground state with a train of extreme-ultra-violet (XUV)
pulses in conjunction with a weak 800 nm infra-red (IR)
pulse. Fig. 2 (top) just shows the SB38−42 sidebands that
arise when the sp+2 DES is resonantly excited by the H41
harmonic (h¯ωIR = 1.466 eV). One can clearly see an ap-
parent local phase shift of the sidebands that increases
linearly with the time delay. Stated otherwise, the reso-
FIG. 2. (Color online) Calculated spectrum of the SB38, SB40
and SB42 RABBIT sidebands, as a function of pump-probe
time delay, for the fixed carrier energy h¯ωIR = 1.466 eV. Top
panel: ab initio results. Bottom panel: results from the model
(see text). The SB42 beating frequency is clearly higher than
SB40’s as a consequence of the intermediate sp
+
2 resonance
being resonantly excited by the H41 harmonic.
nance alters the RABBIT beating frequency itself.
To understand this behavior, we have developed a
model in which the finite-pulse formulation of the second-
order transition amplitude is used,
A(2)f←i(ωfi) = −i
∫ ∞
−∞
dωA˜(ωfi − ω)A˜(ω)Mfi(ω), (1)
where Mfi(ω) = α2〈ψf |PzG+0 (ω)Pz|ψi〉 is the two-
photon transition kernel in velocity gauge, α is the
fine-structure constant, G+0 (E) = (E − H + i0+)−1 is
the retarded resolvent of the field-free hamiltonian, and
A˜(ω) = (2pi)−1/2
∫
dtA(t) exp(iωt) is the Fourier trans-
form of the vector potential amplitude along the polar-
ization axis (unless otherwise stated, atomic units are
assumed). The intermediate and final continuum states
can be expressed as solutions of the single-channel Fano
scattering problem [38]
|ψ+E〉 =|E〉+
(∫
dε|ε〉 Vεa
E − ε+ i0+ + |a〉
)
VaE
E − E˜a
(2)
where |E〉 is the unperturbed continuum, and |a〉 is the
localized part of an isolated autoionizing state with com-
plex energy E˜a = Ea + ∆a − iΓa/2. The replacement of
(2) in (1) gives rise to a profusion of terms, all of which,
however, can be expressed analytically in terms of a min-
imal set of transition-strength parameters, if we assume
external Gaussian pulses and make a few additional rea-
sonable approximations (see Supplementary Material).
In the case of a single intermediate resonance |a〉, for
example, the total transition amplitude A(2)f←i is given
by the sum of two dominant contributions, A±, which
correspond to the absorption of an XUV photon from
the H2n±1 harmonics followed by the coherent emission
or absorption of an IR photon, and have the following
3simplified expression
A± = F(τ) e∓iωIRτ
[
w(z±f ) +
βEa − 1
fa
(q′a − i)w(z±a )
]
,
where F(τ) is a factor common to both A± amplitudes
and w(z) is the Faddeeva special function (see §7.1.3 in
[43]). The complex parameters z±a and z
±
f depend lin-
early on time delay and express the dephasing, accumu-
lated across the pump-probe time overlap, of the effective
harmonics H2n±1 with respect to the excitation energy of
the autoionizing state |a〉 and the continuum |f〉, respec-
tively (for the definition of the terms, see Supplementary
Material [44]). The energy-resolved intensity of the side-
band is given by the square module of the total amplitude
ISB(τ) =
∣∣A+(τ)∣∣2 + ∣∣A−(τ)∣∣2 + 2<e [A+∗(τ)A−(τ)] .
(3)
The local phase ϕ(ωIR, τ) of the sideband fast modu-
lation is nothing more than the argument of the com-
plex interference term A+∗(τ)A−(τ) and comprises the
RABBIT phase 2ωIRτ as well as an additional dephas-
ing, δϕ(ωIR, τ), which depends on both the frequency of
the laser and on the time delay. For the cases we exam-
ined, the phase deviation is well approximated by a lin-
ear interpolation, δϕ(ωIR, τ) ' δϕ0(ωIR) + δω(ωIR)τ . The
local phase shift, therefore, is affected by the apparent
phase shift at τ = 0 ϕ0(ωIR) as well as by the modula-
tion δω(ωIR) of the beating frequency. From the complete
analytical expression for the A± amplitudes, it is a sim-
ple task to derive the ultimate observable δϕ(ωIR, τ) as a
function of the initial minimal set of atomic parameters.
Conversely, all these parameters can be determined by
comparing the model prediction with few selected exper-
iments [44]. We applied this latter procedure to helium
by using our nearly exact ab initio solutions of the TDSE
[9, 30, 37] as “numerical experiments”.
Fig. 2 (bottom) shows the results obtained with our
model. As can be seen, the agreement with the ab initio
results is excellent. In particular, the change in the beat-
ing frequency of the sidebands is very well reproduced.
We notice that the finite duration of the pulses induces a
finite frequency detuning δω(ωIR) even in absence of in-
termediate resonances. For example, for 800 nm 6 fs IR
pulses, the frequency detuning predicted by the linearized
analytical formula is quite large, δω = −0.0012, in good
agreement with both the value obtained with the full an-
alytical model, δωFT = −0.0014, and with that resulting
from the ab initio calculation δωai = −0.0014, both com-
puted by Fourier analyzing the energy-integrated side-
band signal. When H41 is resonant with the sp
+
2 state
we obtain δω ' −0.003 a.u., in good agreement with the
full-model value δωFT = −0.0027 a.u. Taking into ac-
count the background non-resonant frequency detuning,
this means a frequency modulation as large as 0.0013 a.u.,
i.e., 1.2% of 2ωIR, which corresponds to a phase-shift gra-
dient of almost 10◦ per laser cycle, or to a change in the
RABBIT period of 17 as.
FIG. 3. (Color online) On the left, sidebands SB40 and SB42
vs. ωIR, for τ = 0, computed both ab initio and with the
model. On the right, comparison of the energy-integrated sig-
nals (magenta dotted line: model prediction; green solid line:
ab initio calculation). The sp+2 resonance gives rise to a large
peak in the apparent dephasing between the two sidebands.
In the special case of a dark non-resonant continuum
(q′a → ∞), the model reproduces the characteristic pi
jump discussed in [19, 36]. In general, however, the con-
currence of a resonant and a non-resonant amplitude re-
sults in a qualitatively different profile. Fig. 3 shows the
energy-resolved SB40 and SB42 sidebands, computed ei-
ther ab initio or with the model, as a function of the
IR photon energy for a fixed time delay, τ = 0, close to
the minimum of the beating. In this case, the model in-
cluded the two bright sp+2/3 intermediate
1Po resonances
as well as the final 1S 2p2 resonance. The first two plots,
which are in very good agreement, illustrate well two as-
pects of the effects of resonances in RABBIT experiment.
First, while the upper sideband displays a maximum at
negative and a minimum at positive detuning of the H41
resonant harmonic energy with respect to the excitation
energy of the sp+2 state from the ground state, the op-
posite is true for the lower sideband. Second, due to the
strong sp+2 − 2p2 coupling, the 2p2 state already starts
populating when the sp+2 state is resonant with the H41
harmonic (h¯ωIR = 1.466 eV), i.e., well before the 2p
2 state
is resonant with the SB42 sideband (h¯ωIR = 1.478 eV).
In SB42, we can also recognize the clear signature of the
upper sp+3 resonance, which becomes resonant at larger
frequencies thus inducing a more pronounced sigmoidal
profile. Indeed, inclusion of the sp+3 state brings the
model in much better agreement with the simulation.
The profile of the apparent phase shift is clearly very
different from the pi jump mentioned earlier; this aspect
remains true even in the stationary limit (σt →∞), when
the frequency modulation δω(ωIR) vanishes. In any case,
in these conditions, adjacent sidebands have an apparent
dephasing as large as 0.8 rad which should be comfort-
ably observable with existing technology [45].
4FIG. 4. (Color online) Bottom panel: spectrum of the
SB40,42 sidebands vs. τ computed with the model, for h¯ωIR =
1.475 eV. The harmonics H41 and H43 (not shown) are de-
tuned from the sp+2 and sp
+
3
1Po DES by δ
sp+2
= 0.37 eV and
δ
sp+3
= −0.19 eV, respectively. When the APT and the IR
pulse overlap (|τ | < 5 fs), the sidebands are dominated by
the non-resonant signal and centered at E = 2nωIR−IP . Be-
tween 5 fs and 10 fs, the non-resonant contributions disappear,
while the sidebands narrow and shift to symmetric positions
around the two resonances. For larger time delays, the SB42
sideband displays the characteristic interference fringes of the
sp+2 −sp+3 beating, with a lifetime intermediate between those
of the two resonances. The final 2p2 resonant signal, which
dominates the spectrum and reproduces the ab initio predic-
tion (black thin solid line) with high accuracy, oscillates in
anti-phase with respect to the background (inversion of the
Fano profile).
Fig. 4 shows the SB40,42 sidebands for large time de-
lays, obtained by using a slightly different laser fre-
quency (ωIR = 1.475 eV). In contrast with non-resonant
two-photon transitions, the sideband signals persist even
when pump and probe do not overlap, with the expo-
nentially decaying sidebands being located symmetrically
with respect to the intermediate sp+2 and sp
+
3 autoion-
izing states. These states, of 1Po symmetry, are pop-
ulated by the harmonics H41 and H43, thus giving rise
in the intermediate energy region to a signal beating at
the complex frequency E˜sp+3
−E˜∗sp2+ where the sidebands
from the two resonances overlap. The strongest contri-
bution to the sideband comes from the transition to the
2p2 state, which is permitted even at the level of the
independent-particle approximation. The (complex) q
parameters for the excitation of the 2p2 state from ei-
ther the sp+2 or the sp
+
3 states differ, thus giving rise
to a beating of the background continuum that is out
of phase with respect to that of the final resonance. In
the case of two-photon transitions, a final resonance ap-
pears in the spectrum as a Fano profile with a complex q.
Here the Fano profile is inverted periodically as a func-
tion of the pump-probe time delay. This effect is similar
to the one observed in attosecond transient absorption
spectroscopy [46–48]. Indeed, the oscillation is the sig-
nature of the coherence between the two intermediate
resonances; thus, its phase can in principle provide us a
photoelectron interferometric way to reconstruct the au-
toionizing wave packet itself, alternative to those based
on the holographic principle [49].
In conclusion, we have solved the TDSE and devel-
oped an analytical model for the two-photon ionization
of atoms with finite pulses, in the presence of autoioniz-
ing states. The model shows that both the contribution
of intermediate continuum states and the finite duration
of the light-pulses must be taken into account to achieve
qualitatively correct interpretations of resonant attosec-
ond pump-probe experiments. In particular, we have
demonstrated that: i) intermediate resonances manifest
themselves in RABBIT experiments with variations in the
sideband apparent phase shift and the beating frequency,
as a function of the fundamental carrier frequency; ii) res-
onances in the final states appear in the photoelectron
spectrum as Fano-like profiles whose q parameters are
complex, strongly modulated with respect to the pump-
probe time delay (q inversion), and out of phase with re-
spect to the background signal. From a simplified version
of the model, we have derived a short expression for the
sideband beating, based on the Faddeeva special func-
tion. For the realistic cases we have examined, the vari-
ation of the apparent sideband phase shift is larger than
0.5 rad and should therefore be easily detectable with
current instrumental resolution. Despite its essential and
analytical form, the model is able to provide results in
quantitative agreement with accurate ab initio solutions
of the TDSE, thus permitting us to explore a vast range
of pulse parameters at a negligible computational cost
or, conversely, to extract radiative-transition strengths
between multiply excited states, which are hard to ob-
tain otherwise. Finally, long-lived resonances excited by
consecutive harmonics give rise to sideband beatings that
persist even when the pump and probe pulses do not over-
lap and from which the coherent metastable wave packet
can be reconstructed.
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