Abstract. Prime factor fast Fourier transform (FFT) algorithms have two important advantages: they can be simultaneously self-sorting and in-place, and they have a lower operation count than conventional FFT algorithms. The major disadvantage of the prime factor FFT has been that it was only applicable to a limited set of values of the transform length N. This paper presents a generalized prime factor FFT, which is applicable for any N 2P3q5 r, while maintaining both the self-sorting in-place capability and the lower operation count. Timing experiments on the Cray Y-MP demonstrate the advantages of the new algorithm.
N contains a mixture of factors.
In this paper we combine ideas from the PFA and from the self-sorting in-place form of the Cooley-Tukey algorithm, to derive a new generalized prime factor FFT algorithm with the following nice properties:
(1) It works for any transform length of the form N 2P3q5r; (2) It is always self-sorting and in-place (the only work space required is for an optional list of precomputed twiddle factors); (3) For values of N suitable for the PFA, the new algorithm reduces to the PFA and has the same operation count; (4) For N 2p, 3 q, or 5 r, the new algorithm reduces to that described in [18] , and has the same operation count; (5) If N contains a mixture of factors but is unsuitable for the PFA, the new algorithm has a lower operation count than for the Cooley-Tukey algorithm.
Section 2 of this paper reviews the essentials of the prime factor algorithm. In 3 we show how the PFA can be generalized to yield the new algorithm, removing the restriction on the transform lengths. Section 4 describes the implementation on a Cray Y-MP, and includes timing results to illustrate the properties of the new algorithm. In 5, we describe a refinement of the algorithm which gives an even lower operation count for suitable values of N. Finally, 6 includes a brief summary and discussion.
2. Prime factor algorithms. A thorough derivation of the family of prime factor FFT algorithms has been given by Burrus [1] , [2] . Briefly, the DFT of length N is defined by N--1 (2 1) x(n) z(k) wN, O<=n<=N-1, where x(n) and z(k) are complex, and we use the notation (2.2) toN exp (+2i'rr/ N). Either sign may be taken in the definition (2.2) .
We illustrate the derivation of the PFA by means of an example. Suppose that N N1N2, where N1 and N2 are mutually prime. In this case [8, p . 250] we can find integers p, q, r, s (0 < p < N, 0 < q < N2, 0 < r < N2, 0 < s < N) such that (2.3) pN2 rN1 + 1, qN1 sN + 1. We use this "Chinese Remainder Theorem" (CRT) to define a mapping between the integers n, k (0 <-n _-< N-1, 0-< k_-< N-1) and the corresponding integer pairs (hi, n2) and (kl, k) where 0-<nl<N, 0=<n2<N2, 0=<k<N1, 0_-<k2<N2. As described in [14] , we have a choice of two such mappings, the CRT map itself and the "Ruritanian" map [6] . In [14] 3. In fact, it is easy to construct the mapping in the form of a table without having to find these solutions. The entries in the first column increase from 0 in steps of N NI( N2), while those in the first row increase from 0 in steps of N/N2(=N). The remaining columns (or rows) can then be filled in by using the same increment as in the first column (or row), and taking the results modulo N. We will use this technique later for indexing in the transform algorithm. 0  2  3  4   0  8  16  24  32  5  13  21  29  37  10  18  26  34  2  15  23  31  39  7  20  28  36  4  12  25  33  9  17  30  38  6  14  22  35  3  11  19  27 As shown in [14] , if we substitute (2.6) and (2.7) into (2.1), we obtain
If it were not for the appearance of N and N multiplying the exponents, (2.8) would be exactly in the form of a two-dimensional DFT of dimension Nix N, and the transform could be computed simply by performing N DFTs of length N in one dimension, followed by N2 DFTs of length N in the other (or vice versa, without changing the results). There are no "twiddle factors" between the two stages (hence the lower operation count than for the Cooley-Tukey algorithm). The output of each of the short one-dimensional transforms can overwrite the corresponding input, and the whole computation can thus be done in place. (Here we assume that N and N2
are "small" so that explicit DFT modules can be coded for these transform lengths.)
As further shown in [14] , the appearance of N2 and N in the exponents simply rotates the transforms (applying a rotation r to a transform of length N means that instead of appearing in the original order 0, 1, 2,. ., Ni-1, the same results appear in the order 0, r, 2r,..., (N-1)r, where these indices are to be interpreted modulo N). Moreover, these rotations can be incorporated by modifying certain constants which appear in the definitions of the short DFT algorithms of length N and N.
Detailed algorithms for rotated "small-n" DFTs are given in [14] , [16] . [14] , [16] , and these short transforms can be self-sorting and in-place.
Suppose now that N 129600 34 4 [18, 5] to obtain a self-sorting in-place algorithm for a transform of this length. However, the operation count would be the same as that for the corresponding mixed-radix Cooley-Tukey algorithm. In previous work on the PFA, it appeared that a self-sorting in-place implementation of (3.4) was not possible, since there was no way to perform self-sorting in-place transforms of lengths 25, 64, and 81. This is no longer true, thanks to the Johnson-Burrus self-sorting in-place radix-2 algorithm [7] and its generalization to other radices [18] . We need one final ingredient, so that the necessary rotations can be incorporated.
The required lemma was given in [14] , in connection with deriving a rotated DFT module for N 9. It can be stated as follows: if we have a radix-p algorithm for a transform of length N pro, then we can apply a rotation r by the following:
(1) Applying the rotation r (modulo p) to each radix-p module (e.g., by changing the multiplier constants); and (2) raising all the twiddle factors to the power r. For example, 1'1/' [9] '' z5 in (3.4) can be implemented by rotating each radix-5 module by r'--4 (=9 modulo 5), and by raising all the twiddle factors to the power 9 (note that if the twiddle factors are stored in a precomputed list, this simply reorders them).
Thus, the generalized self-sorting in-place prime factor FFT algorithm (GPFA) for any N--2P3q5 is constructed as follows:
( [18] , with the same operation count as the Cooley-Tukey algorithm. In other cases, we have a new self-sorting in-place algorithm which takes advantage of the splitting of N into its mutually prime factors to reduce the operation count.
3.1. Operation counts. In [13] , it was shown how to compute the operation counts for the mixed-radix Cooley-Tukey FFT algorithm. Here we adapt the formulae given in [13] to the case N 2P3q5 r, where the factors of 2 are treated in pairs (i.e., using a radix-4 algorithm). As in [13] , the formulae assume that redundant multiplications are avoided when the twiddle factor is 1, but that there is no special treatment of other "simple" twiddle factors. The number of real additions is then given by (3.5) sd( N) 2N In the case of the GPFA, we sum the operation counts from the transforms in each of the three dimensions: if N N1N2N3, where N1--2 p, N:---3 q, N3--5 r, then the numbers of real additions and multiplications are given, respectively, by
where s/(N) and (Ni) are obtained from (3.5) and (3.6).
Examples for N-= 3600 32. 42. 52 are given in Table 2 . In comparison with the Cooley-Tukey algorithm, the GPFA saves 10 percent of the additions and 33 percent of the multiplications. Thus, besides being both self-sorting and in-place, the GPFA has a significantly lower operation count than the conventional FFT when N contains a mixture of factors. Further examples of operation counts will be given in 4. (The GPFA+ algorithm is described in 5.)
As The details of the indexing may be understood by comparing this code with Table 1 (N 40, NI 8). The three outer loops are very similar to the three loops of the code presented in [18] , which performed the first half of a self-sorting in-place radix-2 algorithm. In the present case these loops set up base addresses in the first column of The code for the second half of the radix-2 part of the algorithm for general N 2P3q5 may be obtained by similarly adapting the corresponding code given in [18] , again inserting a new innermost loop which "traverses" the table. Notice that the indexing for the radix-2 part of the algorithm depends only on N! and N NI; it is immaterial whether the Ruritanian map is one-, two-or three-dimensional. The same is true of the corresponding radix-3 and radix-5 parts.
4. Implementation on Cray Y-MP. The three Cray Assembly Language (CAL) routines described in [18] , which implemented multiple self-sorting in-place complex FFTs for N-= 2p, 3 q and 5 r, have been generalized to implement the GPFA. The input parameter list for the modified version of each of the three routines now includes both N 2P3q5 and the appropriate NI 2p, 3 q, or 5 r. The sequences of floating-point vector instructions are essentially unchanged, but the addressing and loop control now have to "navigate" the Ruritanian map as described in 3.2, and are more complicated.
However, this extra complexity has no impact on the vectorization, since the innermost loops (within the individual vector instructions) still step across the M simultaneous transforms being performed, with constant stride. For general N 2P3q5 , each of the three routines is now called in turn to implement the complete transform algorithm.
For the timing experiments presented below, 64 transforms were performed simultaneously. The experiments were run using a single processor of a Cray Y-MP with clock cycle 6.4 nsec. The new algorithm was compared with three other FFT routines, all CAL-coded and vectorized in the same way. In Tables 3-5, CFFT refers to the "old   TABLE 3 Timing comparisons for self-sorting transforms of length N. routine" used as a standard of comparison in [18] ; this was originally coded for the Cray-1 and implements the self-sorting form of the Cooley-Tukey algorithm by alternating between the original data array and a work array of the same size. PFA refers to the implementation of the prime factor algorithm described in 15]. SSIP refers to the self-sorting in-place routines presented in [18] , and GPFA is the new algorithm. Operation counts given in the tables were computed via (3.5)-(3.8), with appropriate modifications when p is odd (as in [18] , the Ni 2 p part of the computation is done using a radix-4 algorithm with an extra radix-2 or radix-8 section called once if p is odd). Table 3 presents timing comparisons for values of N suitable for the PFA. Operation counts for the PFA routine are in principle the same as those for GPFA. In practice they are slightly smaller in some cases, since the special DFT modules used in PFA for Ni 9 and Ni--16 include some economies which are not available to the general-purpose radix-3 and radix-4 DFT modules in GPFA. As shown in Table 3 , the times for GPFA are almost exactly the same as those for PFA, and represent savings of 20-25 percent over CFFT. The last column of Table 3 gives a measure of the efficiency of GPFA, defined as in [18] as Minimum possible time Measured time 100 percent.
The minimum possible time is computed on the basis of the number of real additions in the algorithm, and the efficiency is equivalent to the percentage of CPU time during which the floating-point addition unit is active. As demonstrated in Table 3 , optimum use of the hardware is very nearly achieved. In particular, the rather complicated indexing is successfully hidden behind the floating-point arithmetic. Table 4 presents timings for values of N suitable for the self-sorting in-place routines described in [18] , i.e., of the form 2p, 3 q, or 5 r. The operation counts for the three routines are the same. The times for GPFA are almost exactly the same as those for SSIP (despite the more complicated indexing, which is redundant in this case as the Ruritanian map is now one-dimensional), representing savings of 10-15 percent over CFFT. The heart of the algorithm is a three-dimensional transform; the Ruritanian mapping and the rotations are not germane to the present discussion, and the same procedure could be used with any multidimensional transform.
In 3, (5.1) was implemented by performing transforms of length 9 along the first dimension, then transforms of length 16 along the second dimension, and finally transforms of length 25 along the third dimension. The transform of length 9 is a two-stage procedure using a radix-3 algorithm; it can be written
The first stage (D 9 Z9) consists of three radix-3 "butterflies" (T9) followed by multiplication by a diagonal matrix (D9) of twiddle factors. The second stage (U9) consists of another three radix-3 butterflies (since we are using a self-sorting in-place algorithm here, the butterflies in U9 are coupled and some results are interchanged [18] , but again this does not affect the argument). Similarly, we can write the transforms of length 16 Using the algebra of Kronecker (tensor) products, (5.5) becomes (5.6) W3600--R-l(( U25 x U16 x U9)(D25 x O16 x 09) T25 x T16 x T9))R.
The interpretation of (5.6) is as follows. We can perform the first stage (T9) of the radix-3 algorithm along the first dimension, without the twiddle factors, and follow it immediately by the first stage (T16) of the radix-4 algorithm along the second dimension, and the first stage (T25) of the radix-5 algorithm along the third dimension.
Next, we apply the "delayed" twiddle factors, contained in the matrix (D_ D16 D9). [13] .
The number of twiddle factors in (D25 D16 D9) that have the value 1 is given by the product of the numbers of l's in the three matrices D25, D16 D9, respectively.
Assuming we can still pick these out and avoid redundant twiddle factor multiplications, the operation count for this refined algorithm (GPFA+), for N 3600, is given in Table 2 . Compared with GPFA, the new algorithm saves a further 5 percent of the additions and 20 percent of the multiplications.
For N 2P3q5 r, nesting the twiddle factors in this fashion can be done whenever at least two of p, q, r are greater than one (so the Ruritanian map is at least twodimensional, and the transforms in at least two of the dimensions consist of at least two stages with intervening twiddle factors). The practical aspects of indexing the refined algorithm in the general case have not yet been addressed.
6. Summary and discussion. In this paper we have developed a new FFT algorithm which works for any transform length of the form N 2P3q5 r, and is always self-sorting and in-place. It includes the prime factor algorithm [14] and the self-sorting in-place version of the fixed-radix Cooley-Tukey algorithm 18] as special cases, and is always at least as fast as previously available algorithms.
A refinement, applicable for certain values of N, has already been proposed in 5; it is natural to ask whether further refinements are possible. Promising directions include replacing the radix-2 part of the procedure by the split-radix algorithm [4] , 11 ], and the radix-3 part by the algorithm of Suzuki, Sone, and Kido [12] ; but in both cases it remains to be shown whether these algorithms can be made self-sorting and in-place, and generalized to include rotations. These refinements would reduce the multiplication count to a greater extent than the addition count--which is unfortunate from the viewpoint of implementation on Cray-like machines, where the multiplications are effectively already free of charge.
Another topic worth pursuing is the analogous generalization to any N-2P3q5 of the self-sorting in-place real/half-complex prime factor FFT 17] and the corresponding fast sine and cosine transform algorithms [9] .
