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A Validated Integration Algorithm for Nonlinear ODEs
using Taylor Models and Ellipsoidal Calculus
Boris Houska Mario Eduardo Villanueva Benoıˆt Chachuat∗
Abstract— This paper presents a novel algorithm for bound-
ing the reachable set of parametric nonlinear differential
equations. This algorithm is based on a first-discretize-then-
bound approach to enclose the reachable set via propagation
of a Taylor model with ellipsoidal remainder, and it accounts
for truncation errors that are inherent to the discretization. In
contrast to existing algorithms that proceed in two phases—an
a priori enclosure phase, followed by a tightening phase—the
proposed algorithm first predicts a continuous-time enclosure
and then seeks a maximal step-size for which validity of
the predicted enclosure can be established. It is shown that
this reversed approach leads to a natural step-size control
mechanism, which no longer relies on the availability of an a
priori enclosure. Also described in the paper is an open-source
implementation of the algorithm in ACADO Toolkit. A simple
numerical case study is presented to illustrate the performance
and stability of the algorithm.
I. INTRODUCTION
The computation of tight enclosures for the solutions of
nonlinear ordinary differential equations (ODEs) is used
in many rigorous methods in a variety of research fields,
including reachability analysis for control systems [3], [20],
global optimization of dynamic systems [5], [10], [19], and
uncertainty analysis for nonlinear dynamic processes and
robust optimal control [9], [11]. Existing methods can be
classified into either continuous-time enclosure techniques
or time-discretization techniques. In the former class, an
auxiliary differential equation is formulated, the solution of
which yields an enclosure of the original ODE solutions at
any time. Originally proposed to compute interval bounds on
the reachable set based on the theory of differential inequali-
ties [26], this approach has been later extended to propagate
affine bounds [25], a pair of convex/concave bounds [23],
Taylor models [6] as well as ellipsoidal bounds [9].
The focus in this paper is on the second class, referred to as
first-discretize-then-bound approach herein. Many validated
integration methods for nonlinear ODEs go back to the
original work by Moore [16], who presented a simple test
for checking the existence and uniqueness of ODE solutions
over a finite time step using interval analysis. This test was
later used in an algorithm that discretizes the integration
horizon into finite steps and proceeds in two phases at each
step [17]: (i) determine a step-size and an a priori enclosure
of the ODE solutions over this step; then, (ii) propagate a
tightened enclosure until the end of the step. In particular,
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the second phase relies on a high-order Taylor expansion of
the ODE solutions in time, which can be evaluated in interval
arithmetic or in Taylor model arithmetic [2], [13], [18].
The propagation of convex/concave bounds, using either
McCormick relaxations [14] or McCormick-Taylor models
[4], has also been proposed [21], [22].
The main contribution of this paper is the development
of a first-discretize-then-bound algorithm based on a new
bounder for vector-valued functions, namely Taylor models
with ellipsoidal remainders. This algorithm features a novel
step-size control mechanism that no longer requires the
computation of an a priori enclosure as in the classical two-
phase approach. The paper also comes along with a freely
available, open-source implementation of the algorithm in
the form of a sub-package in ACADO Toolkit [7].
The remainder of the paper is organized as follows.
Sect. II defines the notation and introduces classical Taylor
models with interval remainder bounds, before introducing
Taylor models with ellipsoidal remainders for vector-valued
functions. The ODE bounding problem is then formulated
in Sect. III and the new validated integrator is described
in Sect. IV. The software implementation is discussed in
Sect. V, followed by a numerical case study. Finally, con-
clusions are drawn in Sect. VI.
II. BACKGROUND
This section defines the mathematical notation used
throughout the paper and reviews Taylor models with interval
remainder bounds. A new bounder type that consists of a
Taylor model with ellipsoidal remainder is introduced in
Sect. II-A together with a computational approach.
The unit vectors in Rn are denoted by e1, . . . ,en and we
define the vector e := (1, . . . ,1)T = ∑i ei. The set of interval
vectors in Rn is denoted by
I
n = { [x,x] | x,x ∈ Rn , x≤ x}.
The kth component of an interval vector X = [x,x] ∈ In is
given by Xk := [xk,xk], and the norm of X is defined as
‖X‖ := max
k
abs(Xk) , (1)
with abs(Xk) := max{|xk|, |xk|}. Moreover, mid(X) := 12(x+
x) and rad(X) := 12 (x− x) stand for, respectively, the mid-
point and the radius of X , evaluated component-wise. Given
a continuous function g : Rn →Rn, the function gI : In → In
is called an I-extension of g if
gI(X)⊇ {g(x) | x ∈ X}
for all X ∈ In. A variety of software implementations are
available to compute I-extensions of factorable (a.k.a. tree-
decomposable) functions.
The set of symmetric and positive semi-definite matrices
is denoted by Sn+ ⊆Rn×n. An ellipsoid in Rn, centered at the
origin, is given by
E (Q) :=
{
Q 12 v | v ∈ Rn , vTv≤ 1
}
,
where Q ∈ Sn+ stands for the shape matrix, and we denote
the set of ellipsoids in Rn by
E
n :=
{
E (Q) | Q ∈ Sn+
}
.
The interval hull of an ellipsoid E (Q) in Rn is given by
BE(Q) := [−1,1]
(√
Q11 · · ·
√Qn,n
)T
⊇ E (Q).
The set of multivariate polynomials of order q mapping
[−e,e] ⊂ Rm onto Rn is denoted by Pqn,m. The image set
Im(P) of a polynomial P ∈ Pqn,m is given by
Im(P) := {P(x) | x ∈ [−e,e]} .
We assume throughout the paper that a polynomial range
bounding function BP : Pqn,m → In is available such that
BP(P)⊇ Im(P) ,
for all P ∈ Pqn,m. In practice, the implementation of such a
function can be based, e.g., on LMI methods [12] or other
heuristics [2].
The set of Taylor models of order q with interval remain-
der bounds [4] is denoted by TIqn,m := Pqn,m× In. The image
of a Taylor model T := [P, I] ∈ TIqm,n is defined as
Im(T ) := Im(P)⊕ I ,
where the operator ⊕ stands for the Minkowski sum of two
sets, and its interval extension is given by
BTI(T ) := BP(P)⊕ I .
Given a (q + 1)-times continuously differentiable function
g : Rn → Rn, the function gTI : TIqn,m → TIqn,m is called a
TI-extension of g if
Im
(
gTI(T )
)
⊇ {g(x) |x ∈ Im(T )} ,
for all T ∈TIqn,m. In practice, a Taylor model of a factorable
function can be computed by applying Taylor model arith-
metic [4], for which various software implementations have
become available in recent years.
A. Taylor Models with Ellipsoidal Remainders
In analogy to classical Taylor models with interval re-
mainder bounds, we denote by TEqm,n := P
q
n,m×S
n
+ the set
of Taylor models of order q with ellipsoidal remainders.
The image of such a Taylor model T := [P,Q] ∈ TEqm,n
is defined as
Im(T ) := Im(P)⊕E (Q) ,
and its interval extension is given by
BTE(T ) := BP(P)⊕BE(Q) .
Now, given a (q+1)-times continuously differentiable func-
tion g : Rn → Rn, the function gTE : TIqn,m → TIqn,m is called
a TE-extension of g if
Im
(
gTE(T )
)
⊇ {g(x) |x ∈ Im(T )} ,
for all T ∈ TEqn,m. As far as the authors are aware, the use
of ellipsoidal bounds to enclose the remainder term in the
Taylor expansion of a vector-valued function has not been
considered in the literature, and no algorithms are available
for computing TE-extension of factorable functions. We
propose one such algorithm below.
Algorithm 1: TE-Extension of a Factorable Function
Input: Factorable function g; Taylor model Tx := [Px,Qx] ∈ TEqn,m
Steps:
1) Compute the TI-extension of g at [Px,0] and set
[Pg,Ig] := gTI([Px,0])
2) Compute the interval hull Rx := BE(E (Qx))
3) Use automatic differentiation and interval arithmetic to compute
I-extensions of the derivative functions D1(x) := ∂ g∂ x (x) and
D2(x,r′,r) := 12
∂ 2g
∂ x2 (x+ r
′)rr and set
G1 = DI1(BP(Px)) and G2 = DI2(BTE(Tx),Rx,Rx)
4) Compute Ag := mid(G1) and Ng := Ig⊕ (G1−Ag)Rx⊕G2
5) Find a matrix Qg ∈ Sn+ such that
E (AgQxATg )⊕Ng ⊆ E (Qg) (2)
Output: TE-extension gTE(Tx) := [Pg,Qg] of g at Tx
A number of remarks are in order regarding Algorithm 1.
• The ellipsoidal enclosure of the remainder term of the
function g considers a second-order Taylor expansion
of the form
g(p+ r) = g(p)+
∂g
∂x (p)r+
1
2
∂ 2g
∂x2 (p+ r
′)rr ,
for p∈ Im(Px) and r′,r ∈ E (Qx). It follows from basic
ellipsoidal calculus [11] that
g(x) ∈ Im(Pg)⊕E (AgQxATg )⊕Ng = Im([Pg,Qg]) ,
for any x ∈ Im(Tx). We also note that a higher-order
expansion is possible in principle, for instance to further
reduce dependencies, yet this comes at the cost of extra
computations.
• A way to implement Step 5 is by noting that the
inclusion (2) holds upon selecting Qg as
Qg = 1λ0 AgQxA
T
g +
n
∑
i=1
1
λi
rad(Ngi)
2
eie
T
i (3)
for any λ0,λ1, . . . ,λn ∈ R+ with ∑ni=0 λi ≤ 1; see, e.g.,
[8], [11]. For instance, these scalars can be chosen in
such a way that the trace of the right-hand side of (3)
is minimal, giving
λ0 =
√
Tr(AgQxATg )√
Tr(AgQxATg )+∑nk=1 ‖ rad
(
Ngk
)
‖2
(4)
λi =
‖ rad(Ngi)‖2√
Tr(AgQxATg )+∑nk=1 ‖ rad
(
Ngk
)
‖2
, i = 1, . . . ,n .
III. PROBLEM STATEMENT
We consider dynamic systems of the form
x˙(t,x0) = f (t,x(t,x0)) , x(0,x0) = x0 (5)
for t ∈ [0,T ], where x ∈Rn denotes the state variables; x0 ∈
X0 the initial values, with X0 ⊆ Rn a compact set; and f :
D → Rn is a sufficiently often continuously differentiable
function on the domain D := [0,T ]×Rn. A solution of (5)
corresponding to a given initial value x0 ∈ X0 is denoted as
x(·,x0), and the reachable set is defined as X(t) := {x(t,x0) |
x0 ∈ X0}.
The aim of the following consideration is to devise and
implement a numerical algorithm, which constructs a Taylor
model Tx(t) ∈ TEqn,m such that
∀t ∈ [0,T ] : X(t)⊆ Im(Tx(t)) . (6)
This construction start at t = 0 with a Taylor model Tx(0) ∈
TE
q
n,m such that Im(Tx(0)) ⊇ X0. In particular, the mod-
eling assumption for the set X0 is rather general—only
compactness is assumed for X0, which encompasses the
representation of non-convex initial value sets.
It should be noted that this formulation can also deal
with parametric ODEs; that is, ODEs whose right-hand side
function f depends explicitly on a parameter p. In this
case, a possible reformulation in the form of (5) involves
appending the trivial ODE p˙(t) = 0 to the dynamic system,
thereby regarding p as an extra state variable. While this
reformulation is certainly appropriate for our theoretical
considerations, we like to mention that it may not be efficient
from a computational perspective. In particular, the software
implementation described later in Sect. V-A deals explicitly
with parametric dependencies as a direct extension of the
proposed algorithm.
IV. VALIDATED INTEGRATOR PROPAGATING TAYLOR
MODELS WITH ELLIPSOIDAL REMAINDERS
Similar to existing validated integrators for nonlinear
ODEs [17], the proposed algorithm considers a Taylor series
expansion in time of the ODE solutions. Assuming that
x(·,x0) is the solution of (5) for a given initial value x0
until t, and provided that the solution x(t + h,x0) exists for
h ∈ [0,T − t], the application of Taylor theorem for a sth-
order expansion gives
x(t + h,x0) =
s
∑
i=0
hiφi(t,x(t,x0))+ hs+1φs+1(τ,x(τ,x0)) (7)
for some τ ∈ [t, t+h]. Here, φ0,φ1, . . . ,φs+1 : D→Rn denote
the Taylor coefficients of the solution, defined recursively as
φ0(t,x) := x (8)
φi(t,x) := 1i
[∂φi−1
∂x (t,x) f (t,x)+
∂φi−1
∂ t (t,x)
]
, (9)
for i = 1, . . . ,s+ 1 and for all (t,x) ∈ D.
State-of-the-art validated integrators [17], [18], [22] pro-
ceed in two phases, a first phase that determines a step size
and an a priori enclosure of the solution trajectory, followed
by a tightening of this a priori enclosure in the second phase.
In contrast, the algorithm we develop in this paper reverses
the order of these two phases, thereby removing the need
for an a priori enclosure of the solution and providing a
natural mechanism for step-size selection. This procedure is
described next for the propagation of Taylor models with
ellipsoidal remainders as introduced in Sect. II-A, yet it is
readily applied to other types of enclosures such as intervals
or standard Taylor models.
• Phase I. Given a Taylor model of the ODE solution
at t such that Im(Tx(t)) ⊇ X(t), a Taylor model pre-
dictor Tx(t + h) of the solution for all h ∈ (0,T − t] is
constructed as
Tx(t + h) :=
s⊕
i=0
hiφTEi (t,Tx(t))⊕ hδ [−e,e], (10)
for a pre-specified tolerance δ > 0, and where
φTE0 , . . . ,φTEs are TE-extensions of the Taylor coeffi-
cients φ0, . . . ,φs.
• Phase II. A step-size ¯h is determined, such that the pre-
dictor Tx(t +h) is guaranteed to yield a valid enclosure
of the reachable set, Im(Tx(t + h)) ⊇ X(t + h), for all
times h ∈ [0, ¯h]. In particular, any feasible point ¯h > 0
of the following optimization problem is suitable:
sup
h>0
h subject to (11)
∀τ ∈ [t, t + h] : (τ− t)s φ Is+1(τ,BTE(Tx(τ))) ⊆ δ [−e,e],
with φ Is+1 an I-extension of the Taylor coefficient φs+1.
The validity of the proposed bounding procedure is estab-
lished in the following theorem.
Theorem 1. Let the function f be (s+ q+ 1)-times contin-
uously differentiable and factorable, and let Tx(t) ∈ TEqn,m
be such that Im(Tx(t)) ⊇ X(t). If ¯h is a feasible point of
the step-size maximization problem (11), then X(t + h) ⊆
Tx(t + h) for all h ∈ [0, ¯h], with Tx(t + h) being given by
(10).
Proof. The right-hand side function f being (s+q+1)-times
continuously differentiable, the Taylor coefficients φk, k =
0, . . . ,s, are at least (q+1)-times continuously differentiable.
It follows by application of TE-calculus to the Taylor series
expansion (7) that X(t + h) ⊆ Im(Tx(t + h)) whenever the
remainder term hs+1φs+1(τ,x(τ,x0)) is contained in a ball
of radius hδ for all τ ∈ [t, t +h]. The semi-infinite constraint
in (11) ensures that the remainder term indeed satisfies this
condition on the interval [0, ¯h] by construction. •
For any practical purposes, it is convenient (and sufficient)
to solve the step-size maximization problem (11) approxi-
mately. Observe that the semi-infinite constraint in (11) is
satisfied when
hsr(h)⊆ δ [−e,e] , (12)
where the short-hand notation
r(h) := φ Is+1([t, t + h],BTE(Tx(t + h))) ∈ I
is used to denote the I-extension of φs+1. The following
simple iterative procedure can be applied to find a feasible
step-size.
• Consider the following initial guess h0 for the feasible
step-size:
h0 = ρ
( δ
‖r(0)‖
) 1
s
,
where 0 < ρ < 1 is a tuning parameter, e.g., ρ = 12 .
• If the inclusion (12) is satisfied with h0, select ¯h = h0.
• Otherwise, iteratively reduce the candidate step-size as
hi+1 = ρhi, until (12) is satisfied.
Note that this procedure is guaranteed to identify a feasible
step-size ¯h> 0 after a finite number of steps, as the left hand-
side expression in (12) shrinks with order O(hs) whereas the
right-hand term is constant and has a non-empty interior.
The TE-based validated integration algorithm is summa-
rized below.
Algorithm 2: TE-based Validated ODE Integrator
Input: Factorable right-hand side function f ; initial enclosure
Tx0 ∈ TE
q
n,m; relative tolerance δ > 0; step-size reduction parameter
0 < ρ < 1; minimum step-size hmin > 0.
Initialization:
1) Set t = 0 and Tx(h) = Tx0 for all h ∈ [0,T ].
Repeat:
3) Evaluate the TE-extensions φTE0 , . . . ,φTEs at t and construct the
predictor Tx(t +h) for all h ∈ (0,T − t] as in (10).
4) Set the initial guess h0 = ρ
(
δ
‖r(0)‖
) 1
s for the step-size, set i = 0,
and repeat:
a) If (12) holds for h = hi, set ¯h = hi; goto Step 5.
b) Otherwise, set hi+1 = ρhi and i ← i+1; loop.
5) If t + ¯h≥ T , return with an indication of success.
6) If ¯h < hmin, return with an error message; otherwise, set t = t + ¯h
and return to Step 3.
Output: Enclosure function Tx : [0,T ]→ TEqn,m satisfying (6) until t.
Algorithm 2 terminates with an error message if the
existence of the reachable set X(t) can no longer be es-
tablished. Such scenarios cannot be avoided, for instance
if a solution trajectory x(t,x0) fails to exist over the entire
horizon t ∈ [0,T ] for a particular initial values x0 ∈ X0; this
may also occur when the enclosure size blows up due to
the wrapping effect. On the other hand, upon successful
termination, Algorithm 2 not only yields a valid enclosure
of the ODE solution, but also a guarantee that the solution
trajectories x(t,x0) exist for all x0 ∈ X0 = Im
(
Tx0
)
.
V. IMPLEMENTATION AND NUMERICAL CASE STUDY
This section describes the software module that has been
developed and illustrates the performance of the proposed
algorithm and its implementation.
A. TE-Integrator in ACADO Toolkit
A C++-based software implementation of Algorithm 2 has
been developed, which comes as a sub-package of ACADO
Toolkit in a class called EllipsoidalIntegrator.
ACADO Toolkit is an open-source collection of numerical al-
gorithms for automatic control and dynamic optimization [7],
which is freely available under the LGPL-license and can be
downloaded from [1].
Our implementation makes uses of the symbolic user-
interface from ACADO Toolkit in order to define the right-
hand side function. The usual C++ operators ‘+’, ‘−’, ‘∗’,
‘=’ etc, as well as a collection of intrinsic functions such
as ‘pow’, ‘sqrt’, ‘exp’ etc, are all overloaded in ACADO
Toolkit, such that an evaluation tree of the right-side func-
tion can be constructed internally—see [7] for more details
about the symbolic expressions and tree structured function
evaluation in ACADO Toolkit. The internal software design
relies heavily on the concept of operator overloading and
templates in C++, which allows to keep the code modular and
compatible with other software packages. The current default
implementation of Taylor model and interval arithmetics re-
uses classes which have originally been developed as part
of the software MC++ [15]. However, the templated class
design allows to replace these tools seamlessly, e.g. with
a customized Taylor model implementation or an external
interval library.
Figure 1 shows an implementation in ACADO Toolkit of
the cubic oscillator problem
x˙1(t) = x2 + p1(1− x21− x22)x1 ,
x˙2(t) = −x1 + p1(1− x21− x22)x2− p2x2
(13)
with fixed parameter values p1 = 110 and p2 =
1
5 and initial
set
X0 = [1.5,2.5]× [−0.1,0.1]⊆ R2 . (14)
In this tutorial example and unless otherwise noted, Taylor
models of order q = 4 are used and the Taylor expansion in
time of the ODE solution is of order s = 5—these orders
correspond to NQ and NS, respectively, in Figure 1. In
executing the algorithm, the initial state interval enclosure
X0 is first cast as a Taylor model with ellipsoidal remainder:
Tx0 = [Px0 ,0] ∈ TE
4
2,2 with Px0(y) =
(
2+ 0.5y1
0.1y2
)
.
The numerical output which is obtained by running the code
example in Figure 1 is discussed later in Sect. V-B.
# i n c l u d e <math . h>
# i n c l u d e <a c a d o t o o l k i t . hpp>
# d e f i n e NS 5 / / ORDER OF THE TIME EXPANSION
# d e f i n e NQ 4 / / ORDER OF THE TAYLOR MODEL
# d e f i n e p1 0 . 1 / / FIXED VALUES OF
# d e f i n e p2 0 . 2 / / THE PARAMETERS
i n t main ( ){
/ / INTRODUCE THE VARIABLES :
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−
D i f f e r e n t i a l S t a t e x1 , x2 ;
/ / SETUP THE RIGHT−HAND SIDE :
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−
D i f f e r e n t i a l E q u a t i o n f ;
f << d o t ( x1 ) == x2 + p1∗(1−x1∗x1−x2∗x2 )∗ x1 ;
f << d o t ( x2 ) == −x1 + p1∗(1−x1∗x1−x2∗x2 )∗ x2 − p2∗x2 ;
/ / INTITIAL VALUES:
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
I n t e r v a l V e c t o r x I ( 2 ) ;
x I ( 0 ) = I n t e r v a l ( 1 . 5 , 2 . 5 ) ;
x I ( 1 ) = I n t e r v a l ( − 0 . 1 , 0 . 1 ) ;
/ / START THE INTEGRATION :
/ / −−−−−−−−−−−−−−−−−−−−−−−
E l l i p s o i d a l I n t e g r a t o r I ( f , NS ) ;
I . i n t e g r a t e ( 0 . 0 , 8∗M PI , NQ, &xI ) ;
return 0 ;
}
Fig. 1. A tutorial C++ code for using the ACADO TE-integrator.
The implementation of the TE-integrator in ACADO
Toolkit also allows to set several options. For instance, the
tolerance δ can be set to δ = 10−8 as follows:
I.set(INTEGRATOR_TOLERANCE , 1e-8 );
before calling the method integrate(...). More in-
formation about settings and options as well as tuto-
rial examples can be obtained from the ACADO Toolkit
web-page [1]. A Doxygen-documentation of the class
EllipsoidalIntegrator can also be found there.
A current limitation of the implementation in ACADO
Toolkit is that numerical round-off errors are not accounted
for, as it relies on a non-verified implementation of interval
arithmetics. This is usually not critical as the numerical
round-off errors are typically in the order of the machine
precision, which is hardly critical on standard computers
where the machine precision is in the order of 2−52. How-
ever, our current implementation is not yet validated in the
strict sense of reliable computing. Nevertheless, since the
implementation of the integrator is based on templates, the
underlying Taylor model and interval classes can easily be
exchanged with validated analogs that would take numerical
round-off errors into account.
B. Numerical Case Study
This section discusses the numerical outer-approximation
of the actual reachable set X(t) of the dynamic system (13),
for the initial condition set X0 in (14). The results obtained
by running the C++ code from Figure 1 using δ = 10−8,
s = 5, q = 4, and ρ = 12 are shown in Figure 2. There, the
exact solution set X(t) for the state x = x1 and y = y1 are
represented as a red-shaded area, while the computed bounds
are plotted with thin black lines. Clearly, the computed
Taylor model Tx(t) encloses the actual reachable set X(t)
at all times; that is, X(t)⊆ Y (t) := Im(Tx(t)).
Fig. 2. Projection of the exact reachable set X(t) (red-shaded area) of the
first and second component of the state x(t)∈R2. The thin black lines show
the upper and lower bounds computed with the TE-integrator over the time
horizon [0,8pi].
An interesting question at this point relates to how accu-
rately the computed enclosure Y (t) approximates the exact
reachable set X(t). This approximation error can be quanti-
fied using the Haussdorf distance between the sets X(t) and
Y (t) defined as
dH(X(t),Y (t)) := inf
x∈X(t)
sup
y∈Y (t)
‖x− y‖
∞
.
Figure 3 shows the Haussdorf distance for various Taylor
model orders q ∈ {1,2,4,8} along the time horizon. When
running the algorithm with Taylor models of order q = 1, the
TE-integrator stops with an error message around t ≈ 34.
This is due to the fact that, in this instance, the inherent
stability of the cubic oscillator system (13) is over-powered
by the wrapping effect that is inherent to interval and ellip-
soidal calculus for the remainder term of the Taylor model.
This is also indicated by a dramatic increase in Haussdorf
distance between the sets X(t) and Y (t) at t ≈ 34. Quite
remarkably, however, the choice of a Taylor model order of
order q≥ 2 guarantees that the Haussdorf distance between
the sets X(t) and Y (t) remains bounded and stable; that is,
the integrator could in principle compute the enclosure set
Fig. 3. The Haussdorf distance dH(X(t),Y (t)) between the exact reachable
set X(t) and the enclosure Y (t) := Im (Tx(t)) computed by the TE-integrator
for different Taylor model orders q ∈ {1,2,4,8}.
over an arbitrary long integration horizon. For instance, the
Haussdorf distance remains in the order of 10−5 on the longer
horizon t ∈ [0,20pi ] when Taylor models of order q = 8 are
used. Nevertheless, a formal proof of the stability of the
TE-integrator for sufficiently small initial value sets X0 lies
beyond the scope of this paper, and will be an interesting
topic for future research.
VI. CONCLUSIONS
This paper has described a novel algorithm for bounding
the reachable set of a nonlinear ODE whose right-hand
side function is factorable and sufficiently often continuously
differentiable. The main idea is summarized in Algorithm 2,
which reverses the classical two-phase approach of validated
integration in the sense that it first constructs a predictor
of the enclosure function and then determines a step-size
for which this predictor is valid. This procedure thus leads
to a natural step-size control mechanism, whose validity has
been established in Theorem 1. Moreover, we have presented
a user-friendly C++-based software implementation of the
proposed algorithm in ACADO Toolkit, which is freely
available under LGPL license [1]. Preliminary numerical
results indicate that the algorithm works well on a simple
case study and shows a remarkable stability, as measured by
the Haussdorf distance between the exact reachable set and
the computed enclosure set. More detailed benchmark tests,
including comparisons with other bounding techniques, as
well as a formal analysis of the stability properties of the
TE-integrator will be investigated as part of future work.
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