This paper deals with the application of receding horizon methods to hover and forward flight models of an experimental tethered flying wing developed at Caltech. The dynamics of the system are representative of a vertical landing and take off aircraft, such as a Harrier around hover, or a thrust-vectored aircraft such as F18-HARV or X-31 in forward flight. The adopted control methodology is a hybrid of receding horizon techniques and control Lyapunov function (CLF)-based ideas.
INTRODUCTION
In receding horizon control, an open-loop finite horizon optimization is solved. The resulting open-loop control trajectory is applied to the system for a fraction of the horizon length. This process is then repeated, resulting in a sampled feedback law. Although receding horizon control has been successfully used in the process control industry, its application to stability critical areas has been more difficult. This is mainly due to two reasons. The first problem stems from the fact that the finite horizon optimizations have to be solved in a relatively short period of time. Second, it is well known and can be easily demonstrated using linear examples that a naive application of the receding horizon strategy can have disastrous effects and renders the system unstable. Several different approaches have been proposed to tackle this problem. (See Reference [1] for an excellent review of this literature.)
These approaches used additional end-point equality constraints [2] or end-point inequality constraints [3] [4] [5] [6] [7] , in order to guarantee closed-loop stability. An alternative approach was presented in Reference [8] , where the authors use an a priori obtained control Lyapunov function (CLF) to guarantee stability. In this approach, stability is enforced by imposing additional constraints requiring that the derivative of the CLF along the optimal trajectory be negative definite and that the decrease in the value of the CLF at the end of the horizon be larger along the optimal trajectory than the CLF trajectory. This approach assumes the existence of a global control Lyapunov function.
Recently, another approach was developed by the authors in Reference [9] . Similar to Reference [8] , this approach obtained stability guarantees through the use of an a priori obtained CLF. However, the CLF was used as terminal cost. By utilizing a suitable control Lyapunov function, the stability of the receding horizon scheme is guaranteed in a more efficient manner. In this setting, it was shown that the stability constraints are automatically satisfied, and can be eliminated from the optimization. This resulted in a speedup in the computations.
Furthermore, it was shown in Reference [9] that the region of attraction of the unconstrained receding horizon control law is always larger than that of the CLF and it can be grown further to contain any compact subset of the infinite horizon region of attraction by a suitable choice of the horizon length.
The purpose of this paper is to demonstrate the use of a stabilizing receding horizon strategy on hover and forward flight models of the Caltech-ducted fan. Although we only discuss simulation results in this paper, it should be noted that the model parameters were developed using actual flight experiments. This paper is organized as follows: in Section 2, we formulate the problem and present our notation. Section 3 is a review of the unconstrained receding horizon scheme with a CLF terminal cost [10, 11] . The quasi-LPV approach for obtaining a CLF is discussed in Section 4. Details of the Caltech-ducted fan experiment are discussed in Section 5, where the models of the experiment at hover and forward flight are discussed in addition to simulation results. Finally, our conclusions are presented in Section 6.
PROBLEM SETTING
The nonlinear system under consideration is ' x x ¼ f ðx; uÞ where the vector field f : R n Â R m ! R n is C 2 and possesses a linearly controllable critical point at the origin, e.g. f ð0; 0Þ ¼ 0 and ðA; BÞ :¼ ðD 1 f ð0; 0Þ; D 2 f ð0; 0ÞÞ is controllable. Given an initial state x and a control trajectory uðÁÞ; the state trajectory x u ðÁ ; xÞ is the (absolutely continuous) curve in R n satisfying
The performance of the system will be measured by a given incremental cost q : R n Â R m ! R that is C 2 and fully penalizes both state and control according to
for some c q > 0 and qð0; 0Þ ¼ 0: It follows that the quadratic approximation of q at the origin is positive definite, D 2 qð0; 0Þ5c q I > 0: To ensure that the solutions of the optimization problems of interest are nice, we impose some convexity conditions. We require the set f ðx; R m Þ & R n to be convex for each x 2 R n : We also require that the pre-Hamiltonion function u/p T f ðx; uÞ þ qðx; uÞ ¼: Kðx; u; pÞ be strictly convex for each ðx; pÞ 2 R n Â R n and that there is a C 2 function % u u n : R n Â R n ! R m : ðx; pÞ/ % u u n ðx; pÞ providing the global minimum of Kðx; u; pÞ: These conditions are trivially satisfied for control affine f and quadratic q:
The cost of applying a control uðÁÞ from an initial state x over the infinite time interval ½0; 1Þ is given by For practical purposes, we are interested in finite horizon approximations of the infinite horizon optimization problem. In particular, let V ðÁÞ be a non-negative C 2 function with V ð0Þ ¼ 0 and define the finite horizon cost (from x using uðÁÞÞ to be . Other properties will depend on the choice of V and T : Let G 1 denote the domain of J n 1 ðÁÞ (the subset of R n on which J n 1 is finite). It is not too difficult to show that the cost functions J n 1 ðÁÞ and J n T ðÁÞ; T 50; are continuous functions on G 1 using the same arguments as in Proposition 3.1 of Reference [12] . For simplicity, we will allow J n 1 ðÁÞ to take values in the extended real line so that, for instance, J n 1 ðxÞ ¼ þ1 means that there is no control taking x to the origin.
The infinite horizon cost J n 1 ðÁÞ is proper on its domain so that the sublevel sets Receding horizon control provides a practical strategy for the use of model information through on-line optimization. Every d seconds, an optimal control problem is solved over a T second horizon, starting from the current state. The first d seconds of the optimal control u n T ðÁ ; xðtÞÞ is then applied to the system, driving the system from xðtÞ at current time t to x n T ðd; xðtÞÞ at the next sample time t þ d: We denote this receding horizon scheme as RHðT ; dÞ:
In defining (unconstrained) finite horizon approximations to the infinite horizon problem, the key design parameters are the terminal cost function V ðÁÞ and the horizon length T (and, perhaps also, the increment d).
It is well known (and easily demonstrated with linear examples), that simple truncation of the integral (i.e. V ðxÞ 0) may have disastrous effects if T > 0 is too small. Indeed, although the resulting value function may be nicely behaved, the 'optimal' receding horizon closed-loop system can be unstable.
A more considered approach is to make good use of a suitable terminal cost V ðÁÞ: Evidently, the best choice for the terminal cost is V ðxÞ ¼ J n 1 ðxÞ since then the optimal finite and infinite horizon costs are the same. Of course, if the optimal value function were available there would be no need to solve a trajectory optimization problem. What properties of the optimal value function should be retained in the terminal cost? To be effective, the terminal cost should account for the discarded tail by ensuring that the origin can be reached from the terminal state x u ðT ; xÞ in an efficient manner (as measured by q). One way to do this is to use an appropriate CLF which is also an upper bound on the cost-to-go. The following theorem shows that the use of a particular type of CLF is in fact effective, providing rather strong and specific guarantees.
Theorem 1 (Jadbabaie et al. [9] , Mayne et al. [1] ) Suppose that the terminal cost V ðÁÞ is a control Lyapunov function such that
for some r v > 0: Then, for every T > 0 and d 2 ð0; T ; the receding horizon scheme RHðT ; dÞ is exponentially stabilizing. For each T > 0; there is an % r rðT Þ5r v such that G T % r rðT Þ is contained in the region of attraction of RHðT ; dÞ: Moreover, given any compact subset L of
Theorem 1 shows that for any horizon length T > 0 and any sampling time d 2 ð0; T ; the receding horizon scheme is exponentially stabilizing over the set G T r v : For a given T ; the region of attraction estimate is enlarged by increasing r beyond r v to % r rðT Þ according to the requirement that V ðx n T ðT ; xÞÞ4r 2 v on that set. An important feature of the above result is that, for operations with the set G T % r rðT Þ ; there is no need to impose stability ensuring constraints which would likely make the on-line optimizations more difficult and time consuming to solve. Of course, this method requires a suitable CLF. In the next section, we review a technique known as quasilinear parameter varying (quasi-LPV) method, which allows us to construct a suitable CLF for the receding horizon strategy described above.
QUASI-LPV METHODS
The purpose of this section is to utilize a quasi-LPV methodology to obtain a CLF satisfying (1). This approach was originally developed to design controllers for linear systems with time varying parameters, hence the terminology linear parameter varying (LPV) control [13] . The varying parameter rðtÞ is assumed to be available for measurement in real time. Moreover, it is assumed that the parameter trajectories rðÁÞ evolve in a compact set, with possible constraints on the rate of variation. Although these conditions limit the application of this strategy, it has been successfully used in the aerospace industry.
A variant of this approach, known as the quasi-LPV strategy, can be used to design controllers for certain nonlinear systems. The main ideas are much the same, except for the fact that the varying parameters are a function of the states. The so-called quasi-LPV representation of an input-affine nonlinear system has the form
where the desired trajectory is xðtÞ 0: We will assume that the parameter trajectory rðxðtÞÞ belongs to a compact set P & R m with variations limited according to
for all t: Generalizing the linear quadratic regulator, we are interested in finding a control that makes the cost
small. As in the LQR case, one may be able to use linear matrix inequalities (LMIs) to construct a feedback control. Indeed, if there is a positive definite matrix X ðrÞ such that This upper bound can be minimized (searching over X ðÁÞ) with the help of a suitable slack variable. Note also, that the CLF V ðÁÞ automatically satisfies (1), since the above feedback minimizes ð ' V V þ qÞðx; uÞ: The notation P p i¼1 % n n i above means that every combination of % n n i and % n i should be included in the inequality. For instance, when p ¼ 2; % n n 1 þ % n n 2 ; % n n 1 þ % n 2 ; % n 1 þ % n n 2 and % n 1 þ % n 2 should be n 1 checked individually. In other words, (5) actually represents 2 p inequalities. Additionally, solving (5) involves gridding the parameter space P and choosing a finite set of basis functions for X ðrÞ (see Reference [14] for details). As can be easily seen, the number of LMIs grows exponentially with the number of varying parameters. Furthermore, the gridding technique can be quite costly. Due to these restrictions this method is usually suitable when there are only a few varying parameters (states) in the state-dependent representation.
The quasi-LPV procedure can be simplified, if the search is limited to quadratic Lyapunov functions instead of parameter-dependent Lyapunov functions. In this case, there is no need to have a priori bounds on the parameter variations and the 2 p inequalities in (5) reduces to a single matrix inequality for each gridding point. This simplicity comes at the expense of potential conservatism.
From a theoretical point of view, in order to guarantee stability, gridding has to be finer than a critical limit [14] . However, finding this limit requires knowledge of some information about the nonlinear system (e.g. Lipschitz constants) that is not readily available. Also, the level of gridding indicated is likely to be quite conservative making such an approach somewhat impractical. Hence, gridding remains an ad hoc procedure.
Moreover, the non-uniqueness of the state-dependent representation of a nonlinear system can make the results conservative. This issue of the state-dependent representation can be addressed by including an additional degree of freedom in the optimization [15, 16] .
Nevertheless, due to the fact that bounds on the parameter variations are taken into account, stability arguments are more powerful than regular gain scheduling or the state-dependent Ricatti equation method [17] . The quasi-LPV control techniques have been successfully employed in a variety of aerospace applications [18] .
In the next section, we outline the use of the CLF obtained from LPV methods in the receding horizon strategy developed earlier, to a tethered flying wing experiment, known as the Caltechducted fan. Since the derived CLF is to be used in a receding horizon scheme, we only need the CLF as a stability safeguard, therefore we only consider the single quadratic Lyapunov function case.
THE CALTECH-DUCTED FAN
The Caltech-ducted fan is an experimental test bed developed to facilitate the study of uninhabited combat aerial vehicles (UCAVs). These highly manoeuverable aircraft are designed to operate without a pilot on board. The pilot will be in a ground-or airborne-based control room far from the actual vehicle. Using the state-of-the-art virtual reality technology together with proper control schemes should make UCAVs a practical reality. Key advantages in the use of such vehicles include taking pilots out of harm's way and potentially higher performance manoeuvering.
In this section, we apply receding horizon techniques to hover and forward flight models of the Caltech-ducted fan experiment.
Ducted fan at hover
The dynamics of the Caltech-ducted fan are representative of a vertical take-off and landing (VTOL) aircraft such as Harrier in hover mode or a thrust vectored aircraft such as F18-HARV or X-31 in forward flight [19, 20] . This system has been used in a number of studies and papers and continues to evolve. For instance, comparison of several linear and nonlinear controllers was performed in References [21] [22] [23] . In this section, we describe a simple planar model of the fan shown in Figure 1 . This model has been used for hover control design for the actual experiment. More recently, the authors in Reference [24] have successfully used this model to obtain a CLF using state-dependent Ricatti equation methods. The CLF is then used as a terminal cost in the receding horizon scheme.
Let ðx; y; yÞ denote the position and orientation of the centre of mass of the fan. We assume that the forces acting on the fan consist of a force f 1 perpendicular to the axis of the fan acting at a distance r and a force f 2 parallel to the axis of the fan. Denoting m; J ; and g as the mass of the fan, the moment of inertia, and the gravitational constant, respectively, the equations of motion can be written as follows [19] :
where the drag terms are modelled as viscous friction with d being the friction coefficient. The numerical data for the experiment are as follows: m ¼ 11:2 kg; g ¼ 0:28 m=s 2 ; J ¼ 0:0462 kg m 2 ; r ¼ 0:156 m; d ¼ 0:1 Ns=m: Note that, due to the use of a counterweight for balancing the fan, the gravitational constant is not 9:8 m=s 2 : It is convenient to redefine the inputs so that the origin is an equilibrium point of the system with zero input. Letting u 1 ¼ f 1 and u 2 ¼ f 2 À mg; the equations of motion can be written as follows: m .
These equations are referred to as the planar-ducted fan equations. The following quadratic performance index was used in the quasi-LPV scheme:
To obtain a CLF for the planar-ducted fan using a quasi-LPV strategy, we must choose a set of varying parameters. For the planar-ducted fan, r ¼ y is chosen to be the only varying parameter with range P ¼ ½Àp=2; p=2: As a first attempt, we tried to find a quadratic CLF so that no a priori bound on parameter variation would be needed. Unfortunately, the resulting convex programme (for the desired large operating region) is not feasible. Therefore, we switched to searching for a parameter-dependent Lyapunov function with y as the varying parameter. The bound on the rate variation on y was chosen to be 10, i.e. jyj410:
The nonlinear system vector fields f and g can be put into a quasi-LPV form by choosing AðyÞ and BðyÞ according to [25, 26] : 
)
The orthogonality of the set fc I ðrÞg over P appears to have beneficial numerical properties in the LMI computations. Once a CLF is obtained, it can be used as a terminal cost in a receding horizon optimization. Also, when the horizon length is long enough, the local CLF obtained by solving an LQR problem for the linearized dynamics may also be used. In the next section, we discuss some simulation results for the planar-ducted fan model, using CLFs from LQR and LPV as a terminal cost in the receding horizon scheme.
Simulation results
We present receding horizon simulations for the various terminal costs over different horizon lengths for the initial condition The baseline infinite horizon cost (with corresponding trajectory) was (approximately) calculated by solving a finite horizon optimization problem with LQR terminal cost with a sufficiently long horizon (known to converge to the infinite horizon case). It can be seen from the simulation plots that a simple LQR controller does not stabilize the system from the given initial condition, whereas the LPV controller does. This is not surprising since the LPV controller is designed with much more information about the system nonlinearities.
Receding horizon control can be viewed as a compromise between a CLF controller (obtained as a zero horizon optimal controller) and the infinite horizon optimal controller. That is, we expect the short horizon controller to have a behaviour similar to that obtained by minimizing ð ' V V þ qÞðx; uÞ and progressing to the desirable properties of the infinite horizon controller as the horizon length is increased. It is thus not a surprise that the receding horizon controller using the simple quadratic CLF from LQR is ineffective (i.e. unstable) for small horizon lengths. Figure 2 depicts the x-y components of the finite horizon optimal trajectories with linear quadratic terminal cost for horizon lengths of 0.05, 0.1, 0.15, and 0:2 s: As noted in the figure, the terminal point is far from the origin. This contributes to the lack of stability of the resulting receding horizon controller from the given initial condition. For sufficiently long enough horizons, however, the finite horizon optimal trajectories do approach the origin and the resulting receding horizon controllers stabilize the system, as shown in Figure 3 . This is due to the fact that the set O r v ; defined in Section 2, can be reached from the initial condition at the end THRUST VECTORED FLYING WING of the horizon, as the horizon length is increased. Note that the trajectories also converge to the optimal one as T approaches infinity (see Figure 3) . The x-y trajectories for several receding horizon iterations with different horizon lengths with CLF from LPV is depicted in Figure 4 . The initial condition chosen was the same as in (11) . Note the difference in the orientation of the fan in the case of LQR and LPV terminal costs. Also, note that the CLF from LPV is stabilizing with a 0 horizon length which corresponds to no on-line computation at all, i.e. applying the LPV controller.
One might think that since stability is guaranteed by having a CLF as terminal cost, any positive definite function lower bounded by the CLF would also be a legitimate choice. Simulation results indicate that this is not the case, and merely putting a quadratic penalty which is greater than the value of the CLF (and therefore an upper bound on the cost-to-go) is not sufficient. Figure 5 depicts the simulation results for the receding horizon scheme with having a penalty of the form of gjjxðt þ T Þjj 2 where g > 0 is chosen such that gjjxjj 2 > V ðxÞ 8x: Shown in Figure 5 are again x-y trajectories for various choices of T : Note that even for long horizon lengths, the performance is not satisfactory at all.
An interesting comparison between the three discussed choices for the terminal cost is shown in Figure 6 . The horizon length is plotted on the horizontal axis, and the ratio of the actual cost to the optimal cost is plotted on the vertical axis. Note the fast convergence of the cost to the optimal, when the CLF from LQR is chosen as the terminal cost. Interestingly, the choice of CLF from LPV as terminal cost starts at a much lower cost but longer horizon length is needed to converge to the optimal one. In fact, for horizon lengths of T 50:6; using the CLF from LQR results in a lower cost due to the fact that the optimal value function is well approximated by the CLF from LQR method, in a suitable neighbourhood of the origin. We can, therefore, conclude that the CLF from LPV methods is suitable when long-optimization horizons are not possible due to costly computation. Finally, having a terminal cost of the form of a quadratic upper bound on the cost-to-go does not work even for very long horizon lengths.
Ducted fan in forward flight
In the previous section, we dealt with a simplified model of the ducted fan around hover. The fan was modelled as a rigid body and the aerodynamic forces were totally ignored. In forward flight, however, one can no longer ignore the aerodynamic forces and moments, since they are the dominant forces that make the ducted fan fly.
An activity to build up aerodynamic models for the ducted fan was established at Caltech [27, 28] . However, obtaining steady-state flight data has proved to be much more challenging than expected. This is mainly due to a periodic drag force resulting from the interaction of a wing tip vortex with the walls in the lab (see Figures 7 and 8 for a view of the experimental set-up).
A first step in obtaining suitable models is to familiarize oneself with the flight of this vehicle by doing a significant amount of manual flight. The aggressive capabilities of the system have been explored through manual flip and turn around maneuvers [27] [28] [29] . Some of these high angle of attack manoeuvres are depicted in Figure 9 . Angle of attacks of close to 708 are reported in these experiments [28] .
In spite of the problems arising from the periodic drag force, the results look quite promising, especially for the purpose of obtaining a model that captures the essential features of the system.
After getting a general picture of the capabilities of the system, an important step in modelling is to obtain the experimental equilibrium manifold. The equilibrium manifold is the surface resulting from setting the right-hand side of the equations of motion to zero. Experimentally, points on this surface can be found by performing steady flights at different velocities. Corresponding to each velocity, there is an angle of attack as well as the thrust force and thrust angle that would keep the vehicle in that equilibrium point. Figures 10 and 11 depict the experimental and the model equilibrium manifolds. 
Modelling
The ducted fan is modelled as a flying wing with vectored thrust, as in Figure 12 . The effect of the newly designed thrust-vectoring nozzle is modelled as a vectored force applied at a fixed position on the flight vehicle. The parameters for this model were estimated using static force/ moment measurements. Using the experimental equilibrium manifold, a plausible aerodynamic model was obtained.
The equations of motion for the thrust-vectored flying wing of Figure 12 are as follows:
where T is the thrust force, and d T is the angle at which thrust is applied. It will be natural to take as state and control variables x ¼ ðV ; g; q; aÞ; where g ¼ y À a is the flight path angle, q ¼ ' y y and u ¼ ðT ; d T Þ: where % c c ¼ 0:5 m; and C L ðaÞ; C D ðaÞ; C M ðaÞ are the lift, drag and moment coefficients, respectively. Using the experimental data from the equilibrium manifold as well as estimates of the thrust and thrust angle given in Figures 10 and 11 , one can come up with plausible estimates for the lift, drag and moment coefficients as depicted in Figures 13 and 14 .
From the discontinuity in the lift curve, one can notice that stall occurs between 168 and 208 angle of attack. More noticeable is the change in pitching moment at these angle of attacks. Stall can also be noticed from Figure 11 which depicts the thrust angle vs velocity for the equilibrium manifold. Figure 6 . Ratio of the cost to the optimal vs the horizon length.
An interesting point worth mentioning is that one would not see the usual drop in the lift curve after the wing stalls. This is probably due to the fact that the fuselage housing the fan starts to act as a lifting body at these angle of attacks. Worthwhile noting is the fact that the lift, drag, and moment curves fit nicely with the equilibrium manifold data. Locally (i.e. up to stall), lift, drag and moment curves are expressed by the following equations as functions of the angle of attack in radians:
Roughly speaking, the thrust can range from 0 to 13:5 N and can be vectored a little more than 258; i.e. d T 40:45 rad: While the input variables in the model are the thrust force T and the thrust angle d T ; the control inputs in the experiment are the motor voltage V m and the commanded paddle angle d p :
We have the following relationship between the two pair of inputs:
Overall, the above model is a plausible description for the Caltech-ducted fan, although much work remains in the understanding of the nature of uncertainties, both external disturbances and model uncertainties. 
Control of the ducted fan in forward flight
So far, we have discussed a model of the Caltech-ducted fan which is suitable for control purposes. Following the discussion in Section 4, we now develop a quasi-LPV scheme to generate a CLF suitable for receding horizon control. The objective of the controller is to regulate the ducted fan at a specific point on the equilibrium manifold.
Our objective is to regulate the ducted fan at V ¼ 6 m=s: Using Figures 10 and 11 , the corresponding angle of attack, thrust, and thrust angle are as follows: In order to be able to use the quasi-LPV scheme to generate a CLF, we first have to do a coordinate translation so that the desired equilibrium is the origin of the translated system. The next step is to choose a set of varying parameters. Contrary to the planar model where only the pitch angle y was the varying parameter, we need to choose three terms. We would need two out of the three angles a; y; g as well as the velocity V :
For convenience, a; y; and V are chosen. Note that the new states are
As can be seen from (12), the model is not affine in control, hence not suitable for use in the LPV scheme. In order to avoid this problem, the following change of variables are made, and forces in the x and z direction are chosen as inputs:
We can now describe the equations of motion in the new translated co-ordinates as follows:
where ; Bð % V V ; % a a; % y yÞ :¼ After a set of rather tedious calculations, the elements of the A matrix can be written as follows: A. JADBABAIE AND J. HAUSER
Once the equations of motion are represented in the appropriate state-dependent form, the next step is to formulate a suitable performance index to be used in the quasi-LPV scheme.
It is well known that choosing a suitable performance index such that all desired aspects of the problem are taken into account, can be quite difficult. We know that in order to regulate the ducted fan to a point on the equilibrium manifold, the flight path angle must be regulated to 0 therefore, it would be appropriate to put a large weight on the flight path angle in the optimization criterion. Since in our quasi-LPV modelling we did not choose g as the varying parameter, it would be convenient at this point to choose the flight path angle g over the pitch angle y to be a state. Hence, we perform the following change of coordinates: 
The new set of coordinates is called the wind coordinates. Also, the following Q and R matrices are chosen in conjunction with the quasi-LPV model to generate a CLF.
Q ¼ diag½ 50 4000 0:01 10
Several simulations were performed with different values of Q and R; and it turned out that the ones used showed satisfactory performance in the nonlinear simulation.
To use the quasi-LPV scheme discussed in Section 4, we first have to pick a gridding region for the varying parameters (states).
Since our simple aerodynamic model is valid locally, the following region is picked for gridding: V 2 ½2; 10 (17 points), and a; y 2 ½À508; 508 (11 points).
Note that the simulation model [27, 28] exceeds this local region in terms of the aerodynamic modelling. For simplicity of the LPV design, we have chosen to use the above limited gridding region for CLF design.
Also, note that since the CLF is merely a stability safeguard to be used as terminal cost in the receding horizon scheme, we would be quite happy with a quadratic CLF, provided the resulting convex optimization problem is feasible. This would greatly reduce the number of LMI constraints in equation (5 
The above CLF is then used in a receding horizon scheme with a horizon length of T ¼ 0:5 and sampling rate of d ¼ 0:05 s: Also, to compare the results with 'optimal' trajectories, the horizon length is increased to 3 s: An important issue is magnitude constraints imposed on the control action. As was mentioned earlier, the thrust can not exceed 13 
In order to simulate the system in the forward flight mode, the following initial condition was chosen: V ¼ 6 m=s g ¼ À408 a ¼ 10:28 q ¼ 0: The above initial condition represents a pull-up manoeuvre. Simulation results are depicted in Figures 15 and 16 . Also, Figures 17 and 18 depict the one shot 'optimal' trajectories for the same initial condition and a longer horizon length of 3 s: A more interesting way of plotting trajectories is to show the actual trajectory of the flying wing in the x-z space instead of showing the time trajectories. These plots are shown in Figures 19 and 20 for the receding horizon and one shot trajectories, respectively. In both figures, the ducted fan is shown as a flying wing, with a red line representing the thrust. These figures indicate that with a horizon of only 0:5 s; we get very close to the optimal solution.
One can also include the z dynamics in the equations of motion by letting ' z z ¼ V sin g: Using a similar LPV scheme and by penalizing z with a weight of 20, we obtain a quadratic Lyapunov The purpose of this paper was to demonstrate the use of a stabilizing receding horizon control methodology on two distinct models of the Caltech-ducted fan experiment. Equations of motion were obtained for the hover mode as well as the forward flight mode. Using quasi-LPV methods discussed in Section 4, several CLFs were obtained and used as terminal cost in the receding horizon scheme. Simulation results suggest that the proposed receding horizon scheme is suitable for regulation of the Caltech-ducted fan and guaranteeing closed-loop stability. 
