The main objectives of this paper are to formulate an introduction to the mathematical theory of indirect effects with respect to some biotic relations, including symbiosis, commensalism, mutualism and predation, along with the time functions for these relationships. We employ the theory of system linkage in Patten's Theory of Environment to develop an analysis of the theoretical properties of direct and indirect influences, using the variables and structure of each system involved in the linkage. In this paper, in order to formulate the mathematical theory, we develop, as a contribution to Patten's Theory of Environment, so-called H-semiotic systems.
Introduction
Each ontological entity is physically a system of elementary particles (quarks and leptons), and binding forces, and it is both open to energy (non-isolated), and open to matter situated within the continuum of the universe. Each ontological entity changes and evolves in spacetime by lawfully mapping stimuli that include afferent or external determinants, states or internal determinants, and subsequent states and responses or efferent behaviors [1] . Stimuli can be divided into two classes, and by means of these classes, agents (an agent being anything non-living or living) can be distinguished: A non-living system or object is anything that only responds to a physical or ontological stimulus, whereas a living system or subject is anything that responds to a physical stimulus, as well as to an epistemic, phenomenological or semiotic stimulus. Two kinds of lawful determination emerge from agent interactions: Causal determination, taking place in physical reality, and inferential determination, occuring in phenomenological reality. There are two kinds of causal interactions: Transactions, involving direct exchange of matter or energy between two agents, and relations, involving indirect consequences of these transactions. Inferential interactions are relational, and always have a transactional basis. Inferential interactions between two or more subjects are biotic inferential interactions, or biotic relations.
Sets of interacting ontological agents comprise networks, which can be explicit and ontological, but are more usually implicit and immanent, arising de facto from the causal or inferential interactions between agents. Delimiting interactive networks in time, space, or both, produces subnetworks or systems. The boundaries of systems can be either ontological or immanent (semiotic). Causal or inferential determination between ontological agents or groups of agents within a bounded network or system can be direct or local, indirect or global, or a combination of both.
Each ontological entity is itself a system, a bounded network of other ontological agents of a lower scale that interact within the confines of a defined system.
An ontologic system [2, 3] (M, R) is an oriented, causal, functional system composed of a set M whose elements are agents (objects and/or subjects), defined as time functions on a set T, and a relational set R = {RT, RR} of binary relations on M × M manifested by physical forces and/or energy exchange exerted between pairs of agents. A binary transaction RT is the direct exchange of matter or energy between two agents. A binary relation RR is the indirect consequence of a binary transaction that applies to the same two or other agents, two at a time. Transactions are "real" or ontic categories; relations are "virtual" or epistemic and implicit. In this formulation, transactions have priority because they involve physical transfers of energy or matter without which relations could not occur. However, given any established ontic domain, relations can be prior, as they can initiate transactions.
An ontologic (or ontological) system is one that is conceived by a subject, and is responsive to methodological requirements: To describe and circumscribe the agent in terms of its origin and its history as an epistemological principle. I.e., the system involves the whole, that is, the principle by all observed phenomena constituting a set full of meanings, and which it is impossible to understand outside of that specific context. An ontological system is not a classification of elements ordered according to the code of values of the subject. Nor is it a classification resulting from the quantification of phenomena, nor an array whose elements function as a living organism, nor is it a system of elements. It is a system of transactions and relationships between elements directed towards achieving specific effects, i.e., the system's function. To define a structural system consists then in the discovery of its role, and in making an inventory of elements whose interrelations appear relevant to the performance of that function. The relevant elements are exclusively phenomena that have meaning within the system. To establish what is relevant, and what is not, one must undertake a thorough analysis of all elements from the dual perspective of considering each element both in itself, and in its relationship to the whole.
A concept is a type of mental internal structure characterized by having control over [4] system responses (behaviors) and semantic content. A system has concepts, and its internal states perform a game and a kind of coordination between stimuli and responses that do not themselves determine the system. The concepts that determine the system depend on the type of information that the subject has acquired.
However, it does not matter that the concept is something determined by its semantic properties. This is why concepts are holons, as they meet the condition of a structure which has two faces: One looking inward toward its information sources, and the other looking out, i.e., to its effects and consequences. No structure exists unless you have both, but what gives a structure its conceptual identity is its etiologic specificity. The concept of Ontological System (Reality) raises semiotic issues. By what right do we affirm that reality is a system? On what scientific data is the system based? Systems begin with, are founded on, and are determined by, our knowledge: Reality is systemic when we know it, and because we know it. Since knowledge imposes its conditions, whatever has a systemic nature will be the result of knowledge itself. As David Hume (1711-1776) [5] says, there is nothing in our experience specifying "cause". This causal relationship is due to a rational activity establishing a link between two events. In general, all types of relationships are not themselves objects of our direct experience. But if relations are essential elements of systems, we must conclude that they are mental constructs, and therefore we conclude that systems begin with knowledge. The systemic structures that are our models of reality are the fruits of reason. Our own knowledge of an object is a system, and so are the concepts from the system of all the perceptions or properties identified in these perceptions. In the concepts of things, we see similarities and differences. If we come together based on similarities, and we divide in relation to differences, we classify in terms of classes. This translates into natural language in the form of nouns, adjectives and intransitive verbs. One can imagine an integrative meta-language which would integrate all languages. In this case, a General Systems Theory should be something similar to Chomsky's ecosystems, and direct and indirect effects. Section 4 discusses time-forward and time-backward time functions, as well as four theorems. In Section 5 we connect biotic relations with time functions. Finally, in Section 6, we present our conclusions.
Systemic Concepts
We need now to provide the systemic concepts: Interposed set, stimulus-response process, state transition, internal transition process, internal response process, process space and internal process space in order to formalize the mathematical theory of indirect effects. Ecosystems are networks of interacting ontological agents.
In biomathematics, Rosen [13] [14] [15] is known for his original work on a class of relational models of living organisms, called
is a set M of objects (living organisms), and a set R composed of binary transactions or relations between these [16] [17] [18] [19] [20] . Let:
where P denotes the power set, and
A time set T is a linearly ordered set whose order is expressed by .
≤ Let Θ and Ξ be two sets and T a time set. Let 
The state space consists of state trajectories only, and is defined by the categories of objects M and relations R by which the observer conceives the system . Σ 
S t t Z t t Y t t which satisfies:
An initial response function (3) is causal iff with A system Σ is causal iff it has an initial response function. Causality expresses determinism [23] , meaning that each event is the consequence of the set of specific causes that define it. These causes may be unknown or known. Though causality need not be linked with time T explicitly, as a rule if they are known over time their effects are determined.
Here we consider a close relationship between time and causal intervals, where 0 t represents the starting or current time of a cause, and t the final time of its effect. A causal determination will entail a cause-effect relationship. Direction or orientation is implicit in causality.
A causal system Σ is oriented when its boundary attributes are separated into causes Z and effects Y; Σ will be expressed as a stimulus-response set of time segments:
. z t t y t t t t z t t Z t t y Y t t
An oriented system associates temporal stimulus sequences with temporal response sequences. An oriented causal system Σ is functional when stimulus-response relations are expressed as functions that relate time sets of stimuli and time sets of the responses:
A system Σ is uniquely determined when for each stimulus sequence Let H = (A, R I ) be the object and relational sets for A, an H-semiotic system. The objects contain information-based attributes or behaviors associated with the agents M of some ontologic system. For each a A ∈ and t T ∀ ∈ , a(t) is the value of a in the time t T ∈ , t a represents behavior before time t, and t a denotes behavior after t [25, 26] . The relations R I are formed by inferential interactions between attributes designated by the observer as processes. Inferential determination is the kind of determination that occurs in the phenomenology of ontologic systems. H-semiotic systems are not anticipatory in the sense that they do not respond at time t to stimuli received after t. The two properties of a "unique stimulus-response relation" and "no anticipation" are the essence of a causal relation [22] .
Definition 2. (stimulus-response process)
We define stimulus-response process to any function
satisfying the following relationship
t t y t t H t t s t t S t t y t t z t t s t t
The function ρ will be called the response process. Given any H-system, we have a response
It is only possible that an H-system would generate more than one response process, corresponding to a given impulse, if H has some information about its future. The function (6) achieves the determinate stimulus-response mapping.
Definition 3. (state transitions) State transitions are defined by a function
This function is a transition process. Given any H-system, a transition process family of such functions can be formed (8)
Definition 4. (internal transition process) Function φ is an internal transition process between states
φ × →             0 0 0 : , , , .
S t t S t t S t t (9)
Given any H-system a family of internal transition processes can be formed (10) Definition 5. (internal response process) Function μ will be called an internal response process
Given any H-system, a family of internal response processes can be formed H-system is open when its process space consists of the whole set of families , , , Ρ Φ Θ Μ , and closed when the process space is formed only by ; Θ and semi-open when its process space consists only of Φ or Μ . Hierarchically, systems, supersystems (environment), and subsystems (components) can all be modeled as H-systems. In accordance with Koestler [27] , Patten [26, 28] , Patten and Auble [29, 30] and Patten et al. [25] the term "holon" is used to denote systems that are simultaneously part of a greater whole, and a whole made up of lesser parts. A holon faces in two directions at once: Inward and downward toward its own parts, and outward and upward toward the system of which it is a part. Consequently, an H-system is a holon.
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Definition 6. (processes space) A processes space Π of a H-system is the set of process families
, , , Ρ Φ Θ Μ , denoted as { } , , , Π = Ρ Φ Θ Μ , such that for a given time interval 0 , t t     : 0 0 0 0 0 0 , ,, , , ,
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Ecosystems, Direct and Indirect Effects
The definitions of functions (5), (7) and (9) are sufficient for modeling holons (H-systems) that represent physical systems, but do not represent biological systems. The latter have an ability to respond to abstractions rather than unmodified environmental stimuli. This depends upon distinguishing coding information at a chemical level from a language level, and by this, forming a basis for distinguishing living and non-living objects.
The role of abstraction used in determining stimulus-response relations can be incorporated explicitly by introducing a modeling function specifying living objects [29] . The holon has in effect produced a many-to-one stimulus-response function by reinterpreting the signals from its environment. That is, the holon has made a model of an effective stimulus Z from an actual physical stimulus Z* based on its state at time t:
As Patten [29] has said, the function (14) or the modeling function represents a unique and universal attribute of a living system, namely the ability to abstract from reality, and respond to the abstraction rather than to the absolute reality. In the case of man this abstraction is called knowledge.
Based on the presence or absence of a modeling capability, two classes of H-systems can be recognized:
a. Nonliving or abiotic systems where Z = Z*. The effective stimulus is whatever the ontological system delivers.
b. Living or biotic systems or taxa may or may not correspond to bio-systemic categories of the same name.
In accordance with Patten [29] , let , be abiotic or dead biotic components of an ecosystem and , be biotic subsystems. The biotope is the set of nonliving subsystems . The community is the set of the taxa
An ecosystem (narrow definition) is the set of all living and nonliving components such as:
A system is an ecosystem (large definition) if it is defined as a living system associated with a nonliving system as is defined by formula (15), among which material, energetic and informational elements must exist and conform to Patten's twenty remarkable properties.
Higashi and Patten [32] consider an ecological system as an open system with j = 1, 2,…, n steady state compartments, with both constant flows (causes, effects) and standing stocks (causal potentials). Causality within this system, or its physical energy-to-matter relation, is assumed to be conservative.
A cause and effect relation is direct if they are adjacent and the relation is indirect if separated by some distance. In networks, two kinds of distance relationships exist, these relate to time and to route. Generalising the definitions of H-systems with respect to routes and times in Patten's theory, the following definitions are obtained:
Let T be a time linearly ordered with its range expressed by
Direct Effects
Definition 8. (direct influence with respect to route and time (xrDDy)
 a direct influence xrDDy with respect to route and time iff:
1.
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where n is a positive integer number such that: 
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Definition 13. (indirect influence with respect to both route and time (xrIIy) A variable
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Time Functions
Let T be a linearly ordered time set. [6] . There are two classes of structural functions: Time-forward and Time-backward functions are represented as f and g, respectively. The left suffix refers to route and the right suffix refers to time. The difference that exists between simple structural functions and structural functions associated with a relationship is the following: The first of them associates all the possible relationships between a system's elements, while the second associates one and only one particular relationship. It will be expressed by a super-index. 
Time-Forward Functions f
where .
In the domain stimulus and state transition, symbols appear that exert a diachronically direct influence with respect to time and route on other variable symbols, and also in the range appear sets of P(FL) made up of response and state transition symbols, which are diachronically influenced directly with respect to time and route by at least one other symbol. 
In the domain appear stimulus and state transition symbols which exert a diachronically direct influence in regards to route, and a diachronically indirect influence in regards to time on other symbols. In addition, within the range appear sets of P(FL) made up of response and state transition symbols which are diachronically influenced directly in regards to route, and diachronically indirectly in regards to time, by at least one other symbol.
Definition 18. ( ID f structural function) The stimulus-response structural function of diachronically indirect influences in regards to route and diachronically direct influences in regards to time is the function
where In the domain appear state transition and stimulus symbols which exert a diachronically indirect influence in regards to route, and a diachronically direct influence in regards to time on other symbols. In the range there also appear sets of P(FL) made up of response and state transition symbols which are diachronically influenced indirectly in regards to route, and diachronically directly in regards to time, by at least one other symbol. In the domain appear state transition and stimulus symbols which exert a diachronically indirect influence in regards to both route and time on other symbols, and also in the range appear sets of P(FL) made up of response and state transition symbols which are diachronically influenced indirectly in regards to both time and route by at least one other symbol. 
where In the domain appear response and state transition symbols which are diachronically influenced directly in regards to time and route by other symbols, and also in the range appear sets of P(FL) that are made up of state transition and stimulus symbols exerting a diachronically direct influence in regards to time and route on at least one other symbol.
Definition 23. ( DI g structural function) The response-stimulus structural function of diachronically direct influences in regards to route and diachronically indirect influences in regards to time is the function
where In the domain appear response and state transition symbols that are diachronically influenced directly in regards to route, and diachronically indirectly influenced in regards to time by other symbols. In addition, in the range appear sets of P(FL) made up of state transition and stimulus symbols exerting a diachronically direct influence in regards to route, and exerting a diachronically indirect influence in regards to time, on at least one other symbol.
Definition 24. ( ID g structural function) The response-stimulus structural function of diachronically indirect influences in regards to route and diachronically direct influences in regards to time is the function
where In the domain appear response and state transition symbols that are diachronically influenced indirectly in regards to route and influenced diachronically directly in regards to time by other symbols, and also in the range appear sets of P(FL) made up of state transition and stimulus symbols which exert a diachronically indirect influence in regards to route and exert a diachronically direct influence in regards to time on at least one other symbol. 
where From the previous definitions and concepts, four theorems (Theorems 1-4), necessary to understand the structural function (Theorems 1 and 2), which formalizes from a mathematical point of view, the internal structure of the ecosystem. With Theorems 3 and 4, we describe the structural function as a function of each relation r in particular, from the point of view of the observer or modeler. Theorem 1.
and similarly:
It can be proved similarly that
As and we have as we wanted to prove.□ Theorem 4. .
Proof:
If ∃ and
As and we have as we wanted to prove.□
Biotic Relations and Time Functions
In an ecosystem it is interesting to distinguish among the different connections that are carried out in individuals of one taxon, and those that are carried out among individuals of different taxa. In this sense we will formalize as intrataxa and intertaxa the relationships between individuals in a close sense to the program of axiomatization of some early works of J. Woodger in the 1930s [33] . The intrataxa relations settle down among the individuals that form a community. Let
S t t M t t R t t =
be an ecosystem and
X t t Y t t Z t t  be taxa. We represent the individuals of some of these taxa, for example ( )
Recently, Sasmal and Chattopadhyay [34] have proposed a general model for preypredator with the variables of disease in prey and predator; a model that is subject to weak Allee effects. These Allee effects can destroy or create interior attractors. This allows us to obtain dynamics for the complete model, and so we conclude that the model has either one attractor (that is, only susceptible-infected coexists or susceptible prey survives ), or two attractors (bi-stability with only susceptible prey-infected and susceptible prey-predator coexisting or susceptible prey and susceptible prey-predator coexisting).
Relation of Symbiosis or Mutualism (r1)
Biologically the two taxa benefit from the association, and they cannot also live independently one from the other one. Let 
Relation of Cooperation (r1')
It is the same as the mutualism relationship or previous symbiosis r1, but with the condition that x and y belong to the same population. They allow the carrying out of certain biotic functions that would be impossible or very difficult for isolated individuals, among those that can be mentioned are mutual protection, reproduction, food search, orientation and division of work (e.g., ants 
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The image of a taxon will be all its taxa competitors.
Neutral Relation (r6)
In this relationship, none comes out as the beneficiary, and neither is harmed. When two taxa in an ecosystem are not in a relationship, we will say that they are related by means of a neutral relationship. In an ecosystem, all the taxa would act as state or internal variables, since in the case where two taxa do not exchange anything, they have a neutral relationship. Consequence: All the taxa of an ecosystem will be independent.
Conclusions
In spite of the fact that in domains such as ecosystems, the relations between different variables can be measured, and the various direct and indirect effects compared, for example with some biotic relations, no such development has occurred in the wider context of General Systems Theory.
The question of quantifying the relations between the variables (objects) of a system remains to be resolved, and more generally, quantifying the relations between partial systems, various subsystems, or multilevel systems. The present work is a first step, following Patten's Theory of Environment, to formalise the basic concepts for variables, and to analyse the theoretical properties of direct and indirect influences from the perspective of the variables and the structure of the system.
We take the following position: We do not know if reality itself has a systemic structure. Even more, different structures may correspond to a determined system, or different systems can be equally supported by experience. In such cases, it is possible that reality excludes all structures except one. However, at the same time it is possible that various structures will reflect certain aspects of reality. So, we can keep in mind that all thought will imply a simplification, and that in such a simplification a structure can in some ways reflect aspects of reality. However, if we cannot safely say that a structure is reality, or a part of reality, or an approximate copy of reality, this does not mean that the structures are completely disconnected from reality. If the corresponding appropriate systems are confirmed by experience, then the structures are modeling or simulating experience, and possibly future experiences, at least to a certain degree of approximation. In this way, reason and experience together leads us in the pre-selection of structures, and helps us construct structural models gradually through stages, and gives us reasons for rejecting certain structures in favor of others. However, nothing has been said that justifies talking about natural structures (independent of the theorizing subject) that can be discovered in things. In other words, there is a natural mental tendency to build structures, or to prefer certain structures to others, that belongs to the field of psychology, and does not fall within the objectives of this paper. The application of structural functions to specific cases, especially ecological ones, is beyond the scope of this paper. Although it would be possible to study an ecosystem that takes as units the population or the biomass, by means of the functions f and g, each with a particular relationship (symbiosis, predation, etc.) and symbolized through structural features associated with the relationship.
